









The copyright of this thesis vests in the author. No 
quotation from it or information derived from it is to be 
published without full acknowledgement of the source. 
The thesis is to be used for private study or non-
commercial research purposes only. 
 
Published by the University of Cape Town (UCT) in terms 















presented to the University of Cape Town

















One of the distinct trends in modern cosmology is in testing its theoretical aspects against
the high precision data available in recent years. Although the standard cosmological model
has already shown certain satisfactory results in matching the data from observations of
the Cosmic Microwave Background and Large Scale Structure, we are by far unable to
be convinced of its ability in describing the complete nature of the universe. Therefore,
detailed study has to be done in the theory of higher order cosmological perturbation to
enable us the ability in describing the non-linear aspects of the universe. Only then we
shall be equipped with better knowledge/understanding to begin to appreciate better the
vastness of the history/evolution of the universe. What is more troubling in being satisfied
with the standard cosmological model is that the very foundation of the building blocks in
the standard model - namely the Copernican principle - has yet to be tested against data
with high accuracy.
In this thesis, a few contributions have been made in advancing these topics in the
study of modern cosmology. Chapter 2 exams validity of the Copernican principle. We
propose a principle test for the Copernican assumption. The proposed test does not depend
on any theory of gravity nor on our understanding of dark energy, but relies only on the
geometry of the Friedmann-Lemâıtre-Robertson-Walker models themselves. It is by defi-
nition that our proposed Copernican function should obtain a zero value at each redshift
for the standard cosmological model - Friedmann-Lemâıtre-Robertson-Walker model, which
assumes Copernican principle in its model building. In general, this Copernican function
should yield a non-zero value at each redshift for an inhomogeneous model, for example
the Lemâıtre-Tolman-Bondi model. We also present two alternative approaches that might
help us in testing the validity of Copernican principle and hence further understand the
underlying issues of dark energy.
Since one of the aims of this thesis is to address the non-linear aspects of the universe, we
briefly review the Friedmann-Lemâıtre-Robertson-Walker model and its linear order pertur-
bation. We will present its line element and all the components required for calculating the
trace-reversed Einstein field equations at background and linear order. We also briefly look
at the issue of coordinate transformation and gauge choices. Furthermore, it is necessary
to present the power spectrum, the matter transfer function and introduce the features of
the scalar, vector and tensor modes in linear theory. Last but not least, some basic ideas of
the 1+3 covariant formalism are also presented and it should be of great help to us when
we present our analysis on second order vorticity generation.
Chapter 4 outlines our investigation in second order vector modes from coupled linear
scalar modes. We present the expressions for components needed for calculating the sec-
ond order trace-reversed Einstein field equations. This should in term provides us with a
constraint equation and an evolution equation for the second order vector modes. Vector












Expressions for vorticity and vector shear are calculated at second order in order to better
understand the issue of vorticity generation at second order. We investigate, first of all, how
the vector modes are generated from individual scalar modes at radiation era by assuming
the form of two delta functions for an input scalar power spectrum in the vector mode
power spectrum expression. We find that the vector modes are efficiently produced when
the two scalar modes are outside the Hubble radius. Furthermore, we realise that once one
of the scalar modes is inside and the other outside the Hubble radius, there is effectively no
generation of vector modes. We then move on to looking at the power spectrum of vector
modes from power-law scalar input power spectrum. We also investigate the feature of the
power spectra of vector metric perturbations and vector shear, and present our analysis
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The Copernican principle (CP) has played a pivotal role from the beginning of mod-
ern cosmology. The modern day CP is the two assumptions that when averaged over
large enough scales, the universe is homogeneous and isotropic. One of the most suc-
cessful and commonly adopted model in cosmology is the Friedmann-Lemâıtre-Robertson-
Walker (FLRW) model. The FLRW model describes a spatially expanding homogeneous
and isotropic background, and therefore it is a model built on the foundation of the CP.
Together with its linear perturbations, it has been shown to match the current high preci-
sion data from observations of the Cosmic Microwave Background (CMB) [206, 207, 117]
and Large Scale Structure (LSS) [212]. The data provides strong evidence for a nearly spa-
tially flat universe on large scales with a primordial spectrum of adiabatic, Gaussian and
close to scale invariant density perturbations. However, this simple adoption of the CP in
any cosmological model costs us dearly: for example in matching observational data from
the CMB or from the type Ia supernova (SNIa) [82, 11, 190] to the model, a cosmological
constant (or in general a dark energy component) is introduced without knowing its exact
nature. Therefore, exploration of its validity has been in many researchers’ focus especially
in recent years when at last vast quantity of observational data with reasonable accuracy
has become available to us.
The issue of testing the CP has been looked at by various authors and a few tests have
been proposed. Here we will look at a couple of these tests in more details. In chapter 2 of
this thesis we will consider the issue of testing the CP and propose a principle test for the
Copernican assumption and two alternative approaches in testing the CP.
Inspired by the idea mentioned by Goodman in 1995 [87] on the possibility of testing the
CP with the distortions of the blackbody spectrum of the CMB, authors in [44] took this
idea a step further and demonstrated how this test can be implemented in a more practical
approach. They chose to consider a low amplitude void with the profile that is known as a











CHAPTER 1. INTRODUCTION 2
and calculated the constraints on the CMB blackbody spectrum distortion. They showed
that their results rule out large voids with large density contrasts and in term ruled out the
ones that were violating the CP the most.
Another idea on testing the CP was introduced in [227]. They proposed a method that
uses the time drift of redshift (change of redshift with respect to time on observer’s past
light cone) in spacetimes with less symmetries than the FLRW universe, for example the
spherically symmetric but radially inhomogeneous Lemâıtre-Tolman-Bondi (LTB) metric.
Together with the distance data, they were able to demonstrate how the observation of time
drift of redshift can be used to test the CP. In [55], another approach to test the CP was
put forward. They showed that the local redshift dependence of the luminosity distance
from the SNIa observation can be used to indicate if we live in a large void or if the dark
energy is appropriate in explaining the cosmic expansion in the coming years. Other studies
related to the CP have been done as well as the ones mentioned in more details above, see
for example [31, 108, 221].
Dark energy/cosmological constant problem
Instead of trying to test the CP, dealing with the more direct problem at hand - un-
derstanding the nature/property of this dark energy/cosmological constant component, is
a far more common practice. Ever since the discovery of the accelerated expansion of the
universe from the observation of the luminosity distance to SNIa [192, 187, 178], people have
been trying to explain this observed feature with a dark energy component which takes up
about 70% of the total energy density with limited success. This limitation mainly comes
from our lack of understanding in the underlying physics of dark energy. When at first the
dark energy component was proposed to explain the accelerated expansion of the universe,
it was addressed as a cosmological constant Λ (sometimes also considered as a negative
pressure fluid with the equation of the state (EOS) w = −1). Soon afterward, the ΛCDM
model, in particular the flat ΛCDM model, became the standard model in the study of the
universe. See Fig. 1.1 for observational evidence for a flat universe.
This model provides a reasonably good fit to the high precision observational data, based
on a small number of cosmological parameters that characterise it [63]. A consistent set of
best fit model parameters coming from independent data sets such as CMB anisotropies,
galaxy surveys and supernova luminosities marks a remarkable achievement for the ΛCDM
models (see Fig. 1.2 for constraints from joint data sets). However, anything that con-
tributes to the energy density of the vacuum acts just like a cosmological constant since it
enters the Einstein field equations via an energy momentum tensor T vacµν = −(Λ/8πG)gµν .
With our current understanding of particle physics, it is still extremely difficult to explain
as to why the theoretical expectations for the cosmological constant exceed observational










CHAPTER 1. INTRODUCTION 3
Figure 1.1: In the (ΩΛ,Ωk) plan: evidence for a flat universe from the combined data analysis











Figure 1.2: In the (Ωm,ΩΛ) plane: joint constraints from CMB [63], baryon acoustic oscil-
lations (BAO) [70] and Union supernovae data set including samples from the Supernova
Legacy Survey and ESSENCE Survey, the older datasets, and HST. Showing in the figure
are their 68.3%, 95.4% and 99.7% confidence level contours (figure taken from [118]).
This has a lead to a variety of approaches which attempt to explain the accelerated
expansion. For example, instead of a rather limited constant EOS, one should perhaps
consider a time varying EOS w(z) for the dark energy. Common parameterisations of w(z)
include a linear variations with redshift, w(z) = w0 +wzz, as proposed in [58], an evolution
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an evolution with an EOS that has the form w(z) = w0−α ln(1+z) such as the one used in
[68, 85]. Here w0 is the present value of the EOS and α ≡ dw/d ln a with a being the scale
factor. However from the data fitting point of view, the assumption of a functional form can
lead to possible biases in statements made about the dark energy and its evolution. This
is especially so should the true dark energy EOS behave very differently from its assumed
functional form [124]. More importantly the far fetched relation of the parameterisation to
the physical parameters is of a greater cause of concern, see for example [193, 145].
This is not the only concern that has been raised related to the issue of dark energy.
We also have to bear in mind that cosmic observations also depend on other cosmological
parameters such as the curvature density Ωk and the total matter density Ωm. It has long
been known that there are degeneracies between Ωk, Ωm and w(z) and this issue has been
under intense investigation, see for example [133, 54, 100, 97]. It has also been argued that
should it turn out that we have an interaction between the dark components - dark energy
and dark matter (see [27, 79, 228] for a few proposed models), it is possible to create new
features to structure formation. These include a possible bias as pointed out in [5] and
also a possible violation in the weak equivalence principle by dark matter [25]. Another
concern regarding the dark components is raised in [119]. It has been argued that current
background observations cannot distinguish beyond the combination of dark matter and
dark energy evolution since they degenerate at a level that is sensitive to the total energy
momentum tensor. Without additional assumptions, we cannot measure either of them by
purely gravitational observations.
Seeing such difficulty in understanding the nature of dark energy and the complexity
of the problem (see Fig. 1.3 for an illustration of some of the possible dark energy model
classes and how they have grown from the simplest model - ΛCDM), this leads some to
search for an alternative explanation to the observed accelerated expansion of the universe.
For example, if the accelerated expansion of the universe is actually caused by the geometry
of the universe being inhomogeneous, this might fool us wrongfully into the conclusion that
there should be dark energy by mimicking a non-zero cosmological constant behaviour in
a homogeneous universe. This gives us an alternative way of explaining as to why there
should be no cosmological constant and yet at the same time possibly with minimal new
physics introduced. Due to the apparent needs in finding alternative explanation to dark
energy, the inhomogeneous models have only received renewed interests in recent years even
though the idea was put forward as early as in the 1990s (see e.g. [175]).
Some alternative explanations to dark energy
There are a few proposed ways as to how the inhomogeneities could in principle mimic
dark energy. One of which has gained momentum in recent times is the so-called ‘back-










CHAPTER 1. INTRODUCTION 5
Figure 1.3: Illustration of the model classes (large circles) and subclasses (represented by
points within different regions of the circles). Open points mark the initial (simplest) type of
model within each class, and arrows indicate paths to the more complex models in the class.
Note that in the figure models with constant EOS are under the category of “Negligible
early DE”. Figure taken from [158].
fact that the operations of spatial averaging do not commute with the time evolution [42].
Therefore, in an inhomogeneous universe the averaged quantities satisfy modified Friedmann
equations that contains these back-reaction terms. These back-reaction terms increase as
inhomogeneities develop since they depend on the variance of the local expansion rate.
Whether one can explain away the cosmic acceleration with back-reaction is still unclear
at the moment and it is hotly debated [107, 174, 185, 233]. Even if Λ = 0 and acceleration
is due to back-reaction, one would still need to explain the cosmological constant problem
[56] and this is yet another open question in modern cosmology.
Another interesting proposal is the idea of having a local void (a local underdense
region) around us and hence our universe is in fact an inhomogeneous universe. This way
it is conceivable that we do not have to assume an accelerated expansion in order to fit the
data as we have done for the homogeneous and isotropic models.
Several authors have investigated the local void idea before [3, 4, 83, 215, 216, 217, 48, 28]
and most have used a LTB model to describe the void. At the moment, the most exigent
problem in the void modelling is our ability in determining the correct void size that is able
to match up with all the current data from various sources, for example data from the CMB,
supernovae observation, and baryon acoustic oscillations. So far there has been no success in
fitting all three data sets despite many attempts. More complicated scenarios have also been
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we have off-centre observers. Unfortunately, there has been limited success in that direction
as well and in reality more investigation is still required in order to model the void correctly.
Linear perturbation theory
Despite the unsolved cosmological constant problem in the standard model in cosmology,
it is not without its merits. As mentioned earlier, it has been shown after all that it is able
to fit the current data to a reasonable degree. What is more is that the background FLRW
model plus its linear perturbation has shown its ability in developing the basic theory of
structure formation. Of course given the complexity of the universe, no linear theory will
have the capacity to fully describe it. Consequently, developing the perturbation theory to
at least second order becomes a necessity since only then we will have the tools to be able
to study the mildly non-linear features we observe in the universe.
The key idea in the theory of structure formation is that in the early universe if there
existed small energy density fluctuations (also called seeds), then they could be amplified
by gravitational instability. It is possible to study the induced fluctuations and their time
evolution using linear perturbation theory because the linear theory uses inhomogeneous
perturbations about a homogeneous background and these seeds are an inhomogeneously
distributed form of energy density that contributes only a small fraction of the total energy
density of the universe. This idea is very appealing since it is consistent with what we can
see from the CMB observation (see Fig 1.4).
Figure 1.4: From the CMB anisotropies we can see that there are small inhomogeneities
in the early universe. Therefore, the idea of studying the theory of structure formation
using the inhomogeneous linear perturbations around a homogeneous background is feasible.
Figure taken from [96].
Linear cosmological perturbations were initially studied in quite significant details by
Lifshitz [128]. It was later extended and with some errors corrected by authors in [129].
However, synchronous gauge was used in both publications and their analysis was plagued
by some ambiguity caused by the gauge modes. This further caused some misinterpretation
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some did recognise this gauge mode problem and tried to develop methods that are gauge
independent. For example, in [94, 170] they tried to develop a formulation that deals with
curvature tensor perturbation instead of the perturbation in the metric tensor. However, it
was not a complete success and they couldn’t solve the ambiguity caused by a gauge mode
in their expression with a zero pressure cosmic fluid.
In the meantime, equations for density perturbations in a longitudinal gauge was de-
rived in [92]. It was then discovered that the gauge modes problem that was plaguing the
synchronous gauge analysis was not appearing in the longitudinal gauge expressions. Then
it was shown in [168, 189] that the derive perturbative expressions are free of gauge modes in
a comoving gauge. They also used various gauge conditions to investigate the evolutionary
behaviour of density perturbations and hence clarified the issue of gauge dependence in the
growth rate of the density perturbation.
All of the papers mentioned above focused on the situation where we have adiabatic
perturbations without sources. Therefore, there remained the issues of what could possibly
be sourcing these density perturbations on super horizon scales and the size of their am-
plitudes still need to be considered. It was only in 1980 that these issues were addressed
thoroughly. In [184], they managed to show how one can remove the two unphysical gauge
modes in synchronous gauge that were causing much unwanted confusions and hence inter-
preted results on density perturbations on super horizon scales erroneously. This provided
them with renewed understanding in the study of density perturbations and hence allowed
them the freedom to take one step further to investigate the idea of generating density
perturbations with an entropy perturbation.
Then in [12] Bardeen formulated the completely gauge invariant perturbation equations
that took the study of the theory of linear perturbation to the next level. He not only studied
the density perturbations in the linear theory, but also focused on the vector and tensor
types of perturbations. To some extent, he also examined the criterion for the validity of
the linear perturbation analysis by comparing the perturbation amplitudes between several
physical quantities. His equations for gauge invariant variables were later on re-derived in
[35] in a straightforward manner starting from the synchronous gauge.
Taking full advantage of these gauge invariant perturbation equations formulated by
Bardeen, in [116] they reformulated the expressions extensively and paid special attention
to the geometrical meaning of the perturbation. Furthermore, they also looked at the ap-
plication of the linear theory to some cosmological models, including for example examining
the effect of isotropic and anisotropic stress perturbations, behaviour and generation of den-
sity perturbations in the radiation and dust universe and so on. Since then gauge invariant
perturbative approach received more and more popularity and has been applied to various
areas in cosmology, for example it has been used to study the dynamics of inflationary
universe models [81], to study fluctuations in the CDM model of structure formation [157]
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And it has now become a fundamental tool for any modern cosmologist.
Alternative approaches to cosmological perturbations have been worked on as well. One
of which that is a competitive contender to the usual metric approach is a gauge invariant
formalism based on covariant approach. This covariant approach has the idea of defining
exact variables that are meaningful in any spacetime such that their values vanish on the
background [74, 76, 75, 105] (see [64, 37] for the extension to multi-fluid an scalar field
models in the covariant approach). These variables are gauge invariant perturbations of
the FLRW background and their physical meanings are apparent through the covariant
definition. However, due to the technical complication when working with the covariant
approach, it has not been able to reach the popularity that the metric approach has achieved
in the study of cosmological perturbation theory.
The upsurge of interest in linear perturbation theory pushed it into its maturity, since
then it has provided us with a means to explain the origin of structures such as galaxies and
clusters in the inflationary universe model. The important recognition that quantum fluc-
tuations in an expanding universe could lead to classical density perturbations was pointed
out in [51]. Also, it was pointed out in [183, 191] that in an inflationary universe scales
inside the Hubble radius H−1(t) (or comoving scales that are smaller than the comoving
Hubble radius (aH)−1) at the beginning of the inflation will expand rapidly and exit the
Hubble radius (the horizon). However, they will re-enter the Hubble radius at a time af-
ter the period of inflation and form the large scale cosmological perturbations and it was
pointed out in [93, 239] that they have a scale invariant power spectrum in the simplest in-
flationary models. See Fig 1.5 for a schematic demonstration on the creation and evolution
of perturbations in the inflationary universe.
The proposal that the universe went through a period of inflationary phase was originally
introduced in [91] in order to deal with a variety of cosmological problems: the horizon
problem, the flatness problem, and the unwanted relic problem. The horizon problem arise
when we see the same CMB temperature on patches that we believe have never been in
causal contact before the photons have been emitted. The flatness problem is also called
the fine-tuning problem. With the geometry of the universe observed by the CMB to be
nearly flat today, this implies that an extremely fine-tune conditions will be needed for
early times since the curvature grows in time in the standard model of cosmology. The
unwanted relic problem is also known as the monopole problem. The prediction (from
currently known particle physics models) that some stable relics (magnetic monopoles)
produced at very high temperatures such as the ones experienced in the early universe are
not observed today. It is therefore still an open question if they exist at all. See [126] for
more details on these issues and for the different proposed inflationary models. Although
the inflationary universe model has shown an ability in addressing the three cosmological
problems, many have considered it to be merely a toy model. However since its proposal, the
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density fluctuation
Figure 1.5: Schematic demonstration on the creation and evolution of perturbations in the
inflationary universe. Perturbations are inside the horizon at first then expand rapidly and
exit the horizon. However, they re-enter the horizon at a later time when the period of
inflation has ended. Figure taken from [21].
of cosmology that cannot be dismissed lightly. The realisation that it has shown success
in explaining the production mechanism for the large scale structure such as clusters of
galaxies in the universe and the CMB temperature anisotropies, which was first detected
by the Cosmic Background Explorer (COBE) satellite [23, 89, 204], through the linear
theory of cosmological perturbation, has allowed us the possibility of testing some aspects
of inflationary scenario.
In cosmological perturbation theory, the metric tensor can have three different types of
perturbations: scalar, vector and tensor perturbations/modes. Scalar modes are related to
the matter density perturbation, vector modes are also known as the rotational perturba-
tions and tensor modes are the so-called gravitational waves (which are yet to be detected
directly). At linear order in the usual inflationary models, scalar and tensor modes have
been studied by many [232, 223, 224, 138] and predictions have been made on a specific
relationship between the spectrum of the scalar and tensor modes [127]. However, so far
vector modes have received little attention because a scalar field cannot support vector
modes at linear order as illustrated in [19, 152]. Even if vector modes are produced during
inflation, once they leave the Hubble radius during the inflationary phase they will decay
very rapidly. Therefore, in the inflationary paradigm the vector modes at linear order are
considered to be insignificant when compared with scalar and tensor modes.
Throughout the years some authors have proposed other contenders to the usual early
universe inflationary models, for example the pre big bang scenario or the cyclic/ekpyrotic
models [84, 208, 213]. Although some have become highly disfavoured (or even ruled out)
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servations become one of the most crucial experiments in the modern cosmology since for
example in the cyclic/ekpyrotic scenario it has been shown to have a very different gravi-
tational wave production when compared with a single field inflationary models [34]. Due
to the significant impact that the existence of gravitational waves would have on modern
cosmology, there have been a few experiments designed for its direct detection. Two of
such experiments are the ground based Advanced Laser Interferometer Gravitational-Wave
Observatory (Advanced LIGO) [130] and the space mission Laser Interferometer Space An-
tenna (LISA) [134, 135, 151].
An alternative search of these tensor perturbation is from the CMB polarization. It was
pointed out in [111, 112, 196, 197] that for the CMB polarization via Thomson scattering
the tensor perturbations produce both E-modes (curl-free) and B-modes (curl type) while
the scalar perturbations create only E-modes and the vector perturbations create mainly
B-modes. This could provide us with an indirect probe of the tensor perturbations and
a unique opportunity to disentangle the effect of the tensor perturbations from the scalar
perturbations. However, the greatest obstacle in this approach is our ability to clean the
B-mode signals from the contamination caused from the effect of weak gravitational lensing
on the CMB by the matter distribution. This is because weak lensing on the CMB trans-
forms the E-mode into B-mode polarization and hence obscure the tensor perturbations
signal. However, it has been shown in [195] that this lensing effects can be largely cleaned
using high resolution data (10 arcmin or better), thus permitting us to probe inflationary
models with tensor to scalar power spectrum amplitude ratios to be r ∼ 10−6.
Non-linear perturbation theory
With the level of technological advancement that we have achieved in recent years and
we will be able to achieve in the future, many have realised that we should start looking into
the non-linear aspects of our universe. From the analysis done on observational data using
the linear theory, the universe is revealed to have approximately adiabatic and Gaussian
fluctuations. Should one be required to better constrain the accuracy of these first order
results or study the primordial non-Gaussian features of the universe, one would have to go
beyond linear order.
Physical observable such as the three point correlation function (or its Fourier counter-
part, the bispectrum) of the scalar perturbations that is able to distinguish non-Gaussian
from Gaussian perturbations on various cosmological scales. It requires us to do a pertur-
bative expansion up to second order in order to obtain a self-consistent result and we would
find it hard to compute and understand the bispectrum for the primordial scalar perturba-
tions without our understanding on a gauge invariant definition of the comoving curvature
perturbation (which is conserved on large scales) at second order in the perturbative ap-
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would be timely for us to develop and gain a comprehensive insight in the theory of non-
linear cosmological perturbation. Indeed, it has been one of the rapidly growing fields in
modern cosmology in recent years.
Although we have achieved quite an ample understanding in the linear perturbation
theory, development of the second order perturbation theory has not been straightforward.
Part of it is due to the sheer enormity of the algebraic expressions involved at second order.
Issues relating to gauge transformation and gauge invariance at second order has been looked
at using rigorous mathematics [205, 40, 38, 39]. In a series of papers [162, 163, 164, 165,
166, 167], Nakamura followed and principally expanded these work in an attempt to lessen
the complicated formulation usually involved when one goes beyond linear order. Some
authors even dedicated themselves into presenting a large set of expressions in hopes that
they would aid any who wishes to work on non-linear perturbation theory [103, 104, 169].
Similar to the linear theory, the metric tensor can also have scalar, vector and tensor
perturbations at second order. Owing to the important implications the tensor modes
might have in modern cosmology, they have received much interest to date. In the linear
theory, the amplitude of the first order gravitational waves depends on the energy scale of
inflation and may not be observable should inflation occur at a scale much below the GUT
scale [114]. However, second order tensor mode generation does not depend on which early
universe model that we adopt in our analysis, e.g. inflation versus ekpyrotic/cyclic. This is
because the observed Gaussian distribution of the linear matter density perturbations could
in fact generate second order tensor modes via a quadratic mode-mode coupling mechanism
and provide us with a χ2-distribution for the second order tensor modes.
Some authors have investigated along this direction. In [7], they investigated second
order tensor modes generated from a quadratic scalar modes coupling in the radiation era.
They first studied the second order gravitational wave generation by a single scalar mode.
This can be done by choosing a delta function form at a single scale for the input power
spectrum. This has allowed them to gain insight into the generation mechanism of second
order tensor modes induced by linear scalar modes. They also computed the gravitational
wave background generated by a power law spectrum on all scales and found that the linear
scalar modes continued to add power to a single tensor mode power spectrum until it is well
inside the Hubble radius, but then tensor mode oscillates at almost constant amplitude at
later times. They also found that on a given scale only a narrow range of the linear scalar
modes with well defined phase make the dominant contribution to the second order tensors.
Finally, they concluded that it is possible to place independent limits on the scalar tilt from
the proposed future detectors such as LISA or DECIGO [113].
Authors in [22] expanded the work done in [7] and they derived the complete power
spectrum of the second order gravitational waves induced by scalar modes ranging over all
observable wavelengths. They first gave the analytical solutions to the energy densities of
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in inflationary models. Then they numerically integrate the equation of motion directly
and confirmed their analytical results with the numerics (see Fig. 1.6 for a comparison
between energy density spectra of first and second order gravitational waves). Note that
as pointed out in [22], with fine tuning the primordial inflationary contribution can be
suppressed below the current scalar induced contribution for the gravitational wave energy
density spectra. This can be seen in Fig. 1.6 where we have the red thick curve (today)
crosses the black dotted curve (primordial) at intermediate wavelengths.
Figure 1.6: The red, blue and green curves represent the energy density spectra of the scalar
induced tensors at today, redshift z = 100 and redshift z = 3400. Note that the dashed
range of these three curves represent large scale modes that are outside the horizon at each
given epoch. The black curve is the energy density spectra of scale invariant primordial
tensor modes for an inflationary model with tensor-to-scalar ratio r = 0.1. Figure taken
from [22].
Work has been done on investigating the effects of these second order gravitational
waves, generated on very large scales, on CMB polarization [155]. Similar to the way that
primordial black hole formation has been used to constrain over-densities on small scales,
some have also studied how the gravitational waves produced in the radiation dominated
era can be used as a constraint on the primordial density perturbation on the scales that
are not directly observable by the CMB or LSS [86, 125, 10].
Note that what we have mentioned here regarding second order gravitational waves is
only the tip of an iceberg and we cannot go through everything in much detail due to the
vast quantities of literature one can find relating to tensor modes in perturbation theory.
See for example [45, 46, 148, 149, 146, 172, 67, 62, 9, 8] for a list of relevant work.
As pointed out earlier, vector (rotational) perturbations at linear order are considered
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one to have the naive expectation that second order vector modes would be the same as in
the linear case, so that a generic prediction arise from inflation is that there is no vector
modes. However, this expectation could not be more wrong because the same mechanism
that generates second order tensor modes from coupled linear scalar modes can apply to
second order vector modes as well.
There are a variety of other mechanisms which also predict vector modes and they
have been studied by various authors before. Some examples of such include fine-tuned
anisotropies in collisionless neutrinos [122], cosmic strings [182, 234] and the presence of
a primordial magnetic field [210, 123]. Also, in [152] they studied how the second order
vector modes are generated by first order scalar modes but in a collapsing universe scenario.
Authors in [147] considered the generation of primordial magnetic fields and vorticity from
second order cosmological perturbations. However, a detailed investigation of the generation
mechanism that produces second order vector modes from coupled linear scalar modes in
the standard (inflationary) scenario remains a missing puzzle in the theory of cosmological
perturbation until the work done for this thesis which is presented in chapter 4.
It must be emphasised that it is important to better understand these vector perturba-
tions since they are likely to play a more prominent role in cosmology in the coming years.
This is because of their contributions to the CMB (see for example [15, 16, 156, 218, 219, 220]
for some relevant work) 1. As a result, it will impact on the B-mode polarization in the
CMB and could become the dominant contribution when compared with the second order
gravitational waves [155].
The work presented in this thesis is in the following order: in chapter 2 the issue of
testing the Copernican principle is considered and a Copernican function is proposed. This
Copernican function does not depend on any theory of gravity nor on our understanding
of dark energy, but relies only on the geometry of the FLRW models themselves. It is
demonstrated that our Copernican function is zero for the homogeneous FLRW models and
it is non-zero for the inhomogeneous LTB models. In chapter 3, some basics in standard
cosmological perturbation theory are briefly outlined. These include introducing the basic
features of the flat FLRW model and its linear perturbation. The definition of power
spectrum and the matter transfer function are also presented. Features of scalar, vector
and tensor modes in linear theory are introduced. Chapter 4 deals with another important
part of this thesis. In this chapter, our investigations in second order vector modes from
coupled linear scalar modes both in the radiation and dust (with a cosmological constant)
eras are presented. The power spectra of these vector modes at both eras are calculated
and the issue of vorticity generation at second order are discussed. Finally, in chapter 5 a
brief summary of the work presented in this thesis and discussion of possible future work is
also presented.
1Note that [15, 16] gives an incorrect description of the Boltzmann equation at second order. See [179,











Testing the Copernican Principle
The CP has stood as one of the fundamental assumptions in the heart of the study of
modern cosmology without being properly tested for decades. However as we approach the
age of being able to harvest a significant amount of high precision data, it is perhaps timely
for us to give the issue of testing the Copernican principle a more serious consideration.
In this chapter, we shall propose a general method that might help us in testing the CP.
Before we introduce it, we shall firstly look at some basics of the FLRW model which is a
homogeneous model and the LTB model which is the simplest inhomogeneous model. Using
the test we proposed here, we will demonstrate the difference in the Copernican function
between the FLRW model which has adopted the CP and the LTB model which has not
had the CP embedded in its foundation. Lastly, we shall propose a few alternative methods
that might also help us justify the validity of the CP.
2.1 Homogeneous model - Friedmann-Lemâıtre-Robertson-
Walker model
The FLRW model is spatially homogeneous and isotropic. When using the FLRW model,
it is automatically assumed that the CP is valid. Here we will briefly introduce some basics
of the FLRW model.
Throughout this thesis, we use units where the speed of light is c = 1. Also, the Greek
indicies run from 0 to 3 and the Latin indices run from 1 to 3. The general FLRW metric
is given as (note that we have used the signature (–, +, +, +) throughout this thesis):







where t is the cosmic time, a(t) is the scale factor, and dΩ2 = dθ2 + sin2 θdφ2.
We can define the Hubble parameter in cosmic time to be H(t) = 1/a(t) da(t)/dt =
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of the spatial geometry. For K > 0, K = 0 and K < 0, we have positive spatial curvature
(closed), zero spatial curvature (Euclidean) and negative spatial curvature (hyperbolic)
universe respectively. We can relate proper time to conformal time η via the relation
dη = 1/a(t)dt. The conformal Hubble parameter is just H = 1/a(η) da(η)/dη = a′(η)/a(η).
Another commonly used presentation of the FLRW metric is













|K|ř) for K = 0,
K > 0 and K < 0 respectively.
2.1.1 The cosmological redshift and the density parameter
The cosmological redshift, z, is defined in terms of the ratio of the observed and emitted
wavelengths, λo and λe respectively, in the radiation spectrum of an observed galaxy. This
definition can be related to the scale factor since the wavelength scales linearly with the




− 1 = ao
ae
− 1, (2.3)
where ao represents the value of the scale factor at the time of observation and ae is the
value of the scale factor at the time of emission. At present time t0, we can set ao = a0.













This relation is very useful to us since in all our analysis presented later, we will convert
all our expressions from functions of conformal time η to redshift z because this is what we
can obtain from observational data.
From the Einstein field equations (EFEs), we can calculate the Friedmann equation. We
will show in more detail as to how this can be done in chapter 3 and we will only present
expression for the Friedmann equation here:
3H2 = κ2ρ+ Λ− 3K
a2
, (2.5)
Note that here we have κ2 = 8πG, Λ is the cosmological constant and ρ is the energy
density. This is particularly useful to us when we need to define the density parameter
introduced next.
Besides redshift, another parameter that is widely used in cosmology is the density
parameter. When we have a ‘flat’ universe with zero cosmological constant, a critical density





























where ρ0 is the current density of the universe and ρc0 is the present day critical density
and H0 is the Hubble parameter today. Similarly, one can also define a parameter that is





If we consider any constant background curvature K, we can then define a parameter that





In this case, we have Ωm0 + ΩΛ + Ωk = 1. Note that if K > 0 then Ωk < 0 and vice versa.
New expression for the Hubble parameter is
H2(z) = H20
[
Ωm0(1 + z)3 + ΩΛ + Ωk(1 + z)2
]
. (2.10)
Since we look at the flat FLRW background in chapter 3, we shall have Ωm0 + ΩΛ = 1.








In this subsection, we present two important distance relations in cosmology: angular di-
ameter distance (also known as the area distance) and luminosity distance. They can be
found in any textbooks on cosmology (see e.g. [61]).
Angular diameter distance/Area distance
If we consider a non-expanding background, the angular diameter distance is the measure
of the distance between a source with known physical size D and an angle ϑ subtended by
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However, in the case of FLRW background which describes an expanding universe, it is
slightly more complicated than what is shown in Eq. (2.12). Now we need to take into
consideration that the comoving size of the source is D/a where again a is the scale factor.
Consider the observer’s position is at r = 0 (with time being t = to) without loss of generality
and the source is at position r = re emitting a signal at time t = te. The comoving distance



















where we have used Eq. (2.4). Now the angle subtended by the source at the observer is





This can be arrived at by substituting an expression for H(z) using Eq. (2.10). If we
























, for Ωk < 0.
(2.15)
One thing worth noting is that from Eqs. (2.14) and (2.15) we can see that the flat case





≈ χ. This property was used in
presenting Eq. (2.36) and hence only one expression is shown instead of three.
Luminosity distance





where 4πd2 is the area (of the telescope) where the emitted light goes through at observer
and distance d is the luminosity distance in this case. If we consider expanding flat FLRW





If we compare Eqs. (2.16) and (2.17), then the luminosity distance in flat FLRW background
is
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Note that from Eqs. (2.14) and (2.18) we can conclude that a relation between the diameter
distance and luminosity distance in flat space is
dL(z) = (1 + z)2dA(z). (2.19)
However, this relation is true in curved spacetime as well. This was proved generally in [72]
and tested later in [18, 225].
2.2 Inhomogeneous model - The Lemâıtre-Tolman-Bondi model
The general spherically symmetric metric for an irrotational dust matter source in syn-
chronous comoving coordinates is the Lemâıtre-Tolman-Bondi [120, 214, 32] metric
ds2 = −dt2 + [R
′(t, r)]2
1 + 2E(r)
dr2 +R2(t, r)dΩ2, (2.20)
where R′(t, r) = ∂R(t, r)/∂r, and dΩ2 = dθ2 + sin2 θdφ2 is the unit 2-sphere. The function
R = R(t, r) is the areal radius, since the proper area of a sphere of coordinate radius r on
a time slice of constant t is 4πR2. The function E = E(r) ≥ −1/2 is an arbitrary function
of the LTB model, representing the local geometry.
Solving the EFEs gives us a generalised Friedmann equation for R(t, r),














where M(r) is another arbitrary function of the LTB model that gives the gravitational mass
within comoving radius r. Here E(r) also plays a dynamical role, it determines the local
energy per unit mass of the dust particles. This can be seen if we compare Eq. (2.21) with
the Newtonian analogue of a dust cloud, we see that E(r) also acts as an energy potential
[161].
Here we also relate the LTB free functions, M(r) and E(r), to the more familiar density
parameter today ΩM0(r) and the Hubble constant H0(r) as presented in [78]. We then have
2M(r) ≡ H20 (r)ΩM0(r)R30(r), and 2E(r) ≡ H20 (r)(1− ΩM0(r))R20(r), (2.23)
where H0(r) = H(t0, r), ΩM0(r) = ΩM (t0, r) and R0(r) = R(t0, r). Note that we have also
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free functions, we can then re-express Eq. (2.21) in a more familiar form:


















(cosh η − 1), sinh η − η = (2E)
3/2(t− tB)
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(1− cos η), η − sin η = (−2E)
3/2(t− tB)
M
; E < 0, (2.27)
for hyperbolic, parabolic and elliptic solutions respectively 1. Even if a non-zero cosmologi-
cal constant had been retained, Eq. (2.21) can still be solved in terms of Weierstrass elliptic
functions as has been discussed in [120, 171]. The third arbitrary function tB = tB(r) is the
local time at which R = 0, i.e. the local time of the big bang, so we have a non-simultaneous
bang surface (this assumes we take t > tB above). The time reverse of the above equations
are also possible solutions, in which case tB is the time of the big crunch, and the hyperbolic
and parabolic cases are collapsing models. Specification of the three arbitrary functions -
M(r), E(r) and tB(r) - fully determines the model. They constitute a radial coordinate
choice, and two physical relationships. If we differentiate Eq. (2.25) to get Ṙ and R
′
in


























We can also get the same equation from (2.27), and starting from (2.26) we get (2.28) with
E′/E = 0.
One thing worth mentioning is that there is a difference between the arbitrary function
M(r) we have here, and the sum of the masses of the particles that formed the gravitat-
ing body. The former is the mass that generates the gravitational field (hence called the






The total rest mass of the matter is found by integrating the density with respect to the
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The difference between M and M depends on the sign of E, which is the energy. When
E > 0 or E = 0 or E < 0 over the whole integral, M would be larger than or equal to or
smaller than M , as pointed out in [32].
2.2.1 The Friedmann-Lemâıtre-Robertson-Walker case
In the homogeneous FLRW case, we have ρ = ρ(t) only. If η is to be independent of r at
all times in Eqs. (2.25) and (2.27), this implies that one needs to have the bang time tB
constant and E proportional to M2/3, since the three arbitrary functions are functions of r
only:
tB = constant, E3/2/M = constant. (2.31)
These two equations define the FLRW case invariantly. For an FLRW universe, R(t, r) =
a(t)b(r) gives the FLRW scale factor, a(t). When we exercise our freedom in choosing the
radial coordinate to be b(r) = r, we then have R′(t, r) = a(t). Together with the choice
that 2E(r) = −kr2, the resulting RW metric looks like






dθ2 + sin2 θdφ2
)]
, (2.32)
where k is an arbitrary constant such that k = +1, k = 0 and k = −1 give us positively
curved, flat and negatively curved spatial sections respectively. Another common choice
is to have 2E(r) = − sin2 r and 2E(r) = − sinh2 r for the k = +1 and k = −1 cases
respectively.





as expected for the FLRW cases.
2.2.2 Behaviour near the origin
In the LTB model, an origin occurs at r = r0 if we have R(t, r0) = 0 for any t. Without
loss of generality, we will assume r0 = 0 throughout this thesis since what we are really
interested in is the behaviour of the three arbitrary functions near the origin of the spherical
coordinates because they are functions of r only.
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for every 0 < η < 2π, it is essential to have
M
2E
→ 0 as r → 0. (2.33)
In other words, this means that 2RE/M also has to be finite here. Of course, if we require
the term t− tB remain finite when r → 0, then we must also have
2E3/2
M
= finite as r → 0. (2.34)
And the evolution Eq. (2.21) tells us that if we have Ṙ(t, 0) = 0 at all times, i.e. our
origin remains an origin at all times, this requires that
E → 0 and M
R
→ 0 as r → 0. (2.35)
Using the conditions (2.35) and (2.34) in conjunction with the fact that 2RE/M remains
finite near the origin, we can then deduce that M ∝ E3/2 to the lowest order in r and also
E ∼ R2 and M ∼ R3 on a constant time slice. From these conditions, one can easily see
that the LTB model assumes FLRW form near the origin. However, this is not surprising
at all since the LTB model is based on the spherical symmetry assumption.
2.3 A principle test for Copernican assumption
In this section, we first present a principle test for the CP which relies on a consistency
relation of the homogeneous and isotropic FLRW models between distances and the Hubble
rate, both as a function of redshift. We show that this is not satisfied for radially inho-
mogeneous models – the LTB models, providing just such a mechanism to test if we live
in an approximation to an FLRW universe or near the centre of a spherically symmetric
one. We then present two alternative tests. We also present a figure demonstrating that
our Copernican function is non-zero for some LTB classses. We then introduce two possible
alternative tests to our proposed principle test for the CP.
2.3.1 Consistency relation
In FLRW models with constant curvature, the luminosity distance may be written as (in
















where Ωk is the curvature parameter today, and the expansion rate H(z) takes the value
H0 = H(0) today. The area distance is defined using dL = (1+z)2dA, and another distance
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where a prime denotes that ′ = d/dz (not to be confused with earlier notation). This tells us
how to measure the curvature from distance and Hubble rate observations, independently of
any other model parameters or dark energy model. Remarkably this tells us the curvature
today from these measurements at any single redshift.
Given that the curvature parameter is independent of redshift, we may differentiate Eq.
(2.37) to obtain an expression which must equal zero. The factor responsible for this is





which must be zero in any FLRW model at all redshifts, by virtue of Eq. (2.36). As shown
in [54], this function may also be derived by equating the two reconstructed functions for
w(z) given by Eqs. (2.37) and (2.38).
As we have not utilised the Friedmann equation, the derivation of C(z) relies only on the
metric of spacetime, and not on the theory of gravity, nor on any matter model present – it
is therefore a purely geometric function. Consequently, if the FLRW models are indeed the
correct background model, then we should expect to measure C(z) ≈ 0 (up to the amplitude
of perturbations) in the real universe at all redshifts.
The errors on C(z) may be roughly estimated using series expansions for D(z) and H(z),
but with different FLRW parameter values, and dark energy equations of state. From this
estimation, at leading order, it can be seen that the error on C(z) is then the difference










This in term tells us that at low redshift, our error on C(z) is roughly the same as q0 as
estimated using H(z). Therefore, an aspect of our test is that H(z) measurements must
come from a different data set than used for distance data.
Presently most estimates of H(z) rely implicitly on Eq. (2.37) or some other aspect of
the FLRW models themselves. However, passively evolving objects such as luminous red
galaxies provide a family of roughly synchronised clocks at moderate to high redshift, from
which we can measure H(z) directly using H(z) = −1/(1 + z)t(z) [109, 201]. Alternatively,
measuring the change of redshift, ż(z), of an object over a period of several years can also
provide H(z) [226], and so be used as a probe of the Copernican Principle based on the
arguments presented here [227].
Another possible approach in estimating H(z) is proposed in [33]. They showed that
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to determine H(z) and discussed the accuracy with which the Hubble parameter can be
measured from. Although it was concluded that a large number of supernovae is needed
in order to achieve an accuracy of 30% in H(z) measurement, future planned surveys are
expected to be able to deliver these. This last approach is of particular interest to us since
it allows us to in principle obtain data for both dL(z) and H(z) that are required in our
Copernican function C(z) from one data set.
Prospects for constraining C(z) in the near future as an independent confirmation of
the standard model are exciting. For example, finding w(z) from distance data requires
knowledge of D′′(z), while reconstructing it from H(z) alone requires knowing H ′(z) [54].
Taking derivatives of observable functions introduces extra errors, so it might in practice be
simpler to measure {[H(z)D′(z)]2 − 1}/[H0D(z)]2 at different redshifts, and check that it
yields the same value as it should by virtue of Eq. (2.37). In FLRW models this tells us the
value of the curvature today; in more general models this quantity will not be as simple as
this. This is an important consistency check on the FLRW models. If it is found to change
with redshift then that is equivalent to finding C(z) 6= 0 2. Thus, while we try to search for
w(z), we can measure C(z) at the same time to a similar degree of accuracy.
But what would a measurement C(z) 6= 0 imply, even if only at one redshift? Since
it is not dark energy or deviations from general relativity, the origin must be a different
cosmological geometry which is not homogeneous. Clearly, then, measuring C(z) 6= 0 at any
redshift would pose serious problems for cosmology.
We have given a necessary condition for violation of the CP, but is it sufficient? In other
words, could the CP be violated while still having C(z) = 0? Consider LTB models, which
can fit the Hubble diagram without invoking dark energy (see e.g. [49] for a review). These
are spherically symmetric models with each shell at radius r evolving as a separate FLRW
model. Clearly the generic scenario is for each shell to be characterised by a different Ωk
and so have C(z) 6= 0. Indeed, we show in subsection 2.3.2 that C(z) is a freely specifiable
function in these models, so C(z) = 0 which are not FLRW is a very limited subclass within
the LTB family.
2.3.2 C(z) in LTB models
In the previous subsection we have stated that C(z) = 0 for the FLRW case. In this
subsection, we will look at C(z) in the LTB models. We will first discuss as to why C(z) is
a freely specifiable function in the LTB models.
Eq. (2.20) gives us the general LTB metric whereas Eq. (2.21) provides us with a
generalized Friedmann equation for the angular Hubble rate,
H⊥(t, r) = ∂t lnR(t, r). (2.40)
2We thank Ruth Durrer for pointing this out to us. Note that we must use the relation given by Eq.
(2.37) for this to work; measuring curvature at different redshifts by standard tests will be contaminated by
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As mentioned earlier, of the three radial degrees of freedom, one is gauge, while two are
genuine physical degrees of freedom, and can be specified arbitrarily. We shall assume
that the coordinate degree of freedom specifies the bang time function: thus, specifying
{M(r), E(r)} fully specifies the LTB model.
In LTB models the expansion in the radial direction, H‖(t, r), is not the same as that








In the FLRW limit ∂rH⊥ = 0, so the two Hubble rates are the same and this can be easily
verified. From Eq. (2.21) we can derive that




















From subsection 2.2.1 we have R(t, r) = a(t)r, 2E(r) = −kr2 and M(r) = 4π3 ρ(t)a
3(t)r3.
Substituting them into Eq. (2.42) we can then see that ∂rH⊥(t, r) = 0, and hence H⊥(t, r) =
H‖(t, r). A perhaps much easier way to come to this is by looking at the left hand side of
Eq. (2.21), which gives us ∂rH⊥(t, r) = ∂r[∂ta(t)r/a(t)r] = 0. This can present different
ways to view C(z) in LTB models, as we can use whichever H(z) we like once we have
related r to z on the null cone.
Finding the area distance explicitly in terms of redshift is not simple, and is discussed
in detail in [160]. In the usual procedure, one chooses a radial coordinate which flattens
out the central observer’s null cone. Evaluating the function R on the null cone then turns
it into the area distance as a function of redshift: dA(z) = R|null cone. However, it has been
shown in [53] that dL(z), or equivalently dA(z) = R(z) (and so D(z)), may be considered
as a free function of the LTB model instead of M(r). Therefore, the LTB model may be
directly specified by the free functions {D(z), E(r)}. On the null cone we may find the
radial coordinate r(z), implying that E(r(z)) = E(z) is a free function instead of E(r). As
a free function, we may replace E(z) with H⊥(z) using Eq. (2.40) evaluated on the null
cone, which means that an LTB model can in fact be specified instead by {D(z), H⊥(z)} or
{D(z), H‖(z)}.
So, as far as C(z) is concerned, we now see that in an arbitrary LTB model, it can
be anything one chooses, whether we are to interpret H(z) as H⊥(z) or H‖(z)}, or a
suitable combination of them 3 If it is zero for both H⊥(z) and H‖(z)}, potentially giving
a class of LTB models which would fail our Copernican test, then that leaves just one
degree of freedom - exactly as in FLRW models with dark energy. If this free function is
3In this thesis we show a few C(z) non-zero cases following the approach and notations to the LTB models
used in [78]. However, at the time of working on this project we have verified that C(z) is non-zero for a










CHAPTER 2. TESTING THE COPERNICAN PRINCIPLE 25
H(z) = H⊥(z) = H‖(z)}, say, then D(z) must be given by Eq. (2.36), which can be shown
by integrating C(z) = 0. Although we have not shown that these models are necessarily
FLRW, this would have to be a very restricted family within the full LTB class. It would
be interesting to determine the exact conditions under which C(z) = 0 observed from one
location is a sufficient condition for an expanding spacetime to be FLRW. However, this is
outside the scope of this thesis.
This ‘Copernican function’ therefore must be considered, as far as a test for the CP is
concerned, as essentially free, and must therefore be determined by observations.
In line with our new understanding in the LTB models, here we demonstrate a few C(z)
cases using the notation used in [78]. In Fig. 2.1, we show the Copernican function for
three LTB models and the flat ΛCDM model. For the three LTB models, We choose a
homogeneous/simultaneous bang time, i.e. tB(r) = 0. Further assuming the conventional
gauge choice R(t0, r) = 1, we are left with just one free function to specify our model with.
As pointed out in [78], we can then choose this function to be the radial profile of the
dimensionless matter density today ΩM0(r). For the Gaussian and Lorentzian cases, the
matter density today takes the form of








respectively. Ωin and Ωout are the value of ΩM0(r) at the centre of the void at infinity,
respectively. The parameter σ characterises the size of the void.
For the better origin smoothness case, it is taken from [80] and the matter density today
takes the form of











where ν is the parameter that controls the slope of ΩM0 at the origin. Note that these
chosen LTB models are from the best-fit models to the SN data [80]. σ used in Fig. 2.1: we
have σ = 2.1, 3.3 and 3.2 Gpc for the “better origin smoothness”, Gaussian and Lorentzian
models, respectively. Also, we used Ωout = 1 in all cases, but Ωin = 0.15, 0.14 and 0.13
for the “better origin smoothness”, Gaussian and Lorentzian models, respectively. Note
also that the function H0(r) can be obtained from Eq. (3.5) in [78] since we have chosen
tB(r) = 0. However, we have H0 = 64.17, 64.36 and 64.39 km s−1 Mpc−1 for the “better
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Bet ter origin smoothness
Lorentzian profile
Figure 2.1: Figure shown the Copernican function C(z) for a few LTB cases. Modified from
original figure courtesy of Sean February.
2.4 Alternative approaches in testing Copernican Principle
In addition to the key test just presented we present two other novel approaches to the
problem. Future cosmological data will allow us to measure w(z) (assuming FLRW and
an appropriate parametrisation) to high accuracy [1]. With w(z) known, one can make
predictions for what will be observed with the Alcock-Paczynski (AP) test [2]. The AP
test relies on the idea that a spherical object in real space will appear oblate or prolate in
redshift space due to the fact that the radial size, L‖ is determined by ∆z/H(z) while the
transverse size, L⊥ is determined by dA(z). By demanding that L⊥ = L‖ one can determine
cosmic parameters, in particular, w(z).
The canonical AP test in modern cosmology is provided by the Baryon Acoustic Oscilla-
tions (BAO) which uses the excess signal at ∼ 150Mpc in the two point correlation function
as a standard ruler. By observing this in both the angular and radial directions BAO will
provide both dA(z) and H(z), and hence allow us to measure w(z) to similar accuracy as
SNIa [198].
If the CP is violated through significant radial inhomogeneity then clustering in real
space will not be isotropic. Hence the assumption underlying the AP and BAO tests
(that the “bump” in the two point correlation function is isotropic) will be invalid. If
one incorrectly assumes isotropic clustering one will reconstruct a w(z) that disagrees with
that from SNIa or other measurements. Put another way this would appear to violate
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18]. Tantalisingly such a mismatch has actually been observed between current BAO and
SNIa data at about the 2σ level [177].
Indeed there are at least three ways in which violation of the CP would deform standard
BAO results. First, the sound horizon – the fundamental standard ruler of the BAO method
– would be different in the ‖ and ⊥ directions (relative to the observer) and in general will
differ from the standard FLRW value (∼ 150Mpc today). Both of these will cause problems.
Secondly, the subsequent expansion of the sound horizon in the ‖ and ⊥ directions will be
governed by different Hubble rates H‖ and H⊥ (see Eq. (2.41)). Hence, even if the sound
horizon were isotropic and equal to the standard FLRW value at decoupling, the subsequent
evolution would cause biases in measured cosmology. Finally, redshift distortions which need
to be subtracted [60, 110, 150, 235, 236] in order to apply the AP test, will be significantly
more complicated to model and crucially will be correlated with the background expansion,
unlike the FLRW case. To see this consider a galaxy moving in a gravitational potential,
Φ = Φ‖ + δΦ which is the sum of the usual perturbative gravitational potential and the
radial inhomogeneity of the LTB background. Since ∇⊥Φ‖ = 0, the ‖ velocity of the galaxy
will be different from the FLRW case even if the δΦ contribution is identical in both cases.
This will modify the Doppler shift contribution to the redshift of the galaxy and hence will
modify the usual Kaiser and “Fingers of God” effects in a way that is strongly correlated
with the precise nature of the radial inhomogeneity.
Each of these effects will cause a bias in the estimation of dark energy parameters
obtained by assuming a FLRW background which will manifest as a mismatch with the
parameters derived from the distance measurements via supernovae or lensing. It is also
perhaps worth noting that the growth rates will be different in the ‖ and ⊥ directions.
A significantly more exotic test for the CP is provided by the realisation that the dL(z)
relation need not be single-valued; see Figs 5-8 of [160]. The same redshift can correspond
to more than one distance. Clearly in FLRW this is impossible and the occurance is related
to the possibility of gravitational blueshifts/redshifts adding to the standard expansion
redshift. Hence, object A which is further away than object B, may still have the same
redshift if it lies at a suitably higher “potential energy” which compensates the difference
in cosmic expansion. Hence, the volume as a function of redshift can exhibit pathological
behaviour which would be visible in number counts or a large dispersion in SNIa distances













There are two approaches to the study of the cosmological perturbation theory. The first
one is the metric approach which follows the familiar style from the perturbation theory
used in other areas of physics. The second is the covariant approach of a 1+3 spacetime
splitting similar to the ADM formalism [153]. The metric approach is used for most of the
work in this thesis, but the covariant approach is also used at times.
In this chapter, we will first present a brief review of some ideas of the background
FLRW model. Next we will give a brief overview of linear order perturbation using the
metric approach. Lastly the covariant formalism is introduced which will be important in
a later chapter.
3.1 The background flat Friedmann-Lemâıtre-Robertson-Walker
model
Here we will use the flat FLRW model as our background model. When using FLRW
model, it is automatically assumed that the CP is valid. Such an issue has been addressed
in chapter 2 already.
In this and the next chapters, we assume a flat FLRW background model that will
be introduced briefly in this section. Details of the FLRW model with arbitrary spatial
curvature can be found in most of the textbooks in cosmology. See for example [57, 188].
3.1.1 The metric
The flat FLRW metric is given as:
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where again η is the conformal time and γij is the metric of a three-space of constant
curvature, which in our case is assumed to be flat. In this and the next chapters, we will
use the notation ′ ≡ ∂∂η . Note that as mentioned earlier, the conformal Hubble parameter
is just H = a
′(η)
a(η) .




gαρ (gργ,β + gβρ,γ − gβγ,ρ) , (3.2)
where the various components for our metric can be found in Appendix A. Usually, the
covariant differentiation with respect to gµν is denoted as ;µ ≡ ∇µ and the covariant differ-
entiation with respect to γij is ∇i ≡ |i. Since we only focus on flat FLRW here, we have
∇i = ∂i = ,i.
Once we have the expressions for all the components of the Christoffel symbols, we can
then derive the expressions for the Ricci tensor through
Rµν = Γαµν,α − Γανα,µ + ΓασαΓσµν − ΓασνΓσµα. (3.3)























The Ricci scalar is a contraction of the Ricci tensor over its remaining indices




3.1.2 The Einstein field equations
The standard form of the EFEs is
Gµν ≡ Rµν −
1
2
Rgµν = κ2Tµν − Λgµν , (3.6)
where Gµν is the Einstein tensor, Tµν is the energy momentum tensor for the matter and
κ2 = 8πG. The contraction of the EFEs gives us
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+ Λgµν . (3.8)
This form of the EFEs is preferable for us because it reduces the perturbative calculations
for higher order, and therefore it is used at all orders.
Now we have introduced the EFEs which are crucial to us and we also have presented
the left hand side of the EFEs, which shows us the geometry of our background. In the
next subsection, we will look at what is at the right hand side of the EFEs - the energy
momentum tensor of the background fluid.
3.1.3 The energy momentum tensor
We will consider the background matter to consist of a perfect fluid. The energy momentum
tensor (EMT) for a perfect fluid can be written as
Tµν = (ρ+ P )uµuν + Pgµν , (3.9)
where ρ is the energy density, P is the isotropic pressure and uµ is the four velocity of the
fluid. It is well known that we can split any four vector into a temporal and spatial part.
From the isotropy of our background, the spatial part should have no preferred direction
and hence should be zero, but the temporal part can be non-zero.




[1, 0], and uµ = a[−1, 0]. (3.10)
The four velocity has to satisfy the normalisation condition uµuνgµν = −1. Additionally,
the EMT has an property, it is that it is covariantly conserved
∇µTµν = 0. (3.11)
For our chosen background, this property implies the continuity (or energy conservation)
equation
ρ′ = −3H (ρ+ P ) . (3.12)
The accompanying momentum conservation equation (the Euler equation) vanishes due to
spatial isotropy.
Using our EMT from Eq. (3.9) and equating the both sides of the EFEs, we obtain the

























where Λ represents the presence of the cosmological constant.
The universe went through several phases (eras) in its history due to various physical
processes. We will discuss some of the eras that are of greatest interest to us below. We will
consider the case when we have fluids with a linear equation of the state of the standard
form P = wρ.
Substituting P = wρ, Eqs. (3.12) and (3.13) become























, and H = d
η
, (3.17)
where we have at η = η0, a = a0 and ρ = ρ0.
Now we will look at the various eras, starting with the radiation era where w = 1/3. In
this case, we have a fluid that describes particles that are travelling at or close to the speed












This means that in a radiation dominated era, the scale factor grows linearly with respect
to the conformal time η, i.e. a ∝ η. The energy density of the fluid scales as ρ ∝ a−4.
This comes from the fact that the volume expansion of the universe scales as a−3 and an
additional a−1 factor comes from the redshifting of the particles frequency.
A fluid that describes a distribution of collisionless, non-relativistic particles which is
pressure free, is called dust. An example is the cold dark matter (CDM). In the dust era,















The energy density in this case scales as a−3 due to the volume expansion of the universe.
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describe our current universe when one does not consider the cosmological constant.
A more popular choice for our current universe is when we have the cosmological constant
Λ. This is modelled by a fluid with w = −1. During this era, the scale factor and the Hubble















The energy density scales as a constant. Here we have discussed three choices for w. Of
course, other choices like w = −1/3 have been used by cosmologists too but the radiation,
the dust and the cosmological constant cases are of most interest to us.
3.2 Linear cosmological perturbation theory
In this section, we will introduce some of the fundamental ideas of linear cosmological
perturbation theory. We will focus on the physical aspects that are important toward our
study in the higher order perturbation theory shown in chapter 4. More details on the
cosmological perturbation theory can be found in the reviews [116, 159, 143].
3.2.1 Scalar-vector-tensor decomposition
In this subsection, we will briefly introduce scalar-vector-tensor decomposition that is com-
monly adopted in cosmological perturbation theory. For more detailed proofs of this type
of decomposition, see [209, 116].
In linear perturbation theory, the metric degrees of freedom were first classified in 1946
by Lifshitz [128]. Lifshitz presented the scalar-vector-tensor decomposition of the perturbed
four dimensional metric tensor δ(1)gµν based on a 1+3 (time + spatial) split of the compo-
nents. It is useful to label the parts with names such as scalar, vector and tensor according to
their respective transformation properties on the spatial hypersurface γij (see also [12, 209]).
In the perturbed metric tensor expression only the scalar type of quantities can appear
in the 00 component, whereas it is possible to have both scalar and vector quantities for
the 0i component. A scalar perturbation can always be constructed from a scalar or its
derivatives. We can further split a spatial one index quantity into a scalar part and a pure
vector part. This decomposition is guaranteed by the Helmholtz’s theorem since it shows
that a vector field in Euclidean space can be decomposition into a curl-free (potential) part
and a divergence free part. However, it is possible to find scalar, vector and tensor type
of quantities for the ij component of the perturbed metric tensor. This is because we can
split a two index quantity into a scalar, vector and pure tensor part.
As a result of this splitting, we have a set of decoupled equations of linear perturbation
theory and hence making the properties of these perturbations at linear order easy to study
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vector and tensor perturbations is also used for at second order higher order perturbation.
However, as we go to higher order only the ‘true’ second or higher order perturbed quantities
decouple, but the mixing between linear scalar, vector and tensor perturbations do not.
3.2.2 The perturbed metric
The full perturbed expression up to and including first order about the background FLRW
metric is
ḡµν = gµν + δ(1)gµν , (3.21)
where ḡµν refers to the full quantity, and gµν and δ(1)gµν are the background and first order
terms of the perturbed FLRW metric respectively. At each order, we will use this notation
for the relevant quantities throughout the thesis unless stated otherwise.
Here we give the components of the metric tensor ḡµν up to first order including the
























Here S(1)i and F
(1)
i are the two divergenceless vectors, i.e. ∂
iS
(1)
i = 0 and ∂
iF
(1)
i = 0. The
four scalars are B(1), E(1), ψ(1) and φ(1). The tensor h(1)ij is divergenceless and traceless,
i.e. ∂jh(1)ij = 0 and h
(1)i
i = 0. All spatial indices of the perturbed quantities are raised
and lowered with the flat three metric γij . Following the usual covariant definition, we will









The contravariant form of the full non-linear metric up to first order is decomposed as
ḡµν = gµν + δ(1)gµν . (3.25)
The contravariant metric can be obtained by requiring ḡµν ḡνλ = δ λµ . If we impose this































In this subsection, we will consider the definition of the infinitesimal coordinate transforma-
tion (i.e. the gauge transformation) in the context of small perturbation of a homogeneous
and isotropic background spacetime. We will also look at a few commonly used gauge
choices in perturbation theory. More details can be found in [116, 159] and a mathemati-
cally more rigorous discussion on gauge transformation including second order can be found
in [141].
We will use a hat notation to represent variables in the new coordinate system. The
linear order coordinate transformation is of the form
xµ → x̂µ = xµ + ξµ, (3.29)
where ξµ is a four vector. We can split the four vector ξµ into a time component ξ0(η, xi)
and a three vector (spatial) component ξi(η, xi). The time component ξ0(η, xi) determines
the change in the time slicing. The spatial component ξi(η, xi) describes the change in the
spatial coordinate. We can further split ξi into a divergence free part ξiDF (i.e. ξ
i
DF |i = 0),
and a gradient part ξ|i. ξ0 and ξ are the scalar like functions and the divergence free part
will only contribute to the vector like perturbation. The coordinate transformation written
in its split form is
η → η̂ = η + ξ0, and xi → x̂i = xi + ξ|i + ξiDF . (3.30)
The metric perturbation under the change of coordinate is not invariant,
ḡµν → ̂̄gµν = ḡµν + ∆ḡµν (3.31)
We can calculate the line element of the perturbed metric from the total differentials of the
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and
dη = dη̂ − ξ0′dη̂ + ξ0|idx̂
i,

















Additionally, we also need the gauge transformation of the scale factor which is given below
a(η) = a(η̂)− ξ0a′(η̂). (3.34)
This in turn gives us the gauge transformation properties of the four scalars in the perturbed
metric. It is easy to verify that the four new scalar functions are given by
φ̂(1) = φ(1) − a
′
a
ξ0 − ξ0′ ,




B̂(1) = B(1) + ξ0 − ξ′,
Ê(1) = E(1) − ξ.
(3.35)
The gauge transformations of other scalar perturbations can be obtained in a similar way.
For example, the transformed energy density is
δ(1)ρ̂ = δ(1)ρ− ξ0ρ′. (3.36)
The velocity potential transforms as
v̂(1) = v(1) + ξ
′. (3.37)
Note that it does not depend of the gauge function ξ0 but depends on the scalar gauge
function ξ associated withe the spatial coordinate choice. The velocity vector is a divergence






The most useful scalar quantities are those that are gauge invariant (invariant under
gauge transformations). In the linear perturbation theory, the most popular gauge invariant
quantities are the Bardeen potentials 1 [12] which can be obtained by carefully considering
Eq. (3.35)
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Of course, any combination of gauge invariant quantities is again gauge invariant. We will
take a more detailed look at the physical interpretations of the Bardeen potentials later.
























Note that any tensor quantities are not affected by the gauge choice since they are auto-
matically gauge invariant. Therefore, we have
ĥij = hij .
3.2.4 The perturbed Ricci tensor
Next we introduce the perturbed connections and the Ricci tensor. The perturbed connec-







ḡαρ (ḡργ,β + ḡβρ,γ − ḡβγ,ρ) . (3.42)
At each order, Eq. (3.42) can be expanded to give the corresponding expression of the











δ(1)gαρ (gργ,β + gβρ,γ − gβγ,ρ) . (3.43)
Expression for the various connection coefficient components at first order are given in
Appendix A.
Now we can calculate the various components of the first order Ricci tensor. The
perturbed Ricci tensor can be similarly expanded as
R̄µν = Rµν + δ(1)Rµν = Γ̄αµν,α − Γ̄ανα,µ + Γ̄ασαΓ̄σµν − Γ̄ασνΓ̄σµα. (3.44)
At first order, it can be expanded to give
δ(1)Rµν = δ(1)Γαµν,α−δ(1)Γανα,µ+Γασαδ(1)Γσµν+δ(1)ΓασαΓσµν−Γασνδ(1)Γσµα−δ(1)ΓασνΓσµα. (3.45)



















































































































































3.2.5 The perturbed energy momentum tensor
In this subsection, we introduce the perturbed energy momentum tensor. It can be expanded
in the familiar fashion up to first order as
T̄µν = Tµν + δ(1)Tµν . (3.50)
Here, we shall consider an imperfect fluid at first order that includes anisotropic stresses
and energy fluxes. Expressions necessary for a perfect fluid case can be obtained from the
expressions derived here by eliminating the anisotropic stresses and energy fluxes.





ūµūν + P̄ ḡµν + q̄µūν + q̄ν ūµ + π̄µν , (3.51)
where ūµ is the perturbed velocity, ρ̄ = ρ + δ(1)ρ is the energy density perturbation, P̄ =
P + δ(1)P isotropic pressure, q̄µ = qµ + δ(1)qµ is the energy flux, and π̄µν = πµν + δ(1)πµν is
the anisotropic stress.
The perturbed four velocity up to first order is
ūµ = uµ + δ(1)uµ, (3.52)
and it must satisfy the normalisation condition ūµūν ḡµν = −1. The first order velocity
three vector in its split form is then
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−φ(1), ∂iv(1) + vi(1)
]
, (3.54)
and its covariant form is
δ(1)uµ = a
[




where δ(1)vi = ∂iv(1) + v(1)i.
The energy flux and the anisotropic pressure only contain linear order quantities due to
a perfect fluid background
q̄µ = δ(1)qµ, and π̄µν = δ(1)πµν . (3.56)
The energy flux must be orthogonal to the four velocity ūµ, i.e. q̄µūµ = 0. Therefore, the
first order energy flux is
δ(1)qµ =
[
0, ∂iq(1) + q(1)i
]
. (3.57)
The anisotropic pressure is traceless and must be orthogonal to the four velocity ūµ with
respect to each index,i.e. ḡµν π̄µν = 0 and π̄µν ūν = π̄µν ūµūν = 0. This shows us that the
first order anisotropic pressure must obey the constraints: δ(1)π00 = 0, δ(1)π0j = 0 and
δ(1)πkk = 0. Note that the anisotropic pressure perturbation can be split into three parts:








Π(1) + ∂(jΠ(1)i) + Π(1)ij . (3.58)
Now we have all the quantities needed in order to obtain expressions for various com-
ponents of the energy momentum tensor. They are given below:





































At each order, the energy momentum tensor is covariantly conserved ∇̄µT̄µν = 0. Its
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Note that the expression above contains a mixture of scalar and vector type of quantities.
The scalar part should give us an evolution equation for the momentum, while the vector
part should provide a momentum conservation equation.
3.2.6 First order Einstein field equations
In this subsection, we will present the EFE with only perfect fluid considered and with only





















+ Λδ(1)gµν . (3.65)







































(1) + 2H∂iφ(1) = κ2
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We will calculate the second order EFEs in a similar manner in the next chapter.
3.2.7 Gauge choices
In subsection 3.2.3 we have looked at how one can perform gauge transformation for scalar,
vector and tensor quantities and how to construct gauge invariant quantities. Now we will
look at a few popular gauge choices used in the cosmological perturbation theory:
Longitudinal gauge: It is also known as the orthogonal zero shear gauge [12, 116] or
the conformal Newtonian gauge [26, 139]. In this gauge choice, the two Bardeen potentials
shown in Eq. (3.39) coincide with the two scalar metric perturbations. This is achieved by
the condition B(1) = E(1) = 0. The two Bardeen potentials have the physical interpretation
as the amplitude of the metric perturbation in the longitudinal coordinate system. This
gauge can be extended to its more general form by considering the vector and tensor metric
perturbations. The extended version of the longitudinal gauge is called the Poisson gauge
[26, 38]. Additionally in the perfect fluid case, the two Bardeen potentials coincide, i.e.
Φ(1) = Ψ(1). This means that there remains only one scalar metric variable which is a
generalisation of the Newtonian gravitational potential.
Synchronous gauge: The synchronous gauge was used by Lifshitz in his work on FLRW
perturbation [128]. It is defined through φ(1) = 0 and B(1) = 0. However, it can be seen
from Eq. (3.35) that this does not fix the coordinates completely. This residual coordinate
freedom can leads to unphysical gauge modes appearing in the study of density perturbation.
It has been shown that it is possible to remove this gauge freedom, see for example [41].
Spatially flat gauge: In this gauge, one works on spatial hypersurfaces which are not
perturbed. This requires us to have ψ(1) = E(1) = 0. This gauge is also known as the
uniform curvature gauge [102] or off-diagonal gauge [116].
3.3 Physical interpretations of metric perturbations in linear
theory
In subsection 3.2.7 we have introduced a few common gauge choices used in the study
of cosmological perturbation theory. In the next chapter, we will study the second order
vector modes from linear scalar modes in the Poisson gauge (which is a generalisation of
the longitudinal gauge) hence we will confine ourselves to consider scalar, vector and tensor
modes in Poisson gauge at linear order in this section.
Before we look at metric perturbations, we will first introduce the power spectrum and
its definition. We will look at scalar perturbations/Bardeen potentials at different eras. We
will also briefly outline the matter transfer function that we use for our study of second
order vector modes in dust era shown in chapter 4. Lastly, we will look at vector and tensor
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3.3.1 The power spectrum
The power spectrum is useful for characterising the properties of a perturbed field. In flat






We then define the dimensionless power spectrum Pf (k, η) in Fourier space to be
〈f(k1, η)f∗(k2, η)〉 ≡
2π2
k3
Pf (k, η)δ3 (k1 − k2) , (3.69)
where the angled brackets are the ensemble averages and δ3(...) is the Dirac delta function
in three space. We shall adopt this power spectrum definition throughout this thesis.
The power spectrum measures the amplitude of the fluctuations (the clumpiness) at a
given scale k. For example, in structure formation if the power spectrum at a given scale
k is large, then it means that there are lots of very under dense or over dense regions.
However, if the power spectrum at a given scale k is small, then we have a smooth matter
distribution [126].
We can also define an effective spectral index ns(k):
ns(k)− 1 ≡
d lnPf (k, η)
d ln k
. (3.70)
This is used to describe the slope of the power spectrum. Note that a constant ns(k) corre-
sponds to a power law form for the power spectrum, i.e. Pf (k, η) = Akns−1 with some con-
stant A. In the theory of linear density perturbation, the famous scale invariant Harrison-
Zel’dovich power spectrum (proposed independently by Harrison [93] and Zel’dovich [238])
is of power law form with ns = 1.
A popular alternative definition of the power spectrum is
Pf (k, η) =
2π2
k3
Pf (k, η). (3.71)
However this alternative power spectrum Pf (k, η) is not dimensionless.
3.3.2 Scalar perturbations in linear theory
In the longitudinal gauge at first order and working with perfect fluid, the 00 component
of the EFE from Eq. (3.66) gives
3Φ(1)
′′
+ 6HΦ(1)′ +∇2Φ(1) = κ2a2
[
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From the 0i and the ij components shown in Eqs. (3.67) and (3.68) we can obtain
2∂iΦ(1)
′












Φ(1) +∇2Φ(1) = κ2a2
[







respectively. Furthermore, the 0i component of the first order EFEs leads to an expression










We will assume that the first order matter perturbations are adiabatic, i.e., that pressure
perturbations obey δ(1)P = c2sδ












Combining Eqs. (3.72) and (3.74) and simplifying using Eqs. (3.13) and (3.14), we
obtain the first order equation of motion for the Bardeen potential in Fourier space [116]:
Φ′′(k, η) + 3H(1 + c2s)Φ′(k, η) +
[
(1 + w)Λa2 + k2w
]
Φ(k, η) = 0. (3.77)
Another important quantity is the density contrast, δ defined as δ = δ(1)ρ/ρ. When the
perturbation δ(1)ρ is small, one can then use the well established linear perturbation to
study its growth. However, if we have δ = δ(1)ρ/ρ ≈ 1, then the perturbation theory breaks
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The solutions to this equation is a linear combinations of the nth order Bessel functions of
the first and second kind, i.e. J(n)(ζ) and Y(n)(ζ):
u(k, η) = A(k)
√
kηJ(n)(cskη) +B(k)Y(n)(cskη), (3.81)
where we have n = 1/2 + 2/(1 + 3w). In the case of the radiation era with c2s = w =
1
3 , it



































We shall ignore the decaying mode – that is terms with a Br(k) coefficient. It is clear that











This means that we have a constant amplitude outside the Hubble radius for both the scalar
potential and the density contrast. This is sometimes referred to as the perturbations being
‘frozen’ outside the Hubble radius. On the other hand, when the modes are inside the Hubble
radius (kη  1), the perturbation oscillating rapidly. This is to be expected because at
small scales the pressure is working against the gravitational pull as the baryonic matter
condenses together.
In the matter era but without Λ (we denote this with a subscriptm), we have w = c2s = 0.
The general solution to Eq. (3.77) is




Ignoring the decaying mode, the scalar potential is constant at all scales and its time
differentiation is zero, i.e. Φ′m(k, η) = 0. However, the density contrast is δ = −(2 +
(kη)2/6)Am(k). From this we can see that when outside the Hubble radius (kη  1)
density contrast remains constant, i.e. δ ≈ −2Am(k). On the other hand, the density
contrast is δ ≈ −(kη)2/6Am(k) when inside the Hubble radius.
Assuming that the fluctuations are Gaussian, we may introduce Gaussian random vari-
ables, Ê, with unit variance and the property
〈Ê∗(k1)Ê(k2)〉 = δ3(k1 − k2). (3.85)
We can then separate the length and directional dependence of functions of k and write
Φ(k, η) = Φ(k, η)Ê(k) hence Ar(k) = Ar(k)Ê(k). Similar to the radiation case shown
above, we can then write Am(k) = Am(k)Ê(k) neglecting the decaying mode Bm(k)/η5 for
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constant (we use d to denote this) the solution to the Bardeen equation Eq. (3.77) may be
written as
Φd(k, η) = Ad(k)g(η)Ê(k). (3.86)
by approximating the time evolution with the growth suppression function g(z). This



















where (assuming zero curvature)
Ωm(z) =
Ω0(1 + z)3
ΩΛ + Ω0(1 + z)3
, and ΩΛ(z) =
ΩΛ
ΩΛ + Ω0(1 + z)3
. (3.88)
Note however that g(z) can easily be related to g(η). The normalization factor g∞ is chosen
so that g(0) = 1. This approximation formula of the growth suppression follows from
[121, 47].
The amplitude Ad(k) [in Eq. (3.86)] today can be approximated by Ad(k) = Ãd(k)T (k),
where Ãd(k) is the amplitude of perturbations and T (k) is the transfer function. The fitting
form used in our analysis for the transfer function will be introduced later.
The power spectrum for the first order scalar perturbation is defined by
〈Φ∗(k1, η)Φ(k2, η)〉 =
2π2
k3
δ3(k1 − k2)PΦ(k, η). (3.89)











where ∆2R is primordial power spectrum for the curvature perturbation R. Current ob-
servations show ∆2R ≈ 2.41 × 10−9 at a scale kCMB = 0.002Mpc
−1, and ∆2R is almost
independent of wavenumber on these scales [117].
The overall amplitude of Ãd(k) can be found from the curvature perturbation 2


















CHAPTER 3. STANDARD COSMOLOGICAL PERTURBATION THEORY 45
which is constant for adiabatic perturbations on super-Hubble scales. This implies that at
η = ηeq,
Rr = Rd, (3.93)
for modes k  keq. This then results in a matching condition for the Bardeen potential

















assuming a scale-invariant initial spectrum.













The matter transfer function
Here we will look at the matter transfer function mentioned earlier. A power spectrum
of perturbation at present time (for example the scalar power spectrum as presented in
Eq. (3.97)) results from the evolution of the primordial one. This evolution should take
into account a variety of physical processes. These include, for example, the growth of
structure under self gravitation, the effects of pressure on structure growth, the dissipation
of perturbations; all of which are caused by the matter content of the universe and they
can change the shape on the original power spectrum.
If we wish to relate the present time power spectrum to the primordial one, detailed dis-
cussions following matter perturbations starting from the time of horizon crossing through
the radiation-matter transition to present day and encapsulating all physical effects during
the evolution is required (see for example [173, 61]). However, such an approach is cumber-
some since it requires one to solve the multispecies Boltzmann equations due to a mixture
of CDM, baryons, neutrinos and photons exist in our universe.
Although numerical codes to solve the multispecies Boltzmann equations are publicly
available (e.g. CMBfast and CAMB), however they are best used if one requires numerical
results with high accuracy. Furthermore, having an analytic description for the matter
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with better understanding as to how behaviours one sees in matter transfer function can be
matched to some physical effects. Therefore, much work has been done to develop accurate
fitting formulae for the transfer functions for different mixtures of matter contents in the
universe, see [71, 99, 13, 176] for example. Here we shall focus on the one that is used in
our work on second order vector modes.
Throughout our studies of vector modes during dust era (see section 4.3), we have
consistently used the matter transfer function from [71]. For this function, the universe is
considered to be composed of photons, baryons, massless neutrinos and CDM. The total
matter density today (defined in Eq. (2.7)) consists of baryons and CDM: Ωm = Ωb + Ωc,
where Ωb and Ωc are the density of baryons and CDM today. The CMB temperature is
written as TCMB = 2.7Θ2.7 K. We also use the definition h ≡ H0/(100km s−1Mpc−1). It
is assumed that the massless neutrinos contribute an energy density corresponding to three
species at (4/11)1/3 the temperature of the photons. It is worth noting that all the effects
in the transfer function are set at early times. Late time effect such as the presence of a
cosmological constant (ΩΛ 6= 0) is insignificant in this case.
Before we look at the transfer function itself, we will first look at the relevant length
and time scales. The physical processes at work during the evolution of perturbation in a
universe consists of baryons and CDM (such as in our case) involve three important length
scales: the horizon size at the matter-radiation equality, the sound horizon scale at the time
of recombination and the Silk damping scale at recombination. Complimenting these three
length scales are two time scales: the time zeq when radiation-matter equality occurs, and
the time zd, known as the drag epoch, when the baryons are released from the Compton drag
of the photons (when the photon pressure can no longer prevent gravitational instability in
the baryons).
Radiation-matter equality occurs approximately at [71]
zeq = 2.5× 104Ωmh2Θ−42.7. (3.98)
This time scale marks the transition from a radiation dominated universe to a matter
dominated universe. Therefore, this is the redshift where the density of the relativistic
particles (photons and massless neutrinos) and the density of non-relativistic particles (CDM













, and b2 = 0.238(Ωmh2)0.223.
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collapse.
The horizon scale at zeq is [71]
keq ≡ (2ΩmH20zeq)1/2 = 7.46× 10−2Ωmh2Θ−22.7Mpc
−1. (3.100)




























The Silk damping effect is due to photon diffusion suppressing the baryon fluctuation [200].






The matter transfer function T (k) is formally defined as
T (k) ≡ δ(k, z = 0)
δ(k, z)D(z)
, (3.104)
where δ(k, z) is the density contrast for wavenumber k at redshift z, and D(z) is the large
scale linear growth factor between redshift z and present. At large scale (k → 0), by
construction, we have T → 1. However, the fitting formula of the transfer function is








The growth of CDM is suppressed on scales below the sound horizon in the presence of
baryons. Therefore, this suppression is introduced by interpolating between two solutions
near sound horizon:





, and T̂0(k, αc, βc) =
ln(e+ 1.8βcq)


























































However, the influence of the presence of baryon is by exhibiting a series of declining peaks
(a series of oscillation with reduced amplitudes) due to acoustic oscillations in the transfer
function where it departs from unity below the sound horizon. We can incorporate this by

























with βnode = 8.41(Ωmh2)0.435.
The transfer function should contain a factor which describes suppression from the decay
of potentials between the matter-radiation equality and drag scales, and an exponential Silk
damping. As explained in [71] this is incorporated in the expression in the square bracket in
Eq. (3.110) since it can trace the zero baryon CDM case above the sound horizon and then
breaks to a constant multiplied by an exponential Silk damping factor. The Silk damping
factor occurs only in the second term in the square bracket is because Silk damping effect
can only happen on scales below sound horizon therefore only the second term has significant
contribution.
Details on the development and performance testing of the fitting formula for the matter
transfer function presented here have been compared with CMBfast and they are given in
detail in [71] so we shall not present them here. The fitting formula for the transfer function
shown in Eq. (3.105) works quite well for the parameter range 0.025 ≤ Ωmh2 ≤ 0.25 and
0 ≤ Ωb/Ωm ≤ 1. A systematic effect which occurs when we have high baryon fraction
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systematically underestimated by ∼ 10%− 15% in amplitude.
3.3.3 Vector and tensor modes in linear theory
As illustrated in [19, 152], a scalar field cannot support vector modes at linear order. Here
we will follow the presentation in [152] and show as to why this is the case.
The vector perturbations at linear order satisfy an evolution equation and a momentum
constraint equation which can be found by calculating the ij and 0i parts of the EFEs






i = 0, (3.111)




2(ρ+ P )δ(1)vi. (3.112)
As one can see from Eq. (3.111), there is no source in the vector evolution equation. If we
solve Eq. (3.111), it then admits solutions proportional to 1/a2. The momentum constraint
equation (Eq. (3.112)) relates the vector perturbation S(1)i to the three velocity perturbation
δ(1)vi. If we take the universe to be sourced by a scalar field ϕ with a stress energy tensor
of the form:




,γϕ,γ − gαβV (ϕ), (3.113)
where V (ϕ) is the associated scalar field potential. Following the expressions presented
in [169], the correspondence of the scalar field stress energy tensor between the energy
frame and the normal frame can be identified in such a way that the first order velocity





It is important to note that the right hand side of Eq. (3.114) can be expressed as a gradient
of a scalar and therefore first order velocity perturbation δ(1)vi does not have a pure vector
part. Following this realisation together with Eq. (3.112) we can conclude that a scalar
field does not support vector modes.
Next we shall consider the first order gauge invariant tensor perturbations which we have
previously denoted as h(1)ij . Again here we have the perfect fluid background. It is possible
to obtain an equation of motion for the tensor perturbation from Eqs. (3.48), (3.61), and
(3.65). After Fourier decomposition we then have
h(1)
′′
(k, η) + 2Hh(1)′(k, η) + k2h(1)(k, η) = 0. (3.115)
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(3.77). If we define a new variable as
υ(k, η) = ah(1)(k, η), (3.116)
then substituting into Eq. (3.115) we can then again eliminate the damping term. The







υ(k, η) = 0. (3.117)
Again, the solutions to this equation is a linear combinations of the nth order Bessel functions
of the first and second kind, i.e. J(n)(ζ) and Y(n)(ζ),
υ(k, η) = A(k)
√
kηJ(n)(kη) +B(k)Y(n)(kη). (3.118)









Furthermore, if we consider the dust era without cosmological constant (c2s = w = 0 without




[kη cos(kη)− sin(kη)] + B(k)
k3η3
[kη sin(kη) + cos(kη)] . (3.120)
3.4 The 1+3 covariant formalism
The covariant approach to general relativity and cosmology was first worked on by Heckman,
Schücking and Raychaudhuri [95, 186] and it was further developed by [94, 72, 73, 69]. It
has been reviewed by various authors, see for example [36, 74, 77, 222]. In this section,
we give a brief overview of the 1+3 covariant formalism since we will use it in chapter 4
for our analysis on issues related to generation of vorticity at second order. We shall first
start with the definition of some kinematical quantities in applying the covariant kinetic
theory and the geometrical quantities. Next we present the decomposition of the energy
momentum tensor. Lastly, we will present the covariant conservation/evolution equations
and the covariant constrainte equations that are related to these kinematical or geometrical
quantities. We shall see, in a later chapter, that the covariant method will be a great help
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3.4.1 The four velocity vectors and notations
We will consider a general spacetime with a metric gαβ. Also, a family of observers with





is also introduced. Note that τ is the observers’ proper time measured along the worldlines.
This tells that the four velocity vector is timelike, i.e. uαuα = −1. We can then define two
projection tensors hαβ and Uαβ where we have
hαβ = gαβ + uαuβ, (3.122)
and
Uαβ = −uαuβ. (3.123)







α = 3, and hαβu







α = 1, and Uαβu
β = uα. (3.125)
This shows that hαβ projects orthogonal to the four velocity vector uα into the observers’
instantaneous rest spaces, while Uαβ projects parallel to the four velocity vector. Further-
more, the tensor hαβ allows for a unique decomposition of every spacetime quantity into its
spacelike part.
The effective volume element for the rest spaces is also defined:
εαβγ = uµηµαβγ . (3.126)
It must satisfy the properties that
εαβγ = ε[αβγ], εαβγε




γ] , and εαβγu
γ = 0. (3.127)
And it is covariantly constant. The four dimensional volume element, ηµαβγ , used in Eq.
(3.126) must satisfy






γ] , and η
0123 = [−det(gαβ)]−1/2 .
(3.128)
Next thing to consider is how the time and space derivatives are defined in the covariant
approach.














The fully orthogonally projected spatial covariant derivative for any tensor Tαβ is defined
as
∇̃γTαβ = DγTαβ = hδγhαµhνβ∇δTµν , (3.130)
with total projection on all free indices. Note that the notation presented in the middle of the
above equation is only used in the equations that will be used for the covariant discussions
outside this chapter. We use a different notation here to distinguish their importance to
us. Here, the tilde serves as a reminder that ∇̃γ is a proper three dimensional derivative if
uα has zero vorticity [36]. Finally, we use angle brackets to denote orthogonal projections
of vector quantities and the orthogonally projected symmetric trace-free part of tensors:













It is also possible to apply the angle brackets to denote the orthogonal projections of co-
variant time derivatives














With the definition presented in the preceding subsection, we can now split the first covariant
derivative of uα into its irreducible parts, defined by their symmetry properties:




Θhµν + σµν + ωµν ,
(3.135)
where we have introduced a few new notations, and they are, in the order of appearance,
the four acceleration vector u̇µ, the volume expansion ∇̃µuµ, the expansion scalar Θ, the
shear tensor σµν , and the vorticity tensor ωµν . By construction the four acceleration vector
is
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It is simply the time rate of change of the four velocity vector uµ. It represents a non-
gravitational motion of the fluid flow. The expansion scalar is constructed to be
Θ = ∇̃µuµ, (3.137)
which describes the volume rate of expansion (or contraction) of the fluid. In the case of
Robertson-Walker metric, it reduces to a representative length scale in cosmology - the
Hubble parameter in proper time, i.e. Θ = 3da/dta . The shear is the trace free symmetric
tensor defined as
σµν = ∇̃〈µuν〉, (3.138)
which satisfies the properties that
σµν = σ(µν), σµνu
ν = 0, and σµµ = 0. (3.139)
It is used in describing the rate of distortion of the fluid, while the vorticity tensor
ωµν = ∇̃[µuν] (3.140)
is used in describing the change of orientation (the rotation) of the fluid with respect to a
non-rotating frame. The vorticity tensor has the properties
ωµνu
ν = 0 and ωµν = ω[µν]. (3.141)





with easy reverse construction as
ωµν = εµνγωγ . (3.143)
Following [222], we shall also use the sign convensions such that ~ω = −~∇×~v/2 in the New-
tonian limit. This choice of sign convensions, however, will lead to the opposite signs in the
vorticity tensor ωµν and the volume element εαβγ when compared with related expressions
shown in [77].
3.4.3 The geometrical quantities
We now face the quantities that describe the geometrical properties of the spacetime. The
Riemann tensor Rαβγµ provides information on the curvature of spacetime and it is defined
as
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Additionally, the Riemann tensor has the following properties
Rαβγµ = R[αβ][γµ] = Rγµαβ, and Rα[βγµ] = 0.
The Ricci tensor is the trace contracted over the first and third indices of the Riemann ten-
sor, i.e., Rαγ = R
β
αβγ . The Riemann tensor has 20 independent components and the Ricci
tensor has only 10. The Weyl curvature tensor Cαβγµ contains the remaining independent
components. The Weyl curvature tensor represents the free gravitational field, allowing for
gravitational action at a distance (for example tidal forces and gravitational waves) [77]. It
is defined as








where R is the Ricci scalar. It can also influence the motion of matter and radiation. A
splitting relative to uα of the Weyl tensor is possible. This will give us an ‘electric’ part
and a ‘magnetic’ part. The electric part of the Weyl tensor is defined according to
Eαγ = Cαβγµuβuµ. (3.146)
It must satisfies
Eαγ = E(αγ), E
α
α = 0, Eαγu
γ = 0.












with additional conditions that
Hαγ = H(αγ), H
α
α = 0, Hαγu
γ = 0.
Now we can introduce the Bianchi identities for the Riemann tensor
∇[δRαβ]γµ = 0. (3.148)
With the Weyl tensor introduced in Eq. (3.145), we can rewrite the above equation as




The twice contracted Bianchi identities can be obtained from contracting Eq. (3.149) and
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3.4.4 The energy momentum tensor
The general energy momentum tensor can be decomposed relative to the four velocity vector
as
Tαβ = ρuαuβ + Phαβ + 2q(αuβ) + παβ. (3.150)
The relativistic energy density relative to uα is defined as
ρ = Tαβuαuβ. (3.151)





The energy flux relative to uα which is also the relativistic momentum density
qα = −hγαTγµuµ, (3.153)
which must satisfy qαuα = 0. The trace free anisotropic pressure (stress) is





and it must satisfy παα = 0, παβ = π(αβ), and παβu
α = 0.
3.4.5 Covariant conservation equations
In this subsection, the covariant conservation/evolution equations are presented using the
covariant formalism developed in the preceding subsections. The energy and momentum
conservation equations, the Raychaudhuri equation, the shear and vorticity evolution equa-
tions, and finally the electric and magnetic Weyl evolution equations are shown here. The
covariant constraint equations can be found in the next subsection.
In our current notation, the energy conservation equation is
ρ̇ = −Θ(ρ+ P )− 2u̇αqα −Dαqα − σαβπβα. (3.155)





Θqµ + (ρ+ P )u̇µ + DµP + Dνπµν + σµνqν − εµνγωνqγ − πµν u̇ν = 0. (3.156)
The Raychaudhuri equation is





(ρ+ 3P ) + u̇αu̇α − 2σ2 + 2ω2 + Λ, (3.157)
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logical constant Λ and it shows a repulsive nature should it be positive.
The shear evolution equation is
σ̇〈αβ〉 − ∇̃〈αu̇β〉 = −2
3




If we have a perfect fluid, the anisotropic pressure source term παβ vanishes. This demon-
strate how the shear can be induced from the electric Weyl tensor. The propagation equation
the vorticity vector obeys allows for full nonlinearity
hµ






curl u̇µ + σµνων . (3.159)
The covariant spatial curl is defined by curlnµ = εµνγDνnγ , where Dµ is the spatially
projected covariant derivative as mentioned earlier.
The electric Weyl evolution equation is just that
















+ 3σ µ〈α Eβ〉µ −
1
2
σ µ〈α πβ〉µ − u̇〈αqβ〉 + 2εµν〈αu̇
µH νβ〉






and the magnetic Weyl evolution equation is













νσ µβ〉 − εµν〈αω
µH νβ〉 −ΘHαβ.
(3.161)
3.4.6 Covariant constraint equations





∇̃αΘ + εαγµ∇̃γωµ + 2εαγµu̇γωµ − qα. (3.162)
This equation shows us that in the case of non-perfect fluid how the flux qα can be related
to the spatial inhomogeneity of the expansion. Next we should introduce the vorticity
divergence identity
∇̃αωα = u̇αωα. (3.163)
The magnetic equation is introduced below
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It gives the relationship between the magnetic Weyl curvature and the distortion of the
vorticity and the curl of the shear. The electric and magnetic Weyl divergence equations



















and the magnetic Weyl divergence equation is












µν−εαγµσγ νEµν . (3.166)
In this chapter, we have introduced some basic concepts in standard cosmological per-
turbation theory. We will turn our attention to the detailed investigation of second order











The cosmological background of
vector modes
In chapter 1, it was pointed out that scalar field cannot support linear vector modes,
therefore vector perturbations at linear order are considered to be insignificant. On the
contrary to the naive expectation that second order vector modes would be the same as
in the linear case, it has also been mentioned that it is possible to generate second order
vector modes from coupled linear scalar modes as in the case of generating second order
tensor modes.
Some authors have studied issues related to second order vector modes. One of these
includes, for example, generation of second order vector modes from coupled linear scalar
modes but in a collapsing universe scenario [152]. However, a detailed investigation of the
generation mechanism that produces second order vector modes from coupled linear scalar
modes in the standard (inflationary) scenario has not been done before and this is the
focus of current chapter. As emphasised in chapter 1, it is both timely and important to
better understand these vector modes since they are likely to play a more prominent role
in cosmology in the near future due to their contributions to the CMB (in particular the
B-mode polarization in the CMB).
In this chapter, we will first present all the algebraic expressions that have been cal-
culated from the metric which only includes linear order scalar modes and second order
vector modes in Poisson gauge. These expressions include, for example, the components
of perturbed Ricci and energy momentum tensors and the components of EFEs. All the
expressions presented in this chapter are derived from scratch as an independent check of
the solutions that were presented in [6]. Generation of second order vector modes from two
interacting scalar modes during the radiation era by assuming a two delta function form for
the scalar power spectrum and the power spectrum of vector modes from power-law scalar
modes are studied here.
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generation in the fluid at second order via the covariant approach is presented. Investigation
of the second order vector modes power spectrum today by density perturbation and the
energy density of the vector part of the shear at second order are also shown here. Note
that all the numerical results presented in this chapter were obtained from using Maple 11.
4.1 The second order vector modes from linear scalars
For this section we are considering a perfect fluid for the flat FLRW background and its
linear perturbation. As mentioned before, we have linear constant equation of state, c2s = w
and we assume that the first order matter perturbations are adiabatic (δ(1)P = c2sδ
(1)ρ).
Furthermore, we will adopt the Poisson gauge and this leaves us with the Bardeen potential
Φ(1) at first order and the second order vector mode, S(2)i , in the metric.
4.1.1 The metric
Similar to the linear order, the full perturbed expression up to and including second order
about the background FLRW metric is
ḡµν = gµν + δ(1)gµν + δ(2)gµν , (4.1)
















where Φ(1) is the first order Bardeen potential. S(2)i describes the gauge-invariant [152, 143]
second order vector modes, so that ∂iS(2)i = 0. Note that we will use the conformal time





, δ(2)g0i = −1
2





where the background and linear components have been introduced before.





















where the various components are given in Appendix A. The second order Ricci tensor can
be obtained from
δ(2)Rµν = δ(2)Γαµν,α − δ(2)Γανα,µ + Γασαδ(2)Γσµν + δ(1)Γασαδ(1)Γσµν + δ(2)ΓασαΓσµν
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It can be split into two parts where one part contains only the pure second order terms and
another part contains quadratic scalar terms:
δ(2)Rµν = δ(2)RVµν + δ
(2)R(S,S)µν . (4.6)
The various Ricci tensor components are
δ(2)R00 = 6Φ(1)Φ(1)























Note that in the expression of δ(2)R00 there is no pure second order vector modes, but there
contains only quadratic scalar terms. As for δ(2)Rij , we can write down the diagonal (di)

































(1)∂i∂jΦ(1) + 2∂iΦ(1)∂jΦ(1). (4.10)
One thing worth mentioning here is that Eqs. (4.7), (4.8), (4.9) and (4.10) are expres-
sions obtained directly from algebraic calculation from our metric shown Eq. (4.2).
4.1.2 The perturbed energy momentum tensor
As for the EMT, we also only consider the perfect fluid case at each order, i.e. the energy
flux q̄µ = 0, the anisotropic stress π̄µν = 0. Similar to linear expansion, the EMT can be
expanded up to second order as
T̄µν = Tµν + δ(1)Tµν + δ(2)Tµν = (ρ̄+ P̄ )ūµūν + P̄ ḡµν . (4.11)
The perturbed four velocity up to second order is
ūµ = uµ + δ(1)uµ + δ(2)uµ, (4.12)
and again it must satisfy the normalisation condition ūµūν ḡµν = −1. Note that the compo-
nents of background four velocity is given in Eq. (3.10). After adopting the Poisson gauge,
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Again we have only scalar quantities in Eq. (4.13) since it shows the components of four
velocity at linear order. Components of second order four velocity can be calculated using


































Therefore, at second order our resulting EMT components are given as
δ(2)T00 = a2(ρ+ P )∂mv(1)∂mv(1) + 2a
2Φ(1)δ(1)ρ, (4.15)


















δ(2)Tij = a2(ρ+ P )∂iv(1)∂jv(1) − 2a2δ(1)PΦ(1)γij . (4.17)
From the energy momentum tensor, we then can obtain at each order the expressions for
T̄ = T̄µµ, where we have, at zeroth and first order
T = 3P − ρ, and δ(1)T = −δ(1)ρ+ 3δ(1)P,
respectively. Note that from our way of setting up the EMT, we have δ(2)T = 0 at second
order.
The perturbed energy and momentum conservation equations are given by
∇̄µT̄µν = 0. (4.18)
The time component of the above conservation equations should provide us with an evo-
lution equation for the perturbed energy density. However, since we consider only vector
quantities at second order, ∇̄µT̄µ0 = 0 does not provide us with a correct expression at
second order since we do not include any pure second order scalar perturbations. Whereas
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constant):

















































Note that from Eq. (3.14) and the definition ΩΛ(η) = a
2Λ
3H2(η) , we can obtain κ
2a2ρ =
3H2(η)Ωm(η).
One thing worth noting is that here we use V to denote schematically the vector part
of the quadratic source term since on the left hand side of Eq. (4.19) both v(2)i and S
(2)
i
are vector quantities. This type of representation will be frequently used throughout this
thesis.
4.1.3 Einstein field equations at second order
When we perturb the trace reversed EFEs as shown in Eq. (3.64), we then expand it up to














+ Λδ(2)gµν . (4.21)
It can be seen from Eqs. (4.7) and (4.15) that direct algebraic calculation of 00 component
of EFEs at second order yields only scalar quantities from our set up. Since we are interested
in vector quantities at second order, we shall ignore it and not present it here. However,






























































































Note that in Eq. (4.23), terms multiplied by γij are not presented since they are really
scalar quantities which we are not interested in. This can be easily verified from the fact
that when we apply the projection operator to terms multiplied by γij , one will obtain
factors such as kiγijej(k) which gives us 0. Also, Eqs. (4.22) and (4.23) corresponds to the
components of EFEs for the case we are considering here.
4.1.4 The vector mode evolution and constraint equations
If we substitute Eqs. (3.75) and (3.76) into Eq. (4.22) and rearrange it, we can obtain a





















We can get an evolution equation for S(2)i from the ij component of the EFEs Eq. (4.23).
Below is what we arrived at after substituting Eq. (3.76)
∂(iS
′
(2)j) + 2H∂(iS(2)j) = a∂(iΓj), (4.25)






















where we have used the fact that
{
Φ(1)∂i∂jΦ(1)
}V = −{∂iΦ(1)∂jΦ(1)}V . This can be realised











4.1.5 The shear and vorticity in perturbative approach
Vector perturbations typically produce vorticity and a transverse shear in the fluid four-
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shown in Eqs. (3.138) and (3.140):
ω̄µν = δ(1)ωµν + δ(2)ωµν = h̄α[µh̄
β
ν]ūα;β, (4.28)











where again h̄µν = ḡµν + ūµūν is the projector into the instantaneous fluid rest space. Note
that the components of the projection tensor are shown in Appendix A. Here, ωµν and σµν
must satisfy conditions shown in Eqs. (3.139) and (3.141). The vorticity is a purely vector
quantity.
At first order, there is only scalar shear:














∂[jv(2)i] − ∂[jS(2)i] + 6∂[iΦ(1)∂j]v(1) + 2∂[iv′(1)∂j]v(1)
}
, (4.32)
which is in agreement with the expression in [147]. Using Eqs. (3.75) and (4.24) we can
















The vector part of the second order shear σ(2)i is defined via
δ(2)σij = a∂(iσ(2)j), ∂iσ
i
(2) = 0. (4.34)
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H3 [2 + 3(2− Ωm(η))(1 + w)] ∂iΦ(1)∂jΦ(1)














4.1.6 Extraction of pure vector quantities
From Eq. (B.16) we have defined the Fourier transform of the vector perturbation. We
have also introduced the vector projection operator in real space, V ijl (x,x
′). Although the
expression can be found in Eq. (B.40), we shall present it here again:
V ijl (x,x









What the above projection operator does is extracting pure vector quantity from a two
index object that could have a possible mixture of scalar, vector and tensor parts. The
equivalent of the operator V ijl (x,x
′) in pure index notations instead of integral notation
will be present below.
If we have a two index object Xij such that it is of the form
Xij = ∂(iSj) + ∂i∂jΦ, (4.37)
then we can obtain an expression for Φ by applying ∂i∂j to both sides of Eq. (4.37) where
we have
Φ = ∂−4∂i∂jXij . (4.38)
If we apply ∂i only to both sides of Eq. (4.37) and isolate Sj on one side we obtain
Sj = 2∂−2∂iXij − 2∂jΦ. (4.39)






The projection operator V ijl (x,x
′) essentially corresponds to the operation shown in the
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4.1.7 Second order vector modes in Fourier space
Now we have looked at the equivalent of V ijl (x,x
′) in a pure index notation form, let us turn
our attention back to these projection operators presented in Appendix B and use them for
our calculation since the integral form suits our need the most when we need to calculate
the power spectra later. Note that for the expressions in Fourier space, we drop the order
sub- or super-scripts since it should be obvious from the real space for whence they come
from.
The vector projection operator in Fourier space, V̂(k,x), is presented in Eq. (B.45)).
However, we will present it here again in order to make it easier to follow our calculation.






Applying V ijl (x,x
′) to both sides of Eq. (4.25), we then have a representation for


























Let us look at how exactly the operation shown in Eq. (4.42) can be calculated in more





















S(k, η) [ej(k)ki + ei(k)kj ] kiej(k)
= 2S(k, η).
(4.43)
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collecting all the terms, for either polarisation the evolution equation in Fourier space for
the vector mode becomes
S′ (k, η) + 2HS (k, η) = aΓ(k, η), (4.45)
where the source term aΓ(k, η) is an appropriate convolution over the quadratic first order
quantities,



















Φ′(k − k′, η)
(




The general solution for S (k, η) can be written as





dη̃ a3(η̃)Γ (k, η̃) . (4.47)
This can easily be obtained by multiplying a2 to both sides of Eq. (4.45).
Similar to what we have done here, we can also apply V ijl (x,x
′) in Eq. (B.45) to Eq.
(4.36) in order to extract the divergenceless vector σ(2)i from ∂(iσ(2)j). Then σ(2)m(x, η) =
V ijm(x,x′)∂(iσ(2)j)(x′, η), which will be given in more detail later.
4.2 Vector modes in the radiation era
Before we can study the behaviour of the second order vector modes induced from linear
scalars, we need to calculate its power spectrum. We shall define the vector mode power
spectrum in the same fashion as given in Eq. (3.69)
〈S∗ (k1, η)S (k2, η)〉 =
2π2
k3
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Setting Ωm = 1 and w = 1/3 (since we are considering radiation era) in Eq. (4.47) then
substituting it into Eq. (4.48), we find

















































k′2, |k2 − k′2|, η̃2
) 〈
Ê∗(k′1)Ê










Φ′(K1, η) + 2HΦ(K1, η)
)
. (4.50)
Wick’s theorem tells us that〈
Ê∗(k′1)Ê

























Note that the Wick’s theorem and its proof can be found in [66]. This then implies that we
can rewrite Eq. (4.49) as



























































After further simplifying and collecting terms, the power spectrum of the induced vector
mode is
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Next, we let θ be the angle between the two modes k and k′ and rewrite the mode k′
with mode k unit basis vectors e(k), ē(k) and k̂, we then have
k
′a = κ1ea + κ2ēa + κ3k̂a, (4.54)
and
ki = |k|k̂i. (4.55)
We can rewrite everything in terms of the spherical coordinate and therefore the coefficients
in Eq. (4.54) are
κ1 = |k′| sin θ cosφ , κ2 = |k′| sin θ sinφ , κ3 = |k′| cos θ. (4.56)
We can now express terms such as kak′a and k
′
be
b(k) in terms of the new bases to be
kak′a = |k|k̂a
(
κ1ea + κ2ēa + κ3k̂a
)




κ1eb + κ2ēb + κ3k̂b
)















Changing the notations such that |k′| = k′ and |k| = k, Eq. (4.53) can be written in terms
of the spherical coordinate as















































Note that here we have used
∫ 2π
0 dφ cos
2 φ = π.
In order to compute the integrals over Fourier space, we first introduce the dimensionless
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From here we can also derive the expressions that
d(cos θ) = −u
v






u2 − 1− v2
]
. (4.63)
We can also easily work out, from the expression for cos θ that





























u2 − 1− v2
] [(
u2 − 1− v2
)2 − 4v2] , (4.64)
and




u2 − 1− v2
]




u2 + 1− v2
]
. (4.65)



















v2 + 1− u2
) [
(u2 − 1− v2)2 − 4v2
]
Ξ (kv, ku, η̃1)
×
{




The power spectrum can now be calculated once the power spectra (initial conditions) for
the scalar modes are chosen.
4.2.1 Vector mode power spectra
We shall now investigate the power spectrum of the induced vector modes during the radi-
ation era. After substituting for the first order solution for Φ for the radiation era from Eq.










du PΦ(ku)PΦ(kv)F(u, v, x), (4.67)
where
F(u, v, x) = 1
(uv)8
(
v2 + 1− u2
) [







(u2 − 1− v2)
∫ x
x0
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As we have four integrals to carry out it is useful to calculate them analytically where
possible. This is not particularly simple, however it is possible to do so for the x integrals
in Eq. (4.68) by analytically expanding the integrals over the functions Ij by parts up to
















































For the radiation era we assume that all modes are well outside the horizon when the
interaction begins and therefore can set x0 = 0.
Case I: Interaction of scalar modes
Before calculating the power spectrum for the case of power law scalar modes, it is useful and
important to investigate how the vector modes are generated from individual scalar modes.
Previously, it has been shown that a single scalar mode with an isotropic distribution of
wavevectors, i.e. at a single comoving scale (a single wavelength) but with all possible
angles, will induce second order gravitational waves [7]. This is not the case with vector
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To investigate the generation of vector modes from scalars in more details, we choose




A2∆2R(kCMB) {δ[ln(k1/k)] + δ[ln(k2/k)]} , (4.75)
where A is the mean amplitude of each wavenumber, ki, relative to the observed amplitude
of the primordial power spectrum, ∆2R(kCMB), at wavenumber kCMB  ki. We assume
for simplicity that they both have the same amplitude. Substituting the input scalar power
spectrum of the form (4.75) into (4.67) and carrying out the u and v integrals, we then find
that the vector power spectra becomes, in terms of vi = ki/k,
PV(k, η) = 26244A4∆4R
k1k2
x4k2
[F(v1, v2, x) + F(v2, v1, x)] (4.76)
provided v1 + 1 > v2 > |v1 − 1|, and is zero otherwise. Therefore modes are induced for
all wavenumbers k such that k1 + k2 > k > |k1 − k2|, and are scattered into angles such
that u1 = v2, and u2 = v1 (a further requirement from carrying out the integration). In the
case where only one input mode is present, for example v2 = v1, this inequality becomes
k1 > k/2 while we also have v1 = u1, as in [7]. From Eq. (4.68) with u = v, however,
we see that F vanishes in this case. Therefore, we can see that vector modes cannot be
induced by a single scalar degree of freedom. The physical reason for this is because vector
modes are associated with rotational degrees of freedom. A consequence of k1 = k2 is that
θ1 = ±θ2, i.e., the input modes only have momentum along the same axis in Fourier space.
Consequently, there is no angular momentum generated, and hence no vectors.
Provided that k1 6= k2, we can have vectors induced over the appropriate range of
wavelengths. Closely separated scalar modes will produce a much broader spectrum of
vector modes while modes of vastly differing wavelengths will produce a very narrow range
of vectors, with wavenumbers close to the largest input wavenumber. Note that as the
generated wavenumbers are restricted from above and below, we can’t expect any noise
on large scales, as is the case for gravitational waves. This is also evidenced by the fact
that one input mode can’t produce any vectors – there would be nothing to set the long
wavelength cutoff in that case. Having discussed the properties of Eq. (4.76) analytically,
we next shall look at the numerical output for the case of v2 = 1 with various v1 values.
In Fig. 4.1 we show the induced vector modes as a function of x with v2 = 1, i.e. the
evolution of modes of wavenumber k = k2. By setting v2 = 1 we require that 0 < v1 < 2
and we will look at v1 = 1.5, 10−1, 10−3, 10−5 to be specific.
While the generated mode is outside the Hubble radius, there is power law growth with
PV ∼ η2 (since we are looking at fixed k values). When the scalar mode k2 enters the
Hubble radius, the principle generation of vector modes stops shortly thereafter, and the
induced modes start to decay as η−4. This continues until the longer wavelength mode
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Figure 4.1: The power spectrum of vector modes induced by two interacting scalar modes.
Although maximum power is generated in the scenario k1/k2 ∼ 1 shortly after the Hubble
radius is crossed, at late times scalar interactions with vastly differing wavelengths produce
more power once the long wavelength mode enters the Hubble radius.
vector modes, which we can see by progressively more pronounced knees, as v1 → 0, in the
curves at late times. For the case when v1 = 1.5, on the other hand, we see some confusion
as the modes enter the horizon more-or-less together, before decaying as normal.
Thus we see that vector modes are most efficiently generated when at least one of the
scalar modes is entering its Hubble radius while another scalar mode exists to help seed the
vector mode. We have also explained why we have knees at later times in the evolution of
the generated vector modes, since two interacting scalars enter the Hubble radius at different
times. The power generated into vectors as each mode enters depends on the relative ratio
k1/k2. Scalar modes of similar wavelength generate more overall power, because they are
entering the Hubble radius at the same time. However, modes that are widely separated
in wavenumber don’t generate as much overall power but produce more pronounced knees
instead.
Case II: Power law scalar modes
With the discussion provided in the preceding case, we have gained some insights into the
generation mechanism of vector modes from scalars. Let us now investigate the power
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where the index ns tells us the tilt of the spectrum relative to scale invariance, ns = 1, and
kCMB = 0.002Mpc−1 is a pivot scale for the power spectrum [117]. The induced vector
















du (uv)ns−1F(u, v, x). (4.79)
We integrate this numerically, and show the results in Fig. 4.2 for the case ns = 1.
Figure 4.2: The power spectrum of vector modes induced by scale invariant scalar modes.
Scalar modes outside the Hubble radius interact to give power law growth until the modes
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In Fig. 4.2 we can see that the tilt of the scalar power spectrum tends to affect the
amplitude of second-order modes on large scales at the level of a few percent [7, 155].
Viewing x as time for constant k, we see that the modes grow as η, peak when inside the
Hubble radius and decay as η−4. While the modes are decaying there are faint oscillations
as shown in the top panel of the Figure. Fig. 4.2 can also be interpreted as the power
spectrum at fixed time, it grows as k when outside the Hubble radius, it peaks at a scale
smaller than the Hubble radius (i.e. it peaks at a larger wavenumber k) and decays as k−4.
It is worth mentioning that we have taken the upper limit of the k′ integral to be infinity.
In reality there is a cutoff from the end of inflation, at η = η∗, corresponding to modes which
are inside the Hubble radius at that time, k∗ = 1/η∗, so giving a finite upper limit to the
v-integral, v∗ = k∗/k (although this is on very small scales in reality). This causes a break
from linear scaling in x in the power spectrum for x . 1/v∗, and we may analytically find
the leading behaviour of Eq. (4.67) is PV ∼ 3215v∗x
2. Why is this the case?
In the interacting delta function case we saw that modes are efficiently produced – and
grow like x2 – when both modes are outside the Hubble radius; once one is inside and
the other outside there is effectively no generation of vectors. In power-law case, however,
the modes which are generating vectors are those outside the Hubble radius, providing an
effective cutoff to the v-integral of v ∼ 1/x, so giving us growth ∝ x when v∗  1/x. When
we have the cutoff v∗ on the other hand, for early times when η < 1/k∗, all relevant modes
are outside the Hubble radius, and interact coherently giving us growth ∝ η2. For η > 1/k∗,
modes which have entered the Hubble radius no longer contribute to the generation of modes
outside the Hubble radius giving weaker growth ∝ x. Of course, we are not in a position
here to analyse times before inflation ends, but this helps us understand why we have the
x scaling behaviour we do.
4.3 Vector modes in the dust era
In this section, we investigate the spectrum of vector modes today which is generated at
second order by density perturbations. We have shown in subsection 4.1.5 the expressions we
recovered independently via the perturbative approach. In this section we use a covariant
and fully nonlinear approach, which is more direct and transparent than a perturbative
approach in order to clarify and extend previous results, and explain carefully why no
vorticity is generated in the fluid at second order in our case. We will also discuss how one
can interpret physically the vector part of the shear. After which, we will show that the
result we arrived at about vorticity provides us with a simpler way to present the solution
to the vector mode evolution Eq. (4.25) (and hence a simpler expression for the vector
shear). We will then use these new expressions to study the vector modes and the vector
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4.3.1 Vorticity and shear in covariant approach
The vorticity tensor of a fluid with four-velocity uµ defines the vorticity vector as shown in
Eq. (3.142). The vorticity vector obeys the propagation equation Eq. (3.159) as introduced
in an earlier chapter. In order to evaluate the curl of the acceleration, curlu̇µ, in Eq. (3.159),
we need the momentum conservation equation Eq. (3.156) and the energy conservation
equation Eq. (3.155). In general, Eq. (3.156) shows that the curl of acceleration can
introduce source terms for vorticity in Eq. (3.159). In the case of a perfect fluid, we have
qµ = 0 = πµν . Taken this into account, Eq. (3.156) now looks like
(ρ+ P )u̇µ + DµP = 0. (4.80)
where as Eq. (3.155) now looks like
ρ̇ = −Θ(ρ+ P ). (4.81)
We can also use the relation (see e.g. [222])
DµP = c2sDµρ, (4.82)
where cs is the adiabatic sound speed. Taking curl of Eq. (4.80) then using the exact
identity [222]
curl Dµf = −2ḟωµ , (4.83)
we then get
(ρ+ P )curl u̇µ = 2Ṗ ωµ + εµνγ u̇νDγ(ρ+ P ). (4.84)
Using Eq. (4.80) again, we find that the second term is proportional to εµνγDνPDγρ , which
vanishes, since DµP is parallel to Dµρ for a perfect fluid. Using Eq. (4.81) and collecting








Θωµ − σµνων = 0 . (4.85)
Note that the last term on the left is at least third order since the non-zero vorticity and
shear are at least second and first order respectively. This equation shows that there is
no source for vorticity, so that vorticity cannot be generated in a perfect fluid, at any
perturbative order.
In particular, there is no generation of vorticity at non-linear order by first order scalar
perturbations, in the case of adiabatic perfect fluid, and thus
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If there is primordial vorticity, then it must be introduced as an initial condition. Any pri-
mordial vorticity will simply redshift away as the universe expands, according to Eq. (4.85),
and will be entirely unaffected by the growth of density perturbations. Effectively, the den-
sity perturbations generate metric vector perturbations, and the fluid velocity adjusts so as
to maintain zero vorticity. This is similar to what happens with the Harrison mechanism for
magnetogenesis, where the vector modes generated at first order by defects cannot induce
vorticity in the plasma [98]. For more than one perfect fluid, vorticity non-generation ap-
plies separately to each fluid, as long as there is no momentum exchange between the fluids.
This is the case for example with CDM and baryons, which interact only gravitationally.
The vector part of the shear may be interpreted as a rotational quantity, even though
the vorticity of the fluid is zero. The vector shear is










Dασβ, Dµσµ = 0. (4.87)
By boosting from the fluid rest frame to a different frame,
ũµ = uµ + vµ, (4.88)
where vµ is some ‘peculiar’ velocity with vµuµ = 0 and vµ remains constant up to first order,




curlvµ, σ̃µ = σµ + vµ. (4.89)
If we choose the frame by vµ = −σµ, the vector part of the shear σ̃µ is zero, but the vorticity
ω̃µ no longer vanishes. This shows the essentially rotational nature of the fluid vector shear,
even though the vorticity of the fluid is zero. Note that it is not possible to boost away the
scalar or tensor part of the shear in this way.
We have now presented our arguments on concluding to the result that there shall be
no vorticity generation via covariant approach. Returning to the perturbative analysis, we
can now use Eqs. (4.86), (4.25) and (4.33) to determine the vector metric perturbation Si(2),
which will be shown in the next two subsections.
4.3.2 More on vector mode equations













This directly recovers the solution that can be obtained via a Fourier space projection of
the second order ij component of the EFEs Eq. (4.25). Here, however, I shall demonstrate
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of state w since this is not as obvious as it seems. For the purpose of expressing ourselves





It can then be verified that A′(η) = H(1 + 3w)A(η) and F ′Φ = −H(2 + 3w)FΦ +w∇2Φ(1) +
3/2H2Ωm(η)(1 + w)Φ(1).























∂kFΦ + ∂m∇2Φ(1)∂kF ′Φ
]
,
where we have used the fact that εimk∂m∂kFΦ = 0. Substituting the expressions for A′(η)










































where we have used the fact that a symmetric quantity vanishes if we apply εimk to it. Now
even in the form of Eq. (4.92) it is not difficult to see that it is identical to the terms on
the right hand side. This can best be viewed if we identify the terms with the same order
of H together.
4.3.3 Vector metric perturbations
Since we have shown that Eq. (4.90) provides us with a solution to Eq. (4.25), we shall use
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d3k′ |k − k′|2k′jB(k − k′,k′, η), (4.94)
where
B(K1,K2, η) = H−2Φ(K1, η)
[
Φ′(K2, η) +HΦ(K2, η)
]
. (4.95)













B(|k − k′|, k′, η)
×
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Note however that in this subsection, we use the notation PS to represent the vector mode
power spectrum in order to have better distinction between the two eras. Eq. (4.96) may
















du ξ (uv)−2(u2 − v2)
[
4v2 − (1 + v2 − u2)2
]
[T (kv)T (ku)]2 , (4.98)
and as before v = k′/k, u =
√
1 + v2 − 2v cos θ and cos θ = k′ · k/(k′k). This resulting
second order vector power spectrum PS using WMAP5 best fit parameters is shown in
Fig. 4.3. This may be compared with the power spectrum in Eq. (4.78), which is computed
from scalar modes in the radiation era (w = 1/3), assuming a power law form for the scalar
spectrum. Here we have found PS today, and we have calculated PΦd directly from the first
order solutions, using the transfer function to relate back to the primordial perturbations
and the growth suppression factor to take account of Λ in the background. Detailed discus-
sions on linear scalar modes, the transfer function and the growth suppression factor used
here have been presented in chapter 3.
In Fig. 4.3 we compare the power spectrum of the vectors with that of the Newtonian
potential. For comparison we also show the power spectrum of the two gauge-invariant
density perturbations introduced in [12]. In the Poisson gauge, they are just δ = δ
(1)ρ
ρ and
∆ = δ−3Hv(1). The amplitude of the vectors decays on small scales, k > keq ≈ 0.009 Mpc−1
(obtained using Eq. (3.100)), in contrast to the density perturbation, which is growing, but
in line with Φ. For WMAP5 data [117]
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Figure 4.3: The power spectrum today of metric vector modes generated at second order
by density perturbations, PS , together with the power spectra of first-order quantities: the
density contrast δ = δ(1)ρ/ρ and comoving density perturbation ∆ = δ − 3Hv(1), and Φ
(using best-fit WMAP5 parameters [117]: Ωmh2 = 0.1326, 100Ωbh2 = 2.273, h = 0.719). kH
represents the Hubble scale.
so that the amplitude of the metric vector modes is nearly 1% that of the metric scalar
modes on small scales. Note that the value for ksilk is obtained using expression from Eq.
(3.103) For zero baryons we find that
PS ≈ z−1eq (5.49Ωmh2 − 0.13)2.33PΦd ∼ (ln k)
2/k4 for k & ksilk ≈ 0.09 Mpc−1, (4.100)
where zeq can be expressed as in Eq. (3.98). On large scales PS scales like k, with a peak
in the spectrum around the equality scale. This is analogous to the peak in the induced
gravitational wave background on similar scales [22]. In Fig. 4.4 we also show that including
baryons induces oscillations in the vector power spectrum (bottom panel). They are washed
out in comparison to those present in the scalars which inherited this oscillating feature from
the transfer function (top panel) mostly, but are still very prominent.
The overall shape of the S(2)i spectrum may be understood from the generation of
vectors during the radiation era introduced earlier in this chapter. Vector modes grow
outside the Hubble radius as a1/2 only through the interaction of scalar modes which are
larger than the Hubble radius. Inside the Hubble radius, vector modes decay, slightly less
rapidly than a−2, when fluctuations in the radiation fluid no longer support vectors. At
the end of the radiation era, vector modes with k < keq have acquired a tilt because modes
are more aggressively produced by scalars which are close to the Hubble radius – very long
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Figure 4.4: The power spectrum today of metric vector modes generated at second order by
density perturbations. We show how increasing the baryon fraction decreases the power in
the vectors above keq. The baryon oscillations are washed out to some extent in the vectors
as can be seen by comparing PS with the first-order transfer function in the top panel.
rate, so that those which entered the Hubble radius before equality are suppressed.
4.3.4 Vector shear
As mentioned earlier, in order to extract the divergenceless vector shear, σ(2)i, from ∂(iσ(2)j),
we need to use the operator V ijm(x,x′) given in Eq. (B.40):
σ(2)m(x, η) = V ijm(x,x′)∂(iσ(2)j)(x′, η). (4.101)










k2 − 6(k′iki)− 4|k − k′|2
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Φ′(K2, η) +HΦ(K2, η)
]
. (4.103)
The power spectrum is defined as in Eq. (4.48). By Eq. (4.102) and Wick’s theorem, we
obtain



































where g is given by Eq. (3.87) and Π(ξ) by Eq. (4.98). The resulting power spectrum has a
similar shape to PS , since σ(2)i = S(2)i/2+small corrections as can be seen from Eq. (4.36).










Figure 4.5: The power spectrum today of second order vector shear generated by density
perturbations. We show as in the vector mode case how increasing the baryon fraction
decreases the power in the vector shear above keq. The resulting power spectrum has a
similar shape to PS .
It is also useful to compare the first order scalar and second order vector contributions
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σ(2)i [from Eq. (4.36)] respectively. They define scalar power PσS and vector power PσV ,














respectively. Note that there are in reality two polarisations implicit in PσV shown in Eq.
(4.107), however in an unpolarized background the two contributions are equal.
Figure 4.6: The energy densities of the first order scalar and second order vector shear per
logarithmic k interval. Figure plotted using WMAP5 best fit parameters.
The quantities in Eqs. (4.106) and (4.107) are shown in Fig. 4.6. As k → 0, d〈ΩσV 〉/d ln k ∼
k3 and d〈ΩσS 〉/d ln k ∼ k4. This shows that the second order vector shear is much smaller
than the linear scalar shear – except on very large scales (for very small k values). However,
this feature in the Poisson gauge will not lead to any growing physical effect, since both
quantities are decaying on large scales. In Fig. 4.7 we present a figure with only the scalar
shear energy density plotted, however with different baryon fraction. We include a case
where there is only CDM as its matter content, a case with WMAP5 best fit parameter, a
case with only baryon as its matter content and a case where CDM and baryon are equally
proportioned. Similar to what we have seen before for the transfer function cases, more
rapid oscillation appears in the curves with higher percentage of baryon fraction. In accom-
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baryon fraction in Fig. 4.8. Again, for the vector curves the oscillatory feature is less
pronounced when compared with the scalar ones.
Ωb/ Ωm = 0.5




Figure 4.7: The energy densities of the first order scalar shear per logarithmic k interval. We
plotted the cases: pure CDM, WMAP5 best fit parameter, pure baryon and Ωb/Ωm = 1/2.
Ωb/ Ωm = 0.5




Figure 4.8: The energy densities of the second order vector shear per logarithmic k interval.
We plotted the cases: pure CDM, WMAP5 best fit parameter, pure baryon and Ωb/Ωm =
1/2. When compared with the scalar shear energy density, the oscillation is washed out.
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Again, there are two polarizations implicit in PσV . The ratio between the two scalar func-
tions, d〈ΩσS 〉d ln k and 〈ΩσS 〉(k), and the two vector functions,
d〈ΩσV 〉
d ln k and 〈ΩσV 〉(k) per loga-
rithmic bin are plotted in Fig. 4.9. Note however that we use d ln〈Ωσ〉d ln k to denote the ratio
function. From Fig. 4.9 we can see that on large scales the ratio function for both the
scalars and the vectors remain constant. However, the ratio beginning to decrease as we
approach the equality scale keq. Again, we can observe the baryon oscillations being washed
out to some extent in the vectors as this can be seen in Fig. 4.9 when the scalar ratio curve
is showing some oscillatory feature whereas it is barely visible in the vector ratio curve.
As a point of interest, in Figs. 4.10 and 4.11 we present the ratio function between the
energy density per logarithmic bin and the energy density up to a given scale k for both the
linear scalars and second order vector cases with different baryon fractions. As expected,
the curves with most baryon fraction have a sharper drop off and a more visible oscillation.
Figure 4.9: The ratio between the energy density per logarithmic bin and the energy density
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Ωb/ Ωm = 0.5






Figure 4.10: The ratio between the scalar energy density per logarithmic bin and the scalar
energy density up to a given scale k for different baryon fraction. In the figure we show
curves with pure CDM, WMAP5 best fit parameter, 50% baryon out of total mass density
and pure baryon cases.
It is also interesting to look at the spectral index for the scalar shear energy density
(denoted as nσS(k)) and vector shear energy density (denoted as nσV(k)) by using Eqs.
(4.106) and (4.107) to define
d〈ΩσS 〉
d ln k
∝ knσS (k), and d〈ΩσV 〉
d ln k
∝ knσV (k), (4.110)
Measures of the two spectral index are plotted in Fig. 4.12. As mentioned in subsection
3.3.1, the spectral index is used to describe the slope of the power spectrum. If we look at
the curves shown in Fig. 4.6 and bear in mind the definition for an effective spectral index
shown in Eq. (3.70), then we can see that Fig. 4.12 roughly matches the slope of the curves
in Fig. 4.6. As k → 0, the scalars do roughly scale as k4 and the vectors roughly scale as
k3. Since the slope for the scalars in Fig. 4.6 is always positive, we only get positive values
for nσS(k) in Fig. 4.12. However, there is a turn over of the slope for the vectors in Fig.
4.6, therefore we obtain negative values for nσV(k) in Fig. 4.12. Note also that should we
take the extra −1 in Eq. (3.70) into consideration (and some more scaling is needed when
the exact form is considered), nσV(k) crosses over to negative value approximately at where
we expect to find the turning point in the vector curve shown in Fig. 4.6. And once again,
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Ωb/ Ωm = 0.5






Figure 4.11: The ratio between the vector energy density per logarithmic bin and the vector
energy density up to a given scale k for different baryon fraction. In the figure we show
curves with pure CDM, WMAP5 best fit parameter, 50% baryon out of total mass density
and pure baryon cases.
n( )
Figure 4.12: The spectral index of the scalar and vector shear energy densities: we define
d〈Ωσ〉
d ln k ∝ k












In this thesis, two aspects in the theory of modern cosmology are examined. First of which
is the issue of testing the CP. Then we turned our attention to non-linear cosmological
perturbation theory - in particular the second order vector modes sourced by quadratic
linear scalar modes.
In chapter 2, we briefly introduced the general spherically symmetric metric for an
irrotational dust matter source in synchronous comoving coordinates - the LTB metric.
Different from the usual FLRW models being homogeneous and isotropic, the LTB models
are spatially inhomogeneous. In fact, the LTB models are the simplest inhomogeneous
models. After introducing the LTB model, we then presented a new, straightforward, test
of the CP which may play an important role in our understanding of dark energy.
While we strive to determine the time varying EOS w(z), we have shown that we can
simultaneously constrain our Copernican function C(z) to a similar degree of accuracy. At
any redshift, a measurement of C(z) 6= 0 would imply that the FLRW models are the
wrong foundation for cosmology and that something more sophisticated must be considered
instead. Even if the geometry of the universe is FLRW on average, measurement of C(z) at
small redshifts will allow us to probe the scale at which homogeneity sets in.
This proposed test does not depend on any theory of gravity nor on our understanding
of dark energy, but relies only on the geometry of the FLRW models themselves. We have
also illustrated that with much freedom exists in choosing of the functional forms of the
three arbitrary functions in the LTB model, we are expecting to have C(z) 6= 0 with perhaps
a very limited subclass of LTB models that will give us C(z) = 0. Indeed we have presented
a figure demonstrating non-zero C(z) for three chosen LTB models and C(z) = 0 for flat
ΛCDM.
Apart from the key test proposed we also presented two other approaches that might
help us in understanding the issue of dark energy. However, on what timescale can we
expect these various tests to be implemented? Future BAO surveys such as Wide-Field
Multi-Object Spectrograph (WFMOS) [231] will measure dA(z) and H(z) to better than
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Square Kilometre Array (SKA) [202] will measure them to better than 1% in redshift bins
of width 4z ∼ 0.2 [29, 50]. At its simplest our test can be implemented by measuring Ωk
at two different redshifts. Combinations of future all sky lensing, BAO and SNIa surveys
will allow a measurement of Ωk with accuracy ∼ 0.04 [24] which sets the approximate scale
of how well we will test the CP in the next decade and which should allow us to strongly
rule out inhomogeneity as the source of oversized cosmic distances. Beyond these surveys
one can envisage large, low frequency HI surveys able to measure dA(z) and H(z) at high
redshift, z ∼ 10 − 100 which will allow the testing of the CP in the first billion years of
cosmic history when most perturbation modes were still in the linear regime.
While the Copernican assumption is unlikely to be dramatically wrong in our Hubble
sphere, it is possible that the dark energy phenomenon is actually concealing something even
more bizarre than a misconception of fundamental physics. Indeed, with suggestions such
as chaotic inflation, everlasting bouncing universes and the like, it is statistically possible
that our part of the universe has some unusual features on a spatial, instead of a purely
temporal, dimension, see e.g. [131]. This cannot be ruled out at the moment on anything
other than philosophical grounds.
After we have addressed the issue of testing the CP, we then briefly introduce some ideas
in the standard cosmological perturbation, at the background and linear levels. We consid-
ered the FLRW model at the background level and performed a linear perturbation around
it. We presented its line element and the energy momentum tensor in order to calculat the
trace-reversed Einstein field equations up to linear order. The issue of coordinate transfor-
mation and gauge choices were also briefly reviewed. The validity of scalar-vector-tensor
decomposition in the usual practice of cosmological perturbation theory was also discussed
in brief. Furthermore, it is necessary to present the definition of the power spectrum, the
matter transfer function and introduce the features of the scalar, vector and tensor modes
in linear theory. Last but not least, some basics of the 1+3 covariant formalism was also
presented which was of great help to us in presenting our arguments as to why there was
no vorticity generation at second order in our study.
Next we move onto the main body of the work presented in this thesis. As an naive
expectation of inflation is the idea that it does not produce vector modes: if they were
observed to have a similar spectrum and amplitude to the scalars then this could prove
difficult for inflation, and lend favor to other theories of the early universe, e.g. Pre Big
Bang scenarios and Ekpyrotic models [152, 20, 30]. However, what we have presented in
this thesis is that there is actually a background of vector modes with χ2 statistics produced
by inflation as a consequence of the non-linear interaction of scalar modes.
In chapter 4, we have first investigated the generation of vector modes induced by
primordial density perturbations during the radiation dominated era. Performing a per-
turbative expansion to second order, we isolated the scalar terms which source the vector
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and analysed its form. In order to understand the generation of modes we investigated
individual scalar modes generating vectors, and demonstrated that, contrary to the case
of gravitational waves, vector modes cannot be generated by an isotropic distribution of
scalars of a single wavelength, owing to the spin-1 nature of vector modes: rotational de-
grees of freedom must be generated by scattering of non-parallel input modes. We then
demonstrated that vectors are generated by modes of differing wavelength whenever one of
the two scalar modes is entering the Hubble radius. The amplitude of the generated modes
depends on the ratio of input wavenumbers; maximum power is generated when the modes
are not too widely separated. After investigating the generation of vector modes, we then
presented the power spectrum for scale invariant scalar modes, displaying our results in
terms of the variable x = kη: i.e., they may be interpreted the temporal evolution of a sin-
gle scalar mode, or the power at a fixed time. Interestingly the maximum power generated
is the same at all times, but the position of this peak changes with wavelength, such that
x ∼ 1 ⇒ k ∼ 1/η. This is due to the fact that the modes are efficiently generated as they
enter the Hubble radius, and are not generated significantly while outside.
We then computed the power spectra for the metric vector perturbations and vector
shear at second order, generated by first order scalar perturbations in a ΛCDM model. In
addition, we used a covariant approach to show explicitly how vorticity is not generated in
a adiabatic perfect fluid at any perturbative order by first order scalar perturbations, so
that there is no vorticity in the matter. In order to generate vorticity, one requires either an
imperfect fluid, or momentum exchange between the fluid and another fluid. Momentum
exchange (via Compton and Coulomb interactions) between electrons, protons and photons
in the radiation and recombination eras can generate vorticity and magnetic fields at second
order [147, 88, 211, 106, 199, 115, 140]. Another way to generate vorticity is via entropy
gradients as it is well known in fluid dynamics and it was first pointed out in [59]. However,
it has only until recently been studied at second order in cosmological perturbation theory
as a natural extension to a cosmological setting [52].
In order to obtain the vector quantities S(2)i and v(2)i, we used the vanishing of vorticity
Eq. (4.86) and the 0i Einstein constraint Eq. (4.24). Alternatively, one could also use the
ij Einstein equation Eq. (4.25) and the momentum conservation equation Eq. (4.19).
The cosmological background of vector modes is small, especially if measured in terms
of the dimensionless shear density, as can be seen from the figures shown in chapter 4.
However, given that the amplitude of the vector modes in the metric is as large as ∼ 1% of
the metric first order scalar modes, in principle these vector modes will have an effect on
various cosmological observations. In particular:
• Redshift-space distortions [203]: the divergenceless velocity perturbation at second
order v(2)i will make a contribution to radial peculiar velocities and thus to redshift-
space distortions. With data from future large spectroscopic surveys, we should be
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understand contributions at second order.
• Large angle CMB temperature anisotropies [156, 218]: the vector modes will contribute














where we have used O to denote observation and E to denote emission. Although
we do expect small contribution to CMB temperature anisotropies from second order
vector modes, with future observations to have better sensitivity level, we will not be
able to neglect these contributions far into the future. It is perhaps timely to get a
better understanding of these second order vector modes and their possible effects on
the CMB.









• CMB polarization [155, 111]: the vector modes will leave a characteristic imprint on
the B-mode polarization in the CMB. It could become the dominant contribution
when compared with the second order gravitational waves as pointed out in [155].
Therefore, it is important to understand this effect in great detail.
Further work is needed to compute the size of these vector corrections. They are likely
to be significant mainly below ∼ 10Mpc, but in this regime the scalar non-linear effects are
important and likely to dominate. With better sensitivity level for the future observations,
these vector mode contributions will have to be taken into consideration.
The vector degree of freedom forms an integral part of the perturbative expansion when
one goes beyond linear order. At the order we have considered, vectors must be present
essentially through a constraint in the field equations arising at order (Φ(1))2, even though
vectors have no independent propagating degrees of freedom. This is distinct from the
intrinsically propagating degree of freedom in the scalar induced gravitational wave back-
ground [22, 7, 144]. We have shown that the vector mode background has maximum power
around the equality scale, similar to the induced gravitational wave background, and the
metric vector modes achieve their maximal fraction of the linear metric scalar modes on
scales below the Silk scale. The size of the vector contribution to the full non-linear power
spectrum relevant for structure formation remains to be calculated.
The work presented in this thesis is a small part of the ongoing detailed investigation
of second order perturbation theory. As an extension of work presented in this thesis and
those presented in [7, 22], we have started looking at the case of second order tensor modes
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thesis that a scalar field cannot support vector modes at linear order. Even if vector modes
are produced during inflation, once they leave the Hubble radius during the inflationary
phase they will decay very rapidly. However, should inflation turns out not to be the model
for the early universe, then it might be possible to produce vector modes at linear order.
These linear order vector modes will leave an imprint on the second order tensor modes via
coupled linear vector modes. We might be able to constrain the amplitude of these linear
vector modes by studying second order tensor modes. However, at the time of writing up
this thesis, no conclusive results have been reached and only some derivations have been
done. Nevertheless, we presented our current progress of this work in detail in Appendix C
and we shall briefly summarise it here.
The evolution equation of these second order tensor modes from coupled linear vector





































Note that the right hand side of this expression is not a pure tensor quantity. Similar to
the approach adopted to our studies on second order vector modes, we shall extract out
the pure tensor part by using a tensor extraction operator. This will provide us with an
evolution equation for the second order tensor modes in Fourier space:














em(k − k′)k′m + 2ei(k′)ej(k − k′)








The next stage in this project is to find a way to calculate power spectrum of these second
order tensor modes. Regrettably, at the time of writing up this thesis, we have not been able
to do simplify our power spectrum expression to a level that will be useable for numerical












The connection coefficients and the
projection tensor
In this appendix, we show the components of the connection coefficients and the projection
tensor. Note however that the expressions shown here is what one arrives at when one keeps
scalar quantities at first order and the second order vectors.
A.1 The connection coefficients
A.1.1 Zeroth order connection coefficients












A.1.2 First order connection coefficients









































γjk + ∂i∂j∂kE(1) − ∂jψ(1)δik − ∂kψ(1)δij . (A.7)
A.1.3 Second order connection coefficients




































































(1) − 4H∂i∂jE(1) − ∂i∂jE(1)
′
]



































(1) − 2H∂j∂kE(1) − ∂j∂kE(1)
′
]
− 2ψ(1)∂jψ(1)δik − 2ψ(1)∂kψ(1)δij + 2ψ(1)∂k∂j∂iE(1) + 2∂jψ(1)∂i∂kE(1)






A.2 The projection tensor
As mentioned earlier, the projection tensor projects into the instantaneous fluid rest space
and is expressed as
h̄αβ = ḡαβ + ūαūβ. (A.14)
Expanding this expression and collecting the terms at the same order we can then calculate
the expression for the projection tensor at each order. It’s contravariant form can then be
calculated from
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Below we show the expressions for their components at each order. Note however that all
the components for the projection tensor presented here only suitable for the case we are
considering since their expressions depend on how the metric components and four velocity
components are set up to be.
A.2.1 Zeroth order projection tensor and its contravariant form
At zeroth order we have
hαβ = gαβ + uαuβ, (A.16)
and
hµν = gµαgνβhαβ. (A.17)
Therefore, in our gauge choice and perfect fluid background we can calculate their compo-
nents to be
h00 = 0, h0j = 0, and hij = a2γij , (A.18)
and
h00 = 0, h0j = 0, and hij = a−2γij . (A.19)
A.2.2 First order projection tensor and its contravariant form
At first order we have
δ(1)hαβ = δ(1)gαβ + uαδ(1)uβ + δ(1)uαuβ, (A.20)
and
δ(1)hµν = gµαgνβδ(1)hαβ + δ(1)gµαgνβhαβ + gµαδ(1)gνβhαβ. (A.21)
Therefore, in our gauge choice and perfect fluid background we can calculate their compo-
nents to be
δ(1)h00 = 0, δ(1)h0j = −a2∂jv(1), and δ(1)hij = −2a2Φ(1)γij , (A.22)
and
δ(1)h00 = 0, δ(1)h0j = a−2∂jv(1), and δ
(1)hij = 2a−2Φ(1)γij . (A.23)
A.2.3 Second order projection tensor and its contravariant form
At second order we have
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and
δ(2)hµν = gµαgνβδ(2)hαβ + gµαδ(1)gνβδ(1)hαβ + δ(1)gµαgνβδ(1)hαβ + δ(1)gµαδ(1)gνβhαβ
+ δ(2)gµαgνβhαβ + gµαδ(2)gνβhαβ.
(A.25)








































Fourier decomposition and the
extraction operators
In this appendix we define the scalar, vector and tensor harmonic basis in flat space. This is
necessary to develop the extraction operator presented in the second half of this appendix.
The extraction operator is essential for our second order studies since although true
second order modes decouple, we can still get second order terms formed from two coupled
first order modes. Usually we only wish to study the properties of a particular type of mode
due to the complexity of the theory at second order. The extraction operator allows us to
do this by, for example, isolating the pure vector part from coupled scalar-scalar modes.
Only once we have set up the respective extraction operators, are we able to extract the
scalar, vector and tensor quantities separately from second order quantities which have all
three types coupled together.
Here we follow the presentation of [12], but it was shown in much more details in [6].
The extration operators were studied in detail in [6]. Due to their importance and for the
completion of this thesis, we will present them again in detail here, mostly following [6].
B.1 Fourier decomposition
B.1.1 The scalar basis
The scalar basis is defined by the scalar Helmholtz equation
∇2Q(k) = −k2Q(k), (B.1)
Thus they are just scalar eigenfunctions of the Laplacian. It is easy to follow that there is
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function is Q∗(k) = Q(−k). We choose an orthonormal basis so that∫
d3x Q(k)Q∗(k′) = δ3(k − k′). (B.2)






We can construct a one-index object from the scalar basis:
Q
(s)
i (k) = ∂iQ(k) = ikiQ(k). (B.4)
This provides us with a scalar type vector and it can be applied on a gradient. We can also



















This is the scalar type symmetric trace-free tensor. Additionally, we can see that
kikjQ
(s)




The Fourier decomposition of an arbitrary scalar in real space can be expressed as
S (x, η) =
∫




d3kS (k, η) eik·x. (B.7)
The inverse of the above Fourier integral is then
S (k, η) =
∫




d3xS (x, η) e−ik·x. (B.8)
We require S∗(−k, η) = S(k, η) to ensure that S(x, η) is real.
B.1.2 The vector basis
Similarly, the vector basis must satisfy the vector Helmholtz equation
∇2Qi(k) = −k2Qi(k), (B.9)
These are just the vector eigenfunctions of the Laplacian. We impose additional constraints
such that ddηQi = 0 and ∂
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Qi and Q̃i. Like the scalar basis, the vector basis must satisfy the orthonormality conditions:∫
d3x Qi(k)Q∗i (k
′) = δ3(k − k′),∫
d3x Q̃i(k)Q̃∗i (k












where ei and ẽi are parity vectors. The parity vectors satisfy
ei(k) = ei(−k), ẽi(−k) = −ẽi(k), (B.12)
and are orthogonal to the wave vector ki
kiei(k) = 0, kiẽi(k) = 0. (B.13)
Additionally, the two parity vectors are orthogonal to each other for all wave modes k
ei(k)ẽi(k) = 0, ei(k)ei(k) = 0, ẽi(k)ẽi(k) = 0. (B.14)
A vector type symmetric trace free tensor can be constructed from the vector basis:
Q
(V )
ij (k) = ∂(iQj)(k) = ik(iQj)(k). (B.15)
Alternate parity tensors can be constructed in the same way using the vector basis Q̃i(k).

















The inverse of the above Fourier integral decouples for the two parities:
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and









In order for the vector function Vi(x, η) to be real, we require that
V ∗i (−k, η) = Vi(k, η),
Ṽ ∗i (−k, η) = Vi(k, η).
(B.19)










B.1.3 The tensor basis
The tensor basis satisfies the tensor Helmholtz equation
∇2Qij = −k2Qij (B.21)
with an additional constraint ddηQij = 0. They must also be transverse and traceless:
∂iQij = 0, Qii = 0. (B.22)
We denote the two tensor polarizations by Qij and Q̃ij . They must satisfy the normalisation
conditions ∫
d3x Qij(k)Q∗ij(k
′) = δ3(k − k′),∫
d3x Q̃ij(k)Q̃∗ij(k
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where the polarization tensors qij and q̃ij can be expressed in terms of the two parity vectors,














that polarization tensors qij and q̃ij are orthogonal to the wave vector ki
kiqij(k) = 0, kiq̃ij(k) = 0, (B.27)
and that the polarization tensors are orthogonal to each other:
qij(k)q̃ij(k) = 0, qij(k)qij(k) = 0, q̃ij(k)q̃ij(k) = 0. (B.28)

















The inverse of the above Fourier integral decouples for the two polarizations:



















In order for the vector function Tij(x, η) to be real, we require that
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B.2 Extraction operator
A generic second order quantity contains a pure second order quantity and a coupling of
two linear order quantities. The coupling of two linear order quantities can be decomposed
into scalar, vector and tensor quantities and such a decomposition is not trivial. Due to the
complexity of second order studies, the most common approach is to study the properties of
a single type of mode at a time. Hence, we need to develop a tool – the extraction operator
– to help us isolate a single type of mode for analysis. In this subsection, we will introduce
such extraction operators and demonstrate how they operate.
An arbitrary symmetric traceless spatial tensor in real space can be expressed as a








A(S)(x, η) + ∂(iA
(V )
j) (x, η) +A
(T )
ij (x, η). (B.33)













A(S)(k, η) + iA(V )(k, η)k(iej)
+iÃ(V )(k, η)k(iẽj) +A




Note that we can extract the Fourier amplitude of the scalar and vector contributions using












respectively. The alternate parity vector component can be extracted by replacing Q∗j(k′)
with Q̃∗j(k′). The Fourier amplitude of the tensor contribution is given by
A(T )(k′, η) =
∫
d3x Aij(x, η)Q∗ij(k′). (B.37)
As in the vector case, the alternate polarization component can be extracted by replacing
Q∗ij(k′) with Q̃∗ij(k′).
Now we are ready to give complete expressions for the extraction operators. As usual,
we will look at the scalar case first. We define the scalar extraction operator to be
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If we apply Sij(x,x′) to Eq. (B.33), then we get












The scalar extraction operator shown in Eq. (B.38) ensures that only scalar quantities are
extracted from an expression with mixed scalar, vector and tensor quantities in real space.
Next we define the even-parity vector extraction operator to be
V ijl (x,x









Applying V ijl (x,x
′) to Eq. (B.33) gives
A
(V )














The vector extraction operator shown in Eq. (B.40) ensures that only vector quantities are
extracted from an expression with mixed scalar, vector and tensor quantities in real space.













′) to Eq. (B.33) gives
A
(T )















The tensor extraction operator presented in Eq. (B.42) ensures that only tensor quantities
are extracted from an expression with mixed scalar, vector and tensor quantities in real
space. This extraction of the scalar, vector and tensor components is made possible by the
various properties of the parity vectors (ei and ẽi) and polarization tensors (qij and q̃ij).
However, scalar, vector and tensor extraction operators for extracting the Fourier am-
plitude of the scalar, vector and tensor contribution separately are of the forms:
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and






respectively. The alternate parity vector component can be extracted by replacing ej(k)
with ẽj(k). The Fourier amplitude of the tensor contribution is given by




Similar to the vector case, the alternate polarization tensor component can be extracted by
replacing qij(k) with q̃ij(k). These extraction operators in Fourier space have been used in
Eqs. (B.35), (B.36) and (B.37).
Now we will give an example to show exactly how these operators work. Consider a
term of the type










The vector Fourier amplitude is then





d3k2 Φ(k − k2, η)Φ(k2, η)
ki
[






where we have made use of the aforementioned properties of the parity vectors and polar-











Second order tensors from linear
vector modes
As mentioned in chapter 5, in this appendix we present current progress on the project on
second order tensor modes sourced by linear vector modes.
C.1 The metric
The perturbed metric around background FLRW metric including first order vector quan-
tities and second order tensor is shown below:
















where S(1)i and F
(1)
i are first order divergenceless vectors, i.e. ∂
iS
(1)






ij is the second order tracefree and divergenceless tensor, i.e. γ
ijh
(2)










, ḡ0i = a−2
[



















The components for the connection coefficients , at first order, in this case are




























































































































− 2∂(iF (1)m)∂j∂kF (1)m .
(C.11)
The components of the Ricci tensor at second order can now then be calculated
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C.2 The EMT
Again we have perfect fluid at background level. Note that the three-velocity perturbation
can be split into a scalar and vector part. However since only vector perturbation is taken
into account at first order, here we have
δ(1)ui = vi(1), (C.15)
where vi(1) is divergencefree, i.e. ∂iv
i
(1) = 0. Similar to the three-velocity perturbation, the
energy flux δ(1)qj can also be split into a scalar and vector part. Again with only the vector
quantity is taken into account at first order, we have
δ(1)qi = q(1)i, (C.16)
where q(1)i is also divergencefree, i.e. ∂iq(1)i = 0. The perturbed spatial anisotropic pressure
can be split into a scalar, vector and tensor part at each order. Keeping only the vector
quantity at first order and the tensor quantity at second order, we then have






at first and second order respectively. Note that the vector π(1)j is divergencefree, i.e.
∂iπ(1)i = 0 and the tensor π(2)ij is divergencefree and tracefree, i.e. ∂jπ(2)ij = 0 and
γijπ(2)ij = 0.







, and δ(1)uµ = a
[

















respectively. The anisotropic stress, at first order, therefore has components
δ(1)π00 = 0, δ(1)π0i = 0, δ(1)πkk = 0, (C.21)
whereas at second order we have
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Now we can present the components of the EMT. At first order, they are
δ(1)T00 = 0,







And at second order they look like




























Expressions for T̄ = T̄αα at first and second order are
δ(1)T = ρS(1)k S
(1)k, (C.25)
and











If we consider again the choice of Poission gauge, together with perfect fluid background
and no energy flux and anisotropic stress at first order, then the first order trace reversed

























j) = 0, (C.28)
where Eq. (C.27) gives us a relation between v(1)i and S
(1)
i and Eq. (C.28) gives us an
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C.4 Tensor modes evolution equation in Fourier space
Similar to the second order vector modes from linear scalar modes case, we now need to
apply the projection operator in order to obtain the pure tensor quantity and also express
Eq. (C.29) in Fourier space. However, this time a different projection operator applies to
our case. Instead of using the vector projection operator shown in Eq. (B.45), we will now
use the tensor projection operator T̂ ij(k,x) shown in Eq. (B.46). If we apply T̂ ij(k,x) to





















where the last line is obtained using the fact that qij(k)qij(k) = 1. Similar calculation can




ij . As for the right hand side of Eq. (C.29), the term
contains the factor γij once T̂ ij(k,x) is applied to it since γijqij(k) = 0. We shall now
demonstrate how to calculate one of the other terms and the rest shall apply similarly. If
we apply T̂ ij(k,x) to the term ∇2S(1)i ∇2S
(1)


























d3k′S(k′, η)ei(k′)S(k − k′, η)
× ej(k − k′)k
′2|k − k′|2,
(C.31)
where the last line is obtained from the fact that k′mk
′m = k
′2. Collecting terms, Eq. (C.29)
now becomes (in the Fourier space) that














em(k − k′)k′m + 2ei(k′)ej(k − k′)








Eq. (C.32) is a wave equation with source terms that are represented as Υ(k, η). What
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and hence to be able to calculate the power spectrum of h(k, η). However, we notice
from expression presented in Eq. (C.33) that a solution is needed for S(k, η). This can
be achieved by applying the vector extraction operator V ijl (x,x
′) from Eq. (B.45) to Eq.
(C.28). Therefore, the Fourier convolution of Eq. (C.28) is
S′(k, η) + 2HS(k, η) = 0. (C.34)
This can easily be solved with some initial condition at η0 as
S(k, η) = a20S0(k)a
−2(η), (C.35)
where a0 = a(η0) and S0(k) = S(k, η0).
C.5 Solving the wave equation with a source
Here we will show how one can solve the wave equation Eq. (C.32) in order to obtain
a solution for h(k, η). This can be done using the Green’s function method. But first we
introduce a new variable u(k, η) = a(η)h(k, η) and rewrite Eq. (C.32) with the new variable
we obtain (considering radiation era with a′′/a = 0):
u′′(k, η) + k2u(k, η) = a(η)Υ(k, η). (C.36)










sin (|k|(η − η̃)) a(η̃)Υ(k, η̃)dη̃,
(C.37)










sin (|k|(η − η̃)) a(η̃)Υ(k, η̃)dη̃.
(C.38)
C.6 Tensor mode power spectrum
Here we shall use the same definition for tensor mode power spectrum as shown in Eq.
(3.69):
〈h∗(k1, η)h(k2, η)〉 =
2π2
k3
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From Eq. (C.38) we can calculate the left hand side of Eq. (C.39):

















1)S0(k1 − k′1)S0(k′2)S0(k2 − k′2){
2em(k′1)e

















× k′21 |k1 − k′1|2
}{
2em(k′2)e
m(k2 − k′2)k′2ak′2b + 2ea(k′2)eb(k2 − k′2)

















2 |k2 − k′2|2
}
× 〈Ê∗(k′1)Ê∗(k1 − k′1)Ê(k′2)Ê(k2 − k′2)〉.
(C.40)
Again, using Wick’s theorem and the properties that ea(k)ēa(k) = 0, ea(k)ea(k) = 1,
ēa(k)ēa(k) = 1, kaea(k) = 0, kaēa(k) = 0, kaqab(k) = 0 and kaq̄ab(k) = 0, we can solve for




























′2(k − k′)2 + 2em(k − k′)em(k′)k′ak′b
− 2
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This is where we have reached at the time of writing up this thesis. Note however that
it is probably not possible to solve the k integral in Eq. (C.41) analytically, and hence
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