Abstract:
I. INTRODUCTION
Weather forecasting is one of the most important types of forecasting because agriculture sectors as well as many industries are largely dependent on the conditions of weather [1] . The present technology uses numerical model based weather forecasting which involves a large number of calculations made very rapidly using supercomputers.
Mohsen Hayati and Zahra Mohebi worked on one day ahead prediction of weather parameters [14] .Suarjit Chattopadhyay ,Department of Mathematics, Techno Model School proposed an Artificial Neural Network based predictive model for predicting average summer-monsoon rainfall [12 ] . Chaw Thet Zan and Thinn Thu Naing of University of Computer Studies, Yangon presented Hidden Markov Models (HMMs) approach for forecasting rainfall time series data for Myanmar rainy season [13] . Paras, Sanjay Mathur, Avinash Kumar, and Mahesh Chandra found that the feature based forecasting model can make predictions with high degree of accuracy [1] .
There is a scope of improvement in the accuracy of forecasts made by these models when considering the benefits that it has. The idea of incorporating human intelligence together with above discussed model can result in enormous improvement in accuracy of weather forecasting [2] . The objective of this study is to develop a model which comprises this intelligent behavior. The parameters which defining the weather conditions like minimum and maximum temperature ,average rainfall etc., vary continuously with time, forming time series of each parameter which can be used to develop a forecasting model that uses this time series data. This paper is organized as follows: a brief overview of Artificial Neural Network ,Multilayer perceptron, Back-propagation algorithm, Time Series Analysis and MATLAB are discussed in section II, the data groups and data variables are described in section III, Experimental results obtained using the proposed network and generalisation capacity of model are listed in section IV, and finally we conclude this paper in section V.
II. NEURAL NETWORK MODEL
The development of Artificial Neural Network started 50 years ago to mimic the human ability to adapt the changing circumstances and the current environment. It consist of a large number of highly interconnected processing elements called neurons works together to solve specific problems, as shown in Fig1. An artificial neuron is characterized by, architecture (connection between neurons, training or learning determining weights on the connections, activation function [3] . A neural network resembles the human brain in two respects:
1. Knowledge is acquired by the network through a learning process.
2. Inter-neuron connection strengths known as synaptic weights are used to store the knowledge.
The most interesting fact about neural networks is the possibility of learning. A neural network is an adaptive system that changes its structure based on external or internal information that flows through the network during the learning phase [4] . It is used to learn patterns and relationships in data. The learning rules enables a network to gain knowledge from available data and apply that knowledge to train the network [3] .
There are three major learning paradigms, each corresponding to a particular abstract learning task. These are supervised learning, unsupervised learning and reinforcement learning. In Supervised Learning, a commonly used function is the mean-squared error, which tries to minimize the average squared error between the network's output, f(x), and the target value y over all the pairs. In order to minimize this function using gradient descent for the class of neural networks called multilayer perceptrons, we obtain the common and well-known backpropagation algorithm for training neural networks [4].
Fig1: Artificial Neural Network.
A.Multi Layer Perceptron Network
A multilayer perceptron (MLP) is a feed forward artificial neural network model that maps sets of input data onto a set of appropriate output. An MLP consists of multiple layers of nodes in a directed graph, with each layer fully connected to the next layer. It utilizes a supervised learning technique called error-backpropagation for training the network [5] [6] . It is a modification of the standard linear perceptron, which can distinguish data that is not linearly separable [7] . The two main activation functions used in current applications are both sigmoids, and are described by , in which the former function is a hyperbolic tangent function that ranges from -1 to 1, and the latter is equivalent in shape but ranges from 0 to 1. y i is the output across the ith neuron and v i is the weighted sum of the input synapses [8] .
It can implement arbitrary complex input/output mappings or decision surfaces separating different patterns. Multiple-layer networks are quite powerful. For instance, a network of two layers, where the first layer is sigmoid and the second layer is linear, can be trained to approximate any function (with a finite number of discontinuities) arbitrarily well. Such types of network is used extensively in Back-propagation Network. [3] Back propagation is a systematic method of training for multi layer ANN. It is based upon a strong mathematical foundation when it is not highly practical. It is a multi-layer feed-forward network which used extended gradient descent based delta learning rule, commonly known as Error-Back propagation rule. Because in a gradient descent method minimises the total squared error of the output computed by the network. The network is trained by supervised learning algorithm. The aim of this network is to train the network to achieve a balance between the ability to respond correctly to the input patterns that are used for training and the ability to provide good responses to the input that are similar. This algorithm covers a wide area of applications like, Optical character Recognition, Image Compression, Data Compression, Face Recognition etc.
A.TIME SERIES ANALYSIS
A Time series (TS) is a sequence of observations in ordered time. Mostly these observations are collected at equally spaced discrete time intervals. The basic assumption in any time series analysis modeling is that some aspects of the past pattern will continue to remain in the future. Also under this setup often the time series process is assumed to be based on past values of the main variable but not on explanatory variables which may affect the system. So the system act as a black box and we may only be able to know 'what' will happen rather than 'why' it happens. Here it is deliberately assumed that information about the past is available in the form of numerical data. Ideally at least 50 observations are necessary for performing time series analysis/modeling as propounded by Box and Jenkins who were pioneers in TS modeling [9] . Time series analysis can be used more easily for weather forecasting purposes because historical sequences of observations are readily available from published sources. All these successive observations are statistically dependent and Time series modeling is concerned with the techniques for analysis of such dependencies [9] .
B.MATLAB
The name MATLAB stands for matrix laboratory. MATLAB is a high-performance language for technical computing. It integrates computation, visualization, and programming in an easy-to-use environment where problems and solutions are expressed in familiar mathematical notation. MATLAB is an interactive system whose basic data element is an array that does not require dimensioning. This allows you to solve many technical computing problems, especially those with matrix and vector formulations, in a fraction of the time.
III. DATA COLLECTION
Weather data of hundred years for the meteorological variables as shown in Table 1 were collected from the Indian Meteorological Department (IMD) [10, 11] . The ellicitated data refers to two sets i.e. average maximum temperature and average minimum temperature for 12 months of each year. The general Structure of inputs/outputs for the network is shown in Fig3. The global data is divided into two groups, the training group corresponding to 60% of the data and the test group, corresponding to 40% of the data; so that the generalization capacity of the network could be verified after the training phase.
Mean Squared Error (MSE) is used as a measure of error made by the proposed network. 
IV. RESULTS AND DISCUSSION
The obtained optimal network structure is shown in Table 2 below: Table 2 : The optimal Network Structure.
The network is trained with 60 years of data for both maximum and minimum temperature. After training phase the network is simulated by using 40% of data so that the predicted result can be verified. 
V. CONCLUSION
The results conclude that Multilayered Neural Network can be an effective tool in weather prediction. This type of Network can correctly provides the mapping between input and the output using historical data. Once the number of layers and units in each layer has been selected the network's weights and thresholds must be set so as to minimise the prediction error made by the network. The forecasting reliability was evaluated by comparing the actual and predicted temperature values. The results show that the network may be an important tool for temperature forecasting also.
