Abstract-A new adaptive technique is presented for building multidimensional parameterized analytical models for general planar microwave structures with a predefined accuracy and based on full-wave electromagnetic (EM) simulations. The models can be incorporated in a circuit simulator and the time required to calculate the circuit representation of a practical network is reduced by several orders of magnitude compared to full EM simulations. Furthermore, the accuracy of the results is significantly better compared to the circuit models used in stateof-the-art computer-aided design tools.
(MAPS)-builds a global fitting model for the relevant scattering parameters of an interconnection structure with a predefined accuracy. The algorithm consists of two adaptive loops: an adaptive modeling loop (see Section III) and an adaptive sampling loop (see Section IV). Geometrical dependencies and frequency dependencies (see Section V) are handled separately. Examples are given to illustrate the technique (see Section VI). The work presented in this paper has been submitted for patenting in the U.S. by the Hewlett-Packard Company, Santa Rosa, CA.
II. PRIOR SOLUTIONS
Numerous efforts have been spent to build models for general interconnection structures based on full-wave EM simulations. Commonly used techniques include look-up tables, curve-fitting techniques, and neural networks. A common drawback is the lack of knowledge about the accuracy of the resulting models. The accuracy of a model is usually tested after the model has been generated. If the accuracy is insufficient, a new model is built. This is repeated until the model reaches the desired accuracy.
In the look-up table approach, a number of data points are calculated up front on a fixed grid and stored in a database. During the extraction, some interpolation techniques, often simple linear or quadratic interpolation, are used. Interpolation of points in a look-up table is a highly localized operation, where only data points in the neighborhood of the value required are used. Furthermore, the disk space required for multidimensional table-based models can be excessively high.
Interpolation techniques can also be used to fit some kind of model on the data before it is stored in a database [1] - [4] . An approach based on look-up tables offers some flexibility to the designer, although the accuracy of these techniques is often questionable. In some parts of the parameter space, too many data points might be available (oversampling), while in other parts, there might be too few data points (undersampling). Oversampling means a waste of time, while undersampling means a poor model quality. Curve-fitting techniques often have some artifacts such as excessive humps, overshoots, and unwanted oscillations.
Another fairly new modeling technique uses artificial neural networks (ANN's) to generate parameterized models [5] - [9] . A number of training and testing samples is chosen in the geometrical parameter space and along the frequency axis, and an ANN is trained to model the circuit behavior. ANN's can handle highly nonlinear behavior and high-dimensional models. Furthermore, the size of the models does not grow 0018-9480/99$10.00 © 1999 IEEE exponentially with the dimension. However, it is hard to find a good topology (number of hidden layers and nodes), and training can take a long time and is hard to survey. Hence, it is difficult to ensure the quality of ANN models.
Our new MAPS technique aims at building compact parameterized models for general interconnection structures with a guaranteed accuracy. The model generation process is fully automatic and does not require any a priori knowledge about the circuit under study. Data points are selected efficiently to avoid oversampling and undersampling. The model complexity is automatically adapted. The algorithm converges when the desired accuracy is reached. The model covers the whole parameter and frequency space and can easily be used for optimization purposes.
III. BUILDING THE MODELS IN AN ADAPTIVE WAY
When it comes to building models of general linear timeinvariant interconnection structures, the scattering matrix representation has some interesting characteristics and advantages over alternative approaches. The scattering matrix of a linear time-invariant reciprocal circuit is a symmetrical matrix ( ), with the number of external ports to the circuit. For linear time-invariant passive circuits, the scattering parameters are bounded, i.e.,
. Furthermore,
is a positive semidefinite matrix (with the unit matrix and the Hermitian conjugate of ). This implies that (2) (with ). The real and the imaginary part of are modeled separately.
The scattering parameters (in what follows the indexes and are omitted, unless they are necessary to differentiate between the scattering parameters) are represented by multidimensional polynomials (multinomials)
The same set of basis functions is used over the whole frequency range of interest. The basis functions only depend on the coordinates (with the number of geometrical parameters) in the parameter space , while the weights only depend on the frequency . The weights can be calculated by fitting the set of data points ( ) on (3)
The data points ( ) consist of an initial data point distribution plus a number of additional data points selected by the adaptive data point selection algorithm (see Section IV). Instead of solving the system of equations (4) directly, for numerical stability and efficiency reasons, the basis functions are used as the starting point to build a set of orthonormal multinomials . To this end, the following algorithm is used: (5) for and
for . From the condition (8) the can be calculated as follows:
Using these orthonormal multinomials, (3) can be rewritten as (10) with (11) The number of basis functions in (4) is increased until the error is lower than a given threshold (which is a function of the desired accuracy of the model).
When there is just one geometrical parameter ( ), the multinomial reduces to a simple polynomial. The model is expanded by increasing the degree of the polynomial . The initial data point distribution consists of the left end, right end, and center of the parameter space (which, in this case, is an interval).
When there are two or more geometrical parameters, the model can be expanded by increasing the degree of either one of the parameters. However, the parameters that have the most influence on the scattering parameters must be assigned the most degrees of freedom in the final model. Therefore, instead of expanding the model evenly in each direction, the model must be extended the most in the direction of the parameter that has the biggest influence. Prior to building the multidimensional model, for each of the geometrical parameters a one-dimensional model is built to get an idea about the influence each of the geometrical parameters has on the modeled scattering parameters. In this model, varies over its whole range, while the other parameters (for ) are kept constant at their midpoint value. The number of basis functions used for building a one-dimensional model for is denoted by . In general, the multidimensional basis functions can be written as (12) For each exponent , a corresponding normalized exponent is calculated as follows: (13) These normalized exponents are increased equally as the model is extended so are increased proportionally with . In this way, the most degrees of freedom are given to the geometrical parameters that have the most influence on the modeled scattering parameters. When selecting a new basis function, the following rules apply.
1) From all possible new basis functions, retain the ones for which is minimal. 2) From the remaining basis functions, retain those for which is minimal. 3) From the remaining basis functions, retain those for which is minimal. 4) From the remaining basis functions, retain those for which is minimal. 5) From the remaining basis functions, select one as the new basis function. The initial multidimensional data point distribution is generated by taking a number of uniformly distributed points along each -axis. Here as well, the influence each of the geometrical parameters has, must be taken into account. The geometrical parameters that have the largest influence are sampled the most densely.
IV. SELECTING NEW DATA POINTS IN AN ADAPTIVE WAY
New data points are selected in such a way that a predefined accuracy for the models is guaranteed. The process of selecting data points and building models in an adaptive way is often called (reflective) exploration [10] . Reflective exploration is useful when the process for obtaining the data is very costly, which is the case for full-wave EM simulators. Reflective exploration requires reflective functions, which are used to select a new data point. These reflective functions adapt as the model refines. The reflective function used in the MAPS algorithm is the difference between the "best fit"
, which is the current model, and the "second best fit" (14)
(15)
The new data point is selected near the maximum of the reflective function ( denotes the parameter space and where . This inequality is graphically represented in Fig. 1 . Both and are limited to a small banded region. If , the modeling error is guaranteed to be less than , and convergence is reached. If , this condition is not sufficient to guarantee an error less than , thus, additional criteria are needed.
The scattering parameters of a linear time-invariant passive circuit satisfy certain physical conditions (see Section III). If the model fails these conditions, it cannot accurately model the scattering parameters. The physical conditions act as additional reflective functions: if they are not satisfied, a new data point is chosen where the criteria are violated the most. Furthermore, if one of the scattering parameters has a local minimum or maximum in the parameter space, it is important to have a data point in the close vicinity to get an accurate approximation. Therefore, if there is no data point close to a local maximum or minimum of , the local extremum is selected as a new data point. For resonant structures, the power loss (19) for a wave incident on the th port has local maxima at the resonance frequencies. Again, to get an accurate approximation, a good knowledge of these local maxima is very important.
After each modeling loop, the error criteria are checked. If all of the criteria are satisfied, no new data point is selected and the MAPS algorithm converges. If a new data point is needed, it is calculated using HP Momentum. The model is adapted, and the adaptive data point selection loop is restarted. The complete flowchart of the algorithm is given in Fig. 2 .
V. ADDING FREQUENCY DEPENDENCIES
In the previous two sections, it was explained how a model is built for the scattering parameters as a function of the geometrical parameters. However, the scattering parameters also depend on the frequency (with ). The scattering parameters are generated using the commercially available full-wave EM simulator HP Momentum. The adaptive frequency sampling (AFS) algorithm [11] in HP Momentum selects a number of discrete frequencies and builds a rational model for the scattering parameters over the desired frequency range . The MAPS algorithm builds a multinomial model for each of the scattering parameters at each of the discrete frequencies ( ). The number of basis functions used in each of these models, for , will, in general, be different at the different frequencies. In the end, the MAPS algorithm must result in a single model that covers the whole frequency range. The maximum number of basis functions used at any of the frequencies is used as the number of basis functions in the global model . Using the rational models built by AFS, the coefficients (with ) can then be calculated over the whole frequency range. Finally, polynomial or rational fitting techniques are used to compact the coefficients before storing them in a database.
The whole MAPS modeling technique can be graphically represented in the following steps.
Step 1) The frequency response of the circuit is calculated at a number of data points in the parameter Step 1: AFS rational models over the whole frequency range.
Fig. 4.
Step 2: multinomial models at discrete frequencies. Step 3: coefficients of orthonormal multinomials at discrete frequencies.
space using HP Momentum (Fig. 3) . These discrete data points include the initial data points and the adaptively selected points. The AFS algorithm in HP Momentum selects a number of frequencies and builds a rational model for the scattering parameters over the desired frequency range .
Step 2) At all frequencies , a multinomial model (as a function of the geometrical parameters) is fitted on the scattering parameters (Fig. 4) .
Step 3) This model is written as a sum of orthonormal multinomials [see (10) ]. The coefficients of the multinomials are frequency dependent (Fig. 5) .
Step 4) Using the AFS models built in Step 1, the coefficients can be calculated over the whole frequency range (Fig. 6) . These coefficients together with the orthonormal multinomials are stored in a database for use during extraction afterwards. 
VI. EXAMPLES
In this section, a typical example is given to illustrate the technique described above and its application in circuit design. First, MAPS models are built for three basic junctions: an open end, a gap, and a tee junction. Afterwards, these basic models are used to accurately simulate a bandpass filter structure.
A. Microstrip Open End
Consider a microstrip open end on a 100-m GaAs substrate with (Fig. 7) . The geometrical parameter included in the model is the width of the strip . The ranges for and the frequency are given in Table I . The relevant scattering parameter is . The desired accuracy of the model is dB. The initial data point distribution consists of three widths: , , and m. The value of over the required frequency range is calculated using HP Momentum. There are four frequencies selected by the AFS feature of HP Momentum: 0, 20, 40, and 60 GHz. At these four frequencies, separate models are built for the real and imaginary part of . The adaptive sampleselection algorithm selects three additional samples: , , and m. The polynomial models for (real and imaginary part) at each of the discrete frequencies, along with the selected data points, are shown in Figs. 8 and 9 . The final models are shown in Figs. 10 and 11 . For verification purposes, another 20 data points are simulated using HP Momentum, and the results are compared to the MAPS model. The maximum deviation is 62.4 dB ( 0.0008), which is better than the desired accuracy of 60 dB ( 0.001). Figs. 12 and 13 show a comparison between the results from HP Momentum, a commercially available circuit simulator, and the MAPS model for a specific width m (which was not used during model generation). As expected, the results from HP Momentum and the MAPS model correspond very well (they are virtually indistinguishable on the figure), while the results from the circuit simulator differ significantly from the full-wave results.
B. Microstrip Gap
The next example is a microstrip gap on a 100-m GaAs substrate ( ). The layout is shown in Fig. 14 . Here, there are two geometrical parameters: the width of the strip ( ) and the width of the gap ( ). The parameter ranges are given in Table II. The relevant scattering parameters are  and . Again, the desired accuracy is set to dB. First, two one-dimensional models are built: a first one is for m with varying from 40 to 100 m, and a second one for m and varying from 1 to 20 m. The first model requires five data points and the second model requires seven data points. The initial two-dimensional data point distribution consists of 21 points. An additional five data points are selected by the adaptive sampling algorithm (Fig. 15). Fig. 16 shows the imaginary part of for m. Again, the results from the MAPS model correspond very well to the results from HP Momentum, while the results using a circuit simulator differ significantly. This is mainly caused by the fact that this specific gap structure is outside the validity range of the gap model in the circuit simulator.
C. Microstrip Tee
Finally, consider a microstrip tee on a 100-m GaAs substrate with (Fig. 17) . The geometrical parameters are the two widths and . The ranges for , and the frequency are given in Table III . The relevant scattering parameters are , , and . The desired accuracy of the model is dB. A total of 14 samples was needed during the model generation.
D. Bandpass Filter
The models built in the three previous examples are now used to simulate the bandpass filter structure given in Fig. 18 . The structure is broken into nine elementary pieces (Fig. 19) . The -parameters of the elementary pieces are calculated using the MAPS models. Figs. 20 and 21 show , and Figs. 22 TABLE III  PARAMETER RANGES FOR TEE   and 23 show for the bandpass filter simulated with HP Momentum, with a circuit simulator and MAPS models. The results using the MAPS models are very close to the fullwave results, and yet the simulation only took a fraction of the time required for the full-wave simulation. Calculating 100 frequency points using the MAPS models took 2.11 s on an HP 720/50-MHz workstation, while calculating the 24 frequency points selected by AFS during the full-wave simulation required 1638 s. The MAPS models can predict the resonance frequencies very accurately, while the resonance frequencies found by the circuit simulator differ significantly from the full-wave results.
VII. CONCLUSION
A new technique-MAPS-was presented for building analytical models for general (multilayer) planar microwave structures. The models are based on full-wave EM simulations and have a guaranteed accuracy compared to full-wave results. They can be incorporated in a circuit simulator where they can replace existing state-of-the-art models, which are often inaccurate. Furthermore, the MAPS technique can be used to generate models for new geometries, for which models were previously unavailable.
To illustrate the technique, models were built for three microstrip components: an open end, a gap, and a tee. These models were then used to simulate a bandpass filter. The results using the MAPS models compare very well to a full-wave simulation of the whole filter structure, while the time required to obtain the results was only a fraction of the time required for the full-wave simulation. Using the MAPS models, the speed of a circuit simulator is combined with the accuracy of a full-wave EM simulator. 
