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Abstract
For a given Galois structure on a category C and an eective descent morphism p :E!B
in C we describe the category of so-called weakly split objects over (E; p) in terms of internal
actions of the Galois (pre)groupoid of (E; p) with an additional structure. We explain that this
generates various known results in categorical Galois theory and in particular two results of
Barr and Diaconescu [1]. We also give an elaborate list of examples and applications. c© 1999
Elsevier Science B.V. All rights reserved.
MSC: 18A99, 18A32, 18A40, 18A20, 13B05, 57M10
0. Introduction
Let k K be a Galois eld extension and G=Autk(K) its Galois group. A k-algebra
A is said to be split over k K if
K ⊗k A=K    K (0.1)
as K-algebras; the number of factors in K     K is supposed to be nite, and in
fact it is equal to the dimension of A as a vector space over k. Equivalently, A is split
over k K if
A=K1   Kn (0.2)
as k-algebras, with k KiK (i=1; : : : ; n).
∗ Corresponding author. Tel.: +1 416 7365250; fax.: +1 416 7365757.
E-mail address: tholen@pascal.math.yorku.ca (W. Tholen)
0022-4049/99/$ - see front matter c© 1999 Elsevier Science B.V. All rights reserved.
PII: S0022 -4049(98)00113 -3
232 G. Janelidze, W. Tholen / Journal of Pure and Applied Algebra 143 (1999) 231{253
Let Spl(K=k) be the dual category of all k-algebras split over k K . The so-called
Grothendieck formulation of the fundamental theorem of Galois theory asserts that
there exists a category equivalence
Spl(K=k) (Finite Sets)G: (0.3)
where (Finite Sets)G is the category of nite G-sets.
This result has various analogues, extensions and generalizations, some of which are
shown in the display below (where \GT" means \Galois Theory"):
In particular, Barr and Diaconescu [1] begin with an epimorphism U! 1 in a com-
plete connected locally connected topos C and dene
Spl(U )= fA2C jU A=U +   + U in (C #U )g; (0.5)
where U +    + U is a possibly innite coproduct (we use here a slightly dierent
notation). Among other things they prove:
Theorem 0.1. (a) There exists a connected object E in C such that Spl(U )=Spl(E);
E! 1 is an epimorphism; and E 2Spl(E);
(b) If E is as above; then there exists a category equivalence
Spl(U )SetsAut(E); (0.6)
(c) Spl(U ) is a reective subcategory in C;
(d) Spl(U ) is a coreective subcategory in C.
More generally, in [8, 10] for a given adjoint pair
C
I−−−−−! −−−−−
H
X (0.7)
G. Janelidze, W. Tholen / Journal of Pure and Applied Algebra 143 (1999) 231{253 233
(I aH) of functors between general categories C and X with pullbacks and a given
\good" morphism p :E!B, a category equivalence
Spl(E; p)XGal(E;p) (0.8)
is established; as explained in [11], (0.6) immediately follows from (0.8).
Not only Theorem 0.1(b), but also Theorem 0.1(c) can be extended in various ways
to general categories, as shown in [13]. In fact in [9, 10] and consequently also in [13]
the adjunction (0.7) is replaced by a still more general so-called Galois structure (the
denition is recalled in Section 1 below), and then it is convenient to write Spl (E; p)
instead of Spl(E; p), where   is such a structure.
If X=C and I =1C then (0.8) becomes
(C #B)CEq(p); (0.9)
where Eq(p) is the equivalence relation on E corresponding to p :E!B, considered
as an internal groupoid in C. Moreover, in the general case, the Galois (pre) groupoid
Gal(E; p) is dened as
Gal(E; p)= I(Eq(p)); (0.10)
and in some sense (0.8) can be deduced from (0.9) (see [9, 10] for details). Note ([9])
that (0.9) is equivalent to the monadicity of the pullback functor
p : (C #B)! (C #E); (0.11)
and hence it holds if and only if p is an eective descent morphism (see [15, 16]).
In the context of a Galois structure which involves \good" classes C and X of
morphisms in C and X, respectively, p is not required to be \global" but just an
eective C-descent morphism, and we have
where the \intersections" are appropriately dened.
In this paper we introduce the new notion of weakly split object in C(B) (Deni-
tion 6.1) and describe the category WSpl (E; p) of such objects: Theorem 6.4 asserts
that it is equivalent to the category of certain systems (F; e; G;  ) in which (G;  ) is
an object in XI(Eq(p)) \X. Thus, on the one hand we extend the bottom equivalence in
(0.12) to a larger subcategory of C(B), and on the other hand we obtain a subcategory
in C(B) in which Spl (E; p) is obviously reective. In particular, if (E; p) is normal,
i.e., (E; p)2Spl (E; p), then WSpl (E; p)=C(B). This tells us that our description
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of WSpl (E; p) (plus Theorem 0.1(a)) contains Theorem 0.1(b) and (c) at the same
time. In the context of classical Galois theory, where the categorical notion of \normal"
coincides with the notion of Galois extension, the description of WSpl (E; p) includes
(at the same time) the equivalence (0.3) and the assertion that any nite eld extension
k K can be decomposed as k K 0K , where k K 0 is separable and K 0K purely
inseparable (see also [4], where the relationship between this decomposition and the
categorical Galois theory is explained). The other special cases displayed in (0.4) are
considered in Section 7.
The description of WSpl (E; p) is based on a simple factorization theorem
(Theorem 5.4) for internal precategory actions, which itself follows the ideas of [4, 5].
Another important subcategory in C(B), between Spl (E; p) and WSpl (E; p), is the
category DissWSpl (E; p) introduced and described in Section 8. Its objects are those
(A; )2WSpl (E; p) whose pullbacks along p are dissonant. The categorical notion of
\dissonant" is introduced in Section 2.
The geometrical meaning of the categorical constructions of Section 8 is explained
in Section 9.
1. Admissible Galois structures
A Galois structure   consists of an adjunction
(I; H; ; ) :C!X (1.1)
between categories C and X with pullbacks, and classes CMor(C); XMor(X)
with I(C)X and H (X)C, which contain all isomorphisms (of C and X, respec-
tively), are closed under composition and stable under pullback.
For every (\base") object B in C there is an induced adjunction
(IB; ; HB; ; B; ; B; ) :C(B)!X(I(B)) (1.2)
constructed as follows:
 C(B) is the full subcategory of (C #B) with objects all pairs (A; ), where  :
A!B is in C;
 similarly, X(I(B)) is the full subcategory of (X # I(B)) with objects all pairs (X;  ),
where  :X ! I(B) is in X;
 IB; (A; )= (I(A); I());
 HB; (X;  )= (BHI(B)H (X ); pr1), via the pullback
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 B; (A; ) = h; Ai :A!BHI(B)HI(B);
 B; (X;  ) = X I(pr2) : I(BHI(B)H (X ))!X .
A Galois structure   is said to be admissible if B;  is an isomorphism for every
object B in C.
Since B; (X;  ) = X I(pr2), we have:
Proposition 1.1. If  : IH! 1X is an isomorphism; then the following conditions are
equivalent:
(a)   is admissible;
(b) I(pr2) is an isomorphism for every pullback diagram of the form (1.3),
(c) the functor I preserves pullbacks of the form (1.3).
From now on,  =((I; H; ; ) :C!X;C;X) denotes a xed admissible Galois struc-
ture, in which  : IH! 1X is an isomorphism. Note that this last condition \almost"
follows from admissibility: if C has a terminal object then  is an isomorphism if and
only if I preserves the terminal object. Note also that in this case X is determined
by C, hence we have the same conditions on the Galois structure as in [13].
2. Trivial coverings
An object (A; ) in C(B) is said to be a trivial covering (of B) if the diagram
A
A−−−−−! HI(A)

??y
??y HI()
B −−−−−!
B
HI(B)
(2.1)
is a pullback; we will also say that  :A!B is a trivial covering morphism.
Proposition 2.1. The following conditions are equivalent:
(a) (A; ) is a trivial covering of B;
(b) the morphism B; (A; ) : (A; )!HB; IB; (A; ) is an isomorphism;
(c) there exists an object (X;  ) in X(I(B)) with (A; )=HB; (X;  ).
Proof. (a), (b) is obvious, and (b), (c) follows from admissibility.
Proposition 2.2. The class of trivial covering morphisms has the following properties:
(a) it contains all isomorphism and all morphisms of the form H ( ) with  2X;
(b) it is closed under composition;
(c) it is pullback stable;
(d) it has the weak left C-cancellation property, i.e. if  and  are trivial covering
morphisms and  is in C; then  also is a trivial covering morphism.
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Proof. (a), (b), (d) are obvious. (c) follows from Theorem 2.1(a), (c) and the com-
mutativity (up to an isomorphism) of the diagram
C(E)
HE;   −−−− X(HI(E))
p∗
x?????
x?????
I(p)∗
C(B)  −−−−
HB;  
X(HI(B))
(2.2)
for any p :E!B in C (where p and I(p) are the pullback functors).
As follows from this proposition, every morphism  :A!B in C has a unique
(up to an isomorphism) factorization
in which I(e) is an isomorphism and m is a trivial covering morphism.
This factorization is obtained as follows:
This factorization was used in [13]; if C is the class of all morphisms in C, X is
the class of all morphisms in X (and the morphism  : IH! 1X is an isomorphism),
then (as mentioned in [4, 13] the admissibility condition gives semi-left-exactness in
the sense of [5], and the factorization above is the same as the one considered in [5]
(see also [4, 13]).
3. Dissonant morphisms
A morphism  :A!B in C is said to be dissonant if  is in C and the morphisms
 and A are jointly monic.
Proposition 3.1. If  :A!B is in C; then the following conditions are equivalent:
(a)  is dissonant,
(b) the morphism B; (A; ) : (A; )!HB; IB; (A; ) is a monomorphism (that is, the
morphism e in (2.3) is a monomorphism),
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(c) there exists a monomorphism (A; )!HB; (X;  ) for some (X;  ) from X(I(B));
(d) there exists a monomorphism (A; )! (A0; 0) for some trivial covering (A0; 0);
(e) if u; v : T!A are morphisms in C with u= v and I(u)= I(v), then u= v.
Proof. The implications (e), (a), (b)) (c), (d) are obvious, and (d)) (a) fol-
lows from the fact that every trivial covering morphism is dissonant.
Proposition 3.2. The class of dissonant morphisms has the following properties:
(a) it contains all monomorphisms which are in C and all trivial converging
morphisms,
(b) it is closed under composition,
(c) it is pullback stable,
(d) it has the left C-cancellation property, i.e., if  is dissonant and  is in C;
then  is dissonant.
Proof. (a) is obvious.
(b) For given dissonant morphisms  :A!B and  :B!C, consider the diagram
where U; V and W are the appropriate pullbacks. In this diagram the projections
W !V and V !C are trivial covering morphisms, and the morphisms e :A!U and
e 1HI(A) :U!W are monomorphisms. Therefore  is dissonant.
(c) Follows from the corresponding property of the class of trivial covering mor-
phisms (and Theorem 3.1(a), (d)).
(d) Consider again the (commutative) diagram (3.1). Since the projections U!
HI(A) and W !HI(A) induce isomorphisms I(U )= IHI(A) and I(W )= IHI(A), the
morphism I(e 1HI(A)) is an isomorphism. Since also I(e) is an isomorphism, the
factorization (2.3) for  is
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Therefore (e 1HI(A))e is a monomorphism, hence e is a monomorphism, as desired.
4. Internal precategory actions
An internal precategory in C is a diagram P=
p12−−−−−! p1−−−−−!
P2
p13−−−−−! P1
p0 −−−−− P0p23−−−−−! p2−−−−−!
(4.1)
in C with
p1p0 = 1=p2p0; p1p23 =p2p12; p1p12 =p1p13; p2p13 =p2p23: (4.2)
For example, any internal category C =(C0; C1; d; c; e; m) displayed by
pr1−−−−−! c−−−−−!
C1C0C1
m−−−−−! C1
e −−−−− C0pr2−−−−−! d−−−−−!
(4.3)
is an internal precategory; in particular, for any morphism p :E!B in C, the corre-
sponding equivalence relation Eq(p) on E displayed by
hpr1 ; pr2i−−−−−! pr1−−−−−!
EB EB E
hpr1 ; pr3i−−−−−! EBE
h1;1i
 −−−−− E
hpr2 ; pr3i−−−−−! pr2−−−−−!
(4.4)
is an internal precategory (in C).
Of course the main reason why it is often convenient to deal with internal precate-
gories instead of internal categories is that, on the one hand, the category of internal
precategories in C is just the functor category
precat(C)=C (4.5)
for an appropriate category  generated by
2 −−−−−!−−−−−!−−−−−! 1
−−−−−! −−−−−−−−−−! 0; (4.6)
and that on the other hand, the embedding
cat(C)! precat(C) (4.7)
is full and faithful (although  is \much smaller" than the commonly used simplicial
category!).
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A morphism  :F!P of internal precategories is said to be an internal discrete
opbration if both squares in the diagram
F2
f23−−−−−! F1
f2−−−−−! F0
 2
?????y
 1
?????y
 0
?????y
P2 −−−−−!
p23
P1 −−−−−!
p2
P0
(4.8)
are pullbacks. Just as for internal categories, internal discrete opbrations can be iden-
tied with internal actions dened, as follows.
An internal P-action is a triple (A; ; ) in which  :A!P0 and  :P1P0 A!A
make the following diagrams commute:
Here we use the pullbacks
The internal P-action corresponding to an internal discrete opbration  :F!P is
the triple (F0;  0; f1). Since we decided to identify these two notions, we shall write
CP (as in [10]) for the full subcategory of (C #P) whose objects are all pairs (F;  )
for which  :F!P is an internal discrete opbration. Note that if (F;  ) is an object
of CP and P is an internal category, or an equivalence relation, then also F is an
internal category, or an equivalence relation, respectively.
Instead of CP we will usually deal with the \intersection" CP \E, where E is a
class of morphisms in C; here CP \E is the full subcategory in CP with objects all
(F;  ) in which all  0;  1;  2 are in E. If E is pullback stable, then (F;  ) is in CP \E
if and only if  0 is in E.
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5. The factorization theorem
Let E and M be classes of morphisms in C satisfying the following conditions:
 MC;
 every morphism  in C has a factorization =me with m in M and e in E,
 for every commutative diagram
A1
a−−−−−! A0
e1
?????y
?????y
e0
D1 D0
m1
?????y
?????y
m0
B1 −−−−−!
b
B0
(5.1)
in C with m0e0 and m1e1 in C there exists a unique morphism d :D1!D0 making
both squares commute (i.e., such that de1 = e0a and bm1 =m0d).
It follows from these conditions that, for any object B in C, the category C(B) is
equivalent to the category of composable pairs.
A e−! D m−! B (5.2)
in which me2C; m2M and e2E.
Similarly, for any internal precategory P in C, the category (precat(C) #P)\C of
all objects (F;  ) in (precat(C) #P) with  0;  1;  2 in C is equivalent to the category
of composable pairs
F e−! Q m−! P (5.3)
(in precat(C)) in which me is in C, mi in M and ei in E (i=0; 1; 2).
Since the class of internal discrete opbrations (of internal precategories in C) is
obviously closed under compostion, this easily gives:
Proposition 5.1. Let P be an internal precategory in C and A the category of com-
posable pairs (5.3) in which m0e0 is in C; (Q;m) in CP \M and (F; e) in CQ \E.
Then
(a) the composition functor
K :A!CP \C (5.4)
dened by (e; m) 7!me is full and faithful,
(b) an object (F;  ) in CP \C is in the image of K if and only if  =me implies that
m is an internal discrete opbration, provided that mi is in M and ei in E (i=0; 1; 2).
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Now consider the special case where E is the class of all morphisms in C inverted
by I and M the class of trivial covering morphisms.
In this case, as shown in [10], we have:
Proposition 5.2. For any internal precategory P in C, the adjunction (1.2) for B=P0;
P1; P2 induces an equivalence
CP \MXIP \X; (5.5)
where I P is the image of P in X under I (= the composite of P : !C and I :C!X).
Also the condition on  in Proposition 5.1(b) has a simpler reformulation:
Lemma 5.3. Let  :F!P be an internal discrete opbration and  =me with mi
in M and ei in E (i=0; 1; 2). Then m is an internal discrete opbration if and only
if the functor I preserves the pullbacks (4.8).
Proof. According to the denition of internal discrete opbration and to the dis-
play (2.4), we need to prove the following: for any pullback diagram
A1
a−−−−−! A0
1
?????y
?????y
0
B1 −−−−−!
b
B0
(5.6)
where 0 and 1 in C, the diagram
is a pullback if and only if the functor I preserves the pullback (5.6).
First we note that (5.7) is a pullback if and only if the canonical morphism
HB1 ;  IB1 ;  b(A0; 0)! bHB0 ;  IB0 ;  (A0; 0) (5.8)
is an isomorphism. Since bHB0 ;   is canonically isomorphic to HB1 ;  I(b), and since
the functor HB1 ;   is full and faithful, the morphism (5.8) is an isomorphism if and
only if the canonical morphism
IB1 ;  b(A0; 0)! I(b)IB0 ;  (A0; 0) (5.9)
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is an isomorphism. But, (5.9) is an isomorphism if and only if I preserves the pullback
(5.6).
Combining Propositions 5.1 and 5.2 and Lemma 5.3 we obtain the following fac-
torization theorem:
Theorem 5.4. For an internal precategory P in C, let S( ; P) be the category of
systems (F; e; G;  ) in which
(a) (G;  ) is an object in XIP \X;
(b) e :F!P HIP HG is an internal discrete opbration,
(c) I(e0); I(e1); I(e2) are isomorphisms,
(d) the composite morphism
F0
e0−! P0 HI(P0) H (G0)
pr1−! P0 (5.10)
is in C.
Then S( ; P) is canonically equivalent to the full subcategory in CP \C of objects
(F;  ) for which the functor I preserves the pullbacks (4.8).
Remark 5.5. (a) If the class C is closed under composition and has the property that
f2M; g2E; fg2C implies g2C, then condition (d) of Theorem 5.4 is equivalent
to the requirement that e0 is in C. In particular, if C is the class of all morphisms in
C, then Theorem 5.4(d) always holds.
(b) If p2 and p23 are trivial covering morphisms, then I always preserves the pull-
backs (4.7), hence BBP \C. In this case condition (c) of Theorem 5.4 already holds
when I(e0) is an isomorphism.
6. Extended Galois theory
Let p :E!B be a xed morphism in C. The \Fundamental Theorem of Galois
theory" [10] asserts that if p is an eective C-descent morphism, so that there is a
(canonical) category equivalence
C(B)CEq(p) \C; (6.1)
then there is a category equivalence
Spl (E; p)XI(Eq(p)) \X ; (6.2)
where Spl (E; p) is the full subcategory in C(B) with objects all pairs (A; ) for which
p(A; ) is a trivial covering.
Now we are going to extend this result to a generally larger full subcategory of
C(B), which often coincides with it.
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Denition 6.1. An object (A; ) in C(B) is said to be weakly split over (E; p) if the
canonical morphisms
I((EB E)E (EB A))! I(EB E)I(E) I(EB A);
I((EB EB E)E (EB A))! I(EB EB E)I(E) I(EB A)
(6.3)
are isomorphisms; the category of such objects (A; ) will be denoted by WSpl (E; p).
Example 6.2. If (A; ) is split over (E; p), so that pr1 :EB A!E is a trivial covering
morphism, then (A; ) is weakly split over (E; p), that is Spl (E; p)WSpl (E; p).
Example 6.3. If p is in C and pr1 :EB E!E is a trivial covering morphism (i.e.,
(E; p) is in Spl (E; p)), then every object (A; ) in C(B) is weakly split over (E; p);
that is WSpl (E; p)=C(B). Note that in fact this was used already in [13] although
the notion of \weakly split" was not mentioned explicitly.
The Factorization Theorem 5.4 gives the following \Extended Fundamental Theorem
of Galois Theory":
Theorem 6.4. Let p :E!B be an eective C-descent morphism in C. Then
(i) The category WSpl (E; p) is equivalent to the category of systems (F; e; G;  )
in which
(a) (G;  ) is an object in XI(Eq(p)) \X;
(b) e :F!Eq(p)HI(Eq(p)) HG is an internal discrete opbration;
(c) I(e0); I(e1); I(e2) are isomorphisms;
(d) the composite morphism
F0
e0! EHI(E)H (G0) pr1! E (6.4)
is in C.
(ii) If (F; e; G;  ) is as above; then the internal precategories F and Eq(p)HI(Eq(p))
HG of (b) are equivalence relations; in fact eective ones.
(iii) If an object (A; ) in WSpl (E; p) corresponds to a system (F; e; G;  ) under
the category equivalence above; then (A; ) is in Spl (E; p) if and only if e is an
isomorphism.
Remark 6.5. (a) Let S( ; P) be the category of systems (F; e; G;  ) as in Theorem
5.4. Then XIP \X is a reective (full) subcategory in S( ; P) via
XIP \X
(G;  ) 7! (PHIP HG;1;G;  )−−−−−−−−−−−−−−−−−−! −−−−−−−−−−−−−−−−−−
(G;  ) (F;e;G;  )
S( ; P); (6.5)
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and the adjunction (6.5) induces an equivalence between XIP \X and the full subcate-
gory S( ; P) of objects (F; e; G;  ) for which e is an isomorphism. In case P=Eq(p),
where p :E!B is as in Theorem 6.4, the top arrow of (6.5) agrees with the inclusion
Spl (E; p)WSpl (E; p). Hence there is a reector WSpl (E; p)! Spl (E; p) and an
equivalence of adjunctions
WSpl (E; p)  S( ;Eq(p))x?????
?????y
x?????
?????y
Spl (E; p)  XI(Eq(p)) \X
(6.6)
(b) It is often the case (see [13]) that Spl (E; p) is a reective subcategory in C(B).
Then, of course, the reector WSpl (E; p)! Spl (E; p) is the composite
WSpl (E; p)
inclusion−−−−−! C(B) reection−−−−−! Spl (E; p): (6.7)
In particular, Spl (E; p) is always reective in C(B) if (E; p) is normal, i.e., if (p is
an eective C-descent morphism and) p is as in Example 6.3. This was one of the
reection theorems proved in [13].
Note also that in the normal case condition (c) of Theorem 6.4 simplies in the same
way as condition (c) of Theorem 5.4 does in Theorem 5.5(b).
(c) If (E; p) is in WSpl (E; p), i.e., if (E; p) is cartesian-I-normal in the sense
of [9] (see also Remark 5.5(c) in [10]), then I(Eq(p)) is an internal groupoid. In
particular, this holds true if (E; p) is normal.
7. Principal examples
Theorem 6.4 and Remark 6.5 above can be applied to the same examples as the ones
appearing in the \Galois Theory in Categories" of [8{10]. In this section we consider
the \principal examples" essentially as in [13].
Example 7.1. Let
 C be the dual of the category of commutative rings (with 1),
 X be the category of Stone spaces (=pronite spaces),
 I :C!X the Boolean spectrum, i.e., the functor which sends a commutative ring A
to the Stone space of the Boolean algebra of idempotents of A,
 H :X!C sends a space X to the ring of locally constant maps from X to the ring
of integers,
 C and X are the classes of all morphisms in C and X, respectively.
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In this case one has:
(a) The admissibility of the Galois structure follows from [8, Theorem 2.1].
(b) A morphism p :E!B in C is an eective descent morphism if and only if
p :B!E is a pure monomorphism of B-modules (A. Joyal and M. Tierney, unpub-
lished). There is also a well-known theorem of A. Grothendieck which asserts that if E
is a faithfully at B-module then p is an eective descent morphism. The (equivalent)
\monadic" version of this result is an immediate consequence of Beck’s Monadicity
Theorem, as mentioned many times in [8] and elsewhere.
(c) (E; p) is normal if and only if p :B!E is a normal ring extension (see [18]
and references therein).
(d) If p :B!E is a ring extension (i.e., p :E!B is an epimorphism in C), then
(E; p) is cartesian-I -normal if and only if it is C-normal in the sense of [18]. In this
case (and in particular for normal (E; p)) I(Eq(p)) is the same as the pronite Galois
groupoid of E=B in the sense of [18].
(e) As follows from (d), if E is the separable closure of B and p :E!B the canon-
ical embedding B!E, then (E; p) is normal and I(Eq(p)) is the pronite fundamental
groupoid of B in the sense of [18]. In this case, if  :B!A is a ring extension then
(A; ) is in Spl (E; p) if and only if it is a componentually locally strongly separable
B-algebra in the sense of [18]. Therefore Theorem 6.4 extends the main result of [18]:
we describe the category of all commutative algebras in such a way that, when re-
stricted to the category of componentually locally strongly separable algebras, it gives
the description given in [18].
Example 7.2. Consider the following four levels of generality for the Galois struc-
ture  :
(i) The \most general" level as in the previous sections.
(ii) The Galois structure of \abstract families" as in Section 2 of [2]. Recall that it
consists of
 a category C of the form Fam(A), assuming that A has a terminal object
t and C has pullbacks;
 X=Sets, the category of sets;
 I :C!X sends a family (A)2 to its set  of indices;
 H :X!C sends a set X to the constant family (tx)x2X (where tx = t for all
x2X );
 C and X are the classes of all morphisms in C and X, respectively.
(iii) The special case where C is a molecular (=locally connected) topos as in [1,
11], assuming that its terminal object is connected.
(iv) The further special case where C is the topos of sheaves Shv(S) over a con-
nected locally connected topological space S.
We then have:
(a) Already at level (ii) we do not need to require the admissibility { it eas-
ily follows from the other conditions. Note also that the adjunction CX provides
a convenient notation for the objects and morphisms in C. Specically, an object A in
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C can be identied with the family (Ax)x2I(A), where Ax is the pullback
Ax −−−−−−−−−! t
??y
??y ~x
A −−−−−−−−−!
A
HI(A)
(7.1)
in which ~x is the H -image of the map from a one-element set to I(A) with im-
age fxg; a morphism  :A!B induces morphisms x :Ax!BI()(x)(x2X ), and con-
versely, for every map f : I(A)! I(B) and every family of morphisms x :Ax!Bf(x)
(x2X ) there exists a unique  :A!B with I()=f and the same x.
(b) At level (iii) (and therefore also at level (iv)) the eective descent morphisms
have a simple well-known description { they are just epimorphisms.
(c) At level (iv), if p :E!B is a universal covering (of the etale space over S
corresponding to B), then (E; p) is normal, and the same is true for any regular cover-
ing. Assuming that B is connected and that such a universal covering does exist, one
denes the fundamental group 1(B) as
1(B)=Aut(E; p); (7.2)
the automorphism group of (E; p). This is C. Chevalley’s denition which coincides
with the classical one for \good spaces". There is a well-known category equivalence
Cov(B)Sets1(B) (7.3)
between the category of coverings of B and the category of 1(B)-sets (\classication
of covering spaces"). This result and its generalization at level (iii) by Barr and Dia-
conescu [1] is, as well as Magid’s theorem above, a special case of the \Fundamental
Theorem of Galois Theory in Category" of [8]. Therefore Theorem 6.4 extends it in
the same manner as Magid’s theorem, in fact from coverings to etale maps.
Example 7.3. Here again it is convenient to consider several levels of generality. We
restrict ourselves to the case of varieties of universal algebras. (Note that there were
many more levels if we would instead involve exact categories as in [12].)
(i) Let
 C be a congruence modular variety of universal algebras (so that the lattice
of congruences of any algebra is modular),
 X a subvariety in C,
 I :C!X the reector, i.e. for an object A in C; I(A) is the largest quotient
of A which is in X,
 H :X!C the inclusion functor,
 C and X the classes of surjective homomorphisms (=regular epimorphisms)
in C and X, respectively.
(ii) This is the special case of the previous situation, where C is a Goursat variety;
that is, every reexive and symmetric (homomorphic) relation on any algebra in C is
a congruence { see [12] and references in there for details.
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(iii) This is the further special case, where C is a Mal’tsev (=congruence per-
mutable) variety; so that every reexive (homomorphic) relation on any algebra in C
is a congruence.
(iv) Still further special is the case where C is a variety of 
-groups; recall that
an 
-group is a group A with any additional algebraic structure so that the trivial
subgroup of A is a subalgebra in A.
(v) Finally the \classical case": C is the category of groups and X the category of
abelian groups.
We have
(a) The admissibility at level (i) is part of Theorem 3.4 in [12]. However, we stress
the point that if C and X were the classes of all morphisms in C and X, respectively,
then admissibility would hold not even at level (v), as shown in [8].
(b) As easily follows from the results of [15], every surjective p :E!B in C is an
eective C-descent morphism.
(c) Theorem 6.4 extends the classication of generalized central extensions [12].
Recall that at level (iv), these central extensions are the same as those studied by
Frohlich [6], Lue [17] and Furtado-Coelho [7]. Hence at level (v) they coincide with
the ordinary central extensions of groups. (The relationship between central extensions
of groups and Galois theory in categories is described already in [8, 9].
(d) By [12, Theorem 4.8], at level (ii) (E; p) is normal if and only if it is central.
(e) It follows from the results of [12] that at level (iii) every dissonant morphism
is a trivial covering morphism. Therefore e in (2.3) is always surjective. This tells us
(see Remark 5.5(a)) that condition (d) in Theorem 5.4 (and therefore also in Theorem
6.4) can be replaced by the requirement that e0 be surjective.
(f) The notion of internal groupoid, and therefore also the notion of internal groupoid
action, considerably simplies at each of levels (i), (iii), (iv) and (v) { which of
course simplies Theorems 5.4 and 6.4. The internal groupoids in congruence-modular
varieties are described in [14].
8. The category DissWSpl (E; p)
Let DissWSpl (E; p) be the full subcategory in WSpl (E; p) with objects all (A; )
such that the projection pr1 :EB A!E is dissonant. Theorem 6.4 gives
Theorem 8.1. If p :E!B is an eective C-descent morphism; then the category
DissWSpl (E; p) is equivalent to the category of systems (F; e; G;  ) as in
Theorem 6.4 in which e0 (and therefore also e1 and e2) is a monomorphism.
Of course, the discrete opbrations e :F!P for which e0 is a monomorphism
have a simplied description. They correspond to internal P-actions (A; ; ) in which
 :A!P0 is a monomorphism. On the other hand, if  :A!P0 is a monomorphism,
then
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  is determined by , i.e., if (A; ; ) and (A; ; 0) are internal P-actions, then = 0,
 diagram (4.9) automatically commutes,
 if there exists an isomorphism i :P1!P1 with p1i=p2 (which is the case if P is
an internal groupoid), then every morphism from p2 (A; ) to p

1 (A; ) is an isomor-
phism.
Thus Theorem 8.1 gives
Corollary 8.2. If p :E!B is an eective C-descent morphism; then the category
DissWSpl (E; p) is equivalent to the category of systems (A; ; G;  ) in which
(a) (G;  ) is an object in XI(Eq(p)) \X;
(b)  :A!EH I(E)H (G0) is a monomorphism in C such that the pullbacks of 
along the morphisms pr1H (g1) and pr2H (g2) ( from (EB E)H I(EBE)
H (G1) to EHU (E)H (G0)) are isomorphic in (C # (EB E)H I(EBE)H (G1)); i.e.;
(pr1H (g1))(A; )=(pr2H (g2))(A; ); (8.1)
(c) the morphisms I(); I(1) and I(2) are isomorphisms { where 1 and 2 are
the pullbacks of  along the morphisms
pr2H (g2) : (EB E)H I(EBE)H (G1)!EH I(E)H (G0); (8.2)
pr3H (g2g23) : (EB EB E)H I(EBEBE)H (G2)!EH I(E)H (G0)
respectively (and if (E; p) is normal; then the requirement for I(1) and I(2) can
be omitted);
(d) the composite of  with the projection pr1 :EH I(E)H (G0)!E is in C.
Corollary 8.3 (Embedding Theorem). If (A; ) is in DissWSpl (E; p); then there is a
commutative diagram
in which  is a monomorphism and (A0; 0) is in Spl (E; p).
Proof. Let (F; e; G;  ) be the system (as in Theorem 8.1) corresponding to (A; ),
and let (A0; 0) be the object in DissWSpl (E; p) corresponding to the system (Eq(p)
H I(Eq(p))HG; 1; G;  ) (see (6.5)). Then e considered as a (mono)morphism between
these two systems gives a monomorphism (A; )! (A0; 0), as desired.
In the rest of this section, we will assume that   is a Galois structure of ab-
stract families as described in Example 7.2(ii). We will use the notation introduced in
Example 7.2(a). We will also identify the objects of A with the corresponding one-
member families in C and call them connected objects in C.
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Let (A; ; G;  ) be a system as in Corollary 8.2. Consider the diagram
where both squares are pullbacks as needed in order to construct 1 and 2 in
Corollary 8.2(c). In the language of families, this diagram can be described as
(Vx2 )x22G2−−−−−−−−−−−−! (Ux1 )x12G1−−−−−−−−!(Ax0 )x02G0?????y
2
?????y
1
?????y

((EB EB E) 2(x2))x22G2−! ((EB E) 1(x1))x12G1−! (E 0(x0))x02G0
(8.5)
where A=(Ax0 )x02G0 and where the pullbacks
Ux1 = (EB E) 1(x1)E Ag 2(x1); Vx2 = (EB EB E) 2(x2)E Ag 2g 23(x2) (8.6)
are connected since I(); I(1); I(2) must be isomorphisms.
Therefore, in the case of the Galois structure of abstract families, Corollary 8.2
translates as:
Corollary 8.4. If p :E!B is an eective C-descent morphism in C; then the category
DissWSpl (E; p) is equivalent to the category of systems ((Ax; x)x2G0 ; G;  ) in which
(a) (G;  ) is an object in SetsI(Eq(p));
(b) each x :Ax!E 0(x) is a monomorphism in A; and for every x1 2G1;
((pr1) 1(x1))
(Ag1(x1); g1(x1))=((pr2) 1(x1))(Ag 2(x1); g2(x1)); (8.7)
(c) for every x1 2G1 and x2 2G2 the appropriately constructed pullbacks (8.6) are
connected.
9. Geometric translations
Let B be a locally connected topological space, and let (E)2 be a family of
connected open subsets in B with
S
2 E=B. We take p :E!B to be the canonical
map from the coproduct.
E=
G
2
E (9.1)
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to B, i.e., p(b)= b for every b2E; 2; we will consider p as a morphism in the
topos Shv(B), which is a part of the Galois structure considered in Corollary 7.2(iv)
(with B= S).
For the pullbacks EB E and EB EB E, we have
EB E=
G
1 ; 22
E1 \E2 ;
(9.2)
EB EB E=
G
1 ; 2 ; 32
E1 \E2 \E3 :
A morphism  :A!B in Shv(B) is just a local homoeomorphism from a space A
to a space B, and we have
EB A=
G
2
−1(E); (9.3)
and similarly
(EB E)E (EB A)=EB EB A=
G
1 ; 22
−1(E1 \E2 )
(EB EB E)E (EB A)=EB EB EB A=
G
1 ;2 ;32
−1(E1 \E2 \E3 ):
(9.4)
The canonical morphisms (6.3) can now be written as
G
1 ; 22
I(−1(E1 \E2 ))!
G
1 ; 22
I(E1 \E2 ) I(−1(E2 ));
(9.5)
G
1 ; 2 ; 32
I(−1(E1 \E2 ))!
G
1 ; 2 ; 32
I(E1 \E2 \E3 ) I(−1(E3 ));
where I sends a space (over B) to the set of its connected components. Therefore we
obtain
Proposition 9.1. Let p :E!B be as above and  :A!B any local homeomorphism.
Then (A; ) is weakly split over (E; p) if and only if for all 1; 2; 3 2; the canonical
map
I(−1(E1 \E2 \E3 ))! I(E1 \E2 \E3 ) I(−1(E3 )) (9.6)
is a bijection. Equivalently; for all 1; 2; 3 2 and every pair (C;D) of connected
components in E1 \E2 \E3 and −1(E3 ); respectively; the intersection −1(C)\D
is connected.
A local homeomorphism  :A!B is dissonant if and only if A is a coproduct of
open subspaces, each of which is mapped homeomorphically to an open subspace in B
by . Together with Proposition 9.1 this gives:
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Proposition 9.2. (A; ) is in DissWSpl (E; p) if and only if it satises the following
conditions:
(a) for every 2; the space −1(E) is a coproduct of open subspaces each of
which is mapped homeomorphically to an open subspace of E by ;
(b) for all 1; 2; 3 2 and every (C;D) of connected components in E1 \E2 \E3
and −1(E3 ); the intersection C \ (D) is connected.
As follows from Corollaries 8.3 and 8.4, the category DissWSpl (E; p) should be
considered as the category of those \subcoverings" of B which have a description
\almost" like coverings split over (E; p) (= the objects of Spl (E; p)). In order to
translate this description into the language of spaces, we need two preliminary remarks:
1. The set (Eq(p))0 = I(E) can be identied with , and E (2) as used in this
section is the same E dened via the appropriate pullback as in Example 7.2(a); we
can also write E= .
2. If (G;  ) is an object in SetsI(Eq(p)) and x1 2G1, then  1(x1) is a connected
component in EB E { and moreover it is a connected component in
E 0g1(x1) \E 0g 2(x1)EB E: (9.7)
Now Corollary 8.4 translates as:
Corollary 9.3. The category DissWSpl (E; p) is equivalent to the category of systems
((Ax)x2G0 ; G;  ) in which
(a) (G;  ) is an object in SetsI(Eq(p));
(b) each Ax is a connected open subspace in E 0(x); and for every x1 2G1;
 1(x1)\Ag1(x1) =  1(x1)\Ag 2(x1); (9.8)
(c) for every x2 2G2 the intersection
 2(x2)\Ag 2g 23(x2) (9.9)
is connected.
Note that the pair (G;  ) above can be replaced by a \functor" T : I(Eq(p))! Sets;
such a functor T consists of a map T :! Sets and bijections
T (u) :T (2)! T (1) (9.10)
for every connected component u in E1 \E2 , so that the diagram
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commutes if u\ v\w 6= ;, and
T () :T ()! T () (9.12)
is the identity map for each 2.
Accordingly, the systems ((Ax)x2G0 ; G;  ) can be replaced by the systems ((Ax)x2X ; T )
in which T : I(Eq(p))! Sets is as above, X = F2 T (); Ax is a connected open sub-
space in E for each x2T () (2), and the following two conditions hold:
 if u is a connected component in E1 \E2 and x2T (2), then
u\AT (u)(x) = u\Ax; (9.13)
 if s is a connected component in E1 \E2 \E3 and x2T (3), then the intersection
s\Ax is connected.
Note also that what we called a functor T : I(Eq(p))! Sets is the same as an
ordinary functor 1(I(Eq(p)))! Sets where 1(I(Eq(p))) is generated by the graph
I(EB E) I(E) and the identities corresponding to (9.11) and (9.12); that is,
1(I(Eq(p))) can be dened as the fundamental groupoid of the simplicial set
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