We consider a surface Stokes problem in stream function formulation on a simply connected oriented surface Γ ⊂ R 3 without boundary. This formulation leads to a coupled system of two second order scalar surface partial differential equations (for the stream function and an auxiliary variable). To this coupled system a trace finite element discretization method is applied. The main topic of the paper is an error analysis of this discretization method, resulting in optimal order discretization error bounds. The analysis applies to the surface finite element method of Dziuk-Elliott, too. We also investigate methods for reconstructing velocity and pressure from the stream function approximation. Results of numerical experiments are included.
Introduction.
In recent years there has been a strongly growing interest in the field of modeling and numerical simulation of surface fluids. Fluidic surfaces or fluidic interfaces are used in, for example, models describing emulsions, foams or biological membranes; cf., e.g., [42, 43, 3, 8, 35, 34] . Typically such models consist of surface (Navier-)Stokes equations. These equations are also studied as an interesting mathematical problem in its own right in, e.g., [13, 45, 44, 2, 24, 1, 21] . Recently there has been a strong increase in research on numerical simulation methods for surface (Navier-)Stokes equations, e.g., [28, 5, 38, 37, 39, 15, 29, 32, 6, 31, 22] . By far most of these and other papers on numerical methods for surface (Navier-)Stokes equations these equations are treated in the primitive velocity and pressure variables. In the paper [28] a finite element discretization of the Navier-Stokes equations on a stationary smooth closed surface in stream function formulation is presented. In [37] a surface Helmholtz decomposition and well-posedness of this stream function formulation for a class of surface Stokes problems are studied. We are not aware of any other literature in which surface (Navier-)Stokes equations in stream function formulation are studied.
In Euclidean space, the stream function formulation of (Navier-)Stokes is wellknown and thoroughly studied, e.g., [16, 33] and the references therein. In numerical simulations of three-dimensional problems this formulation is not often used due to substantial disadvantages. For two-dimensional problems this formulation reduces to a fourth order biharmonic equation for the scalar stream function. This formulation has been used in numerical simulations, although it has certain disadvantages related to boundary conditions and regularity ( [16, 33] ). In the fields of applications mentioned above, one often deals with smooth simply connected surfaces without boundary. In such a setting there usually are no difficulties related to regularity or boundary conditions and the stream function formulation may be a very attractive alternative to the formulation in primitive variables, as already indicated in [28] .
In both papers [28, 37] the resulting fourth order scalar surface partial differential equation for the stream function is reformulated as a coupled system of two second order equations, which is a straightforward generalization to surfaces of the classical Ciarlet-Raviart method [11] in Euclidean space. These equations can be discretized by established finite element methods for the discretization of scalar elliptic surface partial differential equations, such as the surface finite element method [12] (SFEM) or the trace finite element method [30] (TraceFEM); cf. also the recent overview paper [7] .
In this paper we present an error analysis of a finite element method for the discretization of the coupled system of second order surface PDEs for the stream function (and an auxiliary variable). For the Euclidean case (i.e., the Ciarlet-Raviart method) an error analysis is presented in the papers [14, 4] . In these papers variants of the fundamental abstract Brezzi saddle point theory are developed that are applicable to the mixed saddle point formulation of the biharmonic equation. It turns out that the analyses presented in these classical papers are not applicable to the mixed system that results from the stream function formulation of the surface Stokes problem. The reason for this is the following. For the stream function ψ of the velocity solution u of the surface Stokes equation, i.e. the relation u = curl Γ ψ holds, one obtains the fourth order surface partial differential equation (in strong formulation)
with f the force term in the Stokes equation, ∆ Γ the Laplace-Beltrami operator and K the Gaussian curvature. Precise definitions of the curl operators curl Γ and curl Γ are given in the next section. Introducing the auxiliary variable φ = ∆ Γ ψ one obtains a coupled system of second order equations
For the case K = 0 (Euclidean domain) this problem has a standard saddle point structure, which is a structural property that is essential for the analyses in [14, 4] . For the surface case, however, the coupling term div Γ (K ∇ Γ ψ) destroys this nice saddle point structure. Note that the additional coupling term is second order and in general indefinite (because K does not necessarily have a fixed sign). It is not a-priori clear whether discretization methods such as the SFEM or TraceFEM, which have optimal order discretization errors for the Laplace-Beltrami equation, are of optimal order when applied to this coupled system. In this paper we present an error analysis of the TraceFEM applied to (1.2) and prove that this method has optimal order discretization errors. Our analysis applies (with minor modifications) to the SFEM, too. We also introduce and analyze methods for reconstructing the velocity and pressure from the resulting finite element stream function approximation ψ h ≈ ψ. To avoid many technical details, we do not take the so-called geometry errors, i.e., errors caused by the approximation of the surface Γ, into account. Our analysis is inspired by the technique used in [14] . We add a new key ingredient that is based on a relation between the fourth order problem (1.1) for the stream function and the corresponding Stokes equation. This relation yields the result formulated in Corollary 5.2, which turns out to be sufficient to control the coupling term div Γ (K ∇ Γ ψ) in the error analysis.
The remainder of the paper is organized as follows. In Section 2 we introduce surface differential operators, recall results for the stream function formulation from [37] and introduce a well-posed weak formulation of the coupled system (1.2). A trace finite element discretization for this coupled system is explained in Section 3. In Section 4 we introduce finite element methods for the reconstruction of the velocity and pressure unknowns, given a stream function approximation. The main new results of this paper are presented in Section 5. In that section an error analysis of the discretization method for the coupled system is derived. In Section 6 we analyze the discretization errors in the reconstruction procedures for velocity and pressure. Finally, in Section 7 we present results of numerical experiments that illustrate relevant properties of the discretization method.
2. Surface Stokes in stream function formulation.
2.1. Preliminaries. We consider a sufficiently smooth closed simply connected compact surface Γ ⊂ R 3 . The signed distance function and outward pointing unit normal are denoted by d and n, respectively. We define the closest point projection by p(x) = x − d(x)n(x) on a sufficiently small neighborhood of Γ. The orthogonal projection P(x) = I−n(x)n(x) T , x ∈ Γ is used. We introduce the following tangential derivative of a scalar function φ ∈ C 1 (Γ) and of a vector function u ∈ C 1 (Γ) 3 for x ∈ Γ:
Here, φ e , u e denote some smooth extension of φ and u on the neighborhood U , and ∇u e is the Jacobian, (∇u e ) i,j = ∂u e i ∂xj , 1 ≤ i, j ≤ 3. In the remainder the argument x ∈ Γ is deleted. Tangential divergence operators are defined by
with e i , i = 1, 2, 3 the standard basis vectors in R 3 . We define the following surface curl operators:
2.2. Surface Stokes problem in stream function formulation. Motivated by the modeling of surface fluids studied in e.g., [18, 5, 21, 20, 25] , we introduce for a given given parameter α ≥ 0 and force vector f ∈ L 2 (Γ) 3 , with f · n = 0 the following surface Stokes problem: Determine a tangential velocity vector field u : Γ → R 3 , with u · n = 0, and the surface fluid pressure p such that
Here, the surface rate-of-strain tensor E s (u) := 1 2 (∇ Γ u + ∇ Γ u T ) is used. The pressure field is defined up to a hydrostatic mode and all tangentially rigid surface fluid motions, i.e. satisfying E s (u) = 0, are called Killing vector fields [40] . For the case α = 0 one needs the additional consistency condition Γ f · v ds = 0 for all smooth Killing vector fields v, which follows from integration by parts.
For the weak formulation of the problem (2.6)-(2.7) we introduce the spaces of tangential vector functions
The space of Killing vector fields is denoted by
The space E is a closed subspace of H 1 t (Γ) and dim(E) ≤ 3 holds. The usual bilinear forms are introduced:
For the case α = 0 and u ∈ E we have a α (u, v) = 0 for all v ∈ H 1 t (Γ) and therefore this kernel space E has to be factored out. For this we introduce the notation E 0 := E and E α = ∅ for α > 0. We consider the variational formulation of the surface Stokes problem (2.6)-(2.7):
From a surface Korn inequality for a α (·, ·), an inf-sup property for b(·, ·) ([20]), and the continuity of the bilinear forms a α (·, ·) and b(·, ·) one obtains the well-posedness of the problem (2.11). Its unique solution is denoted by {u * , p * }. Note that the unique solution u * is also the unique solution of the following problem: determine
The stream function formulation of the surface Stokes problem is based on a surface Helmholtz decomposition and the identity given in the next lemma. Lemma 2.1. The following relation holds for all φ, ψ ∈ H 2 (Γ):
(2.13)
Here, K denotes the Gaussian curvature of the surface Γ.
Proof. For α = 0 a proof is given in Lemma 5.3. of [37] . This proof can easily be extended to the case α > 0.
The following spaces are used in the stream function formulation:
Analogous to E α we defineẼ 0 :=Ẽ,Ẽ α := ∅ for α > 0. For the stream function formulation the result in the following lemma is essential. For this result to hold, the assumption that Γ is simply connected is necessary. Lemma 2.2. Assume that Γ is simply connected. The following holds:
Proof. A proof is given in Lemma 5.4. of [37] .
The following theorem introduces the stream function formulation of the surface Stokes problem. Theorem 2.3. Let u * ∈ H 1 t,div /E α be the unique solution of (2.11) (or (2.12)) and ψ * ∈ H 1 * (Γ) the unique stream function such that u * = curl Γ ψ * . This ψ * is the unique solution of the following problem: determine ψ ∈ H 2 * (Γ)/Ẽ α such that
Furthermore, the regularity estimate
holds, with a constant c independent of f ∈ L 2 t (Γ). Proof. Again for α = 0 a proof is given in Theorem 5.5. of [37] . This proof can easily be extended to the case α > 0.
The main topic of this paper is an error analysis of a finite element method for the discretization of the stream function formulation (2.14) . We reformulate the fourth order surface problem (2.14) as a coupled system of two second order equations, which are then discretized using a specific finite element method. Before we present this coupled system we collect the (main) assumptions concerning the stream function formulation.
Assumption 2.1. We assume that Γ is simply connected and sufficiently smooth, at least C 3 . We take α = 1.
The assumption that Γ is simply connected is essential for the stream function formulation. We do not give precise statements on how the results derived in the error analysis below depend on the smoothness of Γ. For (2.15) to hold we need that Γ is at least C 3 . To avoid technical details related to the Killing vector fields we restrict to the case α = 1. The results derived in the paper also hold (with minor modifications) for the case α = 0.
For a reformulation of (2.14) as a coupled system we introduce the following symmetric bilinear forms: 18) and the functional
Note that the notation b(·, ·) is already used in the variational formulation of the Stokes problem. We use the notation b(·, ·) in (2.17), because it is consistent to the notation used in the paper [14] , from which main ideas of our error analysis are taken.
In the remainder only the bilinear form b(·, ·) as defined in (2.17) is used, hence, confusion is avoided. The coupled formulation is as follows:
(2.20)
. Furthermore, we have the regularity estimates
Proof. For α = 0 a proof is given in Lemma 5.6. of [37] . This proof also applies to the case α = 1.
Let the stream function ψ * be the unique solution of (2.20). We now introduce (obvious) variational formulations that are useful for the reconstruction of the solution {u * , p * } of the surface Stokes problem, given ψ * . First we consider u. By definition we have
This immediately leads to the following well-posed variational formulation: Determine
which has the unique solution u * . Below, in the discretization method we use a finite element discretization of (2.22). Note that from regularity theory for the Stokes problem we know that u * has more regularity than only u * ∈ L 2 (Γ) 3 . A regularity relation between the velocity solution u * and its corresponding stream function ψ * can be derived. Assume u * ∈ H r * (Γ) holds. Then the inequalities
hold, with constants c 1 , c 2 > 0 that depend only on Γ. This can be derived as follows.
For the first estimate we use a Poincare inequality
(Γ) and the identity ∇ Γ ψ * = u * × n. The second estimate follows directly from the identity u * = n × ∇ Γ ψ * .
For the derivation of a pressure reconstruction we take the first equation in (2.11) and insert a test function v = ∇ Γ ξ, ξ ∈ H 2 (Γ). Using the identity (cf. [37] )
for any u that satisfies div Γ u = 0, we obtain for the solution {u * , p * } of (2.11):
where in the last equality we used partial integration and div Γ ( curl Γ (·)) = 0. Thus with u * = curl Γ ψ * we obtain that p * is the unique solution of the following well-posed Laplace-Beltrami problem:
Below, for the pressure reconstruction we will apply a finite element discretization method to this Laplace-Beltrami problem.
3. Trace finite element method for discretization of the coupled problem. For the discretization of (2.20) we propose a trace finite element method (Trace-FEM). Alternatively, the surface finite element of Dziuk-Elliott [12] can be used, cf. Remark 5.1.
We outline the key ingredients of the (higher order) TraceFEM. More detailed explanations are given in [23, 17] .
Let Ω ⊂ R 3 be a polygonal domain that strictly contains the manifold Γ. We need a sufficiently accurate approximation Γ h of Γ. For the definition of the method it is sufficient that Γ h is a Lipschitz surface without boundary. Possible constructions are briefly addressed in Remark 3.1. We choose a shape regular family of tetrahedral triangulations {T h } h>0 of Ω and introduce the active mesh
consisting of the subset of all tetrahedra that have a nonzero intersection with Γ h .
Remark 3.1. We assume that Γ is (implicitly) represented as the zero level of a smooth level set function Φ. We denote with I 1 h the nodal interpolation operator on T h , which maps into the space of continuous piecewise linears on T h . A piecewise planar approximation Γ h of Γ is given by
This Γ h , which is easy to construct if Φ is available, has second order accuracy, i.e. dist(Γ h , Γ) h 2 . Here and in the rest of the paper we use the notation to denote an inequality with a (hidden) constant that is independent of h and of the position of Γ in the mesh T Γ h . If a more accurate geometry approximation is required, one can replace the operator I 1 h by the nodal interpolation operator I q h , which maps into the space of continuous piecewise polynomials of degree q ≥ 2 on T h . In that case, however, the zero level of I q h is not easy to determine. It is better to use a variant of this approach in which, based on a sufficiently accurate approximation Φ h of Φ, a parametric mapping
. This parametric mapping induces corresponding parametric finite element spaces which are then used, instead of V h,k . A precise explanation of this parametric trace finite element method and an error analysis of this method are given in [23, 17] .
We now introduce the bilinear forms used in the discretization of (2.20). Besides natural discrete analogons (corresponding to Γ h ) of the bilinear forms used in (2.20) we need an additional one, related to stabilization. It is well known that in the setting of TraceFEM one needs a suitable stabilization for damping instabilities caused by "small cuts" [9] . For this we use the volume normal derivative stabilization, known from the literature, denoted by s h (·, ·) below. We define:
with K h an approximation of the Gauss curvature K, n h the normal on Γ h and f h ≈ f a data extension. For the stabilization parameter ρ we restrict to the usual range [17] h ρ h −1 .
(3.2)
We consider the following discretization of (2.20
One might consider different spaces V h,k , V h,k for the finite element functions φ h and ψ h , respectively. However, both analysis and numerical experiments show that there is no significant advantage of taking k = k . Similarly, one could use different scaling of the stabilization terms s h (·, ·) in the two equations in (3.3), but this also turns out to be not significant. For Γ h one can take a piecewise linear approximation as in (3.1). For a higher order accuracy the parametric trace finite element method, briefly discussed in Remark 3.1 can be used.
4.
Trace finite element method for velocity and pressure reconstruction. In this section we introduce canonical discrete versions of the variational problems (2.22) and (2.24) for the approximate reconstruction of u and p, given the discrete solution ψ h of (3.3). We first consider the discrete version of (2.22) . For this we introduce the notation:
For the parameter ρ u in the volume normal derivative stabilization of the velocity we restrict to the range
The scaling ρ u ∼ h is motivated by the error analysis in Section 6, cf. Remark 6.1.
The approximate reconstruction of the tangential velocity u * is given by the unique solution u h of the following problem:
with an approximate normalñ h . The reason why we introduce yet another normal approximationñ h , besides n h , is the following. The use of the discrete normal n h in the right-hand side of (4.4) leads to suboptimal discretization error bounds. We propose to use a normal approximationñ h that is one order more accurate than n h , cf. Remark 6.2. A specific choice forñ h will be discussed in Section 7. We now explain the reconstruction of the pressure solution p * . For this we define
Note that for this stabilization bilinear form s h (·, ·) we use the same notation as in (4.2). For the stability parameter ρ p in this pressure stabilization term we restrict to the same range as in (3.2):
The discrete variational formulation of (2.24) is as follows:
Remark 4.1. We comment on certain important properties of the overall discretization method. The velocity solution u that solves (2.22) is by construction tangential to Γ and divergence-free. Hence, up to a discretization error, the discrete solution u h of (4.4) also has these properties. Therefore we do not need a Lagrange multiplier or a penalty approach to enforce these two crucial properties of the velocity. The problem (2.20) for the stream function ψ consists of two coupled scalar second order surface partial differential equations. For such problems well-established techniques, for example the surface finite element method [12] , are available. The method presented above has a straightforward extension to time-dependent Stokes equations (on a stationary surface); in such a setting one can use the stream function ψ to follow the dynamics of the problem and the reconstruction of u and p can be performed only when needed. Two disadvantages of our method are the following. Firstly, it can be applied only to a simply connected surface. If Γ does not have this property, there are nonzero harmonic velocity fields, which are not a-priori known and difficult to determine. Secondly, the reconstruction of u is based on a differentiation of the stream function ψ and thus we will lose one order of accuracy when computing a reconstruction based on (4.4). From the error analysis and numerical experiments presented below we see that for optimal order discretization error bounds for polynomials of degree k u in the velocity reconstruction, the finite elements used in the discretization of the stream function problem must be of degree at least k u + 1, cf. Remark 6.2.
In the sections below we present a discretization error analysis of the methods (3.3), (4.4) and (4.6) . In this analysis we make the simplifying assumption that there are no geometry errors, i.e., Γ h = Γ. We comment on this in Remark 6.4.
5.
Analysis of the stream function formulation. In this section we present an error analysis of the discretization (3.3) for the simplified case Γ h = Γ. This means that in the discrete problem in (3.3) we use the bilinear forms as in (2.16)-(2.18), s h (ψ h , η h ) := ρ Γ (n · ∇ψ h )(n · ∇η h ) ds and a right-hand side functional as in (2.19) . Our analysis uses a technique inspired by the paper [14] . In that paper a general framework for the analysis of mixed problems is presented which applies to the discretization of the biharmonic equation (reformulated as a coupled second order system) in Euclidean space. The discrete problem (3. 3) that we consider, however, does not fit into the framework presented in [14] . This is caused by the bilinear form b K (ξ, η) = 2 Γ (1 − K) ∇ Γ ξ · ∇ Γ η ds. This term does not occur in the framework presented in [14] , which involves only the terms m(·, ·) (denoted by a(·, ·) in [14] ) and b(·, ·). Similar to b(·, ·) the "new" term b K (ξ, η) contains gradients of its arguments, but opposite to b(·, ·) it does not have an ellipticity property. This is due to the fact that for general smooth closed surfaces Γ we do not have the bound K(x) < 1 for all x ∈ Γ (or K(x) < 0, for the case α = 0 in (2.9)). To be able to control the bilinear form b K (·, ·), in the error analysis we use the fundamental estimate (5.5) that is derived in the next section, cf. Remark 6.1.
The structure of the analysis is as follows. In Section 5.1 we collect a few relevant results known from the literature and derive the fundamental inequality (5.5). In Section 5.2 discretization error bounds for the solution of the discrete stream function problem (3.3) are derived. For this we first prove bounds for φ * −φ * h in different norms (Section 5.2.1), then we present estimates for ψ * − ψ * h (Section 5.2.2), and combining these results we obtain discretization error bounds (Section 5.2.3).
Preliminaries.
The following Korn type inequality is derived in [37] : there exists c K > 0:
From Lemma 2.2 it follows that there are strictly positive constants c 0 ,ĉ 0 such that
In the next lemma we present a fundamental result for the bilinear form b K (·, ·) that is derived using its connection to the surface Stokes problem. Lemma 5.1. The following inequality holds:
with c F := 2c K c 2 0 > 0, and c K , c 0 as in (5.1) and (5.2), respectively. Proof. Let ψ ∈ H 2 * (Γ) be given and define u := curl Γ ψ ∈ H 1 t,div (Γ). Using (2.13) (with α = 1), (5.1) and (5.2) we obtain
This yields the following corollary. 
The unique solution ψ has regularity ψ ∈ H 2 (Γ) and
holds. We derive a discrete variant of Corollary 5.2.
4)
Let ψ h be the unique solution of (5.4). For h sufficiently small the following estimate holds:
Proof. Let ψ and ψ h be the solution of (5.3) and (5.4), respectively. From the literature (Theorem 5.6 in [17] ) we have the stability and error estimates:
Using these we obtain
Combining this with the result in Corollary 5.2 yields
for h sufficiently small.
As a direct consequence we have the following estimate for the solution ψ h of (5.4), which plays a key role in the analysis below:
We recall a result that is standard in the analysis of trace finite element methods [17, 10] : 
and with (5.7) we obtain
Testing the first equation of (3.3) with η h = ψ h , applying the Cauchy-Schwarz inequality in combination with the previous result we get
Using a Poincare inequality, ψ h 
With the same arguments as above we conclude φ h = 0.
In the following we denote the unique solution by ψ * h , φ * h . 5.2. Error analysis for the stream function. It is convenient to introduce the notation
The corresponding seminorm is denoted by · A . The usual H 1 (Γ) semi-norm is defined by | · | 1 := b(·, ·) 1 2 . For functions ψ ∈ H 1 (Γ) we always use a constant extension along normals, which is also denoted by ψ. Hence, s h (ψ, ξ h ) = 0 for all ξ h ∈ V h,k holds. We introduce the projection Π h :
This projection corresponds to the solution operator of the discretization of the scalar Laplace-Beltrami equation in (5.4) . For this problem, discretization error analyses are available in the literature [17, 36, 10, 7] , which result in optimal discretization error bounds, both in the energy norm and the L 2 (Γ) norm. These results yield the following proposition: Proposition 5.5. Let m ≥ 3 be such that the solution of (2.20) has regularity ψ * ∈ H m (Γ) and φ * ∈ H m−2 (Γ). For the Laplace-Beltrami Galerkin projection Π h the following estimates hold: Remark 5.1. The estimates in Proposition 5.5 combined with (5.5) are the essential ingredients for the analysis below to work. Therefore, the analysis also applies to the surface finite element method, for which the results (5.9)-(5.12) are known to hold.
Bounds for the error
The analysis below is along the same lines as in [14] . However, as indicated already above, we have an additional term b K (·, ·) that has to be controlled.
Theorem 5.6. Let (ψ * , φ * ) and (ψ * h , φ * h ) be the solutions of (2.20) and (3.3) (with Γ h = Γ), respectively. The following estimates hold:
Proof. It is convenient to introduce a notation for Galerkin projection errors:
From (2.20) and (3.3) we obtain the following Galerkin relations:
Using the first identity (5.15) we get
.
(5.18)
We first consider (I). Using the projection property (5.8) and the second Galerkin relation (5.16) yields (I)
Due to the Galerkin relation (5.15 ) and the projection property (5.8) we get
Combining the results (5.17) and (5.19 ) and using the Cauchy-Schwarz inequality and (5.20), we obtain
for all α, β > 0 and a suitable constant c. We take α and β such that β 2 + (1 − 
With the projection error bounds (5.9) and (5.12) we get
Combining this with φ * −φ * h L 2 (Γ) ≤ e φ L 2 (Γ) + Π h φ * −φ * h L 2 (Γ) and the projection error bound (5.12) we obtain the bound for the error φ * − φ * h L 2 (Γ) . For deriving the bound for φ * − φ * h A we start with the second Galerkin relation (5.16) and use the projection property (5.8), which yields
Taking
Using
Combining this with φ * − φ * h A ≤ e φ A + Π h φ * − φ * h A and the projection error bound (5.11) leads to the desired error bound.
Remark 5.2. In the proof above it is essential that for γ := β 2 + (1 − 1 2 c F )(1 + α) we have the bound γ < 1, cf. (5.21) . For this to hold it is essential that in the estimate (5.5) we have a constant 1 − 1 2 c F < 1.
5.2.2.
Bound for the error ψ * − ψ * h . In the next theorem an error bound for the error |ψ * − ψ * h | 1 is derived. Theorem 5.7. Let (ψ * , φ * ) and (ψ * h , φ * h ) be the solutions of (2.20) and (3.3) (with Γ h = Γ), respectively. The following estimate holds:
with s 1 as in (5.13).
Proof. Take g(ξ) = −2 Γ f ·curl Γ ξ ds with f := − 1 2 curl Γ (ψ * − ψ * h ) in the problem (2.20) . The corresponding unique solution, denoted byψ,φ, satisfies
and the regularity estimates
Again the solutionsψ andφ are extended constantly along normals. We use notation as in (5.14) and introduce for a better readability the following Galerkin projection errors:ê
We rewrite the first term on the right-hand side of (5.26) with the help of the Galerkin relations (5.15), (5.16) , the first equation of (5.22) and the projection property (5.8):
With this we can conclude from (5.26)
Using the projection error bounds (5.9), (5.11) and (5.12) in combination with the regularity estimates (5.24) and (5.25) yields
The last term can be shifted to the left-hand side since h is sufficiently small and k ≥ 1. Applying the projection error bound (5.9) leads to the claimed estimate of the theorem. 6. Error analysis for the reconstruction of velocity and pressure. In this section we derive discretization error bounds for the discrete reconstructions u h , p h of the velocity u * and p * , given the discrete stream function ψ * h , which is the solution of (3.3). With ψ * we denote the unique stream function of u * . Again we make the simplifying assumption Γ h = Γ.
6.1. Error analysis for velocity reconstruction. The velocity reconstruction is based on the variational problem (2.22) . For the discretization we consider the case with Γ h = Γ, i.e. (cf. (4.4) 
and ψ * h ∈ V h,k the solution of (3.3). We denote the unique solution of (6.1) by u * h . The exact velocity solution u * (extended constantly along normals) satisfies, cf. (2.22) ,
with g = (n × ∇ Γ ψ * ).
Due to (5.6), · M := M h (·, ·) 1 2 defines a norm on (V h,ku ) 3 . Using a standard Strang argument we obtain the following result. Lemma 6.1. Let u * h be the unique solution of (6.1). The following error estimate holds:
The approximation error part in (6.2) can be bounded by standard interpolation error bounds, available for trace finite elements. Lemma 6.2. Take u ∈ H ku+1 (Γ). The following holds:
Proof. Let u ∈ H ku+1 (Γ) be given. Its constant extension along normals n is also denoted by u. The standard (componentwise) nodal interpolation in V h,ku is denoted by I ku . Note that
The first term of (6.4) can be estimated with a standard interpolation error result for trace finite elements [36] :
. For the second term in (6.4) we get
5)
Combing these results we obtain the bound (6.3).
Remark 6.1. In the proof above, cf. (6.5), a scaling ρ u h is essential to obtain the approximation error bound as in (6.3) . For other usual choices ρ u ∼ 1 and ρ u ∼ h −1 we obtain an approximation error bound h ku+ 1 2 and h ku , respectively. Note that the norm · M depends on ρ u . The scaling ρ u ∼ h is optimal it the sense that it balances the two terms in (6.4). Without stabilization, i.e., ρ u = 0, we obtain an optimal approximation error bound in the · L 2 (Γ h ) -norm. Below we see that an optimal error bound in the H 1 -norm can only be derived for the case that the error in the · M -norm is bounded by h ku+1 and ρ u h is satisfied, cf. Remark 6.3. Based on these observations we take the scaling ρ u ∼ h in (4.3). In Section 7.2 we show results of experiments with different scalings of the stabilization parameter ρ u , which confirm these findings.
In particular, for linear finite elements for the velocity (k u = 1) we obtain an optimal discretization error bound h 2 if we use quadratic finite elements for the stream function (k = 2) and a normal approximation with second order accuracy (k g = 2). Choosing either k = 1 or k g = 1 will lead to an error bound h and is therefore suboptimal. This suboptimality is confirmed in numerical experiments.
As an immediate consequence we obtain the following optimal discretization error bound in the norm · L 2 (Γ) . Corollary 6.4. If the assumptions as in Theorem 6.3 are satisfied and we take k = k g = k u + 1, the following error bound holds:
In the next theorem we derive a discretization error bound in the · H 1 (Γ) -norm. Theorem 6.5. Let the assumptions as in Theorem 6.3 be satisfied. The following error bound holds:
Proof. We consider the splitting (with a constant extension of u * )
with I ku the nodal interpolation operator as used in the proof of Lemma 6.2. We use the interpolation error bound
For the other term we first recall the following result, for T ∈ T Γ h :
with h T := diam(T ), cf. [19] . Using this, a standard inverse inequality and the estimate (5.6) yields
We apply the triangle equality, use the interpolation error bound derived in the proof of Lemma 6.2, and the discretization error from Theorem 6.3. This yields
Combining this with (6.9), and noting that k u ≥ min{k u , k − 1}, completes the proof. For the discretization we use an unstructured tetrahedral triangulation of Ω in Netgen with starting mesh size h = 0.6. In every refinement step the mesh is locally refined using a marked-edge bisection method for the tetrahedra that are intersected by the surface [41] . The piecewise planar surface approximation Γ h and the trace finite element spaces are constructed as explained in Remark 3.1. The normal on Γ h is defined by n h :=
In the numerical experiments a higher accuracy normalñ h is used for the reconstruction of the velocity, unless stated otherwise. This normal is defined byñ h :=
h Φ 2 and satisfies n −ñ h ∞ h 2 . We do not need a curvature approximation and set K h = K = 1. Based on the results of our analysis, cf. the discussion in Remark 6.2, we define as the standard parameter choice: k = 2, k u = 1 and k p = 1. The parameters of the volume normal derivative stabilizations are set to ρ = ρ u = ρ p = h and we use k g = 2, unless stated otherwise. Note that due to the geometry approximation dist(Γ h , Γ) h 2 we can not expect any error to be better than h 2 . 7.1. Results of the method with standard parameter choice. We present results for the standard method described above. In addition the case k p = 2 (with solution denoted byp h ) is considered. All results are illustrated in the Figures 7.2 -7.3. We observe an optimal second order convergence for the error ψ h − ψ A , consistent with the estimate (5.30). The error ψ h − ψ L 2 (Γ h ) is not treated in the analysis but converges with second order. This suboptimality can be explained by the geometric error ∼ h 2 . We observe the same convergence orders for the vorticity error φ − φ h as for the stream function error ψ − ψ h , both for · = · A and · = · L 2 (Γ h ) . For the velocity and the pressure optimal orders of convergence in all norms, as predicted by the analysis (modulo geometric errors) are observed. For the error p h − p L 2 (Γ h ) we obtain suboptimal second order convergence (not shown), due to the geometry error ∼ h 2 .
7.2. Variation of the parameter ρ u . In this experiment we illustrate the effect of different scalings for the parameter ρ u of the volume normal derivative stabilization. We consider ρ u ∈ {0, h, 1, h −1 }. Note that in the standard parameter setting described 
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Error Fig. 7 .3: Errors for velocity and pressure; k = k g = 2, k u = 1, k p = 1 (p h ) or k p = 2 (p h ). above we take ρ u = h. Results for the velocity error in three different norms are shown in the accordance with our findings based on the error analysis, these results of the numerical experiments lead to the (optimal) parameter scaling ρ u ∼ h.
7.3.
Choice of the normal in the reconstruction of the velocity. In the reconstruction of the velocity (4.4) we introduced an approximate normalñ h . The accuracy of this normal is described by the order parameter k g , cf. Theorem 6.3. Our error analysis resulted in the parameter choice k g = k u + 1, cf. Remark 6.2. In the experiments above we used k u = 1, k g = 2. We performed an experiment in which the normalñ h , that is used in the experiments above (with k g = 2), is replaced by the normal n h (with k g = 1). Results are shown in Figure 7 .7. We observe that an 
Refinement level
Error Fig. 7 .7: Velocity errors for different normal approximations; k = 2, k u = 1, k g = 2 (ñ h ) or k g = 1 (n h ).
optimal convergence order in both the · M -norm and the u h − u H 1 (Γ h ) is not obtained if we use n h . We then lose one order of convergence in the · M -norm.
