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In this paper, we describe the application of a new version of Barnett’s method to the
squarefree decomposition of a univariate polynomial with coefficients in K[x], x being a
parameter and K a characteristic zero field. This new version of Barnett’s method uses
Bezoutian matrices instead of matrices obtained from evaluating polynomials in a com-
panion matrix and allows the determination of the squarefree decomposition parametriz-
ing the gcd of the polynomial and its successive derivatives with respect to the main
variable. The application of this parametric squarefree decomposition to the integration
of parametric rational functions is also presented.
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Introduction
The squarefree decomposition of a univariate polynomial, P (y) ∈ K[y], K being a char-
acteristic zero field, is one of the most basic problems in computer algebra (after the
greatest common divisor computation, probably the most basic one). The parametric
case has not usually been considered in the literature and this paper is dedicated to
showing how the case of a single parameter can easily be solved by using, as the main
tool, Barnett’s method through Bezoutians.
Barnett’s method (see Barnett, 1971 and Gonzalez-Vega, 1996) provides a very com-
pact way of representing the greatest common divisor of a finite family of univariate
polynomials and it seems very appropriate to deal with this problem, since the usual
methods (e.g. Yun’s method; see Mignotte, 1992) strongly depend on the recursive gcd
computation for two polynomials which involves a combinatorial explosion in the para-
metric case. For example, in every step of Yun’s method adapted to the parametric case,
one of the squarefree decomposition factors is obtained by computing a greatest common
divisor of two polynomials and two polynomial divisions have to be done in order to
execute the next step. This greatest common divisor is usually computed by using subre-
sultants and they provide several possibilities for the considered factor in the squarefree
decomposition. Consequently, this involves a combinatorial explosion and, moreover, the
involved computations must be performed either in K(x)[y] or modulo some conditions
verified by x, both alternatives being very expensive.
The main advantage of the method presented here lies in first computing a parametriza-
tion (in terms of the values of the parameter x) of degrees of the different factors of every
possible decomposition, just using Bezoutians, determinants and gcds, always in K[x][y].
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Once the degrees have been obtained, the different factors are computed in a direct
and explicit way through the resolution of some linear systems and some divisions of
polynomials with coefficients in K(x).
The reasons why this parametric squarefree decomposition can be interesting in prac-
tice are, in our case, twofold: it appears naturally in the algorithms computing the Cylin-
drical Algebraic Decomposition (in this case the parameter x takes values on a real closed
field; see Collins, 1975, and Gonzalez-Vega and Gonzalez-Campos, 1999) and it is a usual
subroutine in polynomial system solving when dealing with multiplicities (see, for exam-
ple, Gonzalez-Vega et al., 1999 or Gonzalez-Vega and Trujillo, 1995). It also appears in
several symbolic integration algorithms for rational functions, as shown in Section 6.
Two natural extensions of the algorithm presented in this paper are to be developed:
the case of several parameters or the univariate case for polynomials whose coefficients
are not known in an exact way. For the first case, the problem reduces to decomposing
a hypersurface (the discriminant variety) according to the multiplicity distribution of
the univariate part and, for the second, a more ad hoc definition of what the squarefree
decomposition is needs to be introduced.
The article is organized as follows. Section 1 describes Barnett’s method through Be-
zoutians. Section 2 shows the connection between the successive derivatives of a polyno-
mial and the factors of its squarefree decomposition. Section 3 explains how to com-
pute the “parametric” squarefree decomposition applying Barnett’s method through
Bezoutians. Section 4 gives the complexity of the algorithm and Section 5 presents a
detailed example. We conclude, in Section 6, with the application of this algorithm to
the integration of rational parametric functions.
1. Barnett’s Method Through Bezoutians
Barnett’s method through Bezoutians is a linear algebra method based on Barnett’s
method (see Barnett, 1971 and Gonzalez-Vega, 1996) which allows the computation of
the degree of the gcd of several univariate polynomials in a very compact way. Moreover,
it provides a very easy parametrization of this gcd when the considered polynomials
involve parameters. From now on, given a domain D, the gcd of polynomials which are
in D[y] is considered as the gcd in F[y], with F the quotient field of D.
Definition. Let D be a domain, F its quotient field, P (y), Q(y) ∈ D[y] and n =
max{deg(P ),deg(Q)}. The Bezoutian matrix associated to P (y) and Q(y) is the ma-
trix
Bez(P,Q) =
 c0,0 . . . c0,n−1... ...
cn−1,0 . . . cn−1,n−1

where the ci,j are defined by the formulae:
P (y)Q(x)− P (x)Q(y)
y − x =
n−1∑
i,j=0
ci,jy
ixj .
The Bezoutian associated with P (y) and Q(y) is defined as the determinant of the matrix
Bez(P,Q) and it will be denoted by bez(P,Q):
bez(P,Q) = det(Bez(P,Q)).
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Theorem 1.1. Let
P = p0yn + p1yn−1 + · · ·+ pn−1y + pn
and
Qj = qj,1yn−1 + · · ·+ qj,n−1y + qj,n, j ∈ {1, . . . , t}
be polynomials in D[y] with p0 6= 0 and mj = deg(Qj) ≤ n − 1 for every j ∈ {1, . . . , t}.
The degree of the greatest common divisor of P,Q1, . . . , Qt verifies the following formula:
deg(gcd(P,Q1, . . . , Qt)) = n− rank(BP (Q1, . . . , Qt))
where
BP (Q1, . . . , Qt) =
Bez(P,Q1)...
Bez(P,Qt)
 .
Proposition 1.1. Let
P = p0yn + p1yn−1 + · · ·+ pn−1y + pn
and
Qj = qj,1yn−1 + · · ·+ qj,n−1y + qj,n, j ∈ {1, . . . , t}
be polynomials in D[y] with p0 6= 0 and mj = deg(Qj) ≤ n − 1 for every j ∈ {1, . . . , t}.
If c1, . . . , cn are the columns of the matrix BP (Q1, . . . , Qt) and its rank is n− k then the
last n − k columns ck+1, . . . , cn are linearly independent and each ci (1 ≤ i ≤ k) can be
written as a linear combination of ck+1, . . . , cn.
Theorem 1.2. Let
P = p0yn + p1yn−1 + · · ·+ pn−1y + pn
and
Qj = qj,1yn−1 + · · ·+ qj,n−1y + qj,n, j ∈ {1, . . . , t}
be polynomials in D[y] with p0 6= 0 and mj = deg(Qj) ≤ n − 1 for every j ∈ {1, . . . , t}.
If c1, . . . , cn are the columns of the matrix BP (Q1, . . . , Qt), n− k is its rank,
ck−i =
n∑
j=k+1
hjk−icj , i = 0, . . . , k − 1
and 
d0
d1
d2
...
dk
 = d0

1
hk+1k
hk+1k−1
...
hk+11

then:
D = d0yk + d1yk−1 + · · ·+ dk−1y + dk
is a greatest common divisor for the polynomials P,Q1, . . . , Qt.
The proof of these three results can be found in Diaz-Toca and Gonzalez-Vega (2000).
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In order to check the linear independence of the columns of BP (Q1, . . . , Qt), recall two
important and well known facts (for more details, see Mulmuley, 1987):
(1) Given a field K, A ∈ Mf,c(K), Mf,c(K) being the set of all matrices with f rows
and c columns over K, the following rank equality holds:
2 rank(A) = rank
(
O A
At O
)
.
(2) Given a field K,Mc(K) being the set of all c-square matrices over K, if A ∈Mc(K)
is a diagonalizable matrix and F (λ) its characteristic polynomial,
F (λ) = det(λIc −A) = λc + C1λc−1 + · · ·+ Cc−1λ+ Cc,
then the following equivalence holds:
rank(A) = c− i⇐⇒
{
Cc = · · · = Cc−i+1 = 0
Cc−i 6= 0.
Hence, under the same hypothesis as the preceding theorems and proposition, by ap-
plying the two latter facts and Proposition 1.1, we have:
rank (BP (Q1, . . . , Qt)) = n− k
m
rank
(
O (ck+1, . . . , cn)
(ck+1, . . . , cn)t O
)
= 2(n− k) (1)
m
C2(n−k) 6= 0
where C2(n−k) is the coefficient of λtn+(n−k)−2(n−k) = λtn−(n−k) in the characteristic
polynomial of (
O (ck+1, . . . , cn)
(ck+1, . . . , cn)t O
)
.
Note that since the rank of the matrix made up of the columns (ck+1, . . . , cn) is at most
n − k, the coefficient of λj in the characteristic polynomial is equal to zero for every j
such that 0 ≤ j < tn+ (n− k)− 2(n− k) = tn− (n− k).
The following theorem proves that, when the parameter x takes only real values, the
characterization of the rank ofBP (Q1, . . . , Qt) can be done by computing the Gram deter-
minants for the columns of the matrix BP (Q1, . . . , Qt) (see Lancaster and Tismenetsky,
1985).
Theorem 1.3. (Gram’s Criterion) Let V be a real vector space provided with a scalar
product 〈 , 〉. Then, for any v1, . . . , vs ∈ V , v1, . . . , vs are linearly independent if and only
if their Gram determinant
Gram(v1, . . . , vs) =
∣∣∣∣∣∣∣
〈v1, v1〉 · · · 〈v1, vs〉
...
...
〈vs, v1〉 · · · 〈vs, vs〉
∣∣∣∣∣∣∣
is non-zero (note that Gram(v1, . . . , vs) is always ≥ 0).
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Therefore,
rank(ck+1, . . . , cn) = n− k ⇐⇒ Gram(ck+1, . . . , cn) 6= 0.
2. Squarefree Decomposition of Polynomials
This section shows the connection between the successive derivatives of a polynomial
and the factors of its squarefree decomposition. Due to this connection, Barnett’s method
through Bezoutians can be applied to parametrize the squarefree decomposition of a
univariate polynomial P (x)(y), x being a parameter.
Definition. The squarefree decomposition of the polynomial P (y) ∈ D[y] is defined as:
P (y) =
t∏
j=1
(Pj(y))j
where every Pj(y) is a squarefree polynomial in D[y] verifying that:
gcd
(
Pj(y),
∏
i6=j
Pi(y)
)
= 1.
Note that the gcd of polynomials is considered in F[x].
Theorem 2.1. Given a polynomial P (y) in D[y], let P (i)(y) be its ith derivative and
P1 · P 22 · . . . · P tt the squarefree decomposition of P (y). Defining:
R0(y)
def= P
R1(y)
def= gcd(P, P (1))
R2(y)
def= gcd(P, P (1), P (2))
...
...
Rt−2(y)
def= gcd(P, P (1), . . . , P (t−3), P (t−2))
Rt−1(y)
def= gcd(P, P (1), . . . , P (t−3), P (t−2), P (t−1))
Rt(y)
def= gcd(P, P (1), . . . , P (t−3), P (t−2), P (t−1), P (t)) = 1
then:
Pi(y) · Pi+1(y) · . . . · Pt(y) = Ri−1(y)
Ri(y)
, 1 ≤ i ≤ t
and
Pt(y) = Rt−1(y); Pi(y) =
Ri−1(y)
Ri(y)
Ri(y)
Ri+1(y)
=
Ri−1(y) ·Ri+1(y)
Ri(y)2
, 1 ≤ i ≤ t− 1.
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Proof. Each Ri(y) can be written as a product of the factors {Pj : 1 ≤ j ≤ t}:
R0(y) = P = P1 · P 22 · . . . · P tt
R1(y) = gcd(P, P (1)) = P2 · P 23 · . . . · P t−1t
R2(y) = gcd(P, P (1), P (2)) = P3 · P 24 · . . . · P t−2t
...
...
...
Rt−2(y) = gcd(P, P (1), . . . , P (t−3), P (t−2)) = Pt−1 · P 2t
Rt−1(y) = gcd(P, P (1), . . . , P (t−3), P (t−2), P (t−1)) = Pt
Rt(y) = gcd(P, P (1), . . . , P (t−3), P (t−2), P (t−1), P (t)) = 1.
Hence
Ri−1(y) ·Ri+1(y)
Ri(y)2
=
PiP
2
i+1 · · ·P t−i+1t Pi+2 · · ·P t−i−1t
(Pi+1 · · ·P t−it )2
= Pi, 1 ≤ i ≤ t− 1. 2
Note that if n is the degree of P then:
t = min
j: rank
Bez(P, P
(1))
...
Bez(P, P (j))
 = n
 .
Moreover, if 1 ≤ j ≤ t− 1 then:
deg(gcd(P, . . . , P (j))) = deg(Pj+1 . . . P
t−j
t )
> deg(Pj+2 . . . P
t−j−1
t )
= deg(gcd(P, . . . , P (j+1)))
which implies by Theorem 1.1 that
rank
Bez(P, P
(1))
...
Bez(P, P (j))
 < rank

Bez(P, P (1))
...
Bez(P, P (j))
Bez(P, P (j+1))
 , 1 ≤ j ≤ t− 1. (2)
The list of numbers [deg(R0) = deg(P ),deg(R1), . . . ,deg(Rt−1),deg(Rt)], obtained
from Theorems 1.1 and 2.1, contains all the required information to determine the square-
free decomposition of P (y) since the degree of every Pi (i ≥ 1) is easily characterized by
the following equality:
deg(Pi) = deg(Ri−1) + deg(Ri+1)− 2 deg(Ri).
Note that every Ri is the gcd of i + 1 univariate polynomials whose coefficients are
described by Theorem 1.2. The list of numbers
[deg(R0),deg(R1), . . . ,deg(Rt−1),deg(Rt)]
will be called Shape of P and denoted by Shape(P ).
3. Computing the “Parametric” Squarefree Decomposition
Let P (x, y) be a polynomial inK[x, y] considered as a univariate polynomial in (K[x])[y]:
P (x) = yn + a1(x)yn−1 + · · ·+ an−1(x)y + an.
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The final goal, the different squarefree decompositions of P depending on the values of x,
will be obtained once the different shapes are determined. First the matrices Bez(P, P (j))
(j ∈ {1, . . . , n − 1}) are computed together with bez(P, P (1)) which is a polynomial in
K[x]. Let K be the algebraic closure of K. Clearly if x ∈ K then
bez(P, P (1))(x) 6= 0⇐⇒ Shape(P ) = [n, 0]⇐⇒ P (x)(y) is squarefree.
Let x be an element of K such that bez(P, P (1))(x) = 0. Let D0(x) be the squarefree
part of bez(P, P (1)). Next the rank behaviour of the matrix
Bez(P, P (1)) = BP (P (1))
on the roots of D0(x) is studied. In this way a factorization of D0(x) is obtained according
to the different values that the rank of BP (P (1)) can reach. Let Dm1i (x) (1 ≤ i ≤ s[1])
be one of these factors where m1i denotes the rank of BP (P
(1)) under the condition
Dm1i (x) = 0. With the previous notations it is clear that D0(x) = Dm11Dm12 . . . Dm1s[1]
and:
Dm1i (x) = 0 =⇒ Shape(P ) = [n, n−m1i , . . .].
Note that, since degP > degP (1) and bez(P, P (1))(x) = 0, we have 0 < m1i < n for all
1 ≤ i ≤ s[1].
Next the rank of the matrix
BP (P (1), P (2)) =
(
Bez(P, P (1))
Bez(P, P (2))
)
is analysed under each condition Dm1i (x) = 0. In this way, a factorization of Dm1i (x) is
obtained:
Dm1i (x) =
s[i,2]∏
j=1
Dm1i ,m2i,j ,
and let Dm1i ,m2i,j (x) (1 ≤ i ≤ s[1], 1 ≤ j ≤ s[i,2]) be one of these factors where m2i,j denotes
the rank of the matrix BP (P (1), P (2)) under the condition Dm1i ,m2i,j (x) = 0. With the
previous notations it is clear that if x ∈ K such that:
Dm1i ,m2i,j (x) = 0 =⇒ Shape(P ) = [n, n−m1i , n−m2i,j , . . .].
Note that by inequality (2), we have 0 < m1i < m
2
i,j ≤ n.
This process is continued in every branch of the tree up to the moment a matrix
BP (P (1), . . . , P (t)) of full rank (i.e. equal to n) is obtained, modulo the corresponding
conditions to this branch of the tree: by inequality (2) this happens after, at most, n
steps. The output of this procedure is the different squarefree decompositions depending
on the values of x and a factorization of D0(x).
Let q be the number of the different squarefree decompositions; for the ith decompo-
sition, 1 ≤ i ≤ q, there are a number of factors of P , in the squarefree decomposition,
still not computed, denoted by ti and a polynomial Dmi,1,...,mi,ti−1,mi,ti (x) such that
Dmi,1,...,mi,ti−1,mi,ti (x) = 0 =⇒ Shape(P ) = [n, n−mi,1, . . . , n−mi,ti−1, n−mi,ti ]
with n−mi,ti = 0. Thus the ith squarefree decomposition of P (x, y) will be determined
by the following steps:
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• the ith squarefree decomposition of P (x, y) is:
P (x, y) =
ti∏
j=1
(Pi,j(x, y))j ,
• every polynomial Pi,j(x, y) is determined by the formulae
— Pi,ti(x, y) = Rti−1(x, y),
— Pi,j(x, y) =
Rj−1(x,y)·Rj+1(x,y)
Rj(x,y)2
, 1 ≤ j ≤ ti − 1,
with R0(x, y) = P ,
Rk(x, y) = gcd(P, P (1), . . . , P (k)), 1 ≤ k ≤ ti − 1
and Rti(x, y) = 1,
• every polynomial Rk(x, y) (1 ≤ k ≤ ti) has y-degree equal to n −mi,k and their
coefficients are determined by the Theorem 1.2 in Section 2.
Note that D0(x) has finally been factorized as:
D0(x) =
q∏
i=1
Dmi,1,...,mi,ti (x).
3.1. parametric rank determination
The central problem in the procedure previously described, determining the squarefree
factorization of P (x, y), is the following one:
Given a square matrix A ∈ Mn(K[x]) and a matrix M ∈ Msn,n(K[x])
whose rank is constant (equal to m) for every root of a squarefree polyno-
mial D(x) and determined by its last m columns, the problem is to compute
a factorization of D(x) (in K[x]) such that the rank of the matrix
B =
(
M
A
)
is constant over any factor of such a factorization of D(x) knowing that the
rank of this matrix is also given by the last columns and that rank(B) >
rank(A).
The possible ranks for the matrix B are m + 1,m + 2, . . . , n. Since the rank of B is
given by the last columns, the rank of B is m+ j if and only if the columns
ρn, . . . , ρn−m+1, ρn−m, . . . , ρn−m−j+1
are linearly independent, or equivalently, in this case, if ρn−m−j+1 does not belong to
the subspace generated by ρn, . . . , ρn−m+1, ρn−m, . . . , ρn−m−j+2, ρn−m−j does belong to
the subspace generated by ρn, . . . , ρn−m+1, ρn−m, . . . , ρn−m−j+1. Thus the desired fac-
torization of D(x) is obtained by defining Dm+j(x)(1 ≤ j ≤ n−m) as the factor of D(x)
whose roots make the rank of B equal to m+ j.
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3.2. the computation of the polynomials Dm+j(x)
The computation of Dm+j(x) is achieved in a very compact way by applying equiva-
lences (1) in Section 1. Let Am+j be the matrix:
Am+j =
(
O (ρn−m−j+1, . . . , ρn)
(ρn−m−j+1, . . . , ρn)t O
)
and let F (λ) be its characteristic polynomial:
F (λ) = det(λIsn+m+j −Am+j)
= λsn+m+j + C1(x)λsn+m+j−1 + · · ·+ C2(m+j)(x)λsn+m+j−2(m+j)
= λsn+m+j + C1(x)λsn+m+j−1 + · · ·+ C2(m+j)(x)λsn−m−j .
Then, for 1 ≤ j < n−m:
Dm+1(x) = gcd(D,C2(m+2))
Dm+2(x) = gcd
(
D(x)
Dm+1
,C2(m+3)
)
...
...
Dm+i(x) = gcd
(
D(x)
Dm+1 . . . Dm+i−1
,C2(m+i+1)
)
and for i = n−m,
Dn(x) =
D(x)
Dm+1(x) . . . Dn−1(x)
with Dm(x) = D(x). Note that rank(B) > m.
Remark. When the parameter x takes only real values, the polynomials Dm+j(x) can
be obtained using Gram determinants of the columns instead of the polynomials C2(m+i).
4. Complexity
In this section, the complexity of the algorithm proposed in the previous section is
going to be estimated as the number of arithmetic operations in K required to obtain the
parametric squarefree decomposition. Let P (x, y) be a polynomial in K[x, y] considered
as a univariate monic polynomial in (K[x])[y]
P (x) = yn + a1(x)yn−1 + · · ·+ an−1(x)y + an
and m = max{deg(ai(x)): 0 ≤ i < n}. Next, the cost of every step in the algorithm is
presented.
4.1. computation of Bez(P, P (i)), bez(P, P (1)) and D0(x)
The computation of every matrix Bez(P, P (i)), 1 ≤ i ≤ n−1, can be made in O(n2m2)
arithmetic operations inK. The cost of computing these matrices is bounded by O(n3m2).
The computation of bez(P, P (1)) requires O(n3m2) arithmetic operations in K, using
the Gauss algorithm to compute the determinant.
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Since D0(x) is the squarefree part of bez(P, P (1))
D0 =
bez(P, P (1))
gcd(bez(P, P (1)),bez(P, P (1))′)
,
and deg(bez(P, P (1))) ≤ 2mn, the cost of computing
gcd(bez(P, P (1)),bez(P, P (1))′)
is O(n2m2) arithmetic operations in K (the polynomial division cost is the same). Thus
D0(x) is computed by means of O(n2m2) arithmetic operations.
4.2. computation of the polynomials C i,j(x)
Let Fi,j(λ) be the characteristic polynomial of the matrix(
O (cjn−i+1, . . . , c
j
n)
(cjn−i+1, . . . , c
j
n)
t O
)
,
where {cjn−i+1, . . . , cjn} are the i last columns of the matrix BP (P (1), . . . , P (j)). Let
Ci,j(x) be the coefficient of xjn+i−2i = xjn−i in Fi,j(λ).
Notice that, at most, the following polynomials will be computed
C2,1 C3,2 · · · Cn−1,n−2 Cn,n−1
C3,1 C4,2 · · · Cn,n−2
...
... . .
.
Cn−1,1 Cn,2
By applying the Improved Berkowitz Algorithm (see Abdeljaoued, 1997), the cost of
computing each Ci,j , i ≥ j, is O((jn + i)4m2). This implies that the bound for the
number of arithmetic operations necessary to compute them is:
n−1∑
j=1
n∑
i≥j+1
O((jn+ i)4m2) = O(n10m2).
4.3. computation of the polynomials Dmi,1,...,mi,ti−1,mi,ti (x)
First, the number of gcds required to compute these polynomials is, at most,
n−1∑
i=2
(
n−1∑
j=1
(n− j)
)
= O(n3).
Since an upper bound for the degree of Ci,j is 4nm and for the degree of D0 is 2mn, an
upper bound for the number of arithmetic operations required to determine the gcds is
O(n5m2).
Secondly, 2mn polynomial divisions, at most, are performed through the whole process
which implies O(m3n3) arithmetic operations.
4.4. computation of the ith squarefree decomposition of P
The computation of Pi,1, Pi,2, . . . , Pi,ti such that
P (x, y) = Pi,1P 2i,2 . . . P
ti
i,ti
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with Dmi,1,...,mi,ti−1,mi,ti (x) = 0 is analysed. By Theorem 2.1, once the polynomials
Rj = gcd(P, P (1), . . . , P (j))
(1 ≤ j ≤ ti−1) are computed, the polynomials Pj,ti are automatically obtained. Following
the notations in Section 3, deg(Rj) = n−mi,j with
rank(BP (P (1), . . . , P (j))) = mi,j ,
and BP (P (1), . . . , P (j)) ∈Mnj,n(K[x]).
Let A be the submatrix of BP (P (1), . . . , P (j)) made up of the last mi,j columns and
{cl: 1 ≤ l ≤ n−mi,j} be the first n−mi,j columns. In order to compute the coefficients
of Rj by applying Theorem 1.2, for every 1 ≤ l ≤ n − mi,j , only the first coordinate
h
n−mi,j+1
l in the solution of the linear system
Ax = cl (3)
is required.
After applying the Gauss or Bareiss algorithm to the matrix
BP (P (1), . . . , P (j)),
the following structure in this matrix is obtained:
ĉ1 · · · ĉn−mi,j c˜n−mi,j+1 · · · · · · c˜n
α1,1 · · · α1,n−mi,j τ1,n−mi,j+1 · · · ? τ1,n
? · · · ? ? · · · τ2,n−1 0
...
...
... . .
.
? · · · αmi,j ,n−mi,j τmi,j ,n−mi,j+1
? · · · ? 0
...
...
...
? · · · ? 0

(4)
with every hn−mi,j+1l verifying
h
n−mi,j+1
l =
αmi,j ,l
τmi,j ,n−mi,j+1
,
and 1 ≤ l ≤ n−mi,j . Therefore, the number of arithmetic operations required to obtain
Rj will be:
(1) the search of pivots modulo Dmi,1,...,mi,ti−1,mi,ti (x) requires only the computation
of several greatest common divisors and this can be done by
O(m2n)
(
mi,j∑
k=1
(nj − k)
)
= O(jmi,jm2n2),
arithmetic operations,
(2) the number of arithmetic operations necessary to determine the entries of the almost
triangular matrix (4) is bounded by
O(m2njm4i,j).
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Since 1 ≤ mi,j ≤ n− 1, then the number of arithmetic operations required to obtain Rj
is bounded by O(n5jm2).
Since there are ti − 1 polynomials Rj to be computed,
ti−1∑
j=1
O(n5jm2) = O(n5t2im
2)
is a bound for the number of arithmetic operations required to determine all the factors
of the ith squarefree decomposition.
4.5. final complexity analysis
The complexity analysis of the previous subsections is summarized in the following
theorem.
Theorem 4.1. Let K be a field. Given P (x, y) in K[x, y] is considered as a univariate
polynomial in (K[x])[y]
P (y) = yn + a1(x)yn−1 + · · ·+ an−1(x)y + an
the shape of the different squarefree decompositions of P depending on the values of x ∈ K,
can be determined by performing O(n10m2) arithmetic operations in K. The factors of
every squarefree decomposition of P = P1P 22 . . . P
t
t (t ≤ n) can be obtained by performing
O(n5t2m2) additional arithmetic operations in K.
Remark. If the parameter x is assumed to take only real values then the whole process
requires a smaller number of arithmetic operations in K because, firstly, computing Gram
determinants is cheaper than computing characteristic polynomials and, secondly, the
linear system (3) is equivalent to
AtAx = Atcl
which is easier to deal with.
5. Example
Let P be the following polynomial:
P (x, y) = y5 − x(x− 1)y4 + 2xy3 − 2xy2 + x(x− 1)y − 1
whose y-squarefree decomposition is to be determined depending on the complex values
of the parameter x.
After computing the matrices Bez(P, P (j)), j ∈ {1, 2, 3, 4}, and bez(P, P (1)), the poly-
nomial D0(x) is determined:
D0(x) =
bez(P, P (1))
gcd(bez(P, P (1)),bez(P, P (1))′)
= −3x8 + 8x7 − 6x6 + 32x5 − 29x4 − 40x3 − 50x2 + 25.
It is clear that if x ∈ C such that D0(x) 6= 0 then the polynomial P (x, y) is squarefree.
Next the case of x ∈ C such that D0(x) = 0 is considered by determining the rank
behaviour of the matrix Bez(P, P (1)) on the roots of D0(x).
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According to Section 3, since:
gcd(D0,C2,1) = 1
gcd(D0,C3,1) = 1
gcd(D0,C4,1) = 3x6 − 11x5 + 14x4 − 35x3 + 50x2 + 25x− 25
D0
gcd(D0,C4,1)
= −x2 − x− 1 = D4(x)
we have s[1] = 2 and
m11 = 4, D4,5 = −x2 − x− 1,
m12 = 3, D3(x) = 3x
6 − 11x5 + 14x4 − 35x3 + 50x2 + 25x− 25.
Hence, the shape of a squarefree decomposition has already been determined: if x ∈ C
such that D4,5(x) = 0 then P = P1P 22 .
Next the rank of the matrix
BP (P (1), P (2)) =
(
Bez(P, P (1))
Bez(P, P (2))
)
is analysed under the condition D3(x) = 0. Since
gcd(D3,C5,2) = 3x2 − 5x− 5, D33x2 − 5x− 5 = x
4 − 2x3 + 3x2 − 10x+ 5
we have s[2] = 2 and
m22,1 = 4, D3,4,5(x) = 3x
2 − 5x− 5,
m22,2 = 5, D3,5(x) = x
4 − 2x3 + 3x2 − 10x+ 5.
According to Section 3, this provides the following information:
• there are three possibilities for the squarefree decomposition of P (x, y),
• the first one with two factors, i.e. t1 = 2, the second one with three factors, i.e.
t2 = 3, and the third one with two factors, i.e. t3 = 2,
• if Dm1,1,m1,2(x) = D4,5(x) = 0 then:
Shape(P ) = [5, 5− 4, 0] =⇒ P (x, y) = P1(x, y)P 22 (x, y),
with deg(P2(x, y)) = 1 and deg(P1(x, y)) = 3.
• if Dm2,1,m2,2,m2,3(x) = D3,4,5(x) = 0 then:
Shape(P ) = [5, 5− 3, 5− 4, 0] =⇒
P (x, y) = P1(x, y)P
2
2 (x, y)P
3
3 (x, y)
deg(P2(x, y)P 23 (x, y)) = 2
deg(P3(x, y)) = 1
and deg(P1(x, y)) = 2, P2(x, y) = 1, deg(P3(x, y)) = 1.
• if Dm3,1,m3,2(x) = D3,5(x) = 0 then
Shape(P ) = [5, 5− 3, 0] =⇒ P (x, y) = P1(x, y)P 22 (x, y),
with deg(P2(x, y)) = 2 and deg(P1(x, y)) = 1.
• the factorization of D0(x) is:
D0(x) = D4,5(x)D3,4,5(x)D3,5(x).
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Finally the different factors of each squarefree decomposition of P (x, y) are computed:
(1) If D4,5(x) = 0 then
P = P1P 22 =⇒
{
P2(x, y) = R1(x, y) = gcd(P, P (1))
P1(x, y) =
R0(x,y)R2(x,y)
R21(x,y)
= P (x,y)
P 22 (x,y)
.
Applying Theorem 1.2, the factors P1 and P2 are computed. According to the
notations of Section 1:
P2(x, y) = y + h21(x)
with:
h21(x) =
2(x4 − x3 − 2x2 + x− 5)
x4 − 12x3 + 11x2 + 18x+ 15
and
P1(x, y) = y
3 − y2 x
6 − 13x5 + 27x4 + 3x3 − 11x2 − 11x− 20
x4 − 12x3 + 11x2 + 18x+ 15
+2y
2x10 − 27x9 + 50x8 + 176x7 − 394x6 − 121x5 − 186x4 + 674x3 + 666x2 + 315x+ 150
(x4 − 12x3 + 11x2 + 18x+ 15)2
−2 6x
14 − 85x13 + 156x12 + 1205x11 − 4926x10 + · · ·+ 14964x4 + 8401x3 + 60x2 − 2175x− 2000
(x4 − 12x3 + 11x2 + 18x+ 15)3 .
(2) If D3,4,5(x) = 0 then
P = P1P 33 =⇒
{
P3(x, y) = R2(x, y) = gcd(P, P (1), P (2))
P1(x, y) =
R0(x,y)R2(x,y)
R21(x,y)
= P (x,y)P3(x,y)
P 43 (x,y)
.
Applying Theorem 1.2, the factors P1 and P3 are computed. According to the
notations of Section 1:
P3(x, y) = y + h21(x)
with:
h21 =
3x7 − 12x6 + 16x5 − 33x4 + 66x3 + 5x2 − 25x− 125
−2x(4x5 − 5x4 − 12x3 − 27x2 + 20x+ 125)
and
P1(x, y) = y
2 − y 8x
8 − 27x7 + 22x6 − 78x5 + 193x4 + 12x3 − 265x2 + 75x+ 375
2x(4x5 − 5x4 − 12x3 − 27x2 + 20x+ 125)
−36x
15 − 252x14 + 605x13 + · · · − 62300x4 − 42250x3 + 48750x2 − 18750x− 46875
2x2(4x5 − 5x4 − 12x3 − 27x2 + 20x+ 125)2 .
(3) If D3,5(x) = 0 then:
P = P1P 22 =⇒
{
P2(x, y) = R1(x, y) = gcd(P, P (1))
P1(x, y) =
R0(x,y)R2(x,y)
R21(x,y)
= P (x,y)
P 22 (x,y)
.
Applying Theorem 1.2 in Section 1, the factors P1 and P2 are computed. According
to the notations of Section 1:
P2(x, y) = y2 + h32(x)y + h
3
1(x)
with:
h32 = −
3x7 − 12x6 + 16x5 − 29x4 + 42x3 + 21x2 − 25x− 25
x (4x5 − 11x4 + 6x3 − 33x2 + 38x+ 65)
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h31 = −1/2
x6 − 11x5 + 30x4 − 39x3 + 74x2 − 55x− 75
x (4x5 − 11x4 + 6x3 − 33x2 + 38x+ 65)
and
P1(x, y) = y − 4x
8 − 21x7 + 41x6 − 71x5 + 129x4 − 57x3 − 107x2 + 50x+ 50
x (4x5 − 11x4 + 6x3 − 33x2 + 38x+ 65) .
6. Integration of Rational Functions
One of the applications of the algorithm presented in Section 3 is the integration of
rational functions whose denominator contains a parameter, since most of the algorithms
solving this problem require the denominator’s squarefree decomposition. The problem
is to determine ∫
N(y)
P (x, y)
dy
with degy(N) < degy(P ), where x is a parameter taking real values.
Note that the numerator and denominator have to both be relatively prime for applying
any algorithm solving this problem, hence, given a polynomial D such that D(x) = 0, if
gcd(Resultanty(N,P ), D) = 1,
then the numerator N and denominator P are relatively prime, otherwise there is another
polynomial H(x) = gcd(Resultanty(N,P ), D) such that if H(x) 6= 0 then N and P are
relatively prime and if H(x) = 0, then N and P are not relatively prime and this implies
to perform a Euclidean division before applying the algorithm to compute the primitive.
At the end of this section an example is shown, but, first, two well-known algorithms
for the integration of rational functions in R(y) are briefly described (see, for example,
Bronstein, 1997).
6.1. Hermite reduction (quadratic version)
This algorithm reduces the problem to the integration of a fraction whose denomi-
nator is squarefree. Let f(y) = N/P be a rational function, with P no squarefree and
gcd(N,P ) = 1. Let P = P1P 22 . . . P
m
m be the denominator’s squarefree decomposition,
V = Pm and U = P/V m = P1P 22 . . . P
m−1
m−1 . Since gcd(UV
′, V ) = 1, the extended Eu-
clidean algorithm is used to find B and C such that
N
1−m = BUV
′ + CV
with deg(B) < deg(V ). Then the following equality holds (Hermite reduction-quadratic
version): ∫
N
UV m
dy =
B
V m−1
+
∫
(1−m)C − UB′
UV m−1
dy.
and so the integrand is reduced to one with a smaller power of V in the denominator.
This process is repeated until the denominator of the integrand is squarefree.
6.2. Lazard–Rioboo–Trager algorithm
Following the Hermite reduction, the Lazard–Rioboo–Trager algorithm is considered
for the integration of fractions whose denominator is squarefree.
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Theorem 6.1. Let N(y) and P (y) be polynomials in R[y] with gcd(N,P ) = 1, deg(N) <
deg(P ) and P squarefree. Let S(t) be the following polynomial
S(t) = Resultanty(N(y)− tP ′(y), P (y)) ∈ R[t]
with squarefree decomposition
S(t) = c
∏
i∈I
[Si(t)]i
and
Gi(y, t) = Sresi(P (y), N(y)− tP ′(y)) ∈ R[t].
Then ∫
N(y)
P (y)
dy =
∑
i∈I
∑
{β/Si(β)=0}
β ln(Gi(y, β)).
In the previous theorem, Sresi denotes the Subresultant polynomial of index i as-
sociated to two polynomials whose concrete definition can be found, for example, in
Gonzalez-Vega et al. (1990) and Loos (1982).
6.3. example
Applying the Hermite reduction and Theorem 6.1 with our algorithm for the squarefree
decomposition, next the following primitive is computed:∫
dy
y5 − x(x− 1)y4 + 2xy3 − 2xy2 + x(x− 1)y − 1
where x is a parameter taking only real values.
Depending on the value of x ∈ R, there are three different squarefree decompositions
of P (x, y) (see Section 5 for the description of the different decompositions):
(1) x ∈ R such that D(x) = −3x8 + 8x7 + · · ·−50x2 + 25 6= 0 =⇒ P (x, y) is squarefree,
(2) x ∈ R such that D3,4,5(x) = 3x2 − 5x− 5 = 0 =⇒ P (x, y) = P1(x, y)P 33 (x, y), and
(3) x ∈ R such thatD3,5(x) = x4−2x3+3x2−10x+5 = 0 =⇒ P (x, y) = P1(x, y)P 22 (x, y).
Next, the primitive is computed for every case.
6.3.1. P (x, y) squarefree.
Applying Theorem 6.1, let S(x, t) be the following polynomial:
S(x, t) = Resultanty(1− tP ′y, P ) = c0t5 + c1t4 + c2t3 + c3t2 + c4t+ c5.
Since c0(x) = −bez(P, P (1)), degt(S(t)) = 5. Next the squarefree decomposition of S(x, t)
is computed with t as the main variable. Since the squarefree part of bez(S, S(1)) is
equal to D0(x)s(x) and D0(x) 6= 0 (because P (x, y) is squarefree), there are two possible
different squarefree decompositions of S(x, t) and thus two different results for the integral
depending on the real values of x:
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• if x ∈ R and s(x) 6= 0 then S(x, t) is squarefree and:∫
dy
P (x, y)
=
5∑
i=1
βi ln(G1(y, βi))
where β1, β2, β3, β4 and β5 are the different complex roots of S(t), and G1(y, t) =
Sres1(P (x, y), 1− tP ′y(x, y)).• if x ∈ R and s(x) = 0 then S(x, t) = S1(x, t)S2(x, t)2 with deg(S1(x, t)) = 3 and
deg(S2(x, t)) = 1 and thus∫
dy
P (x, y)
=
3∑
i=1
βi ln(G1(y, βi)) + β4 ln(G2(y, β4))
where β1, β2, β3 are the simple roots of S(t), β4 the double one and
G1(x, y, t) = Sres1(P (x, y), 1− tP ′y(x, y)),
G2(x, y, t) = Sres2(P (x, y), 1− tP ′y(x, y)).
6.3.2. x ∈ R such that D3,4,5(x) = 0 (=⇒ P (x, y) = P1(x, y)P 33 (x, y)).
In order to simplify the computations, both factors P1 and P3 are reduced modulo
D3,4,5(x).
P1(x, y) = y2 − 23yx+
4
3
y + 1, P3(x, y) = y − 1.
Applying the Hermite reduction, we have:∫
dy
P (x, y)
=
B
P 23
+
B∗
P3
+
∫ −C∗ −B∗′P1
P1P3
dy
where
B = −1
6
− 1
20
x, C =
1
6
y +
1
3
− 1
20
x+
1
20
yx,
B∗ =
37
180
+
23
180
y +
1
60
x+
1
12
yx, C∗ = −37
90
y − 23
180
y2 − 1
30
yx− 1
12
y2x− 83
180
+
7
60
x.
Next, the integral ∫ −C∗ −B∗′P1
P1P3
dy
is computed by applying Theorem 6.1.
First S(x, t) is computed:
S(x, t) = Resultanty(−C∗ −B∗′P1 − t(P1P3)′, P1P3)
=
(−24400
2187
− 880
2187
x
)
t3 +
(
4
27
+
1
270
x
)
t+
77
1080
+
13
450
x.
Since gcd(bez(S, S(1)), D3,4,5(x)) = 1, S(x, t) is squarefree and the integral is equal to:∫ −C∗ −B∗′P1
P1P3
dy = β1 ln(G1(y, β1)) + β2 ln(G1(y, β2)) + β3 ln(G1(y, β3))
where β1, β2 and β3 are the roots of S(x, t) and
G1(y, t) = Sres1(P1P3,−C∗ −B∗′P1 − t(P1P3)′) = 23180y +
1
3
t+ · · · − 3
10
txy − 1
15
x.
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Finally, ∫
dy
P (x, y)
=
B
P 23
+
B∗
P3
+
3∑
i=1
βi ln(G1(y, βi)).
6.3.3. x ∈ R such that D3,5(x) = 0 (=⇒ P (x, y) = P1(x, y)P 22 (x, y)).
In order to simplify the computations, both factors P1 and P2 are reduced modulo
D3,5(x).
P1(x, y) = y − 1, P2(x, y) = y2 + y
(
1
2
x− 1
2
x2 +
1
2
)
+ 1.
Applying the Hermite reduction, we have:∫
dy
P (x, y)
=
B
P2
+
∫ −C −B′P1
P1P2
dy
where
B =
1
12
− 1
4
y +
1
60
x+
1
60
x2 − 1
30
yx+
1
30
x3 − 1
30
x2y +
1
60
yx3,
C = −5
6
− 7
60
x+
1
2
y − 7
60
x2 +
1
15
yx+
1
60
x3 +
1
15
x2y − 1
30
yx3.
Next, the integral ∫ −C −B′P1
P1P2
dy
is computed by applying Theorem 6.1. First S(x, t) is computed:
S(x, t) = Resultanty(−C −B′P1 − t(P1P2)′, P1P2) = −40t3 + · · ·+ 772700x
3 +
47
900
x2.
Since gcd(bez(S, S(1)), D3,5(x)) = 1, S(x, t) is squarefree and the integral is equal to:∫ −C −B′P1
P1P2
dy = β1 ln(G1(y, β1)) + β2 ln(G1(y, β2)) + β3 ln(G1(y, β3))
where β1, β2 and β3 are the three simple roots of S(x, t) and
G1(y, t) = Sres1(P1P2,−C −B′P1 − t(P1P2)′) = 13180y +
1
60
x2y + · · · − 1
30
x2.
Finally ∫
dy
P (x, y)
=
B
P2
+
3∑
i=1
βi ln(G1(y, βi)).
Remark. Apart from the squarefree decomposition of the denominator note that, in
each application of Lazard’s algorithm, the squarefree decomposition of the resultant
S(x, t) has to also be computed with x a parameter taking, in this case, real values,
i.e. the real roots of the polynomials prescribing the squarefree decomposition of the
denominator.
Remark. Computer Algebra systems, such as Maple or Mathematica, return, automat-
ically, only one solution of this primitive, just when x takes real values for which P (x, y)
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is squarefree. The primitive computed with Maple or Mathematica has, as denominators,
the polynomials D3,4,5 and D3,5.
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