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Abst rac t - - In  this paper, two theorems for the convergence of a modified Newton method in par- 
allel circular iteration are given. The convergent condition of single-step method's circular iteration 
is relaxed compared with the classical theorem in the same field, while tim one of the first proposed 
double-step method of the five-order is obtained accurately ms well. @ 2005 Elsevier Ltd. All rights 
reserved. 
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1. INTRODUCTION 
Newton method, 
z (k+l) = z (k) f (z(k)) k = O, 1 , . . . ,  (1.1) 
f '  (z(a)) ' 
is a classical method for finding zeros of f(z), where f(z) is a monic polynomial of degree n 
(n > 1) with complex coefficients. The well-known iteration (1.1) is of order 2 if the zero is 
simple. Other higher-order iteration which can be applied to find simultaneously all zeros of f(z) 
is constructed as follows, 
z(k+l) _(k) 1 (1.2) i ~ "5i -- f' (z}k)) / f (z}k)) --j~ii / (z}k) -- z}k)  " 
In fact, the iteration (1.2) is the parallel iteration proposed by Ehrlich [1] and its order of 
convergence is 3. 
Furthermore, a circular iteration corresponding to (1.2) can be formed as follows, 
Z}k+l) ~- Z}k) -- I 
j¢i 
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We call (1.3) modified Newton method in parallel circular iteration. In (1.3), designate 
_(k) 
as disks in complex plane C with center z} k) and radius r[ k)~ , where z}k)= mid Z} k) and r} k) = 
rad Z} k). For i = 1 and i = 2, we have the following expressions with the operation rule of 
circular arithmetic, 
[Z1;TI] :J:: [Z2;~2] : [Z 1 :]::: Z2;T 1 FT2] ,  
[ 2:1; 7"1] . [Z2; 7"2] = [ZlZ2; I~, I~  + Iz~l r l  @ ~'1r2] , 
1 1 
[~; ~ - I~l ~ _ f f  [~; r~], 
[z~; ~]  [z~; ~]' 
where 0 ~ [z2; r2], 22 is designated as conjugate complex of z2. 
On the basis of the above, Gargantini [2] studied the convergence of (1.3) and obtained a result 
as follows. 
THEOREM 1.1. Suppose that the initial disks Z} °) (i : 1, 2 , . . . ,  n) include the roots ~.~ (i - -  
1, 2, . . .  , n) of polynomial equation f (z)  = 0, where ~i is a simple zero, let 
If  
j _(k) r(k) r!k) O(k) r (k) _(k) k) k) _(~) p(k) = minp{j , = max - (1.4) 
[J i j  = Z} - -  Z - -  r j  ~ i# j  1<i</ z ~ [9(k ) " 
6 (n -  1) 0 (°) <_ 1, (1.5) 
the parallel disk iteration (1.8) is convergent, 
z} ~) ~, 
k=0 
and 
i 1 ,2, . . .  ,n, 
k 0, 1 , . . . ,  (1.7) 
• z}  k) = ~,  i = 1, 2 , . . .  ,~. 
k=0 
In this paper, we intend to obtain a weaker convergent initial condition of parallel circular 
iteration with the modified Newton method, and provide a more concise method of proof. 
and 
[]3 
0 (k-F1) < 6(n - -  1) 0 (k)  , 
~k+,)  < 3(~ - 1) [,.(k)]3 
- [p(0)]~ 
Wang and Zheng [3] has given a better convergent condition of (1.3). In comparison with (1.5), 
the condition is weaker. The following theorem is a result from [3]. 
TIIEOREM 1.2. Suppose that the initial disks Z[ °), Z~°), . . . ,  Z (°) include the roots ~1, ~2,. . . ,  ~n 
=(k) p(k) r(k) and 0 (k) of polynomial equation f (z)  = 0, respectively, where ~i is a sirnple zero, Pid , 
are described by (1.4). If 
1)o( °~ < 1, (1.6) 
the sequences {Z~k))~=0 (i = 1 , . . . ,  n) generated  by (1.3) satisfy 
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THEOREM 1.3. Suppose that the initial disks 7(°) 7(°) Z (°) include the roots ( i ,  ~2, ., ~ ~I  ~ ~2 , . . . ,  n . .  
^(k) p(k) r(k) and 0 (k) of polynomial equation f (z )  = O, respectively, where ~ is a simple zero, Pij , , , 
are described by (1.4). I f  
v / (a+hs) (n -1)0  ( ° )<1,  s 2k0, /coCNo, (i.8) 
where~ 
4 
6o = 
V/~-  1 ) -1 '  
4 
= k = 0, 1, 2, 
(~k+l {(3 + 6k) (n - 1) - 1' " ' "  
the sequences ~ ~(k)~o~ (i = 1, n) yieMed from (1.3) satisfy t~ i  J k=O " " ' 
0 ('~*1) <(3+6~)(n -1) [O(k ) ]  a, k=O,1 , . . . ,  
and 
(1.9) 
(i.io) 
lZ}  k) = ~, i = 1,2, . . .  ,Tz. 
k=0 
Further, we will put forward a double-step circular iteration corresponding to (1.3) as follows 
y,(k) = z}k) _ 1 
j# i  - - \  ' 
Z(k+l) (k) 1 i=  l , . . . ,n ,  k=O,  1 , . . . ,  
i Z ~ - -  
j¢ i  - -  \ 
(i.II) 
and obtain following results. 
THEOREM 1.4. Suppose that the initial disks Z~ °), Z~°), . . . ,  Z, (°) include the roots (1, (2 , . . . ,  (n 
_(k) p(k), r(k), (n _> 5) of polynomial equation f (z )  0 respectively, where ~i is a simple zero, Pij , 
and 0 (k) are described by (1.4). I f  
0(0) < 1 (1.12) 
- 2 ~ '  
the sequences {Z}k)}~= o (i = 1 , . . . ,  n) obtained from (1.11) satisfy 
0 (k+l )  < 16(n-  1) 2 [0(k)] 5 , k 0, 1 , . . . ,  (1.13) 
and 
(x3 
N z} = 
k=0 
i=  1 ,2 , . . . ,n .  
2. FOUR LEMMAS 
LEMMA 2.1. Let 0 C [0, 1/X/(3 + 5~)(n - 1)], then 
1 -0 -3(n -1)  02- (n -1)03  >0.  
PROOF.  Let 
F(O)=l -O-3(n -1)0  2 - (n -1 )0  :~, 
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we find F(0) 1 and 
1 )= I -  
F X/( 3 + 6s) (~-  i) 
1 1 
- 3 (n  - -  1)  
V/(3 + 6s) (n - 1) (3 4- 6,) (n -- 1) 
1 
- (~  - I) 
(3 4- 6.9) (n - I) V/(3 4- 6 , ) (n  - 1) 
1 3 
~/(3 4- 5,) (n - 1) (3 4- 6,) 
1 
>0. 
(3 4- 6,) V/(3 4- 5,) (n - 1) 
Differentiate F(O) to obtain 
F ' (0 )=-1 -6(n -1)0 -a (n -1)0  2 
and 
F (2)(0) =-6(n -1)  6 (n - I )0<0,  
therefore, when 0 E [0, 1/x/(3 + 6,)(n - 1)], we have 
v(o) > o. 
LEMMA 2.2. Let 0 C [0, 1/X/(3 4- 6,)(n - 1)], then 
1-0 -2(n -1)  02- (n -1)0  a - -  
3+ 5, 
>0.  
PROOF. Let 
we have 
and 
G (0) 1 - 0 -  2 (n -  1) 0 2 - (n -  1) 0 a - - -  
1 2 +5~ 
C(0) = 1 3+< 3+6~ >0 
3+5~'  
1 ) 1 1 
G 
x / (3+a, ) (n -1 )  = 1 -  x / (34-6s ) (n -1)  2 (n - l )  (3 4 -Ss ) (n -1)  
1 1 
- (n - I) 
(3 + 5s) (~ - 1) v / (3  + <) (,~ - ~) 3 + < 
1 3 
- - l - -  
X/(3 4- 6s) (n - I) (3 + 6,) 
1 
>0. 
(3 4- 5s) X/(3 + 6,)(n - 1) 
Differentiate G(O) to get 
G'(O):-[1+4(n-1)O+3(n-1)02], 
C(~) (0) : - [4 (~ - 1) + 6 (,~ - 1) O] < O, 
so we obtain 
when 0 C [0,1/V/(3 + 6~)(n 1)]. 
G (0) > 0, 
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LEMMA 2.3. Let 0 < 0 < 1 / (2v#~-  1), n _> 5, then 
H(0) :  [2 (n - l )  a -4 (n -1)  ~]07+ [6 (n -1 )3  - 4 (n -1 )  2106 + 3 (n -1 )2  05 
+ [ (n - l )  2+4(n-1) ]  04 -4(n -1)0  2-0+I 
>0.  
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PROOF. Let 0 = t /V~-  1 and t E [0, 1/2], then 
2 4 (6 - - -  
H(O) H(~- - - - - -~)= (x /n_1  (n_ l i -  nx/~Z~_l)tT+ 
4),4 + ~ t  + 1+ -4 t  2 t+ l .  
n -1  
4)t° 
n- -1  
(2.1) 
Let 1/v/~ - 1 = x, then x E (0, 1/2] since for n > 5, and (2.1) can be written as 
H(0)  =h(x)  =h(x , t )  = (2x -4x  a) t 7+ (6 -4x  2) t 6+3xt  5+ (1+4x 2) t 4 -4 t  2 -x t+ l .  
We find that h(0 +) = 6t 6 + t 4 - 4t 2 + 1 > 0, h(1/2) = (1/2)(t 7 H- 10t 6 H- 3t 5 -+- 4t 4 - 8t 2 - t H- 2) > 0 
for t E (0, 1/2], x E [0, 1/2], and 
h' (z) = ax 2 -4- bx + c, 
where, a = -12t  7 < 0, b = 8t 4 - 8t 6, c = 2t 7 + 3t 5 - t. Then 
b 2 - 4ac = t 8 (98t a + 208t 4 - 128t 2 - 48) < 0, 
for t E [0, 1/2]. Thus h'(x) < 0 and H(O) = h(x) > 0 from h(0 +) > 0 and h(1/2) > 0. 
The proof of Lemma 2.3 is complete. 
By the same means, we can prove the following result. 
LEMMA 2.4. Let 0 < 0 < 1/(2, /~ - 1), n _> 5, then 
J (0)  = [2 (n -1)  3 -4 (n -1)  2 ] 07+ [4(n -1)  3 -4 (n -1)  2 ] 06+3(n-1)205 
+ [2(n -1)2+4(n-1) ]  04-  (n -1 )02-O+ 1--6 
>0.  
3. PROOF OF  THEOREM 1 .3  
_(k) r' ; r (k+l) Now, designate r := r (k), ri := Q , := r (k+l), and r~ := i , then Zi = [zi;ri], Z~ = 
/ .  I [zi, r~], and let 
. . . .  . . zj f (zi) . zi - Zj z~ - ~ + - - , (3.1) 
then rewrite (1.3) as 
1 
Z; = z~ - ~ .  (3.2) 
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On the basis of circular arithmetic, we know ~hat 
mid (z,  1 1 -{j z~-Zj) = 
I ~ - 2.j 
_ 2 Zl --  ~j  I z i  z j l  2 --  r j  
I~ - ~1 ~ - ~~ - (e~ - ea) (~ ~j)  
2 Iz~ - ~j l  = - ~ ,  - (e~ - e j )  (~  z j  + z j  - ~) 
2 
2 
IZi - -  Z j l  7"j - -  r j  < 
rj 
( I z~ - z j l  - ~j )B 
7" <--  
- -  p2 
O 
P 
and 
1 
rad 77-  {j 
1 ~_  r 3 _ r r 0 
~ - z j )  I~  - ~Jl ~ _ ~.j~ p(p+ 2,-)  - < --p~ - - -~ '  
Now, rewrite Wi = [x~; ai], then 
1 ( i  
Ix.~t = ~ + mid E zi - ~j 
j#i 
1 mid ( 1 >-Iz{ -{~ ~ ~z~-{j 
1 0 
_> - -  - - (n - 1 )  
r i  p 
1 0 
_> - - - (n  - 1 )  
r p 
1 0 (n - I) 
Op p 
1) 
zi Zj 
and 
1 
a i=rad~ z i -~ j  1 ) < (n_  1)_0 z~ Zj p' 
At the same time, we obtain the following expressions from (3.2), 
! a i  
2 ~ r i  ]xi]  2 - -  a i 
2g i! 
Z i ~ Z i 
2"  12gil 2 - -  a i 
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So t we get 
therefore, 
r< 
T i  __ 
(,,~- l)(o/p) 
[1 / r  - (n  - 1 ) (O/p) ]  2 - [ (n  - 1 ) (O/p) ]  2 
(n  - 1) 02r  
[1 (n 1) 02] 2 --  [(n -- 1) 02] 2 
(n - 1) 02r 
1-2(n -1)02 '  
(n - 1) 02r 
1 - 2 (n - 1) 02. 
On the other hand, if i, j (i ¢ j )  are chosen such that  
(3.3) 
p nlinDi j = Iz{ -- zjl -- rj 
and from 
P =Pi j  = I z i - -  zj[ - - r j  
= I z{ - ~ + ~ - ~ + z: - ~ + z~ - ~j + ~j - ~Jl - "J 
<_ I~ - ~1 + I~ - 41 + I z; - z;. I + I zJ - ~Jl + I~J - zj l  - ~j 
- I~-  ~{1+ I~- 41+ (Iz~- zG[-~D) + ~ +1~ -,~jl+ I~j -~j l -~j 
r ~ "r _L r r 4- Prij Jr- r} 4- r j  Jr- r j  -- r j  
<_ r + 3 /+ / 
we obta in 
From (3.3) and (3.4), we have 
that  is, 
or  
pr>p_r_3 / .  
0r=__r' < (n - -1 )  027"/ (1- -  2 (n - -1)  02 ) 
/ - p - r - 3< 
(n -  1) 02r/(1 - 2 (n -  1) 02 ) < 
p-  r -  3 (n -  1) 02r/(1 - 2 (n -  1) 0 z) 
(n -  1) 020/(1  - 2 (n -  1) 02 ) 
1- -  0 -- 3(n - -1)  020/ (1- -  2 (n 1)02 ) 
(n  -- 1) 03 
1 -- 0 - -  2 (n - -  1) 02 -- (n - -  1) 03, 
(n  -- 1) 02 
0 '< l _O_  2 (n_1)  O2_(n_1)030 
0r _< (3+~s)  (n 1)03 1 
(3 + 6,)[1 -- 0 -- 2 (n -- 1) 02 -- (n -- 1) 03] . 
First, if 0 < 0 < 1 /v / (3  + 6,)(n - 1), we get 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
0<0 r 
by (3.6) when proving the following inequality, 
(n - l )02  <1-0 -2(n -1 )  02 - (n -1 )03  
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or  
i -0 -3 (n - I )0  2- (n -1)  0 a >0.  
In fact, (3.8) is the result of lemma 2.1 . 
Second, if 0 < 0 < 1/1/(3 + 5s)(n 1), we obtain 
0 '< (3+6~)(n -1)0  3 
by (3.7) when proving the following inequality, 
1< (3+a, )  [1 - -0 - -2 (n -1)  0 2 - (n -1 )O a] 
or  
1 - 0 -  2 (n -  1) 0 2 - (n -  1) 0 a 1 
3+5s  
In fact, (3.9) is the result of Lemma 2.2. 
Further, we get that ~7(k)x°~ (i = 1, ,n) is convergent and 
[ ~ i  J k = O  " " " 
- - ->0.  
k=O 
i= l ,2 , . . . ,n .  
4.  PROOF OF  T H E O R E M  1 .4  
Now, we deal with the double-step circular iteration. 
The first iteration of (1.11) can be written as 
1 
Yi  ~ z i - - -  
Denote Yi = [yi; bi]. On the basis of circular arithmetic, we know that 
mid (z i  _1 {J 
1)_<0 
zi Zj p 
and 
rad(  1 1Zj )<_# 
zi - ~j zi p 
Rewrite Wi = [xd ai], we have 
Ixil (1  
= +midE 7 i -~ j  
1 0 
> - - - (n  - I) 
r p 
zi l&) 
and 
=rad 
0 
< (n 1 ) - .  
P 
(3.s) 
(3.9) 
(4.1) 
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At the same time, we obtain the following expressions front (4.1) 
a i  bi 
Ix~l 2 - a~ 2: 
Yi = zi 2" 
Ix~l ~ - a~ 
So, we get 
(,~ 1) (o/p) 
b~ < 
[ l / r  - (~  - 1 ) (0 /p ) ]  2 - [ ( ,~  - 1 ) (0 /p ) ]  ~ 
(n - 1) OUr 
[1 - (n -  1) 02] 2 - [ (n -  1) 02] 2 
(n -- 1) 02r 
1 -- 2 (n-- 1) 02" 
Now, designate W[ = f ' ( z i ) / f ( z i )  - ~ j# i  1/ (z i  - Y j )  and W" = [ti; ci], then 
(1 1) 
w [ -  ~ + ~  - - . 
- . z~ ~j z i  Y j  
We have 
mid ( 1 1 ) zi 1 7+i-~j b~ 
~+-~5 ~ - ~  = - -~ J  I z~ i~ l  ~:- 
12 2 Iz~ - yj  - bj - (s ,  - Oj) (z~ - ~j )  
12 2 Iz~ - yj - vj - (e, - 9j) (z~ - yj + y, - ~)  
z 
(~  - 90) (Yj - ~j) + b~ 
z 
- - - 
[z~ - y j lb j  + b~ < 
_ _ (1~ ~ul bj)(Iz~ YJ 
bj 
(Iz~ - Yy l -  by) 2 
0 ! 
p' 
arid 
rad ( 1 
zi - ~j 
1 ~ _ bj 
=~-5) I=~-yjl 2-b~ 
< ba 
- ( I z~-y j l -by)  2 
O' 
p/ 
(4.2) 
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1 (1  
Iql = zi - g------~ + mid E zi - gj 
1 
>-Iz~ ~1 . ~ i -~ j  
1 0' 
r,~ P' (n 1) 
1 O' 
--> r P' (n I) 
1) 
zi Y5 
1) 
zi Yj 
and 
1 1 ) _< (n -- 1) 0' 
c i - - radE  77/_~j zi -Yj  p~" 
j#i 
The second iteration of (1.11) can be written as 
1 
Z~=zi -~,  
SO 
Since for 
' = tad ' 7" i Z i 
ci 
itll 2 2 
- -C  i 
< (~  - z)(0'/p') 
- [1 / r  - (n  - 1)(O'/p')] 2 - [(n - 1)(O'/p')] 2"  
]zi-yj] -b j  = Iz~-zy +zj -~  +~a -Y j l -by  
>_ Iz~ -z ,L -  Izj -~ J l -  I¢J -y , I -b J  
> ]zi--zjl --rj -b j  -by > Pij - 2by, 
we have 
0 t bj 
- -  z 
P' ( l~-y j l -b j )  ~ 
< bj 
(p~j - 2bj ) 2 
r (n -  1) 02 / (1 -  2 (n -  1) 02 ) < 
- (p -2r (n - l )  O2/ ( l -2 (n - l )02) )  2 
(n -  1) 03 / (1  - 2 (n -  1)  02 ) < 
- p (1 - 2 (~ - 1) 03 / (1  - 2 (n  - 1) 02) )5  
A 
p (1 - 2A) 2' 
where A = (n -  1)03/(1 - 2(n 1)02). 
(4.3) 
(4.4) 
(4.5) 
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Then, we get from (4.4) and (4.5) as fonows 
- i)(ova 
[1/r - (n - I)(O'/p')] 2 - [(n - i)(O'/p')] 2 
(n- 1)(O'/p') 
(1/r 2) - (n - 1) (2 / r ) (O ' /p ' )  
(n -1 )A / (p ( l -  2A) e) 
r0 (n -1) (A / ( l -gA)  2) 
1 20(n -1) (A / (1 -2A)  2)  
rB  
1 - 2B '  
,<  
r i _ 
where B : 0(n - 1)(A/(1 2A)2). 
Therefore, 
or  
r ! 
p' 
T l 
< 
-- p - - r - -3 r '  
rB /1  - 2B  
p - -  r -- 3 rB / (1  -- 2B) 
: 0 B~ (I - 2B) 
1 - O-  30B/ (1  - 2B) 
B 
-0  
1 - 0 - 2B  - BO 
0 '_<16(n-1)  2 05 B 
16 (n -  1) 2 04 (1 - 0 -  2t? - t70) '  
Finally, we can get the following results. 
(1) If 0 < 0 < 1 / (2x /~-  1), n > 5, we have 
0 /<0 
by (4.6) when proving the following inequality, 
B 
1 - 0 - 2B  - BO 
or  
<1 
H(O) :  [2 (n -1)3 -4(n -1)2]O 7 +[6(n -1)3 -4(n -1)2]O 6 
+3(n-1)  2 05+ [ (n - l )  2+4(n-1)104-4(n -1)02-0+1 
>0.  
From Lemma 2.3, we know that (4.9) holds and 0' < 0. 
(2) If 0 < 0 < 1 / (2V 'n -  1), n _> 5, we have 
0 '< 16(n -1)  2 05 
(4.6) 
(4 .7 )  
(4.8) 
(4.9/ 
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by (4.7) when proving the following inequality, 
B < 16( f t -  1) 2 04(1--0--  2B-B0)  (4.1o) 
or 
J(O)= [2(n-1)3-4(n-1)2]O 7+[4(n-1)3-4(n-1)2]O s 
+3(n-1)  2 05+ [2(n -1)  2+4(n-  1)] 04 -  (n - -1 )O 2-0+ 16 
> 0, 
(4.11) 
by Lemma 2.4, we find (4.11) holds and 0' < (n - 1)205. 
(3) We get that {Z}k)}~_0 (i 1 . . . .  ,n) is convergent and 
oo  
k=O 
i :  1 ,2 , . . . ,n ,  
from (2). 
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