Abstract We construct efficient quadratures for the integration of polynomials over irregular convex polygons and polyhedrons based on moment fitting equations. The quadrature construction scheme involves the integration of monomial basis functions, which is performed using homogeneous quadratures with minimal number of integration points, and the solution of a small linear system of equations. The construction of homogeneous quadratures is based on Lasserre's method for the integration of homogeneous functions over convex polytopes. We also construct quadratures for the integration of discontinuous functions without the need to partition the domain into triangles or tetrahedrons. Several examples in two and three dimensions are presented that demonstrate the accuracy and versatility of the proposed method.
Green's theorem [23] [24] [25] [26] [27] [28] , or using Euler's theorem in case of homogeneous functions [17, 18] . A method is presented in Reference [19] for the efficient integration of powers of linear forms over simplexes in very high dimensions.
In this paper, we use moment fitting equations to construct quadrature rules for the integration of polynomials on irregular convex polygons and polyhedra. The moment fitting technique is independent of the shape of the domain or type of the basis functions, and enables one to construct integration rules with desirable properties, such as interiority of points and symmetry. These properties are enforced through adding appropriate constraints to the moment equations. In Reference [29] , moment fitting was used together with the node elimination algorithm [30] , to construct and optimize quadratures for the integration of polynomials over arbitrary polygons. The moment equations contain the integration of the basis functions (polynomials of total degree up to d) over the domain. These integrations were performed algebraically in Reference [29] . Although algebraic integration of polynomials is straightforward in two dimensions, it is not generally a well-posed problem in three dimensions, and therefore extending the technique of Reference [29] to three dimensions is unwieldy. It bears mention that for monomials one can use divergence theorem to transform the surface integrals to line integrals [8] , which can be handled efficiently. In three dimensions, successive application of the divergence theorem results in line integrals over the edges of the polyhedron [9, 26, 28 ]. Lasserre's method [17, 18] , which is a technique for the integration of homogeneous functions on convex polygons and polyhedra based on Euler's theorem, transforms the integration of a homogeneous function on a convex polygon to line integrations over its edges. Similarly, one can apply the technique twice for the integration over a convex polyhedron and transform the volume integrals into line integrals. Lasserre's formula has advantages over the divergence theorem: calculation of the normals to the boundary and projections on the plane are not required and the integrand remains unchanged. The basis functions of the moment fitting equations are monomials with respect to the spatial coordinates, which makes Lasserre's method ideal for their integration.
The structure of this paper is as follows. Lasserre's method for the integration of homogeneous functions is explained and the main theorems are presented in Section 2.1. A method for constructing quadratures for the integration of homogeneous functions based on Lasserre's method is presented in Section 2.2. These homogeneous quadratures are used throughout the paper for the integration of the basis functions. In Section 2.3, we propose a technique for the integration of a linear combination of homogeneous functions, when the function is not known explicitly, based on Lasserre's method and the solution of a small system of linear equations. We describe the algorithm for the construction of quadratures for irregular convex polygons in Section 3, followed by several examples. In Section 4, we consider the integration of functions with strong and weak discontinuities and demonstrate the applicability of the method through a few examples. We extend the quadrature construction scheme to three dimensions in Section 5, both for polynomial functions and discontinuous functions. We integrate a cubic polynomial on a convex polyhedron and present two practical examples that arise in crack-modeling using the X-FEM. The main findings of this study are summarized and some concluding remarks are made in Section 6.
Lasserre's method for integration of homogeneous functions

Lasserre's method
Lasserre presented a method for the integration of positively homogeneous functions over convex polytopes [17, 18] . Integration in Ω ⊂ R n is reduced to a number of weighted integrations over the (n − 1)-dimensional faces of Ω,
i.e., Ω i ⊂ R n−1 for i = 1, 2, . . . , m, through the application of Euler's theorem. The weights of the integrations are functions of the geometry of Ω and the degree of homogeneity. The integrations in (n − 1) dimensions can be done using standard integration schemes in an efficient way. Under certain circumstances the reduction of the integrations to even lower dimensions is also possible. Let f : R n → R be a real continuous positively homogeneous function of degree q, f (λx) = λ q f (x) for all λ > 0 and x ∈ R n . Moreover, assume that the domain of integration Ω ⊂ R n is a convex polytope, which is described as {x ∈ R n : Ax ≤ b}, with A a real m×n matrix and b a real vector of length m. Also, let Ω i be the (n−1)-dimensional face of Ω : Ω i = {x ∈ R n : Ax ≤ b, A i x = b i } is determined by the hyperplane A i x = b i with A i being the ith row of A. The face Ω i is contained in the (n − 1)-dimensional variety 1 H i and the algebraic distance from the point 
where f is a continuously differentiable function and < · , · > denotes the inner product of vectors. Remark: Throughout this paper, we will interchangeably use the tensor representation of coordinates
, and the Cartesian representation {x, y, z}.
Theorem 1 (Integration of homogeneous functions) Assume that f is continuously differentiable, Vn(Ω) = 0, and for all i = 1, . . . , m, V n−1 (Ω i ) = 0. Then
where dµ is the Lebesgue measure on the (n − 1)-dimensional affine variety H i that contains Ω i (dµ = A i dx) and o is the origin. Vn and V n−1 denote the n-and (n − 1)-dimensional volume, respectively.
Theorem 2 (Further reduction of integration of homogeneous functions) Let f be twice continuously differentiable and for all i = 1, . . . , m, either Ω i = ∅ or V n−1 (Ω i ) = 0. Also, assume that for every j = 1, . . . , m, j = i,
where
and H ij is the affine variety that contains Ω ij . For example, in two dimensions with Ω being a polygon, Ω i is the ith edge and Ω ij is the vertex of the polygon connecting edges i and j. In three dimensions, Ω i is the ith face of the polytope and Ω ij is the line segment at the intersection of faces i and j. dν is the Lebesgue measure on the (n − 2)-dimensional affine variety H ij ⊂ H i , and x 0 ∈ H i is a fixed point that can be selected arbitrarily.
In Section 2.2, we construct quadrature rules based on Theorem 1 with the quadrature points on the faces of the integration region. The resulting quadratures are suitable for the integration of homogeneous functions. In two dimensions, the faces of the region are line segments. Hence, these quadratures reduce the area integration to line integrations. The integration can be further reduced to function evaluation at polygonal vertices using Theorem 2. However, this is avoided since optimal one-dimensional Gauss quadrature rules are available. In three dimensions, we use the above theorems to reduce the volume integrals to line integrals and then apply one-dimensional Gauss quadrature rules.
Quadratures for homogeneous functions
Theorem 1 can be used to construct quadrature rules for the integration of homogeneous functions over the integration region Ω with all the integration points located on the faces of the region Ω i . Assume thatQ i is a nsp i -point quadrature over Ω i with the integration points and weights {x a i ,w a i } nspi a=1 and define the operation ofQ i on a function f as:
Now, obtain the modified quadrature Q i with points and weights {x a i , w a i } nspi a=1 using:
The combination of the quadrature rules Q = {Q i } m i=1 constructed over the m faces of Ω, is a quadrature, with nsp = P m i=1 nsp i integration points on the faces of the domain, that can integrate q-homogeneous functions over the integration region:
We will refer to such quadratures as homogeneous quadratures throughout this paper, since they can only be used to integrate homogeneous functions. For example, in a two-dimensional setting, with Ω being a convex m-gon and Ω i denoting the ith edge of the polygon, one can obtainQ i -a standard Gauss quadrature rule over the interval [−1, 1] is mapped to the line-segment Ω i and the weights of the quadrature are multiplied by the length of the ith edge of the polygon divided by two. 
The approximation sign in (4) and (6) pertains to the approximation error of the quadraturesQ i , and no further approximation is introduced in the construction. In other words, beginning with quadratures that are exact for the integration of f over the faces of the region, for example a Gauss quadrature rule for polynomial f , one can obtain an exact quadrature via (6) . The application of homogeneous quadratures is illustrated through the following two examples.
Example 1: Homogeneous quadrature over bi-unit square
We would like to construct a homogeneous quadrature for the integration of monomials up to order 5 on the biunit square [−1, 1] 2 . In one dimension, a 3-point Gauss quadrature can integrate polynomials up to order 5 exactly.
We take the 3-point Gauss quadrature with the coordinates ξ = {−0.774596669241483, 0, 0.774596669241483} and weights w = {0.555555555555556, 0.888888888888889, 0.555555555555556} and map it to the edges of the square. Also, the weights of the quadrature are modified according to (5) (see Table 1 and Figure 1b for the positions and weights of the quadrature). Let us call this quadrature Q . In Table 1 , we use Q to integrate a few (homogeneous) bivariate monomials and present the error of integration-as expected, all integrations are exact to within machine precision. We use similar quadratures in Section 3 and Section 4 to integrate the basis functions in our quadrature construction scheme. in Figure 2b . The aim is to integrate f (r) = 1/r α over the regular hexagon, with r being the distance from the origin.
The function 1/r α is homogeneous with degree of homogeneity −α. Since the domain of integration contains the origin, the integrand is weakly singular, and domain integration using standard quadratures over the triangle requires many integration points to obtain the desired accuracy. To calculate the reference solution, we use the generalized Duffy transformation [31] after partitioning the hexagon into 6 triangles by connecting the origin to the vertices of the hexagon. We increase nsp so that the result approaches the reference value-the efficiency of the method for f (r) = 1/ √ r and f (r) = 1/r is demonstrated in Figure 2c . The above technique for finding Q is straightforward and provides flexibility when the integrand is homogeneous. For example, in the node elimination algorithm [29, 30, 32] , the basis functions can be selected as monomials that are homogeneous functions (see Section 3). However, when the integrand is a linear combination of homogeneous functions, each of the terms must be known explicitly so that they can be integrated separately. This limitation renders the homogeneous quadratures impractical for finite-element or boundary-element methods, where the integrands are known implicitly and can only be evaluated at given points. To clarify this issue, let g(x) = P j g j (x), with g j being q j -homogeneous. The following integral is valid:
where Q is the quadrature obtained through (5) . If each g j (x) is not known explicitly, then the value of the integral in (7) can not be computed. In the next section, a solution is devised for this problem.
Application of Lasserre's method for the integration of a linear combination of homogeneous functions
Lasserre's method of integration is an elegant technique for the integration over convex regions. However, the technique and the corresponding quadrature rules (see Section 2.2) are limited to homogeneous functions. In the case of a linear combination of homogeneous functions, additional information is required to apply the method: each of the terms in the sum must be known explicitly and integration is performed for each term individually. In this section, we use the homogeneous quadratures for the integration of a linear combination of homogeneous functions without knowing or evaluating each one of them separately. Assume that Q is a homogeneous quadrature that can integrate a class of functions Φ over the region Ω ⊂ R n using (6) . Also assume that g(x) can be written as the sum of m homogeneous functions:
Note that g i can be the summation of a group of q i -homogeneous functions (can contain more than one term). We also assume that g is well-defined everywhere in R n and can be evaluated even outside the region Ω. One can use (7) to integrate g over the domain, provided that
are known individually. Here we assume that g can only be evaluated at certain points (quadrature points) and the functions g i are not given; nor do we wish to approximate g explicitly with a few homogeneous functions.
According to the definition of homogeneity, and by writing the integration of a sum as the sum of integrals, the following is valid:
Also, the operation of Q on g can be simplified as:
where (6) was used in the derivation of the last term. By exploiting the homogeneity of g i , one can write:
The term on left-hand-side of (10) can be evaluated by manipulating the positions of the integration points of Q:
are the integration points and weights of Q. Consider a new quadrature Q λ whose points and weights are defined as {x
. Then, one can write:
We arrive at the final equation by substituting (11) into (10) and replacing the integrals R Ω g i dx with I i :
Equation (12) has m unknowns
, and holds for any given λ > 0. It is straightforward to transform (12) into a linear system of equations by selecting m values for λ and evaluating the left-hand-side for each of them, as follows:
Once (13) is solved and the unknowns I i are found, the integration of g follows as
The square matrix of coefficients in (13) depends on the degree of homogeneity of g i and the m assumed values for λ i , and the left-hand-side contains the operation of nsp-point quadratures Q λi on the function g-no evaluation of g i is required.
The quadrature construction algorithm in Section 2.2 is applied only once: when Q is created, Q λi are obtained through the modification of the points of Q.
Example
Consider the numerical integration of g(x, y) = 1 + x 2 + y 2 − 2y 3 over the unit square Ω = [0, 1] 2 . g contains homogeneous functions g 1 = 1, g 2 = x 2 +y 2 and g 3 = −2y 3 , with the degrees of homogeneity of 0, 2 and 3, respectively.
For the sake of illustration, we select the degrees of homogeneity to be q 1 = 0, q 2 = 1, q 3 = 2, q 4 = 3, and assume λ 1 = 1/4, λ 2 = 1/2, λ 3 = 3/4 and λ 4 = 1. Using the above algorithm, we obtain: I 1 = 1.000000000000000, I 2 = 0.000000000000003, I 3 = 0.666666666666662, I 4 = −0.499999999999998}, and I = P 4 i=1 I i = 1.166666666666667, which agrees with the exact integration of g over the domain. Notice that I 2 = 3 × 10 −15 is consistent with the fact that there is no term in g with degree of homogeneity of 1.
3 Algorithm for the construction of quadratures on irregular convex polygons
Moment fitting equations
A standard and well-known method for the construction of quadrature rules is the moment fitting equation [33] [34] [35] in which a quadrature is constructed for a class of basis functions over a fixed domain and a given weight function by solving the moment equation:
where ω is the weight function, and
is the set of the basis functions defined over the domain of integration Ω. The points of the quadrature and the corresponding weights,
, are the unknowns that may be solved for algebraically or numerically so that the m moment equations are satisfied. The resulting quadrature is exact (within the tolerance of the solution method) for the integration of the basis functions. The minimum number of integration points that can satisfy (14) is a classical problem of numerical analysis which has no solution yet [30] . Each integration point in n-dimensions, contributes n + 1 unknowns (degrees of freedom): n unknowns for its coordinate components and one for the weight. It can be seen that m/(n + 1) can serve as an estimate for the number of points required to integrate m basis functions in n dimensions.
Wandzura and Xiao [36] and Xiao and Gimbutas [30] applied Newton's least squares method to numerically solve (14) for the construction of high-order quadrature rules over the triangle, the square and the cube and then proposed the node elimination algorithm-one of the integration points was removed and (14) was solved again to get a quadrature with one fewer integration point. This procedure was continued until convergence of Newton's method could not be achieved anymore. Mousavi et al. [29] employed the node elimination algorithm to build symmetric quadratures for regular n-gons with n = 5, 6, 7 and 8. They also showed that the method is not restricted to regular domains-moderate degree close-to-minimal quadrature rules were produced over arbitrary convex and concave polygons. Node elimination algorithm was also used for the integration of discontinuous functions by replacing the weight function with a step function [32] . A nice feature of the node elimination algorithm is that the Newton iterations are only for the optimization of the quadrature rule and the output of each iteration is a solution of (14) by construction. One can stop the iterations as soon as the acquired quadrature is deemed suitable. In this paper, we fix the positions of the integration points over an irregular polygon and find the corresponding weights by solving (14) . On knowing the locations of the integration points a priori, (14) turns into a linear system of m moment equations and n unknown weights. In general, the matrix of coefficients A ji = φ j (x i ) can be non-square and we solve it in a least squares sense, that is, a solution with the minimum norm is sought. Solutions with some zeros are more desirable, because they imply fewer number of integration points.
Construction of a quadrature by moment fitting involves a one time calculation of the left-hand-side (lhs) of (14) that can be done algebraically (the integration boundaries are piecewise analytical curves) or numerically, using standard integration schemes such as Gauss quadrature rules. Divergence theorem can also be applied to convert the domain integrals into boundary integrals that can be carried out in a more straightforward manner [8, 9] . In two dimensions, when the goal is to produce a quadrature for the integration of polynomials of order d or lower, the set of basis functions Φ includes all bivariate monomials up to order d,
Note that P d contains homogeneous functions and the method described in Section 2 can be applied to calculate lhs. Moreover, Φ can take on the form of any other set of basis functions that are linearly independent and cover the space of polynomials up to order d. For example, one may start with the monomials P d and orthogonalize them for the given weight function over the integration region via a Gram-Schmidt procedure [29, 30] . It bears mention that the integration of the orthogonal polynomials can be done using integration of homogeneous functions, of course with some extra steps.
Description of the algorithm and examples
In this section, we explain the algorithm for the construction of quadrature rules with polynomial-precision on irregular convex polygons. Consider the quadrilateral shown in Figure 3a . We will construct a quintic quadrature using the moment fitting equations to illustrate the algorithm. The basis functions in (14) consist of bivariate monomials x i y j , i + j ≤ 5 (21 basis functions), with the weight function ω set to unity. Therefore, we need a quadrature that can integrate polynomials of total order up to 5 to calculate the lhs. In one dimension, for example along the polygon edges, a 3-point Gauss quadrature rule is sufficient for the integration of polynomials up to order 5. Following the description provided in Section 2.2, a quadrature rule with 12 points is created with all the points lying along the edges (see Figure 3b ). This rule can integrate the basis functions using (6) and is then adopted to calculate the lhs of (14) . Having 21 equations to satisfy in (14) , it is reasonable to expect at least 21 unknowns-there should be at least 21 integration points. For the locations of the integration points, we find the centroid of the polygon and connect it to the vertices and the middle of the edges and then pick 3 points over each of them (Figure 3c ). After solving the moment equations using a least squares fitting, 21 non-zero weights are obtained, corresponding to 21 integration points: this is a quadrature rule that can integrate polynomials of total order up to 5 over the polygon (see Figure 3d) . The positions of the integration points can be selected differently: for example, as a combination of the polygonal vertices using a barycentric coordinate with random coefficients (Figure 3e ). In Figure 3f , a mesh-grid over the box containing the quadrilateral is constructed and the points that fall inside the domain are used as the integration points. The three quadratures shown in Figures 3d to 3f , have 21 points and integrate polynomials of order 5 over the quadrangle. We calculate the relative norm of the quadrature error (called relative error from now on) as
where, Φ is the set of numf basis functions and I(Φ) and Q(Φ) are vectors of length numf with I i = R Ω φ i dx and 
Quadratures for discontinuous functions
In many applications of numerical methods, the integrand may contain a discontinuity over the domain of integration. For example, such is the case in partition-of-unity methods like the extended finite element method for modeling cracks [15] and material interfaces [16] . Two different types of discontinuity exist in these applications: weak discontinuity, where the derivative of a continuous function is discontinuous, e.g., |x|; and strong discontinuity, where the function itself is discontinuous, e.g., the generalized Heaviside function. A technique will be presented in the following sections to construct quadratures for handling strong and weak discontinuities. For some of the existing methods for integrating discontinuous functions, see References [32, [37] [38] [39] .
Strong discontinuities
In this section, we construct efficient quadrature rules that can integrate discontinuous functions without partitioning the domain. For this purpose, similar to Reference [32] , we solve the moment equations (14) over the entire domain after replacing the weight function with a discontinuous function. The difference between our method and the technique presented in Reference [32] is two-fold: (1) we evaluate the lhs of (14) using homogeneous quadratures presented in this paper, which results in fast and efficient evaluation of the integrals; and (2) we fix the locations of the integration points and solve a linear system of equations to obtain the corresponding weights. The number of integration points numx is proportional to the number of basis functions numf present in the moment equations (numx ∝ numf ), and is not affected by the shape of the domain or the configuration of the discontinuity. A node elimination algorithm can still be applied to the final quadrature to reduce the number of integration points (in this case, one will have numx ∝ numf /(n + 1) in R n ), with the additional cost of optimization iterations. We will skip this step in the quadrature construction scheme presented here. The algorithm for the construction of a discontinuous quadrature is similar to the one presented in Section 3.2 for polynomials, except that the weight function is set to the generalized Heaviside function and the lhs of (14) is evaluated differently. We explain this step through an illustrative example. Consider an irregular convex polygon with the discontinuity shown in Figure 5a . The generalized Heaviside function assumes a value of +1 above the discontinuity (in Ω + ) and −1 below the discontinuity (in Ω − ). We intend to create a discontinuous quadrature Q d
over Ω = Ω + ∪ Ω − so that
where f ∈ P d is any bivariate polynomial of total order up to d. Therefore, the basis functions include all bivariate monomials up to order d, i.e., the set of numf = (d + 1)(d + 2)/2 functions {x i y j , i + j ≤ d}. To calculate the lhs of (14), we construct two homogeneous quadrature rules according to Section 2.2: Q Ω + over Ω + and Q Ω − over Ω − (see Figures 5b and 5c , respectively). The specific combination of these quadratures Q Ω ± = {x i , w i , x j , −w j } with {x i , w i } being the points and weights of Q Ω + and {x j , w j }, the points and weights of Q Ω − , is used to evaluate lhs of (14) when the weight function ω(x) is set to H(x). Once the lhs is calculated, the rest of the steps in the quadrature construction is similar to those for the integration of polynomials. See Figures 5d and 5e for the final quadrature when the integration points are selected randomly and over a uniform grid, respectively. In this example, we construct a third-order quadrature rule with the points and weights given in Table 2 . Also, we calculate the integration of bivariate monomials multiplied by the generalized Heaviside function and compare the results with the exact ones in Table 2 -all the relative errors are of order 10 −14 or smaller. Note that the first four functions in Table 2 belong to the set of basis functions used for the construction of the quadrature, and the last one is a non-homogeneous polynomial times the generalized Heaviside function. Since the homogeneous quadratures are only applicable to convex domains, it follows that Ω + and Ω − must also be convex so that Q Ω + and Q Ω − can be constructed. When the discontinuity has a single kink inside the integration region (see Figure 6 ), for example, when a crack kinks inside a finite element, calculating the lhs through the homogeneous quadratures is always possible, provided that the element (Ω) is convex. The reason is that depending on the configuration of the discontinuity, one of the subregions above or below the crack remains convex and one can write the integration over the concave subregion as the difference between the integration over the entire region and the convex subregion:
Therefore, the only added computation is to determine whether Ω − or Ω + is convex; then the lhs is calculated using two homogeneous quadratures, one over Ω and the other one over the convex subregion.
We show a few examples of quadrature rules for the integration of discontinuous functions in Figure 7 . 
Weak discontinuities
In case of a weak discontinuity, the integrand takes on the form of two different polynomials on either side of the interface. For this reason, two quadratures are constructed: one for each side (similar to the method in Reference [39] ). The resulting quadratures are exact and the total number of integration points over the cut element depends on the order of the quadrature, not on the shape of the element or the geometry of the interface, i.e., numx ∝ 2 × numf for numf = (d + 1)(d + 2)/2 when d is the polynomial order of the quadrature. We present a simple illustrative example to show how quadratures over polygons can be used to integrate weakly discontinuous functions. Consider the domain Ω = (−1, 1) × (−1, 1) with the two subregions Ω 1 and Ω 2 shown in Figure 8a . Ω 2 is a circle with the radius R, centered at the origin, and Ω 1 = Ω\Ω 2 . The aim is to integrate a function f (x) over Ω with f = f 1 over Ω 1 and f = f 2 over Ω 2 . Figures 8b and 8c , respectively, show a surface and a contour plot of f over the domain. To perform the integration, we divide the domain into numel × numel square divisions, similar to the finite element discretization. If an element is entirely inside Ω 1 or Ω 2 , a Gauss quadrature rule is used to integrate the corresponding function. For the elements that are cut by the interface, the circular cut is approximated with numseg linear segments (see Figures 8d and 8e ) and two quadratures are constructed for the two subregions. First, the quadrature over the convex subregion is constructed. The lhs for the concave subregion is calculated by integrating over Ω and subtracting the contribution from the convex subregion, using the quadrature of the convex subregion. The exact integration can be performed algebraically. It should be noted that the error is caused by approximating a circle with linear segments (or equivalently, Ω 2 is approximated with an n-gon), and the numerical integration over the partitions is exact within machine precision. The convergence curves of the relative error of integration are shown in Figure 8f for numel = {10, 20, 40, 80, 160} and numseg = {2, 4, 6}. Sample quadrature points for a 20 × 20 mesh with numseg = 4 is shown in Figures 8h and 8i when the subregions are partitioned into triangles and on using our integration scheme with random distribution of points, respectively. The rate of convergence in all cases is close to 2, which is consistent with the relative error of approximating the area of a circle with n-gons, as n is increased:
n (see analytical relative error in Figure 8g) . In Figure 8g , we replace the circle with an n-gon and construct a quadrature over the n-gon. The filled squares in this figure pertain to the relative error in calculating the area of the circle using our quadratures (numerical relative error). To decrease the modeling error, the interface can be represented using higher-order curves as in Reference [40] . and (e) discontinuous quadrature with the points over a uniform grid. Fig. 6 Kink discontinuity. 
Extension to convex polyhedra
In this paper, the main component of the quadrature construction scheme is the integration of the basis functions. We consider bivariate or trivariate monomials as the basis functions, and positions of the integration points can be selected randomly using barycentric coordinates. In two dimensions, we apply Theorem 1 to break the area-integrals into sum of line-integrals over the boundary of the region that can be carried out efficiently. However, in three dimensions the situation is more complicated since now the boundary is comprised of a few surfaces (we assume planar facets, i.e., convex polygons in three dimensions). Boundary integrations can be performed by subdividing them into triangles or by constructing quadratures over polygons, but neither of them is appealing due to the in- Fig. 8 Integration of weakly discontinuous functions. (a) domain of integration; (b) surface plot of the integrand; (c) contour plot of the integrand; (d) sample discretization of the domain and discontinuity; (e) dividing the cut element into two regions using a piecewise linear approximation of the discontinuity; (f) relative error of the integration; (g) relative error for calculating the area of the circle by approximating it by n-gons and using our quadratures; (h) integration points by partitioning the cut elements into triangles; and (i) integration points using our quadratures.
creased complexity. To overcome this difficulty, we use Theorem 2 and reduce the surface integrals over the faces of the polyhedron to one-dimensional integrals over the edges of the polyhedron (see (3)). Note that (3) contains the integration of the gradient of the basis functions over the faces of the domain. These integrations are circumvented by recursion without any added computational cost: the gradient of a monomial of total degree p is another monomial of total degree p − 1, which is also included in our basis functions. For example, for the monomials up to order 2, {1, x, y, z, x 2 , xy, xz, y 2 , yz, z 2 }, one starts the integration of the basis functions from the lowest order: φ = 1 with a zero gradient. Then the gradient of the linear terms x, y, z, is a constant and its integration over the boundary is available. The gradient of the second order terms are linear terms, and so on. With this approach, the surface integrals are suppressed and the volume integrals are performed using only line integrals. The following algorithm explains the method for the integration of trivariate monomials over an irregular convex polyhedron.
Algorithm (Integration of trivariate monomials over an irregular convex polyhedron) Input: Highest order of monomials d, domain of integration Ω with the faces
Output: Integration of the monomials of total order up to d over the domain lhs
φ j be the jth monomial. Number of basis functions is numf = (d + 1)(d + 2)(d + 3)/6. 2. Form the connectivity matrix C and the coefficient matrix F with the size numf × 3 so that ∂φ j /∂x i = F ji φ Cji (no summation implied) and
≡ {x, y, z}. 3. Calculate the matrix B with the size numf × m using (3) so that B ji = R Ωi φ j dµ. Lower rows of B, which pertain to higher orders of the monomials, are calculated using the higher rows that correspond to lower degrees of the monomials. 4. On computing the integral of all the monomials over the faces of the domain (B), use (2) to find lhs.
Remark Forming the matrices C and F is trivial and is only based on how the set of basis functions Φ is ordered. These matrices are only used to keep track of the gradients of the basis functions (express them in terms of the lower-order monomials). For example, the following shows the matrices F and C for the set of basis functions Φ = {1, x, y, z, x 2 , xy, xz, y 2 , yz, z 2 }: 
It is easy to verify that the equality ∂φ j /∂x i = F ji φ Cji holds for j = 1, 2, . . . , 10 and i = 1, 2, 3. For example, for j = 8 and i = 2 one has: φ j = y 2 , F ji = 2, C ji = 3, φ Cji = y and hence the equality ∂y 2 /∂y = 2y.
Remark The surface integration of the monomials in (3) is avoided through the following manipulation:
where x 0k is the kth coordinate component of the point x 0 . 
Numerical examples
Irregular heptahedron: unit cube minus a tetrahedron
As the first example, we construct a third-order quadrature (total order of the polynomials to be integrated exactly is 3) over the domain shown in Figure 9 . The integration region is a unit cube minus a tetrahedron constructed over one of the vertices of the cube. The region can be defined using 10 vertices and 7 faces with their coordinates and connectivity given in Table 3 . There are 20 monomials in the basis function set of polynomials up to order 3. These monomials are integrated with 576 basis function evaluations. Note that the basis functions are trivariate monomials and their evaluation at a given point is inexpensive. The final quadrature has 20 integration points as expected. See Table 4 for the positions and weights of the points. For the exact integration (to assess the accuracy of our quadrature), we integrate the monomials algebraically over the unit cube and then subtract the contribution of the tetrahedron. Quadrature rules for exact integration of polynomials over tetrahedrons are available in the literature (for example, see References [41] [42] [43] ). The relative error of the produced quadrature is of order 10 −15 . The relative error of integration of a few trivariate monomials are also presented in Table 4 : the quadrature is almost-exact for monomials with total order 3 or lower.
Due to absence of a quadrature for the integration over general convex polyhedra, one can subdivide it into tetrahedrons and then use quadratures over partitions for the numerical integration. In the case of the present example, the integration region can be divided into 16 tetrahedrons, and by using the 5-point cubic quadrature of Reference [42] , one obtains 80 integration points over the entire region. Furthermore, when partitioning is used, the number of integration points depends on the shape of the domain and connectivity of the faces in addition to the polynomial order of the quadrature, whereas in our algorithm, the number of integration points is proportional to the order of the quadrature, regardless of the shape of the domain.
Irregular polyhedron with many faces
To show the flexibility of the quadrature construction algorithm, we apply it to a more complicated domain. Consider the convex irregular polyhedron 2 shown in Figure 10 with 18 vertices and 19 faces given in Table 5 . The algorithm for the construction of the polyhedron is described in Yip et al. [44] . We construct a cubic quadrature over the domain and present the weights and positions of the integration points in Table 6 -the resulting quadrature has 20 integration points and integrates all polynomials up to order 3 over the region (see the integration errors in Table 6 ). Similar to the previous example, for the calculation of the exact integrals, the domain is partitioned into tetrahedrons (32 tetrahedrons) and 5-point tetrahedral quadratures are employed. The total number of basis function evaluation for the construction of the quadrature is 1152.
Three-dimensional discontinuous quadrature
Next, we construct a discontinuous quadrature over a tetrahedral element with a kinked discontinuity. The coordinates of the vertices are (0, 0, 3), (1, 0, 0), (1, 1, 2) and (0, 1, 0) and the kinked discontinuity is contained in the two planes: z = 2.1 and y + z = 2.6 (see Figure 11 for the geometry of the domain and configuration of the discontinuity). To the best of the authors' knowledge no such quadrature is available in the literature due to the complexity of the domain of integration, and the only way to integrate the discontinuous functions over the domain is by splitting it into partitions over which quadratures are available. Knowing that the whole element (tetrahedron) and at least one of the divisions are convex, one can use our algorithm to integrate the basis functions. We use the generalized Heaviside function as the weight of the quadrature, which is equal to +1 in the top part and −1 in the bottom part. A cubic-order quadrature with 20 integration points is constructed over the prescribed cut element (see (14) and (16) for the construction and application of the quadrature). The positions and weights of the discontinuous quadrature and the error of integration for a few functions are given in Table 7 . The relative norm of the quadrature error is of order 10 −15 . The exact integration, for assessing the accuracy of the constructed quadrature, is performed using (17) : the top division is prescribed in terms of the tetrahedron minus the bottom division which is partitioned into tetrahedrons (a) (b) (c) Fig. 11 A tetrahedron with a kinked discontinuity. (a) the geometry of the tetrahedron; and (b) and (c) configuration of the kinked discontinuity with a faceted plot and a wire plot, respectively.
for the sake of integration, and a 5-point quadrature over the tetrahedrons is used (13 tetrahedrons). The number of basis function evaluations for the quadrature construction is 576.
Concluding remarks
We presented a technique for the integration of polynomials over irregular convex polygons and polyhedrons. While the position of the quadrature points were predetermined, moment equations were solved in order to obtain the corresponding weights. We chose the number of integration points to be greater than the number of equations, and then solved the moment equations in a least-squares sense to obtain the sparsest solution. With this technique, one has the freedom to select the integration points at desired locations. The number of integration points in the produced quadrature is proportional to the polynomial order of the quadrature, and is not affected by the geometry of the integration domain. In contrast to our approach, the number of integration points in the quadratures obtained through partitioning of the domain depends on the shape of the polytope in addition to the polynomial degree. Table 7 Positions and weights of a discontinuous quadrature of total order 3 over the tetrahedral region with a kinked discontinuity. The distribution of the points is random.
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For discontinuous functions and for subregions that are concave (e.g., due to a kinked discontinuity), the number of conformal subregions can grow and partitioning also becomes more challenging. Furthermore, adopting our quadrature scheme becomes favorable when the computation of the integrand is cost-intensive or when there is a need for the quadrature to be used repeatedly.
The added cost of our quadrature construction scheme is to calculate the integral of monomials over the domain, which was done using Lasserre's method-surface and volume integrals were reduced to line integrals using Euler's homogeneous function theorem, and then Gauss quadrature rule over the interval was employed. The resulting quadratures are almost-exact and can be used in the finite element method with irregular convex polygonal and polyhedral elements, as well as in the extended finite element method for weak discontinuities. In case of a strong discontinuity, we incorporated the generalized Heaviside function, which is a discontinuous function, as the weight in the moment equations-the resulting quadrature can integrate discontinuous functions (polynomials times the Heaviside function) over the cut polygonal/polyhedral element without partitioning it. The discontinuous quadrature can also be used over cut elements when there is a kink, provided that at least one of the regions remains convex. Several numerical examples were presented that demonstrated the application of the method for practical problems. Our algorithm permits accurate numerical integration of polynomials on irregular convex polygons and polyhedrons, and also alleviates the need to partition the elements for applications in the extended finite elements with cracks and material interfaces.
