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ABSTRACT
Mean square error (MSE) has been the preferred choice as
loss function in the current deep neural network (DNN) based
speech separation techniques. In this paper, we propose a
new cost function with the aim of optimizing the extended
short time objective intelligibility (ESTOI) measure. We fo-
cus on applications where low algorithmic latency (≤ 10 ms)
is important. We use long short-term memory networks
(LSTM) and evaluate our proposed approach on four sets of
two-speaker mixtures from extended Danish hearing in noise
(HINT) dataset. We show that the proposed loss function can
offer improved or at par objective intelligibility (in terms of
ESTOI) compared to an MSE optimized baseline while re-
sulting in lower objective separation performance (in terms of
the source to distortion ratio (SDR)). We then proceed to pro-
pose an approach where the network is first initialized with
weights optimized for MSE criterion and then trained with
the proposed ESTOI loss criterion. This approach mitigates
some of the losses in objective separation performance while
preserving the gains in objective intelligibility.
Index Terms— Deep neural networks, Speech separa-
tion, Speech intelligibility, Low latency.
1. INTRODUCTION
Monaural speech separation is the problem of separating a
target speech signal from an acoustic mixture consisting of
other highly non-stationary signals, e.g., competing speech
signals. Traditionally, model based approaches like hidden
Markov models (e.g., in [1] ) and non-negative matrix fac-
torization (e.g., in [2, 3]) have been used to address it. In
recent years, however, purely data driven discriminative ap-
proaches like deep neural networks (DNNs) (e.g., in [4, 5])
have achieved great success.
In this paper, we focus on objective intelligibility perfor-
mance of DNN-based speech separation. Moreover, our ap-
proach concerns with maintaining a low algorithmic process-
ing latency (e.g., in [6, 7, 8]) which is particularly critical for
The authors wish to thank CSC-IT Centre of Science Ltd., Finland, for
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applications like hearing aids [9] and cochlear implants [10].
Notably for hearing aids, according to Agnew et al. [11], de-
lays as low as 3 to 5 ms were found to be noticeable and any-
thing longer than 10 ms was deemed objectionable to hearing
impaired listeners due to potential comb filter coloration or
echo from the combination of direct and delayed sound in
open hearing aid fittings.
DNN-based speech separation approaches have generally
been using the traditional mean square error (MSE) loss func-
tion (e.g., in [4, 12]) between the predicted and target spec-
trum or time-frequency masks. MSE loss is intuitively sub
optimal in the sense that it treats all frequency components
of the signal equally which deviates from what has been sug-
gested from the studies of human auditory system [13]. Hence
it makes sense to use perceptually motivated cost functions
instead. There have been some attempts towards this goal
in the context of speech separation/enhancement. For exam-
ple, an altered version of traditional MSE was used in [14], a
weighted MSE approach based on absolute threshold of hear-
ing and masking properties of human auditory system was
employed in [15], and a cost function inspired from short-
time objective intelligibility (STOI) [16] measure was used in
[17]. Another notable work comparing different cost func-
tions, e.g., Kullback-Leibler divergence, Itakura-Saito diver-
gence, and, MSE, was reported in [18].
We propose a cost function based on the extended short
time objective intelligibility (ESTOI) metric [19]. ESTOI
extends the widely used short time objective intelligibility
(STOI) metric [16] and is postulated to be a better predictor of
subjective intelligibility when the interfering signal is modu-
lated [19], e.g., competing speech, and hence is better suited
as an optimization objective for our purpose. We optimize for
ESTOI using a sequence based loss using a long short-term
memory network unlike [17] where feedforward DNNs were
used for STOI optimization. Moreover, we use a single net-
work which jointly optimizes for all one-third octave bands
unlike [17] where multiple networks were used.
In direct optimization with ESTOI loss, we report an im-
provement of 0.03 (p < 0.05, Wilcoxon signed-rank test )
averaged over four speaker pairs in terms of ESTOI metric as
compared to a baseline DNN trained on MSE cost. We also
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Fig. 1: The proposed DNN scheme with objective function incorporating extended short time objective intelligibility (ESTOI) measure. Loss
calculation corresponding source 2 is identical to the one shown for source 1.
observe that this optimization degrades the separation perfor-
mance in terms of source to distortion ratio (SDR) [20] on
an average by 0.6 dB. We then propose a pretraining strat-
egy where the DNN is first trained with MSE as objective
and continue the training after model convergence (in terms
of validation MSE) with the ESTOI loss. The proposed ap-
proach mitigates the degradation in SDR to an average of 0.2
dB while offering a better or at par objective intelligibility
performance compared to the baseline.
2. PROPOSED COST FUNCTION
In this paper we propose a sequence based loss that approx-
imates the calculation of ESTOI estimator. The magnitude
spectrogram of the mixture, Z(t, f), is computed, f and t
being frequency and time indices, respectively, and fed to an
LSTM. Each sequence consists of T successive STFT frames.
The proposed loss is computed between estimated and target
spectra of the two sources. Both STOI and ESTOI measures
utilize one-third octave band processing to mimic frequency
selectivity of cochlear processing in human ear. Moreover,
ESTOI measure is computed on short time analysis segments
of 384 ms in order to include temporal modulation frequen-
cies which are critical for speech intelligibility [21]. We keep
these design choices consistent in our cost calculation with
the only difference from the original ESTOI computation be-
ing the inclusion of frequency range up to 8 kHz. For the
sake of simplicity we explain loss calculation between the es-
timated spectrum, X(f, t) and target spectrum Y (f, t) corre-
sponding to one source only and the process is identical for
the second source. It entails the following steps:
1. Band decomposition: Y (f, t) is processed to give one-
third octave band decomposed version Y oct(j, t) as,
Y oct(j, t) =
√√√√√f=f2(j)∑
f=f1(j)
|Y (f, t)|2, j = 1, .., J, (1)
where f1(j) and f2(j) denote the frequency bound-
aries of jth one-third octave band. J is the number
of one-third octave bands. Similarly, Xoct(j, t) is one-
third octave band decomposed version obtained from
X(f, t).
2. Time segmentation: Now Y oct(j, t) (and Xoct(j, t)) is
segmented into T −N + 1 time-segments, where T is
the number of STFT frames in Y oct, N is ESTOI con-
text window for the calculation of intermediate intelli-
gibility measures. Hence mth time-segment for Y oct is
a J ×N matrix given by,
Ŷ octm =
Y
oct(1,m−N + 1) · · · Y oct(1,m)
...
...
...
Y oct(J,m−N + 1) · · · Y oct(J,m)
 .
Similarly, X̂octm is the m
th time segment corresponding
to band decomposed spectrogram Xoct for intermedi-
ate ESTOI calculation.
3. Normalization: Each of the above segments is then
mean and variance normalized first along the rows
(temporal normalization) such that each row of result-
ing matrix is zero mean and unit norm. It is followed
by normalization along columns (spectral normaliza-
tion) yielding a matrix Y˜ octm =
[
y˜1,m · · · y˜N,m
]
, each
column of which is a unit norm and zero mean vector.
4. Dot product and averaging: The intermediate intelligi-
bility index corresponding to time segmentm is simply
the dot product of columns of Y˜ octm and X˜
oct
m given by,
dm =
1
N
N∑
n=1
x˜>n,my˜n,m . (2)
Where > denotes the transpose operation. The ESTOI
metric corresponding to the sequence is then calcu-
lated by averaging the M intermediate measures, i.e.
dfinal =
1
M
∑
m dm. The cost aims to maximize this
metric which can be achieved by minimizing negative
of the ESTOI metric for the sequence, i.e, minimizing
−dfinal.
For simplicity, Figure 1 depicts the process of computation
of the loss function for source 1 only. Similar loss calcula-
tion is done for source 2 and final loss is mean of the two
losses. All the operations described above are differentiable.
Libraries Keras [22] and Theano [23] are used for training
which performs automatic differentiation and gradient back-
propagation.
We consider a long short-term memory network (LSTM)
[24] as the baseline DNN topology. There are three cases un-
der investigation here: a) MSE objective, we will denote it
as MSE-DNN, b) The proposed ESTOI objective, we will de-
note it as ESTOI-DNN, and, c) Training with the proposed ob-
jective but instead of training from the scratch we use weights
from the first case as initial weights, we will denote it as
MSE-ESTOI-DNN. Please see 4.4 for the discussion on the
motivation for Case c.
3. IMPLICIT TIME-FREQUENCY MASKING
In this work, we use masking based source separation paradigm
(e.g., used in [4, 25, 26]) where a DNN is used to predict a
time-frequency mask corresponding to a target speaker. The
ESTOI computation however is done for estimated and ref-
erence source spectra. We adopt an implicit mask prediction
scheme in the sense that DNN is being optimized to output
mask such that when mask is applied element-wise to the
mixture, the resulting source spectrum minimizes the loss
calculated in the spectrum domain. A similar scheme was
used in [4], and in [27] in the form of skip filtering connec-
tions. The predicted spectrum for the target source 1, X(f, t)
gets computed from predicted mask Mdnn(f, t) as,
X(f, t) =Mdnn(f, t) Z(f, t), (3)
where  denotes the Hadamard product. The mask corre-
sponding to the other speaker is defined to be 1−Mdnn(f, t)
and hence the corresponding predicted spectrum is,
X2(f, t) = (1−Mdnn(f, t)) Z(f, t). (4)
We incorporate above two masking operations as a determin-
istic layer at the network output and jointly estimate the out-
put spectra corresponding to the two sources similar to [4].
This also enforces the condition of the sum of two masks be-
ing equal to 1.
4. EVALUATION
This section describes the acoustic material used in the ex-
periments, metrics used to evaluate the separation and intel-
ligibility performance of the proposed system and finally the
results obtained.
4.1. Acoustic Material and data generation
The Danish hearing in noise test (HINT) dataset is used for
experiments reported in this paper. It is an extended version
of Danish HINT dataset [28] and consists of three male and
three female speakers. Each speaker has 13 lists, each con-
sisting of 20 five word sentences of natural speech. The native
sampling rate is 44.1 kHz which is downsampled to 16 kHz
before processing. Four speaker pairs: F1 and F2, F2 and F3,
M1 and F1; and M1 and M2, are used for the evaluation. A
separate network is trained for each of these. Eight lists are
used (L6 to L13) for training, two lists (L4, L5) for validation,
and two lists (L1, L2) for testing. Total duration of audio for
training and validation is approximately 7 minutes.
STFT spectra are used as DNN input features with anal-
ysis window of 128 samples (8 ms) and 50 % frame over-
lap, resulting in 8 ms algorithmic latency. For generating the
training data, all available audio signals are concatenated in
the time domain corresponding to each speaker. STFT fea-
tures are then extracted. As the available training material
is quite low, a data augmentation scheme is used to increase
the amount of training data. It involves circularly offsetting
one speaker spectrogram with respect to the other and adding
them to generate mixture spectrogram. Note that the sum-
mation here is in complex domain. In this work, we use 30
shifts of temporal length n× Ts30 , where n = 1, .., 30 and Ts is
the number of STFT frames in the longer of the two training
spectrograms. It effectively increases the amount of training
data by a factor of 30 to around 2.6 hours.
4.2. Metrics
BSS-EVAL toolbox [20] is used for objective evaluation of
separation performance and ESTOI metric was used for eval-
uation of speech intelligibility. For the former, we report
SDRs. Source to interference ratio (SIR) and source to ar-
tifact ratio (SAR) are also reported for completeness. In addi-
tion, we also report STOI values as well as it is more widely
reported being an older measure.
4.3. Experimental design
The design choices for ESTOI computation in the proposed
loss function are kept inline with the standard ESTOI compu-
tation, i.e., ESTOI context for intermediate correlation mea-
sures dm is 384 ms and the centre frequency of lowest one-
third octave band is set at 150 Hz. The frequency range used
however is up to 8 kHz. The LSTM network uses three hidden
layers, each having 512 hidden neurons and a time-distributed
feedforward dense layer as the output. The sequence length
used here is 256 STFT frames (1.02s) to have enough time
context for several intermediate ESTOI calculation segments.
LSTM cells used in the recurrent layers here are standard as
described in [29]. The Adam optimizer is used with default
parameters as recommended in [30]. A patience value of 30
epochs is used which means the training is stopped when the
Fig. 2: Comparison of ESTOI metric values for the three DNN configurations: MSE-DNN, ESTOI-DNN, and, MSE-ESTOI-DNN, corre-
sponding to the four evaluation speaker pairs.
error on validation data does not got down for 30 consecutive
epochs. For audio processing and feature extraction Librosa
[31] library is used. The experiments are conducted for five
initialization seeds and averaged to get the final results re-
ported here.
4.4. Results
For the evaluation, list L1 for first speaker of the pair and
list L2 for the second speaker are used. Each list consists of
20 sentences and hence we have 400 test mixtures for each
speaker pair. The Table 1 shows the mean objective evalua-
tion metrics for the four speaker pairs. Moreover, Figure 2
depicts the violin plots of ESTOI values for the four speaker
pairs which shows the distribution of metric values in addi-
tion to the embedded boxplot with median and interquartile
range. With ESTOI-DNN, an average improvement of 0.03
in terms of ESTOI metric is observed. An important con-
sequence of ESTOI optimization is poorer separation perfor-
mance in terms of SDR in all speaker pairs except F2F3 as
compared to MSE-DNN baseline. On an average, a degrada-
Table 1: The mean objective evaluation metrics for the three DNN
configurations: MSE-DNN, ESTOI-DNN, and, MSE-ESTOI-DNN,
corresponding to the four speaker pairs.
Speaker DNN ESTOI STOI SDR SIR SAR
F1 F2
MSE-DNN 0.73 0.83 7.3 11.0 10.2
ESTOI-DNN 0.78 0.86 6.8 10.5 9.9
MSE-ESTOI-DNN 0.78 0.86 7.1 10.9 10.0
F2 F3
MSE-DNN 0.70 0.81 5.8 9.1 9.4
ESTOI-DNN 0.77 0.86 5.8 9.2 9.2
MSE-ESTOI-DNN 0.77 0.86 6.0 9.6 9.2
M1 F1
MSE-DNN 0.80 0.90 8.6 12.4 11.3
ESTOI-DNN 0.80 0.90 7.0 10.6 10.2
MSE-ESTOI-DNN 0.81 0.90 8.1 11.8 10.9
M1 M2
MSE-DNN 0.80 0.90 7.9 12.1 10.4
ESTOI-DNN 0.82 0.91 6.8 10.4 10.0
MSE-ESTOI-DNN 0.82 0.91 7.5 11.5 10.3
tion of 0.6 dB is observed. Loss functions aiming to improve
objective intelligibility may result in decrease in other signal
energy based separation metrics, such as SDR. However, the
aim is to also maintain on par objective separation criteria to
ensure good subjective quality of the separated signal. This
observation partly motivatesCase c. Hence instead of training
models from scratch we use weights of MSE-DNN as initial
weights and train for ESTOI objective. DNNs trained in this
manner denoted as MSE-ESTOI-DNN offer similar improve-
ments in ESTOI measure as observed with MSE-DNN while
mitigating the losses in the SDR performance to 0.2 on an av-
erage. Moreover, authors in [17] noted that MSE based sys-
tems performed at par with their proposed STOI optimization
approach. We thus acknowledge the utility of MSE optimiza-
tion towards the final goal of optimizing for improvements
in intelligibility. It therefore makes sense to use MSE objec-
tive along with the proposed ESTOI objective, an observation
which also serves as the motivation for Case c.
5. CONCLUSION AND FUTUREWORK
In this work, we proposed a novel objective function for op-
timizing objective intelligibility performance of DNN-based
speech separation systems, here in terms of ESTOI, and com-
pared it with commonly used MSE objective. We showed
that the proposed approach offers improvements or performs
at par with the baseline. We also showed that a pretraining
strategy utilizing weights of MSE optimized DNN as the ini-
tial point of optimization for our approach can mitigate the
losses in terms SDR resulting from using ESTOI optimization
alongwith preserving superior or at par intelligibility perfor-
mance in terms of ESTOI. This observation alongwith results
previously reported in [17], indicate the usefulness of MSE
optimization for the goal of improving intelligibility perfor-
mance. The future work includes combining the MSE and
ESTOI to joint objective of the form L = Lmse + αLestoi,
where Lmse and Lestoi are MSE and ESTOI losses respec-
tively, and α is a weighing parameter.
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