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Abstract
In this paper we rule out the possibility of asymptotically self-
similar singularities for both of the 3D Euler and the 3D Navier-Stokes
equations. The notion means that the local in time classical solutions
of the equations develop self-similar profiles as t goes to the possible
time of singularity T . For the Euler equations we consider the case
where the vorticity converges to the corresponding self-similar vorit-
icity profile in the sense of the critical Besov space norm, B˙01,∞(R
3).
For the Navier-Stokes equations the convergence of the velocity to the
self-similar singularity is in Lq(B(z, r)) for some q ∈ [2,∞), where the
ball of radius r is shrinking toward a possible singularity point z at the
order of
√
T − t as t approaches to T . In the Lq(R3) convergence case
with q ∈ [3,∞) we present a simple alternative proof of the similar
result in [16].
∗This work was supported partially by the KOSEF Grant no. R01-2005-000-10077-0.
Keywords: Euler equations, Navier-Stokes equations, self-similar singularity
2000 AMS Subject Classification: 35Q30, 35Q35, 76Dxx, 76Bxx
1
1 Introduction
The problems of global in time regularity/finite time singularity in the 3D
Euler equations and the 3D Navier-Stokes equations are among the most
important and at the same time the most challenging open problems in the
mathematical fluid mechanics(see e.g. [9, 10, 22, 23]). For rather general in-
troduction to the mathematical theories of the Euler and the Navier-Stokes
equations we refer [22, 8, 32, 12, 19]. Although there are many partial pro-
gresses for the Euler equations(e.g. [1, 11]) and for the Navier-Stokes equa-
tions(e.g. [2, 30, 26, 29, 13, 21]), the solutions to the problem still look too
far to be seen. On the other hand, in many of the nonlinear partial differ-
ential equations where the finite time singularity is searched for, one of the
most popular scenario to check is by the self-similar ansatz, consistent with
the scaling properties of the equations. For the 3D Navier-Stokes this type of
possibility leading to a self-similar singularity was first considered by Leray
in [20], and its nonexistence was proved in [25], and the result was later
refined by the authors in [34, 24]. For the 3D Euler equations similar nonex-
istence result has been recently obtained by the author of this article in [3].
More refined notion of ‘asymptotically self-similar singularity’ is considered
by the authors in [14], in the context of the nonlinear scalar heat equation,
and also by physicists including the authors of [15, 28] in the context of 3D
Euler equations. It means that the local in time smooth solution evolves
into a self-similar profile as the possible singularity time is approached. The
meaning of it will be more clear in the statements of Theorem 1.2, Theorem
1.4 and Theorem 1.5 below. For the 3D Navier-Stokes equations the similar
notion was considered rather indirectly by Hou and Li([16]), and they ob-
tained the nonexistence result, assuming that the convergence of the local
in time smooth solution to the self-similar profile occurs in the Lq(R3) sense
in terms of the self-similar variables with 3 < q < ∞. In this paper, con-
cerning the case of Navier-Stokes equations, we prove nonexistence result for
the asymptotically self-similar singularity, for which our convergence of the
local classical solution to the self-similar singularity is in Lq(B(z, r)) sense
with more flexible range of q ∈ [2,∞), where the ball of radius r ∝ √T − t is
shrinking to a possible singularity point z as t approaches to T . This could be
regarded as a localized version of the corresponding result of [16]. Moreover,
in the global convergence case in Lq(R3), we present here an alternative sim-
ple proof of [16], using a classical result on the blow-up rate estimate due to
Leray in [20]. We apply our argument also to prove nonexistence of asymp-
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totically self-similar singularity for the 3D Euler equations. Here, the use of
critical Besov space B˙0∞,1(R
3), which is slightly more regular than L∞(R3), is
crucial to obtain our results. The remaining part of introduction will be di-
vided into two subsections, and we provide some preliminaries on the Besov
spaces, and state the main theorems for the Euler and the Navier-Stokes
equations respectively.
1.1 The Euler Equations
The system of Euler equations for the homogeneous incompressible fluid flows
in R3 is the following.
(E)


∂v
∂t
+ (v · ∇)v = −∇p, (x, t) ∈ R3 × (0,∞)
div v = 0, (x, t) ∈ R3 × (0,∞)
v(x, 0) = v0(x), x ∈ R3
where v = (v1, v2, v3), vj = vj(x, t), j = 1, 2, 3, is the velocity of the flow,
p = p(x, t) is the scalar pressure, and v0 is the given initial velocity, satisfying
div v0 = 0. We introduce briefly the homogeneous Besov spaces, B˙
s
∞,1(R
n)
and its inhomogeneous counterpart, Bs∞,1(R
n). For more details on the Besov
spaces we refer [33]. Given f ∈ S, the Schwartz class of rapidly deceasing
functions in Rn, its Fourier transform fˆ is defined by
F(f) = fˆ(ξ) = 1
(2π)n/2
∫
Rn
e−ix·ξf(x)dx.
We consider ϕ ∈ S satisfying the following three conditions:
(i) Supp ϕˆ ⊂ {ξ ∈ Rn | 1
2
≤ |ξ| ≤ 2},
(ii) ϕˆ(ξ) ≥ C > 0 if 2
3
< |ξ| < 3
2
,
(iii)
∑
j∈Z ϕˆj(ξ) = 1, where ϕˆj = ϕˆ(2
−jξ).
Construction of such sequence of functions {ϕj}j∈Z is well-known(see e.g.
[33]). Given s ∈ R, the norm of the homogeneous Besov space B˙s∞,1(Rn) is
now defined by
f ∈ B˙s∞,1(Rn)⇐⇒ ‖f‖B˙s
∞,1
:=
∑
j∈Z
2sj‖ϕj ∗ f‖L∞ <∞,
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where ∗ denotes the convolution, (f ∗ g)(x) = ∫
Rn
f(x − y)g(y)dy. The
norm ‖ · ‖B˙s
∞,1
is actually defined up to addition of polynomials(namely, if
f1− f2 is a polynomial, then both of f1 and f2 give the same norm), and the
space B˙s∞,1(R
n) is defined as the quotient space of a class of functions with
finite norm, ‖ · ‖B˙s
∞,1
, divided by the space of polynomials in Rn. Let us set
Φˆ(ξ) =
∑
k≤−1 ϕk(ξ) if ξ 6= 0, and define Φˆ(0) = 1. Then the inhomogeneous
Besov space is defined by
f ∈ Bs∞,1(Rn)⇐⇒ ‖f‖Bs
∞,1
:= ‖Φ ∗ f‖L∞ +
∑
j≥0
2sj‖ϕj ∗ f‖L∞ <∞.
Note that the condition (iii) and above definitions imply immediately that
both of the spaces B˙0∞,1(R
n) and B0∞,1(R
n) are continuously embedded into
L∞(Rn). The space B0∞,1(R
n), in particular, actually can be embedded into
the class of continuous bounded functions, thus having slightly better regu-
larity than L∞(Rn), but containing as a subspace the Ho¨lder space C0,γ(Rn),
for any γ > 0. We begin with statement of a new type of continuation
principle for local in time classical solutions of the Euler system.
Theorem 1.1 Let v ∈ C([0, T );B1∞,1(R3)) be a classical solution to the 3D
Euler equations. There exists an absolute constant η > 0 such that if
inf
0≤t<T
(T − t)‖ω(t)‖B˙0
∞,1
< η, (1.1)
the, v ∈ C([0, T + δ);B1∞,1(R3)) for some δ > 0.
Remark 1.1 The proof of the local existence for v0 ∈ B1∞,1(R3) is implied in
the proofs of the main theorems in [5, 6](see also [35]), and explicitly written
in [27]. The above theorem implies that if T∗ is the first time of singularity,
then we have the lower estimate of the blow-up rate,
‖ω(t)‖B˙0
∞,1
≥ C
T∗ − t ∀t ∈ [0, T∗) (1.2)
for an absolute constant C. The estimate (1.2) was actually derived previ-
ously by a different argument in [6]. We observe that (1.2) is consistent both
with the Beale-Kato-Majda criterion([1]) and with Kerr’s numerical calcula-
tion in [18] respectively.
4
Remark 1.2 The above continuation principle for a local solutions in B1∞,1 has
obvious application to the solutions belonging to more conventional function
spaces, due to the embeddings,
Hm(R3) →֒ C1,γ(R3) →֒ B1∞,1(R3)
for m > 5/2 and γ = m − 3/2. For example the local solution v ∈
C([0, T );Hm(R3)) can be continued to be v ∈ C([0, T + δ);Hm(R3)) for
some δ, if (1.1) is satisfied.
Regarding an implication of the above theorem on the self-similar blowing
up solution to the 3D Euler equations, we have the following corollary.
Corollary 1.1 Let v ∈ C([0, T );B1∞,1(R3)) be a classical solution to the 3D
Euler equations. There exists η > 0 such that if we have representation for
the vorticity ω =curl v by
ω(x, t) =
1
T − tΩ¯
(
x
(T − t) 1α+1
)
∀(x, t) ∈ R3 × (t0, T )
for some t0 ∈ (0, T ), where Ω¯=curl V¯ satisfies ‖Ω¯‖B˙0
∞,0
< η, then Ω¯ = 0, and
v ∈ C([0, T + δ);B1∞,1(R3)) for some δ > 0.
The following theorem exclude the possibility of a type of asymptotically
self-similar singularity for the 3D Euler equations.
Theorem 1.2 Let v ∈ C([0, T );B1∞,1(R3)) be a classical solution to the 3D
Euler equations. Suppose there exist p1 > 0, α > −1, V¯ ∈ C1(R3) such that
Ω¯ =curl V¯ ∈ Lq(R3) for all q ∈ (0, p1), and
lim
tրT
(T − t)
∥∥∥∥∥ω(·, t)− 1T − tΩ¯
(
·
(T − t) 1α+1
)∥∥∥∥∥
B˙0
∞,1
= 0. (1.3)
Then, Ω¯ = 0, and v ∈ C([0, T + δ);B1∞,1(R3)) for some δ > 0.
Remark 1.3 Although we used the Besov space B˙0∞,1(R
3) for the vorticities in
Theorem 1.1 and Theorem 1.2, it would be interesting to see if one could prove
similar results with B˙0∞,1(R
3) replaced by a slightly larger space L∞(R3).
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Remark 1.4 We note that Theorem 1.2 still does not exclude the possibility
that the vorticity convergence to the asymptotically self-similar singularity
is weaker than B˙0∞,1 sense. Namely, a self-similar vorticity profile could be
approached from a local classical solution in the pointwise sense in space, or
in the Lp(R3) sense for some p with 1 ≤ p ≤ ∞.
1.2 The Navier-Stokes Equations
Here we are concerned on the following 3D Navier-Stokes equations.
(NS)


∂v
∂t
+ (v · ∇)v = −∇p+∆v, (x, t) ∈ R3 × (0,∞)
div v = 0, (x, t) ∈ R3 × (0,∞)
v(x, 0) = v0(x), x ∈ R3
We first state a continuation principle for local in time Lp(R3) solution
of the Navier-Stokes equations. Below, we denote the Lp(R3) norm of f by
‖f‖Lp.
Theorem 1.3 Let p ∈ [3,∞), and v ∈ C([0, T );Lp(R3)) be a classical so-
lution to (NS). There exists a constant η > 0 depending on p such that if
inf
0≤t<T
(T − t) p−32p ‖v(t)‖Lp < η, (1.4)
then, v ∈ C([0, T + δ);Lp(R3)) for some δ > 0.
Remark 1.5 Given v0 ∈ Lp(R3) with p ∈ [3,∞), the existence and the unique-
ness of local in time classical solution v ∈ C([0, T );Lp(R3)) are established
by Kato in [17]; moreover, the solution is smooth for all t ∈ (0, T ).
Similarly to Corollary 1.1 we can reproduce the results of [25, 34] easily
under the assumption of additional smallness condition.
Corollary 1.2 Let p ∈ [3,∞), and v ∈ C([0, T );Lp(R3)) be a classical solu-
tion to (NS). There exists a constant η > 0 depending on p such that if
v(x, t) =
1√
T − t V¯
(
x√
T − t
)
∀(x, t) ∈ R3 × (t0, T )
for some t0 ∈ (0, T ), where V¯ satisfies ‖V¯ ‖Lp < η, then V¯ = 0, and v ∈
C([0, T + δ);Lp(R3)) for some δ > 0.
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The following theorem for the case p ∈ (3,∞) was obtained by Hou and
Li in [16]. In the next section we present an alternative proof, which is very
simple and elementary compared to the one given in [16].
Theorem 1.4 Let p ∈ [3,∞), and v ∈ C([0, T );Lp(R3)) be a classical solu-
tion to (NS). Suppose there exists V¯ ∈ Lp(R3) such that
lim
tրT
(T − t) p−32p
∥∥∥∥v(·, t)− 1√T − t V¯
( ·√
T − t
)∥∥∥∥
Lp
= 0. (1.5)
Then, V¯ = 0, and v ∈ C([0, T + δ);Lp(R3)) for some δ > 0.
We now consider a version of localization of Theorem 1.4, in which we
consider the case where the local smooth solution converges to a self-similar
profile in a shrinking ball with the radius proportional to
√
T − t as tր T .
We denote B(z, r) = {x ∈ R3 | |x− z| < r} below.
Theorem 1.5 Let p ∈ [3,∞), and v ∈ C([0, T );Lp(R3)) be a classical solu-
tion to (NS). Suppose either one of the followings hold.
(i) Let q ∈ [3,∞). Suppose there exists V¯ ∈ Lp(R3) and R ∈ (0,∞) such
that we have
lim
tրT
(T − t) q−32q sup
t<τ<T
∥∥∥∥v(·, τ)− 1√T − τ V¯
( · − z√
T − τ
)∥∥∥∥
Lq(B(z,R
√
T−t ))
= 0.
(1.6)
(ii) Let q ∈ [2, 3). Suppose there exists V¯ ∈ Lp(R3) such that (1.6) holds
for all R ∈ (0,∞).
Then, V¯ = 0, and v(x, t) is Ho¨lder continuous near (z, T ) in the space and
the time variables.
Remark 1.7 We note that, in contrast to Theorem 1.4, the range of q ∈ [2, 3)
is also allowed for the possible convergence of the local classical solution to
the self-similar profile.
As an immediate corollary of Theorem 1.5(i) we have the following result,
which is a local version of [25, 34].
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Corollary 1.3 Let p ∈ [3,∞), and v ∈ C([0, T );Lp(R3)) be a classical solu-
tion to (NS). Suppose there exists V¯ ∈ Lp(R3) and r > 0 such that we have
the representation,
v(x, t) =
1√
T − t V¯
(
x− z√
T − t
)
∀(x, t) ∈ B(z, r)× (T − r2, T ).
Then, V¯ = 0, and v(x, t) is Ho¨lder continuous near (z, T ) in the space and
the time variables.
Remark 1.8 We note that the above corollary can be also deduced by a differ-
ent reasoning from the above, based on the results of [25, 34] combined with
simple scaling argument, which is done in [4].
2 Proofs for the Euler equations
Proof of Theorem 1.1 We start from the following basic a priori estimates
in B1∞,1(R
3) and B˙1∞,1(R
3) for the solution v ∈ C([0, T );B1∞,1(R3)) of the
Euler equations(see e.g. [5, 7]), which is a preliminary step to establish the
local existence in B1∞,1(R
3). For the inhomogeneous norm we have
d
dt
‖v(t)‖B1
∞,1
≤ C‖∇v(t)‖L∞‖v(t)‖B1
∞,1
. (2.1)
By Gronwall’s lemma applied to (2.1) we obtain
‖v(t)‖B1
∞,1
≤ ‖v0‖B1
∞,1
exp
[
C
∫ t
0
‖∇v(τ)‖B˙1
∞,1
dτ
]
≤ ‖v0‖B1
∞,1
exp
[
C
∫ t
0
‖ω(τ)‖B˙1
∞,1
dτ
]
, (2.2)
where we used the embedding inequality, B˙0∞,1(R
3) →֒ L∞(R3). On the other
hand, for the homogeneous norms we have
d
dt
‖v(t)‖B˙1
∞,1
≤ C‖∇v(t)‖L∞‖v(t)‖B˙1
∞,1
≤ C‖v(t)‖2
B˙1
∞,1
. (2.3)
The Gronwall lemma applied to (2.3) provides us with
‖v(t)‖B˙1
∞,1
≤
‖v0‖B˙1
∞,1
1− Ct‖v0‖B˙1
∞,1
. (2.4)
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Translating in time, using the equivalence of norms, ‖v(t)‖B˙1
∞,1
≃ ‖ω(t)‖B˙0
∞,1
,
we have instead of (2.4)
‖ω(T1)‖B˙0
∞,1
≤
C1‖ω(t)‖B˙0
∞,1
1− C2(T1 − t)‖ω(t)‖B˙0
∞,1
(2.5)
for all T1 ∈ (0, T ) and t ∈ [0, T1), where C1, C2 are absolute constants. We
set η = 1
2
C2. For such η, we suppose (1.1) holds true. Then, there exists
t1 ∈ [0, T ) such that (T − t1)‖ω(t1)‖B˙0
∞,1
< η. Fixing t = t1, and passing
T1 ր T in (2.5), we find that
lim sup
T1րT
‖ω(T1)‖B˙0
∞,1
≤ 2C1‖ω(t1)‖B˙0
∞,1
<∞.
Hence,
∫ T
0
‖ω(t)‖B˙0
∞,1
dt <∞, and by (2.2), we firstly have a continuation of
local in time solution v(·, t) up to t = T , and v ∈ C([0, T ];B1∞,1(R3)). By
the local existence theorem applied to the initial data at T , we can continue
further the solution v(·, t) until t = T + δ for some δ > 0. 
Proof of Corollary 1.1 We just observe that (T − t)‖ω(t)‖B˙0
∞,1
= ‖Ω¯‖B˙0
∞,1
for all t ∈ (0, T ). Hence, our smallness condition, ‖Ω¯‖B˙0
∞,1
< η, implies
that inf0<t<T (T − t)‖ω(t)‖B˙0
∞,1
< η. Applying Theorem 1.1, we conclude our
proof. 
Proof of Theorem 1.2 We change variables from (x, t) ∈ R3 × [0, T ) into
(y, s) ∈ R3 × [0,∞) as follows:
y =
x
(T − t) 1α+1
, s =
1
α + 1
log
(
T
T − t
)
.
We note that this type of introduction of similarity variables was previously
used in [14] in the context of nonlinear heat equation. Based on this change
of variables, we transform (v, p) 7→ (V, P ) according to
v(x, t) =
1
(T − t) αα+1 V (y, s), p(x, t) =
1
(T − t) 2αα+1
P (y, s). (2.6)
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Substituting (v, p) into the (E) we obtain the equivalent evolution equation
for (V, P ),
(E1)


Vs + αV + (y · ∇)V + (α + 1)(V · ∇)V = −∇P,
div V = 0,
V (y, 0) = V0(y) = T
α
α+1v0(T
α
α+1 y).
In terms of V the condition (1.3) is translated into
lim
s→∞
‖Ω(·, s)− Ω¯(·)‖B˙0
∞,1
= 0, (2.7)
where we set Ω = curl V . Combining this with the embedding, B˙0∞,1(R
3) →֒
L∞(R3) and the fact that the Calderon-Zygmund singular integral operator
maps B˙0∞,1(R
3) into itself boundedly, we obtain
lim
s→∞
‖∇V (·, s)−∇V¯ (·)‖L∞ = 0. (2.8)
Similarly to [16], we consider the scalar test function ξ ∈ C10 (0, 1) with∫ 1
0
ξ(s)ds 6= 0, and the vector test function φ = (φ1, φ2, φ3) ∈ C10 (R3) with
div φ = 0. We multiply the first equation of (E1) in the dot product by
ξ(s− n)φ(y), and integrate it over R3 × [n, n+ 1], and then we integrate by
part for the terms including the time derivative and the for the pressure term
to obtain
−
∫ 1
0
∫
R3
ξs(s)φ(y) · V (y, s+ n)dyds
+
∫ 1
0
∫
R3
ξ(s)φ(y) · [αV + (y · ∇)V + (α+ 1)(V · ∇)V ](y, s+ n)dyds = 0.
Passing to the limit n→∞ in this equation, using the fact (2.8), ∫ 1
0
ξs(s)ds =
0 and
∫ 1
0
ξ(s)ds 6= 0, we find that V¯ ∈ C1(R3) satisfies∫
R3
[αV¯ + (y · ∇)V¯ + (α + 1)(V¯ · ∇)V¯ ] · φdy = 0
for all φ ∈ C10(R3) with div φ = 0. Hence, there exists a scalar function P¯
such that
αV¯ + (y · ∇)V¯ + (α + 1)(V¯ · ∇)V¯ = −∇P¯ . (2.9)
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On the other hand, we can pass s → ∞ directly in the second equation of
(E1) to have
div V¯ = 0. (2.10)
Since V¯ is a classical solution of (2.9)-(2.10), and curl V¯ = Ω¯ satisfy the
conditions of Theorem 1.1 of [3] by our hypothesis, we can deduce that Ω¯ = 0
by that theorem. Hence, (2.7) implies that lims→∞ ‖Ω(s)‖B˙0
∞,1
= 0. Thus, for
η > 0 given in Theorem 1.1, there exists s1 > 0 such that ‖Ω(s1)‖B˙0
∞,1
< η.
Let us set t1 = T [1− e(α+1)s1 ]. Going back to the original physical variables,
we have
(T − t1)‖ω(t1)‖B˙0
∞,1
< η.
Applying Theorem 1.1, we conclude the proof. 
3 Proofs for the Navier-Stokes equations
Proof of Theorem 1.3 In the case p = 3, the conclusion of Theorem
1.3 follows immediately from the result of the small data global existence
in L3(R3), proved by Kato([17]). Below we concentrate on the case p ∈
(3,∞). We recall the following result for the blow-up rate estimate essentially
obtained by Leray(pp.227,[20]): Suppose v ∈ C([0, T );Lp(R3)), p ∈ (3,∞),
is a local in time classical solution to (NS). Then, we have
lim sup
tրT
‖v(t)‖Lp =∞⇒ ‖v(t)‖Lp ≥ K
(T − t) p−32p
(3.1)
for all t ∈ [0, T ) with a constant K = K(p) independent of T and t.
Let κ be the supremum of the constant K in (3.1). Then, choosing
η = κ/2, and taking the contraposition of the statement, we deduce the
following: If there exists t1 ∈ [0, T ) such that (T − t1)
p−3
2p ‖v(t1)‖Lp < η,
then lim suptրT ‖v(t)‖Lp < ∞. Now the condition (1.4) implies that there
exists really such t1, and hence we have sup0<t<T ‖v(t)‖Lp < ∞. Applying
the local existence result in Lp(R3) due to Kato([17]) with the initial data
v(·, T − ε) ∈ Lp(R3) for sufficiently small ε > 0, we can extend the solution
to be v ∈ C([0, T + δ);Lp(R3)) for some δ > 0. 
Proof of Corollary 1.2 Similarly to the proof of Corollary 1.1, we just
observe that (T − t) p−32p ‖v(t)‖Lp = ‖V¯ ‖Lp for all t ∈ (0, T ). Hence, our
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smallness condition, ‖V¯ ‖Lp < η, implies that inf0<t<T (T − t)
p−3
2p ‖v(t)‖Lp < η.
Applying Theorem 1.3, we conclude our proof. 
Proof of Theorem 1.4 Similarly to the proof of Theorem 1.2 we change
variables from (x, t) ∈ R3 × [0, T ) into (y, s) ∈ R3 × [0,∞) as follows.
y =
x√
T − t , s =
1
2
log
(
T
T − t
)
. (3.2)
Based on this change of variables, we transform (v, p) 7→ (V, P ) according to
v(x, t) =
1√
T − tV (y, s), p(x, t) =
1
T − tP (y, s). (3.3)
Substituting (v, p) into the (E) we obtain the following equivalent evolution
equations for (V, P ),
(NS1)


Vs + V + (y · ∇)V + 2(V · ∇)V = −∇P + 2∆V,
div V = 0,
V (y, 0) = V0(y) =
√
Tv0(
√
Ty).
In terms of V the condition (1.5) is translated into
lim
s→∞
‖V (·, s)− V¯ (·)‖Lp = 0. (3.4)
Using this convergence, we can pass to the limit s→∞ in the weak formu-
lation of (NS1), as is done in [16], which is also an obvious modification of
the step described in the proof of Theorem 1.2. Thus, we find that V¯ is a
weak solution of the following stationary Leray system([20]),{
V¯ + (y · ∇)V¯ + 2(V¯ · ∇)V¯ = −∇P¯ + 2∆V¯ ,
div V¯ = 0.
(3.5)
Since V¯ ∈ Lp(R3) by hypothesis, thanks to the results in [25, 34](specifically,
we use the result of [25] for p = 3, while we use result of [34] for p > 3), we
can deduce that V¯ = 0. Hence, (3.4) implies that lims→∞ ‖V (s)‖Lp = 0 and,
for η > 0 given in Theorem 1.3, there exists s1 > 0 such that
‖V (s1)‖Lp < η. (3.6)
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Let us set t1 = T [1− e2s1 ]. Going back to the original physical variables, we
can rewrite (3.6) as
(T − t1)
p−3
2p ‖v(t1)‖Lp < η.
Applying Theorem 1.3, we conclude the proof. 
In order to prove Theorem 1.5 we recall the following recent result due to
Gustafson, Kang and Tsai(Theorem 1.1,[31]), which we state a part of the
theorem in an easily applicable form for our purpose. For the statement
of the theorem we recall that a suitable weak solution of the Navier-Stokes
equations is a pair (v, p), satisfying the equations in (NS) in the sense of dis-
tribution, and satisfying the generalized energy inequality. For more precise
definition and its global in time construction we refer [2](see also [21] for a
refined definition, regarding the integrability of pressure).
Theorem 3.1 Let q ∈ (3/2,∞). Suppose v is a suitable weak solution of
(NS) in a cylinder, say Q = B(z, r1) × (t − r21, T ) for some r1 > 0. Then,
there exists a constant η = η(q) > such that if
lim sup
rց0
{
r
q−3
q ess sup
t−r2<τ<t
‖v(·, τ)‖Lq(B(z,r))
}
≤ η, (3.7)
then v is Ho¨lder continuous both in space and time variables near (z, t).
Proof of Theorem 1.5 We first claim that in the case q ∈ [3,∞) the
condition (1.6) for some R ∈ (0,∞) is equivalent to
lim
tրT
(T − t) q−32q sup
t<τ<T
∥∥∥∥v(·, τ)− 1√T − τ V¯
( · − z√
T − τ
)∥∥∥∥
Lq(B(z,R
√
T−t ))
= 0
(3.8)
for all R ∈ (0,∞). Indeed, suppose R1 ≤ R2 be given, then setting
f(x, τ) := v(x, τ)− 1√
T − τ V¯
(
x− z√
T − τ
)
,
we have an obvious inequality
lim sup
tրT
(T − t) q−32q sup
t<τ<T
‖f(·, τ)‖Lq(B(z,R1√T−t ))
≤ lim sup
tրT
(T − t) q−32q sup
t<τ<T
‖f(·, τ)‖Lq(B(z,R2√T−t )) . (3.9)
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On the other hand, let us suppose R2 ≥ R1. Then, we observe the inclusion
relation,
B(z, R2
√
T − t2 ) ⊂ B(z, R1
√
T − t1 ) if t2 ≥ T −
(
R1
R2
)2
(T − t1).
(3.10)
Since T −
(
R1
R2
)2
(T − t1) ≥ t1 for R2 ≥ R1, we also have t2 ≥ t1. Hence,
given t1 ∈ (0, T ) and t2 ∈ (t1, T ) satisfying (3.10), we have
(T − t2)
q−3
2q sup
t2<τ<T
‖f(·, τ)‖Lq(B(z,R2√T−t2 ))
≤ (T − t1)
q−3
2q sup
t1<τ<T
‖f(·, τ)‖Lq(B(z,R1√T−t1 )) (3.11)
if q ≥ 3. Taking lim supt2րT in the left hand side of (3.11), and then taking
lim supt1րT in the right hand side of it, we obtain
lim sup
tրT
(T − t) q−32q sup
t<τ<T
‖f(·, τ)‖Lq(B(z,R2√T−t ))
≤ lim sup
tրT
(T − t) q−32q sup
t<τ<T
‖f(·, τ)‖Lq(B(z,R1√T−t )) . (3.12)
Combining (3.9) and (3.12), we have
lim sup
tրT
(T − t) q−32q sup
t<τ<T
‖f(·, τ)‖Lq(B(z,R2√T−t ))
= lim sup
tրT
(T − t) q−32q sup
t<τ<T
‖f(·, τ)‖Lq(B(z,R1√T−t ))
for all 0 < R1 < R2 < ∞ if q ≥ 3, and our claim is proved. Hence, for all
q ∈ [2,∞) either the condition (i), or condition (ii) of Theorem 1.5 implies
that (1.6) holds for all R > 0. As previously we change variables from
(x, t) ∈ B(z, R√T − t )× [0, T ) into (y, s) ∈ B(0, R)× [0,∞) as follows.
y =
x− z√
T − t , s =
1
2
log
(
T
T − t
)
. (3.13)
Based on this change of variables, we transform v 7→ V according to
v(x, t) =
1√
T − tV (y, s). (3.14)
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Then, (1.6) is written as
lim
s→∞
‖V (·, s)− V¯ ‖Lq(B(0,R)) = 0, (3.15)
which holds for all R ∈ (0,∞) by the above claim. Following exactly the
same procedure as in the proof of Theorem 1.4, we can conclude that V¯
is a weak solution of the Leray system (3.5). We note here that Lqloc(R
3)
convergence with q ∈ [2,∞) is enough to show that V¯ a weak solution of the
Leray system. On the other hand, by hypothesis V¯ ∈ Lp(R3) with p ∈ [3,∞),
hence V¯ = 0 by the results of [25, 34]. Therefore, (1.6) is reduced to
lim
tրT
(T − t) q−32q sup
t<τ<T
‖v(·, τ)‖Lq(B(z,R√T−t )) = 0 (3.16)
for all R ∈ (0,∞). We set R = 1 and √T − t = r in (3.16), which becomes
lim
rց0
{
r
q−3
q sup
T−r2<τ<T
‖v(·, τ)‖Lq(B(z,r))
}
= 0. (3.17)
Hence, the conclusion follows from Theorem 3.1. 
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