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Abstract 
A new econometric approach to the analysis of downward nominal wage rigidity in micro data is 
proposed, the kernel-location approach. It combines kernel-density estimation and the principle of 
joint variation of location and shape of the distribution of per cent annual nominal wage changes. 
The approach provides partial estimates of the counterfactual and factual distributions, of the ri-
gidity function and of the degree of downward nominal wage rigidity. It avoids problematic as-
sumptions of other semi- or non-parametric approaches to downward nominal wage rigidity in mi-
cro data and allows a discussion of the type of downward nominal wage rigidity encountered in 
data. 
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1 Introduction 
The global low inflation environment continues to stimulate the interest of economists in the 
working of economies at low inflation. The existence, extent and effects of downward nomi-
nal wage rigidity (DNWR) are one major aspect of this debate, since these may imply an op-
timum rate of inflation that is positive. The analysis of DNWR in micro data has been an im-
portant input to the discussion. Evidence from micro data has not been unambiguous, as has 
been noted repeatedly, recently for example by Rodríguez et al. (2003), one of the back-
ground studies in the examination by the European Central Bank of its monetary policy strat-
egy. Further evidence is therefore clearly desirable. 
Several nonparametric or semiparametric approaches to the analysis of DNWR in micro 
data have been proposed, the skewness-location approach, the symmetry approach and the 
histogram-location approach introduced by McLaughlin (1994), Card and Hyslop (1997) and 
Kahn (1997), respectively. The general advantage of these approaches is that they avoid func-
tional assumptions with respect to the distributions of annual per cent wage changes used in 
the analysis and, with the exception of the histogram-location approach, also avoid assump-
tions with respect to the functional type of the nominal rigidity. However, some drawbacks of 
these approaches have also been pointed out in the literature. The skewness-location approach 
results in a rejection or non-rejection of the hypothesis of wage flexibility, but gives no quan-
titative information on the extent of DNWR in the data. The key assumption of the symmetry 
approach is the symmetry of the notional annual distributions of wage changes, an assumption 
that has been rejected by McLaughlin (1999) for US PSID data and by Beissinger and Knop-
pik (2001) for German IABS data, while it has been vindicated by Christofides and Stengos 
(2001) for Canadian union wage data. The histogram-location approach does quantify the 
extent of DNWR, and does not need the assumption of symmetry. It requires, however, a 
functional form for the type of rigidity (threshold, proportional, menu costs) and the formula-
tion of a rather involved econometric system of equations which raises a number of estimation 
issues. In addition, the two step nature of the histogram-location approach leaves its overall 
statistical properties rather unclear. 
In this paper a new approach to the analysis of downward nominal wage rigidity in micro 
data is proposed. It makes use of kernel density estimates to model the factual and counterfac-
tual distributions of wage changes, and of the principle of joint variation of location and shape 
of annual distributions of per cent nominal wage changes for the identification of DNWR. 
Both aspects feature in the suggested name for the new approach, kernel-location approach 
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(KLA).1 While the same principle of identification, ‘joint variation of location and shape’, is 
used in the skewness-location and the histogram-location approach, and kernel density esti-
mation is used in the symmetry approach, it is the new combination of both features that leads 
to the advantages of the kernel-location approach. Sharing the general advantages of the non-
parametric approaches, it provides a quantitative estimate of the degree of DNWR in the data 
without imposing a functional form of rigidity, it avoids the problematic symmetry assump-
tion and the econometric complications, especially of the histogram-location approach. 
In the following sections two and three the basic idea behind the kernel-location approach 
will be spelled out and the most helpful organization of data will be explained. Sections four 
and five present and explain the estimators for the counterfactual and factual distribution, the 
rigidity function and the average degree of rigidity. Section six shows an application of the 
kernel-location approach to artificial random data and the final section summarizes the find-
ings and presents conclusions and an outlook to future applications of the approach. 
2 Basic Idea 
The kernel-location approach analyses annual cross-sectional distributions of per cent wage 
changes, as do other approaches to downward nominal wage rigidity (DNWR) in micro data. 
A counterfactual distribution that would prevail in the absence of DNWR and a factual distri-
bution which may be influenced by DNWR are distinguished. DNWR is thought to lead to a 
thinning over the range of negative nominal wage changes, and a corresponding pile-up at 
zero, so that both distributions differ for non-positive wage changes if DNWR does exist. In 
principle, existence and extent of DNWR can therefore be examined by comparing factual 
and counterfactual distribution. Obviously, a key problem is that the counterfactual distribu-
tion cannot directly be observed for negative nominal wage changes. However, under the as-
sumption that the counterfactual distribution has a shape that is invariant over time and only 
changes its location (reflecting changes in price inflation and other influences) the median-
centered counterfactual distribution is identical over time. Therefore, changes in the location 
of the distribution can be exploited, to obtain information on the counterfactual over some 
range from some periods and on the factual over the same range from other periods. 
This basic idea can be spelled out in more detail with the help of an example illustrated in 
column a) of FIGURE 1. Assume that there is a counterfactual distribution with time-invariant 
shape, that there is DNWR, and that there are 10=T  periods with different locations of the 
distribution, reflected by different medians tm  in ascending order. The lowest and highest 
median, minm  and maxm , therefore have realized in period 1 and period 10. Panels ai) to aiii) of 
                                                 
1 The symmetry approach of Card and Hyslop (1997) uses KDEs and has been termed ‘kernel method’ by 
Lebow, Saks and Wilson (1999). It is unrelated to the proposed kernel-location approach. 
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FIGURE 1 show three median-centered “theoretical” observable distributions under this set up 
( 10,5,1=t ). Note that in terms of median-centred changes, thinning occurs below tm− . In-
formation on the factual distribution is available only below minm− , whereas information on 
the counterfactual distribution is only available above Tm− . Therefore, for the range 
minmax mxm −<<−  there is information on both distributions which can be used to analyse the 
effects of DNWR. Panels aiv) and av) of FIGURE 1 show those parts of the counterfactual and 
the factual distributions that can be deducted from the period information. Varying thickness 
in plotting is used to mark the different amounts of information that are available in the sub-
divisions of minmax mxm −<<−  defined by the tm . For example, between 2m−  and 1m−  
there is information on the factual only from period 1, but there is information on the counter-
factual from periods 2 to 10. 
FIGURE 1 
The kernel-location approach uses kernel density estimates of distributions by period and 
in aggregate over time and exploits the overlap of the aggregate estimates of counterfactual 
and factual in order to reach conclusions with respect to the existence and extent of downward 
nominal wage rigidity. 
3 Organization of data 
The task of formulating estimators of the factual and counterfactual distribution is made quite 
a bit more transparent if one thinks of the data as organized in a specific way as in the exam-
ple just outlined. Let itx~  denote the observed per cent wage changes in the data, where index 
i  runs over the cross-section dimension and index t  over the time dimension. N  is the total 
number of observations, tN  is the number of observations from period t . The median of ob-
servations itx~  from period t  is denoted by tm  and median-centered observations can then be 
defined as2 
(1) titit mxX −≡ ~ . 
As in the example, it is useful to re-index observations in the time dimension, such that 
periods with higher time-index τ  have higher medians, 
(2) ττττ ′>⇔> ′mm . 
The re-indexed annual medians of uncentered observations can be used to define the follow-
ing intervals 2I  to TI . 
(3) ] [τττ mmI −−= ++ ,11 , 11 −= TKτ . 
                                                 
2 Alternative measures of location could be used, e.g. higher quantiles. 
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2I  to TI  divide the ‘core interval’ between Tm−  and 1m−  that is defined by the lowest and 
the highest period-median in the sample; 1] , [C TI m m= − − . In addition, intervals to the right 
and to the left of the core interval can be defined, 1 1] , [I m= − ∞  and 1 ] , [T TI m+ = −∞ − . While 
in any period there are only negative nominal changes in 1+TI  and only positive nominal 
changes in 1I , signs of nominal wage changes do change over time in the intervals within the 
core interval cI . Specifically, in period τ  there are positive nominal changes in all τ≤sI s ,  
and negative nominal changes in all ., τ>sI s  
4 Kernel density estimators of factual and counterfactual distribution 
In order to fix the basic idea of the kernel-location approach, preliminary estimators will be 
formulated and discussed first, including a discussion of the variance of estimates. Then a 
more refined estimator will be proposed and discussed which deals with the complication of 
discontinuity bias. 
Preliminary estimators 
For each period τ , parts of the factual and counterfactual distribution can be estimated for the 
two disjunctive parts of the domain divided by τm− : 
(4) ( ) ( ) TmxXxK
N
xf
miX
ih K1
1ˆ =−<−= ∑
−<
ττ
ττ
τ
τ
τ ; 
(5) ( ) ( ) TmxXxK
N
xg
miX
ih K1
1ˆ =−>−= ∑
−>
ττ
ττ
τ
τ
τ . 
( ).hK  denotes a kernel with bandwith h . 
These partial estimates of period factual and period counterfactual distributions can be 
aggregated to yield estimates of the factual and counterfactual distributions over the core in-
terval cI . For each interval within the core interval, jI , Tj K2= , aggregation is only over 
those periods that do provide information on the distribution in question. E.g., information on 
the factual distribution in interval 2I  comes only from period 1=τ , wheras information on 
the counterfactual distribution in interval 2I  comes from periods TK2=τ . Appropriate 
weighing is also decisive and may be based on numbers of observations, as in equations (6) 
and (7), or may be based on numbers of periods.3 The aggregate estimators are: 
(6) ( ) ( ) TjIxxf
Q
Nxf j
j
j
K2,ˆˆ
1
1 1
=∈= ∑−
= −τ
τ
τ  
                                                 
3 Period based weighing can be thought of as an approximation of the observations based weighing for panels 
where the τN  do not change much over time. In such cases ττ 1≅QNs  and ( )11 +−≅ ττ TRNs . 
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(7) ( ) ( ) TjIxxg
R
Nxg j
T
j j
K2,ˆˆ =∈= ∑
=τ
τ
τ  
with 
(8) ∑
=
=
τ
τ
1s
sNQ  and ∑
=
=
T
s
sNR
τ
τ  for TK1=τ . 
τQ  is the number of all observations of periods that only have negative nominal observations 
in 1+τI , τR  is the number of all observations of periods that only have positive nominal obser-
vations in τI . 
Variance of the preliminary estimated distributions 
The changing number of observations behind the aggregate estimates over the different inter-
vals necessitates a modified way to compute the variance of the estimates. The variance of a 
standard kernel density estimate is given by4 
(9) ( )[ ] ( ) ( )xfK
Nh
xfVar h 2
1ˆ ν≈  with ( ) ( )∫= duuKK 22ν , 
The necessary modification is the use of the total number of observations from all periods 
involved in the estimation in the interval jI  in question. These numbers of observations are 
given by 1−jQ  and jR , leading to variances for the different parts of the factual of 
 ( )[ ] ( ) ( )xfK
hQ
xfVar
j
h
ˆ1ˆ
2
1
ν
−
≈  for jIx∈ , Tj K2=  
and for the different parts of the counterfactual of  
 ( )[ ] ( ) ( )xgK
hR
xgVar
j
h ˆ
1ˆ 2ν≈  for jIx∈ , Tj K2= . 
As usual, in applications the estimated distributions have to be used instead of the true distri-
butions. 
Discontinuity unbiased estimators 
Because of the discontinuity of the distributions at nominal zero (i.e. at τm− ), in the applica-
tion of estimators (4) to (7) some of the probability mass is spilled over the borders of the 
intervals and lost for estimation. It follows, that the estimates within the intervals are affected 
by a ‘discontinuity bias’, i.e. biased downward in the neighborhood of the interval borders 
which represent the discontinuities. This observation gives the choice of kernel and band-
width a special role in the present context. The use of variable bandwidth is a sophisticated, 
                                                 
4 See Härdle and Linton (1994). 
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but also computationally costly strategy that might be used in order to deal with this type of 
bias. 
However, for the question at hand it is in most cases sufficient to follow an alternative 
strategy, that consists of not using the kernel density estimates over ranges, where they are 
known to be affected by discontinuity bias. The discontinuity bias is only present within a 
distance of b  from the discontinuity, where b  is equal to half of the total width of the kernel 
used. For the uniform (or rectangular) kernel hb = , but this does not hold for other kernels. 
The direct consequence of this solution to the discontinuity bias is that the analysis has to 
use ‘effective intervals’ for the aggregate estimation that are different from the intervals τI . 
Different effective intervals are needed for the estimation of the factual and the counterfac-
tual. 
 [,] 11 bmbmI
f −−−−= ++ τττ , 11 −= TKτ ; 
 [,] 11 bmbmI
g +−+−= ++ τττ , 11 −= TKτ . 
Accordingly, the modified core interval ],[ 1 bmbmI T
b
c −−+−=  is now b2  smaller than the 
original core interval [,] 1mmI Tc −−= . The overlap between the estimated counterfactual and 
factual is reduced to bmmT 21 −− . The proposed pragmatic solution will work well enough, if 
this loss of overlap is not too large. Nevertheless, the dependency of the loss of overlap on 
bandwidth constitutes an argument for a tendency to under-smoothing, in addition to standard 
arguments to reduce bias in kernel density estimation. 
The modified, discontinuity unbiased aggregate estimators for the counterfactual distribu-
tion ( )xg  and the factual distribution ( )xf  are: 
(10) ( ) ( ) TjIxxf
Q
Nxf fj
j
j
K2,ˆˆ
1
1 1
=∈= ∑−
= −τ
ττ  
(11) ( ) ( ) TjIxxg
R
Nxg gj
T
j j
K2,ˆˆ =∈= ∑
=τ
ττ  
The computation of the variance of these estimates has to be adjusted accordingly. If the dif-
ference between the two estimates is significant, this indicates downward nominal wage rigid-
ity; measures of the extent of downward nominal wage rigidity will be discussed next. 
5 Form and Extent of Nominal Wage Rigidity 
In this section two measures of downward nominal wage rigidity are proposed, the estimated 
rigidity function, and the average degree of DNWR on the other. 
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The rigidity function is a concept introduced in Beissinger and Knoppik (2001). It cap-
tures the possibly size-dependent thinning effect at wage reductions of different sizes as the 
per cent difference between the counterfactual and factual distributions. In the present con-
text, the two estimated distributions are used to obtain an estimate of the rigidity function 
( )xρˆ  over the core interval. 
(12) ( ) ( ) ( )( )xg
xfxgx
ˆ
ˆˆˆ −=ρ  for 1mxmT −<<− . 
By not imposing a functional form on the rigidity function ( )xρ , the kernel-location approach 
allows to shed some light on the ongoing debate on the type of rigidity, i.e. threshold, propor-
tional, or menu cost, see Knoppik and Beissinger (2003).  
The second measure proposed is the average degree of downward nominal wage rigidity. 
Two necessary integrals for its construction are: 
 .)(ˆ,)(ˆ
11 ∫∫
−
−
−
−
≡Δ≡Δ
m
Tm
m
Tm
dzzfFdzzgG  
The estimated average degree of downward nominal wage rigidity can then be defined as 
(13) 
G
FG
Δ
Δ−Δ=ρˆ , 
it measures the proportion of wage cuts prevented by downward nominal wage rigidity. 
6 Example with artificial random data 
In order to illustrate the workings of the proposed kernel-location approach and its potential 
application to real data, it has been applied to a set of artificial random data. The data was 
generated using the same specifications underlying the theoretical example discussed in sec-
tion 2 and illustrated in Figure 1. With 500 observations in each of 10 periods the example 
roughly mimics the respective orders of magnitude of household panel surveys (PSID, 
GSOEP, BHPS) which have been used in previous analyses of DNWR. The estimation used 
the rectangular kernel. Its results are depicted in column b) of Figure 1. The underlying theo-
retical counterfactual and factual distributions are plotted in all panels as dotted curves. Pan-
els bi) to biii) show estimates of parts of the factual and counterfactual from three periods. In 
each case τm−  and bm ±− τ  are marked by vertical lines. Because of the relatively low num-
ber of observations per period the appearance of the estimates is rather ragged. Panels biv) and 
bv) show aggregate estimates of the counterfactual and factual distributions. Solid vertical 
lines mark the original core interval (defined by the extreme medians), dotted vertical lines 
mark the effective intervals. The estimates are plotted with varying thickness reflecting the 
different number of underlying periods in the different intervals. The aggregate estimates are 
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much smoother than the period estimates over most intervals, because of the much larger 
number of observations used in their estimation. They nicely recover the underlying true dis-
tributions over most of the effective core interval and correctly point to the high degree of 
DNWR built into the example. Overall, the example underlines the applicability of the kernel-
location approach to the relevant data sets. 
7 Summary, Conclusions, and Outlook 
The new kernel-location approach to the analysis of downward nominal wage rigidity in mi-
cro data combines kernel density estimation and the identifying principle of joint variation of 
location and shape of the distribution of per cent annual nominal wage changes. The approach 
provides partial estimates of counterfactual and factual distributions of per cent annual nomi-
nal wage changes, of the rigidity function and of the degree of downward nominal wage rigid-
ity. The proposed estimator for the distributions is based on a fairly straightforward basic 
idea, i.e. to suitably weigh the partial period-wise kernel density estimates of median-centered 
factual and counterfactual distributions in order to obtain overlapping partial estimates of the 
aggregate factual and counterfactual distributions. These aggregate estimates can then be used 
to construct measures of downward nominal wage rigidity. 
It was shown that the proposed method shares the advantages of other semi- or non-
parametric approaches to the analysis of downward nominal wage rigidity, but avoids a num-
ber of their problematic features. One specific advantage is that the rigidity function is esti-
mated non-parametrically, i.e. without imposing a functional form. The approach therefore 
allows to shed some light on the ongoing debate on the type of rigidity, i.e. absolute rigidity 
threshold rigidity, proportional rigidity, or menu cost rigidity. The application to real data will 
be the topic of future papers. 
References 
Beissinger, Thomas and Knoppik, Christoph (2001), 'Downward Nominal Rigidity in West-
German Earnings 1975-1995', in: German Economic Review, 2(4), 385-418. 
Card, David and Hyslop, Dean (1997), 'Does Inflation "Grease the Wheels of the Labor 
Market"?', in: Romer, Christina D. and Romer, David H. (eds.), Reducing Inflation -
Motivation and Strategy, Chicago, London, University of Chicago Press, 71-114. 
Christofides, Louis N. and Stengos, Thanasis (2001), 'Nominal Wage Rigidity: Non-
Parametric Tests Based on Union Data for Canada', CESifo working paper series 535, 
August. 
Härdle, Wolfgang and Linton, Oliver (1994), 'Applied Nonparametric Methods', in: Engle, 
Robert F. and McFadden, D. L. (eds.), Handbook of Econometrics [vol. 4], Amsterdam, 
North-Holland, 2295-2339. 
Knoppik Kernel-location approach to DNWR in micro data 9 
  URDP No. 392 
Kahn, Shulamit (1997), 'Evidence of Nominal Wage Stickiness from Microdata', in: American 
Economic Review, 87(5), 993-1008. 
Knoppik, Christoph and Beissinger, Thomas (2003), How Rigid are Nominal Wages? 
Evidence and Implications for Germany, in: Scandinavian Journal of Economics, 105(4), 
forthcoming. 
Lebow, David E.; Saks, Raven E. and Wilson, Beth Anne, 1999, Downward Nominal Wage 
Rigidity: Evidence from the Employment Cost Index, Finance and Economics Discussion 
Series 99/31, July. 
McLaughlin, Kenneth J. (1994), 'Rigid Wages?', in: Journal of Monetary Economics, 34, 
December, 383-414. 
McLaughlin, Kenneth J. (1999), Are Nominal Wage Changes Skewed Away From Wage 
Cuts? [incl. comment by Startz], in: Federal Reserve Bank of St. Louis Review, 81(3), 
May/June, 117-132 [133-136]; 
Rodríguez-Palenzuela, Diego; Camba-Mendez, Gonzalo and Garcia, J. A. (2003), Relevant 
economic issues concerning the optimal rate of inflation, April, European Central Bank. 
 
Knoppik Kernel-location approach to DNWR in micro data 10 
  URDP No. 392 
Figures 
  a) Theoretical b) Estimated 
i) 
t = 1 
  
ii) 
t = 5 
  
iii) 
t = 10 
  
iv)  
  
v)  
  
FIGURE 1 Theoretical and estimated distributions 
