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Abstract
The statistical leverage scores of a complex matrix A ∈ Cn×d record the degree of align-
ment between col(A) and the coordinate axes in Cn. These score are used in random sampling
algorithms for solving certain numerical linear algebra problems. In this paper we present a
max-plus algebraic analogue for statistical leverage scores. We show that max-plus statistical
leverage scores can be used to calculate the exact asymptotic behavior of the conventional
statistical leverage scores of a generic matrices of Puiseux series and also provide a novel way
to approximate the conventional statistical leverage scores of a fixed or complex matrix. The
advantage of approximating a complex matrices scores with max-plus scores is that the max-
plus scores can be computed very quickly. This approximation is typically accurate to within
an order or magnitude and should be useful in practical problems where the true scores are
known to vary widely.
1 Introduction
Let A ∈ Cn×d be a complex matrix. The statistical leverage scores of A are the vector p(A) ∈ Rn,
with
pi(A) =
(
max
x∈Cn
|(Ax)i|
‖Ax‖2
)2
, for i = 1, . . . , n. (1)
The ith statistical leverage score of A is equal to the square of the cosine of the angle between col(A)
and the unit vector ei. To calculate p(A) we take a decomposition that provides an orthogonal
basis for col(A). For example suppose that A has rank k, then if we take the QR decomposition
we obtain A = QR, with Q ∈ Cn×k and
pi(A) = ‖Qi·‖22, for i = 1, . . . , n, (2)
where Qi· denotes the ith row of Q. Note that
∑n
i=1 pi(A)/k = 1, so that the vector p(A)/k ∈ Rn
is a probability distribution on {1, . . . , n}.
Statistical leverage score distributions are used in random sampling algorithms for solving
certain numerical linear algebra problems [17, 14, 9]. For example: Algorithm 1 approximates the
least squares solution x∗ = arg minx∈Cd ‖Ax − y‖2, by examining a randomly selected sample of
the rows of [A, y]. The r × n random matrix M samples r rows from the least squares problem
with replacement, according to the probability distribution p, the sampled rows are scaled by
one over the square root of their sampling probability to ensure that the approximate solution is
unbiased. We then compute the solution xˆ that is optimal for the sampled rows and then use it as
an approximate solution for the full problem. This is similar to taking a poll to predict an election
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result and just like taking a poll, it is crucial that our sample set reflects the statistical properties
of the full set of rows. Theorem 1.1 shows that sampling with respect to statistical leverage scores
is one way of achieving this. The full result presented in [7] also shows how approximate statistical
leverage scores can also be used for sampling. Note that Theorem 1.1 holds for an arbitrary matrix
A ∈ Cn×d, in particular there is no assumed statistical model for the rows of A.
Algorithm 1 Given A ∈ Cn×d, y ∈ Cn, a probability distribution p ∈ Rn and r ∈ {d, . . . , n},
compute xˆ ≈ x∗ = arg minx∈Cd ‖Ax− y‖2.
1: for i = 1, . . . , r independently do
2: set Mi· = eTj /
√
pj, with proability pj, for j = 1, . . . , n
3: end for
4: set xˆ = arg minx∈Rd ‖(MA)x−My‖2
Theorem 1.1 ([7], Theorem 3.1). Let A ∈ Cn×d, y ∈ Cn and let x∗ = arg minx∈Cd ‖Ax− y‖2, let
p ∈ Rn be the statistical leverage scores of [A, y] and let xˆ be the ouput of Algorithm 1, then for
r ≥ 8d+ 1
2
ln
(d+ 1)
δ
,
we have
P {‖Axˆ− y‖2 ≤ (1 + 2)‖Ax∗ − y‖2} > 1− 3δ.
In practice if we are considering solving an n×d least squares problem using a random sampling
method, then we must be in a scenario where O(nd2) computations are too costly and we are
therefore unable to use (2) to calculate the statistical leverage scores of the matrix [A, y]. Thus
there is interest in developing efficient methods for approximating the statistical leverage scores
of a matrix. Drineas et al present such a method in [6]. Their approach uses random projections
and can be tuned to provide approximations with a desired accuracy for a desired reliability
probability. While the exact cost of computing this approximation depends on the chosen accuracy
and probability it is O(nd log(n)) for moderate values. In practice their method reliably produces
approximate scores that are close enough to the true statistical leverage scores to be useful in
sampling methods.
In this paper we present max-plus statistical leverage scores, which provide a completely dif-
ferent method for approximating the statistical leverage scores of a complex matrix. Our method
is potentially less reliable but faster than the method of Drineas et al. Algorithm 2, presented in
Section 4, returns the max-plus statistical leverage scores of a dense n × d matrix with average
case cost O(nd + d3), it also has huge potential to exploit sparsity and parallelism. We do not
have a theorem guarantying that our approximation will always be within a certain accuracy. The
max-plus approximation is a heuristic, which can go badly wrong for specially constructed ‘nasty’
problems. In Section 2 we demonstrate that max-plus statistical leverage scores are able to pro-
vide an order of magnitude approximation to the scores of a range randomly generated numerical
example problems. In Section 3 we prove that max-plus statistical leverage scores give the exact
asymptotic behavior of the scores of generic matrices of Puiseux series. This theoretical connection
between the max-plus and Puiseux series scores underpins Algorithm 2 and provides some intuitive
justification for the max-plus approximation of fixed complex matrices.
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1.1 Quick introduction to max-plus algebra
Max-plus algebra concerns the max-plus semiring Rmax = (R ∪ {−∞},⊕,⊗) where
a ⊕ b = max{a, b}, a ⊗ b = a + b, for all a, b ∈ Rmax. (3)
Akian, Bapat and Gaubert show that max-plus algebra can be used to calculate the exact asymp-
totic growth rates of the eigenvalues of generic matrices whose entries are Puiseux series [2, 1].
Gaubert and Sharify where the first to exploit this idea to develop max-plus algebriac methods for
approximating the order of magnitude of the eigenvalues of a fixed complex matrix polynomial [8].
This approach has since been adapted and expanded to approximate matrix singular values and LU
factors [12, 13]. In this paper we extend the approach further to include statistical leverage scores.
We introduce a definition for max-plus statistical leverage scores, which enables us to calculate
the exact asymptotic growth rates of the statistical leverage scores of generic matrices of Puiseux
series, and to approximate the statistical leverage scores of a fixed complex matrix. We provide
all of the necessary background material in this section. For a more thorougher introduction to
max-plus algebra see [5].
A max-plus matrix A ∈ Rn×dmax is simply an n×d array of elements from Rmax. Max-plus matrix
multiplication is defined in analogy to the classical case, for A ∈ Rn×dmax and B ∈ Rd×mmax , the product
(A⊗ B) ∈ Rn×mmax is the max-plus matrix with
(A⊗ B)ij =
d⊕
k=1
aik ⊗ bkj = dmax
k=1
(aik + bkj). (4)
For clarity we will often display equations using max-plus algbraic notation alongside equivalent
expressions that only use standard notation. We will use the max-norm to measure the size of
vectors y ∈ Rnmax
‖y‖max =
n⊕
i=1
yi =
n
max
i=1
yi, (5)
although clearly this is not a norm in the usual sense. Instead we can think of ‖y‖max as the
max-plus algebraic analogue of a p-norm over Cn. If we take the formula for the p-norm and
replace additions with maximums, multiplications with additions and powers with multiplication
by scalars, then we arrive at the formula for the max-norm, except for the use of absolute values,
which do not have a precise max-plus algebraic analogue.
For A ∈ Rn×dmax, we define the max-plus permanent of A by
perm(A) =
⊕
φ∈Φ(d,n)
d⊗
j=1
aφ(j)j = max
φ∈Φ(d,n)
d∑
j=1
aφ(j)j, (6)
where Φ(d, n) be the set of all injections from {1, . . . , d} to {1, . . . , n}. We also define the set of
optimal assignments of A by
oas(A) = arg max
φ∈Φ(d,n)
d∑
j=1
aφ(j)j. (7)
For φ ∈ oas(A) and i ∈ {1, . . . , n}, if φ(j) = i for some j ∈ {1, . . . , d}, then we say that φ assigns
row i to column j and vice versa. Note that for a square matrix A ∈ Rn×nmax , the formula (7) is
analogous to the classical formula for the determinant, except for the alternating sign term, which
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has no max-plus algebraic analogue since ⊕ is not invertible. We exploit this connection between
max-plus permanents and conventional determinants extensively in Section 3.
Optimal assignments also have a neat operational research interpretation. Suppose that we
have n workers and d jobs and that we must assign each job to a unique worker. Let A ∈ Rn×dmax be
the max-plus matrix with aij equal to the benefit of assigning worker i to job j. Then perm(A)
is the maximum possible total benefit and oas(A) is the set of optimal assignments of jobs to
workers.
For A ∈ Rn×dmax and for i = 1, . . . , n, we define the i-obligated permanent of A by
perm(A, i) =
⊕
φ∈Φ(d,n;i)
d⊗
j=1
aφ(j)j = max
φ∈Φ(d,n;i)
d∑
j=1
aφ(j)j, (8)
where Φ(d, n; i) is the set of all injections φ from {1, . . . , d} to {1, . . . , n}, with φ(j) = i, for some
j = 1, . . . , d. The i-obligated permanent is the maximum weight of an assignment that assignes
row i.
Throughout this paper complex matrices will be denoted by capital letters with their entries
denoted by the corresponding lower case letter in the usual way A = (aij) ∈ Cn×d. Matrices of
Puiseux series will be denoted by capital letters with a tilde and their entries by the corresponding
lower case letter also with a tilde A˜ = (a˜ij) ∈ C{{z}}n×d, where C{{z}} denotes the field of
Puiseux series. Max-plus matrices will be denoted by calligraphic capital letters and their entries
by the corresponding lower case calligraphic letter A = (aij) ∈ Rn×dmax.
For an n × d matrix A, we use the notation A([i1, . . . , im], [j1, j . . . , jk]) to denote the m ×
k matrix formed from the {i1, . . . , im} rows and {j1, . . . , jk} columns of A. We also use the
notation A([i1, . . . , im]
c, [j1, j . . . , jk]
c) to denote the (n − m) × (d − k) matrix formed from the
{1, . . . , n}/{i1, . . . , im} rows and {1, . . . , d}/{j1, . . . , jk} columns of A.
1.2 Max-plus statistical leverage scores
Let A ∈ Rn×dmax be a max-plus matrix. In analogy to (1) we define the naive max-plus statistical
leverage scores of A to be the vector q(A) ∈ Rnmax with
qi(A) = max
x∈Rdmax
(
(A⊗ x )i − ‖A⊗ x ‖max
)⊗2
(9)
= 2 max
x∈Rdmax
( d
max
j=1
(aij + xj)− nmax
i=1
d
max
k=1
(aik + xk)
)
, for i = 1, . . . , n.
Although this definition of max-plus statistical leverage scores looks very similar to the complex
matrix case, it turns out to not be very useful for our purposes. Instead we will use a slightly
different definition, which is chosen to permit the results presented in Section 3.
We define the max-plus statistical leverage score of A to be the vector p(A) ∈ Rnmax with
pi
(A) = 2(perm(A, i)− perm(A)), for i = 1, . . . , n. (10)
If there is an optimal assignment of A that assigns row i, then pi(A) = 0. Otherwise, pi
(A) equals
minus two times the smallest bonuses that needs to be applied to row i in order for there to exist
an optimal assignment that assigns row i.
We can convert any vector p ∈ Rnmax into a probability distribution using the softmax function
σ(p)i =
10pi(∑n
j=1 10
pj
) , for i = 1, . . . , n. (11)
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The following heuristic shows how we can use max-plus statistical leverage scores to approximate
the conventional statistical leverage scores of a complex matrix.
Heuristic 1.2. Let A ∈ Cn×d be of rank k, then
p(A)/k ≈ σ(p(log |A|)),
where log |A| ∈ Rn×dmax is the componentwise log of absolute value of A.
Example 1.1. Consider
A =
 1000 10001 100
10 1
 , A = log |A| =
 3 30 2
1 0
 .
By taking the QR decomposition of A we calculate its statistical leverage score distribution to be
p(A) = [0.4999, 0.4959, 0.0041]. The naive max-plus statistical leverage scores of A are given by
q(A) = [0,−1,−2]. To compute the max-plus statistical leverage scores of A we need to compute
the permanent of A. This is given by perm(A) = 3 + 2 = 5, which is attained by φ = (1, 2).
Since φ assigns rows 1 and 2, these rows have score zero. The 3-obligated permanent is given
by perm(A, 3) = 3 + 1 = 4, which is attained by φ3 = (3, 1). The statistical leverage scores are
therefore given by p(A) = [0, 0,−2].
The naive max-plus statistical leverage scores of A result in the distribution σ(q(A)) =
[0.9009, 0.0901, 0.0090]. The max-plus statistical leverage scores of A result in the distribution
σ
(
p(A)) = [0.4975, 0.4975, 0.0050], which provides an order of magnitude approximation to the
true statistical leverage score distribution p(A).
Example 1.2. Consider
A =
 1000 10001 100
10 10
 , A = log |A| =
 3 30 2
1 1
 .
We have p(A) = [0.5000, 0.5000, 0.00005], but p(A) = [0, 0,−2], which results in the approximate
scores σ
(
p(A)) = [0.4975, 0.4975, 0.0050]. In this example the max-plus approximation fails to
capture the order of magnitude of the score of row 3.
To understand why the max-plus approximation works better for Example 1.1 than Example
1.2 it is important to consider the fact that the max-plus approximation is ‘blind to sign’ in the
sense that it does not depend on the sign or complex argument of the entries in A. To illustrate
this point further we randomly generate many matrices with the same sized entires as the previous
example problems but with independent, uniformly distributed complex arguments. For each of
these randomly generated matrices we compute the log of the statistical leverage score of row 3
and plot a histogram of the results. See Figure 1. Note that for Example 1.1 the scores are always
confined to a narrow band, which is within an order of magnitude of the max-plus approximation.
But that for Example 1.2 the scores have a light lower tail, so that there is a set of small measure
for which the max-plus approximation is not accurate to within an order of magnitude. The matrix
A in Example 1.2 belongs to this small measure set.
The only direct support for Heuristic 1.2 comes from the empirical evidence presented in Sec-
tion 2. We have no theorem saying that the accuracy of the approximation should be within a
5
log
(
p(A)3
)-2.4 -2.3 -2.2 -2.1 -2
p
d
f
0
2
4
6
8
10
12
14
(a)
log
(
p(A)3
)-4.5 -4 -3.5 -3 -2.5 -2 -1.5
p
d
f
0
0.5
1
1.5
2
2.5
3
3.5
4
(b)
Figure 1: Distribution of log
(
p(A)3
)
for randomly generated matrices based on a) Example 1.1 ,
b) Example 1.2. Max-plus approximation marked in red, score of example problem in green.
certain factor for an arbitrary complex matrix. However, for nearly all of the test matrices A that
we have examined, we find that the max-plus approximation does capture the order of magnitude
of all of A’s statistical leverage scores. In the few cases where the statistical leverage scores of
the matrix A are poorly approximated by the max-plus approximation, we find that applying a
random perturbation to the complex arguments of the entries of A results in a matrix A′ whose
statistical leverage scores are well approximated by the max-plus approximation. In this sense
we say that the max-plus approximation provides an order of magnitude approximation for the
statistical leverage scores for all but a small measure set of ‘nasty’ matrices.
Of course this is cold comfort if we are interested in approximating the scores of a particular
matrix A that happens to fall in this nasty set. Ultimately the success of the max-plus approxi-
mation in practice will depend on identifying domains of problems and compatible preprocessing
techniques that give rise to matrices where these problems either tend not to occur, or where some
of these problems occur but the max-plus approximate statistical leverage scores are still useful in
downstream applications. We should note that issues of this sort are common to other methods
which use max-plus algebra to approximate classical linear algebra objects including eigenvalues [8]
and LU factors [13]. In these other applications we find that max-plus methods tend to work well
on large sparse matrices from practical problems, particularly highly unstructured problems with
a large range of entry sizes.
2 Numerical experiments
In this section we apply the max-plus approximation of Heuristic 1.2 to some larger numerical
examples and compare using different sampling distributions in Algorithm 1. The matrices that
we use are randomly generated using the scheme set out in ([14], Section 4.1). The coherence of
a matrix A ∈ Cn×d is equal to its largest individual statistical leverage score. A coherent matrix,
with a large coherence value, will have a wide range of statistical leverage scores. An incoherent
matrix, with a small coherence value, will have more uniform statistical leverage scores. We set
n = 105, d = 50 + 1 and Σ ∈ Rd×d, with Σij = 2× 0.5|i−j|. The example matrices are generated as
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follows.
Incoherent example: Each row of A ∈ Rn×d is chosen independently from a multivariate
Gaussian distribution N (1,Σ), where 1 ∈ Rd is a vector of ones.
Semi-coherent example: Each row of A ∈ Rn×d is chosen independently from a multivariate
t-distribution t3(1,Σ), with three degrees of freedom.
Coherent example: Each row of A ∈ Rn×d is chosen independently from a multivariate
t-distribution t1(1,Σ), with one degree of freedom.
For each matrix A ∈ Rn×d, we compute the exact statistical leverage score probability distribu-
tion p(A)/d, using (2). We use Algorithm 2 to compute the max-plus approximation σ
(
p(log |A|)).
For comparison we also compute an alternative statistical leverage score approximation which, like
the max-plus approximation, only depends on the size of the entries in A. The column normalized
row norms (CNRN) scores of A are given by
q(A)i = ‖Ci·‖22, for i = 1, . . . , n, (12)
where C = AD−1 and D ∈ Rd×d is the diagonal matrix with djj = ‖A·j‖2, for j = 1, . . . , d. We
compute the CNRN probability distribution q(A)/d for each matrix. Note that, although their
computation is far more straightforwards, the cost of computing the CNRB scores is the same
order as the max-plus scores.
For each example matrix we formulate and solve the least squares problem x∗ = arg minx∈Rd−1 ‖Bx−
y‖2, where B = A([1, . . . , n], [1, . . . , d − 1]) and y = A([1, . . . , n], [d]). We then compute approxi-
mate solutions using Algorithm 1. For each different sampling distribution and a range of values
of r, we run one hundred independent instances of Algorithm 1. The results of these experiments
are displayed in Figure 2.
For the incoherent example the exact statistical leverage scores are nearly uniform. Both
approximation methods capture the order of magnitude of all of the scores and all of the different
sampling methods have the same performance. For the semi-coherent example the exact statistical
leverage scores range between 10−2 and 10−6. Both approximation methods capture the order of
magnitude of all of the scores, but the CNRN approximation is slightly more accurate. The rows
with the largest exact scores are under approximated by the max-plus scores, but never by more
than a factor of ten. The uniform sampling method does not perform as well as the other methods
in this example. For the coherent example the exact statistical leverage scores range between
10−2 and 10−10. The max-plus approximation captures the order of magnitude of all of the scores
but the CNRN scores over approximate the largest scores and under approximate many of the
smaller scores. The uniform sampling method performs very poorly on this problem, the CNRN
method does not perform as well as the exact statistical leverage scores method or the max-plus
approximation method, which both perform well.
3 Asymptotics of generic matrices of Puiseux series
Whilst we cannot prove any results relating the statistical leverage scores of a complex matrix
to the max-plus approximation we are able to prove a connection between the statistical leverage
scores of a matrix of Puiseux series and the max-plus statistical leverage scores of a related matrix.
Although we are ultimately interested in fixed complex matrices and not matrices of Puiseux series,
this theory is important as it provides the intuition as to how and why the max-plus approximation
7
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Figure 2: Left: scatterplot of exact statistical leverage scores vs max-plus approximation. Middle:
scatter plot of exact statistical leverage scores vs CNRN approximation. Right: error vs sample size
for sampled least squares approximations. Errors plotted are the geometric mean of one hundred
independent trials, vertical bars show 90% range. For a) incoherent example, b) semi-coherent
example, c) coherent example.
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is able to work. Indeed, the proof of Theorem 3.7 can be viewed as a derivation for our method
and understanding its proof will give useful insight into the workings of Algorithm 2.
A Puiseux series is a generalization of a power series that allows for negative and fractional
powers:
f˜(z) =
∞∑
i=k
ciz
i
m , (13)
for m ∈ N, k ∈ Z, ci ∈ C for i ≥ k and ck 6= 0. Puiseux series form an algebraically closed field
under addition and multiplication which we denote C{{z}}.
We define the coefficient of the lowest order term map L : C{{z}} 7→ C, by L(f˜) = ck. We also
define the valuation map V : C{{z}} 7→ Rmax, by V (f˜) = −kn , i.e. minus the degree of the lowest
order term. The valuation of a Puiseux series tells us how quickly it blows up when evaluated at
small values of z. Valuation provides an almost everywhere homeomorphism since
V (f˜ g˜) = V (f˜)⊗ V (g˜), for all f˜ , g˜ ∈ C{{z}}, (14)
V (f˜ + g˜) = V (f˜)⊕ V (g˜), for almost all f˜ , g˜ ∈ C{{z}},
where the second property holds unless V (f˜) = V (g˜) and L(f˜) = −L(g˜). We apply V and L to
matrices of Puiseux series componentwise in the obvious way.
Since there is no Puiseux series analogue for the complex conjugate, we are not able to define
a consistent inner product on C{{z}}n and therefore cannot define the statistical leverage scores
of a matrix of Puiseux series directly. Instead we will evaluate our matrix of Puiseux series
A˜ ∈ C{{z}}n×d, at a value z ∈ C, to obtain a complex matrix A˜(z) ∈ Cn×d and then compute
the statistical leverage scores of this matrix p
(
A˜(z)
)
. These scores can then be thought of as a
function of z. Although p
(
A˜(z)
)
will typically not be a Puiseux series, we can still measure its
asymptotic growth rate for small z to give the same characterization as valuation. Theorem 3.7,
which is the main result of this section, states that the asymptotic growth rates of the statistical
leverage scores of A˜(z) are equal to the max-plus statistical leverage scores of the valuation V (A˜).
In the remainder of this section, whenever we are working with a matrix of Puiseux series
A˜ ∈ C{{z}}n×d, we will assume that A˜ has no entries identically equal to zero. The same results
can be obtained for the case where A˜ contains entries equal to zero but the technical details of the
proofs become a lot more complicated.
For n, d ∈ N with n ≥ d, define the set of good coefficient matrices G(n, d) ⊂ Cn×d by
G(n, d) = {C ∈ Cn×d :
∑
pi∈Ψ
sign(pi)
d∏
k=1
cφ(k)pi(k) 6= 0, for all Ψ ⊂ Π(d) and φ ∈ Φ(d, n)}, (15)
where Π(d) is the set of permutations of {1, . . . , d} and Φ(d, n) is the set of injections from {1, . . . , d}
to {1, . . . , n}. In what follows, for a matrix A˜ ∈ C{{z}}n×d, the condition L(A˜) ∈ G(n, d), will
be a sufficient condition for our results to hold. The following lemma justifies us saying that
our results are therefore generically true for matrices of Puiseux series. Note that although the
results that appear in [13] are for square matrices, generalizing them to rectangular matrices is
straightforwards.
Lemma 3.1 ([13], Lemma 4.2). G(n, d) is a generic (open and dense) subset of Cn×d. Therefore
{A ∈ C{{z}}n×d : L(A) ∈ G(n, d)} is a generic subset of C{{z}}n×d, with respect to the topology
induced by L.
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Lemma 3.2 ([13], Lemma 4.4). Let C ∈ G(n, d) and let C([i1, . . . , im], [j1, . . . , j`]) be an m × `
submatrix of C, then C([i1, . . . , im], [j1, . . . , j`]) ∈ G(m, `).
The following Lemma is fundamental to our approach of using max-plus algebra to calculate
the asymptotic behavior of generic matrices of Puiseux series.
Lemma 3.3 ([13], Lemma 4.1). Let M˜ ∈ C{{z}}d×d and suppose that L(M˜) ∈ G(d, d), then
V
(
det(M˜)
)
= perm
(
V (M˜)
)
.
Example 3.1. Consider
M˜ =
[
z−3 + 2z z−2
−z−2 + 2 1 + z
]
, V (M˜) =
[
3 2
2 0
]
.
We have det(M˜) = z−4+z−3−z−2+2z+2z2 and V ( det(M˜)) = 4, which agrees with perm(V (M˜)) =
max{3 + 0, 2 + 2} = 4.
Max-plus linear systems, i.e. equations of the form A ⊗ x = b, have many applications in
scheduling and dynamical systems [5, 10]. Such systems are better understood by studying the
symmetrization of max-plus algebra S, which is an extension of Rmax, that allows for a kind of
max subtraction operation (See [3], section 3.4 for an introduction). In this setting it is possible
to either solve or determine that no solution exists to certain max-plus linear equations using a
max-plus analogue of Cramer’s rule ([3], Section 3.5.2). This approach uses an expression for the
max-plus inverse of a max-plus matrix, which looks exactly like the conventional Cramer’s rule
inverse, only with permanents instead of determinants. Typically this max-plus inverse does not
provide a functional inverse in the usual sense as only a small subset of all max-plus matrices are
invertible. In Lemma 3.4 we show how to use this same max-plus inverse expression to calculate
the asymptotic growth rates of the entries in the inverse of a matrix of Puiseux series.
For M∈ Rd×dmax, define the max-plus inverse M⊗−1 ∈ Rd×dmax by
(M⊗−1)ij = perm
(M([j]c, [i]c))− perm(M), for i, j = 1, . . . , d. (16)
Lemma 3.4. Let M˜ ∈ C{{z}}d×d and suppose that L(A˜) ∈ G(d, d), then M˜ is invertible and
V (M˜−1) = V (M˜)⊗−1.
Proof. From Cramer’s rule we have
(M˜−1)ij = det
(
M˜([j]c, [i]c)
)
/ det(M˜), for i, j = 1, . . . , d.
Taking the valuation and using (14) we have
V (M˜−1)ij = V
(
det
(
M˜([j]c, [i]c)
))− V ( det(M˜)), for i, j = 1, . . . , d.
The result follows from a simple application of Lemma 3.2 and Lemma 3.3.
The following Lemma is a technical result which we use in the proof of Theorem 3.7.
Lemma 3.5. Let A ∈ Rn×dmax, let φ ∈ oas(A) and let j ∈ {1, . . . , d}, then
perm
(A([1, . . . , n], [j]c)) = perm(A([φ(1), . . . , φ(d)], [j]c)).
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Proof. First note that, since the LHS is the maximum over a set of assignments that includes all
of the assignments in the RHS, we have
perm
(A([1, . . . , n], [j]c)) ≥ perm(A([φ(1), . . . , φ(d)], [j]c)).
To prove the reverse inequality we will need the following results (17,18).
i) For B ∈ Rm×`max , φ ∈ oas(B) and i ∈ {1, . . . ,m}, either φ does not assign now i, or it assigns
row i to some column j ∈ {1, . . . , `}. This yields
perm(B) = perm(B([i]c, [1, . . . , k])) (17)
⊕ `max
j=1
(
bij + perm
(B([i]c, [j]c))).
The expression on the first line of the RHS of (17) is the maximum over all assignments that do
not assign row i and the expression on the second line is the maximum over j ∈ {1, . . . , `}, of the
maximum over all assignments that assign row i to column j. 
ii) For B ∈ Rm×`max , φ ∈ oas(B), we have
perm
(B([φ(j1), . . . , φ(jk)]c, [j1, . . . , jk]c)) = ∑
t6=j1,...,jk
bφ(t)t. (18)
First note that by restricting φ to the rows and columns of the submatrix on the LHS of (18)
we obtain an assignment with weight equal to the expression on the RHS, so that LHS ≥ RHS.
Now suppose that LHS > RHS, then there exists an assignment φ′ of the submatrix with weight
strictly greater than that of φ. But we can extend φ′ to an assignment of the full matrix B by
assigning jt to φ(jt) for t = 1, . . . , k. This results in an assignment of B with weight strictly greater
than that of φ, which is a contradiction. 
We construct a sequence j1, . . . , jk, as follows. Set j1 = j, as in the statement of the Lemma,
then from (17) we have
perm
(A([1, . . . , n], [j1]c)) = perm(A([φ(j1)]c, [j1]c))
⊕max
t 6=j1
(
aφ(j1)t + perm
(A([φ(j1)]c, [j1, t]c))).
If the expression in the first line of the RHS attains the maximum we stop, otherwise we set j2 to
be a value of t that attains the maximum in the second line of the RHS. After k− 1 steps we have
j1, . . . , jk, a sequence of distinct elements of {1, . . . , d}. From (17) we have
perm
(A([φ(j1), . . . , φ(jk−1)]c, [j1, . . . , jk]c)) = perm(A([φ(j1), . . . , φ(jk)]c, [j1, . . . , jk]c))
⊕ max
t6=j1,...,jk
(
aφ(jk)t + perm
(A([φ(j1), . . . , φ(jk−1)]c, [j1, . . . , jk, t]c))).
If the expression in the first line of the RHS attains the maximum we stop, otherwise we set jk+1
to be a value of t that attains the maximum in the second line. Continuing in this way we either
generate a sequence of length d, in which case
perm
(A([1, . . . , n], [j1]c)) = d−1∑
t=1
aφ(jt)jt+1 , (19)
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or we stop after k < d steps, in which case
perm
(A([1, . . . , n], [j1]c)) = k−1∑
t=1
aφ(jt)jt+1 + perm
(A([φ(j1), . . . , φ(jk)]c, [j1, . . . , jk]c)). (20)
The expression in the RHS of (19) is the weight of an assignment of A that only assigns the rows
{φ(1), . . . , φ(d− 1)} and does not assign the column j1 = j, so that
perm
(A([1, . . . , n], [j1]c)) = d∑
t=1
aφ(jt)jt+1 ≤ perm
(A([φ(1), . . . , φ(d)], [j1]c)).
Applying result (18) to (20) yields
perm
(A([1, . . . , n], [j1]c)) = k−1∑
t=1
aφ(jt)jt+1 +
d∑
t=k+1
aφ(jt)jt .
The expression in the RHS is the weight of an assignment of A that only assigns the rows
{φ(1), . . . , φ(d)}/φ(k) and does not assign the column j, so that
perm
(A([1, . . . , n], [j1]c)) = k−1∑
t=1
aφ(jt)jt+1 +
d∑
t=k+1
aφ(jt)jt
≤ perm(A([φ(1), . . . , φ(d)], [j]c)).
Theorem 3.6. Let A ∈ Rn×dmax and without loss of generality assume that (1, 2, . . . , d) ∈ oas(A)
and set M = A([1, . . . , d], [1, . . . , d]), then
pi(A) =
{
0 for i = 1, . . . , d,
2
(A⊗M⊗−1 ⊗ 0)
i
for i = d+ 1, . . . , n.
Proof. First note that if (1, 2, . . . , d) is not an optimal assignment of A then we can permute the
rows of A so that it is. Permuting the rows will permute the statistical leverage scores in the same
way. For the assigned rows i = 1, . . . , d, we have pi(A) = 0, which matches the definition of p(A)
given in (10). For the remaining rows i = d+ 1, . . . , n, recall that
pi(A) = 2
(
perm(A, i)− perm(A)), (21)
where that the i-obligated permanent perm(A, i) is the weight of the maximally weighted assign-
ment that assigns row i. Such an assignment must assign row i to some column k ∈ {1, . . . , d}.
Taking the maximum over the column assigned to i yields
perm(A, i) = dmax
k=1
(
aik + perm
(A([k]c, [i]c))). (22)
Since φ = (1, . . . , n) is an optimal assignment ofA it is also an optimal assignment ofA([i]c, [1, . . . , d]),
so from Lemma 3.5 we have
perm
(A([i]c, [k]c)) = perm(A([1, . . . , d], [k]c)) = perm(M([1, . . . , d], [k]c)).
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The expression on the RHS is the permanent of a matrix with d rows and d − 1 columns, so any
optimal assignment will have to leave one row j ∈ {1, . . . , d} unassigned. Taking the maximum
over the unassigned row gives
perm
(M([1, . . . , d], [k])) = dmax
j=1
(
perm
(M([j]c, [k]c))).
Substituting this expression back into (22) then (21) and also using the fact that perm(A) =
perm(M), we have
pi(A) = 2 dmax
k=1
(
aik +
d
max
j=1
(
perm
(M([j]c, [k]c))))− perm(M)
=
d
max
j=1
2
(A⊗M⊗−1)
ij
=
(A⊗M⊗−1 ⊗ 0)
i
.
Theorem 3.7. Let A˜ ∈ C{{z}}n×d and suppose that L(A˜) ∈ G(n, d), without loss of generality
assume that (1, 2, . . . , d) ∈ oas(V (A˜)) and set M˜ = A˜([1, . . . , d], [1, . . . , d]), then
a) For j = 1, . . . , d
V (A˜M˜−1)ij =
{
δij for i = 1, . . . , d,(
V (A˜)⊗ V (M˜)⊗−1)
ij
for i = d+ 1, . . . , n.
b)
lim
z→∞
log pi
(
A˜(z)
)
log |z| = pi(A), for i = 1, . . . , n.
Proof. a) From Lemma 3.2 and Lemma 3.3 we have that M˜ is invertible. Therefore A˜M˜−1 is
a matrix whose first d rows form the d × d identity matrix and whose remaining entries can be
expressed using Cramer’s rule
(A˜M˜−1)ij = (A˜i·M˜−1)j = det
(
M˜(A˜i·, j)
)
/ det(M˜), for i = d+ 1, . . . , n, j = 1, . . . , d,
where M˜(A˜i·, j) is the matrix obtained by replacing the jth row of M˜ with the ith row of A˜. Using
Lemma 3.2 and Lemma 3.3 we have
V (A˜M˜−1)ij = perm
(
V
(
M˜(A˜i·, j)
))− perm(V (M˜)).
We can expand the permanent of a d × d max-plus matrix along a row just like in the classical
case of a determinant. Expanding along the jth row of V
(
M˜(A˜i·, j)
)
results in
perm
(
V
(
M˜(A˜i·, j)
))
=
d
max
k=1
perm
(
V
(
M˜([1, . . . , d]/k, [1, . . . , d]/j)
))
+ V (A˜ik),
which yields
V (A˜M˜−1)ij =
(
V (A˜)⊗ V (M˜)⊗−1)
ij
, for i = d+ 1, . . . , n and j = 1, . . . , d. 
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b) From Lemma 3.2 and Lemma 3.3 we have that M˜ is invertible so that the statistical leverage
scores of A˜ and R˜ = A˜M˜−1 are equal. Note that since the first d rows of R˜ form the identity
matrix we have
d
max
j=1
|xj| ≤ ‖R˜(z)x‖2, for all z ∈ C, x ∈ Cd. (23)
Also note that
|(R˜(z)x)i| ≤ d
( d
max
j=1
|r˜ij(z)|
) d
max
j=1
|xj|, for all z ∈ C, x ∈ Cd, i = 1, . . . , n. (24)
Therefore
lim
z→0
− log pi
(
A˜(z)
)
log |z| = limz→0
−1
log |z| log
(
max
x∈Cd
|(R˜(z)x)i|
‖R˜(z)x‖2
)2
= lim
z→0
−2
log |z| maxx∈Cd
(
log |(R˜(z)x)
i
| − log ‖R˜(z)x‖2
)
≤ lim
z→0
−2
log |z| maxx∈Cd
(
log
(
d
( d
max
j=1
|r˜ij(z)|
) d
max
j=1
|xj|
)
− log ( dmax
j=1
|xj|
))
= lim
z→0
−2 maxdj=1 |r˜ij(z)|
log |z| = 2
d
max
j=1
V (r˜ij) = p(A)i,
where we used the results of part a and Theorem 3.6 in the last line. Next we will prove the reverse
inequality. Setting x = e`, where ` = arg max
d
j=1 V (r˜ij), yields
lim
z→0
− log pi
(
A˜(z)
)
log |z| ≥ limz→0
−1
log |z| log
(
|(R˜(z)e`)i|
‖R˜(z)e`‖2
)2
= lim
z→0
−2 log |(R˜(z)e`)i|
log |z| −
−2 log ‖R˜(z)e`‖2
log |z|
= 2V (r˜i`)− lim
z→0
−2 log ‖R˜(z)e`‖2
log |z| . (25)
Now
‖R˜(z)e`‖2 ≤
√
n
n
max
k=1
|r˜(z)kl|, for all z ∈ C, x ∈ Cd,
so that
lim
z→0
− log ‖R˜(z)e`‖2
log |z| ≤ limz→0
n
max
k=1
− log |r˜(z)kl|
log |z| =
n
max
k=1
V (r˜k`) = 0, (26)
where we used the fact that V (b˜k`) ≤ p(A)k ≤ 0 and that V (b˜``) = 0. Finally substituting (26)
into (25) and noting from the results of part a and Theorem 3.6, that 2V (b˜i`) = p(A)i, results in
lim
z→0
− log pi
(
A˜(z)
)
log |z| ≥ p(Ai).
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Figure 3: Convergence of
− log pi
(
A˜(z)
)
log |z| , with scores of randomly generated matrices marked by
dashed lines. a) Example 1.1, b) Example 1.2.
Example 3.2. Consider
A˜ =
 z−3 z−31 z−2
z−1 1
 , A = V (A) =
 3 30 2
1 0
 , L(A˜) =
 1 11 1
1 1
 .
We have chosen A˜ so that A˜(0.1) = A, where A is the fixed complex matrix of Example 1.1. Note
that we do not have L(A˜) ∈ G(3, 2), so that this matrix does not actually satisfy the condition
of Theorem 3.7. Although we will see that this is not a problem for this particular example. To
obtain matrices which satisfy the condition we randomly generate two more matrices of Puiseux
series with the same valuation as A˜ but with independent Gaussian distributed leading order term
coefficients. We plot the behavior of the statistical leverage scores of A˜(z) as a function of z as well
as the scores of two of the randomly generated matrices. See Figure 3. Observe that the limits
of the randomly signed matrices converge to p(A) = [0, 0,−2] as required. In this example the
condition L(A˜) ∈ G(3, 2) is not necessary and the scores of the matrix A˜(z) also converge to the
max-plus scores. We have highlighted the scores of A(10−k) for k = 1, 2, 3. Note that A(10−k) is
equal to the elementwise kth power of A.
Example 3.3. Consider
A˜ =
 z−3 z−31 z−2
z−1 z−1
 , A = V (A) =
 3 30 2
1 1
 , L(A˜) =
 1 11 1
1 1
 .
Now we have chosen A˜ so that A˜(0.1) = A, where A is the fixed complex matrix of Example 1.2.
We make the same plot as before. See Figure 3. As before the scores of the randomly signed
matrices converge to the max-plus limits as required by Theorem 3.7. However the 3rd score of
A˜(z) converges to a different limit. In this second example the condition L(A) ∈ G(3, 2) is still not
strictly necessary, but the condition l11l32 − l22l31 6= 0 is, and it is not not satisfied by A˜, which is
why its limits disagree with the max-plus statistical leverage scores.
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4 Max-plus statistical leverage score algorithm
Theorem 3.6 shows us how to calculate the max-plus statistical leverage scores p(A) for A ∈ Rn×dmax.
First of all we compute an optimal assignment φ ∈ oas(A). Next we setM = A([φ(1), . . . , φ(d)], [1, . . . , d])
and compute M⊗−1, then
pi(A) =
{
0 for i is assigned by φ,
2
(A⊗M⊗−1 ⊗ 0)
i
otherwise.
(27)
See Algorithm 2. We treat the computations of the optimal assignment and max-plus inverse
separately below. The multiplication on line 4 has cost O(d2). For i = 1, . . . , n, setting pi(A)
has cost O(d), so that the total cost of setting p(A) is O(nd). Note that each row can be treated
independently in parallel and that if A is a sparse matrix1 then the total cost of setting p(A) is
O(τ), where τ is the number of finite entries in A.
To compute an optimal assignment φ ∈ oas(A) we can use the Hungarian algorithm [15], the
Successive Shortest Paths algorithm [16] or the Auction algorithm [4]. Applied directly toA ∈ Rn×dmax
all of these algorithms have cost O(nd2). However we can reduce this cost considerably by noting
that the optimal assignment of a tall skinny n× d matrix only depends on the d largest entries in
each row. For each row of A we select the d largest entries, which we then sort in decreasing order.
This results in a sparse matrix with at most d entries per column and a known sorting order for
each column. We then pass this matrix to the Successive Shortest Paths algorithm, which is able
to compute the optimal assignment with cost O(d3). An efficient implementation which exploits
the fact that the d largest entries in each column have been sorted is essential to achieve this lower
cost. To select the d largest entries in each column we use Quickselect [11]. Like Quicksort this
algorithm has poor worst case cost but good average case cost. For Quickselect to find the d largest
entries in a column of length d has worst case cost O(n2) but average case cost O(n). We then sort
the d largest entries from each column using Quicksort with average case cost O(d log(d)). Using
this approach the total average case cost of computing the optimal assignment φ is O(nd + d3).
Clearly each column can be treated independently in parallel and if A is a sparse matrix then the
total cost is O(τ + d3).
To compute the max-plus inverse M⊗−1 we adapt the approach taken in ([13], Appendix A),
where the authors present an algorithm for computing max-plus LU factors. For M ∈ Rd×dmax and
pi ∈ oas(M), let Ppi ∈ Rd×dmax be the max-plus permutation matrix with
(Ppi)ij =
{
0 if i = pi(j)
−∞ otherwise. (28)
There exists max-plus diagonal matrices2 such that
H = Ppi ⊗D1 ⊗M⊗D2, (29)
satisfies hij ≤ 0 and hii = 0 for all i, j = 1, . . . , d. We say that H is a Hungarian scailng ofM. The
coefficients of the diagonal scaling matrices are given by the dual variables in the LPP form of the
optimal assignment problem. So that primal dual algorithms for computing the optimal assign-
ment of a matrix, like those listed above, will also produce these scaling coefficients a byproduct.
1A sparse max-plus matrix is one with many entries equal to minus infinity. If A ∈ Cn×d is a conventional sparse
matrix then log |A| ∈ Rn×dmax is a sparse max-plus matrix.
2A max-plus diagonal matrix is one whose off diagonal entries are all equal to minus infinity.
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Ordinarily we would need to apply one of these algorithms to M with worst case cost O(d3), but
in this setting we can use the results from the previous computation applied to A.
To compute the max-plus inverse of M we use the formula
M⊗−1 = D1 ⊗H⊗−1 ⊗D2, (30)
where the entries in the inverse of the Hungarian matrix H can be calcualted as follows. Let G(H)
be the graph with vertices {1, . . . , d} and an edge i 7→ j with weight hij whenever hij 6= −∞, then(H⊗−1)
ij
= weight of the maximally weighted path through G(H) from i to j. (31)
Each row of H⊗−1 can be computed by independently using Dijkras algorithm, with a total worst
case cost of O(d3) for a dense matrix.
The total average case cost of Algorithm 2 is therefore O(nd + d3) or O(τ + d3) in the sparse
case.
Algorithm 2 Given a max-plus matrix A ∈ Rn×dmax, compute p(A).
1: compute an optimal assignment φ ∈ oas(A)
2: set M = A([φ(1), . . . , φ(d)], [1, . . . , d])
3: compute M⊗−1
4: set x =M⊗−1 ⊗ 0
5: for i = 1, . . . , n do
6: if i assigned by φ then
7: set pi(A) = 0
8: else
9: set pi(A) = (A⊗ x )i
10: end if
11: end for
Conclusion
We presented a max-plus algebraic analogue for statistical leverage scores. Max-plus statistical
leverage scores can be used to calculate the exact asymptotic behavior of the conventional statistical
leverage scores of generic matrices of Puiseux series and also provide a novel way to approximate
the conventional statistical leverage scores of fixed complex matrices. In Section 2 we showed that
the max-plus approximation was accurate to within an order of magnitude for a small test set of
randomly generated matrices. We also demonstrated that this order of magnitude approximation
was sufficiently accurate to be useful in practice, as an importance sampling distribution used
inside a sampling based least squares solver.
A major drawback of the max-plus approximation is the fact that there are certain problem
matrices for which it will be very inaccurate. See Example 1.2. However, as demonstrated in
Section 1.2, these ‘nasty’ matrices where the max-plus approximation is very inaccurate form a
set of small measure. Thus we expect that the max-plus approximation will be able to capture
the order of magnitude of all of the statistical leverage scores of a randomly generated matrix, or
a deterministic matrix which ‘looks like random matrix’. This should cover many object-feature
matrices arising in machine learning applications.
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