We present a simple method for normalizing the control-ow of programs to facilitate program transformations, program analysis, and automatic parallelization. While previous methods result in programs whose control owgraphs are reducible, programs normalized by this technique satisfy a stronger condition than reducibility and are therefore simpler in their syntax and structure than with previous methods. In particular, all control-ow cycles are normalized into single-entry, single-exit while loops, and all goto's are eliminated. Furthermore, the method avoids problems of code replication that are characteristic of node-splitting techniques. This restructuring obviates the control dependence graph, since afterwards control dependence relations are manifest in the syntax tree of the program. In this paper we present transformations that e ect this normalization, and study the complexity of the method.
Introduction
The problem we are considering here is the normalization of the control-ow of programs with the goal of facilitating program transformations, program analysis, and automatic parallelization. There are several ways in which our technique makes these processes easier.
First, it reduces the number of syntactic constructions that must be treated by the system of analysis or transformation. This lessens the complexity of many compilation algorithms, which are often driven by the structure of the program. If the program structure is highly regular, the number of cases and conditions that must be considered to analyze or parallelize the program is simply decreased.
Second, it converts all control-ow cycles into single-entry, single-exit while loops and eliminates all branching instructions. These may have dramatic consequences on compilation. For example, loops that contain exit branches are di cult to parallelize since the number of iterations they will perform is unknown prior to their execution. Likewise, goto's may be used to create cycles of control-ow. These hidden loops may cause a loss of parallelism, both because the loops they describe are missed by techniques of parallelization that apply only to do loops, and also because the control-ow of other loops and sometimes entire subroutines may be disturbed by such cycles. Similarly the use of goto's makes program transformations and analyses more di cult and ine cient in general, for the reason that the simple compositionality of control-ow is lost. In terms of semantics, we may say that in the absence of goto's, a direct semantics may be given, whereas in their presence, a continuation semantics is needed. The increased complexity of a continuation semantics is translated to increased complexity in any program analysis that models the semantics, e.g., abstract interpretation or data ow analysis.
Third, our technique obviates the control dependence graph. Much e ort is spent in traditional parallelizing compilers in the treatment of control dependences 3]. We will argue that when the control-ow of a program is properly normalized, control dependence relations are so manifest in the syntax tree of the normalized program that there is no need for a separate representation of such dependences. Similarly, the method makes it unnecessary to perform interval analysis as part of data ow analysis, because after normalization the internal structure of a program is obvious and trivial. It may therefore be used to simplify the implementation of data ow analysis since pathological owgraphs 38] will not exist.
Unnormalized programs may arise in several ways. First, unstructured programs can be written in languages such as Common Lisp, Fortran, Pascal or C. Second, the compiler itself may produce unstructured code when it applies classical program transformations such as tail recursion elimination 14] . For an example see gures 1 and 2. Other transformations such as recursion splitting 22] result in even more complex output than the tail recursion elimination. If we wish the compiler to work always with a normalized program, we may apply normalization following such transformations.
A lot of work has been done in the normalization of the control-ow of programs 10, 47, 12, 5] . All of these techniques result in programs with reducible (defun f (lambda (x y) (begin (cond ((null? x) y) ((atom? x) y) (t (f (cdr x) (f (car x) y)))))))
Figure 1: A sample of recursive Lisp program (defun f (lambda (x y) (begin I 1 (cond ((null? x) (set! r y) (go I 2 )) ((atom? x) (set! r y) (go I 2 )) (t (set! y (f (car x) y)) (set! x (cdr x)) (go I 1 ))) I 2 (return r))))
Figure 2: After tail recursion elimination control owgraphs. However, the method of normalization presented here results in programs which are more highly regular than those produced by these methods. In other words, a condition much stronger than reducibility is satised by the control owgraphs that result from our method. Furthermore, while some previous methods of control-ow normalization result in excessive code replication, we will show below that code replication is necessary under our method only for the elimination of irreducibility, a condition that is rare even in unstructured programs.
Presentation of the Normalization Method
Our normalization works by transforming a program into a system of simultaneous equations, whose unknowns represent the continuations associated with program labels. The solution of this system of equations is the normalized form of the program. The e ect of this is to detect all of the loops and to eliminate all pathological syntactic constructions that the program contains. Williams and Ossher 47] have proved that such an elimination is necessary and su cient to obtain a structured form of the program. A theorem of B ohm and Jacopini 13] says that we may transform any program into another one where only the following three control structures are used: Assignment
Conditional Iteration
However, their theorem is not constructive in that it does not give a method for deriving such a program. The technique presented below does exactly this in a simple and e cient way. Normalizing the control-ow of a program consists of transforming this program into another equivalent one where only the three foregoing control structures are used.
The input language we treat has a Lisp-like syntax and includes branching instructions (goto's) and labels at the top-level of procedures. We applied this method to Fortran 77 and Le-Lisp 16] 6], and are applying it to Common Lisp, and C 25].
The output language contains single-entry, single-exit while loops but neither goto's nor labels, and represents the normalized form of the program.
Denotational Semantics
The semantics of a programming language is a precise mathematical speci cation of the meaning of programs in the language 42, 45, 40] . The idea of this approach is to de ne functions which map syntactic constructs into algebraic ones. This method is based on Scott and Strachey's work and has been used to de ne languages like ALGOL 60 31], PASCAL 45] , and CLU 39]. Our input language contains branching instructions. Simple jumps make the semantics of programs more complex because we lose the compositionality of the semantics of commands. We must then switch from a direct semantics to a semantics with continuations. The theory of continuations was developed by C. Wadsworth and L. Morris independently. This notion originated from the \tail function" of Mazurkiewicz 30 ].
Continuations
Continuations are a powerful tool because they allow us to give a straightforward meaning to branches, exceptions and errors, and because they allow us to regain a degree of the compositionality we lose by having branches. The continuation of an instruction I is a function which, when applied to a store, gives the nal result of the program when its execution begins with this instruction I. The result is a new store (state of memory). Usually continuations are associated with each point of a program. In our approach a point will represent a program label.
The author provides, for the interested reader, a denotational semantics with continuations for the primitive expressions of our language 7, 8 ]. The language is described in the following section. such as +,-,*,/,and, or, : : : . For the purpose of simplicity, the grammar includes only scalar variables. The normalization method we are presenting has been applied to Fortran and Lisp programs 6, 24] , and is by no means restricted to the treatment of scalar data; nor does it require restrictions upon side e ects and aliasing.
Abstract Syntax

Continuation Equations
For a procedure P we may give a syntactic representation to the continuation associated with each program label I i . We will call it x i . Figure 3 illustrates a sample of a Lisp program. We obtain from this program the system of continuations equations of gure 4. x 0 is the source continuation (it contains the solution of the system after its resolution) and x 1 , x 2 , x 3 , and x 4 are the continuations associated with the labels I 1 , I 2 , I 3 , and I 4 respectively. x 0 , x 1 , x 2 x 3 , and x 4 represent the unknowns of the system.
The only control structures used in these systems are the three proposed by B ohm and Jacopini 13]. The solution to this system will represent the normalized form of the procedure. In the next section we will present the method we choose to solve this system.
Gaussian Elimination-Like Resolution
A straightforward Gaussian elimination-like resolution method may be used to solve the system of continuation equations. This method yields a solution with O(n 3 ) complexity, where n is the number of equations (or unknowns). But the solution we are presenting is a re nement of this method. We will see later in this paper that this re nement improves the complexity considerably. The Gaussian elimination method consists of the substitution and the elimination of each unknown, where it appears in the system. We want to satisfy two criteria. The rst is to minimize the code size; this is accomplished by factorization. The second is to convert every control-ow cycle into a while loop, and this is accomplished by derecursivation. Solving this system in the style of Gaussian elimination and performing these transformations along the way gives the normalized form of the program.
Transformations
If we look at the continuation equations we have built, we may remark that they contain no branches and have a regular structure. In general an equation has the following form: 
Of course, the order in which we place the unknowns in the selection tree is irrelevant, since the guard is in any case simply a test for the value of the selector. To compare these two methods and to measure their respective cost, we have run an experiment that normalizes the scienti c computations of the Perfect Club 34]. See gures 24 and 25 in section 5.
Derecursivation
Derecursivation, like T 1 Hecht's transformation 20], consists of making a loop explicit. A self-recursive equation has this form:
x i = (begin Cmd (if Exp (begin Cmd 1 x i ) (begin Cmd 2 x j ))) Intuitively this equation is a loop whose entry is the instruction labeled by x i and whose condition of iteration is the condition that leads to x i . In this case we iterate the loop until Exp becomes false, in which case we perform the begin form associated with the false part of the if.
The xed point of the above equation is:
The semantics of the while statement is to iterate the begin form contained inside the while form until pred 1 is false. It has the semantics of a repeat; therefore, it supposes that the loop body is performed at least once.
Consider an equation with another level of if nesting
Again here we must study the boolean expressions guarding each continuation inside the equation. (if pred 1 Cmd 2 (begin (set! pred 2 Exp 2 ) (if pred 2 Cmd 3 Cmd 4 ))) (and (not pred 1 ) (not pred 2 )))) (if pred 1 x j (begin (if pred 2 x k )))) 2.5.5 Substitution and Elimination (T 0  2 ) T 0 2 , like T 2 20], consists of substituting an unknown in the continuations system and of eliminating its equation from this system. However, Hecht 20] performs T 2 on unknowns that have only a single use in the system. The T 0 2 transformation is not constrained by this condition since it replaces an unknown anywhere it appears in the system (i.e., an unknown may be replaced in several di erent equations). T 0 2 is performed after we have checked that the unknown we are eliminating is non-recursive (which in this case should be derecursivated rst) and that the equations where it appears are factorized (to avoid several substitutions of the same unknown in a single equation). If our system is 8 < then after the substitution of x j in x i and its elimination from the system, we will obtain the following equivalent system. 
Example of Resolution
The system of continuation equations resulting from the program in gure 3 is presented in gure 4. To solve this system we use the transformations presented above. We may begin the resolution by eliminating x 2 , which appears in the equation of x 0 and x 4 . The equivalent system after its elimination is in gure 5. The next step may be to eliminate x 1 from the resulting system. The equivalent system is in gure 6. Since x 4 is recursive, we want to apply the derecursivation transformation to create the corresponding while loop and the elimination transformation to replace and eliminate the unknown from the system. The resultant systems are in gure 7 and gure 8, respectively. At this point, x 3 appears twice in x 0 ; we then need to factor x 0 . The resultant system is shown in gure 9. And nally, after the substitution and elimination of x 3 , we obtain the normalized form in gure 10.
Structure of the Original Program
When we build the continuation equations, we attempt to preserve as much as possible the original structure of the program. That is to say, if the input procedure contains control constructs that are already normalized (by normalized we mean that there are neither branching instructions leaving this construct, nor branching instructions entering it), the construct is preserved and not renormalized. In gure 11, the while loop is already normalized. The associated 8 > > > > < > > > > : (if (not pred 2 ) (begin (set! j 1) (set! k 1) (while (begin (set! i (+ j k)) (set! pred 1 (> i 10)) (if (not pred 1 ) (begin (set! j 1) (set! k 1))) (not pred 1 ))))) x 3 ) x 3 = (begin i) Figure 9 : Factorization of x 0 from the system in gure 8
Figure 10: Normalized form of the program in gure 3 continuation equations system is in gure 12. The while is treated as if it were an assignment statement. Now, if we look at the program in gure 13, the while loop has an exit from inside it. In this case, the while loop is rst rewritten in terms of goto's and if's as shown in gure 14, and then converted into a normalized form.
Order of Resolution
In the system of gure 4 above, we eliminated the unknowns in an arbitrary order. But it is easy to see that the quality of the normalized form of the program, in terms of code size, depends upon the order in which the unknowns are eliminated from the system. To give an idea of the importance of this order, let us take the previous system of equations in gure 4 and try to eliminate the unknowns in a di erent order. Let us choose the following order of resolution: (x 1 , x 4 , x 2 , x 3 ). The system after elimination of x 1 is in gure 15. The variable x 3 , and x 4 now occur in the equation for x 2 . The elimination of x 4 leads to the equivalent system in gure 16. x 2 is recursive; after its derecursivation and substitution we obtain the system in gure 17. And nally after the elimination of x 3 , we obtain the normalized program in gure 18.
Of course the programs in gures 10 and 18 are semantically equivalent, but the second one does not contain any replicated code and the body of the while loop is restrained strictly to the code dependent upon it; i.e., no code is inside the loop body that does not need to be.
Figure 11: Program containing a normalized control structure 8 < :
Figure 12: Continuation equations system of the program in gure 11
(set! j (+ j 1)) (< i n))) I 2 (set! b (+ j 1)) (go I 1 )))) Figure 13 : Program containing a non-normalized control structure Figure 14 : Equivalent form of the program in gure 13 8 > > < > > : (if (not pred 1 ) (begin (set! j 1) (set! k 1) (set! i (+ j k)))) (not pred 1 ))) x 3 )) x 3 = (begin i) We observe from this that the order of resolution has an important impact on the running time of the resolution process and on the code replication. The order of resolution we propose is as follows: rst, sort in an extended topological order the nodes of the graph associated with the equations, and second, move the loop headers in this order so that they appear after the unknowns representing their bodies. Note that our algorithm is slightly di erent from the classical method of interval analysis. The normalization method makes use of the strongly connected component, and of the topological sort of the acyclic continuations owgraph to solve the system of continuations. In the next sections we describe the elimination order of the unknowns.
Graph and Topological Sort
The graph G = (N; E) associated with the system of equations represents the control owgraph of the program and is de ned by taking the nodes as the unknowns of the system and by creating an edge (x i ,x j ) when the unknown x j appears inside the equation x i . jNj = n and jEj = e are the number of nodes and edges. For example, the graph associated with the system of equations in gure 4 is in gure 19. A topological ordering of the nodes of such a graph is a labeling of the nodes with integers 1,2,: : :; n 36]. Of course this graph must be acyclic for this ordering to be meaningful. Since, in general, our input graphs contain cycles, we order the nodes by rst eliminating the back and cross edges of the graph and sorting the resulting graph in a topological order. We call this the extended topological sort of the graph. By visiting the graph nodes in a depth-rst order, the complexity of the combined algorithm is kept to O(n + e).
In gure 19, x 2 is a single loop header and its body consists of the unknowns x 1 and x 4 . An extended topological order is (x 0 ,x 2 ,x 1 ,x 4 ,x 3 ). The next step 
Example
Let us consider now the irreducible program in gure 20. We do not give the details of all the transformations performed on the continuation equations system but present only the system in gure 21 and the associated continuation graph in gure ??. There are two nested loops in this graph whose headers are x 1 and x 2 . The order of resolution is (x 0 ,x 3 ,x g ,x 2 ,x 1 ,x 4 ,x 5 ). The normalized form relative to this order is in gure 23. (set! pred 2 (> x i)) (if pred 2 (begin (set! pred 3 (> x j)))) (and pred 2 pred 3 )))) (and (not pred 1 ) (and pred 2 (not pred 3 ))))) (if (and pred 2 (or pred 1 (not pred 3 ))) (begin (set! j 1))) (set! j 2)))) In this section, we will analyze the complexity of the normalization method by counting the number of transformations necessary to solve a system of continuations equations. A complete time -and space -complexity study would involve us in details of data structures that are beyond the scope of this paper. However, the analysis below reveals the most important aspects of the complexity of the normalization algorithm and can be extended to a complete one by considering the cost of applying individual transformations to a chosen representation of the program. Let S be a system of continuation equations and G = (N; E) the graph associated with S. i 2 N. Let jNj = n and jEj = e.
In i represents the set of nodes entering the node i or, alternatively, the set of unknowns in whose equation i appears.
d(j; i) is the degree of multiplicity of the edge (j; i), i.e., the number of times i appears in the equation of j.
n s is the total number of substitutions performed during the resolution process; n f represents the number of factorizations, and n d the number of derecursivations.
Number of Substitutions
We will show that the number of substitutions performed during resolution does not exceed the number of unknowns n in the system, in the case that G is reducible.
Theorem 1 G reducible ) each equation is substituted only once in the system S.
Proof: Let In i = fk = (k; i) 2 Eg This means that i appears (at least once) in the equation of k. We want to substitute the unknown i in the system. As we have seen in the algorithm, before any substitution of an equation of i into k, k is factorized so that i occurs only once in the equation of k. Several cases may appear: jIn i j = 1 Then i is substituted for only once in the system. jIn i j > 1
In this case i appears in several equations of the system. It may be inside a loop whose header is h, or may itself represent the header of a loop 1 , or nally may be neither of these two cases. Let s be the source node of the graph.
Case 1: The simplest case is when i has several predecessors and is neither a loop header, nor inside a loop. In accordance with the resolution order we have chosen, the predecessors of i will be treated before i itself. When we come to substitute i, it will appear in the equation of its nearest dominator h 2]. After factorization of h, i will appear only once in h, and will be substituted for only once.
Case 2: i is in a loop whose header is h but i and h are distinct.
In this case, by the order we have chosen and the fact that G is reducible, all of the predecessors of i in the loop (except for h) will be treated before i itself. When we come to substitute i, it will appear only in the equation of h by the fact that h dominates i. And after the factorization of h, i will appear only once in the system and will therefore be replaced only once by substitution.
Case 3: i is a loop header. According to the resolution order we have described earlier, we treat every node inside the loop before the header. Let h be the header of the innermost loop containing the i loop (or s, if there is no such loop). When we treat i, it will therefore be a self-recursive variable that appears also in the equation of h (or s). After derecursivation of i and factorization of h, i is substituted for only once in the system.
Since we have n equations in the system, n s = n: 2
In an irreducible graph, our method may replicate code. In the worst case, without any preliminary factorization, the number of substitutions for the unknown i will be bounded by the number of its predecessors.
Theorem 2 G irreducible ) each unknown is substituted at most n times.
Proof: In the rst step of the elimination the rst unknown is substituted in the worst case, n?1 times. The second time, it is substituted n?2 times, since after the rst substitution one unknown is de nitely eliminated from the system and so on, until we eliminate all the unknowns. The number of substitution is then n s
2 Note that this bound is very conservative, as it assumes that the control owgraph of the program is a clique!
Number of Factorizations
If we look at the algorithm of resolution above in section 3.3, we see that a factorization is applied to each predecessor x j of x i before substituting x i . The factorization is of course unnecessary if x i occurs only once in an equation. It must be noted that applying one single step of factorization on each x j has the e ect of reducing the instances of all the occurrences in x j to one (the degree of each edge between x j and every occurrence of x j is 1). The number of instances of a variable inside an equation is bounded by n, and a single factorization step is able to reduce these instances to one. In the worst case a factorization is necessary before every substitution; therefore n f n s .
Number of Derecursivations
A derecursivation is performed every time a node has itself as an occurrence. The number of derecursivation depends then upon the number of loop headers in the entire graph. In the worst case, every node in the graph is a loop header; then n d n:
Again this is a very conservative bound. In summary, the number of transformations performed in the case of a reducible owgraph is on the order of the number of continuation equations in the system. Of course, in this study, the complexity does not take into account the size of the continuation equations, nor the time necessary during substitution, to nd within the equation the unknown for which to substitute, nor in factorization the cost of collecting and simplifying boolean conditions.
Application of the Normalization Process
The normalization method that we have presented has been put to several uses in projects with which the author has been involved: PAF 44] and MIPRAC 24] .
PAF is an experimental Fortran parallelizer developed at the University of Paris 6 (France). In PAF the normalization method has two applications. The rst is to convert every cycle (explicit or implicit) into while loops, which are themselves transformed into do loops whenever possible 9], and nally into doall loops when the dependences permit it. In other words, even when a programmer writes loops using goto's, or writes unstructured do loops, they are made eligible for parallelization by normalization. The second purpose is vectorization. In order to vectorize statements that are conditionally executed in a loop, one must attach boolean variables (mode vectors) to the statements 29, 48, 17, 32] . By control-ow normalization we may accomplish this easily for any program.
MIPRAC is a multilingual compiler for shared memory machines being implemented at the University of Illinois. Its applications of the normalization method are much more ambitious.
First, it allows us to write a genuinely multilingual compiler. MIPRAC accepts programs in Common Lisp, C, Scheme, and Fortran. Together these four languages contain many control structures, such as do, dolist, dotime, loop, cond, block, return, break, case, switch, exit, for, while, goto, continue, if, and pause. After normalization only three control-structures remain: begin, if, and while. Moreover, the intermediate form is properly structured. In other words, multilinguality in MIPRAC means that programs from various languages all have a simple, structured representation in MIPRAC's intermediate form, and this is accomplished by normalization.
The second application is to simplify program analysis. In e ect, normalization allows programs that require a continuation semantics (because of goto's) to be converted into programs that may be given a direct semantics. The third application is to simplify program transformations. When restructuring an expression, we do not need to be concerned with branches into the middle of, and out from the middle of the expression: control ows into and out of the expression in an orderly way. The reader may look at Harrison's work 21] to see the di culties that we may encounter for program transformations such as exit-loop parallelization and recursion splitting 22], when they are performed on a code that is not so structured. By control-ow normalization, we e ectively make while-and do-loop transformations applicable to all iterative structures by replacing arbitrary control-ow cycles by single-entry single-exit loops, and by reducing the number of di erent syntactic structures.
Program points after normalization are quite di erent than program points in the program text known to the user. This problem is fairly easily solved by observing that any expression in a normalized program comes from exactly one expression in the source, and then a map from the transformed program to the original source is well-de ned and can be maintained.
As stated in section 2.5.3, we compared, by running experiments on the Perfect Club code, the factorization using boolean expressions and selector expressions. We measured the number of boolean expressions and selector expressions generated, and the code replication that results with and without factorization. See gures 24 and 25.
Column EBN gives the number of expressions present in the program before normalization. Column EANF gives the number of expressions in the program after normalization with factorization. Column BEXP gives the number of boolean expressions that are added during factorization. Column SEXP gives the number of selector expressions (a selector expression is an assignment of a selector variable) that are added during factorization. Column BEXP/EANF gives the ratio of these counts. Likewise for the ratio SEXP/EANF. Column EAN gives the number of expressions in the program after normalization without factorization. GF = EANF -EBN represents the growth of code when factorization is performed and G = EAN -EBN is the growth when the code is normalized with no factorization. Note that when factorization is not used, neither boolean nor selector expressions are added to the program by the normalization. The factorization with boolean expressions requires that every predicate guarding a conditional statement is stored in a temporary variable (see transformation of if distribution above). These temporary variables are not necessary when the factorization with selector expressions is performed. That is the reason why EBN for the same code has di erent value, when the factorization is performed using selector expressions versus when using boolean expressions.
The average ratio of boolean expressions BEXP created over the total number of expressions in the program EANF is 0.01. The average ratio of selector expressions SEXP created over the total number of expressions in the program EANF is 0.004. If we compare GF with G, we may see that GF is always smaller than the G (except when factorizing TRFD with selector expressions), and that the boolean expressions that are created have a reasonable size. For some codes, GF is negative; this is due to the fact that the normalization process simpli es the source code and produces a compact form of the code (for example all of the labels and goto's in the source code are eliminated.
N.B. In Miprac Fortran, C and CL front-ends translate every loop using goto's and labels. 2 Therefore the column EBN includes all these labels and goto's added by the front-ends. This accounts for much of the negative code growth.
It is clear when we look at these measures, that factorizing with selector expressions results in less code growth than factorizing with boolean expressions. Although in both cases the growth seems to be manageable. The main reason for the small number of boolean expressions is that we use an heuristic order that allows us to create boolean expressions of manageable size in the case of several if nesting levels. Miprac does not use a phase of boolean expression simpli cation; rather, factorization with selector expressions is used so that excessive boolean expressions are not created. It appears, however, that the boolean expressions generated by the normalization are small enough that simpli cation would not be a major expense.
Position of Our Work
Several techniques exist for structuring owgraphs 13, 28, 33, 11, 12, 5] . Most of these techniques consist of modi cations such eliminating goto statements, adding control-ow variables, copying code, creating and calling procedures and adding levels of iteration. Each of them may be appropriate for some cases; however the programs they produce are often less regular than those produced by our method and often contain more replicated code 27]. None presents a simple comprehensive algorithm for the normalization of all control owgraphs. We present, below, a limited overview of each of these methods; however, we emphasize Kennedy's method 5], since it is the most recent and the closest to our own method. B ohm and Jacopini 13] present two normalization methods of ow diagrams. They decompose the ow diagrams into base diagrams of three types or two types. These methods, like ours, add boolean variables, but they replicate code Figure 25 : Factorization with Selector Expressions even in normalizing reducible owgraphs. Furthermore, the authors do not present a simple algorithm, but rather describe the method by pattern-matching of owgraphs, which could be complex and costly to implement. Knuth and Floyd 28] study program transformations that eliminate goto statements without introducing new variables or modifying the sequence of the program computations. The rst possibility is to eliminate the goto's by introducing procedures; this is sometimes quite a clean solution, except that the procedure-calling overhead may be important in programs that involve many loop iterations. The second possibility is to write a owchart according to the BNF they have de ned. Both methods replicate code in normalizing reducible owgraphs. The authors declare that these methods do not su ce to eliminate goto's in all programs.
Peterson, Kasami and Tokura 33] de ne a well-formed program as a program in which loops and conditional statements are properly nested and have a single entry. To obtain such a program they use a node splitting transformation that may replicate code, or procedure calls in case the code replication is too big. The method replicates code in normalizing reducible owgraphs (no bound is given on the size of the resulting program) and the resulting programs have multiple-exit loops, and branches that exit several nested control structures.
Ashcroft and Manna 11] introduce two transformations to translate programs with goto's into programs without. The rst one adds temporary variables and the second adds logical variables to the program. The rst method replicates code in normalizing reducible owgraphs, and both methods result in loops with multiple exits.
Baker 12] concentrates on making programs more understandable rather than on eliminating the goto statements entirely. Some goto statements are generated when they give a clearer description of the control-ow. Some syntactic restrictions are imposed upon the input program as well. The algorithm is divided in two steps: locating the loops in the owgraph and adding branching statements. The rst step uses the classical notion of dominators 2] after building the depth-rst spanning tree of the owgraph. The second step of the algorithm adds branching statements to the basic form of the program generated in the rst step. The algorithm can be extended to handle irreducible graphs. The shortcomings of Baker's method are rst, that some goto's remain, second, the loops may be left with multiple exits, and third that the number of control forms is greater than with our method, so that the resultant syntax is still fairly complex.
Allen and Kennedy's method for converting control dependences to data dependences is called if either exit branches, backward branches or forward branches. The second step is branch relocation and the last step is branch removal. An exit branch is de ned to be one that terminates a loop. A forward branch is de ned to be one whose target is at the same loop nesting level, and which precedes the target (lexically). A backward branch is de ned to be one whose target is at the same loop nesting level, and which follows the target (lexically). Branch relocation moves a branch out of a loop until the branch and its target are at the same loop nest level. Branch removal eliminates forward branches by attaching guard expressions to targets. If conversion has goals similar to our normalization method. Its shortcomings are presented below along with di erences between it and our work. The examples that are used below are taken from Allen and Kennedy's paper 5] and are written in a Fortran-like syntax. The normalized forms are also written in this same syntax in order to make the di erences more apparent.
The rst problem with if conversion is that backward branches are improperly identi ed as those whose targets precede them (lexically). Thus the program in gure 26 is treated in the reference paper 5] as a cycle; the if conversion algorithm detects GOTO 100 as being a backward branch. But if we follow carefully the control-ow of the code, there is no loop in this program. The program obtained after if conversion is in gure 27. With our method, some factorization was performed since two di erent paths could be taken to arrive to label 300. The nal normalized form is shown in gure 28; it is written in a Fortran-like syntax to facilitate the comparison.
The second problem with if conversion is its ad-hoc treatment of irreducible programs. Let us take an example. The program in gure 29 is transformed after if conversion into the program of gure 30. A boolean variable is used to record which branches are taken to reach statements in the loop body. The resulting program contains a goto, and the cycle of control-ow has not been replaced by a structured loop. A subsequent transformation (not described in the reference paper 5]) must be used to replace this backward branch by a while loop. By contrast, our method produces the program of gure 31, using a uniform treatment of reducible and irreducible owgraphs (since the owgraph is irreducible, there is some code replication). Notice that if conversion has introduced an additional loop-carried dependence (on the variable BB1) that is not The third problem with if conversion is the extra generation of boolean expressions guarding each statement of the program. The program in gure 32 is equivalent after if conversion to the one in gure 33. Now, if we look at the normalized form in gure 34 corresponding to the the program in gure 32, we can see that in the latter form, a straightforward data ow analysis would be more accurate for two reasons. First, the statement B(I) = A(I) + 5 is not guarded by any condition, and therefore we may easily conclude that it is the only de nition of the array B that reaches out of the program. Whereas the program in gure 33 necessitates a deeper analysis that accounts for boolean guards to arrive at the same conclusion. Second, it is very easy to see from the control structure of the program in gure 34 that the de nition of the variable X in statement (2) and not by any previous de nitions of X. Again, in the if converted code, a deeper analysis is necessary and perhaps a conservative decision would have to be taken.
Related Application of the Gaussian Eliminationlike Method
There are several problems closely related to control-ow normalization that make use of Gaussian elimination resolution. These include global ow analysis 19, 20] , shortest path problems 15, 18, 26] and conversion of nite automata to regular expressions 41]. The fundamental framework of these problems is to build a system of equations based on regions of a owgraph and to solve this system using the Gaussian resolution. In the following we give an overview of some methods: Allen and Cocke's interval analysis, Hecht and Ullman's analysis, Tarjan's interval analysis, and nally Graham and Wegman's analysis. The latter three are improvements to the rst one. In the literature these algorithms are . They are, in general, described for a speci c implementation, and therefore it is di cult to see their common points and di erences. Our goal is to give a presentation of these algorithms describing their complexity and performances.
We want to emphasize that the following four algorithms are not methods for program normalization, but rather, are presented to show the reader that the Gaussian elimination-like solution of systems is widely used in similar problems and that several improvements of its complexity have been studied. These algorithms are used for global data ow analysis. e represents the number of edges in the owgraph and is assumed to be in order O(n), where n in the number of nodes of the owgraph.
Allen and Cocke Method
This method, known as Interval Analysis, was introduced by Allen and Cocke 35]. It does not treat irreducible graphs, but it can be adjusted to handle them. The equations it uses are quite di erent from ours. They represent the data ow equations of the program. They describe the reaching de nitions of each variable of the program 4, 38]. The Allen and Cocke algorithm consists of the iteration of three phases: a partitioning algorithm that nds single entry regions in the dependency graph, elimination of the data ow equations, and nally propagation. The elimination process turns out to be the application of successive substitution and loop-breaking transformations. The latter transformation is equivalent to the derecursivation transformation we have described earlier in the paper. The unknowns of the system are eliminated in the natural order in which each node of the graph is added to an interval.
During propagation, back-substitutions are performed to propagate global data ow side e ects to the regions where they apply. It consists of nding variable correspondences and substituting interval head variables solutions into reduced equations. The process of reducing the system into a smaller one produces an O(n 2 ) solution.
Hecht and Ullman Method
This algorithm is also applicable only to reducible graphs. It takes as input a system of equations analogous to the one described in the Allen and Cocke algorithm, and its dependency graph (i.e., the control owgraph). The elimination process is directed by the region of the graph, much as the Allen and Cocke algorithm, and consists of applying the transformations T 1 and T 2 , as described in the paper earlier, to these regions. The search for common factors in the reduced equations allows a saving in the calculation 1, 37, 46] . This improvement provides a complexity of O(n logn) rather than a O(n 2 ) Allen and Cocke's complexity.
Tarjan Method
The Tarjan method uses a di erent notion of intervals from the above methods; in a sense they represent the loops in the control owgraph. When calculating these intervals an implicit order arises, as in the Allen and Cocke method. This order will be used to calculate the reduced equations. It is clear that this order will follow one of the depth-rst orders of the graph. The resolution like Hecht's method is based upon the T 1 and T 2 transformations as shown above, and T 3 transformation that is the composition of the two previous ones. Again this method is applied to reducible owgraphs. For such a graph the algorithm requires a time of O(n (n)) where is the inverse of Ackerman's function. A simpler algorithm that runs in O(n log n) exists 43].
Graham and Wegman Method
This algorithm is close to Tarjan's interval analysis; but it handles irreducible graphs without the need for eliminating the irreducibility. The notion of intervals is called here S-sets 19]. They represent the loops in the owgraph. The S-sets are de ned by a numbering of the nodes of the dependency graph associated with the equations; this numbering is performed using a depth-rst order. The elimination process is performed using three transformations similar to those of the Hecht and Ullman algorithm named S 1 , S 2 and S 3 . The application of these transformations is restricted to nodes that have only one predecessor. S 1 as T 1 consists of loop-breaking (derecursivation in our framework). S 2 consists of a substitution of a node that has several successors. Then k S 2 transformations are necessary to eliminate a node that has k successors.
The substitution is performed the same way as in the Hecht and Ullman algorithm: each term is substituted successively, rather than substituting the entire right hand side of an equation at once, such as in the Allen and Cocke algorithm. Finally, S 3 eliminates a node that has no successors. This algorithm runs in a time O(n logn).
Conclusion
All the algorithms we have presented are re nement to a Gaussian eliminationlike algorithm. There are two relationships between the work described above and ours. First, each of the above methods uses a Gaussian elimination method that is similar in some respects to ours. Second, each of them solves a data ow analysis problem, and much of the di culty of doing so comes from the irregular structure of the underlying control owgraph. Using a method like ours, this structure can be made more regular, with the result that the analysis algorithm is made simpler; the normalization of a program anticipates much of the computation of data ow solutions for the program, so solving a data ow problem can be much more e cient. Further, the normalization process is performed once on the program, but the simpli cations a ect both forward and backward data ow problems to be solved for the program. This is because the backward owgraph of a normalized program is also normalized, whereas a owgraph that is merely structured, may be unstructured when its edges are reversed. Finally, even though closures may still be required for loops, especially for non-fast problems 19, 43], these will be simpler than for a non-normalized program.
In this paper we have presented an algebraic framework for normalization of control-ow. This framework has made it easy for us to prove that our transformations preserve the semantics of programs. It is applicable to a variety of languages and is more powerful than existing methods in several respects. First, in methods based upon node-splitting 12], and if conversion 5], some branching instructions remain after transformations, and code replication may occur even when normalizing programs whose owgraphs are reducible. Our method eliminates all branching instructions and replicates code only when eliminating irreducibility, a rare condition even in unstructured programs.
Second, while previous methods result in programs with reducible owgraphs, our method yields programs whose control owgraphs are more highly structured yet; in particular, all control-ow cycles are normalized into singleentry, single-exit while loops. Such loops may be further transformed into conventional do loops by induction variable recognition 6, 9] . This makes our method particularly helpful in automatic parallelization, where highly regular loop structures are essential 32], 22]. It simpli es both forward and backward data ow analyses by transforming a program to one with an obvious, trivial internal structure.
Third, our method makes the separate representation of control dependences unnecessary. In a program normalized by our method, control dependences are, in e ect, represented directly by the syntax tree since each conditional structure contains all the expressions it controls. Since the analysis of control dependences is central to the work of parallelizing programs 3], this is a signi cant simplication.
This work has been implemented in PAF 44], a parallelizer of Fortran programs written at the University of Paris 6, and in MIPRAC, a multilingual parallelizer of programs at the University of Illinois. In Miprac, we measured on a handful of examples, that the ratio of the total normalization time to the total compilation time is approximately 0:02. The total compilation time includes parsing, normalization, interprocedural analysis, intraprocedural data ow analysis and some restructuring. The average compilation time for these examples was 18.5 seconds. We expect for the ratio to decrease when the time measure will take into account additional passes of Miprac that are currently being implemented.
