Each module must select which action, A, to perform amongst a small fixed set, S = {Ax, Ay, Az , . . .}, of possible actions.
In the initialization phase each module executes each of these actions in random order and initializes the expected reward, Q[A], with the global reward, R, received after performing action A.
The discounted expected reward, Q[A]
, is estimated by an exponential moving average with a smoothing factor, α, which suppresses noise and ensures that if the reward of an action changes with time so will its estimation.
Each module independently selects which action to perform based on an ϵ-greedy selection policy, where a module selects the action with highest estimated Q[A] with a probability of 1−ϵ and a random ac on otherwise.
STRATEGY FOR LEARNING LOCOMOTION GAITS

Accelerated learning
The learning speed is limited by the fact that it must rely on randomness to select a fitter but underestimated action a sufficient number of times before the reward estimation becomes accurate.
To accelerate the convergence, tested a simple heuristics:
If the received reward, R, after a learning period is higher than the highest estimation of any action, max(Q), the evaluated action may be underestimated and fitter than the current highest estimated action. Therefore, we repeat the potentially underestimated action, A, to accelerate the estimation convergence.
STRATEGY FOR LEARNING LOCOMOTION GAITS
Applied to gait control tables
In Algorithms 1 and 2 each module learns to always perform a single action such as rotating clockwise.
To enable a more versatile learning strategy that may work on any module type, they combine this strategy with gait control tables.
How it works?
• Each module learn the set-points of its own columns in the gait-table.
• Each module runs one parallel learning process per entity in its column.
• Each learning process selects a set-point, A, among a set of predefined • set-points, S.
• The learning processes learn independently and in parallel based on a shared reward signal
HARDWARE AND SIMULATION PLATFORMS
ATRON self-reconfigurable robot
• Composed of two hemispheres, which can actively rotate relative to each other.
• On each hemisphere, a module has two actuated male connectors and two passive female connectors.
• A 360°rotation takes approximately 6 s.
• Located next to each connector are an infrared transmitter and receiver, which allow modules to communicate with neighbor modules and sense distance to nearby objects.
Unified simulator for selfreconfigurable robots (USSR)
• Open-source simulator • Physics simulator for modular robots.
• Open Dynamics Engine (ODE)
• Through socket connections USSR is able to run module controllers.
• ATRON and M-TRAN models (parameters: strength, speed, weight, etc.)
EXPERIMENTAL SETUPS
Learning parameters and reward signal
Each parameter runs identical learning controllers with parameters set as Table 1 .
Each module shares and optimizes its behavior based on the same reward signal.
The reward signal is a measurement of the velocity (estimated as the distance moved by the robot's center of mass in T (sec)
Generally, to reduce noise in the reward signal, T must be a multiple of a full gait period, i.e., the time it takes a module to rotate 360°or oscillate back and forth. Here, T is elected to be a single full gait period.
α balances the amount of noise in the reward signal against convergence time, and ϵ controls the exploration/exploitation trade-off.
EXPERIMENTAL SETUPS
Action space
To utilize the learning strategy, a set of actions or gait-table must be defined
In action-based experiments, ATRON modules always perform one of the following three actions:
• HomeStop (rotates to 0°and stop).
• RightRotate (rotate clockwise 360°).
• LeftRotate (rotate counter-clockwise 360°).
Therefore the basic action set for ATRON is:
S = {HomeStop, RightRotate, LeftRotate}.
EXPERIMENTAL SETUPS
Action space
The gait-table-based learning strategy must find gaits based on oscillations to move the robots, instead of gaits based on continuous rotations.
For each robot morphology, it is defined an initial pose that the actuation is performed relative to.
The gait table has five rows, so each module must learn five angle values from the set-point: S = {−60,−30, 0, 30, 60} degrees.
In general, selecting an initial pose and the set-point sets is a tradeoff between high potential to move and being stable so that the robot does not fall over while learning
EXPERIMENTAL SETUPS
Physical setup
The ATRON modules are not equipped with a sensor that allows them to measure their own velocity or distance traveled.
Instead, an arena with an overhead camera connected to a server.
• The server tracks the robot, computes the robot's velocity, and sends the reward signal wirelessly to the robot.
• The accelerated learning algorithm, is running on the physical modules.
• Module sends a message containing its current state (paused or learning), time-step and reward to all of its neighbors through its infra-red communication channels.
• The time-step is incremented and the reward is updated from the server side every T= 7s.
• When a new update is received, a module performs a learning update and start a new learning iteration.
It is considered a simulated quadrupedal consisting of 8 ATRON modules. The results of each trial will be less dependent on starting conditions and the gait learning analysis will be simpler.
EXPERIMENTS
Comparison between normal and accelerated action-based learning strategy
The graphs show how the velocity of the robots jumps in discrete steps, that correspond to changes in the preferred actions of modules. 
EXPERIMENTS
Morphology independence
• Online learning with 7 different simulated ATRON robots to study the degree to which the learning strategy is morphology independent.
• In each trial, the robot had 60 min to optimize its velocity.
• For each robot type 10 independent trials were performed with the normal, accelerated and random strategy
EXPERIMENTS
Morphology independence
They observed:
• Each robot always tends to learn the same, i.e., symmetrically equivalent gaits.
• The learning of locomotion is effective and the controllers are in most cases identical to those we would design by hand using the same action primitives.
• The other robots converged within 60min to best known gaits in 96% of the trials (115 of 120 trials). Convergence time was on average less than 15 min for those robots.
They found no general trend in the how the morphology affects the learned gaits.
EXPERIMENTS
Physical ATRON robots
• They present experiments with physical ATRON robots to investigate if the accelerated learning strategy can successfully be transferred from simulation to physical robots.
• The learning strategy is executed by the modules and only the reward signal is computed externally.
• Two different robots were used, a three-module two-wheeler and an eight-module quadrupedal (which has a passive ninth module used only for wireless communication).
• For each robot, report on five experimental trials.
• An experimental trial ran until the robot had converged to a near optimal gait (which were known from the equivalent simulation experiments) and stayed unchanged for several minutes. Fig. 15 shows the average results of 10 trials.
• After both the self-reconfiguration and the module's fault, it is observed a drop in fitness, as expected.
• In both cases, the learning system is able to adapt to its changed morphology and regain a higher velocity.
• In the case where a leg module is reactivated there is no initial drop in fitness, but afterwards the robot learns again to use its leg and the average velocity increases. • For the first 1000 iterations the robot gradually increases its velocity.
• Then the module is disconnected and we observe a drastic drop in velocity to the level of a randomly moving robot.
• The robot slowly adapts to its new morphology and regains the majority of its lost velocity.
The first gait-table shown is just before the module is disconnected and the other gait-table is at the end of the trial. We observe that the two gait-tables contains mainly different joint values (77%) which may indicate that the two robots required quite different gait patterns for effective locomotion.
EXPERIMENTS
Scalability
Experiments with a scalable millipede ATRON robot to study the scalability of the learning strategy. They vary the number of legs from 4 to 36 in steps of 4 with 10 learning trials per robot.
For this specific experiment they define the time of convergence as the time at which 85% of the leg modules have learned to contribute to the robot movement.
That is, the leg module rotates either left or right dependent on its position in the robot and the direction of locomotion.
