Neural architecture search (NAS) is a promising method for automatically finding excellent architectures. Commonly used search strategies such as evolutionary algorithm, Bayesian optimization, and Predictor method employs a predictor to rank sampled architectures. In this paper, we propose two predictor based algorithms NPUBO and NPENAS for neural architecture search. Firstly we propose NPUBO which takes a neural predictor with uncertainty estimation as surrogate model for Bayesian optimization. Secondly we propose a simple and effective predictor guided evolution algorithm(NPENAS), which uses neural predictor to guide evolutionary algorithm to perform selection and mutation. Finally we analyse the architecture sampling pipeline and find that mostly used random sampling pipeline tends to generate architectures in a subspace of the real underlying search space. Our proposed methods can find architecture achieves high test accuracy which is comparable with recently proposed methods on NAS-Bench-101 and NAS-Bench-201 dataset using less training and evaluated samples. Code will be publicly available after finish all the experiments.
Introduction
Deep learning with properly designed neural architectures has achieved significant advancement in different learning tasks, e.g. image classification [1, 2] , object detection [3, 4] , segmentation [5, 6] and language models [7] . Neural architecture directly affects the performance of deep learning and numerous researchers have devoted to design more efficient neural architectures. Neural architecture design requires expert knowledge and is laborious and time consuming. Therefore, automatic design of neural architecture has emerged and sprung up [8, 9, 10, 11, 12] .
The goal of neural architecture search (NAS) is to find a architecture with minimum validation error in the search space with minimum time cost. Reinforcement learning [8, 13, 14] , evolutionary algorithms [15, 16, 17, 18] , Bayesian optimization [19, 20, 21, 22, 23, 24] , gradient algorithm [9, 11, 25, 26] and predictor based algorithms [27] are the commonly used methods for architecture search. From the Bayesian optimization perspective, the validation error is a function f which takes an architecture as input and outputs the architecture's validation error. Since training an architecture is time consuming, in real application it's impossible to build the function f by training all the architectures in search space. Bayesian optimization [19, 20] uses a surrogate model to describe the distribution of f . Existing Bayesian optimization algorithms for NAS [21, 22, 24 ] take a Gaussian process or ensemble neural networks as surrogate model, which makes the surrogate model computational intensive and can not be trained end-to-end. In this paper, we propose an neural predictor with uncertainty estimation which takes an architecture as input and output the mean and variance directly as surrogate model. Our proposed neural predictor avoids the calculating of inverse matrix and can be trained endto-end. It illustrates top performance compared with the existing Bayesian optimization algorithms for NAS.
The procedure of Bayesian optimization for neural architecture is quite complex. In order to find the best architecture in minimum search steps, an acquisition function is needed to find the potential best locations for evaluation. Evolutionary algorithm is most commonly used to solve the acquisition function. To simplify the search procedure, a predictor guided evolutionary algorithm(NPENAS) for NAS is proposed. We design a spatial graph neural network based neural predictor to evaluate the performance of neural architecture. We evaluated the neural predictor guided evolutionary algorithm 600 trials and the average mean accuracy of searched architectures is 94.14% using only 150 samples in NAS-Bench-101 dataset [28] , which is close to the best performance of 94.23% in the ORACLE setting [27] .
The NAS-Bench-101 dataset [28] provides an implementation for architecture sampling by randomly generating adjacency matrix and node operations. We call this method as default sampling pipeline and demonstrate that it tends to generate architectures only in a subspace of NAS-Bench-101. Instead of using the default sample pipeline, we propose to sample the architectures directly from NAS-Bench-101 and prove that it is beneficial for performance improvement.
Our contribution can be summarized as follows:
• We propose an neural predictor with uncertainty estimation as the surrogate model for Bayesian optimization(NPUBO) for NAS. The predictor can be trained end-to-end in the Bayesian optimization framework and avoids the intensive inverse matrix calculation. The proposed method achieves best or comparable performance compared with the state-of-theart Bayesian optimization NAS methods on NAS-Bench-101 and NAS-Bench-201 dataset. • We propose a predictor guided evolutionary algorithm(NPENAS) for NAS which is simple compared with Bayesian optimization and achieves the best or comparable performance on NAS-Bench-101 and NAS-Bench-201 dataset. • We investigate the drawback of the default architecture sampling pipeline and demonstrate that sampling architectures directly from the search space is beneficial for performance improvement. • We design a new macro architecture search task NAS-Bench-101-Macro which utilize the cell level search space of NAS-Bench-101 and allow the predefined macro architecture in NAS-Bench-101 to use different cells. We evaluated our proposed methods on this task and an architecture with the top performance comparable with the architecture in NAS-Bench-101 was found. In addition, we collected the training details and constructed a new dataset NAS-Bench-101-Macro which is publicly available.
2 Related Works
Neural Architecture Search
NAS [29] employs some kind of search strategy to automate the architecture engineering. Mostly used search strategies include reinforcement learning [8, 13] , gradient optimization [9, 11, 25] , evolutionary algorithms [15, 16, 17] , Bayesian optimization [19, 20, 21, 22, 23] and predictor-based method [27] . Reinforcement learning and gradient optimization optimize an agent which can learn how to sample best architectures in the search space. Evolutionary algorithms use the validation accuracy to rank the mutated architectures and push the top performance architecture in the population. Bayesian optimization and predictor-based method adopt a predictor to estimate the architecture accuracy.
Bayesian optimization uses a probabilistic surrogate model to predict the accuracy and uncertainty of an architecture. There are two steps in Bayesian optimization. First, a probabilistic surrogate model is built as a prior confidence of the object function. Next, an acquisition function is adopt to find the potential optimal position. In neural architecture search, Bayesian optimization mostly uses Gaussian process as the probabilistic surrogate model. NASBot [21] adopted Gaussian process as the surrogate model and proposed a distance metrics to calculate the kernel function. NASGBO [22] and BONAS [24] used a graph neural network with complex local and global properties of graph nodes and edges to represent the neural architecture and built a Bayesian linear regression layer to output the uncertainty. BONAS [24] first sampled architecture to train an architecture embedding and used this embedding to build a design matrix which was needed by Bayesian linear regression. All of the methods of NASdBot [21] , NASGBO [22] and BONAS [24] require computationally intensive matrix inversion operation. To avoid the kernel function calculation, BANANAS [23] employed a collection of identical neural networks to predict the accuracy of sampled architectures. However, the ensemble of several neural networks prohibits end-to-end training and leads to a new hyperparameter which is hard to determine.
In neural architecture search, Bayesian optimization method employs an acquisition function such as expected improvement (EI) [30] , entropy search (ES) [31] , upper confidence bound (UCB) [32] or Thompson sampling [33] to sample the potential optimal architecture in the search space. The acquisition function can better balance exploration and exploitation. NASBot [21] , NASGBO [22] and BONAS [24] used the EI acquisition function, BANANAS [23] adopted independent Thompson sampling [23] acquisition function. As the architecture search space is too large and architectures in the search space exhibits locality [28] , evolutionary algorithms are commonly used to optimize the acquisition function.
Neural predictor based methods employ a neural predictor to estimate the validation accuracy of neural architectures, and then use it to predict all the architectures in the search space. The appropriate prediction accuracy of the neural predictor is quite important. Too low or too high accuracy of the predictor may cause performance drop. Therefore, some neural predictor methods proposed two stage cascade model to predict the validation accuracy [27] .
Compared with existing methods, we propose an neural predictor with uncertainty estimation as surrogate model which avoids the inverse matrix calculation and can be trained end-to-end. The proposed predictor outputs mean and variance directly. We also propose a simple neural predictor guided evolutionary algorithm(NPENAS) for architecture search, which contains only one neural predictor to rank the sampled architectures. Compared with the existing neural predictor algorithm [27] on NAS-Bench-101 dataset, which used a cascade graph neural network model, 172 training architectures and all the architectures in the search space, our proposed neural predictor only use 150 training architectures and 1500 mutated architectures to find the best architectures.
Neural Architecture Encoding
Neural architecture search always involves an architecture encoder which embeds the direct acyclic graph (DAG) architecture into a D-dimensional vector as the neural architecture representation. The D-dimensional vector is used by the performance predictor to estimate the validation accuracy of architectures. Architecture encoders fall into roughly three categories, recurrent network (RNN) encoder [34] , vector encoder [23] and graph encoder [21, 22, 27] . RNN encoder takes a string sequence described architecture as input, and uses the hidden state of recurrent network as architecture embedding. Vector encoder combines the unrolled neural architecture adjacency matrix and operations or employs path-based encoding method [23] to represent the neural architectures and then uses a fully connected network (FCN) for architecture embedding. However, path-based encoding is not suitable for marco level search space because its encoding vector will increase exponentially [23] . Graph encoder represents the neural architecture via an adjacency matrix, node features and edge features, and then uses a graph convolution network to output vector formed embedding. Previous graph encoders [21, 22, 27, 24] adopt a spectral graph neural network and use complex edge and node features. In this paper, we encode the graph architecture via a spatial graph neural network as it can process the direct acyclic graph from a message passing [35] perspective.
Graph Neural Network
Graph neural network (GNN) achieves significant progress in non-euclideanly defined data structures, such as graphs and networks [36, 37] . GNN can be classified into two categories, the spectral-based methods [38, 39, 40] and spatial-based approaches [41, 42] . The spectral-based methods use spectral graph theory to build a real symmetric positive semidefinite matrix, i.e. graph Laplacian matrix. The orthonormal eigenvectors is known as the graph Fourier modes, and their associated real nonnegative eigenvalues as the frequencies [39] . The graph signals are filtered in the Fourier domain. ChebConv [39] used the polynomial parametric filter and Chebyshev expansion [43] for fast filtering. GCN [40] limited the polynomial filter to linear model and employed renormalization trick to build a localized first-order approximation of spectral graph convolution. The spatial-based approaches leverages the spatial location of node features to conduct convolution. GraphSAGE [41] defined several aggregator functions to aggregate node features in the neighborhood of current node and used a pooling aggregator to generate the final graph embedding. GINConv [42] presented a theoretical framework for analyzing the expressive power of GNN and proposed a simple but powerful GNN architecture Graph Isomorphism Network (GIN) [42] . NASGBO [22] , BONAS [24] and some neural predictors [27] methods use GCN [40] to embed the neural architecture. As the neural architecture is a directed graph, but GCN [40] assumes undirected graphs, the neural predictor proposed in [27] built two different graph convolutions using the normal adjacency matrix and the transpose of normal adjacency matrix respectively. In this paper, we use GNN to extract the neural architecture's structural information. The spatial graph neural network GIN [42] is used to embed the neural architecture from the message passing perspective [35] . We only aggregate node features in the forward direction which is suitable for neural architectures.
3 Methodology
Problem Formulation
In neural architecture search, the search space defines the allowed neural network operations and connections between different operations. Most commonly used search space is the cell based search space [13, 44, 45, 14, 25, 46] . A cell is defined as a DAG that is comprised of an input node, an output node and some operation nodes. The final neural network is built by repeatedly stacking the same cells on top of each other sequentially [23] . The goal of neural architecture search is to find the best architecture s * in search space S by optimizing a specific performance predictor f ,
where predictor f takes a neural architecture s as input and outputs the performance measure (e.g. validation error for image classification). Each architecture in search space S is defined as a DAG 
Neural Predictor with Uncertainty Estimation
Bayesian optimization takes the architecture performance predictor f as a black box function and uses a surrogate model to represent the prior confidence. Gaussian process is the mostly used surrogate model, which is defined as
Gaussian process needs a distance measure to calculate the kernel function k and the calculation of kernel function includes the computational intensive operation of matrix inversion. In order to eliminate the matrix inversion and train the surrogate model end-to-end, we assume the neural architectures in the search space is independent identically distributed. Thereafter, the Gaussian process can be deduced to a collection of independent Gaussian random variables as
We propose a neural predictor with uncertainty estimation as the surrogate model to describe the priori confidence of the performance predictor f , which takes a neural architecture s as input and outputs the estimation of the neural architecture's validation error µ together with its uncertainty σ.
The neural architecture is encoded into graph representation. As exampled in Fig.1 , the connections between nodes are represented by an adjacency matrix and the operations of nodes are represented as one-hot vectors. Three spatial graph neural network GINs [42] are sequentially connected to embed the neural architecture. Each GIN uses a multi-layer perceptrons (MLPs) to iteratively update a node by aggregating features of its neighbors,
where h k v is the k th level feature of node v, (k) is a fixed scalar or learnable parameter, N (v) is the set of input nodes connected to v. The output of the final GIN is averaged over nodes by a global mean pool (GMP) layer to get the final embedding feature. The embed feature passes through several fully connect layers to generate the estimation of mean µ and variance σ of the validation error.
We use K randomly sampled neural architectures {s 1 , s 2 , · · · , s K } in the search space and their corresponding validation accuracy {y 1 , y 2 , · · · , y K } as the training dataset D = {(s i , y i ), i = 1, 2, · · · , K} to train the neural predictor, which is denoted as G hereafter. Instead of sampling from a continuous performance predictor f , we sample discrete values of f dis from the multinomial independent Gaussian distribution as
We use maximum likelihood estimate (MLE) loss to optimize the neural predictor. Denoting the parameters of G as w, the loss is defined as
Bayesian optimization uses an acquisition function to find the potential best architectures. We adopt the Thompson Sampling (TS) [33] as our acquisition function. As we assume the neural architecture in search space is identical independent distributed, TS only samples the validation error prediction at given neural architectures from the surrogate model. We employ evolutionary algorithm to optimize the acquisition function, which was also adopted in NABOT [21] , BANANAS [23] and BONAS [24] .
As neural predictor with uncertainty estimation is taken as a surrogate model for Bayesian optimization, we denote this method as NPUBO. The complete procedure of NPUBO is shown in Algorithm.1. 
Neural Predictor Guided Evolutionary Algorithm
To simplify the complex procedure of Bayesian optimization based NAS. We propose a neural predictor guided evolutionary algorithm for architecture search. The neural predictor guided evolutionary algorithm contains a neural predictor which takes neural architecture as input and output the performance prediction. Evolutionary algorithm utilizes performance prediction to perform selection and mutation. We use a spatial graph neural network to embed architectures which is the same as the neural predictor in Section 3.2. The predictor outputs performance prediction and the architecture of neural predictor is shown in Fig.3 .
We take training dataset D = {(s i , y i ), i = 1, 2, · · · , K} and use Mean Square Error(MSE) as loss function to train the neural predictor G and the loss function is shown in Eqn.7. The parameters of neural predictor is denoted as w.
The neural predictor guided evolutionary algorithm is shown in Algorithm.2.
Architectures Sampling Pipeline
Mostly used random architecture sampling pipeline on NAS-Bench-101 [28] dataset is shown in Fig.4 which is provided by NAS-Bench-101 [28] . This pipeline first randomly generate a 7 × 7 adjacency 7. Set n = n + k. End For matrix s adj , as this adjacency matrix may not a valid architecture in NAS-Bench-101, adjacency matrix s adj is pruned to a new adjacency matrix s adj_n which is in NAS-Bench-101 dataset and take s adj_n and its corresponding operations as key to query validation accuracy y i and test accuracy. After finding validation accuracy and test accuracy, neural architecture search algorithms use (s adj , y i ) to search best architecture. We call this method as default sampling pipeline and sampled architectures as default sampled architectures. This pipeline has two negative effect for neural architecture search: 1. After pruning, many randomly generated different 7 × 7 adjacency matrixes are mapped to the same architecture in search space. This will make some vector encoder based neural architecture search algorithms hard to learn.
2. This pipeline tends to generate architectures in a subspace of the real underlying search space.
The first effect is explicitly, we manly analysis the second effect. Path-based encoding [23] is a vector based architecture representation method. Path-based encoding encodes the input to output paths in a cell. Each input to output path has a unique value, so this method can eliminate isolate nodes. The cell level search space in NAS-Bench-101 dataset contains 364 unique paths. So each cell architecture can be represented by a 364-D vector. For more detailed information can be found in BANANAS [23] . If a path appears in cell then the corresponding position is set to 1 otherwise set to 0. As path-based encoding take a cell as composed by several input to output paths, so the distribution of paths can be used to represent the sampled architecture's distribution. We use the default sampling pipeline to randomly sample 5k architectures and plot the distribution of paths to represent the default sampled architecture's distribution, as shown in Fig.5b . We also use path-based encoding to encode all cell architectures in NAS-Bench-101 search space and plot the distribution of paths, we call this distribution as ground truth distribution, as show in Fig.5a . Compare the paths distribution of default sampled architectures and the ground truth paths distribution we find paths in default sampled architectures tend to have low path value. We also calculated the KL-divergence of this two distributions. The KL-divergence is defined in Eqn.8 and KL-divergence of the default sampled architecture's paths distribution and the ground truth paths distribution is 0.3115. As KL-divergence does not satisfies commutative law, we take the default sampled architecture's paths distribution as first term and the ground truth paths architecture's distribution as second term.
In order to eliminate the above two negative effect, we sample architectures directly from search space. We call this pipeline new sampling pipeline and sampled architectures as new sampled architectures.
Using new sampling pipeline, we randomly sample 5k architectures and plot the architecture's paths distribution in Fig.5c and the KL-divergence of new sampled architecture's paths distribution and the ground truth architecture's paths distribution is 0.0127 which is approximately 24.5x more similar than default sampling pipeline.
NAS-Bench-101-Macro
For the sake of reduce search space, cell level architecture search uses a predefined macro architecture as final training architecture which is always composed by sequentially stack the same searched cell. This paradigm can find good enough architectures, but there may be some better architectures out of this paradigm e.g. architectures with sequentially stacked different cells. In order to verify the search ability of our proposed methods and analysis the performance of architectures composed by sequentially stacking different cells, we define an open domain search task NAS-Bench-101-Macro which is based on the larges benchmark dataset NAS-Bench-101. NAS-Bench-101-Macro uses predefined macro architecture as NAS-Bench-101 but can sequentially stack different cells and the cell search space is the same as NAS-Bench-101. As the predefined macro architecture in NAS-Bench-101 contains 9 cells and the search space of NAS-Bench-101 is 432k, the search space of NAS-Bench-101-Macro is (432k) 9 .
We represent the macro architecture using a adjacency matrix and node features. As the macro architecture is composed by stacking cells, one cell's output is the subsequent cell's input. We build an adjacency matrix to represent this relationship and use node feature to represent each node's operation which is illustrated in Fig.6 . This adjacency matrix and node features is taken as input to our proposed neural predictors. We gather commonly used information during architecture search, and build a dataset called NAS-Bench-101-Macro which is publicly available 1 . This dataset contains the macro architecture's structure information,training details,validation accuracy and testing accuracy. The items is shown in the following list:
• Lists of cells in this macro architecture.
• Training loss.
• Training accuracy.
• Validation accuracy.
• Testing accuracy.
Experiments and Analysis
In this section, we report the empirical performances of our proposed NPUBO and NPENAS. We first demonstrate superiority of our proposed neural predictors over existing method on correctly predict 1 architecture's validation error. Secondly, we evaluate the effectiveness of our proposed methods on closed and open domain search tasks. Finally, we conduct some transfer learning analysis and ablation studies.
Prediction Analysis
Setup. We compare the mean average percent error of our proposed neural predictor with meta neural network in BANANAS [23] on testing set under different training set size and architecture generation pipeline. We compare two different architecture generation pipelines, the default sampling pipeline and new sampling pipeline. Meta neural network in BANANAS [23] adopts path-based encoding or unrolled adjacency matrix with concatenated one-hot encoded operation vector as architecture representation. The training set size is 20, 100 and 500. We use 5 ensemble meta neural network and each neural network has 10 layers and each layer has width 20. Each meta neural network is trained for 200 epochs the full details can found in BANANAS [23] . NAS-Bench-101 [28] is utilize to perform comparison.
Dataset. NAS-Bench-101 [28] is the largest benchmark dataset for NAS which contains 423k unique architectures for image classification. All the architectures is trained and evaluated multiple times on CIFAR-10. NAS-Bench-101 employs a cell level search space which is defined as a direct acyclic graph. The maximum allowed nodes is 7 and edges is 9. Three operations are allowed to use. The predefined macro architecture contains sequentially connected normal cells and reduction cells and the same cell architecture is used in normal cells. All the architectures trained on CIFAR-10 with a annealed cosine decay learning rate. Training is performed via RMSProp [47] on the cross-entropy loss with L2 weight decay. The best architecture found in this dataset achieved a mean test error of 94.32%. The architecture with the highest validation accuracy attain mean test accuracy of 94.23% with corresponding mean validation accuracy 95.06%.
Details of Neural Predictor. As shown in Fig.2 and 3 our proposed neural predictors have three sequentially connected GIN [42] layers with hidden layer size 32. The output of the last GIN [42] layer sequentially passes through a global mean pooling layer and 2 fully connected layers with hidden layer size 16. CELU [48] layer and batch normalization layer [49] is inserted after each GIN and fully connect layer. A drop out layer is used after the first fully connect layer with dropout rate 0.1. Neural predictor used by NPENAS replace CELU layer to ReLU. We employ Adam optimizer [50] with initial learning rate 5e-3 and weight decay 1e-4. Neural predictor with uncertainty estimation is trained 1000 epochs with batch size 16. Neural predictor used by NPENAS is trained 300 epochs and utilize 1e-3 as initial learning rate. We use a consine schedule [51] gradually decay the learning rate to zero.
Analysis of Resutls. From Table1 we find that our proposed neural predictors can achieve the best mean accuracy when training set size is 100 and 500 which means our proposed methods can better embed the input neural architectures. Our proposed neural predictor with uncertainty estimation use mean output as architecture's error prediction.
From Table1 we also find the test error of path-based encoding under new sampling pipeline is nearly 2 times large than default sampling pipeline. As default sampling pipeline tends to sample architecture in a sub space, the KL-divergence of training architecture's paths distribution and testing architecture's paths distribution is 0.126 which is approximately 5 times smaller than new sampling pipeline which is 0.652. The divergence can be found in Fig.7 which illustrates the architecture's paths distributions with sampled 100 training dataset and 500 testing dataset.
Closed Domain Search
We compare algorithms on NAS-Bench-101 [28] and NAS-Bench-201 [52] . NAS-Bench-201 is a newly proposed NAS dataset which contains 15.6k architectures and all architectures are trained on CIFAR-10, CIRAR-100 and ImageNet dataset. We adopts the architecture's CIFAR-10 information to compare algorithms. On NAS-Bench-201 CIFAR-10 setting, the best architecture achieves 91.52% mean test accuracy and the architecture with highest validation accuracy has a mean test accuracy of 91.08%. We use the same experiment settings as BANANAS [23] . Each algorithm is given a budget of 150 queries. Every 10 iterations, each algorithm returns the architecture with the lowest validation error so far and its corresponding test accuracy is reported, so there are 15 best architectures in total. We run 600 trials for each algorithms and report the averaged results. If using above experiment setting NAO [34] and Neural Predictor [27] will have poor performance, so we compare the searched best architecture's mean testing accuracy of our proposed algorithms with NAO and Neural Predictor.
To demonstrate the effective of our proposed methods, we compare our approaches with the following algorithms.
• Random Search: This search method is a competitive baseline [53] . Random search randomly sample several architectures in search space, and take the best architecture as search result.
• Evolution Algorithm: Evolution algorithm takes a pool of population architectures and use evolution strategies to search a collection of parent architectures. Using evolution strategy to mutate the parent architectures to generate child architecture. The old or bad architectures are removed from population and newly and good child architectures are added to population. The best architecture in population is taken as search result.
• BANANAS with and without path-based encoding [23] : This algorithm adopts a ensemble meta neural network as surrogate model and propose a path-based encoding method to represent neural architecture. They also proposed a Independent Thompson Sampling(ITS) as acquisition function and this function also optimized by a evolution strategy. The output architecture from (ITS) with highest accuracy is taken as search result.
• AlphaX [54] : AlphaX explores the search space with a Monte Carlo Tree Search and a Meta-Deep Neural Network. Meta-DNN predicts the network performance to speed up exploration. The architecture with lowest error in MCTS search path is taken as search result.
• NAO [34] : NAO composed by a neural encoder, neural performance predictor and a neural decoder. NAO encodes the discrete architecture into a continuous representation vector. Then this continuous vector is optimized via gradient ascent and the optimized vector is transformed into a new architecture via neural decoder. The architecture with best performance is taken as search result.
• Neural Predictor for Neural Architecture Search [27] : Neural predictor for NAS trains a neural predictor and using this predictor to rank all the architectures in search space. The top k architectures are selected and trained. The trained architectures with the lowest validation error is taken as search result. In order to enhance the neural predictor prediction accuracy a cascade neural predictor is proposed. For simplify compare we denoted the neural predictor for neural architecture search as NPNAS and the cascade neural predictor for neural architecture search as CNPNAS.
Results of comparison on NAS-Bench-101 is shown in Fig.8 . As illustrated in Fig.8 our proposed NPUBO and NPENAS is better than other algorithms and NPENAS achieves the best performance. Fig.8b is the comparison of algorithms using new sampling pipeline. From Fig.8b we find our proposed NPENAS have the best performance and the vanilla unrolled adjacency matrix concatenate one-hot encoded vector is better than path-based encoding which against the results in BANANAS [23] . As the new sampling pipeline can adequately explore the search space, algorithms using this pipeline have low variance and perform slightly better than using default sampling pipeline. Our proposed NPUBO performs slightly better than BANANAS [23] with path-based encoding which also uses bayesian optimization, and our proposed NPENAS using 150 training samples can get mean test accuracy of 94.14% averaged over 600 trials. In ORACLE setting [27] the best mean accuracy is 94.23% on NAS-Bench-101 dataset.
Results of comparison on NAS-Bench-201 is shown in Fig.8c . As there are only 15.6k architectures in NAS-Bench-201 which is relatively small, algorithms can find a good architecture using less training samples compared with NAS-Bench-101. Our proposed methods NPUBO and NPENAS is better than other algorithms and NPUBO achieves the best performance. The comparison of our proposed methods with NAO [34] and Neural Predictor [27] can be found in Table 2 . We run NAO [34] nigh times on NAS-Bench-101 with initial randomly sampled 600 architectures and set seed architectures to 50, and the results is averaged over 10 trials. On NAS-Bench-201 dataset we run NAO [34] five times with initial randomly sampled 200 architectures and set seed architectures to 50 and the results also averaged over 10 trials. We use same experiment setting as reported in Neural Predictor [27] on NAS-Bench-101 and NAS-Bench-201.
From Table 2 we find on NAS-Bench-101 and NAS-Bench-201 CNPNAS [27] achieves the best testing accuracy, but this method adopts a two stage GCN and have to evaluate all the architectures in search space. Our proposed methods NPUBO and NPENAS have comparable performance with CNPNAS [27] using less training and evaluated samples.
Open Domain Search
We perform algorithm comparison on NAS-Bench-101-Macro task. As macro architecture search is time consuming, algorithms are given a budget of 600 queries and run one trial. Sampled architectures from NAS-Bench-101-Macro are trained on CIFAR-10 using the same hyperparameter setting as NAS-Bench-101.
Comparison of algorithms on NAS-Bench-101-Macro are illustrated in Table. 3. Using our proposed NPUBO, we find an architecture achieve 94.22% test accuracy which is comparable with the best architecture in NAS-Bench-101 dataset. 
