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Abstract
Given a self-similar Dirichlet form on a self-similar set, we first give an estimate on the asymptotic order
of the associated eigenvalue counting function in terms of a ‘geometric counting function’ defined through
a family of coverings of the self-similar set naturally associated with the Dirichlet space. Secondly, under
(sub-)Gaussian heat kernel upper bound, we prove a detailed short time asymptotic behavior of the partition
function, which is the Laplace–Stieltjes transform of the eigenvalue counting function associated with the
Dirichlet form. This result can be applicable to a class of infinitely ramified self-similar sets including
generalized Sierpinski carpets, and is an extension of the result given recently by B.M. Hambly for the
Brownian motion on generalized Sierpinski carpets. Moreover, we also provide a sharp remainder estimate
for the short time asymptotic behavior of the partition function.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
Mathematical analysis on fractal spaces began when Goldstein [19] and Kusuoka [31] had
constructed the Brownian motion on the Sierpinski gasket (Fig. 1.1 below), whose transition
density (heat kernel) has proved to be subject to the two-sided sub-Gaussian estimate by the result
of Barlow and Perkins [10]. Since then many results have been obtained concerning the spectra of
Laplacians on self-similar sets. For example, let {λSGn }n∈N be the non-decreasing enumeration of
the eigenvalues of the Laplacian associated with the Brownian motion on the Sierpinski gasket,
where each eigenvalue is repeated according to its multiplicity. The corresponding eigenvalue
counting function is defined by
NSG(x) := #
{
n ∈ N ∣∣ λSGn  x} (1.1)
for each x ∈ [0,∞), where #A denotes the number of all the elements of a set A. By the results
of Fukushima and Shima [18], Kigami and Lapidus [30] and Barlow and Kigami [8], there ex-
ists a log 5-periodic right-continuous discontinuous function G :R → (0,∞) with 0 < infRG<
supRG< ∞, such that
NSG(x) = xdS/2G(logx)+O(1) (1.2)
as x → ∞, where dS := log 9/ log 5.
This result is in remarkable contrast to Weyl’s theorem [35,36] for the Dirichlet Laplacian
on bounded open subsets of Euclidean spaces in two important points, as suggested in the
early 1980s by Physicists, e.g. Rammal and Toulouse [34] and Rammal [33]. First, the ratio
x−dS/2NSG(x) is bounded away from 0 and ∞ but does not converge as x → ∞. Secondly,
the number dS, called the spectral dimension of the Sierpinski gasket, is different from its box-
counting dimension (and its Hausdorff dimension) df = log 3/ log 2 with respect to the Euclidean
distance; dS < df . By [30,8], the same kind of result is known to be valid for nested fractals, a
class of finitely ramified self-similar sets.
The purpose of this paper is twofold. First, we give a geometric characterization of the spec-
tral dimension dS based on a framework due to Kigami [28]. Secondly, we prove the same kind
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Fig. 1.2. The Sierpinski carpet.
Fig. 1.3. The similitudes {Fi }i∈S .
of asymptotic behavior as in (1.2) of the partition function, the Laplace–Stieltjes transform of the
eigenvalue counting function, for the case of infinitely ramified self-similar sets such as the Sier-
pinski carpet (Fig. 1.2). All our results are applicable to a class of infinitely ramified self-similar
sets including generalized Sierpinski carpets (see [6,7]), but in this introduction we illustrate the
main results by treating the case of the Sierpinski carpet as a particular example.
Let {Fi}i∈S , S := {1, . . . ,8}, be a family of similitudes on R2 as described in Fig. 1.3,
where the whole square denotes [0,1]2. The Sierpinski carpet K is defined as the self-similar
set associated with {Fi}i∈S , that is, the unique non-empty compact subset of R2 such that
K =⋃ Fi(K). Let V0 := [0,1]2 \ (0,1)2, which should be regarded as the boundary of K :i∈S
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distinct i, j ∈ S. As #V0 = ∞, K is infinitely ramified.
Let ν be the self-similar measure with weight (1/8, . . . ,1/8). By the results of Barlow and
Bass [1–4] and Kusuoka and Zhou [32, Section 8], there exists a regular Dirichlet form (E,F)
on L2(K,ν) satisfying F ⊂ {u | u: K → R, u is continuous} (=: C(K)) and such that
E(u, v) =
∑
i∈S
1
r
E(u ◦ Fi, v ◦ Fi), u, v ∈F , (1.3)
for some r ∈ (0,1) (note also the recent result [7] on uniqueness of such (E,F)). Moreover, by
looking at [32, Theorems 4.5, 5.4, 6.9 and 7.2], we easily verify that (E,F) is a resistance form
on K whose associated resistance metric is compatible with the original (Euclidean) topology
of K . (See [27, Chapter 2] and [29, Part I] for basic theory of resistance forms.) Let μ be a Borel
probability measure on K which is elliptic, i.e. there exists γ ∈ (0,∞) such that μ(Kwi) 
γμ(Kw) for any w ∈⋃m∈N∪{0} Sm (=: W∗) and any i ∈ S, where Fw := Fw1 ◦ · · · ◦ Fwm and
Kw := Fw(K) for w = w1 · · ·wm ∈ W∗. Then by [29, Corollary 5.4 and Theorem 8.4], (E,F)
is a regular Dirichlet form on L2(K,μ). Also, (1.3) implies the strong locality of (E,F). This
Dirichlet space (L := (K,S, {Fi}i∈S),μ,E,F , r) is the framework of our study.
To explain our first main result, let us define several notions concerning the description of the
geometry of the space (L,μ,E,F , r). Let |w| := m for w = w1 · · ·wm ∈ Sm, m ∈ N ∪ {0}. Set
g(w) :=√r |w|μ(Kw) for w ∈ W∗ and define
Λs :=
{
w1 · · ·wm ∈ W∗
∣∣ g(w1 · · ·wm−1) > s  g(w1 · · ·wm)} (1.4)
for s ∈ (0,1], with the convention that g(w1 · · ·wm−1) = 2 when m = 0. g is called the gauge
function and the collection S := {Λs}s∈(0,1] is called the scale, respectively, associated with
the Dirichlet space (L,μ,E,F , r). We regard each Kw , w ∈ Λs (or strictly speaking, the
union K(0)(Λs,Kw) := ⋃{Kv | v ∈ Λs, Kv ∩ Kw 
= ∅}) as a ball of radius s. There may
not be an associated distance, but under certain conditions we can associate a qdistance d
adapted to S (see Subsection 2.4 below and [28, Section 2.3]) so that, for some c1, c2 ∈ (0,∞),
each K(0)(Λs,Kw), s ∈ (0,1], w ∈ Λs , is comparable to metric balls with respect to d of
radii c1s and c2s. It is clear that K = ⋃w∈Λs Kw . Also for distinct w,v ∈ Λs , we see that
Kw ∩ Kv = Fw(V0) ∩ Fv(V0), that is, Kw and Kv intersect only on their boundaries. In this
sense, {Kw | w ∈ Λs} may be thought of as a covering of K by ‘balls of radius s’ with small
overlaps. Now our first main theorem (Theorem 4.3) together with Proposition 4.4 yields the
following statement. Let F0 := {u ∈ F | u|V0 = 0} and let HN (resp. HD) be the non-negative
self-adjoint operator on L2(K,μ) associated with (E,F) (resp. (E |F0×F0,F0)).
Theorem 1.1. Let NN (resp. ND) be the eigenvalue counting function of HN (resp. HD). Then
there exist c1, c2 ∈ (0,∞) and δ ∈ [1,∞) such that for any x ∈ [δ,∞),
c1#Λx−1/2 ND(x)NN(x) c2#Λx−1/2 . (1.5)
Note that HN and HD have compact resolvents by [29, Lemma 8.6] (we will give a direct
proof of this fact in Section 4). Hence NN and ND can be defined in the present situation.
The important point about Theorem 1.1 is the generality of the measure μ: The only assump-
tion on μ is that it is elliptic, and in particular μ need not be a self-similar measure. With such
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a weak assumption, we have a geometric description (1.5) of the asymptotic order of NN(x) and
ND(x) as x → ∞. On the other hand, if μ is a self-similar measure on K with weight (μi)i∈S ,
then we can easily show the following estimate of #Λs :
s−dS  #Λs  Γ s−dS , s ∈ (0,1], (1.6)
where dS (∈ (0,∞)) is the unique d ∈ R that satisfies ∑i∈S(rμi)d/2 = 1 and Γ :=
(mini∈S γi)−dS . By (1.5) and (1.6), we may call dS the spectral dimension of the Dirichlet space
(L,μ,E,F , r), and we have a geometric characterization (1.6) of dS.
Next we turn to the second purpose of this paper. In the rest of this introduction, μ is assumed
to be a self-similar measure on K with weight (μi)i∈S ∈ (0,1)S , ∑i∈S μi = 1. Unfortunately, it
seems extremely difficult to verify directly an asymptotic behavior similar to (1.2) of Nb for b ∈
{N,D} in the present case, as K is infinitely ramified. But since it may be possible to make use of
arguments on the corresponding diffusion process and heat kernel estimates, there is some hope
of proving a result similar to (1.2) for the associated partition function Zb : (0,∞) → (0,∞)
defined by
Zb(t) := Tr
(
e−tHb
)=∑
n∈N
e−tλbn =
∫
[0,∞)
e−ts dNb(s), (1.7)
where {λbn}n∈N is the non-decreasing enumeration of the eigenvalues of Hb , b ∈ {N,D}. In fact,
our second main result (Theorem 5.2) and its corollary (Corollary 5.4) lead us to the following
theorem. Let γi := √rμi for i ∈ S and let dS be as in (1.6).
Theorem 1.2. Assume the following condition on (μi)i∈S (see Fig. 1.4 above):
μ1 = μ3 = μ5 = μ7, μ2 = μ6 and μ4 = μ8. (1.8)
Then we have the following statements.
(1) Non-lattice case: If ∑i∈S Z logγi is a dense additive subgroup of R, then for b ∈ {N,D},
tdS/2Zb(t) converges as t ↓ 0, so does x−dS/2Nb(x) as x → ∞ and
lim
t↓0 t
dS/2ZN(t) = lim
t↓0 t
dS/2ZD(t) ∈ (0,∞), (1.9)
lim
x→∞
NN(x)
xdS/2
= lim
x→∞
ND(x)
xdS/2
∈ (0,∞). (1.10)
N. Kajino / Journal of Functional Analysis 258 (2010) 1310–1360 1315(2) Lattice case: If∑i∈S Z logγi is a discrete additive subgroup of R with generator T ∈ (0,∞),
then there exists a continuous T -periodic function G :R → (0,∞) such that, for b ∈ {N,D},
lim
t↓0
[
tdS/2Zb(t)−G
(
1
2
log
1
t
)]
= 0. (1.11)
This theorem is an extension of Hambly’s recent result [21, Theorem 1.1], which concentrates
on the case where μi = 1/8 for any i ∈ S. The reason for the condition (1.8) is that, by [28,
Theorems 3.2.3 and 3.4.5], it is equivalent to the following (sub-)Gaussian heat kernel upper
bound (UHK): With some β ∈ (1,∞) and a distance d on K which is ‘adapted to the scale S’,
for any (t, x, y) ∈ (0,1] ×K ×K ,
pNt (x, y)
c1
μ(Bt1/β (x, d))
exp
(
−c2
(
d(x, y)β
t
) 1
β−1)
, (UHK)
where {pNt }t∈(0,∞) is the (unique) jointly continuous heat kernel of {e−tHN }t∈(0,∞) and
Br(x, d) := {y ∈ K | d(y, x) < r}. (See [29, Theorem 9.4] for existence and continuity of
the heat kernel, and Definition 5.1 for the precise statement of (UHK).) Note that in (UHK)
we allow the cases with strong spatial inhomogeneity: Unless μi = 1/8 for any i ∈ S,
lim supt↓0(logμ(Bt1/β (x, d)))/ log t−1 and lim inft↓0(logμ(Bt1/β (x, d)))/ log t−1 depend highly
on x ∈ K .
The key part of the proof of Theorem 1.2 is to prove that the difference ZN −ZD is sufficiently
smaller, compared with ZN and ZD . In fact, we have the following estimate.
Theorem 1.3. Assume (1.8). Choose d∂ ∈ (0,∞) so that 2γ d∂1 + (max{γ2, γ4})d∂ = 1. Then there
exist c3, c4 ∈ (0,∞) such that for any t ∈ (0,1],
c3t
−d∂/2 ZN(t)−ZD(t) c4t−d∂/2. (1.12)
Note that d∂ admits the following estimate; there exists c5, c6 ∈ (0,∞) such that
c5s
−d∂  #
({w ∈ Λs | Kw ∩ V0 
= ∅}) c6s−d∂ , s ∈ (0,1]. (1.13)
In this sense we will call d∂ the cell-counting dimension of V0 with respect to the scale S.
Since we have a trivial lower bound ZN(t) − ZD(t)  0, t ∈ (0,∞), the upper inequality
of (1.12) suffices for the proof of Theorem 1.2, and it is a special case of Theorem 5.11. Note
that the lower bound in (1.12) is new even when μi = 1/8 for any i ∈ S, and essentially as its
corollary, the following sharp remainder estimate also follows.
Theorem 1.4. Suppose μi = 1/8 for any i ∈ S and let G :R → (0,∞) be as in Theorem 1.2(2).
Then there exist c7, c8 ∈ (0,∞) such that for any t ∈ (0,1],
c7t
−d∂/2  t−dS/2G
(
1
2
log
1
t
)
−ZD(t) c8t−d∂/2. (1.14)
Theorem 1.3 is a special case of Theorem 7.7, which may be seen as the third main result
of this article. In fact, Theorem 7.7 treats the similar lower bound for the case with Dirichlet
(killing) condition on a general self-similar subset of positive capacity.
1316 N. Kajino / Journal of Functional Analysis 258 (2010) 1310–1360Finally, we remark that almost all the arguments illustrated so far apply also to any generalized
Sierpinski carpet, which has been defined in [6,7]. See Section 8 for details.
The organization of this paper is as follows. In Section 2, we introduce a number of notions,
including that of scales and gauge functions, to describe geometry of self-similar sets. In Sec-
tion 3, we introduce the notion of self-similar Dirichlet spaces as the framework of our spectral
analysis. We show our first main result (Theorem 4.3) in Section 4. Section 5 is devoted to the
statement and the proof of our second main theorem (Theorem 5.2) on an asymptotic expansion
of the partition function. The key for Theorem 5.2 is Theorem 5.11, where the sub-Gaussian heat
kernel upper bound plays a crucial role. As a complement to the results of Section 5, in Section 6
we provide a practical method of calculating the cell-counting dimension of the boundary of self-
similar sets. In Section 7, we state and prove our ‘third main theorem’ Theorem 7.7, asserting the
sharpness as in (1.12) of the order estimate of the partition functions given in Theorem 5.11. In
Section 8, we apply the results of the previous sections to generalized Sierpinski carpets. Then
the paper is concluded by mentioning related open problems. Finally, Appendix A provides a
few easy but important facts playing essential roles in Section 7, which are not suitable to be
included in the main text.
Notation. Throughout this paper, we follow the following notations and conventions.
(1) N = {1,2,3, . . .}, i.e. 0 /∈ N.
(2) Given a topological space E, let B(E) denote the Borel σ -field of E. A measure μ de-
fined on the measurable space (E,B(E)) is called a Borel measure on E. For f :E → R, we
write ‖f ‖∞ := supx∈E |f (x)| and suppE[f ] := {x ∈ E | f (x) 
= 0}. We also write C(E) := {f |
f :E → R, f is continuous}, Cb(E) := {f | f ∈ C(E), ‖f ‖∞ < ∞} and C∞(E) := {f | f ∈
C(E), {x ∈ E | |f (x)|  δ} is compact for any δ ∈ (0,∞)}. Moreover, for A ⊂ E, intE A de-
notes the interior of A in E.
2. Basics on self-similar sets
In this section, we review basic notions on self-similar sets. See Kigami [28, Sections 1.1–1.3
and 2.3] for details and proofs.
2.1. Scales on the shift space
First we define the notion of scales on the shift space and state their basic properties.
Definition 2.1 (Words and shift space). Let S be a non-empty finite set.
(1) We define Wm(S) := Sm := {w1 · · ·wm | wi ∈ S for i = 1, . . . ,m} for m ∈ N, and
W0(S) := {∅}, where ∅ is an element called the empty word. We also set W#(S) :=⋃m∈NWm(S)
and W∗(S) := W#(S)∪ {∅}. For w ∈ W∗(S), the length of w, which is denoted by |w|, is defined
to be the unique m ∈ N ∪ {0} satisfying w ∈ Wm(S).
(2) For w = w1 · · ·wm ∈ W∗(S), v = v1 · · ·vn ∈ W∗(S), we set wv := w1 · · ·wmv1 · · ·vn. Also
for w1,w2 ∈ W∗(S), we define
w1 w2 if and only if w1 = w2v for some v ∈ W∗(S), and
w1 <w2 if and only if w1 w2 and w1 
= w2.
(3) For w = w1 · · ·wm ∈ W#(S), we write w[−1] := w1 · · ·wm−1.
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Σ(S) := SN := {ω = ω1ω2ω3 · · · | ωi ∈ S for any i ∈ N}.
For each i ∈ S, we define σi :Σ(S) → Σ(S) by σi(ω1ω2ω3 · · ·) := iω1ω2ω3 · · · . We also de-
fine σ :Σ(S) → Σ(S) by σ(ω1ω2ω3 · · ·) := ω2ω3ω4 · · · . For w = w1 · · ·wm ∈ W∗(S), we write
σw := σw1 ◦ · · · ◦ σwm and Σw(S) := σw(Σ(S)).
Note that  is a partial order on W∗(S).
We fix a non-empty finite set S in the rest of this subsection. We will write Wm, W∗, Σ and
so forth instead of Wm(S), W∗(S) and Σ(S) when no confusion can occur.
We consider Σ to be a topological space with the product topology inherited from the discrete
topology of S. With this topology, Σ is a compact metrizable space.
Definition 2.2 (Partitions). (1) Let Λ be a finite subset of W∗. We call Λ a partition of Σ if and
only if Σw ∩Σv = ∅ for w,v ∈ Λ with w 
= v, and Σ =⋃w∈ΛΣw .
(2) Let Λ1 and Λ2 be two partitions of Σ . Then we say that Λ1 is a refinement of Λ2, and
write Λ1 Λ2, if and only if each w1 ∈ Λ1 admits an element w2 ∈ Λ2 such that w1 w2.
Note that the relation , which is defined on the collection of all partitions of Σ , is a partial
order. Note also that, for w,v ∈ W∗, Σw ∩Σv 
= ∅ if and only if either w  v or v w.
Let Λ1 and Λ2 be partitions of Σ with Λ1  Λ2. Then for any w1 ∈ Λ1, there exists a
unique w2 ∈ Λ2 such that w1 w2. Therefore we can naturally define a mapping Λ1 → Λ2 by
w1 → w2, with w1 and w2 as above. This mapping is surjective, hence #Λ1  #Λ2, where #A
denotes the number of the elements of a set A.
Definition 2.3 (Scales). Let Λs be a partition of Σ for any s ∈ (0,1]. Then the family S :=
{Λs}s∈(0,1] of partitions of Σ is called a scale on Σ if and only if S satisfies the following three
properties:
(S1) Λ1 = W0. Λs1 Λs2 for any s1, s2 ∈ (0,1] with s1  s2.
(S2) min{|w| | w ∈ Λs} → ∞ as s ↓ 0.
(Sr) For any s ∈ (0,1) there exists ε ∈ (0,1 − s] such that Λs′ = Λs for any s′ ∈ (s, s + ε).
Remark. In Kigami [28], a family S= {Λs}s∈(0,1] of partitions satisfying (S1) and (S2) is called
a scale on Σ , and S is called right-continuous if S satisfies (Sr) in addition. But since we use
only right-continuous scales (in the sense of [28]), we simply call them scales.
Definition 2.4 (Gauge functions). A function g :W∗ → (0,1] is called a gauge function on W∗ if
and only if g has the following two properties:
(G1) g(wi) g(w) for any w ∈ W∗ and any i ∈ S.
(G2) max{g(w) | w ∈ Wm} → 0 as m → ∞.
There is a natural bijection between the collection of all scales on Σ and that of all gauge
functions on W∗, as in the following theorem.
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(1) Let g be a gauge function on W∗. For each s ∈ (0,1], define
Λs(g) :=
{
w ∈ W∗
∣∣ g(w[−1]) > s  g(w)}, (2.1)
with the convention that g(w[−1]) = 2 when w = ∅. We also set S(g) := {Λs(g)}s∈(0,1]. Then
S(g) is a scale on Σ . We call S(g) the scale induced by the gauge function g.
(2) Let S = {Λs}s∈(0,1] be a scale on Σ . Then there exists a unique gauge function lS on W∗
such that S= S(lS). We call lS the gauge function of the scale S.
By this theorem, we can identify a scale on Σ with its gauge function.
Next we define some regularity conditions for scales.
Definition 2.6 (Elliptic scales). Let S= {Λs}s∈(0,1] be a scale on Σ and l be its gauge function.
We consider the following two conditions on S:
(EL1) There exists β1 ∈ (0,1) such that l(wi) β1l(w) for any w ∈ W∗ and any i ∈ S.
(EL2) There exist β2 ∈ (0,1) and k ∈ N such that l(wv)  β2l(w) for any w ∈ W∗ and any
v ∈ Wk .
S is called elliptic if and only if its gauge function l satisfies both (EL1) and (EL2).
The following proposition, which asserts a doubling property of the function (0,1]  s → #Λs
for a scale {Λs}s∈(0,1], is fundamental for the results in Section 4.
Proposition 2.7. Let S= {Λs}s∈(0,1] be a scale on Σ whose gauge function l satisfies (EL2) and
let β2 ∈ (0,1) and k ∈ N be as in (EL2). Then #Λβ2s  (#S)k#Λs and #Λs  (#Λβ2)s−α for any
s ∈ (0,1], where α := −(k log #S)/ logβ2 (∈ [0,∞)).
Proof. Let s ∈ (0,1]. For any w ∈ Λs and any v ∈ Wk , we have l(wv) β2l(w) β2s by (EL2)
and Theorem 2.5. Therefore there is a unique τ ∈ Λβ2s such that wv  τ . Thus we can define a
mapping η :Λs ×Wk → Λβ2s by η(w,v) := τ , with w, v, τ as above.
Let τ ∈ Λβ2s . Since Λβ2s Λs we can choose w ∈ Λs and v ∈ W∗ so that τ = wv. If |v|
k + 1, then l(τ[−1]) = l(wv[−1])  β2l(w)  β2s, which contradicts τ ∈ Λβ2s . Hence |v|  k.
This shows that η is surjective, and #Λβ2s  (#S)k#Λs follows.
Let  := max{j ∈ N ∪ {0} | s  βj2 }. Then β2 < β−2 s  1. Therefore  (log s)/ logβ2 and
#Λs  (#S)k#Λβ−2 s  (#S)
(k log s)/ logβ2#Λβ2 = (#Λβ2)s−α . 
Finally we define the notion of self-similar scales and prove a basic asymptotic property of
these scales.
Definition 2.8 (Self-similar scales). Let α = (αi)i∈S ∈ (0,1)S . Define a gauge function gα
on W∗ by gα(w) := αw , where αw1···wm := αw1 · · ·αwm for w1 · · ·wm ∈ W∗. Also let S(α) ={Λs(α)}s∈(0,1] be the scale induced by gα . We call S(α) the self-similar scale with weight α.
Clearly, any self-similar scale is elliptic.
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satisfies ∑i∈S αdi = 1. Set α := mini∈S αi . Then for any s ∈ (0,1],
s−d(α)  #Λs(α) α−d(α) · s−d(α). (2.2)
Proof. We will write Λs and d instead of Λs(α) and d(α) in this proof. Let μ be the Bernoulli
measure on Σ = SN with weight (αdi )i∈S . Let s ∈ (0,1]. By Theorem 2.5, αw[−1] > s  αw ,
hence αs < αw  s, for any w ∈ Λs . Since Σ =⋃w∈Λs Σw (disjoint),
(αs)d#Λs =
∑
w∈Λs
(αs)d 
∑
w∈Λs
αdw
(
=
∑
w∈Λs
μ(Σw) = μ(Σ) = 1
)

∑
w∈Λs
sd = sd#Λs
and (2.2) is immediate from this. 
2.2. Self-similar structures and measures
In this subsection we introduce the notion of self-similar structures and recall related defini-
tions and results.
Definition 2.10 (Self-similar structures). (1) Let K be a compact metrizable space, S be a
non-empty finite set and Fi :K → K be a continuous injection for each i ∈ S. The triple
(K,S, {Fi}i∈S) is called a self-similar structure if and only if there exists a continuous surjection
π :Σ = Σ(S) → K such that π ◦ σi = Fi ◦ π for each i ∈ S.
(2) Let L= (K,S, {Fi}i∈S) be a self-similar structure. For w = w1 · · ·wm ∈ W∗, we set Fw :=
Fw1 ◦ · · · ◦Fwm and Kw := Fw(K), where F∅ := idK for w = ∅. We define the critical set CL and
the post critical set PL of L by CL := π−1(
⋃
i,j∈S, i 
=j (Ki ∩ Kj)) and PL :=
⋃∞
m=1 σm(CL),
respectively. We also set V0 := V0(L) := π(PL). Note that PL ∈ B(Σ) and V0 ∈ B(K).
(3) We say that L is strongly finite if and only if supx∈K #(π−1(x)) < ∞, and that L is post
critically finite (or simply p.c.f.) if and only if #PL < ∞.
Given a self-similar structure L = (K,S, {Fi}i∈S), we always assume #K  2, and hence
#S  2, to exclude the trivial case where K is just a one-point set. The set V0 is regarded as
the ‘boundary’ of K . In fact, by [27, Proposition 1.3.5(2)], if w,v ∈ W∗ and Σw ∩Σv = ∅ then
Kw ∩Kv = Fw(V0)∩ Fv(V0).
We fix a self-similar structure L= (K,S, {Fi}i∈S) in the rest of this subsection. The following
easy lemma is fundamental for our study.
Lemma 2.11. Assume K 
= V0. Set KI := K \ V0 and KIw := Fw(KI ) for each w ∈ W∗. Then
KIw is an open subset of K and KIw ⊂ KI for any w ∈ W∗. Moreover, let Λ be a partition of Σ
and set KIΛ :=
⋃
w∈ΛKIw . Then K \KIΛ =
⋃
w∈Λ Fw(V0).
Proof. The first two statements follow from Kigami [28, Proof of Theorem 1.2.7], but we include
the proof for ease of the reading. Let w ∈ W∗ and set m := |w|. Since K \ KIw = Fw(V0) ∪⋃
v∈Wm\{w} Kv ⊃
⋃
v∈Wm Fv(V0) ⊃ V0, KIw is an open subset of K and V0 ⊂ K \KIw . Therefore
KI ⊂ K \ V0 = KI .w
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K \ KIΛ by the compactness of K . Therefore
⋃
w∈Λ Fw(V0) ⊂ K \ KIΛ. The converse inclusion
follows from K =⋃w∈ΛKw =⋃w∈Λ(KIw ∪ Fw(V0)) = KIΛ ∪⋃w∈Λ Fw(V0). 
The following easy lemma is used (only) in Subsection 7.2.
Lemma 2.12. Assume that K 
= V0. Let Λ be a partition of Σ and Γ ⊂ Λ. Then for any w ∈
Λ \ Γ , Kw ∩ intK(⋃v∈Γ Kv) = ∅.
Proof. Let w ∈ Λ \ Γ and suppose Kw ∩ intK K(Γ ) 
= ∅. Then U := F−1w (intK K(Γ )) =
F−1w (Kw ∩ intK K(Γ )) is a non-empty open subset of K . We have U ⊂ V0 since Kw ∩
intK K(Γ ) ⊂⋃v∈Γ (Kw ∩ Kv) =⋃v∈Γ (Fw(V0) ∩ Fv(V0)) ⊂ Fw(V0). Therefore intK V0 
= ∅,
which contradicts K 
= V0 by [27, Theorem 1.3.8]. Hence Kw ∩ intK K(Γ ) = ∅. 
Next we consider some classes of Borel probability measures on K .
Definition 2.13. (1) We define a collection M(K) of Borel probability measures by
M(K) := {μ ∣∣ μ is a Borel probability measure on K, μ({x})= 0 for any x ∈ K,
μ(Kw) > 0 and μ
(
Fw(V0)
)= 0 for any w ∈ W∗}. (2.3)
(2) A Borel probability measure μ on K is called elliptic if and only if the following holds:
(ELm) There exists γ ∈ (0,∞) such that μ(Kwi) γμ(Kw) for any (w, i) ∈ W∗ × S.
By [28, Theorem 1.2.4], if K 
= V0 then every elliptic Borel probability measure on K belongs
to M(K).
Definition 2.14 (Self-similar measures). Let (μi)i∈S ∈ (0,1)S satisfy ∑i∈S μi = 1. A Borel
probability measure μ on K is called a self-similar measure with weight (μi)i∈S if and only
if the following equality (of Borel measures on K) holds:
μ =
∑
i∈S
μiμ ◦ F−1i . (2.4)
Let (μi)i∈S ∈ (0,1)S satisfy ∑i∈S μi = 1. If ν is the Bernoulli measure on Σ with weight
(μi)i∈S , then ν ◦π−1 is a self-similar measure on K with the same weight. Therefore there does
exist a self-similar measure with the given weight. See [27, Section 1.4] for details.
Let μ be a self-similar measure with weight (μi)i∈S . If K 
= V0, then by [28, Theorem 1.2.7
and its proof], μ(Kw) = μw and μ(Fw(V0)) = 0 for any w ∈ W∗. In particular, a self-similar
measure with given weight is unique and elliptic in this case.
2.3. Systems of neighborhoods associated with scales
Let L= (K,S, {Fi}i∈S) be a self-similar structure. In this subsection, we define a fundamental
system of neighborhoods {U(n)s (x,S)}s∈(0,1] of x ∈ K associated with a scale S = {Λs}s∈(0,1].
Intuitively, U(n)s (x,S) is a union of Kw’s over w ∈ Λs which are around x. U(n)s (x,S) is regarded
as a ‘ball of radius s’, although there may not be an associated distance. See [28, Chapter 2] for
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respect to a scale defined in [28, Section 1.3]. This property is closely related with (sub-)Gaussian
heat kernel estimate, and will be mentioned again in Section 5.
In the rest of this subsection, we fix a self-similar structure L = (K,S, {Fi}i∈S) and a scale
S= {Λs}s∈(0,1] on Σ .
Definition 2.15. Let Γ ⊂ W∗ and A ⊂ K .
(1) We set W(Γ,A) := {w ∈ Γ | Kw ∩A 
= ∅} and K(Γ ) :=⋃w∈Γ Kw .
(2) Define W(0)(Γ,A) := W(Γ,A), and inductively, K(n)(Γ,A) := K(W(n)(Γ,A)) and
W(n+1)(Γ,A) := W(Γ,K(n)(Γ,A)) for n = 0,1,2, . . . .
The following lemma is immediate by the above definitions.
Lemma 2.16. Let A ⊂ K .
(1) Let Λ be a partition of Σ . Then A ⊂ intK(K(0)(Λ,A)), and for any n ∈ N ∪ {0},
K(n)(Λ,A) ⊂ intK(K(n+1)(Λ,A)) and W(n)(Λ,A) ⊂ W(n+1)(Λ,A).
(2) Let Λi , i = 1,2, be partitions of Σ with Λ1 Λ2. Then for any n ∈ N∪ {0}, K(n)(Λ1,A) ⊂
K(n)(Λ2,A).
Definition 2.17. For x ∈ K , s ∈ (0,1] and n ∈ N ∪ {0}, we define Λns,x := W(n)(Λs, {x}) and
U
(n)
s (x,S) := K(n)(Λs, {x}). We write Λs,x := Λ0s,x , Ks(x,S) := U(0)s (x,S) and Us(x,S) :=
U
(1)
s (x,S). We also set Λs,w := W(Λs,Kw) for s ∈ (0,1] and w ∈ W∗.
Clearly, {U(n)s (x,S)}s∈(0,1] is decreasing as s ↓ 0 and forms a fundamental system of neigh-
borhoods of x in K .
Definition 2.18 (Locally finite scales). We say that S is locally finite with respect to L, or simply
(L,S) is locally finite, if and only if sup{#(Λs,w) | s ∈ (0,1], w ∈ Λs} < ∞.
Definition 2.19 (Volume doubling property). Let μ ∈ M(K). For n ∈ N ∪ {0}, (L,S,μ) is said
to satisfy (VD)n if and only if there exist α ∈ (0,1) and cV ∈ (0,∞) such that μ(U(n)s (x)) 
cV μ(U
(n)
αs (x)) for any (s, x) ∈ (0,1]×K . We say that μ is volume doubling with respect to S, or
simply (L,S,μ) satisfies (VD), if and only if (L,S,μ) satisfies (VD)n for some n ∈ N.
2.4. Qdistances adapted to scales and cell-counting dimension
Next we introduce the notions of qdistances and cell-counting dimension. We continue to fix
a self-similar structure L= (K,S, {Fi}i∈S) and a scale S= {Λs}s∈(0,1] on Σ .
Definition 2.20 (Qdistances). Let E be a set, α ∈ (0,∞) and d :E × E → [0,∞). Then d is
said to be an α-qdistance on E if and only if dα := d(·,·)α is a distance on E. Also d is called a
qdistance on E if d is an α-qdistance for some α ∈ (0,∞).
If d is an α-qdistance on E, then E is regarded as being equipped with the topology given by
the distance dα .
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and any r ∈ (0,∞). We also set diamd A := supy,z∈A d(y, z) and distd(x,A) := infy∈A d(x, y)
for any x ∈ K and any non-empty A ⊂ K .
Definition 2.21. A qdistance d on K is said to be adapted to S if and only if there exist β1, β2 ∈
(0,∞) and n ∈ N such that for any (s, x) ∈ (0,1] ×K ,
Bβ1s(x, d) ⊂ U(n)s (x,S) ⊂ Bβ2s(x, d). (2.5)
If d is adapted to S, then {U(n)s (x,S)}s∈(0,1], x∈K may be thought of as real balls. Since
{U(n)s (x,S)}s∈(0,1] is a fundamental system of neighborhoods of x, the topology determined by d
is the same as the original one of K in this case.
Lemma 2.22. Let μ ∈ M(K), let d be a qdistance on K adapted to S and let n ∈ N be as in
Definition 2.21. Then (L,S,μ) satisfies (VD)n if and only if there exists cV ∈ (0,∞) such that
for any (r, x) ∈ (0,∞)×K ,
μ
(
B2r (x, d)
)
 cV μ
(
Br(x, d)
)
. (2.6)
Proof. Note that infx∈K μ(Br(x, d)) > 0 for a fixed r ∈ (0,∞), since x → μ(Br(x, d)) is a
(0,∞)-valued lower semicontinuous function on a compact space K . Now the statement is
straightforward from (2.5). 
Definition 2.23 (Cell-counting dimension). Let η ∈ [0,∞) and A ⊂ K . We say that the cell-
counting dimension of A with respect to S is bounded from above (resp. below) by η, and
write dimSA  η (resp. dimSA  η), if and only if sups∈(0,1] sη#W(Λs,A) < ∞ (resp.
infs∈(0,1] sη#W(Λs,A) > 0). We call η the cell-counting dimension of A with respect to S, and
write dimSA = η, if and only if both dimSA  η and dimSA  η hold. Note that η ∈ [0,∞)
satisfying dimSA = η, if exists, is unique.
The notion of cell-counting dimension corresponds to that of box-counting dimension in the
settings of metric spaces. In fact, we have the following proposition.
Proposition 2.24. Let d be a qdistance on K adapted to S, let A ⊂ K and η ∈ [0,∞). For
r ∈ (0,∞), let Nr (A) be the smallest number N of balls {Br(xi, d)}Ni=1 of radius r that can
cover A. Suppose that (L,S) is locally finite. Then dimSA η (resp. dimSA η) if and only if
supr∈(0,1] rηNr (A) < ∞ (resp. infr∈(0,1] rηNr (A) > 0).
Proof. Take β1, β2 > 0 and n ∈ N so that (2.5) holds. We may assume that β1  1 β2.
Let s ∈ (0,1]. We choose xw ∈ Kw for each w ∈ W(Λs,A). Then
A ⊂
⋃
w∈W(Λs,A)
Kw ⊂
⋃
w∈W(Λs,A)
U(n)s (xw,S) ⊂
⋃
w∈W(Λs,A)
Bβ2s(xw, d),
so Nβ s(A) #W(Λs,A). Therefore2
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−η
2 inf
r∈(0,β2]
rηNr (A) inf
s∈(0,1] s
η#W(Λs,A), (2.7)
sup
r∈(0,β2]
rηNr (A) βη2 sup
s∈(0,1]
sη#W(Λs,A). (2.8)
By (2.8), dimSA  η implies supr∈(0,1] rηNr (A) < ∞. Suppose infr∈(0,1] rηNr (A) > 0. Then
A 
= ∅ and Nr (A) 1 for any r > 0. Therefore infr∈[1,β2] rηNr (A) 1 and infr∈(0,β2] rηNr (A) >
0. Now this and (2.7) imply dimSA η.
For the converse implications, let M := sup{#Λn+1s,x | s ∈ (0,1], x ∈ K}. Since (L,S) is locally
finite, M < ∞ by [28, Lemma 1.3.6]. Let s ∈ (0,1] and N :=Nβ1s(A) and choose {xi}Ni=1 ⊂ K
so that A ⊂⋃Ni=1 Bβ1s(xi, d) (⊂⋃Ni=1 U(n)s (xi,S)). If w ∈ W(Λs,A), U(n)s (xi,S) ∩ Kw 
= ∅,
hence w ∈ Λn+1s,xi for some i ∈ {1, . . . ,N}. Therefore W(Λs,A) ⊂
⋃N
i=1 Λn+1s,xi and #W(Λs,A)∑N
i=1 #Λn+1s,xi MN = MNβ1s(A). This yields
M−1βη1 inf
s∈(0,1] s
η#W(Λs,A) inf
r∈(0,β1]
rηNr (A), (2.9)
sup
s∈(0,1]
sη#W(Λs,A)Mβ−η1 sup
r∈(0,β1]
rηNr (A). (2.10)
If dimSA  η, then A 
= ∅ and infr∈[β1,1] rηNr (A)  βη1 , which together with (2.9) im-
plies infr∈(0,1] rηNr (A) > 0. On the other hand, by (2.10), supr∈(0,1] rηNr (A) < ∞ implies
dimSA η. This completes the proof. 
3. Framework: Self-similar Dirichlet spaces
In this section, we introduce our framework of spectral analysis on self-similar structures,
which we call self-similar Dirichlet spaces. See Fukushima, Oshima and Takeda [17] for basic
notions concerning Dirichlet forms on locally compact separable metrizable spaces.
The following lemma is immediate from the results of Subsection 2.2.
Lemma 3.1. Let (K,S, {Fi}i∈S) be a self-similar structure, μ ∈M(K) and w ∈ W∗.
(1) The Borel probability measure μw on K defined by μw := μ(Kw)−1μ ◦ Fw belongs to
M(K), and ∫
K
u ◦ Fw dμw = μ(Kw)−1
∫
Kw
udμ for any u :K → [0,∞] Borel measur-
able. In particular, if we set ρwu := u◦Fw for u :K → [−∞,∞], then ρw defines a bounded
linear operator ρw :L2(K,μ) → L2(K,μw).
(2) If μ is a self-similar measure and K 
= V0, then μw = μ.
Definition 3.2. For u :K → R, w ∈ W∗, define uw :K → R by
uw :=
{
u ◦ F−1w on Kw,
0 on K \Kw.
Clearly, if u is Borel measurable then so is uw for any w ∈ W∗.
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the next definition, we can regard F ∩ C(K) as a subspace of C(K), hence u ◦ Fi (∈ C(K)) as
an element of L2(K,μ) for u ∈F ∩C(K).
Definition 3.3 (Self-similar Dirichlet spaces). Let L = (K,S, {Fi}i∈S) be a self-similar struc-
ture satisfying K 
= V0 and let μ be an elliptic Borel probability measure on K . A (symmetric)
regular Dirichlet form (E,F) on L2(K,μ) is called self-similar with resistance scaling ratio
r = (ri)i∈S ∈ (0,∞)S if and only if the following four conditions are satisfied:
(SSDF1) u ◦ Fi ∈F ∩C(K) for any u ∈F ∩C(K) and any i ∈ S.
(SSDF2) For any u,v ∈F ∩C(K),
E(u, v) =
∑
i∈S
1
ri
E(u ◦ Fi, v ◦ Fi). (3.1)
(SSDF3) ui ∈F ∩C(K) for any i ∈ S and any u ∈F ∩C(K) with suppK [u] ⊂ KI (:= K \V0,
recall Lemma 2.11), where ui is as in Definition 3.2.
(SSDF4) The function g :W∗ → (0,∞) defined by g(w) := √rwμ(Kw) is a gauge function
on W∗ and the scale induced by g is elliptic.
If (E,F) is a self-similar regular Dirichlet form on L2(K,μ) with resistance scaling ratio
r = (ri)i∈S , then we call (L,μ,E,F , r) a self-similar Dirichlet space.
Remark. (1) For a self-similar Dirichlet space (L= (K,S, {Fi}i∈S),μ,E,F , r = (ri)i∈S),
(i) μ ∈M(K) (by [28, Theorem 1.2.4]).
(ii) 1 ∈F (by the compactness of K and the regularity of (E,F)).
(2) If μ is a self-similar measure with weight (μi)i∈S , then (SSDF4) is equivalent to the
condition that riμi < 1 for any i ∈ S.
In the rest of this section, (L= (K,S, {Fi}i∈S),μ,E,F , r = (ri)i∈S) is assumed to be a self-
similar Dirichlet space.
Notation. Set g(w) := √rwμ(Kw) for w ∈ W∗ and let S = {Λs}s∈(0,1] be the scale on Σ in-
duced by the gauge function g. We write E1(u, v) := E(u, v) +
∫
K
uv dμ for u,v ∈ F . Also for
A ∈ B(K), we write μ|A := μ|B(A).
We state several preliminary results on (L,μ,E,F , r) needed in the following sections.
Lemma 3.4. (E,F) is a local Dirichlet form.
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= 0 and suppK [u] ∩ suppK [v] = ∅. Since suppK [u] and
suppK [v] are compact, we can choose m ∈ N so that for each w ∈ Wm, either Kw ∩suppK [u] = ∅
or Kw ∩ suppK [v] = ∅ holds. Then by (3.1) we have
E(u, v) =
∑
w∈Wm
1
rw
E(u ◦ Fw,v ◦ Fw) = 0.
Now the local property of (E,F) follows by [17, Problem 1.4.1 and Theorem 3.1.2]. 
Definition 3.5. Let U be a non-empty open subset of K . Define
CU :=
{
u ∈F ∩C(K) ∣∣ suppK [u] ⊂ U} and FU := CU , (3.2)
where the closure is taken in the Hilbert space (F ,E1). We also set EU := E |FU×FU . We call
(EU ,FU) the part of the Dirichlet form (E,F) on U .
Since u = 0 μ-a.e. on K \U for any u ∈FU , we can regard FU as a subspace of L2(U,μ|U)
in the natural way. Then by [17, Theorem 1.4.2(v) and Lemma 1.4.2(ii)], we easily see that
(EU ,FU) is a local regular Dirichlet form on L2(U,μ|U).
Lemma 3.6. Let w ∈ W∗. Then uw ∈ CKIw for any u ∈ CKI and ρw(CKIw) = CKI .
Proof. ρw(CKIw ) ⊂ CKI is clear by (SSDF1). Conversely if u ∈ CKI , then using (SSDF3) repeat-
edly, we have uw ∈ CKIw . Hence u = uw ◦ Fw ∈ ρw(CKIw ). 
The following lemma is used (only) in Subsection 7.2.
Lemma 3.7. There exist c,α ∈ (0,∞) such that cμ(Kw) sα for any s ∈ (0,1], w ∈ Λs .
Proof. Since the scale S = {Λs}s∈(0,1] is assumed to be elliptic by (SSDF4), we easily see that
there exists β1 ∈ (0,1) such that g(w)  β1s for any s ∈ (0,1] and any w ∈ Λs . It is also easy
to show that there exist c1 ∈ (0,∞) and β2 ∈ (0,1) such that g(w)  c1β |w|2 for any w ∈ W∗.
Since μ is also assumed to be elliptic, we can choose γ ∈ (0,1) so that μ(Kwi) γμ(Kw) for
any w ∈ W∗ and any i ∈ S. Then μ(Kw)  γ |w| for any w ∈ W∗. Now set α := (logγ )/ logβ2
(∈ (0,∞)) and let s ∈ (0,1] and w ∈ Λs . Then
β1s  g(w) c1β |w|2 = c1γ |w|/α  c1μ(Kw)1/α.
Thus (c1/β1)αμ(Kw) sα . 
4. Spectral and geometric counting functions
Now we start to study spectral properties of self-similar Dirichlet forms. In this section,
we state and prove our first main result (Theorem 4.3). Throughout this section, let (L =
(K,S, {Fi}i∈S),μ,E,F , r = (ri)i∈S) be a self-similar Dirichlet space and S = {Λs}s∈(0,1] be
the scale induced by the gauge function g :w → √rwμ(Kw).
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adjoint operator on a Hilbert space. Note that, in the present setting, L2(U,μ|U) is an infinite-
dimensional separable Hilbert space for any U ⊂ K non-empty open.
Definition 4.1 (Eigenvalue counting and partition functions). Let H be a non-negative self-
adjoint operator on an infinite-dimensional separable Hilbert space H.
(1) The partition function ZH of H (or of the contraction semigroup {e−tH }t∈(0,∞) or of the
corresponding closed form on H) is defined by ZH(t) := Tr(e−tH ), t ∈ (0,∞).
(2) Suppose that H has compact resolvent and let {λHn }n∈N be the non-decreasing enumeration
of the eigenvalues of H , where each eigenvalue is repeated according to its multiplicity. The
eigenvalue counting function NH of H is defined by
NH(x) := #
({
n ∈ N ∣∣ λHn  x}), x ∈ [0,∞), (4.1)
and then we have the following equalities for ZH :
ZH(t) = Tr
(
e−tH
)=∑
n∈N
e−tλHn =
∫
[0,∞)
e−ts dNH (s), t ∈ (0,∞). (4.2)
Note that NH(x) < ∞ for any x ∈ [0,∞) since limn→∞ λHn = ∞, and that ZH is (0,∞)-valued,
strictly decreasing and continuous provided ZH(t) < ∞ for any t ∈ (0,∞).
Notation. Let HN (resp. HD) be the non-negative self-adjoint operator associated with the closed
form (E,F) on L2(K,μ) (resp. (EKI ,FKI ) on L2(KI ,μ|KI )). For b ∈ {N,D}, if Hb has com-
pact resolvent, then we write λbn := λHbn and Nb := NHb .
Definition 4.2 (Uniform Poincaré inequality). We say that (E,F) satisfies the uniform Poincaré
inequality, (PI) for short, if and only if there exists CPI ∈ (0,∞) such that
E(u,u) CPI
∫
K
∣∣u− uμw ∣∣2 dμw, u ∈ ρw(F ∩C(K)) (PI)
for any w ∈ W∗, where uν :=
∫
K
udν for a Borel probability measure ν on K .
The uniform Poincaré inequality yields the following estimate for the eigenvalue counting
functions NN and ND , which is the main theorem of this section.
Theorem 4.3. Assume that (E,F) is conservative, i.e. E(1,1) = 0, and satisfies (PI). Then there
exist c1, c2 ∈ (0,∞) and δ ∈ [1,∞) such that for any x ∈ [δ,∞),
c1#Λx−1/2 ND(x)NN(x) c2#Λx−1/2 . (4.3)
Remark. In the arguments below, we will prove that HN and HD have compact resolvents under
the situation of Theorem 4.3.
We provide a few simple sufficient conditions for (PI) before proving Theorem 4.3.
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(1) F ⊂ C(K), (E,F) is a resistance form on K and its associated resistance metric R is
compatible with the original topology of K .
(2) μ is a self-similar measure and there exists CPI ∈ (0,∞) such that
E(u,u) CPI
∫
K
∣∣u− uμ∣∣2 dμ, u ∈F ∩C(K). (4.4)
Proof. (1) This is immediate by [28, Proof of Lemma B.2]. (See Kigami [27, Chapter 2] and [29,
Part I] for the definition and basic properties of resistance forms.)
(2) trivially yields (PI) since ρw(F ∩C(K)) ⊂F ∩C(K) and μw = μ for any w ∈ W∗. 
The rest of this section is devoted to the proof of Theorem 4.3. The proof is split into sev-
eral lemmas and is based on the so-called minimax principle or the variational formula for the
eigenvalues of non-negative self-adjoint operators. See Davies [15, Chapter 4] for details about
the minimax principle. We first show the upper inequality of (4.3).
Lemma 4.5. Suppose that (E,F) is conservative and satisfies (PI). Define
λ(L) := sup
{
E(u,u) ∣∣ u ∈ L, ∫
K
|u|2 dμ = 1
}
, L ⊂F ∩C(K) subspace, (4.5)
λn := inf
{
λ(L)
∣∣ L is an n-dimensional subspace of F ∩C(K)}. (4.6)
Let Λ be a partition of Σ . Then
λ#Λ+1  CPI
(
max
w∈Λ rwμ(Kw)
)−1
. (4.7)
In particular, HN has compact resolvent, so does HD and λn = λNn for any n ∈ N.
Proof. The statements of the final sentence follow from (4.7) in view of the minimax principle,
CKI ⊂ F ∩ C(K) and (SSDF4), so it suffices to show (4.7). Note that we may regard ρw(F ∩
C(K)) as a subspace of L2(K,μw) for w ∈ W∗. Also, regarded as subspaces of C(K), ρw(F ∩
C(K)) ⊂F ∩C(K) by (SSDF1). Under these identifications, we define
FN,Λ :=
{
u ∈ L2(K,μ) ∣∣ u ◦ Fw ∈ ρw(F ∩C(K)) for any w ∈ Λ},
EN,Λ(u, v) :=
∑
w∈Λ
1
rw
E(u ◦ Fw,v ◦ Fw), u, v ∈FN,Λ. (4.8)
Similarly to (4.5) and (4.6), we set
λ(L) := sup
{
EN,Λ(u,u) ∣∣ u ∈ L, ∫
K
|u|2 dμ = 1
}
, L ⊂FN,Λ subspace, (4.9)
λΛn := inf
{
λ(L)
∣∣ L is an n-dimensional subspace of FN,Λ}. (4.10)
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by (SSDF2). Hence λn  λΛn for any n ∈ N.
Let L0 := {∑w∈Λ aw1Kw | aw ∈ R for each w ∈ Λ}. Note that L0 is a #Λ-dimensional sub-
space of FN,Λ and EN,Λ|L0×L0 ≡ 0. Let L ⊂ FN,Λ be a (#Λ + 1)-dimensional subspace and
set L˜ := L + L0. Then the bilinear form EN,Λ on L˜ is naturally associated with a non-negative
self-adjoint operator A on L˜ by the equality EN,Λ(u, v) = ∫
K
Au · v dμ, u,v ∈ L˜. By the theory
of finite-dimensional real symmetric matrices, the (#Λ + 1)-th smallest eigenvalue λA of A is
given by
λA = inf
{
λ
(
L′
) ∣∣ L′ is a (#Λ+ 1)-dimensional subspace of L˜},
where λ(L′) is as in (4.9). Moreover, the eigenfunction u ∈ L˜ corresponding to λA is orthogonal
to L0, that is,
∫
K
u ◦ Fw dμw = μ(Kw)−1
∫
Kw
udμ = 0 for any w ∈ Λ. We can normalize u so
that
∫
K
|u|2 dμ = 1. Then by (PI),
λ(L) λA = EN,Λ(u,u) =
∑
w∈Λ
1
rw
E(u ◦ Fw,u ◦ Fw) CPI
∑
w∈Λ
1
rw
∫
K
|u ◦ Fw|2 dμw
= CPI
∑
w∈Λ
1
rwμ(Kw)
∫
Kw
u2 dμ CPI
maxw∈Λ rwμ(Kw)
.
Taking the infimum over L yields (4.7). 
Lemma 4.6. Assume that (E,F) is conservative and satisfies (PI). Then there exists c2 ∈ (0,∞)
such that for any x ∈ [1,∞),
NN(x) c2#Λx−1/2 . (4.11)
Proof. Let s ∈ (0,1]. By (4.7), λN#Λs+1  CPI(maxw∈Λs rwμ(Kw))−1  CPIs−2, hence
NN(CPIs
−2/2)  #Λs . We may assume 1  CPI/2 (=: α). Let x ∈ [1,∞) and set s2 := α/x
(∈ (0,1]). Then NN(x) #Λ√αx−1/2 . Proposition 2.7 implies that there exists c2 > 0 such that
#Λ√αt  c2#Λt for any t ∈ (0,1]. Thus the result follows. 
Next we prove the lower bound of (4.3).
Lemma 4.7. There exists CD ∈ (0,∞) such that for any w ∈ W∗,
λ1
(
KIw
) := inf
u∈C
KIw
,u 
≡0
E(u,u)∫
KIw
|u|2 dμ 
CD
rwμ(Kw)
. (4.12)
Proof. Take v ∈ W∗ so that Kv ⊂ KI . By the regularity of (E,F) and [17, Problem 1.4.1], there
exists u ∈ CKI such that u  0 on K and u = 1 on Kv . Let w ∈ W∗. Then Lemma 3.6 implies
that uw ∈ CKIw . By (SSDF2) and the ellipticity of μ,
λ1
(
KIw
)
 E(u
w,uw)∫ |uw|2 dμ = E(u,u)r ∫ |uw|2 dμ  E(u,u)r μ(K )  E(u,u)γ |v| 1r μ(K ),
K w K w wv w w
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pendent of w ∈ W∗, (4.12) has been proved. 
Lemma 4.8. Assume that HD has compact resolvent. For each w ∈ W∗, let Hw be the non-
negative self-adjoint operator on L2(KIw,μ|KIw) associated with (EK
I
w ,FKIw). Let Λ be a par-
tition of Σ and let HΛ be the non-negative self-adjoint operator on L2(KIΛ,μ|KIΛ) associated
with (EKIΛ,FKIΛ) (recall Lemma 2.11). Then Hw and HΛ have compact resolvents. Moreover, if
we set NKIw := NHw and NKIΛ := NHΛ , then for any x ∈ [0,∞),∑
w∈Λ
NKIw
(x) = NKIΛ(x)ND(x). (4.13)
Proof. If w ∈ Λ, then by FKIw ⊂ FKIΛ ⊂ FKI and the minimax principle, Hw and HΛ have
compact resolvents and the inequality in (4.13) holds. So we show the equality in (4.13). The
self-similarity of (E,F) implies that E(u1, u2) = 0 for any wi ∈ Λ, i = 1,2, with w1 
= w2 and
any ui ∈FKIwi , i = 1,2.
Let w ∈ Λ and u ∈ CKIΛ . Since K \K
I
w = Fw(V0)∪
⋃
τ∈Λ\{w} Kτ , (Lw :=) Kw ∩ suppK [u] ⊂
KIw . Therefore u · 1KIw ∈ C(K) and suppK [u · 1KIw ] ⊂ Lw ⊂ KIw . Since Lw is compact and KIw is
open in K , we may take ϕw ∈F ∩C(K) such that ϕw  0, ϕw|Lw = 1 and ϕw|K\KIw = 0 by [17,
Problem 1.4.1]. Then u · 1KIw = u · ϕw ∈ F by [17, Theorem 1.4.2(ii)], hence u · 1KIw ∈ CKIw . It
follows that CKIΛ =
⊕
w∈Λ CKIw , where CKIw , w ∈ Λ, are orthogonal to each other with respect to
both E and the inner product of L2(K,μ). Therefore taking the closure of both sides in the Hilbert
space (F ,E1) leads to the equality FKIΛ =
⊕
w∈ΛFKIw and again FKIw , w ∈ Λ are orthogonal
to each other with respect to both E and the inner product of L2(K,μ). This fact immediately
implies that each eigenspace of HΛ is the direct sum over w ∈ Λ of those of Hw with the same
eigenvalue. Now the desired equality is obvious. 
Lemma 4.9. Suppose that HD has compact resolvent. Then there exist c1 ∈ (0,∞) and δ ∈
[1,∞) such that for any x ∈ [δ,∞),
c1#Λx−1/2 ND(x). (4.14)
Proof. Since the gauge function g of S = {Λs}s∈(0,1] is assumed to satisfy (EL1), we may
choose β ∈ (0,1) so that g(w)  βs for any s ∈ (0,1] and any w ∈ Λs . Let s ∈ (0,1]. Then
by Lemma 4.7, we have
λ1
(
KIw
)
 CD
rwμ(Kw)
= CD
g(w)2
 CD
β2s2
for any w ∈ Λs . Note that under the assumption of this lemma, λ1(KIw) is the smallest eigenvalue
of Hw for any w ∈ W∗. Now let δ := max{CDβ−2,1}, x ∈ [δ,∞) and s2 := δ/x. Since x 
CD/β
2s2, λ1(KIw) x and Nw(x) 1 for any w ∈ Λs . Hence by Lemma 4.8,
ND(x)
∑
Nw(x) #Λs = #Λ√δx−1/2 .
w∈Λs
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result follows. 
Proof of Theorem 4.3. HN and HD have compact resolvents by Lemma 4.5. Since FKI ⊂ F ,
the minimax principle shows that ND(x)  NN(x) for any x ∈ [0,∞). Now the statement is
immediate from Lemmas 4.6 and 4.9. 
5. Short time asymptotics of the partition function
In this section we assume that (L = (K,S, {Fi}i∈S),μ,E,F , r = (ri)i∈S) is a self-similar
Dirichlet space and that S = {Λs}s∈(0,1] is the scale induced by the gauge function g :w →√
rwμ(Kw). We also assume throughout this section that μ is a self-similar measure with weight
(μi)i∈S . In particular, S is a self-similar scale with weight γ = (γi)i∈S , where γi := √riμi . We
set dS := d(γ ), where d(γ ) is as in Proposition 2.9 with α = γ . We have dS > 0 since #S  2,
and dimSK = dS by (2.2).
Notation. Let {T Nt }t∈(0,∞) and {T Dt }t∈(0,∞) be the strongly continuous contraction semigroups
associated with the closed forms (E,F) on L2(K,μ) and (EKI ,FKI ) on L2(KI ,μ|KI ), respec-
tively. For b ∈ {N,D}, let Zb denote the partition function associated with {T bt }t∈(0,∞) (recall
Definition 4.1). Note that if {T bt }t∈(0,∞) is ultracontractive (see Definition A.1(1)) then by [14,
Theorem 2.1.4] Hb has compact resolvent and Zb(t) ∈ (0,∞) for any t ∈ (0,∞).
In our case, the (sub-)Gaussian heat kernel upper bound is formulated as follows.
Definition 5.1 (UHK). We say that the (sub-)Gaussian heat kernel upper bound holds for
(L,μ,E,F , r), or simply (UHK) holds, if and only if the following conditions are valid: The
semigroup {T Nt }t∈(0,∞) has a heat kernel {pNt }t∈(0,∞), and there exist β ∈ (1,∞), a (2/β)-
qdistance d adapted to S and c1, c2 ∈ (0,∞) such that for each t ∈ (0,1],
pNt (x, y)
c1
μ(B√t (x, d))
exp
(
−c2
(
d(x, y)2
t
) 1
β−1)
μ×μ-a.e. (x, y) ∈ K ×K. (5.1)
If dimS V0  d∂ for some d∂ ∈ [0, dS), then (UHK) leads us to the following asymptotic
behavior of Zb , which is the main theorem of this section.
Theorem 5.2 (Short time asymptotics of the partition function). Let d∂ ∈ [0, dS) and suppose that
dimS V0  d∂ and (UHK) hold. Then we have the following statements.
(1) Non-lattice case: If ∑i∈S Z logγi is a dense additive subgroup of R, then tdS/2ZN(t) and
tdS/2ZD(t) converge as t ↓ 0 and
lim
t↓0 t
dS/2ZN(t) = lim
t↓0 t
dS/2ZD(t) ∈ (0,∞). (5.2)
(2) Lattice case: If ∑i∈S Z logγi is a discrete additive subgroup of R, let T ∈ (0,∞) be its gen-
erator. Define mi := − logγi/T (∈ N) and pi := γ dSi for each i ∈ S and let Q be the poly-
nomial defined by Q(z) := (1 −∑ pizmi )/(1 − z). Set q := min{|z| | z ∈ C, Q(z) = 0}i∈S
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dM := dS − T −1 logq . Then there exists a continuous T -periodic function G :R → (0,∞)
such that, for any b ∈ {N,D}, as t ↓ 0,
Zb(t)− t−dS/2G
(
1
2
log
1
t
)
=
⎧⎨
⎩
O(t−d∂/2) if e(dS−d∂ )T < q,
O(t−d∂/2(log(t−1))m) if e(dS−d∂ )T = q,
O(t−dM/2(log(t−1))m−1) if e(dS−d∂ )T > q.
(5.3)
Remark. In the lattice case we have q > 1, and therefore dM ∈ (d∂ , dS) if e(dS−d∂ )T > q . In fact,
Q(1) =∑i∈S mipi ∑i∈S pi = 1. If ∑i∈S pizmi = 1 for z ∈ C with |z| = 1, then the triangle
inequality implies that zmi = zmj for any i, j ∈ S. Hence z = 1. Also clearly |∑i∈S pizmi | ∑
i∈S pi |z| = |z| < 1 if z ∈ C and |z| < 1. Thus q > 1.
As a special case of the above theorem, we have the following.
Corollary 5.3. Let d∂ ∈ [0, dS) and suppose that dimS V0  d∂ and (UHK) hold. If γi = γ
for any i ∈ S for some γ ∈ (0,1), then there exists a continuous log(γ−1)-periodic function
G :R → (0,∞) such that, for any b ∈ {N,D}, as t ↓ 0,
Zb(t)− t−dS/2G
(
1
2
log
1
t
)
= O(t−d∂/2). (5.4)
Proof. Since
∑
i∈S Z logγi = Z log(γ−1), we are in the lattice case of Theorem 5.2 and Q = 1
in the notation there. As q = ∞ > e−(dS−d∂ ) logγ the corollary follows by (5.3). 
In the non-lattice case, we have the similar asymptotic behavior of NN and ND .
Corollary 5.4. Let d∂ ∈ [0, dS) and suppose that dimS V0  d∂ and (UHK) hold. If∑i∈S Z logγi
is a dense additive subgroup of R, then x−dS/2NN(x) and x−dS/2ND(x) converge as x → ∞ and
lim
x→∞
NN(x)
xdS/2
= lim
x→∞
ND(x)
xdS/2
∈ (0,∞). (5.5)
Proof. This is immediate from Theorem 5.2(1) and Karamata’s Tauberian theorem (see Feller
[16, p. 445, Theorem 2]). 
The rest of this section is devoted to the proof of Theorem 5.2. The proof is split into several
propositions and lemmas. We first give an easy lemma on the structure of (E,F).
Lemma 5.5. (SSDF1) and (SSDF2) are valid with F in place of F ∩C(K). Moreover, if w ∈ W∗
then uw ∈FKIw for any u ∈FKI and ρw(FKIw) =FKI .
Remark. If u,v :K → R are Borel measurable and u = v μ-a.e., then for any w ∈ W∗, it easily
follows from μw = μ that uw = vw μ-a.e.
Proof. Let w ∈ W∗. Since μw = μ, ρw defines a bounded linear operator on L2(K,μ), and also
on (F ∩ C(K),E1) by (SSDF1) and (SSDF2). Let u ∈ F and choose {un}n∈N ⊂ F ∩ C(K) so
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Cauchy sequence and converges to some f ∈F . Hence u ◦ Fw = f ∈F and un ◦ Fw → u ◦ Fw
in (F ,E1), which also immediately yields (3.1) for u,v ∈F .
By the equalities ρw(CKIw ) = CKI (by Lemma 3.6),
∫
KIw
|u|2 dμ = μw
∫
KI
|u ◦ Fw|2 dμ
for u ∈ L2(KIw,μ|KIw) and E(u ◦ Fw,u ◦ Fw) = rwE(u,u) for u ∈ CKIw , we easily see that
ρw(FKIw) = FKI . Finally, let u ∈ FKI and choose {un}n∈N ⊂ CKI so that un → u in (F ,E1).
Then {uwn }n∈N ⊂ CKIw by Lemma 3.6 and
∫
K
|uw − uwn |2 dμ = μw
∫
K
|u − un|2 dμ → 0 as
n → ∞. Since rwE(uwm − uwn ,uwm − uwn ) = E(um − un,um − un) for any m,n ∈ N, {uwn }n∈N
converges to some g ∈FKIw in (FKIw ,E
KIw
1 ) and then u
w = g ∈FKIw . 
Lemma 5.6. Suppose that HN has compact resolvent and let Λ be a partition of Σ . Then
NKIΛ
(x) =
∑
w∈Λ
ND
(
γ 2wx
)
ND(x)NN(x)
∑
w∈Λ
NN
(
γ 2wx
) (5.6)
for any x ∈ [0,∞). Moreover, there exist c1, c2 ∈ (0,∞) and δ ∈ [1,∞) such that for any x ∈
[δ,∞),
c1x
dS/2 ND(x)NN(x) c2xdS/2. (5.7)
Proof. Noting Proposition 2.9, Lemma 4.8 and that μ(Kw ∩Kv) = 0 for w,v ∈ Λ with w 
= v,
the same arguments as in [30, Sections 2 and 6] immediately show the lemma. 
Now we turn to estimates of partition functions. We need the following notations.
Notation. (1) We set Ac := K \A for A ⊂ K .
(2) Let U ⊂ K be non-empty open. The contraction semigroup on L2(U,μ|U) associated
with (EU ,FU) is denoted by {T Ut }t∈(0,∞). Suppose {T Ut }t∈(0,∞) is ultracontractive. Then its
heat kernel, which exists by [14, Theorem 2.1.4] and is unique up to μ × μ-a.e., is denoted
by {pUt }t∈(0,∞). We always set pUt := 0 on K × K \ U × U . Also, ZU(t) := Tr(T Ut ) =∫
K×K(p
U
t/2)
2 d(μ×μ) (∈ (0,∞)) denotes the associated partition function.
Lemma 5.7. Suppose that {T Nt }t∈(0,∞) is ultracontractive and let Λ be a partition of Σ . Then
ZKIΛ
(t) =
∑
w∈Λ
ZD
(
t
γ 2w
)
 ZD(t) ZN(t)
∑
w∈Λ
ZN
(
t
γ 2w
)
(5.8)
for any t ∈ (0,∞). Moreover, there exist c1, c2 ∈ (0,∞) such that for any t ∈ (0,1],
c1t
−dS/2  ZD(t)ZN(t) c2t−dS/2. (5.9)
Proof. By [28, Proposition C.1], {T Dt }t∈(0,∞) and {T K
I
Λ
t }t∈(0,∞) are also ultracontractive. There-
fore (5.8) is an immediate consequence of (5.6) and (4.2). For t ∈ (0,1], using Proposition 2.9,
letting Λ := Λ√t in (5.8) immediately leads to (5.9). 
In the propositions below we establish important consequences of (UHK).
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Proposition 5.8. Suppose that (UHK) holds. Then:
(1) The semigroup {T Nt }t∈(0,∞) is ultracontractive.
(2) (L,S,μ) satisfies (VD).
(3) (L,S) is locally finite.
(4) Let d be the qdistance as in Definition 5.1. Then there exists cV > 0 such that cV μ(Bs(x,
d)) μ(Us(x,S)) for any (s, x) ∈ (0,1] ×K .
Proof. (1) Let t ∈ (0,1]. Since x → μ(B√t (x, d)) is a (0,1]-valued lower semicontinuous func-
tion on a compact space K , η(t) := infx∈K μ(B√t (x, d)) ∈ (0,1] By (UHK), pNt  c1η(t)−1
μ × μ-a.e. on K × K , hence we easily see that ‖T Nt ‖2→∞  c1η(t)−1 for t ∈ (0,1]. Also
for t ∈ (1,∞), ‖T Nt ‖2→∞ = ‖T N1 T Nt−1‖2→∞  ‖T N1 ‖2→∞‖T Nt−1‖2→2  ‖T N1 ‖2→∞. Hence the
semigroup {T Nt }t∈(0,∞) is ultracontractive.
(2) This is proved in exactly the same way as [28, Proofs of Lemma 3.5.5 and Theorem C.3],
based on Lemma 4.7 and with a few slight modifications.
(3) Since S is (assumed to be) elliptic, (2) and [28, Theorem 1.3.5] imply the statement.
(4) We may choose n ∈ N, β1 ∈ (0,1] and β2 ∈ [1,∞) so that (2.5) holds. Then (2) and [28,
Theorem 1.3.5] imply (VD)n. Therefore there exists cV > 0 such that
cV μ
(
Bs(x, d)
)
 cV μ
(
U
(n)
β−12 s
(x,S)
)
 μ
(
U(n)s (x,S)
)
 μ
(
Us(x,S)
)
for any (s, x) ∈ (0,1] ×K . This completes the proof. 
Lemma 5.9. Suppose that (UHK) holds and let β ∈ (1,∞) and a (2/β)-qdistance d be as in
Definition 5.1. Let F and L be closed subsets of K such that F  L  K . Then there exist
c1, c2 ∈ (0,∞) such that, with
Φ(t, x) := c1
μ(U√t (x,S))
exp
(
−c2
(
distd(x,L \ F)2
t
) 1
β−1)
, (t, x) ∈ (0,1] ×K, (5.10)
for any t ∈ (0,1],
0 pFct (x, y)− pL
c
t (x, y)Φ(t, x)+Φ(t, y) μ×μ-a.e. (x, y) ∈ Fc × Fc, (5.11)
0 ZFc(t)−ZLc(t)
∫
Fc
Φ(t, x) dμ(x). (5.12)
Proof. By Proposition 5.8(1) and [28, Proposition C.1], {T Fct }t∈(0,∞) and {T Lct }t∈(0,∞) are ul-
tracontractive. Therefore the heat kernels {pFct }t∈(0,∞) and {pLct }t∈(0,∞) exist and ZFc and ZLc
are (0,∞)-valued and continuous on (0,∞). Note that 0 pLct  pFct  pNt μ×μ-a.e. for any
t ∈ (0,∞), which follows by [28, (C.2)] and a monotone class argument.
Let δ > 0 and set Uδ := {x ∈ Fc | distd(x,L \ F) < δ}. Then Uδ is an open subset of Fc sat-
isfying L \ F ⊂ Uδ . Note that L \ F includes the (topological) boundary of Lc in Fc . Since
1334 N. Kajino / Journal of Functional Analysis 258 (2010) 1310–1360(EFc ,FFc) is a local regular Dirichlet form by Lemma 3.4, Grigor’yan’s result [20, Theo-
rem 10.4] implies that for each t ∈ (0,∞), for μ×μ-a.e. (x, y) ∈ Lc ×Lc,
pF
c
t (x, y)− pL
c
t (x, y) sup
t/2st
s∈Q∪{t/2,t}
μ-esssup
u∈Uδ
pF
c
s (x,u)
+ sup
t/2st
s∈Q∪{t/2,t}
μ-esssup
v∈Uδ
pF
c
s (v, y). (5.13)
(In fact, [20, Theorem 10.4] may not be true when the right-hand side of [20, (10.12)] is essen-
tially unbounded on some compact subset. It is, however, actually valid in the present setting,
since the function t → μ × μ-esssupK×K pFct is [0,∞)-valued and non-increasing by [20,
Lemmas 3.1 and 3.2].) Moreover, (UHK), Proposition 5.8 and [28, Theorem 1.3.5] imply that
there exist cV , cVD ∈ [1,∞) such that cV μ(Bs(x, d))  μ(Us(x,S)) and cVDμ(Us/2(x,S)) 
μ(Us(x,S)) for any (s, x) ∈ (0,1] ×K .
Let t ∈ (0,1] and s ∈ [t/2, t]. By (UHK), with c1, c2 ∈ (0,∞) as in Definition 5.1, for
μ×μ-a.e. (x,u) ∈ Lc × Uδ ,
0 pFcs (x,u) pNs (x,u)
c1
μ(B√s(x, d))
exp
(
−c2
(
d(x,u)2
s
) 1
β−1)
 c1cV cVD
μ(U√t (x,S))
exp
(
−c2
(
distd(x,Uδ)2
t
) 1
β−1) (=: Φ(t, x, δ)),
which yields μ-esssupu∈Uδ p
Fc
s (x,u)Φ(t, x, δ) for μ-a.e. x ∈ Lc. Thus we conclude that
sup
t/2st, s∈Q∪{t/2,t}
μ-esssup
u∈Uδ
pF
c
s (x,u)Φ(t, x, δ) μ-a.e. x ∈ Lc.
Also, by the symmetry of pFcs , i.e. pF
c
s (x, y) = pFcs (y, x) for μ×μ-a.e. (x, y) ∈ K ×K ,
sup
t/2st, s∈Q∪{t/2,t}
μ-esssup
v∈Uδ
pF
c
s (v, y)Φ(t, y, δ) μ-a.e. y ∈ Lc.
These estimates together with (5.13) imply pFct (x, y) − pLct (x, y) Φ(t, x, δ) + Φ(t, y, δ) for
μ × μ-a.e. (x, y) ∈ Lc × Lc. Now we define Φ(t, x) by (5.10) with c1 replaced by c1cV cVD.
Then limδ↓0 Φ(t, x, δ) = Φ(t, x) for any x ∈ K . Therefore setting δ := n−1 with n ∈ N and
letting n → ∞, we see that (5.11) holds for μ×μ-a.e. (x, y) ∈ Lc ×Lc. On the other hand, for
μ×μ-a.e. (x, y) ∈ Fc × (L \ F),
0 pFct (x, y)− pL
c
t (x, y) = pF
c
t (x, y)
c1
μ(B√t (x, d))
exp
(
−c2
(
d(x, y)2
t
) 1
β−1)
 c1cV cVD
μ(U√ (x,S))
exp
(
−c2
(
distd(x,L \ F)2
t
) 1
β−1)= Φ(t, x)Φ(t, x)+Φ(t, y).t
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c
t , (5.11) follows also for μ × μ-a.e. (x, y) ∈ Fc ×
Fc \Lc ×Lc. Moreover, (5.11) and the symmetry of pFct/2 yield
0 ZFc(t)−ZLc(t) =
∫
Fc×Fc
(
pF
c
t/2(x, y)
2 − pLct/2(x, y)2
)
d(μ×μ)(x, y)
=
∫
Fc×Fc
(
pF
c
t/2(x, y)+ pL
c
t/2(x, y)
)(
pF
c
t/2(x, y)− pL
c
t/2(x, y)
)
d(μ×μ)(x, y)
 2
∫
Fc×Fc
pF
c
t/2(x, y)
(
Φ(t/2, x)+Φ(t/2, y))d(μ×μ)(x, y)
= 4
∫
Fc
∫
Fc
pF
c
t/2(x, y)Φ(t/2, x) dμ(y)dμ(x) 4
∫
Fc
Φ(t/2, x) dμ(x),
where we used the fact that
∫
Fc
pF
c
t/2(·, y) dμ(y)  1 μ-a.e. on Fc . Now μ(U√t (x,S)) 
cVDμ(U√t/2(x,S)) leads to (5.12). 
Proposition 5.10. Assume that (L,S) is locally finite. Let d∂ ∈ [0,∞), β ∈ (1,∞) and d be a
(2/β)-qdistance adapted to S. Let A ⊂ K be non-empty and suppose dimSA d∂ . Let c1, c2 ∈
(0,∞). Then there exists c ∈ (0,∞) such that for any t ∈ (0,1],
∫
K
c1
μ(U√t (x,S))
exp
(
−c2
(
distd(x,A)2
t
) 1
β−1)
dμ(x) ct−d∂/2. (5.14)
Combining Proposition 5.10 with Proposition 5.8(3) and (5.12), we have the following esti-
mate, which is the key for the proof of Theorem 5.2.
Theorem 5.11 (Key estimate). Suppose that (UHK) holds. Let F and L be closed subsets of K
such that F ⊂ L  K . Let d∂ ∈ [0,∞) and suppose dimS(L \ F)  d∂ . Then there exists c ∈
(0,∞) such that for any t ∈ (0,1],
0 ZFc(t)−ZLc(t) ct−d∂/2. (5.15)
Proof of Proposition 5.10. First let s ∈ (0,1] and w ∈ Λs . Choose x0 ∈ Kw \ Fw(V0) (
= ∅).
Then for any x ∈ Kw \ Fw(V0), Ks(x,S) = Kw = Ks(x0,S) and Us(x,S) = ⋃v∈Λs,w Kv =
Us(x0,S). Since μ(Fw(V0)) = 0, we have∫
Kw
1
μ(Us(x,S))
dμ(x) =
∫
Kw\Fw(V0)
1
μ(Us(x0,S))
dμ(x) = μ(Ks(x0,S))
μ(Us(x0,S))
 1. (5.16)
Choose n ∈ N, β1 ∈ (0,1] and β2 ∈ [1,∞) so that (2.5) holds. Let s ∈ (0,1] and set cA :=
sups∈(0,1] sd∂ #W(Λs,A) (< ∞ by dimSA  d∂ ) and M := sup{#Λs,w | s ∈ (0,1], w ∈ Λs}
1336 N. Kajino / Journal of Functional Analysis 258 (2010) 1310–1360(< ∞ by the local finiteness of (L,S)). For 0 k  n, we set Λks,A := W(k)(Λs,A) (recall Def-
inition 2.15(2)). Then for 0 k  n − 1, since Λk+1s,A = W(Λs,
⋃
w∈Λks,A Kw) =
⋃
w∈Λks,A Λs,w ,
we have #Λk+1s,A M#Λks,A. Therefore
#Λns,A Mn#Λ0s,A = Mn#W(Λs,A) cAMns−d∂ . (5.17)
Let Ks(A) := ⋃w∈Λns,A Kw (= ⋃x∈AU(n)s (x,S)). If x ∈ K and distd(x,A) < β1s, then
d(x, y) < β1s for some y ∈ A. Hence x ∈ Bβ1s(y, d) ⊂ U(n)s (y,S) ⊂ Ks(A). Therefore
distd(x,A) β1s, x ∈ K \Ks(A). (5.18)
Recall that S is (assumed to be) elliptic. Therefore we may choose c3 ∈ (1,∞) so that g(w)
s  c3g(w) for any s ∈ (0,1] and any w ∈ Λs . We also easily see that there exist c4, γ ∈ (1,∞)
such that g(wv)  c4γ−|v|g(w) for any w,v ∈ W∗. Moreover, by Proposition 2.7 there exist
cS, α ∈ (0,∞) such that
#Λs  cSs−α, s ∈ (0,1]. (5.19)
Let N := N(s) := max{k ∈ N ∪ {0} | 2ks  1}, and for 0  k  N let ψks :Λs → Λ2ks be
the natural surjection, so that w  ψks (w) for any w ∈ Λs . Let 0  k  N and w ∈ Λ2ks .
To estimate #((ψks )−1(w)), let v ∈ (ψks )−1(w). Then v  w, g(w)  2ks  c3g(w), g(v) 
s  c3g(v) and g(v)  c4γ−(|v|−|w|)g(w). Therefore γ |v|−|w|  c4g(w)/g(v)  c42ksc3s−1 =
c3c42k , hence |v|− |w| (k log 2+ log c3c4)/ logγ  (=: k), where a := max{j ∈ Z | j  a}
for a ∈ R. Hence by setting c5 := (#S)1+(log c3c4)/ logγ /(#S − 1) and Γ := 2(log #S)/ logγ we have
#((ψks )−1(w)) (#S)k+1/(#S − 1) c5Γ k for any w ∈ Λ2ks . Then by (5.17),
#
((
ψks
)−1(
Λn2ks,A
))= ∑
w∈Λn
2ks,A
#
((
ψks
)−1
(w)
)
 c5Γ k#Λn2ks,A
 c5Γ kcAMn
(
2ks
)−d∂ = c5cAMn(2−d∂ Γ )ks−d∂ . (5.20)
Note also that
K2ks(A) =
⋃
w∈Λn
2ks,A
Kw =
⋃
w∈Λn
2ks,A
⋃
v∈(ψks )−1(w)
Kv =
⋃
w∈(ψks )−1(Λn2ks,A)
Kw. (5.21)
Now let t ∈ (0,1], N := N(√t) and let Φ(t, x), (t, x) ∈ (0,1]×K , be the integrand in the left-
hand side of (5.14). Since 2N+1√t > 1, the observations (5.16)–(5.18), (5.20), (5.21) and (5.19)
yield the following estimate:∫
K
Φ(t, x) dμ(x) =
∫
K√t (A)
Φ(t, x) dμ(x)+
∑
0<kN
∫
K2k
√
t
(A)\K2k−1√t (A)
Φ(t, x) dμ(x)
+
∫
K\K N√ (A)
Φ(t, x) dμ(x)2 t
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∫
K√t (A)
c1
μ(U√t (x,S))
dμ(x)
+
∑
0<kN
∫
K2k
√
t
(A)\K2k−1√t (A)
c1 exp(−c2β
2
β−1
1 4
k−1
β−1 )
μ(U√t (x,S))
dμ(x)
+
∫
K\K2N√t (A)
c1
μ(U√t (x,S))
exp
(−c2(β21/4) 1β−1 t −1β−1 )dμ(x)

∑
w∈Λn√
t,A
∫
Kw
c1
μ(U√t (x,S))
dμ(x)
+
∑
0<kN
w∈(ψk√
t
)−1(Λn
2k
√
t,A
)
∫
Kw
c1 exp(−c2β
2
β−1
1 4
k−1
β−1 )
μ(U√t (x,S))
dμ(x)
+
∑
w∈Λ√t
∫
Kw
c1
μ(U√t (x,S))
exp
(−c2(β21/4) 1β−1 t −1β−1 )dμ(x)
 c1#Λn√t,A +
∑
0<kN
c1 exp
(−c2β 2β−11 4 k−1β−1 )#((ψk√t)−1(Λn2k√t,A))
+ c1 exp
(−c2(β21/4) 1β−1 t −1β−1 )#Λ√t
 c1cAMnt−d∂/2 +
∑
0<kN
c1c5cAM
n
(
2−d∂ Γ
)k
exp
(−c2β 2β−11 4 k−1β−1 )t−d∂/2
+ c1cSt−α/2 exp
(−c2(β21/4) 1β−1 t −1β−1 )
 ct−d∂/2,
where c ∈ (0,∞) is a constant determined solely by the constants given in the assumptions. Thus
the proof is complete. 
Proof of Theorem 5.2. Since ZN = ZK = Z∅c and ZD = ZKI = Z(V0)c , Theorem 5.11 implies
that there exists c0 ∈ (0,∞) such that for any t ∈ (0,1],
0 ZN(t)−ZD(t) ct−d∂/2. (5.22)
Let γ := mini∈S γi . By (5.8), for any t ∈ (0, γ 2],
0ZD(t)−
∑
ZD
(
t
γ 2
)

∑(
ZN
(
t
γ 2
)
−ZD
(
t
γ 2
))
 c0(#S)t−d∂/2.i∈S i i∈S i i
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fore if we set cZ := max{c0(#S),ZD(γ 2)}, then
0 ZD(t)−
∑
i∈S
ZD
(
t
γ 2i
)
 cZt−d∂/2, t ∈ (0,1]. (5.23)
Define ΨD(x) := max{0,ZD(x−1) − ZD(1)} for each x ∈ (0,∞). Then ΨD(x) = 0 for any x ∈
(0,1]. Moreover, by (5.23) we easily see that
0 ΨD(x)−
∑
i∈S
ΨD
(
γ 2i x
)
 cxd∂/2 (5.24)
for any x ∈ (0,∞), with a different constant c ∈ (0,∞).
We closely follow [27, Proof of Theorem 4.1.5] in the rest of this proof. Define f (t) :=
e−dStΨD(e2t ) and u(t) := e−dSt (ΨD(e2t ) −∑i∈S ΨD(γ 2i e2t )) for t ∈ R. f and u are bounded
and continuous. Letting pi := γ dSi for i ∈ S, so that
∑
i∈S pi = 1, we have the following renewal
equation
f (t) =
∑
i∈S
pif
(
t − log(γ−1i ))+ u(t), t ∈ R. (5.25)
We have f (t) = u(t) = 0 for any t ∈ (−∞,0], and (5.24) yields 0  u(t)  ce−(dS−d∂ )t for
any t ∈ [0,∞). Since we assume that dS − d∂ > 0, all the conditions required for the renewal
theorem [27, Theorems B.4.2 and B.4.3] are satisfied (see also Feller [16, Chapter XI] for the
renewal theorem). Thus, for the non-lattice case, we have
lim
t→∞f (t) =
(∑
i∈S
γ
dS
i log
(
γ−1i
))−1 ∞∫
0
u(t) dt (∈ R),
and this means that tdS/2ZD(t) converges as t ↓ 0. limt↓0 tdS/2ZD(t) ∈ (0,∞) by (5.9).
(5.22) implies that tdS/2ZN(t) also converges to the same limit as t ↓ 0.
For the lattice case, it is clear that the series
∑
j∈Z u(· + jT ) is uniformly absolutely
convergent on every compact subset of R, hence the function G on R defined by G(t) :=
M˜
∑
j∈Z u(t + jT ), t ∈ R, where (M˜)−1 :=
∑
i∈S mipi , is T -periodic and continuous. By [27,
Theorem B.4.3], limt→∞ |G(t)−f (t)| = 0, and this is clearly equivalent to limt↓0 |tdS/2ZD(t)−
G(2−1 log(t−1))| = 0. Then (5.9) implies that G is (0,∞)-valued. Moreover, [27, Theo-
rem B.4.3] leads also to the following estimate of |f (t)−G(t)|:
as t → ∞, ∣∣f (t)−G(t)∣∣=
⎧⎨
⎩
O(e−(dS−d∂ )t ) if e(dS−d∂ )T < q,
O(tme−(dS−d∂ )t ) if e(dS−d∂ )T = q,
O(tm−1q−t/T ) if e(dS−d∂ )T > q.
(5.26)
Now all the statements for the lattice case are obvious from (5.22) and (5.26). 
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This and the next sections are devoted to giving some complementary statements concerning
the main result of the previous section (Theorem 5.2) and its proof. In this section, we provide a
practical method of calculating the cell-counting dimension of self-similar subsets with respect to
a self-similar scale. We also see that the inequality dimS V0 < dS is valid for all typical examples.
Let S be a non-empty finite set.
Definition 6.1. Let X be a non-empty finite subset of W# (= W∗ \ {∅}).
(1) We write w = (w)1 · · · (w)|w| for any w ∈ W#. We define ιX :Σ(X) → Σ = Σ(S) and
ιWX :W∗(X) → W∗ = W∗(S) to be the natural identifications, that is,
ιX(x1x2 · · ·) := (x1)1 · · · (x1)|x1|(x2)1 · · · (x2)|x2| · · · ,
ιWX (x1 · · ·xm) := (x1)1 · · · (x1)|x1| · · · (xm)1 · · · (xm)|xm|.
(2) We set Σ[X] := ιX(Σ(X)) and Σw[X] := σw(Σ[X]).
(3) X is called independent if and only if ιX is injective. Clearly, if X is independent then ιWX
is also injective. Accordingly, when X is independent, we will often identify x1 · · ·xm ∈ W∗(X)
with ιWX (x1 · · ·xm) ∈ W∗ and Σ(X) with Σ[X] through ιX .
Note that, for X ⊂ W# non-empty finite, Σ[X] is compact since ιX is continuous.
Below we collect basic facts on Σx[X], where X ⊂ W# is non-empty finite and x ∈ W∗.
Definition 6.2. (1) Let Σ0 ⊂ Σ be non-empty and x ∈ W∗. For each ω ∈ Σ , we define
OΣ0,x(ω) := #({n ∈ N ∪ {0} | σnω ∈ σx(Σ0)}), where we allow ∞ as a value of OΣ0,x(ω).
(2) Let X ⊂ W# be non-empty finite and let x ∈ W#. We define
AX,x(w) :=
{
(z, x0, x1, . . . , xm)
∣∣m ∈ N ∪ {0}, z ∈ W∗, x0 = x,
x1, . . . , xm ∈ X, zx0x1 · · ·xm w < zx0x1 · · ·xm−1
}
for each w ∈ W∗, with the convention that zx0x1 · · ·xm−1 =: z when m = 0.
Definition 6.3. A subset X of W# is called separated if and only if it is non-empty, finite and
independent and satisfies OΣ[X],y(ω) < ∞ for any ω ∈ Σ for some y ∈ W#.
By [28, Lemma 1.6.3], supw∈W∗ #(AX,y(w)) < ∞ in this case.
The following lemma is useful for concrete examples, and is easily proved.
Lemma 6.4. Let S1  S be non-empty, let X ⊂ W#(S1) be non-empty finite and x ∈ W#(S \ S1).
Then supω∈Σ OΣ[X],x(ω) = 1.
Lemma 6.5. Let S= {Λs}s∈(0,1] be a scale on Σ with gauge function l, let X ⊂ W# be separated
with y ∈ W# as in Definition 6.3 and set M := supw∈W∗ #(AX,y(w)) (< ∞). For s ∈ (0,1], define
Λs[X] :=
{
w ∈ Λs
∣∣Σw ∩Σ[X] 
= ∅},
Λs(X) :=
{
x1 · · ·xm ∈ W∗(X)
∣∣ l(x1 · · ·xm−1) > s  l(x1 · · ·xm)} (6.1)
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#Λs[X] #Λs(X)M#Λs[X]. (6.2)
Proof. Let s ∈ (0,1] and let x = x1 · · ·xm ∈ Λs(X). Since l(x)  s, there exists a unique
ϕ(x) ∈ Λs such that x  ϕ(x). Clearly ϕ(x) ∈ Λs[X], and we have a map ϕ :Λs(X) → Λs[X].
Let w ∈ Λs[X]. Choose x1x2 · · · ∈ Σw ∩Σ[X] and let m0 := min{m | m 0, |w| |x1 · · ·xm|}.
Then we see that x1 · · ·xm0 ∈ Λs(X) and ϕ(x1 · · ·xm0) = w. Hence ϕ is surjective and #Λs[X]
#Λs(X). Next let x1 · · ·xm ∈ ϕ−1(w). Then x1 · · ·xm w and l(w) s < l(x1 · · ·xm−1). Hence
w < x1 · · ·xm−1 and yx1 · · ·xm  yw < yx1 · · ·xm−1, namely (∅, y, x1, . . . , xm) ∈ AX,y(yw).
Thus we have an injection ϕ−1(w) → AX,y(yw) defined by x1 · · ·xm → (∅, y, x1, . . . , xm).
Hence #ϕ−1(w) #(AX,y(yw))M and #Λs(X) =∑w∈Λs [X] #ϕ−1(w)M#Λs[X]. 
Proposition 6.6. Let X ⊂ W# be separated, α = (αi)i∈S ∈ (0,1)S and let d(α,X) (∈ [0,∞)) be
the unique d ∈ R that satisfies ∑x∈X αdx = 1. For each s ∈ (0,1] let Λs[X] be as in (6.1) with
Λs := Λs(α) (recall Definition 2.8). Then there exist c1, c2 ∈ (0,∞) such that for any s ∈ (0,1],
c1s
−d(α,X)  #Λs[X] c2s−d(α,X). (6.3)
Proof. Let l := gα (recall Definition 2.8), and for s ∈ (0,1] let Λs(X) be as in (6.1). Since
{Λs(X)}s∈(0,1] is a self-similar scale on Σ(X) with weight (αx)x∈X , Proposition 2.9 implies
the existence of c2 ∈ [1,∞) such that s−d(α,X)  #Λs(X) c2s−d(α,X) for any s ∈ (0,1]. Then
Lemma 6.5 implies the assertion. 
Let L= (K,S, {Fi}i∈S) be a self-similar structure in the rest of this section.
Notation. Let π :Σ = Σ(S) → K denote the canonical projection associated with L. For non-
empty finite X ⊂ W# and w ∈ W∗, we set K[X] := π(Σ[X]) and Kw[X] := π(Σw[X]).
Proposition 6.7. Let N ∈ N and let Xk ⊂ W# be separated and wk ∈ W∗ for each k = 1, . . . ,N .
Set Γ :=⋃Nk=1 Σwk [Xk] and L :=⋃Nk=1 Kwk [Xk] (= π(Γ )). Let α = (αi)i∈S ∈ (0,1)S and set
dk(α) := d(α,Xk) for k = 1, . . . ,N and dΓ (α) := maxk∈{1,...,N} dk(α).
(1) If either (L,S(α)) is locally finite or π−1(L) = Γ , then dimS(α) L = dΓ (α).
(2) Let να be the Bernoulli measure on Σ with weight (αd(α)i )i∈S . Then dΓ (α) < d(α) if and
only if να(Γ ) = 0.
In most typical cases, V0 = π(PL) is written in the form of Γ in Proposition 6.7. Considering
such situations, we set the following definition.
Definition 6.8 (Rational boundary). We say that L is of rational boundary, or simply (RB) holds,
if and only if there exist N ∈ N and a separated set Xk ⊂ W# and wk ∈ W∗ for each k = 1, . . . ,N ,
such that PL =
⋃N
k=1 Σwk [Xk].
Roughly speaking, (RB) says that the boundary V0 is a finite union of self-similar sets.
(RB) implies that V0 =⋃Ni=1 Kwk [Xk], which is clearly compact, hence that V0 = V0.
When (RB) holds, we can explicitly calculate dimS(α) V0 as in the following theorem.
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(αi)i∈S ∈ (0,1)S and d∂(α) := max1kN d(α,Xk) with N , Xk as in Definition 6.8. Then
dimS(α) V0 = d∂(α). Moreover, d∂(α) < d(α) if and only if K 
= V0.
Kigami [28, Definition 1.5.10] has introduced the notion of rationally ramified self-similar
structures as a class of self-similar sets with sufficiently good ramification structure, in or-
der to argue the volume doubling property and the (sub-)Gaussian estimate of heat kernels
on self-similar sets in a general framework. For example, any p.c.f. self-similar structure and
any generalized Sierpinski carpet ([6,7], see also [28, Section 3.4] and [25, §2]) are rationally
ramified. By [28, Proof of Proposition 1.5.13(1)], any rationally ramified self-similar structure
satisfies (RB). See [28, Sections 1.5 and 1.6 and Chapter 2] for details about rationally ramified
self-similar structures.
Proof of Theorem 6.9. π(PL) = V0 by definition, and π−1(V0) = PL by [27, Proposi-
tion 1.3.5(1)]. Therefore dimS(α) V0 = d∂(α) by Proposition 6.7(1). If K = V0 then by Propo-
sition 2.9, d∂(α) = dimS(α) V0 = dimS(α) K = d(α). Conversely, assume K 
= V0 (= V0). Let να
be the Bernoulli measure on Σ with weight (αd(α)i )i∈S . Then να ◦ π−1 is a self-similar measure
on K with the same weight. [28, Theorem 1.2.7] implies 0 = να ◦ π−1(V0) = να(PL). Now
Proposition 6.7(2) yields d∂(α) < d(α). 
Proof of Proposition 6.7. We write S, Λs , d , dk , dΓ , ν and μ instead of S(α), Λs(α),
d(α), dk(α), dΓ (α), να and μα in this proof. Set α := mini∈S αi , αW := min1kN αwk and
Λs[Xk] := {w ∈ Λs | Σw ∩Σ[Xk] 
= ∅} for k = 1, . . . ,N and s ∈ (0,1], as in Lemma 6.5. Then
Proposition 6.6 implies that there exist c1, c2 ∈ (0,∞) such that for any k ∈ {1, . . . ,N},
c1s
−dk  #Λs[Xk] c2s−dk , s ∈ (0,1]. (6.4)
(1) Since 1 s−dΓ  α−dΓW and 1 #W(Λs,L) #Λs  α−ds−d  α−dα−dW for s ∈ [αW ,1],
we may assume that s ∈ (0, αW ]. Let s ∈ (0, αW ]. Then
W(Λs,L) ⊃ {w ∈ Λs | Σw ∩ Γ 
= ∅}
=
N⋃
k=1
{
w ∈ Λs
∣∣Σw ∩Σwk [Xk] 
= ∅}= N⋃
k=1
{
wkv
∣∣ v ∈ Λ
sα−1wk
[Xk]
}
. (6.5)
Choose J ∈ {1, . . . ,N} so that dJ = dΓ . By (6.4) and dΓ = dJ ,
#W(Λs,L) #
{
wJv
∣∣ v ∈ Λ
sα−1wJ
[XJ ]
}= #Λ
sα−1wJ
[XJ ] c1αdJwJ s−dΓ . (6.6)
To estimate #W(Λs,L) from above, let M := 1 if π−1(L) = Γ and otherwise let M :=
sup{#Λt,w | t ∈ (0,1], w ∈ Λt } (< ∞ by the assumption). Then we have #W(Λs,L)M#{w ∈
Λs | Σw ∩ Γ 
= ∅}. Indeed, if π−1(L) = Γ then clearly W(Λs,L) = {w ∈ Λs | Σw ∩ Γ 
= ∅}
and #W(Λs,L) = #({w ∈ Λs | Σw ∩ Γ 
= ∅}). If π−1(L) 
= Γ , let v ∈ W(Λs,L). Choose
x ∈ Kv ∩ L, ω ∈ Γ ∩ π−1(x) and w ∈ Λs so that ω ∈ Σw . Then x ∈ Kw ∩ Kv 
= ∅, hence
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= ∅. Therefore W(Λs,L) ⊂⋃{Λs,w | w ∈ Λs, Σw ∩ Γ 
= ∅} and
#W(Λs,L)M#({w ∈ Λs | Σw ∩ Γ 
= ∅}). Now by (6.4), (6.5),
#W(Λs,L)
M

N∑
k=1
#
{
wkv
∣∣ v ∈ Λ
sα−1wk
[Xk]
}= N∑
k=1
#Λ
sα−1wk
[Xk]
N∑
k=1
c2α
dk
wk
s−dk  cs−dΓ ,
where c :=∑Nk=1 c2αdkwk , and dimSL = dΓ follows from this and (6.6).
(2) Let k ∈ {1, . . . ,N}. Note that Σs[Xk] :=⋃w∈Λs [Xk] Σw , s ∈ (0,1], is decreasing as s ↓ 0
and that
⋂
s∈(0,1] Σs[Xk] = Σ[Xk]. Also, ν(Σ[Xk]) = α−dwk ν(Σwk [Xk]). Now since
c1α
dsd−dk  αdsd#Λs[Xk]
∑
w∈Λs [Xk]
αdw = ν
(
Σs[Xk]
)
 sd#Λs[Xk] c2sd−dk ,
we have lim sup
s↓0
c1α
dsd−dk  ν
(
Σ[Xk]
)= α−dwk ν(Σwk [Xk]) lim infs↓0 c2sd−dk .
Hence dk < d if and only if ν(Σwk [Xk]) = 0, and the statement follows. 
7. Sharpness of the key estimate
In this section, we prove a better lower bound for (5.15) in Theorem 5.11 in terms of the
cell-counting dimension of L \ F , under the condition that L \ F includes a self-similar subset
of positive capacity. This shows a sharpness of the upper bound in (5.15).
For this purpose, we need the notion of intersection type introduced by Kigami [28, Sec-
tion 2.2]. Subsection 7.1 is devoted to a brief description of basic facts on intersection type. The
statement and the proof of sharpness of the key estimate is provided in Subsection 7.2 (The-
orem 7.7). The proof of Theorem 7.7 relies heavily on strict positivity of heat kernels and of
hitting probabilities, which is separately argued in Appendix A in the framework of a general
regular Dirichlet form. In Subsection 7.3 we establish a reasonable sufficient condition for the
positivity of capacity (Theorem 7.18), which plays an essential role in applying Theorem 7.7 to
generalized Sierpinski carpets in Section 8.
7.1. Intersection type
Throughout this subsection, we fix a self-similar structure L = (K,S, {Fi}i∈S) and a scale
S = {Λs}s∈(0,1] on Σ = Σ(S). We state basic definitions on intersection type only briefly. See
Kigami [28, Section 2.2] for basic facts about intersection type.
Definition 7.1. (1) Define IP(L) := {(w,v) | w,v ∈ W#, Kw ∩ Kv 
= ∅, Σw ∩ Σv = ∅}. Each
(w,v) ∈ IP(L) is called an intersection pair of L.
(2) Set A := {(A,B,ϕ) | A,B ⊂ V0 non-empty compact, ϕ :A → B homeomorphism}. For
each (w,v) ∈ IP(L), we define ΦIT ((w,v)) ∈A by
ΦIT
(
(w,v)
) := (F−1w (Kw ∩Kv),F−1v (Kw ∩Kv),F−1v ◦ Fw|F−1w (Kw∩Kv)).
Definition 7.2 (Intersection type). (1) We set IT (L) := ΦIT (IP(L)). Each element of IT (L)
is called an intersection type of L.
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IT (L,S) := ΦIT (IP(L,S)). We say that S is intersection type finite with respect to L, or
simply (L,S) is intersection type finite, if and only if #IT (L,S) < ∞.
Definition 7.3. (1) A non-empty finite subset Γ of W∗ is said to be a sub-partition of Σ if and
only if Σw ∩Σv = ∅ for any w,v ∈ Γ with w 
= v.
(2) Let Γ1,Γ2 ⊂ W∗ be sub-partitions of Σ . A bijection ϕ :Γ1 → Γ2 is called an L-
isomorphism if and only if ϕ possesses the following two properties:
(i) For w,v ∈ Γ1, (w,v) ∈ IP(L) if and only if (ϕ(w),ϕ(v)) ∈ IP(L).
(ii) ΦIT ((w,v)) = ΦIT ((ϕ(w),ϕ(v))) for any w,v ∈ Γ1 with (w,v) ∈ IP(L).
(3) Let ϕ :Γ1 → Γ2 be an L-isomorphism between sub-partitions Γ1, Γ2 of Σ . We define
Fϕ :K(Γ1) → K(Γ2) (recall Definition 2.15(1)) by Fϕ |Kw := Fϕ(w) ◦ F−1w for any w ∈ Γ1.
Fϕ is a well-defined homeomorphism. We call Fϕ the L-similitude associated with ϕ. More-
over, if μ is a self-similar measure on K and K 
= V0, define a bounded linear operator
ρϕ :L
2(K(Γ2),μ|K(Γ2)) → L2(K(Γ1),μ|K(Γ1)) by ρϕu := u ◦ Fϕ . Also for u :K → R, we de-
fine uϕ :K → R by
uϕ :=
{
u ◦ F−1ϕ on K(Γ2),
0 on K \K(Γ2).
Definition 7.4. Let n ∈ N ∪ {0}. For (s1, x1), (s2, x2) ∈ (0,1] ×K , we write (s1, x1) n∼L,S (s2, x2)
if and only if there exists an L-isomorphism ϕ :Λns1,x1 → Λns2,x2 such that ϕ(Λks1,x1) = Λks2,x2
for any k = 0, . . . , n. Such ϕ is called an (n,L,S)-isomorphism between (s1, x1) and (s2, x2).
Clearly, n∼
L,S
is an equivalence relation on (0,1] × K . Moreover, we write (s1, x1) n,ϕ∼L,S (s2, x2) if
and only if ϕ :Λns1,x1 → Λns2,x2 is an (n,L,S)-isomorphism between (s1, x1) and (s2, x2).
The following lemma is used in the next subsection.
Notation. For n ∈ N ∪ {0} and (s, x) ∈ (0,1] ×K , we set V (n)s (x,S) := intK(U(n)s (x,S)).
Lemma 7.5. Let n ∈ N ∪ {0} and (s1, x1), (s2, x2) ∈ (0,1] × K . If (s1, x1) n+1,ϕ∼L,S (s2, x2), then
Fϕ(V
(n)
s1 (x1,S)) = V (n)s2 (x2,S), where Fϕ is the L-similitude associated with ϕ.
Proof. For i = 1,2, let Ui := U(n+1)si (xi,S). Then U(n)si (xi,S) ⊂ intK Ui by Lemma 2.16(1).
Therefore V (n)si (xi,S) = intUi (U(n)si (xi,S)). Since Fϕ :U1 → U2 is a homeomorphism and
Fϕ(U
(n)
s1 (x1,S)) = U(n)s2 (x2,S), the assertion is now immediate. 
7.2. Sharpness of the key estimate
Throughout this subsection, (L = (K,S, {Fi}i∈S),μ,E,F , r = (ri)i∈S) is a self-similar
Dirichlet space with μ a self-similar measure with weight (μi)i∈S , S = {Λs}s∈(0,1] is the self-
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the notations introduced in Section 5.
The following conditions are required to verify a sharp lower bound for (5.15).
Definition 7.6. (1) We say that (L,μ,E,F , r) satisfies the strong domain self-similarity
(SSDF3S), or simply (SSDF3S) holds, if and only if F has the following property:
(SSDF3S) For any sub-partitions Γ1, Γ2 of Σ , any L-isomorphism ϕ :Γ1 → Γ2 and any
u ∈ F ∩ C(K) with suppK [u] ⊂ intK K(Γ1), if uϕ ∈ C(K) and suppK [uϕ] ⊂ intK K(Γ2) then
uϕ ∈F ∩C(K), where uϕ is as in Definition 7.3(3).
(2) We say that (L,μ,E,F , r) is local weight type finite, or simply (LWTF) holds, if and only
if {rw/rv | (w,v) ∈ IP(L,S)} and {μw/μv | (w,v) ∈ IP(L,S)} are finite.
Clearly, (SSDF3S) is stronger than (SSDF3) (let Γ1 = {∅} and Γ2 = {i}, i ∈ S).
The following is the main theorem of this section. See Definition A.1(3) for the condition
(CHK), and Definition A.4 for the definition of CapE .
Theorem 7.7 (Sharpness of the key estimate). Assume that K is connected and that (E,F) is
conservative. Suppose that (L,S) is intersection type finite and that (LWTF), (SSDF3S), (CHK)
and (UHK) hold. Let F ⊂ K be a closed subset of K , let w ∈ W∗ and let X ⊂ W# be separated
and satisfy CapE (K[X]) > 0. Set L := F ∪ Kw[X] and d∂ := d(γ ,X) (recall Proposition 6.6)
and suppose F  L  K . Then there exist c1, c2 ∈ (0,∞) such that for any t ∈ (0,1],
c1t
−d∂/2  ZFc(t)−ZLc(t) c2t−d∂/2. (7.1)
Remark. (1) If K is a generalized Sierpinski carpet, then we can construct a conservative self-
similar Dirichlet space satisfying (SSDF3S) and (CHK). In this case, (UHK) implies (LWTF)
and that (L,S) is intersection type finite. See Section 8 for details.
(2) We have dimS(L \ F) = d∂ in the situation of Theorem 7.7. In fact, since (L,S) is lo-
cally finite by (UHK) and Proposition 5.8(3), Proposition 6.7(1) implies that for any v ∈ W∗,
dimSKv[X] = d∂ . As Kw[X] 
⊂ F , we can choose x ∈ W∗(X) so that Kwx[X] ∩ F = ∅. Then
Kwx[X] ⊂ L \ F ⊂ Kw[X]. Hence dimS(L \ F) = d∂ follows.
(3) The lower bound in (7.1) is the essence of Theorem 7.7. In fact, since dimS(L \ F) = d∂ ,
the upper bound in (7.1) follows from (UHK) and Theorem 5.11.
As a corollary of Theorem 7.7, we have a sharp estimate for the reminder term in (5.4) under
the condition (RB), as follows. Recall that (RB) implies V0 = V0 (
= K).
Corollary 7.8. Assume that K is connected and that (E,F) is conservative. Suppose that (L,S)
is intersection type finite and that (LWTF), (SSDF3S), (CHK) and (UHK) hold. Suppose also
that γi = γ for any i ∈ S for some γ ∈ (0,1) and that L satisfies (RB) with N ∈ N and
Xk ⊂ W# for k ∈ {1, . . . ,N} as in Definition 6.8. Let d∂ := max1kN d(γ ,Xk) (= dimS V0 ∈
[0, dS) by Theorem 6.9) and let G be the continuous log(γ−1)-periodic function given in Corol-
lary 5.3. If CapE (K[XJ ]) > 0 for some J ∈ {1, . . . ,N} satisfying d(γ ,XJ ) = d∂ , then there exist
c1, c2 ∈ (0,∞) such that for any t ∈ (0,1],
c1t
−d∂/2  t−dS/2G
(
1
2
log
1
t
)
−ZD(t) c2t−d∂/2. (7.2)
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prepare easy consequences of the assumptions. In the proofs below, {pNt }t∈(0,∞) always denotes
the jointly continuous heat kernel of {T Nt }t∈(0,∞) when (CHK) holds.
Remark. In the following Lemmas 7.9–7.12 and their proofs, we do not use the assumption that
μ is a self-similar measure.
Lemma 7.9. Suppose that (CHK) and (UHK) hold and let β , d , c1 and c2 be as in Definition 5.1.
Then (5.1) is valid for any (t, x, y) ∈ (0,1] ×K ×K .
Proof. This is immediate by the lower semicontinuity of x → μ(B√t (x, d)) on K . 
See Definition A.2 for the definitions of Feller and strong Feller properties.
Lemma 7.10. Suppose that (E,F) is conservative and that (CHK) holds. Set Pt (x,A) :=∫
A
pNt (x, y) dμ(y) for (t, x) ∈ (0,∞) × K and A ∈ B(K). Then {Pt }t∈(0,∞) is a μ-symmetric
conservative strong Feller Markovian transition function on (K,B(K)) whose associated
Markovian semigroup on L2(K,μ) is {T Nt }t∈(0,∞). Moreover, if (UHK) holds in addition then{Pt }t∈(0,∞) is Feller.
Proof. Let t ∈ (0,∞). Then Pt (·,K) = T Nt 1 = 1 μ-a.e. since (E,F) is conservative, and
Pt (·,K) =
∫
K
pNt (·, y) dμ(y) ∈ C(K). Therefore Pt (x,K) = 1 for any x ∈ K . Now since
{pNt }t∈(0,∞) ⊂ C(K × K) and it is a heat kernel of {T Nt }t∈(0,∞), it is clear that {Pt }t∈(0,∞) is
a μ-symmetric conservative strong Feller Markovian transition function on (K,B(K)) whose
associated Markovian semigroup on L2(K,μ) is {T Nt }t∈(0,∞).
Next, suppose that (UHK) holds in addition. Let c,α ∈ (0,∞) be as in Lemma 3.7 and let
β , d , c1 and c2 be as in Definition 5.1. By Proposition 5.8(4), there exists cV ∈ (0,∞) such that
cV μ(B√t (x, d))  μ(U√t (x,S)), hence ccV μ(B√t (x, d))  tα/2, for any (t, x) ∈ (0,1] × K .
Therefore by (UHK) and Lemma 7.9 we see that
0 pNt (x, y) cc1cV t−α/2 exp
(
−c2
(
d(x, y)2
t
) 1
β−1)
, (t, x, y) ∈ (0,1] ×K ×K. (7.3)
Now for f ∈ C(K), by ∫
K
pNt (·, y) dμ(y) = 1 on K , (7.3) and the uniform continuity of f we
easily see that limt↓0‖Pt f − f ‖∞ = 0, proving the Feller property of {Pt }t∈(0,∞). 
Notation. As in Appendix A, for a non-empty open subset U of K , let U := U ∪ {U } denote
the one-point compactification of U .
Lemma 7.11. Suppose that (E,F) is conservative and that (CHK) and (UHK) hold.
(1) Let {Pt }t∈(0,∞) be as in Lemma 7.10. Then there exists a conservative diffusion X =
(Ω,M, {Xt }t∈[0,∞], {Px}x∈K) on K whose transition function is {Pt }t∈(0,∞).
(2) For A ∈ B(K) and ω ∈ Ω , define σA(ω) := inf{t ∈ [0,∞) | Xt(ω) ∈ A} (inf∅ := ∞) and
τA(ω) := σK\A(ω). Let U be a non-empty open subset of K and define
XUt (ω) :=
{
Xt(ω) if t < τU (ω),
 if t  τ (ω)U U
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{XUt }t∈[0,∞], {Px}x∈U) is a diffusion on U with μ|U -symmetric strong Feller transi-
tion function {PUt }t∈(0,∞) whose associated Markovian semigroup on L2(U,μ|U) is
{T Ut }t∈(0,∞). Moreover, (EU ,FU) satisfies (CHK) with jointly continuous heat kernel
{pUt }t∈(0,∞) ⊂ Cb(U × U), PUt (x,A) =
∫
A
pUt (x, y) dμ(y) for any (t, x) ∈ (0,∞) × U
and any A ∈ B(U), and ZU(t) =
∫
U
pUt (x, x) dμ(x) for any t ∈ (0,∞).
Proof. (1) By [11, Chapter I, Theorem 9.4] and the Feller property of {Pt }t∈(0,∞), there exists
a Hunt process X = (Ω,M, {Xt }t∈[0,∞], {Px}x∈K) on K with transition function {Pt }t∈(0,∞).
Since (E,F) is local by Lemma 3.4, [17, Theorem 4.5.4(ii)] implies that X is a diffusion, and it
is conservative since Px[Xt ∈ K] = Pt (x,K) = 1 for (t, x) ∈ (0,∞)×K .
(2) By [17, Theorems 4.4.2 and 4.4.3], XU is a Hunt process on U with μ|U -symmetric
transition function {PUt }t∈(0,∞) whose associated Markovian semigroup on L2(U,μ|U) is
{T Ut }t∈(0,∞). The definition of XU immediately implies that XU is a diffusion. Since the
transition function {Pt }t∈(0,∞) of X is both Feller and strong Feller, [13, p. 69, Section 1,
Proof of Theorem] implies that {PUt }t∈(0,∞) is strong Feller. By Proposition 5.8(1) and [28,
Proposition C.1], {T Ut }t∈(0,∞) is ultracontractive. Therefore Proposition A.3(1) implies that
(EU ,FU) satisfies (CHK) with jointly continuous heat kernel {pUt }t∈(0,∞) ⊂ Cb(U × U) and
that PUt (x,A) =
∫
A
pUt (x, y) dμ(y) for any (t, x) ∈ (0,∞) × U , A ∈ B(U). Then we have
ZU(t) =
∫
U×U p
U
t/2(x, y)
2 dμ(y)dμ(x) = ∫
U
pUt (x, x) dμ(x) for t ∈ (0,∞). 
Convention. In the situation of Lemma 7.11(2), we set pUt (x, y) := 0 for t ∈ (0,∞) and (x, y) ∈
K×K \U ×U , as stated in Notation before Lemma 5.7. Note that, with this convention, pUt may
not be continuous on K ×K , although it is continuous on U ×U . We also set p∅t (x, y) := 0 for
any (t, x, y) ∈ (0,∞)×K ×K .
Lemma 7.12. Suppose that (E,F) is conservative and that (CHK) and (UHK) hold. Let U , V
be non-empty open subsets of K . Then for any (t, x, y) ∈ (0,∞)×K ×K ,
pNt (x, y)− pUt (x, y) pVt (x, y)− pU∩Vt (x, y). (7.4)
Proof. Let t ∈ (0,∞). By Lemma 7.11, pUt , pVt and pU∩Vt are continuous on U × U , V × V
and (U ∩ V ) × (U ∩ V ), respectively. Since pNt  pUt and pNt  pVt on K × K , (7.4) is trivial
if either x /∈ U ∩ V or y /∈ U ∩ V . Let x, y ∈ U ∩ V . Then
pNt (x, y)− pUt (x, y)− pVt (x, y)+ pU∩Vt (x, y)
= lim
s↓0
∫
Us(y,S)
(pNt (x, z)− pUt (x, z)− pVt (x, z)+ pU∩Vt (x, z)) dμ(z)
μ(Us(y,S))
= lim
s↓0
Px[Xt ∈ Us(y,S), τU  t] − Px[Xt ∈ Us(y,S), τU∩V  t < τV ]
μ(Us(y,S))
= lim
s↓0
Px[Xt ∈ Us(y,S), τU  t] − Px[Xt ∈ Us(y,S), τU  t < τV ]
μ(U (y,S))s
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s↓0
Px[Xt ∈ Us(y,S), τU  t, τV  t]
μ(Us(y,S))
 0.
Thus the result follows. 
The following lemma is the key for the proof of the lower bound of (7.1).
Lemma 7.13. Under the assumption of Theorem 7.7, let y0 ∈ W∗(X) and set Λwy0s [X] := {v ∈
Λs | Σv ∩Σwy0 [X] 
= ∅} for s ∈ (0,1]. Then (recall Definitions 2.15 and 2.17)
inf
{ ∫
K(Λ√t,v)
(
pNt (x, x)− pK\Kw[X]t (x, x)
)
dμ(x)
∣∣ t ∈ (0, γ 2wy0], v ∈ Λwy0√t [X]
}
> 0. (7.5)
The proof of Lemma 7.13 is given later. We first complete the proof of Theorem 7.7 using
Lemma 7.13.
Proof of Theorem 7.7. We follow the notations in Lemmas 7.10 and 7.11 above. Let β ∈ (1,∞)
and a (2/β)-qdistance d be as in Definition 5.1. Since F  L = F ∪ Kw[X], Kw[X] 
⊂ F and
we may choose y ∈ W∗(X) so that Kwy ∩ F = ∅. If F 
= ∅, let c1, c2 ∈ (0,∞) and Φ(t, x) be
as in Lemma 5.9 with F and L replaced with ∅ and F , respectively, let c,α ∈ (0,∞) be as in
Lemma 3.7 and let δ := 2−1 infx∈Kwy distd(x,F ) (∈ (0,∞)). Similarly to Lemma 7.9, by (5.11)
and Lemma 7.11(2), pNt (x, x) − pFct (x, x)  2Φ(t, x) for any (t, x) ∈ (0,1] × K . Therefore,
with c3 := 2cc1 and c4 := c2δ
2
β−1 , for any t ∈ (0,1] and any x ∈ K satisfying distd(x,Kwy) 
(22/β − 1)β/2δ,
pNt (x, x)− pF
c
t (x, x) 2Φ(t, x) c3t−α/2 exp
(−c4t− 1β−1 ) (7.6)
since distd(x,F ) δ. If F = ∅ then pNt (x, x) = pFct (x, x) for any (t, x) ∈ (0,∞)×K and (7.6)
is trivially valid with some α, δ, c3, c4 ∈ (0,∞). We set δβ := (22/β − 1)β/2δ.
For each s ∈ (0,1], set Λs[X] := {v ∈ Λs | Σv ∩ Σ[X] 
= ∅}, and, as in Lemma 7.13,
Λ
wy
s [X] := {v ∈ Λs | Σv ∩ Σwy[X] 
= ∅}. By Proposition 6.6, there exists cX ∈ (0,∞) such
that #Λs[X]  cXs−d∂ for any s ∈ (0,1]. Let s ∈ (0, γwy]. Then we easily see that Λwys [X] =
{wyv | v ∈ Λ
sγ−1wy [X]}. Therefore #Λ
wy
s [X] = #Λsγ−1wy [X] cXγ
d∂
wys
−d∂
.
Choose t∗ ∈ (0, γ 2wy] so that diamd Kv  2−β/2δβ for any v ∈ Λ√t∗ , and let t ∈ (0, t∗]. We
easily see that distd(x,Kwy) δβ for any x ∈⋃v∈Λwy√
t
[X] K(Λ√t,v). Since pL
c
t  pF
c
t  pNt and
pL
c
t  p
K\Kw[X]
t  pNt on K ×K , using (7.6) and Lemma 7.13 we see that
ZFc(t)−ZLc(t)
=
∫
K
(
pF
c
t (x, x)− pL
c
t (x, x)
)
dμ(x)

∫
{dist (·,K )δ }
(
pF
c
t (x, x)− pL
c
t (x, x)
)
dμ(x)d wy β
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∫
{distd (·,Kwy)δβ }
(
pNt (x, x)− pL
c
t (x, x)
)
dμ(x)− c3t−α/2 exp
(−c4t− 1β−1 )

∫
⋃{Kτ |τ∈Λ√t ,v, ∃v∈Λwy√t [X]}
(
pNt (x, x)− pK\Kw[X]t (x, x)
)
dμ(x)− c3t−α/2 exp
(−c4t− 1β−1 )
 1
M
∑
v∈Λwy√
t
[X]
∫
K(Λ√t,v)
(
pNt (x, x)− pK\Kw[X]t (x, x)
)
dμ(x)− c3t−α/2 exp
(−c4t− 1β−1 )

C
wy
X
M
#Λwy√
t
[X] − c3t−α/2 exp
(−c4t− 1β−1 ) 2c5t−d∂/2 − c3t−α/2 exp(−c4t− 1β−1 ),
where M := sup{#Λs,v | s ∈ (0,1], v ∈ Λs} (< ∞ since (L,S) is locally finite by Propo-
sition 5.8(3)), CwyX ∈ (0,∞) is the infimum in (7.5) and c5 := CwyX cXγ d∂wy/(2M). Choose
t0 ∈ (0, t∗] so that c3t−α/2 exp(−c4t−
1
β−1 ) c5t−d∂/2 for any t ∈ (0, t0]. Then we have ZFc(t)−
ZLc(t) c5t−d∂/2 for any t ∈ (0, t0].
To consider the case t ∈ [t0,1], let {λFcn }n∈N (resp. {λLcn }n∈N) be the eigenvalues of the
non-negative self-adjoint operator associated with (EFc ,FFc) (resp. (ELc ,FLc)), similarly to
Definition 4.1(2). Then λFcn  λL
c
n for any n ∈ N by the minimax principle, and λFcn < λLcn for
some n ∈ N since ∑n∈N e−λFcn t = ZFc(t) > ZLc(t) = ∑n∈N e−λLcn t for t ∈ (0, t0]. Therefore
ZFc(t) > ZLc(t) for any t ∈ (0,∞), and ZFc − ZLc is a (0,∞)-valued continuous function
on (0,∞). Hence we can choose c6 ∈ (0,∞) so that ZFc(t) − ZLc(t)  c6t−d∂/2 for any
t ∈ [t0,1]. 
Therefore it suffices for us to prove Lemma 7.13. We need to prepare a few easy lemmas. The
following lemma is stated in [24, p. 600] and is easily proved by using Lemma 5.5.
Lemma 7.14. CapE (Fw(A))min{r−1w ,μw}CapE (A) for any w ∈ W∗ and any A ⊂ K .
Notation. For n ∈ N ∪ {0} and (s, x) ∈ (0,1] × K , we set C(n)s,x := CV (n)s (x,S) and F
(n)
s,x :=
F
V
(n)
s (x,S)
. We also abbreviate n∼
L,S
to
n∼ and n,ϕ∼
L,S
to
n,ϕ∼ in the rest of this subsection.
Lemma 7.15. Suppose that (SSDF3S) holds. Let n ∈ N ∪ {0} and (s1, x1), (s2, x2) ∈ (0,1] ×K
satisfy (s1, x1) n+1,ϕ∼ (s2, x2). Then ρϕ(C(n)s2,x2) = C(n)s1,x1 and ρϕ(F (n)s2,x2) =F (n)s1,x1 , where we regard
C(n)si ,xi and F (n)si ,xi as subspaces of L2(V (n)si (xi,S),μ|V (n)si (xi ,S)) for i = 1,2.
Proof. Recall that the L-similitude Fϕ associated with ϕ induces a homeomorphism Fϕ :
V
(n)
s1 (x1,S) → V (n)s2 (x2,S) by Lemma 7.5. Let u ∈ C(n)s1,x1 . Then we easily see that uϕ ∈ C(K)
and suppK [uϕ] ⊂ V (n)s2 (x2,S). (SSDF3S) implies uϕ ∈ F ∩ C(K), hence uϕ ∈ C(n)s2,x2 . There-
fore u = ρϕuϕ ∈ ρϕ(C(n)s2,x2), and it follows that C(n)s1,x1 ⊂ ρϕ(C(n)s2,x2). By C(n)s2,x2 ⊂ ρϕ−1(C(n)s1,x1)
and ρϕ−1 = ρ−1, we conclude that ρϕ(C(n)s ,x ) = C(n)s ,x . Since Kw ∩ V (n)s (xi,S) = ∅ for w ∈ϕ 2 2 1 1 i
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of μ that there exist c1, c2 ∈ (0,∞) such that
c1E1(ρϕu,ρϕu) E1(u,u) c2E1(ρϕu,ρϕu), u ∈ C(n)s2,x2 . (7.7)
Now ρϕ(F (n)s2,x2) = F (n)s1,x1 follows from (7.7) by taking the closures in the Hilbert space (F ,E1)
for the equality ρϕ(C(n)s2,x2) = C(n)s1,x1 . 
Definition 7.16. Let n ∈ N ∪ {0}. For (s1, x1), (s2, x2) ∈ (0,1] ×K , we write (s1, x1) n,ϕ∼∗ (s2, x2)
if and only if ϕ :Λns1,x1 → Λns2,x2 is an (n,L,S)-isomorphism between (s1, x1) and (s2, x2)
such that rw/rv = rϕ(w)/rϕ(v) and μw/μv = μϕ(w)/μϕ(v) for any w,v ∈ Λns1,x1 . We also write
(s1, x1)
n∼∗ (s2, x2) if and only if (s1, x1)
n,ϕ∼∗ (s2, x2) for some (n,L,S)-isomorphism ϕ :Λ
n
s1,x1 →
Λns2,x2 between (s1, x1) and (s2, x2). Clearly,
n∼∗ is an equivalence relation on (0,1] ×K .
Lemma 7.17. Suppose that (L,S) is both locally finite and intersection type finite and that
(LWTF) holds. Then for any n ∈ N ∪ {0}, ((0,1] ×K)/ n∼∗ is a finite set.
Proof. Let n ∈ N ∪ {0}. As (L,S) is locally finite, L is strongly finite (recall Definition 2.10(3))
by [28, Lemma 1.3.6]. Since (L,S) is also intersection type finite, [28, Theorem 2.2.13] im-
plies that the quotient ((0,1] × K)/ n∼ is a finite set. Therefore there exist J ∈ N and (si , xi) ∈
(0,1] × K , i = 1, . . . , J , such that for any (s, x) ∈ (0,1] we can choose i ∈ {1, . . . , J } so that
(s, x)
n∼ (si , xi).
Let Mr := #{rw/rv | (w,v) ∈ IP(L,S)} and Mμ := #{μw/μv | (w,v) ∈ IP(L,S)}.
Mr,Mμ ∈ N by (LWTF). Let i ∈ {1, . . . , J }, wi ∈ Λ0si ,xi and let (s, x) ∈ (0,1] × K satisfy
(si , xi)
n,ϕ∼ (s, x). Then for w ∈ Λnsi,xi , there are at most Mn+1r (resp. Mn+1μ ) possibilities for the
value rϕ(w)/rϕ(wi) (resp. μϕ(w)/μϕ(wi)). Therefore the cardinality of the set{
(rϕ(w)/rϕ(wi),μϕ(w)/μϕ(wi))w∈Λnsi ,xi
∣∣ ϕ is an (n,L,S)-isomorphism
between (si , xi) and some (s, x) ∈ (0,1] ×K
}
is bounded from above by Mi := (MrMμ)(n+1)#Λ
n
si ,xi
. Hence each equivalence class of n∼
contains at most Mi equivalence classes of
n∼∗ , which implies that #(((0,1] × K)/(
n∼∗ )) ∑J
i=1 Mi < ∞. 
Proof of Lemma 7.13. We follow the notations in Lemmas 7.10, 7.11 and 7.15 and Defini-
tion 7.16 above. We fix n ∈ N\{1} throughout this proof. By Proposition 5.8(3) and Lemma 7.17,
there exist J ∈ N and (si , xi) ∈ (0,1] ×K , i = 1, . . . , J , such that for any (s, x) ∈ (0,1] ×K we
can choose i ∈ {1, . . . , J } so that (s, x) n+1∼∗ (si , xi). For i ∈ {1, . . . , J }, fix wi ∈ Λsi,xi and set
Ui := Usi (xi,S) and Vi := V (n)si (xi,S). As n 2, Kwi [X] ⊂ Kwi ⊂ K(Λsi,wi ) ⊂ Ui ⊂ Vi .
Let t ∈ (0, γ 2wy0 ] and v ∈ Λwy0√t [X]. Then γv 
√
t  γ−1γv , where γ := mini∈S γi . Since
Σv ∩Σwy [X] 
= ∅, we may choose y1y2 · · · ∈ Σ(X) so that wy0y1y2 · · · ∈ Σv . Set j := min{k |0
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set Uv := Usv (xv,S) and Vv := V (n)sv (xv,S). We easily see that wyv ∈ Λsv and 1  s−2v t 
γ−2(MX+1), where MX := maxz∈X |z|. As n  2, we have Kwyv [X] ⊂ Kwyv ⊂ K(Λsv,wyv ) =
Uv ⊂ Vv .
Choose i ∈ {1, . . . , J } and ϕ :Λn+1sv,xv → Λn+1si ,xi so that (sv, xv)
n+1,ϕ∼∗ (si , xi). Then since{ϕ(wyv)} = ϕ(Λsv,xv ) = Λsi,xi  wi , we see that Λsi,xi = {wi} and ϕ(wyv) = wi . By (SSDF3S),
Lemmas 7.5 and 7.15 and (sv, xv)
n+1,ϕ∼∗ (si , xi), Fϕ :Vv → Vi is a homeomorphism,
ρϕ
(
L2(Vi,μ|Vi )
)= L2(Vv,μ|Vv ) and ρϕ(FVi ) =FVv ,
μ−1wyv
∫
Vv
|ρϕu|2 dμ = μ−1wi
∫
Vi
|u|2 dμ, u ∈ L2(Vi,μ|Vi ),
rwyvE(ρϕu,ρϕu) = rwiE(u,u), u ∈FVi . (7.8)
Since ϕ|Λ1sv ,xv :Λ1sv,xv → Λ1si ,xi is an L-isomorphism and Fϕ |Kwyv = Fwi ◦ F−1wyv , it follows that
Fϕ(Usv (xv,S)) = Usi (xi,S) and that Fϕ(Vv \Kwyv [X]) = Vi \Kwi [X]. Therefore (7.8) together
with (CHK) of (EU ,FU) for a non-empty open subset U of K implies that for any (s, x, y) ∈
(0,∞)× Vv × Vv ,
μwyvp
Vv
ss2v
(x, y) = μwipVisγ 2wi
(
Fϕ(x),Fϕ(y)
)
,
μwyvp
Vv\Kwyv [X]
ss2v
(x, y) = μwip
Vi\Kwi [X]
sγ 2wi
(
Fϕ(x),Fϕ(y)
)
. (7.9)
Since wyv  v and sv = γwyv 
√
t we have Uv = K(Λsv,wyv ) ⊂ K(Λ√t,v). Therefore
Lemma 7.12 and (7.9) imply that
∫
K(Λ√t,v)
(
pNt (x, x)− pK\Kw[X]t (x, x)
)
dμ(x)

∫
Uv
(
pNt (x, x)− pK\Kwyv [X]t (x, x)
)
dμ(x)
∫
Uv
(
p
Vv
t (x, x)− pVv\Kwyv [X]t (x, x)
)
dμ(x)
= μwiμ−1wyv
∫
Uv
(
p
Vi
γ 2wi s
−2
v t
(
Fϕ(x),Fϕ(x)
)− pVi\Kwi [X]
γ 2wi s
−2
v t
(
Fϕ(x),Fϕ(x)
))
dμ(x)
=
∫
Ui
(
p
Vi
γ 2wi s
−2
v t
(x, x)− pVi\Kwi [X]
γ 2wi s
−2
v t
(x, x)
)
dμ(x).
Recall that 1  s−2v t  βX , where βX := γ−2(MX+1), hence γ 2wi s−2v t ∈ [γ 2wi , βXγ 2wi ]. Therefore
for the proof of Lemma 7.13 it suffices to prove that for any a, b ∈ (0,∞) with a < b and for any
i ∈ {1, . . . , J } satisfying Λs ,x = {wi},i i
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t∈[a,b]
∫
Ui
(
p
Vi
t (x, x)− pVi\Kwi [X]t (x, x)
)
dμ(x) > 0. (7.10)
Let a, b ∈ (0,∞), a < b and let i ∈ {1, . . . , J } satisfy Λsi,xi = {wi}. Since K is assumed to be
connected, it is also arcwise connected by [27, Theorem 1.6.2], and any non-empty open subset
of K is locally arcwise connected. Let Vc,i be the connected component of Vi containing xi .
Then Vc,i is an arcwise connected open subset of K . By Lemma 7.11(2) and Proposition A.3(2),
p
Vi
t (x, y) p
Vc,i
t (x, y) > 0 for any (t, x, y) ∈ (0,∞) × Vc,i × Vc,i . On the other hand, we have
Ui ⊂ Vc,i since Ui is connected and xi ∈ Kwi ⊂ Ui ⊂ Vi . Hence by (CHK) of (EVi ,FVi ),
qi := inf
{
p
Vi
t (x, y)
∣∣ (t, x, y) ∈ [a/2, b] ×Ui ×Ui}> 0. (7.11)
We write V,i := (Vi) and define σ iA(ω) := inf{t ∈ [0,∞) | XVit (ω) ∈ A} (inf∅ := ∞) and
τ iA(ω) := σV,i\A(ω) for A ∈ B(V,i) and ω ∈ Ω . CapE (K[X]) > 0 and Lemma 7.14 imply
CapE (Kwi [X]) > 0. Since Kwi [X] ⊂ Vi and Kwi [X] is compact, [17, Theorem 4.4.3(ii)] implies
that CapEVi (Kwi [X]) ∈ (0,∞). Therefore by Theorem A.5, there exist a μ|Vi -regular closed
subset Fi of Vi , zi ∈ Kwi [X] ∩ Fi and an open neighborhood Gi of zi in Vi such that
hi := inf
x∈Gi∩Fi
Px
[
σ iKwi [X]  a/2
]
> 0. (7.12)
Let Ai := Fi ∩ Gi ∩ intK Ui . Note that Gi ∩ intK Ui is an open neighborhood of zi in Vi since
zi ∈ Kwi [X] ⊂ Kwi ⊂ intK Ui . Therefore μ(Ai) > 0 by the μ|Vi -regularity of Fi .
Now let t ∈ [a, b] and x ∈ Ai . Since (EU ,FU) satisfies (CHK) for U = Vi \Kwi [X],Vi ,
p
Vi
t (x, x)− pVi\Kwi [X]t (x, x) = lim
s↓0
∫
Us(x,S)
(p
Vi
t (x, y)− pVi\Kwi [X]t (x, y)) dμ(y)
μ(Us(x,S))
= lim
s↓0
Px[XVit ∈ Us(x,S)] − Px[XVit ∈ Us(x,S), t < σ iKwi [X]]
μ(Us(x,S))
= lim
s↓0
Px[XVit ∈ Us(x,S), σ iKwi [X]  t]
μ(Us(x,S))
. (7.13)
As x ∈ intK Ui , we may choose δ ∈ (0,1] so that Us(x,S) ⊂ intK Ui for any s ∈ (0, δ]. Let
s ∈ (0, δ]. In the calculation below, we write Xi(t,ω) := XVit (ω) for each (t,ω) ∈ [0,∞]×Ω and
σi := σ iKwi [X]. Since X
i(σi(ω),ω) ∈ Kwi [X] for ω ∈ {σi < ∞}, by the strong Markov property
of the diffusion XVi (see [26, Corollary 2.6.18], for example), (7.11) and (7.12),
Px
[
X
Vi
t ∈ Us(x,S), σi  t
]
 Px
[
X
Vi
t ∈ Us(x,S), σi  a/2
]
=
∫
PXi(σi (ω),ω)
[
X
Vi
t−σi(ω) ∈ Us(x,S)
]
dPx(ω){σia/2}
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∫
{σia/2}
[ ∫
Us(x,S)
p
Vi
t−σi(ω)
(
Xi
(
σi(ω),ω
)
, y
)
dμ(y)
]
dPx(ω)

∫
{σia/2}
[ ∫
Us(x,S)
qi dμ(y)
]
dPx(ω) = qiPx[σi  a/2]μ
(
Us(x,S)
)
 qihiμ
(
Us(x,S)
)
.
Hence the limit in (7.13) is bounded from below by qihi , that is,
p
Vi
t (x, x)− pVi\Kwi [X]t (x, x) qihi, (t, x) ∈ [a, b] ×Ai. (7.14)
Therefore for any t ∈ [a, b], since Ai ⊂ Ui ,∫
Ui
(
p
Vi
t (x, x)− pVi\Kwi [X]t (x, x)
)
dμ(x)
∫
Ai
(
p
Vi
t (x, x)− pVi\Kwi [X]t (x, x)
)
dμ(x)
 qihiμ(Ai) (> 0),
proving (7.10). This completes the proofs of Lemma 7.13 and of Theorem 7.7. 
Proof of Corollary 7.8. As ΣwJ [XJ ] ⊂ PL for some wJ ∈ W∗ by (RB), we also have
Σ[XJ ] ⊂ PL and hence K[XJ ] ⊂ V0. By K 
= V0 (= V0) we may choose w ∈ W# so that
Kw ∩ V0 = ∅. Let  := |w| and V :=⋃v∈W Fv(V0). Then (∅ 
=) KIW = V c ⊂ KI = V c0 by
Lemma 2.11, hence V0 ⊂ V  K . Since (L,S) is locally finite, Proposition 6.7(1) implies that
dimS V = d∂ = dimSKw[XJ ]. Therefore dimS(V \ V0) = d∂ by Kw[X] ⊂ V \ V0. By Theo-
rem 7.7 there exists c3 ∈ (0,∞) such that ZKI (t)−ZKI \Kw[XJ ](t) c3t−d∂/2 for any t ∈ (0,1].
Also Theorem 5.11 implies that there exists c4 ∈ (0,∞) such that 0  ZKI (t) − ZKIW (t) 
c4t−d∂/2 for any t ∈ (0,1]. Note that ZKIW = ZV c  ZKI \Kw[XJ ], that ZKI = ZD and that
ZKIW
(t) = (#S)ZD(tγ−2)  ZD(t) for any t ∈ (0,∞) by Lemma 5.7. Hence we conclude
that
c3t
−d∂/2 ZD(t)− (#S)ZD
(
t
γ 2
)
 c4t−d∂/2, t ∈ (0,1]. (7.15)
Since CapE (V0) > 0 by V0 ⊃ K[XJ ] and CapE (K[XJ ]) > 0 (or by Theorem 7.18, which
is presented in the next subsection), [17, Corollary 2.3.1] implies that 1 /∈ FKI . By [27, Theo-
rem 1.6.2], Lemma 7.11(1) and Proposition A.3(2), (E,F) is irreducible. [12, Theorem 2.1.11]
implies that E(u,u) > 0 for any u ∈ FKI \ {0}. Hence λD1 := λ1(KI ) > 0 (recall (4.12)). Let
Z1D(t) := eλ
D
1 tZD(t), t ∈ (0,∞). Then Z1D is clearly (0,∞)-valued and non-increasing. There-
fore
0 ZD(t)− (#S)ZD
(
t
γ 2
)
ZD(t) = Z1D(t)e−λ
D
1 t Z1D(1)e−λ
D
1 t , t ∈ [1,∞). (7.16)
Now by (7.15) and (7.16), we can follow the arguments of [27, Proofs of Theorems 4.1.5
and B.4.3] to prove that there exists a continuous log(γ−)-periodic function G :R → (0,∞)
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G = G since G and G are both log(γ−)-periodic. 
7.3. Positivity of capacity for subsets of the boundary
As in the previous subsection, in this subsection (L = (K,S, {Fi}i∈S),μ,E,F , r = (ri)i∈S)
is assumed to be a self-similar Dirichlet space with μ a self-similar measure with weight (μi)i∈S
and S= {Λs}s∈(0,1] to be the self-similar scale with weight γ := (γi)i∈S , γi := √riμi . As usual,
let π :Σ → K denote the canonical projection.
The purpose of this subsection is to state and prove the following Theorem 7.18, which asserts
that every subset of V0 with non-empty interior in V0 has positive capacity. This kind of statement
is indispensable when we apply Theorem 7.7 to concrete examples.
Notation. For each u ∈ F , its quasi-continuous modification, which exists and is unique up to
E -q.e., is denoted by u˜. Note that FU = {u ∈F | u˜ = 0 E-q.e. on K \U} for any non-empty open
subset U of K by [17, Corollary 2.3.1]. See [17, Chapter 2] for details.
Theorem 7.18. Assume that K is connected, that (E,F) is conservative and that (CHK) and
(UHK) hold. Then CapE (G) > 0 for any non-empty open subset G of V0.
Remark. Since #S  2, the connectivity of K implies that V0 
= ∅.
Proof. Let G be a non-empty open subset of V0. Then we may choose an open subset O
of K so that G = O ∩ V0. Also there exists x ∈ O ∩ V0. Let ω ∈ π−1(x). Then ω ∈ PL
since π−1(V0) = PL by [27, Proposition 1.3.5(1)]. Therefore there exist w = w1 · · ·wm ∈ W#
and j ∈ S \ {w1} such that Fw(x) ∈ Kw ∩ Kj (recall Definition 2.10(2)). Since Fw :K → Kw
is a homeomorphism, Fw(O) is an open subset of Kw and we can choose an open subset
Ow of K so that Fw(O) = Ow ∩ Kw . Then Fw(x) ∈ Fw(O ∩ V0) = Ow ∩ Fw(V0). Let Uw
be the connected component of Ow containing Fw(x) and set U := F−1w (Uw) ( x). Then
Fw(x) ∈ Uw ∩ Kw ∩ Kj 
= ∅, and as in the proof of (7.10), Uw is an arcwise connected open
subset of K . Also, Fw(U ∩ V0) = Uw ∩ Fw(V0) ⊂ Ow ∩ Fw(V0) = Fw(O) ∩ Fw(V0) = Fw(G)
and therefore U ∩V0 ⊂ G. Since intK V0 = ∅ by [28, Theorem 1.2.2], U ∩KI = U \V0 
= ∅ and
Uw ∩KIw = Fw(U ∩KI ) 
= ∅. Similarly, since F−1j (Uw) is also a non-empty open subset of K ,
F−1j (Uw)∩KI = F−1j (Uw) \ V0 
= ∅ and Uw ∩KIj = Fj (F−1j (Uw)∩KI ) 
= ∅.
Now suppose CapE (G) = 0. Then CapE (U \ (U ∩ KI )) = CapE (U ∩ V0) = 0 and therefore
FU = FU∩KI . Let u ∈ FUw . Then u˜ = 0 E-q.e. on K \ Uw . Using Lemma 7.14, we see that
u˜ ◦Fw is a quasi-continuous modification of u ◦Fw ∈F . As Fw({y ∈ K \U | u˜ ◦Fw(y) 
= 0}) ⊂
{y ∈ K \Uw | u˜(y) 
= 0}, Lemma 7.14 yields
min
{
r−1w ,μw
}
CapE
({
y ∈ K \U ∣∣ u˜ ◦ Fw(y) 
= 0})
 CapE
(
Fw
({
y ∈ K \U ∣∣ u˜ ◦ Fw(y) 
= 0})) CapE({y ∈ K \Uw ∣∣ u˜(y) 
= 0})= 0.
Therefore u˜ ◦ Fw = 0 E-q.e. on K \ U , hence u ◦ Fw ∈ FU = FU∩KI ⊂ FKI . By Lemma 5.5,
uw := u ·1Kw = (u◦Fw)w ∈FKIw , which implies u˜w = 0 E-q.e. on K \KIw . Since u˜w = u ·1Kw =
u = u˜ μ-a.e. on KIw , [17, Lemma 2.1.4] yields u˜w = u˜ E-q.e. on KIw . Also, u˜ = 0 E-q.e. on
K \ Uw by u ∈ FUw and therefore u˜w = u˜ = 0 E-q.e. on KI \ Uw . Thus u˜w = 0 E -q.e. onw
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u · 1Uw∩Kw ∈FUw . Recalling |w| = m, it follows that, for any u,v ∈FUw ,
E(u · 1Uw∩Kw, v · 1Uw\Kw) =
∑
τ∈Wm
1
rτ
E((u · 1Uw∩Kw) ◦ Fτ , (v · 1Uw\Kw) ◦ Fτ )= 0,
hence E(u, v) = E(u · 1Uw∩Kw, v · 1Uw∩Kw)+ E(u · 1Uw\Kw, v · 1Uw\Kw). (7.17)
Since μ(Uw ∩ Kw)  μ(Uw ∩ KIw) > 0 and μ(Uw \ Kw)  μ(Uw ∩ KIj ) > 0, (7.17) together
with [17, Theorem 1.6.1] contradicts the fact that (EUw,FUw) is irreducible by Proposition A.3(2)
and the arcwise connectivity of Uw . Thus CapE (G) > 0 follows. 
8. Examples: Sierpinski carpets
In this section, we illustrate the results of the previous sections by applying them to a class of
infinitely ramified self-similar sets called generalized Sierpinski carpets, whose definition was
originally given by Barlow and Bass [6, Section 2] but has recently been modified by Barlow,
Bass, Kumagai and Teplyaev [7], Hino [23] and Kigami [28, Section 3.4]. We follow the for-
mulation of Hino [23] in the argument below, but their formulations of generalized Sierpinski
carpets are all equivalent, as stated in Kajino [25, Section 2].
Definition 8.1 (Generalized Sierpinski carpets). Let d ∈ N and set Q0 := [0,1]d . Let L ∈ N,
L 2 and set Q1 := {∏di=1[(ki − 1)L−1, kiL−1] | k1, . . . , kd ∈ {1, . . . ,L}}. Let S ⊂Q1 be non-
empty, and for each q ∈ S we define Fq :Rd → Rd by Fq(x) := L−1x + zq , where zq ∈ Rd is
chosen so that Fq(Q0) = q (⊂ Q0). We also set QS1 :=
⋃
q∈S q .
Let GSC(d,L,S) be the self-similar set associated with {Fq}q∈S , that is, the unique non-
empty compact subset K of Rd that satisfies K =⋃q∈S Fq(K). We call GSC(d,L,S) a gener-
alized Sierpinski carpet if and only if S satisfies the following four conditions:
(GSC1) (Symmetry) QS1 is preserved by all the isometries of Q0.
(GSC2) (Connectedness) QS1 is connected.
(GSC3) (Non-diagonality) If B is a d-dimensional rectangle with each side length L−1 or 2L−1
which is the union of elements of Q1, intRd (B ∩QS1 ) is either empty or connected.
(GSC4) (Borders included) {(x1,0, . . . ,0) | x1 ∈ [0,1]} ⊂ QS1 .
In particular, we call GSC(2,3, SSC) the Sierpinski carpet (see Fig. 1.2), where SSC := {[(k1 −
1)/3, k1/3] × [(k2 − 1)/3, k2/3] | (k1, k2) ∈ {1,2,3}2 \ {(2,2)}}.
In the rest of this section, we fix a generalized Sierpinski carpet GSC(d,L,S). Let K :=
GSC(d,L,S) and L := (K,S, {Fq}q∈S) be the self-similar structure associated with {Fq}q∈S .
The following proposition is immediate by the assumptions.
Proposition 8.2.
(1) K is connected (by (GSCj), j = 1,2,4 and [27, Theorem 1.6.2]).
(2) Let k ∈ {1, . . . , d}. Set Hk,s := {(x1, . . . , xd) ∈ Rd | xk = s} and Sk,s := {q ∈ S | q ∩
Hk,s 
= ∅} for s ∈ [0,1] and let Rk :Rd → Rd be the reflection in the hyperplane Hk,1/2.
Then Rk induces natural bijections Sk,0 → Sk,1 and Sk,1 → Sk,0 given by q → Rk(q).
(3) L satisfies (RB) with PL =
⋃d
(Σ[Sk,0] ∪Σ[Sk,1]), and V0 = K \ (0,1)d 
= K .k=1
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tion 3.4]. Let ν be the self-similar measure on K with weight ((#S)−1, . . . , (#S)−1). By combin-
ing the arguments of Barlow and Bass [5,6] and Kusuoka and Zhou [32], as in Hambly, Kumagai,
Kusuoka and Zhou [22] (note also the recent result [7] on uniqueness of the Dirichlet form on
generalized Sierpinski carpets), we have a conservative self-similar Dirichlet space (in the sense
of Definition 3.3) (L, ν,E,F , r = (rq)q∈S) satisfying (SSDF3S), (CHK) and (UHK) and with
rq = r for any q ∈ S for some r ∈ (0,∞).
Now let μ be a self-similar measure on K with weight (μq)q∈S satisfying rμq < 1 for
any q ∈ S. By a result of Barlow and Kumagai [9, Lemma 2.5], μ is smooth with respect to
(E,F), that is, μ(A) = 0 for any A ∈ B(K) with CapE (A) = 0. By [17, Theorem 6.2.1], we
can construct the time changed Dirichlet space (Eμ,Fμ) of (E,F) with respect to μ, which is
a regular Dirichlet form on L2(K,μ). Since the whole space K is a quasi-support of μ by [9,
Proposition 2.6] and [17, (5.1.22) and Theorem 5.1.5], [17, Theorem 1.5.2(iii) and (6.2.22)]
yield Fμ ∩ C(K) = F ∩ C(K) and Eμ(u, v) = E(u, v) for any u,v ∈ F ∩ C(K). Therefore
(L,μ,Eμ,Fμ, r) is a conservative self-similar Dirichlet space satisfying (SSDF3S). Moreover,
by the discussions of [9] (see also [28, Section 3.4]), we can verify (CHK) and the assumptions
of [28, Theorem 3.2.3] for (L,μ,Eμ,Fμ, r). Finally, let γ μq := √rμq for q ∈ S, γ μ := (γ μq )q∈S
and Sμ = {Λμs }s∈(0,1] be the self-similar scale with weight γ μ. Then by [28, Theorems 3.2.3,
3.4.5 and Proof of Lemma 3.5.16], we have the following criterion for (UHK), (LWTF) and
(L,Sμ) being intersection type finite (see also [25, Proposition 3.3 and Theorem 3.5] for a short
self-contained treatment of (VD)).
Proposition 8.3. The following four conditions are equivalent.
(0) (μq)q∈S is weakly symmetric, i.e. μq = μRk(q) for any k ∈ {1, . . . , d} and any q ∈ Sk,0.
(1) (L,Sμ) is locally finite.
(2) (L,Sμ,μ) satisfies (VD).
(3) (UHK) holds for (L,μ,Eμ,Fμ, r).
Moreover, if any one of these four conditions holds, then (L,Sμ) is intersection type finite and
(L,μ,Eμ,Fμ, r) satisfies (LWTF).
Hence we conclude that if (μq)q∈S is weakly symmetric then all the statements of The-
orem 5.2 are valid for (L,μ,Eμ,Fμ, r) with d∂ = dμ∂ := max{d(γ μ,Sk,0) | k ∈ {1, . . . , d}}
(= dimSμ V0 < dimSμ K in view of Theorem 6.9).
Moreover, suppose that (μq)q∈S is weakly symmetric. Then Theorem 7.18 implies that
CapEμ(K[Sk,j ]) > 0 for any k ∈ {1, . . . , d} and any j ∈ {0,1}. Therefore Theorem 7.7 implies
the following reminder estimate. For U ⊂ K non-empty open, let ZU,μ denote the partition func-
tion associated with ((Eμ)U , (Fμ)U ), ZN,μ := ZK,μ and ZD,μ := ZKI ,μ.
Theorem 8.4. Assume that (μq)q∈S is weakly symmetric. Let k ∈ {1, . . . , d}, j ∈ {0,1} and dμk :=
d(γ μ,Sk,0). Then there exist c1, c2 ∈ (0,∞) such that for any t ∈ (0,1],
c1t
−dμk /2  ZN,μ(t)−ZK\K[Sk,j ],μ(t) c2t−d
μ
k /2. (8.1)
On the other hand, if μq = (#S)−1 for any q ∈ S, i.e. μ = ν, then dEucdw/2 is a (2/dw)-
qdistance adapted to Sν , where dEuc is the Euclidean distance and dw := logL(#S/r). Hence
1356 N. Kajino / Journal of Functional Analysis 258 (2010) 1310–1360by Proposition 2.24, dimSν K = 2df /dw and dimSν V0 = 2db/dw in this case, where df :=
logL(#S) and db := logL(#S1,0). Therefore Corollary 7.8 implies the following sharp reminder
estimate for ZD,ν .
Theorem 8.5. Let G be the log(#S/r)1/2-periodic function given by Corollary 5.3 for
(L, ν,E,F , r). Then there exist c3, c4 ∈ (0,∞) such that for any t ∈ (0,1],
c3t
−db/dw  t−df /dwG
(
1
2
log
1
t
)
−ZD,ν(t) c4t−db/dw . (8.2)
9. Concluding remarks
We conclude the present paper with a brief discussion of open problems.
Consider the situation of Theorem 5.2. In the non-lattice case, we have shown an asymptotic
behavior of the eigenvalue counting functions (Corollary 5.4) by virtue of Karamata’s Tauberian
theorem. Unfortunately, in the lattice case we do not have any similar result for the eigenvalue
counting functions. The main difficulty here is that the T -periodic function G given in Theo-
rem 5.2 may be non-constant. In this case, it seems hopeless to verify the so-called ‘Tauberian
conditions’ on G.
It also seems extremely difficult to apply the renewal theorem directly to the eigenvalue count-
ing function, since we cannot use probabilistic arguments to estimate NN(x) − ND(x). This is
why Hambly [21] and this article have treated the partition function mainly and not the eigen-
value counting function.
Acknowledgments
Most parts of this paper originate from the author’s Master thesis in Kyoto University. I would
like to express my deepest gratitude toward Professor Jun Kigami for having taken good care
of my study during the Undergraduate and Master courses, and having led me to the world of
analysis on fractals. I would like to thank Professors Takashi Kumagai and Masanori Hino for
valuable comments and fruitful discussions and all the members of Sub-department of Applied
Analysis for their indispensable cares and advices. I would like to thank also Dr. David Croydon
for very careful reading of an earlier manuscript.
Appendix A. Miscellaneous lemmas for Section 7
In this appendix, we present basic results on continuity and positivity of heat kernels and
positivity of hitting probabilities for regular Dirichlet forms. Those results play essential roles
in the proof of Theorem 7.7. Let E be a locally compact separable metrizable space and let
E := E ∪ {E} denote its one-point compactification. Throughout this appendix, we assume
that μ is a Borel measure on E satisfying μ(F) < ∞ for any compact F ⊂ E and μ(O) > 0 for
any non-empty open O ⊂ E, that (E,F) is a (symmetric) regular Dirichlet form on L2(E,μ)
and that H and {Tt }t∈(0,∞) are the non-negative self-adjoint operator with domain D[H ] and the
strongly continuous contraction semigroup, respectively, associated with the closed form (E,F)
on L2(E,μ).
The following definition is just a reminder for the readers.
Definition A.1. (1) {Tt }t∈(0,∞) is called ultracontractive if and only if Tt (L2(E,μ)) ⊂ L∞(E,μ)
and Tt :L2(E,μ) → L∞(E,μ) is a bounded linear operator for any t ∈ (0,∞).
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heat kernel of {Tt }t∈(0,∞) if and only if for each t ∈ (0,∞) and for any f ∈ L2(E,μ),
Ttf =
∫
E
pt (·, y)f (y) dμ(y) μ-a.e. on E. (A.1)
Clearly, for t ∈ (0,∞), such an integral kernel pt of Tt , if exists, is unique up to μ×μ-a.e. and
satisfies pt(x, y) = pt (y, x) 0 μ×μ-a.e. on K ×K . See [20, Section 2] for details.
(3) We say that (E,F) satisfies (CHK), or simply (CHK) holds, if and only if {Tt }t∈(0,∞)
admits a heat kernel {pt }t∈(0,∞) which is jointly continuous, i.e. such that p = pt(x, y) : (0,∞)×
E ×E → R is continuous. Clearly, such {pt }t∈(0,∞), if exists, is unique.
By [14, Theorem 2.1.4], if μ(E) < ∞ then the ultracontractivity of {Tt }t∈(0,∞) implies the
existence of a heat kernel {pt }t∈(0,∞) ⊂ L∞(E ×E,μ×μ).
Next let us recall the following definitions. See [17, Section 1.4] for the definitions of
(sub-)Markovian transition functions, their μ-symmetry and the Markovian semigroup on
L2(E,μ) associated with a μ-symmetric (sub-)Markovian transition function.
Definition A.2. Let {Pt }t∈(0,∞) be a (sub-)Markovian transition function on (E,B(E)).
(1) {Pt }t∈(0,∞) is called conservative if and only if Pt (x,E) = 1 for any (t, x) ∈ (0,∞)×E.
(2) We say that {Pt }t∈(0,∞) has the Feller property, or simply it is Feller, if and only if
Pt (C∞(E)) ⊂ C∞(E) for any t ∈ (0,∞) and limt↓0‖Pt u− u‖∞ = 0 for any u ∈ C∞(E).
(3) We say that {Pt }t∈(0,∞) has the strong Feller property, or simply it is strong Feller, if and
only if Pt u ∈ Cb(E) for any bounded Borel measurable u :E → R.
The following proposition provides a sufficient condition for (CHK) and for strict positivity
of the jointly continuous heat kernel.
Proposition A.3. Assume μ(E) < ∞ and suppose that {Tt }t∈(0,∞) is ultracontractive. Let
{Pt }t∈(0,∞) be a μ-symmetric strong Feller (sub-)Markovian transition function on (E,B(E))
whose associated Markovian semigroup on L2(E,μ) is {Tt }t∈(0,∞). Then:
(1) (CHK) holds with jointly continuous heat kernel {pt }t∈(0,∞) ⊂ Cb(E ×E), and Pt (x,A) =∫
A
pt (x, y) dμ(y) for any (t, x) ∈ (0,∞)×E and any A ∈ B(E).
(2) Suppose that E is arcwise connected and that there exists a Hunt process X = (Ω,M,
{Xt }t∈[0,∞], {Px}x∈E) on E whose transition function is {Pt }t∈(0,∞). Then pt (x, y) ∈
(0,∞) for any (t, x, y) ∈ (0,∞)×E ×E. In particular, (E,F) is irreducible.
Proof. (1) Let ϕ ∈ D[H ] and λ ∈ [0,∞) satisfy Hϕ = λϕ. By the ultracontractivity of
{Tt }t∈(0,∞), T1ϕ = e−λϕ ∈ L∞(E,μ), and we may choose a bounded Borel measurable ver-
sion of ϕ. Since ϕ = eλT1ϕ = eλP1ϕ μ-a.e. on E and P1ϕ ∈ Cb(E) by the strong Feller property
of {Pt }t∈(0,∞), we may assume that ϕ ∈ Cb(E). Now as in [14, Proof of Theorem 2.1.4], for
any T ∈ (0,∞), the eigenfunction expansion [14, (2.1.4)] of the heat kernel defines an abso-
lutely norm-convergent series in the Banach space Cb([T ,∞) ×E × E). Hence the heat kernel
{pt }t∈(0,∞) defined by [14, (2.1.4)] is jointly continuous, proving (CHK). Moreover, if t ∈ (0,∞)
and A ∈ B(E) then Pt1A,
∫
A
pt (·, y) dμ(y) ∈ Cb(E) and both of them are equal to Tt1A μ-a.e.
on E, hence they are equal at every point of E.
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since 0 = pt (x, x) =
∫
E
pt/2(x, z)2 dμ(z). Inductively, for each n ∈ N, pt/2n(x, y) = 0 for any
y ∈ E and hence Px[Xt/2n ∈ E] = Pt/2n(x,E) =
∫
E
pt/2n(x, y) dμ(y) = 0. Therefore Xt/2n =
E for any n ∈ N Px -a.s., which then implies that X0 = E Px -a.s. since Xt/2n(ω) n→∞−−−−→
X0(ω) in E for any ω ∈ Ω . This contradicts Px[X0 = x] = 1. Therefore pt (x, x) ∈ (0,∞)
for any (t, x) ∈ (0,∞) × E. Now based on the arcwise connectivity of E, the positivity of pt
follows in exactly the same way as in [28, Proof of Theorem A.4]. Finally, for A ∈ B(E),
(
∫
(E\A)×A pt d(μ×μ) =)
∫
E\A Tt1A dμ = 0 implies μ×μ((E \A)×A) = μ(E \A)μ(A) = 0,
which is sufficient for (E,F) to be irreducible, by [17, pp. 46–48, Section 1.6]. 
In the theorem below, we deduce a uniform positivity of short time hitting probabilities by
assuming the positivity of capacity. Recall the following definitions.
Definition A.4. (1) A closed subset F of E is called μ-regular if and only if, for any open subset
U of E, either μ(U ∩ F) > 0 or U ∩ F = ∅.
(2) We define, with the convention that inf∅ := ∞,
capE (U) := inf
{E1(u,u) ∣∣ u ∈F , u 1 μ-a.e. on U} for U ⊂ E open, (A.2)
CapE (A) := inf
{
capE (U)
∣∣U ⊂ E open, A ⊂ U} for A ⊂ E. (A.3)
CapE is clearly an extension of capE . Moreover, let A ⊂ E and letS (x) be a statement on x for
each x ∈ A. Then we say thatS holds E -q.e. on A if and only if CapE ({x ∈ A |S (x) fails}) = 0.
When A = E we simply say ‘S holds E-q.e.’ instead.
Theorem A.5. Let X = (Ω,M, {Xt }t∈[0,∞], {Px}x∈E) be a μ-symmetric Hunt process on E
whose Dirichlet form on L2(E,μ) is (E,F). For A ∈ B(E) and ω ∈ Ω , define
σA(ω) := inf
{
t ∈ [0,∞) ∣∣Xt(ω) ∈ A} (inf∅ := ∞). (A.4)
If A ∈ B(E) and CapE (A) ∈ (0,∞), then there exists a μ-regular closed subset F of E with the
following properties: A∩F 
= ∅, and for any x0 ∈ A∩F , any t ∈ (0,∞) and any s ∈ (0,1) there
exists an open neighborhood U of x0 in E such that
inf
x∈U∩F Px[σA  t] s. (A.5)
Proof. Let σ+A (ω) := inf{t ∈ (0,∞) | Xt(ω) ∈ A} (inf∅ := ∞) for ω ∈ Ω , and set NA := {x ∈
E | Px[σA = σ+A ] 
= 1}. Then CapE (NA) = 0 by [17, Theorems 4.1.3, 4.2.1(ii) and A.2.6(i)]. Let
p1A(x) := Ex[e−σA ] and p1+A (x) := Ex[e−σ
+
A ] for x ∈ E. Then p1A = p1+A on E \NA. Since p1+A
is quasi-continuous by [17, Theorem 4.2.5] and CapE (NA) = 0, p1A is also quasi-continuous.
By [17, Theorem 2.1.2(i)] there exists a μ-regular closed subset F of E such that CapE (A) >
CapE (E \ F) and (p1A)|F is continuous.
This F possesses the required properties. Indeed, A ∩ F 
= ∅ follows from CapE (A) >
CapE (E \ F). Let x0 ∈ A ∩ F , t ∈ (0,∞) and s ∈ (0,1) and set Ms,t := s + (1 − s)e−t (< 1).
Since (p1A)|F is continuous and p1A(x0) = 1, we may choose an open neighborhood U of x0 in E
so that p1 (x)Ms,t for any x ∈ U ∩ F . Now let x ∈ U ∩ F . Then sinceA
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[
e−σA
]= Ex[e−σA1{σAt}]+ Ex[e−σA1{σA>t}]
 Px[σA  t] + e−tPx[σA > t] = Px[σA  t] + e−t
(
1 − Px[σA  t]
)
,
we conclude that Px[σA  t] (Ms,t − e−t )/(1 − e−t ) = s. Therefore (A.5) follows. 
Remark. The author has been taught the idea of using Ex[e−σA] to deduce lower bounds for
Px[σA  t] by Prof. Masanori Hino.
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