Abstract-It is well known that cellular system capacity can be increased by reducing the cell cluster size . Reducing the cluster size, however, increases cochannel interference. In recent years, several techniques have been proposed for controlling the cochannel interference and simultaneously reducing the cluster size. In this paper, we combine two proposed capacity improvement methods and explore the effectiveness of reducing cochannel interference using narrow-beam antennas ("smart antennas") with the fractional loading factor. As shown in this paper, it is possible to increase capacity by many times by decreasing the cluster size (i.e. increasing frequency reuse), although the proper combination of antenna specifications and fractional loading is surprisingly nonintuitive. The first cochannel mitigation technique uses base-station antennas with narrow beams in the direction of the desired mobile stations and significant side lobe attenuation in the direction of undesired users. The second technique exploits the fact that interference is related to the loading factor ch , which defines the probability that a given channel is in use within a cell. We show that large capacity gains with respect to a reference cellular system ( = 7, three sectors per cell) can be obtained by combining these two techniques. This paper provides insight for system-level deployment of high-capacity cellular systems and can be extended to fixed wireless systems as well.
I. INTRODUCTION
T HE RAPID growth in demand for cellular mobile communications and emerging fixed wireless access has created the need to increase system capacity through more efficient utilization of the frequency spectrum. One approach for achieving high spectral efficiency is to reduce the channel reuse distance by reducing the cluster size of a cellular system [1] , where is the total number of voice channels available in the spectrum allocation and is the number of channels per cell. For the Advanced Mobile Phone System (AMPS) in North and South America, , is typically seven (seven-cell reuse), and . Reduction in the cluster size leads to greater spectrum reuse but increases cochannel interference, which reduces the link quality, thereby requiring the use of some cochannel interference control techniques at the base station or in the air interface.
Several techniques for controlling cochannel interference have been proposed in literature. Narrow-beam adaptive antennas ("smart antennas") at the base stations can significantly reduce cochannel interference by steering a high gain in the direction of the desired mobile stations and/or very low gains in the direction of the undesired cochannel mobile stations [2] - [5] . Power control has also been considered to control cochannel interference, allowing cluster size reduction and capacity improvement [6] . Another technique that has been proposed is based on a fractional cell loading factor [7] , which reduces the probability that a given channel is in use in the cochannel cells, which, consequently, reduces the total cochannel interference level for a particular channel.
In this paper, we analyze, by means of extensive simulation, the combined application of narrow-beam adaptive antennas at the base stations and of the fractional loading factor. The combined application of these two techniques was first analyzed by Frullone et al. in [8] , using an eight-element circular array at base stations in a GSM system. It was shown in [8] that the use of a specific adaptive antenna combined with the fractional loading factor allows cluster size reduction from to . This reduction in cluster size, along with the higher trunking efficiency, leads to an increase of about 500% in system capacity. We extend and generalize the results of [8] by considering narrow-beam antennas with a wide range of beamwidths (BWs) and sidelobe levels (SLLs) on both forward and reverse links. We determine, by simulation, the capacity improvement from cluster size reduction, with respect to a reference seven-cell reuse system ( , three sectors per cell). As shown subsequently, the reduction of the loading factor leads to a reduction in the cochannel interference at the expense of an intrinsic capacity loss. Therefore, when using narrow-beam antennas combined with a fractional loading factor, we first explore controlling the cochannel interference by using narrow-beam antennas alone, with no reduction in channel loading in each cell. Then, as additional reduction in interference is needed to maintain a particular ratio of signal-to-cochannel interference (SIR), we reduce the cell loading factor. From the results of the extensive system simulations, we are able to observe how blocking probability and cochannel interference limit the resulting system capacity.
In the remainder of this paper, Section II reviews how narrow-beam antennas and the fractional loading factor may be used for controlling cochannel interference. The limiting factors for capacity of a cellular system are also presented in Section II.
In Section III, the simulated macrocellular system is described, and Section IV presents results along with an extensive analysis of capacity improvement that is achieved by com- bining narrow-beam antennas and the fractional loading factor. Finally, Section V presents the results of this paper.
II. METHODS FOR REDUCING COCHANNEL INTERFERENCE

A. Narrow-Beam Antennas
When adaptive narrow-beam antennas are used at base stations in both the forward and reverse links, beams are steered toward the desired in-cell users, as shown in Fig. 1 . In this figure, the first tier of cochannel cells is shown, which consists of six cells. Throughout this paper, we consider only the first tier of cochannel cells, and more distant tiers of cochannel cells are not considered in the simulation. We show in Appendix A that using only the first tier of cells induces a worst case error of less than 1.1 dB in the estimation of SIR, regardless of the cluster size, when 40 dB/decade of path loss is assumed, and a worst case error of less than 2.3 dB for 30 dB/decade of path loss. It should be noted that the methodology presented here may be generalized for an arbitrary path-loss value.
Assuming that all cochannel cells in the first tier are active, the total forward link interference power at the mobile at the center cell is (1) where is the interference power received from the th cochannel base station. Likewise for the reverse link, the total reverse link interference power received at the base station at the center cell is (2) where is the interference power received from the th cochannel mobile stations. We assume that the interference signals add incoherently, so that the powers can be summed. 1 The cochannel interference received at the mobile at the center cell, caused by a given cochannel base station, is attenuated by the antenna gain when the mobile is not within the main lobe of the antenna of that cochannel base station transmission. For example, in Fig. 1 , the cochannel interference signals from base stations 2, 4, 6, and 7 are attenuated due to the use of narrow-beam antennas. However, there is no reduction in the interference caused by base stations 3 and 5. The same principle is valid for the reverse link.
It is obvious that the extent of cochannel interference reduction depends on the beamwidth and the sidelobe level of the base-station antennas. If the antenna is implemented using an array of antennas, the BW and SLL will depend on the number of elements in the array. The first tradeoff presented in this work demonstrates how the reduction of interference (which is required in order to decrease cluster size and thus improve capacity) is related to the beam pattern and complexity of the base-station antenna.
B. Fractional Loading Factor
The total cochannel interference at a given mobile or base station depends on the cochannel cells that are using the same pair of forward and reverse channels (active cells) as the cell where the interference level is being measured. This number is related to the loading factor of each cell, which defines the Fig. 2 . Probability that a given channel is in use in n cochannel cells.
probability that a given channel is in use within a cell. Considering the first tier of cochannel cells, a given channel is in use in out of six cochannel cells (interferers). The random variable is binomially distributed, and the probability of having ( ) interferers is, therefore
The loading factor is a function of the offered traffic (in Erlangs), blocking probability , and number of channels assigned to each cell (or sector) [3] (4)
Assuming that blocked calls are cleared, the quantities , , and are related to each other through the Erlang B formula [1] (5) Fig. 2 shows for several values of . We see that as the loading factor increases, the probability of having all six cochannel cells active also increases, which corresponds to a higher total cochannel interference level. Therefore, the number of interferers and, consequently, the total interference depend upon the loading factor.
Consider now a standard AMPS cellular system with 395 voice channels and a target blocking probability of 0.02. Table I shows the number of channels and traffic capacity per cell, as well as the corresponding loading factor for different cluster sizes. We see that increases as the cluster size decreases. This means that cluster size reduction has a twofold effect, as far as interference is concerned: 1) the interference increases, since cochannel cells are closer to each other, and 2) due to the increase in the loading factor, the probability that cochannel cells are using the same channel increases (see Fig. 2 ), which implies that the total interference increases. It should be clear, then, that the loading factor plays an important role in the total system cochannel interference, which could enable a smaller reuse factor to be used.
The fractional loading factor technique, introduced by Frullone et al. [7] , aims to reduce the cochannel interference level by reducing the loading factor. The reduction of the loading factor is achieved by hard limiting the number of channels that may be used simultaneously in a cell. However, the hard limit imposed on the instantaneous channel usage reduces the maximum possible carried traffic and thus the maximum capacity of each cell. Considering again a cellular system with channels and a target blocking probability of 0.02, Fig. 3 plots the loading factor versus the maximum number of channels ( ) that may be used simultaneously, for cluster sizes and , using (4) . Note that in (4) , is the traffic carried by trunked channels and is determined by (5) .
While the use of a low loading factor reduces the total cochannel interference, it also reduces the system capacity, since only a fraction of the channels assigned to a cell are allowed to be used at the same time. This leads to the second tradeoff: the reduction in interference level (which is required for smaller reuse factor and thus capacity improvement) is related to the loading factor reduction and the corresponding capacity loss, and this relationship varies as a function of cell cluster size.
When the fractional loading factor technique is used, an appropriate call admission control (CAC) must be employed in order to keep the cell loading factor (or, equivalently, the number of channels in use in a cell) at the desired level [9] . In the work presented here, we implement CAC simply by adjusting the number of active cells, according to the desired loading factor and the probability [see (3)] of having active cells. We determine total system capacity by conducting a parametric study of the cellular system performance by systematically adjusting the specifications of the antennas at the base stations (in both the forward and reverse links), the fractional loading factor, and the cluster size. For each combination of parameters, the system capacity is computed and compared to a reference cellular system (seven-cell reuse, three sectors per cell). As shown in Section IV, we find that by combining these techniques, low-complexity narrow-beam antennas can be used and that results are sometimes counterintuitive.
C. Interference-Limited and Blocking-Limited Capacity
The fractional loading factor technique and narrow-beam antennas have some intrinsic characteristics that are now discussed. Suppose that in order to increase the capacity of a cellular system, the cluster size is reduced, while employing narrow-beam antennas at the base stations and reducing the loading factor to control the cochannel interference. Two different cases for the resulting system capacity can occur.
1) Capacity is limited by blocking probability:
In this first case, the sidelobe level and the beamwidth of the antennas are such that the total interference per user is smaller than a maximum level. Therefore, no loading factor reduction is needed and the traffic capacity per cell will, consequently, be limited by blocking probability. 2) Capacity is limited by cochannel interference: In this case, suppose that the narrow-beam antennas do not sufficiently reduce the interference to or below the maximum tolerable level and a reduction in the loading factor is required in order to provide the needed additional interference reduction for sufficient average link performance. This means that each cell will be allowed to use only a portion of its channel set at the same time, thereby limiting the capacity in favor of cochannel interference mitigation. To illustrate these two cases, consider a cellular system with 395 voice channels and a target blocking probability of 0.02. Considering the forward link, suppose that the SIR is required to be greater than 17 dB with a probability of 95% or higher in order to guarantee the minimum acceptable system performance. If cluster size is employed, each cell is assigned channels, corresponding to 118 Erlangs at 2% of blocking probability. Using (4), we see that the loading factor is 88.4%. Consider now that narrow-beam antennas are used at the base stations in order to meet or exceed the cochannel interference performance specification. If the narrow-beam antennas are able to guarantee SIR dB %, the resulting capacity per cell will be 118 Erlangs, which is limited by blocking probability. Suppose now that the narrow-beam antennas are not able to guarantee SIR dB % and, therefore, an additional interference reduction is needed. Then, the loading factor must be reduced from 88.4% to some value in order to reduce the cochannel interference below the performance specification. In an actual system, the SIR or the corresponding frame error rate may be monitored for each user and used for determination of . In this paper, we determine the value of by simulation in several conditions, as described in Section IV.
Let us assume that for the present example, is found to be equal to 60%. Using (4) again, with %, %, and , we find that the traffic capacity per cell is only 80.2 Erlangs, and only 92 of the 131 channels may be used at any one time in order to provide 2% of blocking probability and 80.2 Erlangs. The control of the number of simultaneously active channels can be performed by an appropriate call admission control. The capacity in this case is limited by interference, rather than by blocking. An extensive discussion on this subject is found in [10] .
III. SIMULATED SYSTEM
The capacity of a cellular system employing narrow-beam antennas at the base stations on both links, fractional loading factor, and reduced cluster size is compared to a standard AMPS system defined in Section III-C. The comparison is made under the condition that both the reference system and the system using narrow-beam antennas have the same system requirements regarding SIR. We compute the probabilities and that the SIRs at the mobile (forward link) and at the base station (reverse link), respectively, exceed a given threshold SIR SIR SIR and SIR SIR
The probabilities and are usually referred to as system reliability.
We consider an AMPS where the base stations are placed at the center of the cells. To simplify the simulation, a flat-top radiation pattern [4] is used for the base-station narrow-beam antennas, with beamwidth BW and sidelobe level SLL as parameters, as shown in Fig. 1 . Several values of BW (10 30 45 60 , and 120 ) and SLL ( 12, 18, 30, 40, and dB) are used in simulations. The maximum antenna gain within the main lobe is set to 0 dB, which is a valid simplification since SIR, and not absolute power levels, forms the basis of the system performance specification, and all base stations and mobile stations are assumed to transmit with identical powers, respectively. We do not consider power control here, although power control will likely improve the system capacity even more, by reducing interference and increasing . The probabilities and are computed for the mobile and base station in the center cell (see Fig. 1 ).
A. Channel Model
The propagation channel model considers path loss and shadowing with path-loss exponent and a shadowing standard deviation of dB in both links. The desired signal power and the individual cochannel interference signal powers and are, therefore, local mean powers and are lognormally distributed. Assuming that the interference signals add incoherently, the power of the total interference signal at the mobile station at the center cell is the sum of the signal powers received from all active cochannel base stations (7) Likewise, the power of total interference signal at the base station at the center cell is
Both and are assumed to be lognormally distributed [11] , as discussed later.
Only the first tier of cochannel cells is considered, regardless of cluster size , which corresponds to a maximum of six interfering cochannel cells. It is assumed that the effects of further tiers of cochannel cells can be neglected. This assumption has been adopted in similar works [3] , [12] , and we show in Appendix A that the inaccuracy associated with this assumption is small for path-loss exponents greater than three. Considering area mean values, we show that the error when computing SIR (at a mobile near the cell boundary) induced by considering only the first tier is less than 1 dB for path loss and cluster sizes and . We also consider in Appendix A the case with shadow fading, with standard deviation dB and a reliability of 95%. We show in Appendix A that the error induced by considering only the first tier when estimating SIR , such that SIR SIR %, is smaller than 1.1 dB, for path loss and cluster sizes and The results are valid for both the forward and reverse links.
B. Computation of and
Both the forward and reverse link probabilities and are computed as described below. For the sake of clarity, the superscripts and are used only when necessary. Expressing the desired signal power and the total interference power in decibel units, SIR is normally distributed. Therefore, denoting SIR by , is
where and are the mean value and variance of , respectively, given by (in dBm) (10) (in dB) (11) and are the mean values of and , respectively. Since and are local mean powers, and are usually referred to as area mean powers. and are the standard deviations of and , respectively.
For the forward link, the mean value of is modeled as
where is the base station transmitted power in dBm (assumed to be equal for all base stations) and is the transmitter to receiver (T-R) separation. The constant comprises all terms that do not change in the model. Likewise, the mean value of for the reverse link is (dBm) (13) where is the mobile station transmitted power in dBm (assumed to be equal for all mobile stations) and is the T-R separation. The mobile antennas on both links are assumed to be omnidirectional. Perfect knowledge about the position of the mobile is assumed, so that the serving base station beams are perfectly centered on the desired mobiles and the antenna gains on both links in the direction of the desired mobile are always equal to 0 dB (the maximum gain) and do not appear in expressions (12) and (13) . The standard deviations of on both links are equal to the shadowing standard deviation .
The computation of the mean and standard deviation of the total interference signal power (both links), and , is more intricate. It can be shown [11] that the distribution of the sum of lognormal random variables can be approximated by a lognormal distribution, whose moments depend on the mean values and variances of the summands. Therefore, we assume in this work that and are lognormally distributed. Several techniques have been proposed for computing the mean and variance of the resulting lognormal distribution. In this work, we employ Schwartz and Yeh's method [11] . The mean values of the individual interferers, , are modeled as in (12) , with appropriate modifications. For the forward link, we have (dBm) (14) where is the antenna gain of the th base station in the direction toward the mobile in the center cell (see Fig. 1 ) and is the corresponding T-R separation. For the reverse link (dBm) (15) where is the antenna gain of the base station in the center cell in the direction toward the mobile in the th cochannel cell (see Fig. 1 ) and is the corresponding T-R separation. The standard deviations and are equal to the shadowing standard deviation .
The number of individual interference signals, or, in other words, the number of summands in and , is equal to the number of cochannel cells in the first tier that are using the same pair of forward/reverse channels as the center cell. As described in Section II-B, is a random variable varying from zero to six and binomially distributed with the probability of a given cochannel cell's being active equaling the desired loading factor . The system simulation is performed as follows. Mobiles are placed within the center cell and within (out of six) cochannel cells, following a uniform distribution in each cell area. The number is the outcome of a binomial random process with the probability of 's being equal to ( ) given by (3). The assumed loading factor is the same in all cells. These 1 mobiles define a set of mobile positions. Narrow beams are then steered toward each mobile by their serving base stations. The mean value of the desired and interference signal powers in both links is determined using (12)-(15). Schwartz and Yeh's method is then used to compute the mean values and standard deviations of the total interference signal powers in both links. Using (9)-(11), the probabilities and for the threshold SIR are then computed for that set of mobile positions. A Monte Carlo procedure is repeated for 5000 sets of mobile positions, so that 5000 values of and are generated for a specific set of system parameters SLL BW , and . The area-averaged and , denoted by and , respectively, are then computed by averaging and . This approach for computing and has been used in similar work in [12] .
It should be noted that when computing the interference levels using (14) and (15), the antenna gains can assume the corresponding values of that of mainlobe or sidelobe, depending on the set of mobile locations. By using either values (mainlobe or sidelobe), we are simulating the situations when 1) the base station antenna is able to steer a low gain toward an undesired mobile and 2) the base-station antenna is not able to steer a low gain toward an undesired mobile. An example of situation 2) occurs when the angles of arrival of the desired and undesired signals are too close to each other, such that the base-station antenna is not able to discriminate the signals and place a low gain toward the undesired one.
C. Reference System
The reference cellular system employs cluster size , three-sector antennas (BW ), with an SLL of 30 dB and 395 channels available per cluster (18 channels per sector). This corresponds to 34.5 Erlangs per cell at 2% of blocking probability and a loading factor %, and is typical for the AMPS cellular system. Following common practice for AMPS [1] , [13] , we assume that the minimum acceptable SIR is 17 dB for both links. Simulation results have shown that, for the reference system, the area-averaged probabilities SIR dB] on both links (denoted here as and ) are equal to 95%, which we deem to be the minimum acceptable system performance (regarding cochannel interference) and must be achieved when using other cluster sizes.
IV. SIMULATION RESULTS
We are interested in finding the maximum BW and most relaxed SLL (i.e., minimum array complexity) and maximum loading factor (minimum intrinsic capacity loss) when the cluster size is reduced from (reference system) to and , while maintaining the same quality in both links, that is, and . It should be noted that, in practical cases, different antenna configurations may be used in each link, but the loading factor is necessarily the same for both links. Table I presents the number of channels assigned to each cell, the corresponding traffic capacity in Erlangs, and the maximum loading factor [based on (4)] at 2% blocking probability ( ) for cluster sizes and . The capacities shown in Table I are limited by blocking probability.
As discussed before, controlling cochannel interference by using narrow-beam antennas does not intrinsically decrease system capacity. Therefore, after reducing the cluster size, we first try to reduce the cochannel interference below the maximum tolerable level using narrow-beam antennas alone, with no reduction in loading factor in each cell. If the narrow-beam antennas are unable to sufficiently reduce the cochannel interference, the loading factor must then be reduced. In the following, we describe the procedure used to determine the capacity gain over the reference system for cluster size . The same procedure is used for cluster sizes and .
There are two antenna parameters to be adjusted, namely, SLL and BW. Fig. 4 shows the forward and reverse link probabilities SIR dB for cluster size and narrow-beam antennas at the base stations with different values of SLL and BW. The loading factor was set to its maximum value ( %). Note that for SLL dB and BW , it is possible to obtain equal or better performance than the reference system on a SIR basis, while reducing the cluster size from seven to four. This provides a 150% capacity improvement (2.5 times) over the reference system, as shown in Table I (86 versus 34.5 Erlangs). No significant improvement is obtained by using SLL dB for any BW in both links for . The results in Fig. 4 show that if we desire and have antennas with BW and/or SLL dB, additional interference reduction is required in order to achieve the minimum acceptable performance. This means that we must reduce the loading factor to some value, denoted here by , to maintain the threshold of SIR dB %. Since a small loading factor corresponds to reduced capacity, we need to find the highest value of possible. The value of for a given BW and SLL is determined by interpolation as follows. First, we determine, by simulation, the probability SIR dB using coarse values of (10%, 50%, and 86%). Then, using a second-order curve-fit interpolation, we compute the required value to achieve SIR dB %. As an example of this procedure, Fig. 5 shows the adjusted curve SIR dB versus for cluster size , BW , and SLL dB on the forward link. From this plot, we can see that must be equal to 47% to maintain SIR dB %. Fig. 6 presents the resulting required loading factor for both links and several values of BW and SLL. We see that both links require about the same loading factors for the same antenna configuration.
The maximum value of plotted in Fig. 6 is 86%, which is the maximum loading factor for . When is equal to 86% in this figure, the corresponding values of SLL and BW are the sidelobe level and beamwidth required so that no reduction in the loading factor is needed. When the required is equal to the maximum loading factor, the capacity is limited by blocking probability, instead of interference, as we shall see later.
So far, we have computed the required loading factor that maintains SIR dB for several antenna configurations. However, as mentioned before, the drawback of reducing the loading factor is the intrinsic capacity loss. The resulting overall capacity must be analyzed at this point. Using the required loading factor shown in Fig. 6 and (4), we can compute the capacity per cell in Erlangs for cluster size and a given BW and SLL as (16) Note that in this expression is equal to the total number of channels assigned to each cell (see Table I ) and . The capacity gain with respect to the reference system ( , three-sector cells) is then computed as (17) where is the capacity per cell of the reference system, 34.5 Erlangs.
Tables II and III present, respectively, the required loading factors and the resulting capacity gains with respect to the reference system for the most significant cases for cluster sizes and . We see that for the same antenna configuration and cluster size, the capacity gain on the forward link is, in general, slightly higher than the gain on the reverse link, especially for large sidelobe level reduction. The reason for this asymmetric capacity gain can be explained by analyzing the T-R separation distances between the interfering sources and the location where the total interference is measured. On the forward link, the T-R separation distances between the interfering base stations and the mobile under test are approximately equal for a given set of mobile positions, especially for large cluster sizes. On the other hand, on the reverse link, the T-R separation distances between the interfering mobiles and the base station under test present a larger variance for a given set of mobile positions. Consequently, the interference isolations due to path loss for the interfering signals on the reverse link have a larger variance than on the forward link, leading to a higher level of interference on the reverse link and asymmetric capacity gain. For a given SLL and cluster size, the capacity gain increases as BW decreases, since a smaller reduction in the loading factor is needed to achieve the minimum acceptable system performance. The results in Table III can be classified into two scenarios, as discussed in Section II-C. In the first scenario, which comprises the majority of the cases in Table III , the narrow-beam antennas are unable to reduce the cochannel interference below the maximum tolerable level, and the loading factor needs to be reduced in order to achieve SIR dB %. The capacity in this group is limited by interference [10] . Therefore, for a given BW and SLL, the capacity gain decreases as cluster size decreases, despite the fact that the number of channels per cell increases. This can be explained by noting that small cluster size leads to high cochannel interference, which requires a considerable reduction in the loading factor in order to achieve SIR dB %. This reduction in the loading factor leads to capacity loss that offsets the capacity gain achieved from the cluster size reduction.
In the second scenario, the narrow-beam antennas are able to reduce the cochannel interference below the maximum tolerable level, and no loading factor reduction is required to achieve the minimum acceptable performance. Therefore, capacity is limited by blocking probability [10] . For a given beamwidth and sidelobe level, the capacity gain increases as cluster size decreases, since the number of channels per cell increases. This scenario is indicated in Table III by ( ).
As examples of these two distinct situations, consider the forward link case for cluster size , SLL dB. The simulations show that the maximum beamwidth required such that no reduction of loading factor occurs is 18 . Fig. 7 presents the graph of capacity gain versus beamwidth, showing the operating points where capacity is limited by blocking probability and by interference. Points within the region where capacity is limited by interference represent the cases where the loading factor is smaller than the maximum loading factor for cluster size (88.4%). In this region, capacity increases as beamwidth narrows, since the required loading factor increases. On the other hand, when the beamwidth is narrower than 18 (operating points where capacity is limited by blocking probability), the loading factor is equal to the maximum value and further reduction in the beamwidth does not lead to capacity improvement.
Analyzing the results presented above, we conclude that the fractional loading factor technique plays an important role in this combined technique. In most of the cases, narrow-beam antennas alone are not able to reduce the cochannel interference below the maximum tolerable level. By reducing the fractional loading factor, a less complex antenna (less restrictive sidelobe level and beamwidth) can be used, providing substantial capacity gain. Also, when the fractional loading factor is introduced, the relationship among BW, SLL, cluster size, and capacity gain may change unexpectedly. The commonly held belief that the lower the base station SLL/narrower BW, the higher the system capacity is not always valid. For example, from Table III , we see that for the forward link, the use of cluster size with SLL dB and BW leads to a higher system capacity ( %) than cluster size with SLL dB and BW ( %). The reason is that for an system, a greater reduction in the loading factor is required to meet the system performance specification, which induces system capacity loss.
V. CONCLUSION
Capacity improvement that comes about by reducing cluster size causes an increase in cochannel interference, which can then be controlled by the application of narrow-beam (smart) antennas combined with the fractional loading factor. The capacity gain with respect to a reference system (cluster size , trisectorized cells), for a wide range of antenna parameters and fractional loading factors, was computed by extensive simulation. Results show that combinations of cluster size/antenna configuration/fractional loading factor can be divided into two scenarios: blocking-limited capacity and interference-limited capacity. For the first scenario, which implies the use of highly directional narrow-beam antennas, no loading factor reduction is required. On the other hand, when the antennas are unable to sufficiently reduce the interference, the loading factor must be reduced, reducing the system capacity, which implies that the capacity is limited by interference.
Capacity gains as high as 477% above the reference system were observed, but at the expense of large SLL reduction and narrow beamwidth. Lower but still considerable capacity gains can be obtained with less complex antennas. The simulation results show that, as expected, BW and SLL play an important role in the capacity gain. However, when the fractional loading factor was introduced, we showed that the relationship among antenna parameters, cluster size, and capacity gain may change in a nonintuitive fashion. An important conclusion from the results is the importance of the fractional loading factor. In most of the cases shown here, minimum acceptable system performance was achieved because of the combined use of narrow-beam smart antennas and fractional loading factor, allowing cluster-size reduction. This means that low-complexity antennas can be used and still provide system capacity gain while decreasing cluster size. The results and methodology presented here may be used for cellular and fixed wireless system design. where is the path-loss exponent and is the transmitter to receiver distance between the th base station in the th tier, where assumes the values . Since the base stations in the first tier are closer to the mobile at the cell boundary than the other base stations, we use the exact distances in (18) for the base stations in the first tier. For more distant tiers, we approximate all distances between the base stations in a given tier and the mobile as for all , where and are the maximum and minimum distances, as shown in Fig. 8 . Thus 
The fraction of total cochannel interference that corresponds to the interference from the first tier is given by the ratio . Table IV presents the computed values of ratio for cluster sizes and and path-loss exponents and , when tends to infinity. Note that the sum in (22) does not converge when tends to infinity for a path-loss exponent of two. This means that the fraction of total interference that corresponds to the interference from the first tier goes to zero when free-space propagation ( ) is assumed. We see from Table IV that for path exponent , the area mean interference from the first tier accounts for at least 82% of total interference. Denote SIR as SIR computed using the total interference , and denote SIR as SIR computed using the interference from the first tier . Using dB units, we have SIR SIR
where is the desired area mean signal received at the mobile. Therefore, the error caused by considering only the first tier when computing the area mean SIR is less than 1 dB ( dB) for path loss and cluster sizes and . Consider now that shadow fading is taken into account in the computation of SIR and the mobile is uniformly distributed over the cell area. The forward link area averaged SIR at the mobile is computed by simulation, assuming a cellular system with a large number of tiers with omnidirectional base stations. We assume 15 tiers, which corresponds to 720 cochannel cells. Path loss and shadowing standard deviation dB are assumed. Fig. 9 (a) and (b) compares the probabilities SIR SIR when all 15 tiers are considered and when only the first tier is considered, for cluster sizes and . We see that the error induced by considering only the first tier is small. Assuming that we are interested in a reliability of 95%, we computed the required values of SIR such that SIR SIR % for the cases with 15 tiers [denoted by SIR ] and only one tier [denoted by SIR ]. Fig. 9(c) shows that the difference SIR SIR SIR is smaller than 1.1 dB for cluster sizes and . Using the same approach as for the forward link, it can be shown that the results presented in this Appendix are valid for the reverse link as well.
