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1. Introduction and main results
In this paper we prove existence of fast solutions of a second-order difference equation related to Fisher–Kolmogorov’s
equation
ut = uxx + g(u). (1.1)
It has been introduced in the celebrated papers of Fisher [8] and Kolmogorov, Petrovsky and Piskunov (KPP) [9] originally
motivated by models in biology. Looking for traveling waves u(x, t) = U (x − Ct) with speed C we obtain the second-order
ODE
U ′′ + CU ′ + g(U ) = 0. (1.2)
Assume that g : R → R is a Lipschitz continuous function, g(t) > 0 if t ∈ ]0,1[ and g(t) = 0 if t /∈ ]0,1[. There is a vast and
rich literature on heteroclinic solutions of Eq. (1.2), i.e. solutions for which U (−∞) = 1, U (+∞) = 0 (see [3,11,12]). In the
original paper of Kolmogorov, Petrovsky and Piskunov, it was proved that if g(t) g′(0)t , t ∈ [0,1], there is a threshold value
C∗ = 2√g′(0) for the speed C , such that no heteroclinic solutions exist for C < C∗ and for each C > C∗ there is a unique
heteroclinic solution up to a shift of the variable. Solutions of (1.1) with initial data with compact support are studied in
the remarkable paper of Aronson and Weinberger [4].
Fast solutions of Eq. (1.2), i.e. solutions deﬁned for t  0, U (0) > 0, U ′(t) < 0 if t > 0 and U (+∞) = 0 are studied in the
paper of Arias et al. [3] via variational method. In the present paper we study fast solutions of a second-order difference
equation related to Eq. (1.2). We can discretize the nonlinear equation (1.2), using ﬁnite differences with step (mesh width)
h > 0. Let N be the set of natural numbers, Z+ = N ∪ {0}, a,b ∈ Z+ , a < b and [a,b] := {a,a + 1, . . . ,b}. We will attempt to
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we replace derivatives with difference approximations, then we obtain the second-order difference equation
u((t + 1)h) − 2u(th) + u((t − 1)h)
h2
+ C u((t + 1)h) − u(th)
h
+ g(u(th))= 0. (1.3)
Let x : Z+ → R be a discrete function, let x(t) = x(t + 1)− x(t) and 2x(t − 1) = x(t + 1)− 2x(t)+ x(t − 1) be the ﬁrst- and
second-order difference operators. Denote x(t) = u(th), t ∈ N, c = hC and f (s) = h2g(s). Then, we arrive to the difference
equation
2x(t − 1) + cx(t) + f (x(t))= 0 (1.4)
equivalent to
2x(t − 1) + c
1+ cx(t − 1) +
1
1+ c f
(
x(t)
)= 0. (1.5)
We assume that
(H) f : R→ R is a Lipschitz continuous function, f (s) > 0 if s ∈ ]0,1[ and f (s) = 0 if s /∈ ]0,1[.
Variational methods in the study of difference equations are used in the papers of Agarwal, Perera and O’Regan [2], Cai
and Yu [7], Cabada, Iannizzotto and Tersian [6] and others. In the present paper we use the variational method to obtain
solutions of Eq. (1.4) introducing an energy functional on an inﬁnite dimensional Hilbert space and looking for its critical
points. We introduce the Hilbert space Xc of discrete functions x : Z+ → R such that
‖x‖2 =
∞∑
t=1
(1+ c)t∣∣x(t − 1)∣∣2 < ∞
and limt→∞ x(t) = 0. The solutions of Eq. (1.4) which belong to the space Xc are referred to as fast solutions. These solutions
have additional property limt→∞(1+ c)t x2(t) = 0, which justiﬁes the term “fast”.
Let F (y) := ∫ y0 f (s)ds. We obtain a fast solution of Eq. (1.4) as a minimizer of the energy functional I : Xc → R
I(x) =
∞∑
t=1
ϕ(t)
( |x(t − 1)|2
2
− F (x(t))), (1.6)
where ϕ(t) = (1+ c)t , c > 0, using the standard minimization theorem [5]. Our main result is
Theorem 1.1. Assume (H) and there exists k > 0, such that
F (y) k
2
y2 (1.7)
and
c > k +
√
k2 + 4k. (1.8)
Then, Eq. (1.4) has a fast solution y : Z+ → R such that y(0) = 1.
Since f (s)  0 it follows that x(t)  11+cx(t − 1), for every t ∈ N. Then if x(1) < 1, the sequence {x(t): t ∈ Z+} is a
decreasing sequence. We will study solutions of Eq. (1.4), referred to as D0-solutions, with the property
x(t) < 0 for every t ∈ Z+ and lim
t→∞ x(t) = 0.
If x(1) < 1 and x is a fast solution of Eq. (1.4), then x is a D0-solution. It is proved in Section 3 that a minimizer of
functional I , which is a fast solution of Eq. (1.4) is a D0-solution.
Theorem 1.1 can be extended if, instead of (1.7) which is a sub quadratic assumption on F , one assumes that for an
arbitrary ε such that 0< ε < 1
F (y) k
2
y2, if y ∈ [0, ε]. (1.9)
Theorem 1.2. Assume (H), (1.9) and
c > k +
√
k2 + 4k. (1.10)
Then, Eq. (1.4) has a fast solution y : Z+ → R such that y(0) = ε and 0< y(t) < ε, t ∈ N.
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I˜(x) :=
∞∑
t=1
ϕ(t)
(
1
2
∣∣x(t − 1)∣∣2 − F˜ (x(t))),
where
F˜ (x) =
{
F (x), x ∈ ]−∞, ε],
F (ε), x ∈ ]ε,+∞[.
The diﬃculty is that the functional I˜ is not differentiable on whole space Xc but it is differentiable on the set {x ∈ Xc:
x(0) = ε, 0< x(t) < ε, t ∈ N}.
Eq. (1.4) is equivalent to
x(t + 1) = 1
1+ c
(
(2+ c)x(t) − x(t − 1) − f (x(t))),
which means that for a given x(0) = 1 and x(1) = a the sequence {x(t): t ∈ N} is determined by the recursion. We can
list plot the sequence {(t, x(t)): t ∈ Z+} using Mathematica. Note, that we can obtain visualization of D0-solutions but
they cannot be fast solutions. Numerical experiments show that under certain conditions on c and f there are inﬁnitely
many D0-solutions and they are ordered, while under other assumptions on c and f , D0-solutions do not exist. Based on
Theorem 1.1 and the notion of disconjugacy of second-order linear difference equations we prove the third main result as:
Theorem 1.3. Assume
(G) f : R → R is a Lipschitz continuous function, f (s) = ks − g(s) > 0 if s ∈ ]0,1[ and f (s) = 0 if s /∈ ]0,1[, where g(0) = 0,
g(1) = k and g is nondecreasing on ]0,1[, and c > k + √k2 + 4k.
Then, Eq. (1.4) has inﬁnitely many D0-solutions z : Z+ → R such that z(0) = 1 and they are ordered, i.e. if z1(1) > z2(1), then
z1(t) > z2(t), t  2.
The paper is organized as follows: In Section 2 we give some inequalities related to the energy functional I and the
Hilbert space Xc . In Section 3 we give the variational characterization of the problem and prove Theorems 1.1 and 1.2.
Finally, in Section 4 we give some additional remarks, present numerical experiments and prove Theorem 1.3.
2. Some inequalities
Let c > 0 be a number, ϕ : Z+ → R be a discrete function such that
ϕ(t) = cϕ(t), t ∈ Z+,
ϕ(0) = 1.
It follows that ϕ(t) = (1+ c)t , t ∈ Z+. Consider the space Xc of discrete functions x : Z+ → R such that
∞∑
t=1
ϕ(t)
∣∣x(t − 1)∣∣2 < ∞
and limt→∞ x(t) = 0, which is a Hilbert space with scalar product
(x, y) =
∞∑
t=1
ϕ(t)x(t − 1)y(t − 1)
and norm
‖x‖ =
( ∞∑
t=1
ϕ(t)
∣∣x(t − 1)∣∣2) 12 = ( ∞∑
t=0
ϕ(t + 1)∣∣x(t)∣∣2) 12 . (2.1)
Lemma 2.1. For all x ∈ Xc , we have
∞∑
t=0
ϕ(t)x2(t) 2(2+ c)
c2
‖x‖2. (2.2)
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∣∣x(s)∣∣2  1
c(1+ c)s
∞∑
t=s+1
ϕ(t)
∣∣x(t − 1)∣∣2. (2.3)
Proof. Let s, T ∈ Z+ , s < T . By Cauchy–Schwartz’s inequality
∣∣x(T ) − x(s)∣∣= ∣∣∣∣∣
T∑
t=s+1
x(t − 1)
∣∣∣∣∣

∣∣∣∣∣
T∑
t=s+1
√
ϕ(−t)√ϕ(t)x(t − 1)∣∣∣∣∣

(
T∑
t=s+1
1
(1+ c)t
) 1
2
( ∞∑
t=s+1
ϕ(t)
∣∣x(t − 1)∣∣2) 12
= 1
c
(
1
(1+ c)s −
1
(1+ c)T
)( ∞∑
t=s+1
ϕ(t)
∣∣x(t − 1)∣∣2) 12 .
Taking T → +∞ in the previous inequality, we have that for all x ∈ Xc
∣∣x(s)∣∣2  1
c(1+ c)s
∞∑
t=s+1
ϕ(t)
∣∣x(t − 1)∣∣2. 
Remark. Note that, from (2.3) and x ∈ Xc it follows
lim
t→∞(1+ c)
t x2(t) = 0, (2.4)
which is stronger than x(+∞) = 0. By (2.4) the series ∑∞t=0 (ϕ(t)x2(t)) is convergent and
∞∑
t=s

(
ϕ(t)x2(t)
)= −ϕ(s)x2(s). (2.5)
Proposition 2.2. For all x ∈ Xc and s ∈ Z+ , we have
∞∑
t=s
ϕ(t)
∣∣x(t)∣∣2  c2
2(1+ c)(2+ c)
∞∑
t=s
ϕ(t)x2(t) + c
(1+ c)(2+ c)ϕ(s)x
2(s). (2.6)
Proof. By (2.5) and

(
ϕ(t)x2(t)
)= ϕ(t + 1)x2(t) + x2(t)ϕ(t) = ϕ(t + 1)x2(t) + cx2(t)ϕ(t),
summing in t ∈ [s,+∞), we obtain
∞∑
t=s
ϕ(t + 1)x2(t) + c
∞∑
t=s
ϕ(t)x2(t) = −ϕ(s)x2(s)
or
c
∞∑
t=s
ϕ(t)x2(t) + ϕ(s)x2(s) = −
∞∑
t=s
ϕ(t + 1)x2(t) = −
∞∑
t=s
ϕ(t + 1)(x(t + 1) + x(t))x(t).
By Cauchy–Schwartz’s inequality(
c
∞∑
ϕ(t)x2(t) + ϕ(s)x2(s)
)2

( ∞∑
ϕ(t + 1)∣∣x(t + 1) + x(t)∣∣2)( ∞∑ϕ(t + 1)∣∣x(t)∣∣2). (2.7)
t=s t=s t=s
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∞∑
t=s
ϕ(t + 1)∣∣x(t + 1) + x(t)∣∣2  2 ∞∑
t=s
ϕ(t + 1)(∣∣x(t + 1)∣∣2 + ∣∣x(t)∣∣2)
= 2
( ∞∑
t=s+1
ϕ(t)
∣∣x(t)∣∣2 + (1+ c) ∞∑
t=s
ϕ(t)
∣∣x(t)∣∣2)
 2(2+ c)
∞∑
t=s
ϕ(t)
∣∣x(t)∣∣2.
By (2.7) and the last inequality
c2
( ∞∑
t=s
ϕ(t)
∣∣x(t)∣∣2)2 + 2cϕ(s)x2(s) ∞∑
t=s
ϕ(t)x2(t) 2(2+ c)
∞∑
t=s
ϕ(t)x2(t) ·
∞∑
t=s
ϕ(t + 1)∣∣x(t)∣∣2.
Dividing by
∑∞
t=s ϕ(t)x2(t) we obtain
c2
∞∑
t=s
ϕ(t)x2(t) + 2cϕ(s)x2(s) 2(2+ c)
∞∑
t=s
ϕ(t + 1)∣∣x(t)∣∣2 = 2(2+ c)(1+ c) ∞∑
t=s
ϕ(t)
∣∣x(t)∣∣2
which implies (2.6). 
Remark. By (2.6) if s = 0
∞∑
t=0
ϕ(t)
∣∣x(t)∣∣2  c2
2(1+ c)(2+ c)
∞∑
t=0
ϕ(t)x2(t) + c
(1+ c)(2+ c) x
2(0) c
2
2(1+ c)(2+ c)
∞∑
t=0
ϕ(t)x2(t), (2.8)
which is a discrete analogue of Hardy’s inequality.
Proof of Lemma 2.1. Multiplying (2.6) by 1+ c, we have
∞∑
t=s
ϕ(t + 1)∣∣x(t)∣∣2  c2
2(2+ c)
∞∑
t=s
ϕ(t)x2(t) + c
2+ cϕ(s)x
2(s).
Then, if s = 0
∞∑
t=0
ϕ(t + 1)∣∣x(t)∣∣2  c2
2(2+ c)
∞∑
t=0
ϕ(t)x2(t) + c
2+ c x
2(0) c
2
2(2+ c)
∞∑
t=0
ϕ(t)x2(t). 
3. A variational characterization of fast solutions
Suppose that the function f satisﬁes condition (H). Let F (y) := ∫ y0 f (s)ds. Suppose that
F (y) k
2
y2. (3.1)
We introduce the functional I : Xc → R
I(x) =
∞∑
t=1
ϕ(t)
( |x(t − 1)|2
2
− F (x(t))), (3.2)
where ϕ(t) = (1+ c)t , c > 0. By Lemma 2.1 and (3.1)
∣∣I(x)∣∣ 1
2
‖x‖2 + k
2
∞∑
t=1
ϕ(t)x2(t)
(
1
2
+ k(2+ c)
c2
)
‖x‖2,
which means that I is a well-deﬁned functional.
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I ′(x),h
〉= ∞∑
t=1
ϕ(t)
(
x(t − 1)h(t − 1) − f (x(t))h(t)) (3.3)
for any x,h ∈ Xc . If y is a critical point of I , then y is a solution of Eq. (1.4) for t ∈ N.
Proof. Suppose that x and h are arbitrary elements of Xc and s ∈ R. We have
I(x+ sh) − I(x)
s
=
∞∑
t=1
ϕ(t)
2
( |(x+ sh)(t − 1)|2 − |x(t − 1)|2
s
)
−
∞∑
t=1
ϕ(t)
F ((x+ sh)(t)) − F (x(t))
s
=
∞∑
t=1
ϕ(t)x(t − 1)h(t − 1) +
∞∑
t=1
s
2
∣∣h(t − 1)∣∣2ϕ(t) − ∞∑
t=1
ϕ(t)
F ((x+ sh)(t)) − F (x(t))
s
→
∞∑
t=1
ϕ(t)
(
x(t − 1)h(t − 1) − f (x(t))h(t))
as s → 0, which implies (3.3).
I ′ : Xc → L(Xc,R) is continuous by (H) and Cauchy–Schwartz’s inequality. Indeed, let x1, x2 and h be elements of Xc .
We have by Lemma 2.1∣∣〈I ′(x1) − I ′(x2),h〉∣∣

∞∑
t=1
ϕ(t)
∣∣x1(t − 1) − x2(t − 1)∣∣∣∣h(t − 1)∣∣+ ∞∑
t=1
ϕ(t)
∣∣ f (x1(t − 1))− f (x2(t − 1))∣∣∣∣h(t)∣∣

( ∞∑
t=1
ϕ(t)
∣∣(x1(t − 1) − x2(t − 1))∣∣2)
1
2
( ∞∑
t=1
ϕ(t)
∣∣h(t − 1)∣∣2) 12 + K ∞∑
t=1
ϕ(t)
∣∣x1(t − 1) − x2(t − 1)∣∣∣∣h(t)∣∣
 ‖x1 − x2‖ · ‖h‖ + K
( ∞∑
t=1
ϕ(t)
∣∣(x1 − x2)(t − 1)∣∣2)
1
2
( ∞∑
t=1
ϕ(t)
∣∣h(t)∣∣2) 12

(
1+ K 2(2+ c)
√
1+ c
c2
)
‖x1 − x2‖ · ‖h‖,
where K is the Lipschitz constant for f . Then,∥∥I ′(x1) − I ′(x2)∥∥∗  C‖x1 − x2‖,
where ‖ · ‖∗ means the duality norm in L(Xc,R), and C is a constant.
Let y be a critical point of I , i.e. 〈I ′(y),h〉 = 0 for every h ∈ Xc . Let k ∈ N and take
hk(t) =
{
1, t = k,
0, t = k.
Then
0 = 〈I ′(y),hk〉
= ϕ(k)(y(k − 1) − f (y(k)))+ ϕ(k + 1)(−y(k))
= ϕ(k)(y(k − 1) − f (y(k))− (1+ c)y(k))
= −ϕ(k)(y(k) − y(k − 1) + cy(k) + f (y(k)))
= −ϕ(k)(2 y(k − 1) + cy(k) + f (y(k)))
and since ϕ(k) = 0, y(k) satisﬁes Eq. (1.4)
2 y(k − 1) + cy(k) + f (y(k))= 0.
Note that the last equation is equivalent to
2 y(k − 1) + c y(k − 1) + 1 f (y(k))= 0 (3.4)
1+ c 1+ c
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∂ I
∂ y(k)
(y) = ϕ(k)y(k − 1) − ϕ(k + 1)y(k) − ϕ(k) f (y(k))
= −(1+ c)ϕ(k)
(
2 y(k − 1) + c
1+ cy(k − 1) +
1
1+ c f
(
y(k)
))
,
which means that y is a solution of Eq. (1.4) iff ∂ I
∂ y(k) (y) = 0, ∀k ∈ N. 
Lemma 3.1. Assume that f satisﬁes (H) and let y ∈ Xc be a minimizer of I in Y = {x ∈ Xc: x(0) = 1}. Then 0< y(t) < 1, ∀t ∈ N, and
y(t) < 0 for every t ∈ Z+.
Proof.
Claim 1. 0 y(t) 1, t ∈ Z+.
Since y(0) = 1 and limt→∞ y(t) = 0, suppose that there exist intervals J1, J2, . . . , Jm of integers such that y(t) > 1 if
t ∈ J1 ∪ J2 ∪ · · · ∪ Jm. Deﬁne a new function x : Z+ → R
x(t) =
{
1, t ∈ J1 ∪ J2 ∪ · · · ∪ Jm,
y(t), t /∈ J1 ∪ J2 ∪ · · · ∪ Jm.
Let J1 = [t0 + 1, t0 + n1]. We have that y(t0) 1 and y(t0 + 1) > 1. It is clear that |x(t)| |y(t)|, t ∈ Z+ , and |x(t0)| <
|y(t0)| which shows that
∞∑
t=1
ϕ(t)
∣∣x(t − 1)∣∣2 < ∞∑
t=1
ϕ(t)
∣∣y(t − 1)∣∣2
since f (t) = 0 if t /∈ ]0,1[, then F (x(t)) = F (y(t)), t ∈ Z+ , and I(x) < I(y) which is a contradiction, because y is a minimizer
of I. The case when there exists k1, such that y(k1) < 0 can be treated in a similar way.
Therefore 0 y(t) 1, for every t ∈ Z+.
Claim 2. y(t) < 0 for every t ∈ Z+.
We have y(0) = y(1) − y(0) = y(1) − 1 0. If y(0) = 0, then y(1) = y(0) = 1 and by Eq. (1.4) it follows 2 y(0) = 0
and y(2) = 1. By repetition of this argument we obtain y(t) ≡ 1 which contradicts to y ∈ Xc . Hence y(0) < 0. Since
Eq. (3.4) is equivalent to

(
ϕ(t)y(t − 1))+ ϕ(t) f (y(t))= 0 (3.5)
and ϕ(t) f (y(t)) 0, then

(
ϕ(t)y(t − 1)) 0
is equivalent to
ϕ(t + 1)y(t) ϕ(t)y(t − 1).
Then, by y(0) < 0 it follows y(t) < 0 for every t ∈ Z+.
Claim 3. 0< y(t) < 1, for every t ∈ N.
By Claim 2 it follows that y(t) < 1, t ∈ N. Suppose that there exists t0 such that y(t0) = 0. Then, by Claim 1 y(t0) =
y(t0 + 1) − y(t0) = y(t0 + 1) 0 which is a contradiction with Claim 2. Hence 0< y(t) < 1, ∀t ∈ N. 
The next lemma of independent interest shows that a weak convergence on the space Xc implies the point-wise conver-
gence.
Lemma 3.2. Let xn ⇀ x weakly in Xc . Then
xn(t) → x(t), ∀t ∈ Z+, n → +∞,
and
xn(t) → x(t), ∀t ∈ Z+, n → +∞.
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∞∑
t=1
ϕ(t)(xn − x)(t − 1)h(t − 1) =
∞∑
t=0
ϕ(t + 1)(xn − x)(t)h(t) → 0
as n → +∞. Then xn(t) → x(t) as n → +∞ for every t ∈ N+. Let t0 ∈ Z+ be ﬁxed and take h0 ∈ Xc as
h0(t) =
{
ϕ(−t0 − 1), t ∈ [0, t0],
ϕ(−t), t ∈ [t0 + 1,+∞[.
Then, if t ∈ [0, t0], h0(t) = 0, while if t ∈ [t0 + 1,+∞[
h0(t) = h0(t + 1) − h0(t) = ϕ(−t − 1) − ϕ(−t) = −c(1+ c)−t−1 = −cϕ(−t − 1).
By ϕ(−t)ϕ(t) = 1 we have
∞∑
t=0
ϕ(t + 1)∣∣h0(t)∣∣2 = c2 ∞∑
t=t0+1
ϕ(t + 1)ϕ2(−t − 1) = c2
∞∑
t=t0+1
ϕ(−t − 1) < ∞,
which shows that h0 ∈ Xc . Then
∞∑
t=0
ϕ(t + 1)xn(t)h0(t) →
∞∑
t=0
ϕ(t + 1)x(t)h0(t), n → +∞,
which implies that
∞∑
t=t0+1
ϕ(t + 1)xn(t)
(−cϕ(−t − 1))→ ∞∑
t=t0+1
ϕ(t + 1)x(t)(−cϕ(−t − 1)), n → +∞,
or
∞∑
t=t0+1
xn(t) →
∞∑
t=t0+1
x(t), n → +∞ ⇔ xn(t0 + 1) → x(t0 + 1), n → +∞.
By xn(t) → x(t) as n → +∞ for every t ∈ Z+ it follows that xn(t0) → x(t0), n → +∞. Hence
xn(t) → x(t), ∀t ∈ Z+, n → +∞,
and
xn(t) → x(t), ∀t ∈ Z+, n → +∞. 
Lemma 3.3. Assume (H), (3.1) and c is such that
0< k <
c2
2(2+ c) . (3.6)
Then, the functional I : Xc → R is coercive and weakly lower semi continuous.
Proof. Note that (3.6) is equivalent to c > k + √k2 + 4k. We present the functional I in the form
I(x) = I1(x) + I2(x),
where
I1(x) := 1
2
( ∞∑
t=0
ϕ(t + 1)∣∣x(t)∣∣2 − k ∞∑
t=0
ϕ(t)x2(t)
)
and
I2(x) :=
∞∑
ϕ(t)
(
k
2
x2(t) − F (x(t)))+ F (x(0)).t=0
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I1(x)
1
2
‖x‖2 − k(2+ c)
c2
‖x‖2 = 2+ c
c2
(
c2
2(2+ c) − k
)
‖x‖2  C‖x‖2  0,
which means that I1 is coercive. I1 is a convex functional because I1 is continuous and for every x1 and x2 of Xc
I1
(
x1 + x2
2
)
 1
2
(
I1(x1) + I1(x2)
)
.
Indeed by the identity a
2+b2
2 − ( a+b2 )2 = ( a−b2 )2 it follows that
I1(x1) + I1(x2)
2
− I1
(
x1 + x2
2
)
= 1
2
( ∞∑
t=0
ϕ(t + 1)
(
x1(t) − x2(t)
2
)2
− k
∞∑
t=0
ϕ(t)
(
x1(t) − x2(t)
2
)2)
= I1
(
x1(t) − x2(t)
2
)
 C
4
∥∥x1(t) − x2(t)∥∥2  0.
Claim 4. I2 is weakly lower semi continuous on Xc .
Denote g(t, x) = ϕ(t)( k2 x2 − F (x)). We have that g(t, x) 0 for any t ∈ N and x ∈ R. Let ε > 0 and N = N(ε) be such that
N∑
t=0
g
(
t, x(t)
)

∞∑
t=0
g
(
t, x(t)
)

N∑
t=0
g
(
t, x(t)
)+ ε
2
. (3.7)
Since g(t, x) is continuous in x, there exists N1  N , such that for n N1∣∣g(t, xn(t))− g(t, x(t))∣∣ ε
2N
, t ∈ [0,N],
and
N∑
t=0
g
(
t, xn(t)
)

N∑
t=0
g
(
t, x(t)
)− ε
2
.
Then, by (3.7)
∞∑
t=0
g
(
t, xn(t)
)

∞∑
t=0
g
(
t, x(t)
)− ε. (3.8)
Let xn ⇀ x weakly in Xc . Since F is a continuous function, xn(0) → x(0), ε is arbitrary small, (3.8) and Lemma 3.2 imply
that
lim
n→∞ I2(xn) I2(x).
I1 is a continuous functional and I2 is positive and therefore I is coercive and weakly lower semi continuous on Xc . 
Proof of Theorem 1.1. Note that the set Yc = {x ∈ Xc: x(0) = 1} is convex and closed set in Xc . If xn ⇀ x weakly as n → +∞,
by the proof of Lemma 3.3 it follows that xn(t) → x(t) for every t ∈ Z+.
If xn(0) = 1, then x(0) = 1 and x ∈ Yc , i.e. Yc is weakly closed set in Xc . Since I is bounded below, coercive and weakly
lower semi continuous in Yc , then c = inf{I(x): x ∈ Yc} is ﬁnite and attained at a point y ∈ Yc (see [5, p. 301]). By Lemma 3.1,
0 < y(t) < 1, for every t ∈ N and y(t) < 0, for every t ∈ Z+. Since I is continuously Gateáux differentiable and y is an
interior point in Xc , it follows that ∂ I∂ y(t) (y) = 0, t ∈ N, which is equivalent to
2 y(t − 1) + cy(t) + f (y(t))= 0, t ∈ N,
by Proposition 3.1, which ends the proof of Theorem 1.1. 
Proof of Theorem 1.2. Deﬁne the function
f˜ (x) =
{
f (x), x ∈ [0, ε],
0, x /∈ [0, ε].
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F˜ (x) =
{
F (x), x ∈ ]−∞, ε],
F (ε), x ∈ ]ε,+∞[,
which implies that F˜ (x)  k2 x2 for x ∈ Z+. Note that F˜ is continuous on R but not differentiable at x = ε. Consider the
functional
I˜(x) :=
∞∑
t=1
ϕ(t)
(
1
2
∣∣x(t − 1)∣∣2 − F˜ (x(t))).
One can prove that I˜ is coercive and weakly lower semi continuous on Xc and it attains its minimum on the convex and
weakly closed set Y˜c = {x ∈ Xc: x(0) = ε}. As in the proof of Lemma 3.1, the minimizer y of I˜ on Y˜c satisﬁes 0 y(t) ε
for every t ∈ Z+.
Claim 5. y(t) 0, t ∈ Z+.
Assume that there exists t0 ∈ N such that y(t0 − 1) < 0 and y(t0) > 0. Deﬁne the function
z(t) =
{
y(t), t = t0,
min{y(t0 − 1), y(t0 + 1)}, t = t0.
Then, z(t0 − 1) = 0 and |z(t0)| < |y(t0)| or z(t0) = 0 and |z(t0 − 1)| < |y(t0 − 1)|. Since 0 y(t0) < z(t0) ε it
follows that F˜ (z(t0)) > F˜ (y(t0)), because F˜ is strongly increasing on [0, ε]. Then
|z(t0 − 1)|2
2
− F˜ (z(t0))< |y(t0 − 1)|2
2
− F˜ (y(t0))
and I˜(z) < I˜(y) which is a contradiction.
Assume now that there exist natural numbers t0 and l such that
y(t0 − 1) > y(t0) = · · · = y(t0 + l) < y(t0 + l + 1).
Deﬁne the function
w(t) =
{
y(t), t /∈ [t0, t0 + l] = A,
min{y(t0 − 1), y(t0 + l + 1)}, t ∈ A.
As before one proves that∣∣w(t)∣∣ ∣∣y(t)∣∣, ∀t ∈ Z+,∣∣w(t)∣∣< ∣∣y(t)∣∣, t = t0 − 1 or t0 + l,
F˜
(
w(t)
)
 F˜
(
y(t)
)
, ∀t ∈ Z+,
F˜
(
w(t)
)
> F˜
(
y(t)
)
, t ∈ [t0, t0 + l],
which implies that I˜(w) < I˜(y), a contradiction. Hence y(t) 0 for every t ∈ Z+.
We can assume that y(1) < ε. Otherwise there exists t1  1 such that y(1) = · · · = y(t1) = ε and y(t1 + 1) < ε. Then
y(t) = 0, t ∈ [0, t1 − 1], and
I˜(y) = −
t1∑
t=1
ϕ(t) F˜ (ε) +
∞∑
t=t1+1
ϕ(t)
( |y(t − 1)|2
2
− F˜ (y(t)))
= − F˜ (ε)(1+ c) (1+ c)
t1 − 1
c
+ ϕ(t1)
∞∑
t=1
ϕ(t)
( |y1(t − 1)|2
2
− F˜ (y1(t))),
where y1(t) = y(t1 + t). Hence
I˜(y) = − F˜ (ε) (1+ c)
c
(
ϕ(t1) − 1
)+ ϕ(t1)˜I(y1)
and y1 is a minimizer of the functional I˜ with y1(1) = y(t1 + 1) < ε. If it is not true, there exists v ∈ Y˜c such that
I˜(v) < I˜(y1). Deﬁne a new function v1 such that
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{
ε, t ∈ [0, t1],
v(t − t1), t ∈ [t1 + 1,∞[.
As before we have
I˜(v1) = − F˜ (ε) (1+ c)
c
(
ϕ(t1) − 1
)+ ϕ(t1)˜I(v) < − F˜ (ε) (1+ c)
c
(
ϕ(t1) − 1
)+ ϕ(t1)˜I(y1) = I˜(y),
which is a contradiction. Therefore we can assume that y(1) < ε. By Claim 5 it follows that y(t) < ε for every t ∈ N. Since
I˜ is differentiable for y = {y(1), . . . , y(k), . . .} with y(k) < ε for every k ∈ N and y is a minimizer of I˜ , then
∂˜ I(y)
∂ y(k)
= 0, k ∈ N,
which means that
2 y(k − 1) + c
1+ cy(k − 1) +
1
1+ c f˜
(
y(k)
)= 0
is equivalent to
2 y(k − 1) + cy(k) + f˜ (y(k))= 0.
Since 0  y(t)  ε, f˜ (y(k)) = f (y(k)) and y(k) is a solution of Eq. (1.4). Moreover, as in the proof of Theorem 1.1 it
follows that y(t) < 0, for every t ∈ Z+ and y(t) ∈ ]0, ε[ for every t ∈ N. 
4. Numerical experiments and remarks
Eq. (1.4) is equivalent to
x(t + 1) = 1
1+ c
(
(2+ c)x(t) − x(t − 1) − f (x(t))), (4.1)
which means that for a given x(0) = 1 and x(1) = a the sequence {x(t): t ∈ N} is determined by the recursion. Theorem 1.1
implies that there exists a ∈ ]0,1[ such that the sequence {x(t): t ∈ N} has the property 0 < x(t) < 1, x(t) < 0 for every
t ∈ N and x(t) → 0 as t → +∞, referred to as D0-solution in the introduction. Moreover, one can prove
Proposition 4.1. Suppose that the assumptions of Theorem 1.1 hold, x(0) = 1 and there exists k0 such that x(k0) = x0 > 0 and
x(k0 + 1) = x1 < 0. Then x(t) → x1 + x1−x0c < 0 as t → +∞. If x(0) = 1, x(1) = a > 1, then x(t) > 0, for every t ∈ Z+ and
x(t) → a + a−1c > 1 as t → +∞.
Proof. Since f (s) 0 it follows that 2x(t − 1)+ cx(t) 0 which implies x(t) 11+cx(t − 1), for every t ∈ N. Let there
exist k0 such that x(k0) = x0 > 0 and x(k0 + 1) = x1 < 0. Then f (x(k0)) > 0 and f (x(k0 + 1)) = 0 and for t  k0 + 1 the
equation reduces to the linear difference equation
(1+ c)x(t + 1) − (2+ c)x(t) + x(t − 1) = 0,
with initial conditions x(k0) = x0 > 0 and x(k0 + 1) = x1 < 0. It has a solution
x(t) = x1 + x1 − x0
c
+ x0 − x1
c(1+ c)t−k0−1
and x(t) → x1 + x1−x0c as t → +∞. The case x(0) = 1, x(1) = a > 1 can be treated in an analogous way. 
Let f (s) = s − s3, s ∈ [0,1], and f (s) = 0, s /∈ [0,1], which is a typical KPP nonlinearity with k = 1.
We present list plots of the sequence {(t, x(t)): t ∈ Z+} for c > 1+
√
5 and c < 1+ √5.
On Fig. 1(A) are presented list plots for c = 10 and x(1) = 0.9, 0.7, 0.5, 0.4, 0.3 for which we have D0-solutions. The
solution for x(1) = 0.01 is not a D0-solution. We have k0 = 1, x(1) = x0 = 0.01 > 0 and x(2) = x1 = −0.080909 < 0. By
Proposition 4.1, we have that x(t) → x1 + x1−x0c = −0.0899999 ≈ x(8) < 0.
List plots for c = 2 < 1 + √5 and x(1) = 0.95, 0.7, 0.5, 0.1 are presented on Fig. 1(B). For every of these solutions the
limit limt→∞ x(t) is negative.
List plots of solutions for c = 4 and x(0) = 1, x(1) = 0.9, x(0) = 0.7, x(1) = 0.5, x(0) = 0.5, x(1) = 0.3, x(0) = 0.3,
x(1) = 0.2, x(0) = 0.2, x(1) = 0.1 are presented on Fig. 2(C). It illustrates Theorem 1.2. List plots for c = 4 and x(0) = 1,
x(1) = 2, 1.5, 1, 0.8, 0.5, 0.1, 0.01 are presented on Fig. 2(D), which illustrates Proposition 4.1.
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Fig. 1. (A) List plots of solutions for c = 10 and x(1) = 0.9, 0.7, 0.5, 0.4, 0.3, 0.01. (B) List plots of solutions for c = 2 and x(1) = 0.95, 0.7, 0.5, 0.1. (For
interpretation of the references to color in this ﬁgure, the reader is referred to the web version of this article.)
(C) (D)
Fig. 2. (C) List plots of solutions for c = 4 and x(0) = 1, x(1) = 0.9, x(0) = 0.7, x(1) = 0.5, x(0) = 0.5, x(1) = 0.3, x(0) = 0.3, x(1) = 0.2, x(0) = 0.2, x(1) = 0.1.
(D) List plots of solutions for c = 4 and x(0) = 1, x(1) = 2, 1.5, 1, 0.8, 0.5, 0.1, 0.01. (For interpretation of the references to color in this ﬁgure, the reader is
referred to the web version of this article.)
Open problem. In the assumptions of Theorem 1.1, is it true, that for any c < k + √k2 + 4k, the solution of Eq. (1.4) with
x(0) = 1 and any x(1) ∈ ]0,1[ is not a D0-solution?
Remark 4.1. By Proposition 4.1, the solution of Eq. (1.4) with x(0) = 1, x(1) = a ∈ ]0,1[ is not a D0-solution, if x(2) =
1
1+c ((2+ c)a− 1− a+ a3) < 0 and x(t) → 1c (a3 + ac − 1) < 0 as t → ∞. The inequality (2+ c)a− 1− a+ a3 < 0 implies that
0< a < h(c),
where
h(c) = 1
6
3
√(
108+ 12
√(
93+ 36c + 36c2 + 12c3) )− 2+ 2c
3
√
(108+ 12√(93+ 36c + 36c2 + 12c3) )
is the unique real positive root of the cubic equation (2 + c)a − 1 − a + a3 = 0. Note, that the function h(c) is strictly
decreasing for c > 0, limc→∞ h(c) = 0 and h(0) = 0.68233.
Now, we will discus the existence of inﬁnitely many D0-solutions of Eq. (1.4) and prove Theorem 1.3. We need some
deﬁnitions concerning linear second-order difference equations. Let L be a linear second-order difference operator
Lx(t) = x(t + 1) + px(t) + qx(t − 1), t ∈ N. (4.2)
We say that a solution x(t) of Eq. (4.2) has a generalized zero at t0 ∈ Z+ provided that x(0) = 0 and if t0 > 0 either x(t0) = 0
or x(t0)x(t0 − 1) < 0. The difference equation (4.2) is disconjugate on [0, T ], T ∈ N, provided that any nontrivial solution of
Eq. (4.2) has at most one generalized zero on [0, T ] (see [1,10]). One can prove that if
p < 0, q > 0, p2 − 4q 0, (4.3)
Eq. (4.2) is disconjugate on [0, T ] for every T ∈ N. The following statement is proved in [10, Theorem 6.6, p. 241].
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Lu(t) Lv(t), t ∈ [1, T ],
u(0) = v(0), u(1) = v(1).
Then u(t) v(t) on [0, T + 1].
Proof of Theorem 1.3. Since f satisﬁes the assumptions of Theorem 1.1, there exists a fast solution y which is a minimizer
of the functional I : Xc → R. By Lemma 3.1 and Proposition 4.1, 0< y(1) < 1 and y is a D0-solution. Let z(1) = a ∈ ]y(1),1[
and sequence z(t) is generated by the equation
z(t + 1) = 1
1+ c
(
(2+ c)z(t) − z(t − 1) − f (z(t))),
z(0) = 1, z(1) = a.
We will prove that z(t) is a D0-solution of (1.4), i.e.
z(t) < 0, t ∈ Z+, lim
t→∞ z(t) = 0.
By Proposition 4.1, z(t) 11+cz(t − 1), for every t ∈ N. Since z(0) < 0, we have that z(t) < 0, t ∈ Z+.
Now, we will prove that y(t) z(t) for every t  2. Consider the linear difference equation
L0x(t) = 2x(t − 1) + cx(t) + kx(t) = (1+ c)
(
x(t + 1) −
(
1+ 1− k
1+ c
)
x(t) + 1
1+ c x(t − 1)
)
= 0. (4.4)
By (4.3), Eq. (4.4) is disconjugate if c > k + √k2 + 4k > k. Hence, by Lemma 4.1, if L0x0(t)  0, where x0(0) = x0(1) = 0,
then x0(t)  0. Moreover, if L0x(t)  0, where x(0) = 0 and x(1) = b > 0, then x(t)  0. Indeed, we can present x(t) as
x(t) = x0(t) + x1(t), where L0x1(t) = 0, x1(0) = 0 and x1(1) = b. We have that
x1(t) = b r
t
1 − rt2
r1 − r2 ,
where r1 and r2 are positive real roots of the characteristic equation r2 − (1+ 1−k1+c )r+ 11+c = 0 of operator L0, because c > k.
Then x1(t) > 0 and x(t) 0 for every t ∈ N.
Let T ∈ N, T  2. Suppose that y(t) z(t) for every t ∈ [1, T ]. We will prove that y(T +1) z(T +1). Then, by induction
we will have y(t) z(t) for every t ∈ N. Since g is nondecreasing on ]0,1[ for every t ∈ [1, T ] we have
g
(
y(t)
)
 g
(
z(t)
)
or
2 y(t − 1) + cy(t) + ky(t)2z(t − 1) + cz(t) + kz(t),
which is equivalent to
x(t + 1) −
(
1+ 1− k
1+ c
)
x(t) + 1
1+ c x(t − 1) 0, t ∈ [1, T ],
with x(t) = z(t)− y(t), x(0) = 0, x(1) = b− y(1) = a > 0. Since Eq. (4.4) is disconjugate on [0, T +1] and L0x(t) 0, t ∈ [1, T ],
by the above considerations it follows that z(T + 1) y(T + 1). Now, we have that the sequence z(t) is strictly decreasing
and positive by 0 < y(t)  z(t). Let l be the limit of z(t) at inﬁnity. We have that 0  l < 1 and letting t → ∞ in (1.4),
we obtain that f (l) = 0. By (G), we obtain that l = 0. Above considerations show that the D0-solutions are ordered, i.e. if
0< y(1) z1(1) z2(1) < 1, then y(t) z1(t) z2(t). 
Remark 4.2. A numerical experiment shows that there exist functions f which satisfy (H), but not (G) for which D0-
solutions are not ordered, i.e. there exist t0 < t1 such that z1(t0) < z2(t0) and z1(t1) > z2(t1).
An example is the function
f (s) =
{
(s − s2)(1+ 0.9 sin(100π s)), s ∈ [0,1],
0, s /∈ [0,1].
110 M. Aprahamian et al. / J. Math. Anal. Appl. 363 (2010) 97–110Fig. 3. List plots of solutions for c = 4 and z1(0) = 1, z1(1) = 0.7 and z2(0) = 1, z2(1) = 0.9. (For interpretation of the references to color in this ﬁgure, the
reader is referred to the web version of this article.)
List plots of solutions of Eq. (1.4) with c = 4 are presented on Fig. 3. Numerical computations shows that for z1(t)
and z2(t) such that z1(0) = 1, z1(1) = 0.7 and z2(0) = 1, z2(1) = 0.9 one has z1(16) = 0.10975 < z2(16) = 0.14292 and
z1(17) = 0.0877475 > z2(17) = 0.0825055.
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