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A time-varying model for the forward flight dynamics of a flapping-wing micro aerial
vehicle is identified from free-flight optical tracking data. The model is validated and
used to assess the validity of the widely-applied time-scale separation assumption. Based
on this assumption, we formulate each aerodynamic force and moment as a linear ad-
dition of decoupled time-averaged and time-varying sub-models. The resulting aero-
dynamic models are incorporated in a set of linearised equations of motion, yielding a
simulation-capable full dynamic model. The time-averaged component includes both the
longitudinal and the lateral aerodynamics and is assumed to be linear. The time-varying
component is modelled as a third-order Fourier series, which approximates the flapping
dynamics effectively. Combining both components yields a more complete and realistic
simulation. Results suggest that while in steady flight the time-scale separation assump-
tion applies well, during manoeuvres the time-varying dynamics are not fully captured.
More accurate modelling of flapping-wing flight during manoeuvres may require consid-
ering coupling between the time scales.
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Nomenclature
f = frequency, Hz
F = aerodynamic forces, N , and moments, Nm
g = acceleration due to gravity, ms−2
Ix, Iz, Ixz = body moments of inertia, kg ·m2
J = cost function
L,M,N = aerodynamic moments around xb, yb and zb axis, Nm
m = mass, kg
nk = number of measurement points
nu, nx, ny = number of inputs u, states x, outputs y
p, q, r = turn rates in body-fixed coordinates, rad · s−1
R = measurement error covariance matrix
u, v, w = velocities in body-fixed coordinates ms−1
u = model input
xb, yb, zb = body-fixed coordinate system
x = state vector
y = model-predicted system output
z = measured system output
X, Y, Z = aerodynamic forces along xb, yb and zb axis, N
α, β = angle of attack, angle of sideslip, rad
δe, δr = elevator deflection, rudder deflection, rad
Θˆ = parameter estimates
Φ,Θ,Ψ = Euler angles, rad
I. Introduction
THE recent surge of interest in unmanned aircraft, for both civilian and military applications,has propelled extensive exploration of new and unconventional configurations. One of these is
the biologically-inspired Flapping-Wing Micro Aerial Vehicle (FWMAV).1, 2, 3 FWMAVs combine
a small size and mass with the numerous favourable flight properties of flapping-wing flyers, such
as high manoeuvrability and agility, power efficiency, an extensive flight envelope, and the ability
to fly at low speeds and hover.
In view of these properties, FWMAVs are expected to have useful applications in the future,
e.g. for ISR (intelligence, surveillance and reconnaissance) operations, or inspecting damaged
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buildings or machines. However, at present the development of such vehicles is challenging due
to the complex phenomena involved in flapping-wing flight. Flapping-wing flyers operate at low
Reynolds numbers and are characterised by unsteady aerodynamics, our understanding of which
is incomplete.4, 5 A few models have been proposed to capture some of these unsteady effects,
based on computational fluid dynamics and first principles.6, 7, 8 These models however, tend to
be complex and computationally inefficient, and are typically inadequate for practical applications
such as control system design9 and dynamic simulation.
A more viable alternative from this perspective is given by quasi-steady models, combined
with coefficients derived from either first principles or experimental data.10, 11, 12, 13 Quasi-steady,
linear-in-the-parameters models have also been obtained from flight data by means of system iden-
tification.14, 15 The advantage is a strong link between model and physical system and the direct
possibility for validation with real data. By contrast, first-principles and numerical models are
often not fully validated, or validated indirectly with data collected with other platforms.10, 16
The flapping motion also results in complex time-varying kinematics and dynamics, and flapping-
wing vehicles are often represented as multi-body dynamic systems.17, 18, 19, 20, 21, 22 However, some
studies suggest that flapping-wing kinematics have a negligible effect on the cycle-averaged aero-
dynamics when either the flapping frequency is significantly higher than that of the rigid body
modes,23 or the wing mass is low compared to the body mass.24 These findings may justify sim-
pler single-body formulations of the dynamics.24
Specifically for stability analysis, control system design and simulation, simple and compu-
tationally efficient models are desired. In this context, several significantly simplified, low-order
dynamic models have been applied,25, 23, 26, 27 often based on the linearised fixed-wing aircraft equa-
tions of motion (EOM).23, 26 Control work on FWMAVs also often applies averaging techniques to
cancel time-varying effects.28, 29, 9, 30 Under the assumption of time-scale separation, such studies
consider the body and flapping dynamics to be decoupled. Whether or not this is the case is under
debate, as there may be non-negligible interactions between the two components.31 Taha et al.
suggest that particularly where the ratio between flapping frequency and body natural frequency
is low, the high-frequency periodic forcing due to flapping can influence the stability of hovering
insects, and hence separating the fast and slow time scales is sometimes questionable.32, 33 How-
ever, at present the most widespread approach is to neglect time-varying effects at a body dynamics
level.
The development of simple but accurate models for FWMAVs remains an open field of re-
search, and particularly models based on free-flight data are scarce,34, 14, 15, 25 owing to the limited
availability of testing facilities and the restrictions imposed by the limited size, payload and con-
trollability of FWMAVs. Extensive modelling work on the DelFly FWMAV was done by Caetano
et al., who obtained linear aerodynamic models from flight data35 using the two-step method.36
These models capture the platform cycle-averaged aerodynamics fairly well, but result in diver-
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gence when used in a nonlinear simulation, which contrasts with the observed flight behaviour.
More recently, linear time-invariant (LTI) structures were used to model the dynamics of the
DelFly via black-box system identification.37 The resulting models are fairly accurate, but include
unphysical terms to account for effects that could not be captured otherwise, and due to their
structure do not provide information on the aerodynamics. Despite limitations, the aforementioned
studies suggest that within bounded regions of the flight envelope, linear model structures can
provide acceptable approximations of both the aerodynamics and dynamics of the DelFly.
This paper discusses the identification and validation of grey-box models for the DelFly, based
on free-flight optical tracking data. The models include flapping effects and are sufficiently ac-
curate for control system design and realistic flight simulation, within a small but representative
region of the flight envelope. Low-order models are first developed for the longitudinal and lat-
eral flap cycle-averaged dynamics. Subject to a number of assumptions, these models accurately
describe the vehicle’s time-averaged behaviour in forward flight and can be used to simulate it.
Subsequently, a simple model for the flapping component is proposed under the assumption of
time-scale separation. The model is considered an effective first approximation and is combined
with the aforementioned cycle-averaged model to yield a time-varying description for the longitu-
dinal system dynamics.
Our modelling approach additionally allows us to investigate the fast time-scale dynamics and
assess the validity of the time-scale separation assumption. Any discrepancies between the sug-
gested model and the measurements give insight into the limitations of the assumption, and into the
magnitude and timing of possible couplings between the cycle-averaged and time-varying compo-
nents.
The chosen grey-box formulation provides useful insight into the Delfly dynamics, while the
simple model structure allows for the development of new control and guidance systems.38 The in-
clusion of flapping effects in particular, is important for the design and testing of on-board sensors,
cameras, and vision-based control algorithms. Finally, the obtained model is the first simulation-
capable and partially physically meaningful model of the DelFly, and thus enhances the potential
for further work on this platform.
This paper is structured as follows. Section II explains the proposed overall modelling ap-
proach. Section III presents the DelFly platform and the experimental setup used to obtain the
flight data. Sections IV and V outline the cycle-averaged and time-varying modelling processes,
respectively, and discuss the main results obtained; Section VI discusses the combined model.
Section VII summarises the main conclusions and suggestions for further work.
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II. Approach
We aim to investigate the time-averaged and time-varying components of the dynamics of the
DelFly. Neglecting fast time-scale effects and focusing on a cycle-averaged level is common in
the modelling of flapping-wing flyers. There is no clear consensus, however, on whether or not the
flapping and body dynamics are decoupled, and this also depends on the specific platform. In the
case of the DelFly, the flapping frequency (≈ 101Hz) is only one order of magnitude larger than
the body mode frequencies (≈ 1Hz),39, 37 hence the validity of the decoupling assumption is not
self-evident.
To begin with, the principle of time-scale separation was investigated as a means of obtaining a
model for each the time-averaged and the time-varying component. Whereas time-scale separation
is typically used to justify omitting flapping effects when modelling the overall dynamics, it was
used here also as a means to consider flapping effects. For this, the assumption was reformulated
to signify that if the cycle-averaged and time-varying components are indeed decoupled, then two
distinct models can be developed for the two components, and these models can then be combined
linearly to yield a full model of the system that includes flapping effects. Applying this modelling
approach is a way to evaluate how effectively time-scale separation allows for the system’s be-
haviour to be represented, and, if necessary, to identify shortcomings of this approach and the need
for more advanced alternatives.
In this context, in addition to the cycle-averaged modelling, an investigation into the fast time-
scale processes was undertaken, with the initial objective of determining a first approximation of
the flapping dynamics to combine with the cycle-averaged model, e.g., to allow for more realistic
simulation. The aim was also, however, to acquire further knowledge on the flapping process, and
particularly to investigate whether there are any interactions between the two time scales, and, if
so, how significant these are.
Equations 
of motion 
Model: time-varying 
component of aero 𝑢2 𝑥 𝑡𝑜𝑡𝑎𝑙 
𝑢1 
Model: time-averaged 
component of  aero 𝐹𝑇𝐴 
𝐹𝑇𝑉 𝑥𝑡𝑜𝑡𝑎𝑙 + ∫  𝐹 
Figure 1: Overall modelling approach based on time-scale separation.
Hence, a model for the DelFly was developed in terms of a superposition of a time-averaged and
a time-varying sub-model, as illustrated in Figure 1. The total aerodynamic forces and moments,
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collectively denoted by F in the diagram, were defined to consist of the sum of a time-averaged,
low-frequency component, FTA, and a time-varying, higher-frequency component, FTV , each gen-
erated by a separate sub-model, driven by a separate input signal ui. Adding both parts yields the
total force F , which can then be fed into the EOM, as defined in Section IV.A, to run a complete
simulation of the system, that also includes a time-varying component. Each sub-model is indepen-
dent and can be used on its own to represent one of the two components of the aerodynamics and
dynamics. The decomposition into sub-models was defined in terms of the aerodynamic forces and
moments rather than the states, because the time-varying behaviour in the states can be considered
a consequence of the time-varying behaviour in the aerodynamics.
III. Experimental setup
III.A. Platform and data
The subject of this work is the DelFly II, shown in Figure 2, a FWMAV developed at TU Delft. It
has four wings arranged in an ‘X’ configuration, a wing span of approximately 274mm and a mass
of approximately 18g. It can be controlled by means of variations in the flapping frequency, and
deflections of the elevator and rudder surfaces in the tailplane. The vehicle can be piloted remotely,
but is also equipped with an autopilot that allows for control inputs to be pre-programmed and
executed. This is particularly useful for system identification purposes. In contrast to fixed-wing
vehicles, the DelFly typically flies at very large pitch angles (∼70◦-80◦ in slow forward flight),
which leads to a high degree of roll-yaw coupling and adds to the complexity of the platform. The
flapping mechanism consists of active rotation of the wings around the xb-axis (cf. Figure 2), with
upper and lower wings moving in opposite directions at symmetric angular velocities, and passive
rotation of the wings about their respective leading edge. Further information on the DelFly II can
be found in Refs. [1, 40, 15].
𝒙𝑩 
𝒚𝑩 
𝒛𝑩 
Figure 2: The DelFly II and definition of the body-fixed coordinate system (xb, yb, zb).
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The flight data used here were collected in the Vicon optical tracking chamber of the US Air
Force Research Laboratory at Wright-Patterson Air Force Base.35 The flight tests involved typical
system identification manoeuvres, such as pulses, doublets and 211 inputs, on the elevator and the
rudder. The resulting data were pre-processed to ensure consistency, remove outliers and reduce
noise, and the vehicle states were reconstructed from the measured positions of eight markers at-
tached to the DelFly at various locations.15 The aerodynamic forces and moments, not measurable
directly in flight, were reconstructed from the states assuming rigid-body dynamics.15 It was shown
that for the DelFly this gives almost identical results as using a multi-body model that considers
flapping effects.24 The flight testing and initial data-processing are described in Refs. [15, 41].
For this study, sixteen datasets for slow forward flight were used, containing short elevator and
rudder manoeuvres. While the initial steady conditions prior to the application of the test inputs
differed somewhat between samples, they covered a relatively small area of the flight envelope, as
shown in Figure 3, and were thus assumed to correspond to the same approximate flight regime.
This allowed, firstly, for a comparison between models estimated from different samples, and
secondly, for the samples not used to estimate a particular model to be used for its validation.
Figure 3: DelFly flight envelope coverage: velocity magnitude combined with angle of attack (left) and
angle of sideslip (right), at the test points used for the collection of the estimation data (circles),
together with the full flight envelope (crosses).
III.B. Data decomposition
To identify separate models for the time-averaged and time-varying components of the aerody-
namics, it was first necessary to obtain adequate estimation data. For this, the measured flight data
were decomposed in an analogous way as the model, i.e. into a time-averaged and a time-varying
component, used to identify models for the time-averaged and time-varying components of the
aerodynamics, respectively.
The data were decomposed by means of linear filtering. The raw measurements were first low-
pass filtered to remove noise. Given that the flapping frequency ranged from 11Hz to 13Hz in the
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Figure 4: Decomposition of the aerodynamic forces calculated from the measurements, previously low-
pass filtered at 40Hz to remove noise, into time-averaged and flapping-related components. The
flapping frequency for this example is in the range 12.5Hz − 13.3Hz.
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chosen datasets, a 40Hz cut-off was used, based on the observation that in free-flight data only the
first three flapping harmonics can be clearly recognised as distinct from noise.
Next, a cut-off between the frequency ranges relevant for the body dynamics and for the flap-
ping dynamics was chosen. The Delfly body dynamics are characterised by frequencies in the order
of 1Hz (cf. Section II); the flapping frequency is approximately 12Hz. On the basis of free-flight
and wind tunnel measurements, 5Hz was found to constitute an adequate cut-off between the two
time scales. Note that any cut-off represents a compromise. Although frequency peaks are recog-
nisable in the data, there is some frequency content in-between these that may belong to neither
component, or to both due to coupling effects. A low cut-off, close to the body mode frequencies,
will lead to more frequency content in the flapping component that may be unrelated to the flapping
dynamics. Likewise, a cut-off just below the flapping frequency will lead to more disturbance in
the time-averaged component. Similarly, whilst low-pass filtering is necessary to remove noise, it
may also remove some flapping-related content, again requiring an adequate compromise.
Figure 4 presents an example of the decomposition of the aerodynamic forces in xb, yb and zb
direction (as defined in Figure 2) computed from the measured data, into a cycle-averaged and a
flapping-related component. All measurements used for estimation were decomposed similarly. In
the measurements, it can already be seen that the flapping component of the aerodynamics is not
perfectly periodic and is to some extent affected by the platform low-frequency dynamics, or by
external factors. Hence, the data alone already cast doubt upon the periodicity of the fast time-scale
component, and whether or not it is coupled to the body dynamics. The modelling process was
expected to shed further light on this aspect.
IV. Time-averaged modelling
Here we discuss the modelling and identification of the DelFly cycle-averaged dynamics, start-
ing with the longitudinal component and then summarising the lateral component.
IV.A. Model structure definition
The chosen identification approach requires the definition of a model structure for the system at
hand. Whilst data can be fitted to any arbitrary structure, it is desirable for the model to have
some connection to the physics of the system it represents. Hence, a grey-box identification ap-
proach was chosen, allowing for a priori system knowledge to be included in the model. The
cycle-averaged dynamics of the DelFly are here represented by means of a linearised model struc-
ture derived from the general nonlinear fixed-wing rigid-body aircraft EOM. Whilst the DelFly
differs in many ways from conventional aircraft, previous research showed these equations to be
an adequate description for the considered flight conditions, at a cycle-averaged level.24
A linearised model was opted for because this represents the simplest solution and one that
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offers many practical advantages. Further to this, previous work on the DelFly suggests that the
time-averaged component of the dynamics, in a forward flight regime and within a limited part
of the flight envelope, can be represented reasonably well by means of simple, linear models. It
also shows that decoupled lateral and longitudinal models provide an adequate description in the
aforementioned flight conditions.37
Hence, the nonlinear fixed-wing rigid-body EOM were linearised around a typical forward
flight condition of the DelFly. The standard small perturbations assumptions were made, and
additionally, to account for the large pitch attitude characterising the typical steady forward flight
of the DelFly, the pitch attitude and the forward and vertical body-frame velocities were assumed
to be non-zero at the linearisation point.
A linear model structure was then defined for each of the aerodynamic forces and moments, in
the light of previous work suggesting that linear models describe a significant part of the DelFly
aerodynamics in slow forward flight.15 Only measurable and physically plausible states were in-
cluded in the models, and the assumption of decoupling made for the dynamics was assumed to
apply equally to the aerodynamics, resulting in the following equations,
X = Xq∆q +Xu∆u+Xw∆w +Xδe∆δe +mg sin Θ0 (1)
Y = Yp∆p+ Yr∆r + Yv∆v + Yδr∆δr (2)
Z = Zq∆q + Zu∆u+ Zw∆w + Zδe∆δe −mg cos Θ0 (3)
L = Lp∆p+ Lr∆r + Lv∆v + Lδr∆δr (4)
M = Mq∆q +Mu∆u+Mw∆w +Mδe∆δe (5)
N = Np∆p+Nr∆r +Nv∆v +Nδr∆δr, (6)
where all states and aerodynamic forces and moments are cycle-averaged. Control surface de-
flections are also cycle-averaged, to prevent the oscillations caused in them by the flapping from
entering the model through the input. Finally, the DelFly was assumed to fly symmetrically, so that
the only inertial components in the aerodynamics are those counterbalancing the weight, i.e., the
mass-dependent terms in the X and Z equations.
Applying the simplifications discussed to obtain the system dynamics equations and substi-
tuting Eqs. (1)-(6) into the thus obtained EOM yields the following grey-box state-space model
structures, for the DelFly cycle-averaged longitudinal dynamics,
∆q˙
∆u˙
∆w˙
∆Θ˙
 =

Mq
Iyy
Mu
Iyy
Mw
Iyy
0
Xq
m − w0 Xum Xwm −g cos(Θ0)
Zq
m + u0
Zu
m
Zw
m −g sin(Θ0)
1 0 0 0


∆q
∆u
∆w
∆Θ
+

Mδe
Iyy
bq˙
Xδe
m bu˙
Zδe
m bw˙
0 bΘ˙

 ∆δe
1
 , (7)
10 of 31
and lateral dynamics,

∆p˙
∆r˙
∆v˙
∆Φ˙
 =
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
 ∆δr
1
 (8)
with Ic = IxIz − I2xz, and where ∆ denotes perturbation values. In accordance with the linearised
formulation, the states are perturbations from the steady condition, and the inertial components in
Eqs. (1)-(6) are not included. The unknown parameters in the equations represent the aerodynamic
contribution. Additionally, a bias term was introduced in each equation by means of a unit input to
compensate for possible measurement biases, and in particular for inaccuracies in the calculation
of the trim condition and the perturbation values. Given that the mass and inertia of the platform
are known,15 estimating the unknown parameters yields models for each of the aerodynamic terms
as well as an overall linearised model for the DelFly.
To allow for simulation of the estimated models, in addition to the state-space systems in
Eqs. (7)-(8), an equation for the yaw dynamics was required. Linearising the known kinematic ex-
pressions relating Euler angles and body rates under the same assumptions used previously yields:
∆Ψ˙ =
∆r
cos Θ0 − sin Θ0∆Θ (9)
Finally, note that at this stage of the modelling process, the measured data used for estimation
are cycle-averaged and yield models for the cycle-averaged aerodynamic forces and moments only.
Hence, running a simulation with the identified aerodynamic models will result in states that are
likewise only cycle-averaged.
IV.B. Parameter estimation
The unknown parameters in Eqs. (1)-(6) were estimated using a maximum likelihood (ML) esti-
mator and an output error approach, as illustrated in Figure 5 and described in this section. This
estimation approach allows for measurement error in the states to be considered, under the as-
sumption that it is white and Gaussian, whereas process noise is not taken into account. The cost
function for this type of problem can be defined as the negative logarithm of the likelihood function
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Figure 5: Parameter estimation framework: output error approach.
expressing the probability p of an observation z occurring at a particular time point k, given the
parameter vector Θ:
J(Θ,R) = − ln p(z|Θ) = 1
2
nk∑
k=1
[z(k)−y(k)]TR−1[z(k)−y(k)]+ nk
2
ln (det(R))+
nkny
2
ln(2pi)
(10)
where R is the measurement noise covariance matrix, nk is the number of samples, ny is the
number of outputs, and z(k) and y(k) are the measured and model-predicted outputs, respectively,
at time point k. The model-predicted outputs are a function of the parameter vector.
The matrix R appearing in the Eq. (10) is typically unknown, and can for instance be deter-
mined within each iteration step through a relaxation technique.42 For this, the parameters are fixed
at the value found in the previous iteration and the cost function is minimised with respect to R,
which gives the following estimate for R:
Rˆ =
1
nk
nk∑
k=1
[z(k)− y(k)][z(k)− y(k)]T (11)
Substituting the above expression into the cost function in Eq. (10) yields the cost at the current iter-
ation step, which is used to determine whether the convergence criteria have been met. To estimate
a new set of parameters for the successive iteration step, the noise covariance matrix determined
from the previous set of parameters by means of Eq. (11) is substituted into the cost function in
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Eq. (10), and the cost function is now minimised with respect to the parameters, which are assumed
to be unknown again. The minimisation of the cost yields the parameter update step and a new set
of parameters for the following iteration. The minimisation process can be performed using any
suitable algorithm; here, a Gauss-Newton technique was applied. More exhaustive information on
ML-based estimation can be found in the literature.42, 43, 44
For the estimation work presented here, the system states were used as outputs, and the system
equations were formulated in state-space form, as in Eqs. (7-8) in Section IV.A. The longitudinal
and lateral components of the model were estimated separately but using an analogous approach.
In each case, the relevant states were used as outputs, leading to an output equation of the form:
z = diag{1, . . . , 1}x. Thus, the cost function J in Eq. (10) was a function of the difference
between measured and model-predicted states. The propagation of the states required within the
estimation process was computed using Eqs. (7) and (8) for the longitudinal and lateral dynamics,
respectively, by means of a fourth-order Runge-Kutta integrator. In the diagram in Figure 5, this
happens within the dynamic simulation block, where the known input, initial states, and mass and
inertia properties are used to calculate the model-predicted states during each iteration. The two
sub-blocks clarify that the aerodynamic models (aerodynamic forces and moments sub-block) are
incorporated in the state-space model (EOM sub-block). Least squares regression was used to
obtain initial guesses for the parameters.
IV.C. Time-averaged modelling results
As several datasets were available, a number of separate models could be estimated. These were
first evaluated separately, then compared to each other, considering the limitations dictated by the
modelling approach. For both the longitudinal and the lateral dynamics, one model is discussed in
some detail as a representative example, and a brief comparison is then made to the other models.
IV.C.1. Longitudinal modelling
The estimated parameters and corresponding estimated standard deviations obtained for the longi-
tudinal example model are presented in Table 1. The estimated standard deviations are all below
1% of the corresponding parameter estimate values, suggesting an overall effective estimation pro-
cess. Similarly, the correlation between the separate parameters was found to be acceptably low,
mostly below 0.7, again pointing to an unproblematic estimation. Figure 6 shows that the model-
predicted states and aerodynamic forces and moment match the estimation data effectively, and the
metrics reported in Table 2 corroborate the visual assessment. The model residuals were found to
have approximately a zero mean and not to be excessively correlated to the measurements.
The exception to some of the above observations is the model for the X force, which appears
to be less effective. In part this may be due to the relatively limited excitation of X in the data,
13 of 31
however it can also be seen that the X response to the input seems to be somewhat nonlinear, so
that the current model structure is insufficient to accurately represent it. Despite these limitations,
the visible inaccuracy of the model for X is not noticeably reflected in the states, presumably
because the constant component of the force that is counterbalancing the weight of the platform by
far predominates over the transient effects.
Table 1: Parameter estimates Θˆ and estimated standard deviations σˆ for the identified cycle-averaged lon-
gitudinal model
param. Θˆ |σˆ| 100|σˆ/Θˆ| param. Θˆ |σˆ| 100|σˆ/Θˆ| param. Θˆ |σˆ| 100|σˆ/Θˆ|
Xq 3.05E-03 2.90E-05 0.95 Zq -1.31E-02 2.87E-05 0.22 Mq -1.03E-03 1.46E-06 0.14
Xu -3.39E-02 1.48E-04 0.44 Zu -3.21E-02 2.18E-04 0.68 Mu 3.90E-03 8.76E-06 0.22
Xw 1.81E-02 8.58E-05 0.47 Zw -7.74E-02 1.29E-04 0.17 Mw 2.59E-03 4.15E-06 0.16
Xδe 2.53E-02 2.23E-04 0.88 Zδe -9.67E-02 1.93E-04 0.20 Mδe -6.96E-03 1.19E-05 0.17
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(b) Aerodynamic forces and moments
Figure 6: Estimation results for the time-averaged longitudinal model: measured identification data and
model-estimated values for the states and the aerodynamic forces and moments.
Table 2: Metrics quantifying the performance of the time-averaged longitudinal model as applied to the
estimation dataset shown in Figure 6 and to the validation dataset shown in Figure 7.
Match with estimation data Match with validation data
Output output corr. R2 RMS (% of meas. range) output corr. R2 RMS (% of meas. range)
∆q 0.95 0.87 18.62 5.55 0.95 0.90 0.39 6.65
∆u 0.96 0.91 0.04 5.39 0.88 -0.32 0.19 25.64
∆w 0.99 0.98 0.02 2.39 0.93 0.84 0.10 9.34
∆Θ 0.98 0.96 1.99 3.34 0.96 0.76 0.12 10.83
The estimated model was also found to be fairly effective in predicting the response to vali-
dation manoeuvres in a comparable flight regime, as for instance shown in Figure 7. There are a
number of small but noticeable discrepancies between measured and model-predicted values, par-
ticularly in the velocity u and in the force X . These differences may be partly due to a reduced
excitation of certain components in the estimation data, as suggested earlier, or may stem from the
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inclusion of superfluous parameters or the absence of necessary parameters in the model, however
this must be investigated further.
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Figure 7: Validation example for the time-averaged longitudinal model: measured (or measurement-
reconstructed) validation data and model-predicted values for the states and the aerodynamic
forces and moments.
Further to the ability to reproduce the system behaviour effectively, it is useful to assess the
physical plausibility of the model, in the light of what is known or expected of the system. Table 3
reports the eigenvalues of the estimated longitudinal model. The model is stable, which agrees with
the observed flight behaviour of the DelFly, and is characterised by one high-frequency oscillatory
mode and two aperiodic modes. The resulting dynamics, as for instance evaluated in terms of
simulated responses to small elevator deflections, were found to be plausible, and the oscillatory
mode in particular can be considered analogous to the short period mode in fixed-wing aircraft.
The obtained estimates (cf. Table 1), many of which can be attributed a physical meaning, also
largely seem plausible, particularly those of the more influential parameters. The pitch damping
Mq is for instance negative, indicating a stable platform. There are a few anomalies, e.g., a positive
Mu, which may be related to possible limitations in the estimation data and the model structure,
but may also hint at dynamic behaviours specific to the DelFly. More extensive testing would be
required for a better evaluation.
In a final stage a comparison was drawn between the models estimated from different datasets.
Evidently, linear models are only valid for a particular flight condition and small differences be-
tween manoeuvres may have an effect on the resulting model. However, a comparison of the
high-level dynamics of the models was considered justifiable as the manoeuvres were all recorded
in similar flight conditions (cf. Figure 3).
Figure 8 shows the eigenvalues of the longitudinal models estimated from eight different
datasets. All the models are stable, in agreement with the observed flight behaviour. In addi-
tion, they are all characterised by one very similar oscillatory mode. By contrast, the two aperiodic
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modes of the separate models differ more widely. This may be a consequence of the previously
discussed possible limitations in the estimation data, which may have led to increased uncertainty
in the estimation process. It is also possible that the datasets, which were all shorter than 5 seconds,
were too short for slower dynamic modes to fully develop. However, the two aperiodic modes are
still discernible, which suggests that the modes of the actual system should be somewhere within
the range defined by the current values, and that more complete data might yield improved results.
Table 3: Eigenvalues of the estimated
time-averaged longitudinal
model
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Figure 8: Eigenvalues of the time-averaged longitudinal
models identified from 8 different elevator ma-
noeuvres; the discussed example is indicated.
Despite the limitations mentioned, the clear similarities in the high-level dynamics of all esti-
mated models constitutes a basic form of validation for the results. Furthermore, taken separately
the models all display a fairly effective performance, analogous to that of the example model dis-
cussed, and validation results such as those in Figure 7 show that the models obtained are effective
at predicting the response to different manoeuvres in a similar flight regime. These observations
suggest that the chosen approach and model structure are adequate, and that by means of more
comprehensive estimation data more reliable results could be obtained, that address the current
shortcomings.
IV.C.2. Lateral modelling
The estimated lateral cycle-averaged model is able to capture the basic progression of both the
estimation data (Figure 9) and validation data (e.g., Figure 10), with output correlations ranging
from 0.77 to 0.97. However, there are a number of discrepancies, which may indicate an insuffi-
cient amount of information in the estimation data or an inadequate model structure. Similarly, the
estimated standard deviations of some of the parameters, presented in Table 4 are relatively high
(up to 46%), suggesting that the estimation process can be improved. The roll rate in particular
is estimated poorly. A possible explanation is that the rudder manoeuvres used for estimation did
not sufficiently excite the roll dynamics. Since the DelFly configuration used for these tests had no
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direct roll input possibility, the roll dynamics could only be excited indirectly by means of rudder
inputs, via roll-yaw coupling effects. It can also be observed that the rolling moment displays lim-
ited movement and hardly appears to be affected by the manoeuvre, which is presumably reflected
in the poorly estimated roll rate.
Table 4: Parameter estimates Θˆ and estimated standard deviations σˆ for the identified cycle-averaged lateral
model
param. Θˆ |σˆ| 100|σˆ/Θˆ| param. Θˆ |σˆ| 100|σˆ/Θˆ| param. Θˆ |σˆ| 100|σˆ/Θˆ|
Yp 6.54E-04 2.42E-04 36.90 Lp -7.14E-06 3.80E-07 5.33 Np -1.98E-05 3.61E-06 18.18
Yr -2.59E-03 1.20E-03 46.22 Lr 3.09E-05 1.81E-06 5.86 Nr -4.79E-04 1.43E-05 2.98
Yv -9.92E-02 2.37E-03 2.39 Lv -4.47E-05 2.84E-06 6.36 Nv -1.45E-03 2.46E-05 1.70
Yδr -6.96E-02 3.51E-03 5.04 Lδr 6.89E-05 3.91E-06 5.67 Nδr -2.10E-03 2.81E-05 1.34
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Figure 9: Estimation results for the time-averaged lateral model: measured (or measurement-reconstructed)
identification data and model-estimated values for the states, and the aerodynamic forces and
moments.
The obtained model is stable and characterised by one oscillatory and two aperiodic eigen-
modes (Table 6). The modes to some extent correspond to what has been observed in flight.
Rudder input is for instance known to cause oscillatory roll-yaw motion, and a similar behaviour
to the coordinated turn found in response to rudder steps has also been observed. However, given
the previously discussed limitations in the estimation process, and considering the known com-
plexity of the lateral dynamics and control mechanism of the DelFly, additional testing is required
to obtain a more comprehensive and attendable picture.
The limitations in the discussed example model also appear in the models obtained from other
datasets, and it can additionally be noted that the estimated models vary more significantly among
themselves than in the longitudinal case. This is probably a consequence of the diminished qual-
ity of the estimation process and resulting models. The higher estimated standard deviation that
characterises some of the parameter estimates regardless of the dataset they are estimated from,
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Figure 10: Validation example for the lateral time-averaged model: measured validation data and model-
predicted values for the states and the aerodynamic forces and moments.
Table 5: Metrics quantifying the performance of the time-averaged lateral model as applied to the estimation
dataset shown in Figure 6 and to the validation dataset shown in Figure 7.
Match with estimation data Match with validation data
Output output corr. R2 RMS (% of meas. range) output corr. R2 RMS (% of meas. range)
∆p 0.77 0.48 2.22 12.02 0.80 0.55 2.55 12.91
∆r 0.97 0.94 0.12 3.47 0.89 0.59 0.29 11.15
∆v 0.90 0.75 0.07 8.64 0.92 0.76 0.09 10.66
∆Φ 0.90 0.69 0.20 11.50 0.87 0.36 0.41 21.62
limits the confidence that can be placed in any one estimated value and is likely to lead to a larger
overall variation. In spite of this, the poles of the separate models still display two visible clusters.
As in the longitudinal case, the oscillatory eigenmode is similar for all the estimated models, and
with one exception all models are stable, as expected. The aperiodic modes are scattered and it is
difficult to determine even ranges to characterise them.
The overall less satisfactory performance of the lateral models compared to the longitudinal
ones has several possible explanations. Firstly, lateral excitation through the rudder only may be
insufficient. Secondly, the chosen model structures may not sufficiently account for roll-yaw cou-
pling effects, which are known to be significant for the DelFly. Thirdly, the model structure does
not account for coupling between the longitudinal and lateral dynamics, and flight test measure-
ments suggest that an elevator input does have at least a small effect on the lateral states.
In particular, it was found to be difficult to excite the lateral dynamics without also exciting the
longitudinal dynamics, possibly because the elevator is always oscillating due to the flapping mo-
tion. In all the rudder manoeuvres there is still considerable movement of the elevator, sometimes
of a comparable order of magnitude. This leads to effects that are not accounted for in the model
structure. This issue may be resolvable by including some degree of coupling in the model, which
however would require more complex model structures.
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Table 6: Eigenvalues of the estimated
time-averaged lateral model
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Figure 11: Eigenvalues of the time-averaged lateral mod-
els identified from 8 different rudder manoeu-
vres; the discussed example is indicated.
Finally, the diminished performance of the lateral models may be related to the chosen aero-
dynamic model structure. These models were defined based on engineering judgement and it is
possible that including additional terms or using more complex model structures would provide a
more accurate result. Further investigation into the aerodynamic model structure is advisable.
V. Time-varying modelling
This section outlines the modelling of the fast time-scale dynamics, and the insight and results
obtained in the process. To limit the scope of this investigation, only the longitudinal component
of the flapping dynamics is considered at this stage.
As mentioned in Section II, the cycle-averaged and time-varying components were defined in
terms of the aerodynamic forces and moments. Whereas the time-averaged component was still
modelled as a full dynamic system, comprising both the aerodynamics and the body dynamics, the
time-varying component was modelled exclusively in terms of the aerodynamics. Furthermore, the
chosen model structure for the time-varying component, which will be presented below, is not af-
fected by the time-averaged model states, hence there is no need to include the system dynamics in
the estimation process. The time-varying component was thus defined only for the aerodynamics.
In a final step, the models for the time-varying and time-averaged aerodynamics were combined
and inserted into the EOM defined in Eq. (7) to give a model of the full, time-varying system.
V.A. Identification of fast time-scale dynamics
A Fourier series expansion was selected as the model structure to represent the time-varying com-
ponent of the aerodynamics. Time-scale separation implies that as long as there is no excitation at a
sub-flap cycle level, the behaviour within each flap cycle is exactly the same, regardless of what is
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happening in the body dynamics. In the absence of disturbances, the global behaviour is therefore
assumed to be periodic and can be modelled with a Fourier series. A drawback of this approach
is that the model is not physical, however at this stage our knowledge of the flapping dynamics
is limited, and the aim of the current study was to obtain an initial data-based model. The time-
varying component of the aerodynamic forces and moments was thus assumed to be representable
by a trigonometric Fourier series expansion:
FTV (t) =
h∑
n=1
[an sin (2pinft) + bn cos (2pinft)] , (12)
where FTV represents the time-varying component of any one of the aerodynamic forces and mo-
ments, h is the number of harmonics chosen, f is the flapping frequency, t is time, and an and bn
are the nth Fourier coefficients.
A Fourier series expansion up to the third harmonic, h = 3, was selected based on the fre-
quency content of the measured data.45 In order to apply this type of model, the only measurement
required is the flapping frequency f , which can be considered the ‘input’ signal. This does not
pose a problem as the flapping frequency is measurable in flight. Moreover, defining the flapping
frequency as an input can be considered acceptable on a theoretical plane, given that the frequency
can indeed be actively influenced in flight to adjust the amount of lift created. A minor issue with
this formulation is that it focuses on capturing the frequency content and may result in phase-
shifted time-domain results, e.g., if the model is validated with data that begins at a different stage
of the flap cycle. However, this can be rectified by means of subsequent phase-shifting to align the
model-predicted values with the measurements.
The unknown parameters appearing within the proposed models were determined through sys-
tem identification, applied exclusively to the time-varying component of the data, computed as
outlined in Section III.B. An ML estimator was used for the estimation process, analogous to that
for the time-averaged modelling described in Section IV.B. Here, the output measurements are the
time-varying components of the aerodynamics forces X and Z and moment M , and the output
equation is given directly by the Fourier series in Eq. (12). The estimation process is considerably
simplified because the model is a pure input-output model and there is no need for dynamic sim-
ulation within the estimation process. As for the time-averaged modelling, initial guesses for the
parameters were determined using an ordinary least-squares estimator.
V.B. Time-varying modelling results
This section presents the models identified for the flapping component of the longitudinal aero-
dynamics of the DelFly, using the suggested approach and the same example dataset as used for
the time-averaged modelling. The flapping frequency for this sample was 12.5Hz. The estimated
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parameters are reported in Table 7.
Table 7: Parameter estimates Θˆ and estimated standard deviations σˆ for the identified fast time-scale longi-
tudinal model
param. Θˆ |σˆ| 100|σˆ/Θˆ| param. Θˆ |σˆ| 100|σˆ/Θˆ| param. Θˆ |σˆ| 100|σˆ/Θˆ|
ax,1 -7.09E-03 5.13E-03 72.35 az,1 4.02E-02 5.63E-03 14.00 am,1 -3.58E-04 2.84E-04 79.23
bx,1 8.89E-02 5.09E-03 5.72 bz,1 -5.64E-02 5.58E-03 9.88 bm,1 3.20E-03 2.81E-04 8.81
ax,2 3.09E-02 5.12E-03 16.57 az,2 -5.51E-03 5.61E-03 101.96 am,2 -5.15E-04 2.83E-04 55.02
bx,2 2.75E-02 5.10E-03 18.51 bz,2 4.24E-02 5.59E-03 13.17 bm,2 2.69E-03 2.82E-04 10.49
ax,3 7.32E-03 5.10E-03 69.69 az,3 1.42E-02 5.60E-03 39.36 am,3 5.44E-04 2.83E-04 51.94
bx,3 1.83E-02 5.11E-03 27.86 bz,3 1.29E-02 5.61E-03 43.49 bm,3 8.35E-04 2.83E-04 33.90
Figure 12 shows the match of the estimated Fourier series models with the corresponding es-
timation data, in the time domain and the frequency domain. It can be observed that the model
is effective at capturing particularly the first frequency peak, representing the flapping frequency,
and the second peak, but even the third peak is estimated fairly effectively. At higher frequencies,
it becomes increasingly difficult to distinguish flapping-related peaks from noise, nonetheless it
can be seen that the Fourier series approximation provides the potential for representing possi-
ble higher harmonics. Although non-periodic components cannot be captured, periodic ones are
captured fairly effectively.
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Figure 12: Estimation result: model-estimated values for the time-varying component of the longitudinal
aerodynamic forces X and Z and moment M , versus measurement-reconstructed values ob-
tained via filtering (cf. Section III.B). The scaled input signal shows where the manoeuvre
begins in the time domain.
At the same time it is evident, considering the observations made previously regarding the mea-
sured data, that the chosen model structure does not allow for all the content in the measurement-
reconstructed aerodynamics to be replicated. The identified models match the time-varying com-
ponent of the data effectively, providing a useful approximation for it, but they also underline that
there seems to be a non-periodic component in the fast time-scale dynamics. It may well be that the
non-periodic component has no significant effect on the low-frequency body dynamics, however
21 of 31
this is not demonstrated and will be investigated in future research.
The time-domain match in Figure 12 also suggests that the input manoeuvre may have some
influence on the aforementioned non-periodic effect. Particularly in the two force components, the
measurement-obtained progression seems to become more irregular following the elevator deflec-
tion. The same effect can also be observed in the validation example in Figure 13(b). Note that to
allow for a clearer comparison to the validation data, the time-domain results were phase-shifted
to be aligned with the measurements at the start of the dataset, and the flapping frequency was the
same (12.5Hz) in both estimation and validation data.
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(a) Validation example with steady-state data
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(b) Validation example with manoeuvre data
Figure 13: Validation examples for the time-varying component of the aerodynamics alone. The top row
shows the validation with steady-state data, the bottom row the validation with manoeuvre data
(a scaled version of the input signal is included to show where the manoeuvre begins).
In a first attempt to investigate the issue, but also to obtain more accurate models for a steady
flight condition, the identification process was repeated using only steady-state flight data, involv-
ing no significant control surface deflections. The initial assumption that the two time scales are
decoupled implies that manoeuvring should not affect the fast time-scale dynamics, hence this is a
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way of assessing whether the non-periodicity in the original estimation dataset indeed appears to
be a consequence of the manoeuvre being flown, or whether it can be attributed to other causes.
Additionally, given that the chosen model structure is designed to capture periodic components and
cannot account for possible interactions between the time scales, a more accurate and theoretically
sound result, valid at least for steady-state flight, may be obtained using steady-state data only.
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Figure 14: Estimation result: model-estimated values for the time-varying component of the longitudinal
aerodynamic forces X and Z and moment M , versus real values obtained via filtering (cf. Sec-
tion III.B), at approximately steady-state flight and a flapping frequency of 12.5Hz.
The results of this test are presented in Figure 14. The estimation data alone already show
that, in a steady state, the fast time-scale progression is highly periodic and the assumption of
decoupling applies very effectively. This is particularly evident in the frequency spectrum, where
the peaks are much clearer than for manoeuvre datasets, underlining the pronounced periodicity of
the aerodynamic force and moment progression in steady flight. It is possible that in steady-state
flight there is also less measurement noise, which would also lead to a more regular progression,
however this would manifest itself mostly in the higher frequency range.
Regardless of the cause, steady-state data were found to yield a significantly more accurate
model of the time-varying component of the aerodynamics, which is at least valid in steady flight.
In view of the previous results, this suggests that manoeuvring may have some effect on the flap-
ping process and that there may be some interaction between the two time scales. It should also be
remarked, however, that whilst manoeuvring appears to influence the flapping, it remains difficult
to evaluate whether, and to what extent, the flapping influences the body dynamics, and this must
be researched. Slow changes in the flapping mechanism clearly affect the aerodynamics, but at this
stage it cannot be evaluated whether changes occurring only within the single flap cycle have any
significant effect on the body dynamics. Some form of systematic excitation at sub-flap cycle level
would be required to make a better evaluation.
The steady-state evaluation highlights possible time-scale couplings and suggests that the cur-
rent approach, using Fourier series and assuming time-scale separation, is more suited, theoreti-
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cally and practically, to obtain models for steady-state flight. However, given that the final aim is
to model manoeuvring flight, we retain the models identified from manoeuvre data for our final
evaluation. Although models estimated from steady-state data are a more accurate representa-
tion of steady-state flight than models estimated from manoeuvre data, they are not necessarily a
more accurate representation of manoeuvring flight. Rather, in manoeuvring flight different model
structures may provide more accurate results.
With the current setup, the use of manoeuvre data for estimation is still considered prefer-
able, as well as being necessary in view of the suggested overall approach. System identification
generally requires estimation data to be collected in conditions as similar as possible to those the
model should describe. In this sense, manoeuvre data are more relevant and informative, as they
represent the conditions we are attempting to model. Although with the current model structure
time-scale coupling effects cannot be captured, it is our intention to investigate such effects start-
ing from the current results, and it is therefore considered more convenient to use manoeuvre data
for both components. Finally, the suggested methodology of using the same dataset to estimate
both the time-averaged and the time-varying component in fact requires the estimation dataset to
include manoeuvring, as otherwise the time-averaged component cannot be estimated due to lack
of excitation. Hence, all further evaluations refer to the model estimated from manoeuvre data.
On a practical level, the estimated models perform adequately (cf. Table 8) in both the fre-
quency domain and the time domain, when applied to validation datasets, as for instance shown in
Figure 13. Particularly the forces are predicted accurately. It is interesting to observe the effect of
the elevator deflection on model performance. In steady flight, i.e., in Figure 13(a) and in the first
1.5 seconds of Figure 13(b), the model-estimated values replicate the highly periodic validation
data with significant accuracy. Once the elevator is deflected, however, the data display some form
of response which interferes with their periodicity and no longer allows the models to reproduce
them as accurately.
Table 8: Residual RMS of the time-varying longitudinal model when applied to the estimation dataset and
to a validation dataset.
Match with estimation data Match with validation data
Output RMS[N] [% of meas. range] RMS[N] [% of meas. range]
XTV 0.07 16.6 0.10 25.2
ZTV 0.08 9.8 0.11 13.0
MTV 0.004 17.9 0.01 17.0
In spite of this effect, RMS values remain below 25%, which can be considered satisfactory
particularly considering the small order of magnitude of the outputs. Thus, despite the limited
accuracy of the models during manoeuvres and the small discrepancies that can be observed even
in the steady state, the models can be considered effective as a first approximation.
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VI. The combined model
The final step in evaluating our approach consists of combining the time-averaged and time-
varying models derived in the previous sections and simulating the resulting full system. This
was done according to a superposition approach, as illustrated in Figure 1. Again, the flapping
frequency was assumed to be measurable in flight at each time step and was therefore considered
a known system input. Each aerodynamic term was calculated as a sum of the time-averaged
component (cf. Eq. (1)) and the time-varying component (cf. Eq. (12)), resulting in the following
overall equations,
X = XTA +XTV (13)
= Xq∆q +Xu∆u+Xw∆w +Xδe∆δe +mg sin Θ0 +
3∑
n=1
[ax,n sin (2pinft) + bx,n cos (2pinft)]
Z = ZTA + ZTV (14)
= Zq∆q + Zu∆u+ Zw∆w + Zδe∆δe −mg cos Θ0 +
3∑
n=1
[az,n sin (2pinft) + bz,n cos (2pinft)]
M = MTA +MTV (15)
= Mq∆q +Mu∆u+Mw∆w +Mδe∆δe +
3∑
n=1
[am,n sin (2pinft) + bm,n cos (2pinft)]
To clarify, note that the time-varying component, as currently defined, depends wholly on mea-
sured input values, thus the simulation process and the estimated time-averaged states have no ef-
fect on it. However, at each time step, once the total aerodynamic terms have been computed from
the aforementioned superposition, these are inserted into the EOM (Eq. (7)) and used to calculate
the propagation of the system states. In this way, the time-varying nature of the aerodynamics is
transmitted to the states.
Figure 15 visually illustrates how the components are combined. As shown, the cycle-averaged
sub-model accurately captures the low-frequency content of the measurements, and the time-
varying sub-model provides a good approximation for the high-frequency content, so that com-
bined the two sub-models yield a complete, straightforward and fairly accurate description of the
full aerodynamic measurements. The results of the simulation process for the longitudinal dynam-
ics are shown in Figure 16. The time-averaged component is that identified in Section IV.C, and
the time-varying component is modelled using the Fourier series model suggested in Section V.B.
These results allow a more practical evaluation of the models to be made. Whilst it was previ-
ously pointed out that the time-varying sub-models do not capture the non-periodic content in the
measurements, e.g., components that result from control surface deflections, it can be observed that
the effect of this on the overall outcome is small. In fact, the Fourier series models provide a good
first approximation of the flapping behaviour, sufficient for purposes of simulation. The agreement
with validation data, Figure 17, is also adequate and displays similar properties. The first three
frequency peaks in the aerodynamics and in the states are replicated with adequate accuracy, and
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Figure 15: Linear addition of the separate time-averaged (TA) and time-varying (TV) models in the fre-
quency domain.
this can also be clearly seen in the time response. The measurements display one main peak and
one smaller peak within each flap cycle, and both of these are captured well by the model. Looking
at the data also suggests that whilst it may be theoretically interesting to model more peaks, these
may have no significant impact, as already the third peak is hardly visible in the time response,
particularly in the states.
From the current results and from the observed flight behaviour, it cannot be concluded whether
the interactions between the flapping component and the time-averaged component have a signifi-
cant effect on the body dynamics: this should be investigated further. A closer look at the data also
highlights that whereas the flapping dynamics have a very limited effect on the states, which are
dominated by the cycle-averaged body dynamics, the flapping appears to significantly affect the
aerodynamic forces and moments, which calls for further investigation.
VII. Conclusions
System identification was used to estimate models for the aerodynamics and dynamics of a
flapping-wing micro aerial vehicle (FWMAV) from optical tracking flight data. Under the as-
sumption that the time-averaged and time-varying components can be decoupled, the aerodynamic
model was formulated as a superposition of separate sub-models for each of the two aforemen-
tioned components. The time-averaged aerodynamic forces and moments were assumed to be a
linear combination of states. The time-varying component was modelled as a Fourier series ex-
pansion. The models were inserted into a linearisation of the nonlinear, fixed-wing equations of
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(b) Aerodynamic forces and moments
Figure 16: Simulation of the full model of the DelFly, consisting of the time-averaged sub-model presented
in Section IV.C, and the time-varying sub-model presented in Section V.B.
motion to drive simulations.
Results show that linear time-invariant model structures can provide an effective description of
the flap cycle-averaged system dynamics and aerodynamics in forward flight, particularly for the
longitudinal component. This is also supported by validation results (RMS<26%) and reflected in
the low variances and correlations of the parameter estimates. The DelFly was found to have one
oscillatory and two aperiodic stable eigenmodes for both the longitudinal and the lateral dynamics.
The obtained system dynamics are largely plausible and agree with the observed flight behaviour of
the platform. Only a small number of parameters appear to be estimated less well, possibly because
they are superfluous to the model or because the estimation data contained insufficient information
for their estimation. The lateral dynamics models are less accurate than the longitudinal ones
and improvements may be achieved by using more adequate data, addressing coupling effects and
investigating the effectiveness of the chosen model structure.
A comparison amongst models obtained from different datasets shows a good agreement in
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Figure 17: Validation example for the full model, consisting of the time-averaged sub-model presented in
Section IV.C, and the time-varying sub-model presented in Section V.B.
terms of the estimated system dynamics, corroborating the findings made. Whilst the chosen model
structure cannot account for nonlinearities or longitudinal-lateral coupling, its simplicity is very
amenable for many purposes.
The time-varying component was found to be adequately approximated by the Fourier series
models, which captured the first three harmonics in the data effectively. The time-scale separation
approach was found to provide a good solution for including basic flapping effects in the over-
all model. However, interactions between the time-averaged and time-varying components were
observed, and more complex models would be required to capture these.
Further, it was remarked that these interactions appear to be at least partly related to the ma-
noeuvring of the vehicle at a cycle-averaged level, whereas in steady-state flight the fast time-scale
behaviour is indeed almost entirely periodic. For this reason, the current time-varying model can
be considered effective particularly as a representation of flapping effects in steady-state flight.
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Whilst the slow time-scale body dynamics appear to have a noticeable effect on the fast time-scale
dynamics, the opposite cannot be assessed at this stage. This issue should be investigated further
and may provide more in-depth understanding of the physical mechanism of flapping.
The combination of the identified time-varying and time-averaged sub-models yields a useful
and accurate model for the aerodynamics and dynamics of the DelFly, based entirely on flight data.
The model is computationally simple and well-suited for simulation and control purposes. The
inclusion of the flapping component in particular is useful both for the testing of novel guidance
and control algorithms and for the design of on-board instrumentation.
References
1De Croon, G. C. H. E., De Clercq, K. M. E., Ruijsink, R., Remes, B. D., and De Wagter, C., “Design, Aero-
dynamics, and Vision-based Control of the DelFly,” Int. J. of Micro Air Vehicles, Vol. 1, No. 2, 2009, pp. 71–98.
doi:10.1260/175682909789498288.
2Keennon, M., Klingebiel, K., and Won, H., “Development of the Nano Hummingbird: A Tailless Flapping
Wing Micro Air Vehicle,” 50th AIAA Aerospace Sciences Meeting including the New Horizons Forum and Aerospace
Exposition, Nashville, TN, USA, Jan. 2012. doi:10.2514/6.2012-588.
3Wood, R. J., “The First Takeoff of a Biologically Inspired At-Scale Robotic Insect,” IEEE Trans. on Robotics,
Vol. 24, No. 2, 2008, pp. 341–347. doi:10.1109/tro.2008.916997.
4Shyy, W., Lian, Y., and Tang, J., Aerodynamics of low Reynolds number flyers, Cambridge Aerospace Series,
Cambridge University Press, 2008. doi:10.1017/CBO9780511551154, pp. 101–158.
5Ellington, C. P., Van den Berg, C., Willmott, A. P., and Thomas, A. L. R., “Leading-edge vortices in insect
flight,” Nature, Vol. 384, 1996, pp. 626–630. doi:10.1038/384626a0.
6Nagai, H., Isogai, K., Fujimoto, T., and Hayase, T., “Experimental and Numerical Study of Forward Flight Aero-
dynamics of Insect Flapping Wing,” AIAA Journal, Vol. 47, No. 3, March 2009, pp. 730–742. doi:10.2514/1.39462.
7Ramamurti, R. and Sandberg, W. C., “A Three-dimensional Computational Study of the Aerodynamic Mecha-
nisms of Insect Flight,” The J. of Experimental Biology, Vol. 1518, 2002, pp. 1507–1518.
8Ansari, S. A., Zbikowski, R., and Knowles, K., “Non-linear Unsteady Aerodynamic Model for Insect-like
Flapping Wings in the Hover. Part 2: Implementation and Validation,” Proc. of the Institution of Mechanical Engineers,
Part G: J. of Aerospace Engineering, Vol. 220, No. 3, Jan. 2006, pp. 169–186. doi:10.1243/09544100JAERO50.
9Deng, X., Schenato, L., Wu, W. C., and Sastry, S., “Flapping Flight for Biomimetic Robotic Insects : Part I -
System Modeling,” IEEE Trans. on Robotics, Vol. 22, No. 4, 2006, pp. 776–788. doi:10.1.1.131.280.
10DeLaurier, J. D., “An Aerodynamic Model For Flapping-Wing Flight,” The Aeronautical J. of the Royal Aero-
nautical Society, Vol. 97, No. 964, 1993, pp. 125–130.
11Sane, S. P., “The aerodynamics of insect flight,” J. of Experimental Biology, Vol. 206, No. 23, 2003, pp. 4191–
4208. doi:10.1242/?jeb.00663.
12Berman, G. J. and Wang, Z. J., “Energy-minimizing Kinematics in Hovering Insect Flight,” J. of Fluid Mechan-
ics, Vol. 582, June 2007, pp. 153–168. doi:10.1017/S0022112007006209.
13Sigthorsson, D., Oppenheimer, M. W., and Doman, D. B., “Flapping Wing Micro Air Vehicle Aerodynamic
Modeling Including Flapping and Rigid Body Velocity,” 50th AIAA Aerospace Sciences Meeting, Nashville, TN, Jan.
2012, AIAA Paper 12-0026. doi:10.2514/6.2012-26.
29 of 31
14Grauer, J., Ulrich, E., Hubbard, J. E., Pines, D., and Humbert, J. S., “Testing and System Identification of an
Ornithopter in Longitudinal Flight,” J. of Aircraft, Vol. 48, No. 2, March 2011, pp. 660–667. doi:10.2514/1.C031208.
15Caetano, J. V., De Visser, C. C., Remes, B. D., De Wagter, C., Van Kampen, E.-J., and Mulder, M., “Controlled
Flight Maneuvers of a Flapping Wing Micro Air Vehicle: a Step Towards the Delfly II Identification,” AIAA Atmo-
spheric Flight Mechanics Conference, Reston, VA, USA, Aug. 2013, AIAA Paper 13-4843. doi:10.2514/6.2013-4843.
16Gogulapati, A. and Friedmann, P. P., “Approximate Aerodynamic and Aeroelastic Modeling of Flapping Wings
in Hover and Forward Flight,” 52nd AIAA/ASME/AHS/ASC Structures, Structural Dynamics and Materials Confer-
ence, Denver, CO, USA, Apr. 2011, AIAA Paper 11-2008.
17Buler, W., Loroch, L., and Sibilski, K., “Modeling and Simulation of the Nonlinear Dynamic Behavior of a
Flapping Wings Micro-aerial-vehicle,” 42nd AIAA Aerospace Sciences Meeting, Reno, NV, USA, Jan. 2004, AIAA
Paper 04-0541. doi:10.2514/6.2004-541.
18Lasek, M. and Sibilski, K., “Modelling and Simulation of Flapping Wing Control for a Micromechanical Flying
Insect (Entomopter),” AIAA Modeling and Simulation Technologies Conference, Monterey, CA, USA, 2002, AIAA
Paper 02-4973. doi:10.2514/6.2002-4973.
19Bolender, M. A., “Rigid Multi-Body Equations-of-Motion for Flapping Wing MAVs using Kane’s Equa-
tions,” AIAA Guidance, Navigation, and Control Conference, Chicago, USA, Aug. 2009, AIAA Paper 09-6158.
doi:10.2514/6.2009-6158.
20Grauer, J. A. and Hubbard, J. E., “Multibody Model of an Ornithopter,” J. of Guidance, Control, and Dynamics,
Vol. 32, No. 5, Sept. 2009, pp. 1675–1679. doi:10.2514/1.43177.
21Gebert, G. and Evers, J., “Equations of Motion for Flapping Flight,” AIAA Atmospheric Flight Mechanics
Conference, 2002, AIAA Paper 02-4872. doi:10.2514/6.2002-4872.
22Orlowski, C. T. and Girard, A. R., “Modeling and Simulation of Nonlinear Dynamics of Flapping Wing Micro
Air Vehicles,” AIAA Journal, Vol. 49, No. 5, May 2011, pp. 969–981. doi:10.2514/1.J050649.
23Taylor, G. K. and Thomas, A. L. R., “Dynamic Flight Stability in the Desert Locust Schistocerca Gregaria,” J.
of Experimental Biology, Vol. 206, No. 16, Aug. 2003, pp. 2803–2829. doi:10.1242/jeb.00501.
24Caetano, J. V., Weehuizen, M. B., De Visser, C. C., De Croon, G. C. H. E., and De Wagter, C.,
“Rigid vs. Flapping : The Effects of Kinematic Formulations in Force Determination of a Free Flying Flap-
ping Wing Micro Air Vehicle,” Int. Conference on Unmanned Aircraft Systems, Orlando, FL, USA, May 2014.
doi:10.1109/ICUAS.2014.6842345.
25Julian, R. C., Rose, C. J., Hu, H., and Fearing, R. S., “Cooperative Control and Modeling for Narrow Pas-
sage Traversal with an Ornithopter MAV and Lightweight Ground Station,” Proc. of the 12th Int. Conference on
Autonomous Agents and Multiagent Systems, St Paul, MN, USA, May 2013. doi:10.1.1.309.9545.
26Sun, M. and Xiong, Y., “Dynamic Flight Stability of a Hovering Bumblebee,” The J. of experimental biology,
Vol. 208, Feb. 2005, pp. 447–59. doi:10.1242/?jeb.01407.
27Faruque, I. and Sean Humbert, J., “Dipteran Insect Flight Dynamics. Part 1 Longitudinal Motion About Hover,”
J. of theoretical biology, Vol. 264, No. 2, May 2010, pp. 538–52. doi:10.1016/j.jtbi.2010.02.018.
28Rifai, H., Marchand, N., and Poulin, G., “Bounded Control of a Flapping Wing Micro Drone in Three
Dimensions,” IEEE Int. Conference on Robotics and Automation, Pasadena, CA, USA, 2008, pp. 164–169.
doi:10.1109/ROBOT.2008.4543203.
29Khan, Z. A. and Agrawal, S. K., “Control of Longitudinal Flight Dynamics of a Flapping-Wing Micro Air
Vehicle Using Time-Averaged Model and Differential Flatness Based Controller,” Proc. of the 2007 American Control
Conference, New York, 2007, pp. 5284–5289. doi:10.1109/ACC.2007.4283052.
30 of 31
30Schenato, L., Campolo, D., and Sastry, S., “Controllability issues in flapping flight for biomimetic Micro Aerial
Vehicles (MAVs),” Proc. IEEE Conference Decision Control, Vol. 6, Maui, HI, USA, Dec. 2003, pp. 6441–6447.
doi:10.1.1.216.7484.
31Taha, H. E., Woolsey, C. A., and Hajj, M. R., “A Geometric Control Approach for the Longitudinal Flight
Stability of Hovering Insects/FWMAVs,” AIAA Atmospheric Flight Mechanics Conference, Kissimee, FL, Jan. 2015,
AIAA Paper 15-1552. doi:10.2514/6.2015-1552.
32Taha, H. E., Nayfeh, A. H., and Hajj, M. R., “Effect of the aerodynamic-induced parametric excitation on the
longitudinal stability of hovering MAVs/insects,” Nonlinear Dynamics, Vol. 78, No. 4, Aug. 2014, pp. 2399–2408.
doi:10.1007/s11071-014-1596-6.
33Taha, H. E., Tahmasian, S., Woolsey, C. A., Nayfeh, A. H., and Hajj, M. R., “The need for higher-order
averaging in the stability analysis of hovering, flapping-wing flight,” Bioinspiration & Biomimetics, Vol. 10, No. 1,
2015. doi:10.1088/1748-3190/10/1/016002.
34Dietl, J., Herrmann, T., Reich, G., and Garcia, E., “Dynamic Modeling, Testing, and Stability Analysis of an Or-
nithoptic Blimp,” J. of Bionic Engineering, Vol. 8, No. 4, Dec. 2011, pp. 375–386. doi:10.1016/S1672-6529(11)60043-
7.
35Caetano, J. V., De Visser, C. C., De Croon, G. C. H. E., Remes, B. D., De Wagter, C., and Mulder, M., “Linear
Aerodynamic Model Identification of a Flapping Wing MAV Based on Flight Test Data,” Int. J. of Micro Air Vehicles,
Vol. 4, 2013, pp. 273–286. doi:10.1260/1756-8293.5.4.273.
36Mulder, J. A., Chu, Q. P., Sridhar, J. K., Breeman, J. H., and Laban, M., “Non-linear aircraft flight path
reconstruction review and new advances,” Progress in Aerospace Sciences, Vol. 35, 1999. doi:10.1016/S0376-
0421(99)00005-6.
37Armanini, S. F., de Visser, C. C., and de Croon, G. C. H. E., “Black-box LTI modelling of flapping-wing micro
aerial vehicle dynamics,” AIAA Atmospheric Flight Mechanics Conference, Kissimee, FL, USA, Jan. 2015, AIAA
Paper 15-0234. doi:10.2514/6.2015-0234.
38Scheper, K. Y. W., Behaviour Trees for Evolutionary Robotics: Reducing the Reality Gap, Master’s thesis, TU
Delft, The Netherlands, 2014, Unpublished.
39Koopmans, A., Delfly Freeflight, Master’s thesis, TU Delft, The Netherlands, 2012, Unpublished.
40De Croon, G. C. H. E., Groen, M. A., De Wagter, C., Remes, B. D., Ruijsink, R., and Van Oudheusden, B. W.,
“Design, Aerodynamics and Autonomy of the DelFly,” Bioinspiration & Biomimetics, Vol. 7, No. 2, June 2012.
doi:10.1088/1748-3182/7/2/025003, Paper 025003.
41Caetano, J. V., De Visser, C. C., Remes, B. D., De Wagter, C., and Mulder, M., “Modeling a Flapping Wing
MAV: Flight Path Reconstruction of the Delfly II,” AIAA Modeling and Simulation Technologies Conference, Reston,
VA, USA, Aug. 2013, AIAA Paper 13-4597. doi:10.2514/6.2013-4597.
42Jategaonkar, R., Flight Vehicle System Identification A Time Domain Methodology, Progress in Astronautics
and Aeronautics, Reston, VA, USA, 2006, pp. 79–129, ISBN 1-56347-836-6.
43Maine, R. E. and Iliff, K. W., “Application Of Parameter Estimation To Aircraft Stability And Control: The
Output-Error Approach,” NASA reference publication 1168, NASA, 1986.
44Klein, V. and Morelli, E. A., Aircraft System Identification, AIAA Education Series, 2006, pp. 181–223, ISBN
1-56347-832-3.
45Caetano, J. V., Percin, M., van Oudheusden, B. W., Remes, B., de Wagter, C., de Croon, G. C. H. E.,
and de Visser, C. C., “Error analysis and assessment of unsteady forces acting on a flapping wing micro air ve-
hicle: free flight versus wind-tunnel experimental methods,” Bioinspiration & Biomimetics, Vol. 10, No. 5, 2015.
doi:10.1088/1748-3190/10/5/056004.
31 of 31
