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Introduction
The classification of pointed Hopf algebras H over an algebraically closed field k of character-
istic 0 whose group-like elements G(H) form an abelian group, and which are finite-dimensional
or have finite Gelfand–Kirillov dimension, is well on its way to completion [1,3,4]. The Hopf al-
gebras U(D, λ) and u(D, λ) described in [1,3] constitute very extensive classes of such Hopf
algebras. The U(D, λ)’s are generalizations of the quantized enveloping algebras Uq(g), g a
semisimple Lie algebra, and the u(D, λ)’s are generalizations of the small quantum groups
* Corresponding author.
E-mail addresses: radford@uic.edu (D.E. Radford), hans-juergen.schneider@mathematik.uni-muenchen.de
(H.-J. Schneider).0021-8693/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2007.11.037
3690 D.E. Radford, H.-J. Schneider / Journal of Algebra 319 (2008) 3689–3731and their multi-parameter deformations. The family of linking parameters λ has an associated
graph, called the linking graph of λ, which plays an important role in the representation theory
of U(D, λ) and u(D, λ). We note that if Γ is any abelian group then Γ = G(U(D, λ)) for some
U(D, λ) and that if Γ is any finite abelian group then Γ = G(u(D, λ)) for some u(D, λ). This is
one way in which the U(D, λ)’s and u(D, λ)’s differ from quantum groups; the generality of the
braiding and of the linking parameters is another very important way.
Given the results of the classification program, at this point it is natural to investigate the
irreducible representations of U(D, λ) and u(D, λ). Taking our cue from quantum groups, we
develop a general highest weight theory which applies to the Hopf algebras U(D, λ), u(D, λ),
and generalized doubles. In many cases the Hopf algebra U(D, λ) is the quotient of a generalized
double.
For these generalized doubles we define a notion of dominant pair of characters. We show
that the finite-dimensional irreducible modules for these doubles are parameterized by dominant
pairs of characters. Our proof reduces to an analogous result on irreducible representations of the
classical quantum groups Uq(g) [8] and of semisimple Lie algebras.
In Section 1.2 we introduce reduced data Dred of finite Cartan type and define Hopf alge-
bras U(Dred, l), where l is a family of non-zero scalars. The Hopf algebras U(Dred, l) are a
reformulation of U(D, λ) in the non-degenerate case, that is, when any vertex is linked to some
other vertex. To study the finite-dimensional irreducible U(D, λ)-modules it suffices to consider
modules over U(Dred, l).
We note that the one-parameter deformation Uq(g) of U(g), where g is a semisimple Lie
algebra (see [8]), Lusztig’s version of the one-parameter deformation with more general group-
like elements in [10], and the two-parameter deformations of U(gln) and U(sln) discussed in [5]
are all special cases of U(Dred, l). In all these cases the parametrization of the finite-dimensional
irreducible representations (of “type 1”) by dominant weights is a special case of our general
theory.
This paper is organized as follows. In Section 1 the details of the construction of the Hopf
algebras U(D, λ) and u(D, λ) are given, the relationship between the Hopf algebras and quantum
groups are fully described, and generalized doubles are discussed.
Inspired by the ideas of [13] an abstract weight theory is developed in Section 2.1 for al-
gebras H with subalgebras U and A such that the multiplication map U ⊗ A → H is a linear
isomorphism. Let HM be the full subcategory of left H -modules which are generated as left
H -modules by a one-dimensional left A-module km and (dually) have a codimension-one left
U -submodule N which contains no left H -submodule other than (0). Theorem 2.4 gives a suf-
ficient condition for the isomorphism classes of HM to be parameterized by the set of pairs
of characters or abstract weights Alg(U, k) × Alg(A, k). Under the hypothesis of Theorem 2.4,
and the assumption that the finite-dimensional irreducible representations of U and A are one-
dimensional, we show in Corollary 2.6 that the finite-dimensional irreducible H -modules are
the finite-dimensional objects of HM. Our results are applied to Hopf algebras in general in
Section 2.2.
The Hopf algebras of interest to us in this paper are closely related to Cartan matrices of finite
type. In Section 3.1 we construct generalized doubles H = (U ⊗A)σ , where U and A are Hopf
algebras of this type and we define a notion of dominant pair of characters (ρ,χ) for them. We
show in Theorem 3.15 that dominant pairs of characters are in one–one correspondence with the
isomorphism classes of irreducible left H -modules in the generic case.
Section 4 deals with applications to U(D, λ) and u(D, λ), where D is a datum of finite Cartan
type. When D is also generic, by Theorem 4.4 it follows that U(D, λ) is the quotient of a gener-
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graph of λ is bipartite in the generic case by Lemma 4.2. For those modules of the quotient
U(D, λ) which arise for the left H = (U ⊗ A)σ -modules in HM, the pair (ρ,χ) is determined
by χ . We define a notion of dominant character χ ∈ Γ̂ ∼= Alg(A, k), where Γ = G(A). Theo-
rem 4.6 establishes a bijection between the dominant characters of Γ̂ and the finite-dimensional
irreducible U(D, λ)-modules. A similar result is established for u(D, λ) in Section 4.3.
Throughout k is an algebraically closed field, mainly for convenience, and all vector spaces
and tensor products are over k. If H is a Hopf algebra we denote by G(H) the group of group-like
elements of H .
1. Preliminaries
1.1. The Hopf algebra U(D, λ)
We refer to [2, Section 2] for a discussion of braided Hopf algebras and Yetter–Drinfeld
modules in general, and to [16] and [11] for Hopf algebra theory.
Let Γ be an abelian group. A Yetter–Drinfeld module over the group algebra k[Γ ] of a
group Γ can be described as a Γ -graded vector space which is a Γ -module such that all g-
homogeneous components, where g ∈ Γ , are stable under the Γ -action. We denote the category
of Yetter–Drinfeld modules over k[Γ ] by k[Γ ]k[Γ ]YD = ΓΓ YD.
For X ∈ ΓΓ YD, g ∈ Γ, and χ ∈ Γ̂ we define Xg = {x ∈ X | δ(x) = g ⊗ x} and Xχg = {x ∈
Xg | h · x = χ(h)x for all h ∈ Γ }. The category ΓΓ YD is braided, and for X,Y ∈ ΓΓ YD
c :X ⊗ Y → Y ⊗X, x ⊗ y → g · y ⊗ x, x ∈ Xg, y ∈ Y,
defines the braiding on X ⊗ Y .
Let g1, . . . , gθ ∈ Γ,χ1, . . . , χθ ∈ Γ̂ , θ  1. Let X ∈ ΓΓ YD with basis xi ∈ Xχigi ,1  i  θ .
Then X is a braided vector space with
c(xi ⊗ xj ) = χj (gi)xj ⊗ xi, 1 i, j  θ.
The matrix (qij )1i,jθ , where qij = χj (gi) for all 1 i, j  θ , is called the braiding matrix of
the elements (xi).
The tensor algebra T (X) is a braided Hopf algebra in ΓΓ YD where the elements in X are prim-
itive. We identify T (X) with the free algebra k〈x1, . . . , xθ 〉. The smash product k〈x1, . . . , xθ 〉 #
k[Γ ] is a usual Hopf algebra (also called a bosonization of k〈x1, . . . , xθ 〉) with
gxig
−1 = χi(g)xi and (1.1)
Δ(xi) = gi ⊗ xi + xi ⊗ 1, Δ(g) = g ⊗ g (1.2)
for all g ∈ Γ , 1  i  θ . Here and in the following we identify x ∈ T (X) with x # 1, and for
h ∈ k[Γ ] we identify h with 1 # h in the smash product. Thus
xh = (x # 1)(1 # h) = x # h and hx = (1 # h)(x # 1) = (h(1) · x)h(2).
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D =D(Γ, (gi)1iθ , (χi)1iθ , (aij )1i,jθ )
is called a datum of finite Cartan type and the braiding of X is of finite Cartan type [3] if
(aij )1i,jθ is a Cartan matrix of finite type and if
qij qji = qaijii , qii 
= 1, with qij = χj (gi) for all 1 i, j  θ. (1.3)
Observe that if D = D(Γ, (gi)1iθ , (χi)1iθ , (aij )1i,jθ ) is a datum of finite Cartan type
then so is D− =D(Γ, (gi)1iθ , (χ−1i )1iθ , (aij )1i,jθ ). The datum D and the braiding of
X are called generic [3] if qii is not a root of unity for all 1 i  θ . The choice of the index set
is a convenience. In what follows the set I = {1, . . . , θ} can be replaced by any finite set with θ
elements.
Let D be a datum of finite Cartan type. For all 1 i, j  θ we write i ∼ j if there are indices
i1 = i, i2, . . . , it = j, t  1, with ail il+1 
= 0 for all 1  l < t , that is, if i and j are in the same
connected component of the Dynkin diagram of (aij ). The connected components of I are the
equivalence classes of ∼. Let X be the set of connected components of the index set I .
By [4, Lemma 2.3] there are di ∈ {1,2,3},1  i  θ , and qJ ∈ k, J ∈ X , such that for all
J ∈X and i, j ∈ J ,
qii = q2diJ , diaij = djaji for all J ∈X , i, j ∈ J. (1.4)
For all J ∈X we define
q ′ij = (qJ )diaij for all i, j ∈ J, (1.5)
and q ′ij = 1 if i and j are in different components. Then
qij qji = q ′ij q ′ji , qii = q ′ii for all 1 i, j  θ. (1.6)
Thus in the terminology of [3], the braiding of X is twist equivalent to the braiding of Drinfeld–
Jimbo type given by (q ′ij ).
Vertices 1  i, j  θ are called linkable if i  j, gigj 
= 1 and χiχj = ε. A family λ =
(λij )1i,jθ of elements in k is called a family of linking parameters for D if the following
conditions are satisfied for all 1 i, j  θ :
If i and j are not linkable then λij = 0, (1.7)
λji = −qjiλij . (1.8)
This definition is a formal extension of [1, Section 5.1] where λij was only defined for i < j and
i  j. Note that by (1.8) λij = −q−1ji λji = −qijλji since qij qji = 1 for all i  j .
The restriction of a datum D of finite Cartan type to a subset I ′ ⊂ I = {1, . . . , θ} is again a
datum of finite Cartan type, and if λ is a family of linking parameters of D, then the restricted
family (λij )i,j∈I ′ is a family of linking parameters for the restricted datum.
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Hopf algebra of the smash product k〈x1, . . . , xθ 〉 # k[Γ ] modulo the ideal generated by
adc(xi)1−aij (xj ), for all 1 i, j  θ, i ∼ j, i 
= j, (1.9)
xixj − qij xj xi − λij (1 − gigj ), for all 1 i < j  θ, i  j. (1.10)
Here, the k-linear endomorphism adc(xi) of the free algebra is given for all y = xj1 · · ·xjt by
the braided commutator
adc(xi)(y) = xiy − qij1 · · ·qijt yxi .
We denote the images of xi and g ∈ Γ in U(D, λ) again by xi and g. Note that in U(D, λ)
xixj − qij xj xi = λij (1 − gigj ), for all 1 i, j  θ, i  j,
by (1.8).
The elements in (1.9) and (1.10) are skew-primitive. Hence U(D, λ) is a Hopf algebra with
Δ(g) = g ⊗ g for all g ∈ Γ , and
Δ(xi) = gi ⊗ xi + xi ⊗ 1, 1 i  θ. (1.11)
We define
R(D) = k〈x1, . . . , xθ 〉/
(
adc(xi)1−aij (xj )
∣∣ i 
= j). (1.12)
Suppose that all the linking parameters are zero. Then
U(D,0) ∼= R(D) # k[Γ ]
since adc(xi)1−aij (xj ) = xixj − qij xj xi if aij = 0, in particular if i  j .
Definition 1.2. Let X ∈ ΓΓ YD. A braided graded Hopf algebra
R =
⊕
n0
R(n) in ΓΓ YD
is a Nichols algebra of X if X ∼= R(1) in ΓΓ YD, and if
R(0) = k1, (1.13)
R(1) = P(R), (1.14)
k
[
R(1)
]= R. (1.15)
Here P(R) = {x ∈ R | Δ(x) = x ⊗ 1 + 1 ⊗ x} is the set of all primitive elements of R, and
k[R(1)] denotes the subalgebra of R generated by R(1). The Nichols algebra of X exists and up
to isomorphism it is uniquely determined by X (see for example [2, Section 3]). We denote the
Nichols algebra of X by B(X). As an algebra and coalgebra, B(X) only depends on the braided
vector space (X, c).
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Lusztig [10] and Rosso [15] that
B(X) ∼= R(D).
This crucial identification will be important in Section 3.2.
1.2. The Hopf algebra U(Dred, l)
We single out an important subclass of the Hopf algebras U(D, λ).
Definition 1.4. Let θ  1, Li,Ki ∈ Γ , χi ∈ Γ̂ for all 1 i  θ, and (aij )1i,jθ a Cartan matrix
of finite type. We say that
Dred =Dred
(
Γ, (Li)1iθ , (Ki)1iθ , (χi)1iθ , (aij )1i,jθ
)
is a reduced datum of finite Cartan type if for all 1 i, j  θ
χi(Kj )χj (Ki) = χi(Ki)aij , (1.16)
χi(Lj ) = χj (Ki), (1.17)
KiLi 
= 1, χi(Ki) 
= 1. (1.18)
For all 1 i, j  θ we let qij = χj (Ki). A reduced datum Dred is called generic if χi(Ki) is not
a root of unity for all 1 i  θ .
Note that if Dred is a reduced datum of finite Cartan type then
D− =D(Γ, (Li)1iθ , (χ−1i )1iθ , (aij )1i,jθ ) and
D+ =D(Γ, (Ki)1iθ , (χi)1iθ , (aij )1i,jθ )
are data of finite Cartan type.
Definition 1.5. Let Dred be a reduced datum of finite Cartan type, and X ∈ ΓΓ YD with ba-
sis u1, . . . , uθ , a1, . . . , aθ and ui ∈ Xχ
−1
i
Li
, ai ∈ XχiKi for all 1  i  θ , and let k〈u1, . . . , aθ 〉 =
k〈u1, . . . , uθ , a1, . . . , aθ 〉 be the free algebra. Let l = (li)1iθ be a family of non-zero el-
ements in k. Then we define U(Dred, l) as the quotient Hopf algebra of the smash product
k〈u1, . . . , aθ 〉 # k[Γ ] modulo the ideal generated by
adc(ai)1−aij (aj ) for all 1 i, j  θ, i 
= j, (1.19)
adc(ui)1−aij (uj ) for all 1 i, j  θ, i 
= j, (1.20)
aiuj − χ−1j (Ki)ujai − δij li(KiLi − 1) for all 1 i, j  θ. (1.21)
We also use the notation Ei = ai,Fi = uiL−1,1 i, j  θ .i
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for all 1 i, j  θ
a˜ij = aij = a˜θ+i,θ+j , a˜i,θ+j = 0 = a˜θ+i,j , and
(g˜1, . . . , g˜2θ ) = (L1, . . . ,Lθ ,K1, . . . ,Kθ ),
(χ˜1, . . . , χ˜2θ ) =
(
χ−11 , . . . , χ
−1
θ , χ1, . . . , χθ
)
.
Then
D˜red =D
(
Γ, (g˜i)1i2θ , (χ˜i )1i2θ , (˜aij )1i,j2θ
) (1.22)
is a datum of finite Cartan type. Note that (1.16) and (1.17) together are the Cartan condition (1.3)
for D˜red. We define a family l˜ = (˜lij )1i,j2θ of linking parameters for D˜red for all 1 i, j  2θ
by
l˜ij =
⎧⎨⎩
−lj if 1 j  θ, i = θ + j,
qii li if 1 i  θ, j = θ + i,
0 otherwise.
(1.23)
Thus the Dynkin diagram of D consists of two copies of the Dynkin diagram of (aij )1i,jθ ,
and each vertex is linked with its copy. Then
U(Dred, l) = U(D˜red, l˜ ), (1.24)
where (x1, . . . , x2θ ) = (u1, . . . , uθ , a1, . . . , aθ ), since the set of relations (1.19)–(1.21) coincides
with the set (1.9), (1.10).
To see that Uq(g),g a semisimple Lie algebra, and other quantum groups in the literature
are special cases of U(Dred, l), we formulate the relations of U(Dred, l) in terms of the usual
generators Ei and Fi . We recall the box notation for q-numbers (see [10, 1.3], [8, Chapter 0]).
Let v be an indeterminate. For all integers n 0 let
[n] = v
n − v−n
v − v−1 ,
[0]! = 1, and [n]! = [1][2] · · · [n] if n 1. For all 0 i  n define[
n
i
]
= [n]
!
[i]![n− i]! .
If 0 
= q ∈ k, then [n]q and
[ n
i
]
q
are the specializations at v → q .
If H is a Hopf algebra with antipode S we denote be adl and adr the adjoint actions defined
by
adl (x)(y) = x(1)yS(x(2)), adr (x)(y) = S(x(1))yx(2)
for all x, y ∈ H .
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(aij )1i,jθ we choose qJ ∈ k such that (1.4) holds for the braiding matrix (qij )1i,jθ . For all
i ∈ J,J ∈X and 1 j  θ let
pij = qij q−diaijJ . (1.25)
Let adl and adr be the adjoint actions of the Hopf algebra k〈u1, . . . , aθ 〉 # k[Γ ]. Then the
relations (1.20)–(1.21) of U(Dred, l) can be reformulated in U(Dred, l) for all 1 i, j  θ as
adl (Ei)1−aij (Ej ) = 0, for all 1 i, j  θ, i 
= j, (1.26)
adr (Fi)1−aij (Fj ) = 0, for all 1 i, j  θ, i 
= j, (1.27)
EiFj − FjEi = δij li
(
Ki −L−1i
)
, for all 1 i, j  θ. (1.28)
Explicitly for all i ∈ J , J ∈X and 1 j  θ , i 
= j ,
adl (Ei)1−aij (Ej ) =
1−aij∑
s=0
(−pij )s
[
1 − aij
s
]
q
di
J
E
1−aij−s
i EjE
s
i , (1.29)
adr (Fi)1−aij (Fj ) =
1−aij∑
s=0
(−pij )s
[
1 − aij
s
]
q
di
J
F si FjF
1−aij−s
i . (1.30)
The action of Γ is given for all g ∈ Γ and all 1 i  θ by
gEig
−1 = χi(g)Ei, (1.31)
gFig
−1 = χ−1i (g)Fi, (1.32)
and the comultiplication by
Δ(Ei) = Ki ⊗Ei +Ei ⊗ 1, Δ(Fi) = 1 ⊗ Fi + Fi ⊗L−1i . (1.33)
Proof. Let H = k〈u1, . . . , aθ 〉 # k[Γ ], and i ∈ J,J ∈X and 1 j  θ . For all x ∈ H we denote
by Lx and Rx the left and right multiplication with x on H . Let σi, τi be the inner automorphisms
of H given by σi(x) = KixK−1i , τi(x) = LixL−1i for all x ∈ H . Then
adlEi = LEi −REiσi, adrFi = RFi −LFi τi . (1.34)
Observe that the operators Lx and Ry commute for all x, y ∈ H . As a result of simple
commutation rules we have the equations (REi σi)LEi = q2diJ LEi (REi σi), and RFi (LFi τi) =
q
2di
J (LFi τi)RFi . Hence (1.29) and (1.30) follow from the quantum binomial formula [10, 1.3.5].
Since adcEi is the restriction of adlEi to the free algebra k〈u1, . . . , aθ 〉, the relations (1.26)
and (1.19) coincide.
Let S be the antipode of the Hopf algebra H . Then for all x ∈ H ,
S
(
(adlui)(x)
)= −q2di (adrFi)(S(x)). (1.35)J
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S
(
(adlui)n(uj )
)= (−1)n+1qniiqjj (adrFi)n(Fj ) for all n 1. (1.36)
The equivalence of the relations (1.27) and (1.20) then follows from (1.36). 
We note that in general the relations for the Ei in (1.26) and the Fi in (1.27) are given by
different polynomials. By changing the summation index in (1.30) from s to 1 − aij − s and
multiplying with a constant we see that (1.27) is equivalent to
1−aij∑
s=0
(−p−1ij )s [1 − aijs
]
q
di
J
F
1−aij−s
i FjF
s
i = 0, i ∈ J, J ∈X , j 
= i. (1.37)
Remark 1.7. Let (aij )1i,jθ be the Cartan matrix of g with respect to a basis α1, . . . , αθ of the
root system of g, di ∈ {1,2,3} with diaij = djaji for all 1  i, j  θ , and 0 
= q ∈ k such that
q2di 
= 1 for all 1 i  θ . Let Γ be a free abelian group with basis Ki,1 i  θ , and Li = Ki
for all 1 i  θ . Define the characters χi ∈ Γ̂ by
χj (Ki) = qdiaij for all 1 i, j  θ.
Then Dred =Dred(Γ, (Li), (Ki), (χi), (aij )) is a reduced datum, and
U(Dred, l) ∼= Uq(g),
defined in [8, 4.3], where li = (qdi − q−di )−1 for all 1 i  θ . Note that in Lemma 1.6, pij = 1
for all 1 i, j  θ .
Similarly the quantum group U defined in [10, 3.1.1], where the Cartan datum (I, ·) is of
finite type, is a special case of U(Dred, l) (this also holds in general, if we assume that (aij ) is
a symmetrizable generalized Cartan matrix). In [10, 3.1.1] a root datum (Y,X, 〈 , 〉, . . .) of type
(I, ·) is given. Let Γ be the group with generators Kμ,μ ∈ Y , and relations K0 = 1,KμKμ′ =
Kμ+μ′ for all μ,μ′ ∈ Y . Thus Γ ∼= Y is a free abelian group of finite rank. To avoid confusion
we denote the elements of Γ by K ′μ and not by Kμ. Define characters χj ∈ Γ̂ by
χj
(
K ′μ
)= v〈μ,j ′〉 for all μ ∈ Y, j ∈ I.
For all i, j ∈ I we define di = i·i2 , aij = 〈i, j ′〉, and Ki = Li = K ′di i . Then (aij ) is a Cartan matrix
of finite type, and
χj (Ki) = vdiaij for all i, j ∈ I.
Again Dred = Dred(Γ, (Li), (Ki), (χi), (aij )) is a reduced datum (where we identify I with
{1,2, . . . , θ}), and
U(Dred, l) ∼= U,
where li = (vdi − v−di )−1 for all 1 i  n. In this case the matrix (χj (Ki)) is still symmetric
but it is not assumed that the elements Ki = Li generate the free abelian group Γ .
3698 D.E. Radford, H.-J. Schneider / Journal of Algebra 319 (2008) 3689–3731Remark 1.8. Fix a natural number n 1, non-zero elements r, s ∈ k, and assume that rs−1 is not
a root of unity. Let E be an euclidean vector space with inner product ( , ) and orthonormal basis
1, . . . , n+1. Define αi = i − i+1 for all 1 i  n. Thus {i − j | 1 i, j  n+ 1, i 
= j} is a
root system of type An with basis α1, . . . , αn.
Let a1, . . . , an+1, b1, . . . , bn+1 be the basis of a free abelian group Γ of rank 2(n+ 1). Define
characters χj ∈ Γ̂ for all 1 j  n by
χj (ai) = r(i ,αj ), χj (bi) = s(i ,αj ) for all 1 i  n+ 1.
Let Ki = aibi+1,Li = (ai+1bi)−1 and qij = χj (Ki) for all 1  i, j  n. Then for all
1 i, j  n,
χj (Ki) = r(i ,αj )s(i+1,αj ) = χi(Lj ),
qii = rs−1,
qij qji =
{
q−1ii , if |i − j | = 1,
1, if |i − j | > 1.
Thus Dred =Dred(Γ, (Li), (Ki), (χi), (aij )) is a reduced datum of type An. Note that the matrix
(qij ) is not symmetric if r 
= s−1. Choose q ∈ k with q2 = rs−1. Then the Serre relations (1.26)
and (1.27) for |i − j | = 1 are
E2i Ei+1 − (r + s)EiEi+1Ei + rsEi+1E2i = 0,
EiE
2
i+1 − (r + s)Ei+1EiEi+1 + rsE2i+1Ei = 0,
F 2i Fi+1 −
(
r−1 + s−1)FiFi+1Fi + r−1s−1Fi+1F 2i = 0,
FiF
2
i+1 −
(
r−1 + s−1)Fi+1FiFi+1 + r−1s−1F 2i+1Fi = 0.
Thus we have established the relations (R6) and (R7) in [5], and
U(Dred, l) = Ur,s(gln+1),
defined in [5], with Ei = ei,Fi = fi for all 1  i  n, where we take li = (r − s)−1 for all
1 i  n, and l = (li).
1.3. The Hopf algebras u(D, λ)
Our results also apply to a large class of finite-dimensional Hopf algebras introduced in [1].
Let Γ be a finite abelian group, D =D(Γ, (gi)1iθ , (χi)1iθ , (aij )1i,jθ ) a datum of finite
Cartan type, and λ a family of linking parameters for D.
Assume for all 1 i  θ
ord(qii) is odd and > 3, (1.38)
ord(qii) is prime to 3 if i is in a component G2. (1.39)
Let NJ be the common order of qii = q2di , i ∈ J,J ∈X .J
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be the root vector in the free algebra k〈xj | j ∈ J 〉 defined in [1, Section 4.1] generalizing the
root vectors in [10].
Definition 1.9. Let u(D, λ) be the quotient Hopf algebra of the smash product k〈x1, . . . , xθ 〉 #
k[Γ ] modulo the ideal generated by (1.9), (1.10) and
xNJα for all α ∈ Φ+J , J ∈X . (1.40)
Remark 1.10. Let X ∈ ΓΓ YD with basis xi ∈ Xχigi ,1  i  θ . Using results of Lusztig [9],
Rosso [15] and Müller [12] it is shown in [1, Theorem 4.5] that
B(X) ∼= k〈x1, . . . , xθ 〉/
(
(adcxi)1−aij (xj ), xNJα
∣∣ i 
= j, α ∈ Φ+J , J ∈X ).
Note that the small quantum groups uq(g), q a root of one, introduced by Lusztig are special
cases of u(D, λ) where Γ is a power of a cyclic group Z/(n). However our theory does not
apply to the general cases defined in [4], where the right-hand side of the root vector relations is
a non-zero element in the group algebra.
1.4. Generalized quantum doubles
Let U and A be Hopf algebras. We follow [7] in the description of the generalized quantum
double construction. Any Hopf algebra map Φ :U → Ao cop determines a convolution invertible
map τ :U ⊗A → k by
τ(u, a) = Φ(u)(a), (1.41)
and a 2-cocycle σ : (U ⊗A)⊗ (U ⊗A) → k by
σ(u⊗ a,u′ ⊗ a′) = ε(u)τ(u′, a)ε(a′), (1.42)
for all u,u′ ∈ U , a, a′ ∈ A. Let H = (U ⊗A)σ be the 2-cocycle twist of the tensor product Hopf
algebra U ⊗A. The Hopf algebra H is a generalized quantum double. Recall that (U ⊗A)σ co-
incides with U ⊗A as a coalgebra with componentwise comultiplication and its algebra structure
is defined by
(u⊗ a)(u′ ⊗ a′) = σ (h(1), h′(1))h(2)h′(2)σ−1(h(3), h′(3))
= uτ(u′(1), a(1))u′(2) ⊗ a(2)τ−1(u′(3), a(3))a′ (1.43)
for all u,u′ ∈ U , a, a′ ∈ A, and h = u⊗ a, h′ = u′ ⊗ a′. Note that
τ−1(u, a) = τ(S(u), a)= τ(u,S−1(a))
for all u ∈ U , a ∈ A.
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2.1. An abstract theory of highest weight modules
In this section we assume that H is an algebra with subalgebras U and A such that the multi-
plication map
μ :U ⊗A → H, u⊗ a → ua, (2.1)
is bijective. The commutation rule between elements a ∈ A and u ∈ U is given by au =∑n
i=1 uiai , where μ−1(au) =
∑n
i=1 ui ⊗ ai .
Generalized quantum doubles and smash products satisfy this condition. The condition can be
rephrased as follows: H = U ⊗A has an algebra structure on the tensor product of the underlying
vector spaces of algebras U and A such that (u⊗ a)(u′ ⊗ a′) = uu′ ⊗ aa′ when a = 1 or u′ = 1.
Let ρ ∈ Alg(U, k) and χ ∈ Alg(A, k) be characters of U and A and let kρ and kχ be their
one-dimensional representations. By virtue of (2.1) there is a linear isomorphism kρ ⊗U H ∼= A
which induces a right H -module structure on A denoted by Aρ . Let a, a′ ∈ A and u ∈ U . The
right H -action ρ on Aρ is given by
a ρ ua′ =
(
(ρ ⊗ id)μ−1(au))a′. (2.2)
In particular
a ρ a′ = aa′ and a ρ u = (ρ ⊗ id)μ−1(au). (2.3)
Observe that if a and u commute then a ρ ua′ = ρ(u)aa′.
Similarly there is a linear isomorphism H ⊗Akχ ∼= U which induces a left H -module structure
on U denoted by Uχ . Let u,u′ ∈ U and a ∈ A. The left H -module χ is given by
ua χ u′ = u
(
(id ⊗ χ)μ−1(au′)). (2.4)
In particular
uχ u′ = uu′ and a χ u = (id ⊗ χ)μ−1(au). (2.5)
Note that if a and u′ commute then ua χ u′ = χ(a)uu′.
We define a bilinear form
Ψ = Ψ (ρ,χ) :A×U → k, (a,u) → (ρ ⊗ χ)μ−1(au). (2.6)
Hence for all a ∈ A, u ∈ U
Ψ (a,u) = χ(a ρ u) = ρ(a χ u). (2.7)
Let I (ρ,χ) ⊂ Uχ be the largest left H -submodule contained in Ke(ρ), and J (χ,ρ) ⊂ Aρ the
largest right H -submodule contained in Ke(χ).
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(1) The pairing Ψ is H -balanced, that is Ψ (a ρ h,u) = Ψ (a,h χ u) for all a ∈ A, u ∈ U ,
h ∈ H .
(2) A⊥ := {u ∈ U | Ψ (A,u) = 0} = I (ρ,χ).
(3) U⊥ := {a ∈ A | Ψ (a,U) = 0} = J (χ,ρ).
Proof. (1) Let a ∈ A,u ∈ U . Using (2.7) and (2.3) we compute for all a′ ∈ A
Ψ (a,a′ χ u) = ρ
(
a χ (a′ χ u)
)
= ρ((aa′)χ u)
= Ψ (aa′, u)
= Ψ (a ρ a′, u).
Similarly we obtain Ψ (a ρ u′, u) = Ψ (a,u′ χ u) for all u′ ∈ U by (2.7) and (2.5). Since
H = UA we have shown (1).
(2) Let u ∈ A⊥. Then ρ(u) = ρ(1χ u) = Ψ (1, u) = 0. Hence A⊥ is contained in the kernel
of ρ. By (1) A⊥ is an H -submodule of Uχ .
On the other hand, any element u ∈ U with H χ u ⊂ Ke(ρ) is contained in A⊥ since for all
a ∈ A, 0 = ρ(a χ u) = Ψ (a,u).
(3) is shown as (2). 
We define
L(ρ,χ) = Uχ/I (ρ,χ) and R(χ,ρ) = Aρ/J (χ,ρ). (2.8)
Thus L(ρ,χ) is a left H -module, R(χ,ρ) is a right H -module and by Lemma 2.1 the bilinear
form Ψ induces a non-degenerate H -balanced bilinear form (again denoted by Ψ and depending
on ρ,χ )
Ψ :R(χ,ρ)×L(ρ,χ) → k. (2.9)
In particular the left H -linear map
L(ρ,χ) → (R(χ,ρ))∗, u¯ → (a¯ → Ψ (a¯, u¯) = Ψ (a,u)), (2.10)
is injective, where the dual vector space (R(χ,ρ))∗ is a left H -module by (hf )(x) = f (xh) for
all h ∈ H,x ∈ R(χ,ρ), and f ∈ (R(χ,ρ))∗. We denote the quotient actions by juxtaposition or
“·.”
Let vρ,χ be the residue class of 1 in Uχ . Then L(ρ,χ) is a cyclic left H -module with generator
vρ,χ , and L(ρ,χ) = Uvρ,χ by (2.5). We denote the left H -action on (Aρ)∗ which is dual to the
right action ρ by ρ . Using (2.10) we obtain a left H -linear isomorphism
L(ρ,χ) ∼= U ρ χ ⊂ (Aρ)∗, vρ,χ → χ. (2.11)
This realization of L(ρ,χ) as a subspace of A∗ is useful for computations.
The next lemma is crucial for the results in this section.
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(1)(a) a χ u′ = χ(a)u′ for all a ∈ A,u′ ∈ U ′.
(b) The restriction map Alg(U, k) → Alg(U ′, k) is injective.
(2)(a) a′ ρ u = ρ(u)a′ for all a′ ∈ A′, u ∈ U .
(b) The restriction map Alg(A, k) → Alg(A′, k) is injective.
Then L(ρ,χ) contains a unique one-dimensional A-submodule and a unique codimension
one U -submodule and R(χ,ρ) contains a unique one-dimensional U -submodule and a unique
codimension one A-submodule.
Proof. We first show that
(i) Ke(ρ)∩U ′ ⊂ I (ρ,χ) and
(ii) Ke(χ)∩A′ ⊂ J (ρ,χ).
Let u′ ∈ U ′ with ρ(u′) = 0. Then for all a ∈ A
Ψ (a,u′) = ρ(a χ u′) = ρ
(
χ(a)u′
)= 0
by (2.7) and by assumption (1a). Hence u′ ∈ A⊥, and the first inclusion follows from
Lemma 2.1(2). The second inclusion is shown similarly using Lemma 2.1(3) and assump-
tion (2a).
We next show that
(iii) Ke(ρ) (the canonical image of Ke(ρ) in L(ρ,χ)) is the only codimension one U -submodule
of L(ρ,χ), and
(iv) Ke(χ) is the only codimension one A-submodule of R(χ,ρ).
Let X ⊂ U be a codimension one left U -submodule containing I (ρ,χ). Let ρ′ :U → k be the
character of the one-dimensional U -module U/X = k1¯. Thus ρ′ ∈ Alg(U, k) with Ke(ρ′) = X.
By (i)
Ke(ρ)∩U ′ ⊂ I (ρ,χ)∩U ′ ⊂ Ke(ρ′)∩U ′.
Thus Ke(ρ|U ′) ⊂ Ke(ρ′|U ′), where the restrictions of ρ and ρ′ to U ′ are denoted by ρ|U ′ and
ρ′|U ′. Since ρ|U ′ and ρ′|U ′ are algebra maps to k it follows that ρ|U ′ = ρ′|U ′. Thus ρ = ρ′ by
assumption (1b). Hence X = Ke(ρ) and we have shown (iii). Similarly (iv) follows from (2b)
and (ii).
Finally we show that
(v) k1¯ is the only one-dimensional A-submodule of L(ρ,χ) and
(vi) k1¯ is the only one-dimensional U -submodule of R(χ,ρ).
These follow by duality from (iii) and (iv). Let m,m˜ ∈ L(ρ,χ) generate one-dimensional left
A-submodules. Since Ψ is non-degenerate and A-balanced it follows that (km)⊥ and (km˜)⊥ are
codimension one A-submodules of R(χ,ρ) which are equal by (iv). Since Ψ is non-degenerate,
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km˜, and (v) is proven. Similarly (vi) follows from (iii). 
The H -modules L(ρ,χ) (and similarly R(χ,ρ)) can be easily characterized abstractly. We
introduce the full subcategory HM of all left H -modules M which are generated by a one-
dimensional left A-submodule kv and have a codimension-one left U -submodule N with the
property that 0 is the only left H -submodule of M contained in N . We say that (v,N) defines M
as an object of HM.
Lemma 2.3. Let M be a left H -module. Then M ∈ HM if and only if there are characters
ρ ∈ Alg(U, k),χ ∈ Alg(A, k) with M ∼= L(ρ,χ) as H -modules.
Proof. It is clear from the definition that (v,N) with v = 1¯ and N = Ke(ρ) defines L(ρ,χ) as
an object of HM.
Conversely let M be defined as an object in HM by (v,N). Let χ ∈ Alg(A, k) and ρ ∈
Alg(U, k) be the characters of kv and M/N = kv¯. Then the map f :Uχ → M , u → uv, is
surjective, left U -linear, and is thus left H -linear since for all u ∈ U,a ∈ A with∑ni=1 uiai = au,
ui ∈ U , ai ∈ A for all i,
f (a χ u) =
(
(id ⊗ χ)μ−1(au))v =∑
i
uiχ(ai)v =
∑
i
uiaiv = auv = af (u).
To complete the proof we need only show Ke(f ) = I (ρ,χ). Since f (I (ρ,χ)) is a left H -
submodule of M contained in f (Ke(ρ)) ⊂ N it follows that f (I (ρ,χ)) = 0. Thus I (ρ,χ) ⊂
Ke(f ). On the other hand, by (2.7)
Ψ
(
a,Ke(f )
)= ρ(a χ Ke(f ))⊂ ρ(Ke(f ))⊂ ρ(Ke(ρ))= 0,
for all a ∈ A. Thus Ke(f ) ⊂ A⊥ = I (ρ,χ) by Lemma 2.1(2). 
For a ring R and a collection M of left R-modules let [M] denote the set of isomorphism
classes [M] of all M ∈M.
Theorem 2.4. Let U,A be subalgebras of an algebra H such that the multiplication map
μ :U ⊗ A → H is bijective. Suppose that there are subalgebras U ′ ⊂ U and A′ ⊂ A satisfy-
ing
(1)(a) a χ u′ = χ(a)u′ for all a ∈ A,u′ ∈ U ′, χ ∈ Alg(A, k).
(b) The restriction map Alg(U, k) → Alg(U ′, k) is injective.
(2)(a) a′ ρ u = ρ(u)a′ for all a′ ∈ A′, u ∈ U,ρ ∈ Alg(U, k).
(b) The restriction map Alg(A, k) → Alg(A′, k) is injective.
Then the map
L : Alg(U, k)× Alg(A, k) → [HM], (ρ,χ) →
[
L(ρ,χ)
]
,
is bijective, and modules in HM are isomorphic as H -modules if and only if they are isomorphic
as U - and isomorphic as A-modules.
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ules over U respectively over A. Then it follows from Lemma 2.2 that ρ = ρ′ respectively
χ = χ ′. Thus the map is injective, and it is surjective by Lemma 2.3. 
The next corollary is useful to identify the characters ρ,χ of a module in HM. Compare with
the highest weight theory of quantum groups [8].
Corollary 2.5. In the situation of Theorem 2.4 let M be a module in HM and ρ ∈ Alg(U, k),χ ∈
Alg(A, k). Then the following are equivalent:
(1) M ∼= L(ρ,χ).
(2) There is an element 0 
= v ∈ M such that
a · v = χ(a)v for all a ∈ A, and (2.12)
u′ · v = ρ(u′)v for all u′ ∈ U ′. (2.13)
Proof. Let v = vρ,χ ∈ L(ρ,χ) be the canonical generator. Since v is the residue class of 1 ∈ Uχ ,
(2.12) follows from (2.5). For all u′ ∈ U ′ and a ∈ A,
Ψ
(
a,u′ − ρ(u′))= 0
by (2.7) and Theorem 2.4(1a). Hence u′ − ρ(u′) ∈ A⊥ = I (ρ,χ), and (2.13) follows.
This proves the claim since the element v ∈ L(ρ,χ) is uniquely determined up to a non-zero
scalar by (2.12). 
We will see below in Corollary 2.10 that the H -modules L(ρ,χ) are simple in many cases
of interest to us. By Lemma 2.2 they are indecomposable in the situation of Theorem 2.4. Under
additional assumptions the previous theorem parameterizes the finite-dimensional simple H -
modules. For any algebra H we denote by Irr(H) the set of all isomorphism classes of finite-
dimensional simple left H -modules.
Corollary 2.6. Assume that the hypotheses of Theorem 2.4 hold and also that the finite-
dimensional simple left U - and A-modules are one-dimensional. Then the map
L :
{
(ρ,χ)
∣∣ ρ ∈ Alg(U, k), χ ∈ Alg(A, k), dim(L(ρ,χ))< ∞}→ Irr(H),
given by (ρ,χ) → [L(ρ,χ)], is bijective.
Proof. By Theorem 2.4 it suffices to show that the finite-dimensional objects in HM are the
finite-dimensional simple left H -modules.
Let M ∈ HM be finite-dimensional, and assume that X  M is an H -submodule. Then X is
contained in a maximal U -submodule N ⊂ M . Since the finite-dimensional U -modules are one-
dimensional it follows that N has codimension one. By Lemma 2.2 N is uniquely determined,
and X = 0 since M ∈ HM.
Conversely let M be a finite-dimensional simple left H -module. Then M contains a simple
A-submodule S and a maximal U -submodule. By our assumptions S and M/N are both one-
dimensional. Hence M ∈ HM. 
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S-module M to the abelian group M with R-module structure defined by pullback along ϕ.
When ϕ is surjective, by abuse of notation ϕ∗ : Irr(S) → Irr(R) also denotes the map induced by
the restriction functor.
Corollary 2.7. Let H and H1 be algebras with subalgebras U,A ⊂ H and U1,A1 ⊂ H1 such
that both triples U,A,H and U1,A1,H1 satisfy the hypotheses of Theorem 2.4. Assume that the
finite-dimensional simple left U - and A-modules are one-dimensional.
Let πU :U → U1 and πA :A → A1 be surjective algebra maps such that
(1) π := μ1(πU ⊗ πA)μ−1 :H → H1 is an algebra map.
(2)(a) Alg(U1, k) → Alg(U, k), ρ → ρπU , is bijective.
(b) Alg(A1, k) → Alg(A, k), χ → χπA, is bijective.
Then the restriction map π∗ : Irr(H1) → Irr(H) is bijective.
Proof. Let ρ ∈ Alg(U1, k), χ ∈ Alg(A1, k). We first show that
π∗
(
L(ρ,χ)
)∼= L(ρπU ,χπA). (2.14)
Assume that (v,N) defines M := L(ρ,χ) as an object of H1M. Since π is surjective, the pair
(v,π∗U(N)) defines π∗(L(ρ,χ)) as an object of HM. The A-module kv has character χπA, and
the U -module M/N has character ρπU . Thus (2.14) follows from Theorem 2.4. The bijectivity
of π∗ now follows from Corollary 2.6. 
Apropos of Corollary 2.7, with no assumption on the simple representations of U and A the
argument shows there is a bijection π∗ : [H1M] → [HM].
Many important pointed Hopf algebras are quotients of generalized quantum doubles by some
central group-like elements. In the general context of the present section the next lemma de-
scribes which pairs of characters give rise to modules over such quotients.
Lemma 2.8. Let h be a central element of H . Then for all ρ ∈ Alg(U, k) and χ ∈ Alg(A, k) the
following are equivalent:
(1) h− 1 acts as zero on L(ρ,χ).
(2) (ρ ⊗ χ)(μ−1(h)) = 1.
Proof. Since h− 1 is in the center of H , M = (h− 1)χ U is a left H -submodule of Uχ . Thus
h − 1 acts as zero on L(ρ,χ) if and only if M ⊂ I (ρ,χ) if and only if M ⊆ Ke(ρ). For v ∈ U
the calculation
(h− 1)χ v = (h− 1)χ (v χ 1)
= ((h− 1)v)χ 1
= (v(h− 1))χ 1
= v χ
(
(h− 1)χ 1
)
= v((h− 1)χ 1)
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1 = ρ(hχ 1) = (ρ ⊗ χ)
(
μ−1(h)
)
. 
2.2. Application to the generalized quantum double
Let U and A be Hopf algebras, Φ :U → Ao cop a bialgebra map, σ : (U ⊗A)⊗ (U ⊗A) → k
the corresponding 2-cocycle (see Section 1.4), and
H = (U ⊗A)σ .
We view U and A as subalgebras of H by the embeddings u → u ⊗ 1 and a → 1 ⊗ a. Thus ua
is identified with (u⊗ 1)(1 ⊗ a) = u⊗ a ∈ H for all u ∈ U , a ∈ A.
The multiplication map μ :U ⊗A → H is bijective, and
μ−1(au) = τ(u(1), a(1))u(2) ⊗ a(2)τ−1(u(3), a(3)) (2.15)
for all a ∈ A, u ∈ U .
Let ρ ∈ Alg(U, k), χ ∈ Alg(A, k) be characters. The left H -action χ on Uχ is given explic-
itly by
(u′a)χ u = u′τ(u(1), a(1))u(2)χ(a(2))τ−1(u(3), a(3)) (2.16)
and the right H -action ρ on Aρ by
a ρ (ua′) = τ(u(1), a(1))ρ(u(2))a(2)a′τ−1(u(3), a(3)) (2.17)
for all u,u′ ∈ U and a, a′ ∈ A. The dual (Aρ)∗ is a left H -module by(
(ua′)ρ p
)
(a) = p(a ρ (ua′)) (2.18)
for all u ∈ U , a, a′ ∈ A, and p ∈ A∗. Thus by (2.18) and (2.17)
uρ p = Φ(u(1))ρ(u(2))pΦ
(
S(u(3))
)
for all u ∈ U, p ∈ A∗. (2.19)
The next lemma describes a general situation where the assumptions of Theorem 2.4 all are
satisfied.
Lemma 2.9. Let H = (U ⊗ A)σ be as above. Assume that all ρ ∈ Alg(U, k), χ ∈ Alg(A, k)
are determined by their respective restrictions ρ|G(U), χ |G(A). Then the assumptions in Theo-
rem 2.4 are satisfied with U ′ = k[G(U)] and A′ = k[G(A)].
Proof. The groups G(Uo) = Alg(U, k) and G(Ao) = Alg(A, k) are commutative since by as-
sumption they are isomorphic to subgroups of the character groups of G(U) and of G(A). Using
(2.16) we see for a ∈ A, χ ∈ Alg(A, k), and u′ ∈ G(U) that
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= ((Φ(u′)χΦ(u′)−1)(a))u′
= χ(a)u′,
where the last equality holds since Φ(u′),χ ∈ Alg(A, k) and the latter is abelian. We have shown
(1a) in Theorem 2.4; (2a) follows in the same way. 
Corollary 2.10. Let H = (U ⊗A)σ be as in the beginning of this section. Assume that the groups
Λ := G(U) and Γ := G(A) are abelian and that there are index sets I, J , elements ai ∈ A,
uj ∈ U and non-trivial characters χi ∈ Γ̂ , ηj ∈ Λ̂ for all i ∈ I , j ∈ J such that:
(1) A is generated by Γ and {ai | i ∈ I } and for all g ∈ Γ, i ∈ I , gaig−1 = χi(g)ai .
(2) U is generated by Λ and {uj | j ∈ J } and for all z ∈ Λ,j ∈ J , zuj z−1 = ηj (z)uj .
(3) For all j1, . . . , jt ∈ J , t  1, the character ηj1 · · ·ηjt is non-trivial.
Let HS be the class of all simple left H -modules M containing a non-zero element v such
that aiv = 0 for all i ∈ I , and kv is a kΓ - and a kΛ-submodule of M . Then the map
L : Alg(U, k)× Alg(A, k) → [HS], (ρ,χ) →
[
L(ρ,χ)
]
,
is bijective.
Proof. By (1) and (2) algebra maps ρ ∈ Alg(U, k) and χ ∈ Alg(A, k) must vanish on the
elements uj , j ∈ J , and ai, i ∈ I . Hence the assumptions of Theorem 2.4 are satisfied with
U ′ = k[Λ] and A′ = k[Γ ] by Lemma 2.9. We show that HS = HM.
Let ρ ∈ Alg(U, k),χ ∈ Alg(A, k), and let v = vρ,χ be the canonical generator of L =
L(ρ,χ). By (2.13),
z · ((uj1 · · ·ujt ) · v)= (ηj1 · · ·ηjt ρ)(z)(uj1 · · ·ujt ) · v
for all z ∈ Λ,j1, . . . , jt ∈ J, t  0, and L = U ·v is the k-span of all such elements (uj1 · · ·ujt ) ·v.
Hence as a k[Λ]-module L has a decomposition into weight spaces L =⊕σ∈Λ̂ Lσ , where any
σ ∈ Λ̂ with Lσ 
= 0 has the form σ = ηj1 · · ·ηjt ρ, t  0, j1, . . . , jt ∈ J . By (3) Lρ = kv is
one-dimensional.
Let X ⊂ L be a proper U -submodule. Then the weight space Xρ must be 0. Thus X ⊂ N :=⊕
σ∈Λ̂,σ 
=ρ Lσ since X is a sum of weight spaces. This means that L has a unique codimension
one U -submodule which is N and X ⊂ N , where X is any proper H -submodule of L. We have
shown that L is simple. Thus L ∈ HS by Corollary 2.5.
Conversely let M ∈ HS and 0 
= v ∈ M such that aiv = 0 for all i ∈ I and kv is a module
over kΓ and kΛ. Then kv is a one-dimensional A-submodule, and M = Hv = Uv is the k-span
of all elements of the form (uj1 · · ·ujt ) · v, j1, . . . , jt ∈ J, t  0. Let ρ ∈ Λ̂ with zv = ρ(z)v for
all z ∈ Λ. Again by (3), N :=⊕σ∈Λ̂,σ 
=ρ Mσ is a codimension one U -submodule. Since M is
simple it follows that M ∈ HM. 
Suppose k has characteristic zero. Let A be a finite-dimensional pointed Hopf algebra such
that its coradical is commutative and is generated by skew-primitives. One consequence of
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show that this result holds for a much wider class of Hopf algebras, in particular for all finite-
dimensional pointed Hopf algebras.
Let A be a pointed Hopf algebra. Then all sub-Hopf algebras of A are pointed and A is a free
left A0-module under multiplication. Thus A is a finitely generated left A0-module if and only if
A is a finitely generated free left A0-module. Since Hopf algebras are augmented, any two bases
for a free module over a Hopf algebra have the same cardinality. Thus rank of a free module over
a Hopf algebra is well-defined.
Suppose that a is a skew primitive element of A. We say that a is of finite rank if the sub-Hopf
algebra of A generated by A0 ∪ {a} is a free left A0-module of finite rank, or equivalently is a
finitely generated left A0-module.
Lemma 2.11. Let A be a pointed Hopf algebra over k. Suppose that k has characteristic zero
and that A is a finitely generated left A0-module. Then the restriction map Alg(A, k) → Ĝ(A) is
injective.
Proof. Let χ ∈ Alg(A, k) and suppose χ(g) = 1 for all g ∈ G(A). Since the restriction map
is a group homomorphism, we need only show that χ = ε. Now χ vanishes on the Hopf ideal
I =∑g∈G(A) A(g − 1)A of A. Consider the quotient A/I and let π :A → A/I be the projec-
tion. Since k1 = π(A0) ⊃ π(A)0, which follows by [11, Corollary 5.3.5], and π(A) is a finitely
generated left k1 = π(A0) module, it follows that A/I = π(A) is a finite-dimensional pointed
irreducible Hopf algebra. Since the characteristic of k is zero the powers of any non-zero prim-
itive element are linearly independent. Therefore π(A) is one-dimensional by the Taft–Wilson
Theorem [11, Theorem 5.4.1]. Therefore I = Ke(ε). As χ vanishes on I necessarily χ = ε. 
The following theorem applies to pointed Hopf algebras (over an algebraically closed field of
characteristic zero) which are either finite-dimensional or generated by skew-primitives of finite
rank.
Theorem 2.12. Let A be a pointed Hopf algebra over k which also has characteristic zero.
Suppose that A is generated as an algebra by Hopf subalgebras which are finitely generated
left modules over their coradicals. Then all χ ∈ Alg(A, k) are determined by their restrictions
to G(A).
Proof. Suppose that χ,χ ′ ∈ Alg(A, k) agree on G(A). Let B be a Hopf subalgebra of A which
is a finitely generated left B0-module. Since χ |G(B) = χ ′|G(B) it follows by Lemma 2.11 that
χ |B = χ ′|B . As A is generated as an algebra by such B’s necessarily χ = χ ′. 
2.3. Certain algebras whose finite-dimensional simple modules are one-dimensional
We will see as a special case of Theorem 2.15 that for any generic Cartan datum of finite type
all finite-dimensional simple modules over U(D,0) are one-dimensional. We say that elements
a, b of an algebra skew commute if ba = αab for some non-zero α ∈ k.
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finitely many elements a1, . . . , aθ and assume that there are non-trivial characters χ1, . . . , χθ of
Γ such that
gaig
−1 = χi(g)ai for all g ∈ Γ and 1 i  θ.
(1) Suppose km is a one-dimensional left A-module. Then ai ·m = 0 for all 1 i  θ .
(2) Suppose that M is a non-zero finite-dimensional left A-module. Assume that M has a non-
zero element m such that ai · m = 0 for all 1 i  θ . Then M contains a one-dimensional
left A-module.
(3) Suppose that I1, . . . , Ir partition {1, . . . , θ} and ai , aj skew commute whenever i, j belong
to different I’s. Let Ai be the subalgebra of A generated by the aj ’s, where j ∈ Ii , and Γ .
For all 1 i  θ assume that finite-dimensional simple left Ai -modules are 1-dimensional.
Then finite-dimensional simple left A-modules are 1-dimensional.
(4) Suppose that χk11 · · ·χkθθ = 1, where k1, . . . , kθ  0, implies k1 = · · · = kθ = 0. Then finite-
dimensional simple left A-modules are one-dimensional.
Proof. (1) Let ρ ∈ Alg(A, k) be the character of km. Then for all g ∈ Γ and 1 i  θ
ρ(gai)m = gai ·m = χi(g)aig ·m = χi(g)ρ(aig)m.
Hence ρ(ai) = χi(g)ρ(ai). Since χi 
= 1 it follows that ρ(ai) = 0 and aim = 0.
(2) Let M ′ = {m ∈ M |a1 · m = · · · = aθ · m = 0}. Since aig = χi(g)−1gai for all 1 i  θ
and g ∈ Γ , we conclude that M ′ is a left Γ -module. Now the A-submodules of M ′ are the Γ -
submodules of the same. Since M ′ 
= 0 is finite-dimensional, Γ is abelian, and k is algebraically
closed, M ′ contains a one-dimensional left Γ -submodule.
(3) We may assume r = 2 by induction on r . Thus θ > 1 and without loss of generality we
may assume S1 = {a1, . . . , as} and S2 = {as+1, . . . , aθ } for some 1 s < θ .
Let M be a finite-dimensional simple left A-module, and let M ′ be the set of all m ∈ M such
that a1 ·m = · · · = as ·m = 0. By assumption M contains a one-dimensional left A1-submodule.
Thus M ′ 
= (0) by part (1). Since A2ai = aiA2 for all 1 i  s it follows that M ′ is a (non-zero)
left A2-submodule of M . By assumption M ′ contains a one-dimensional left A2-submodule km.
Now as+1 · m = · · · = aθ · m = 0 by part (1) again. Since m ∈ M ′ by definition a1 · m = · · · =
as ·m = 0. Therefore M is 1-dimensional by part (2).
(4) Let M be a finite-dimensional simple left A-module. Regard M as a left Γ -module and
for λ ∈ Γ̂ set Mλ = {m ∈ M | g · m = λ(g)m for all g ∈ Γ }. Then the sum M ′ =∑λ∈Γ̂ Mλ is
direct and is not zero since M is not zero. Our assumption gaig−1 = χi(g)ai for all g ∈ Γ means
that M ′ is an A-submodule of M . Since M is simple M = M ′.
By part (2) it suffices to show that there is a non-zero m ∈ M such that ai · m = 0 for all
1  i  θ . Suppose this is not the case. Since M 
= (0) there is a λ ∈ Γ̂ such that Mλ 
= (0).
Choose a non-zero m ∈ Mλ. By induction there is an infinite sequence of integers i1, i2, . . . such
that 1 ij  θ for all j  1 and air · · ·ai1 · m 
= 0 for all r  1. Now air · · ·ai1 · m ∈ Mχr ···χ1λ.
Our assumption on products of the characters χk11 · · ·χkθθ means that λ,χi1λ,χi2χi1λ, . . . are all
distinct. But this is impossible since all but finitely many weight spaces are zero. 
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Cartan type and assume that D is connected. Then g1, . . . , gθ and χ1, . . . , χθ are Z-linearly
independent with respect to multiplication.
Proof. Since (aij ) is a Cartan matrix of finite type there are integers di ∈ {1,2,3} such that
diaij = djaji for all 1 i, j  θ . The symmetrized matrix (diaij ) is positive definite. Hence the
quadratic form
Q(x1, . . . , xθ ) =
∑
1i,jθ
diaij xixj
is positive definite. By (1.4) and since D is connected there is an element q ∈ k with qii = q2di
for all 1 i  θ .
Now let k1, . . . , kθ ∈ Z. If χk11 · · ·χkθθ = 1 then
∏θ
j=1 χj (gi)kj = 1, and hence∏θ
j=1 χj (gi)kikj = 1, for all 1  i  θ . If gk11 · · ·gkθθ = 1 then
∏θ
i=1 χj (gi)ki = 1, and hence∏θ
i=1 χj (gi)kikj = 1, for all 1 j  θ . Thus in both cases
1 =
∏
1i,jθ
q
kikj
ij =
θ∏
i=1
q
k2i
ii
∏
1i<jθ
(qij qji)
kikj = qQ(k1,...,kθ ),
since qij qji = qaijii = q2diaij . Since D is generic, q is not a root of one. Hence Q(k1, . . . , kθ ) = 0
and then k1 = · · · = kθ = 0. 
The main result of this section is:
Theorem 2.15. Let D =D(Γ, (gi)1iθ , (χi)1iθ , (aij )1i,jθ ) be a generic datum of finite
Cartan type. Let A be an algebra generated by an abelian group Γ of units of A together with
elements a1, . . . , aθ such that
gaig
−1 = χi(g)ai for all g ∈ Γ and 1 i  θ.
Suppose that if 1 i, j  θ are in different connected components of {1, . . . , θ}, then ai and aj
skew commute. Then finite-dimensional simple left A-modules are one-dimensional.
Proof. Let I1, . . . , Ir be the components of {1, . . . , θ}. Since the matrix (aij )1i,jθ is of fi-
nite type so are the matrices (aij )(i,j)∈Il×Il of Il for all 1  l  r . Thus by virtue of part (3)
of Lemma 2.13 we may assume r = 1. In this case the theorem follows from Lemmas 2.14
and 2.13(4). 
Let D be a generic datum of Cartan type. We have seen that the characters χ1, . . . , χθ are
Z-linearly independent if D is connected and of finite type. If D is not connected, then linear
independence fails for any non-trivial linking. The next example shows that for connected data
D the characters are in general not linearly independent if D is not of finite type.
Example 2.16. Let Γ be a free abelian group of rank two with basis g1, g2, and q ∈ k not a
root of unity. Let (aij ) =
( 2 −2)
. Define χ1, χ2 ∈ Γ̂ by χj (gi) = qaij for all 1 i, j  2. Then−2 2
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datum of Cartan type, but not of finite type, and χ1χ2 = 1.
Finally we note that Theorem 2.15 is false if the qii ’s are roots of unity. We give an example
when θ = 1.
Example 2.17. Let N  2 be an integer, q a primitive N th root of 1, and A = k〈g,a |
gN = 1, gag−1 = qa〉. Let M be an N -dimensional vector space with basis mi, i ∈ Z/(N).
Then the rules gmi = qimi and ami = mi+1 for all i ∈ Z/(N) determine an irreducible left
A-module structure on M .
3. Simple representations of generalized quantum doubles related to Cartan matrices of
finite type
3.1. Construction of certain generalized quantum doubles
Let Γ and Λ be abelian groups and
D =D(Γ, (gi)1in, (χi)1in, (aij )1i,jn),
D =D(Λ,(zi)1im, (ηi)1im, (a¯ij )1i,jm)
generic data of finite Cartan type.
Let W ∈ ΛΛYD with basis ui ∈ Wηizi ,1 i m, and V ∈ ΓΓ YD with basis aj ∈ V
χj
gj , 1 j  n.
Define the Hopf algebras
A = B(V ) # k[Γ ], U = B(W) # k[Λ]. (3.1)
Then B(V ) ∼= R(D),B(W) ∼= R(D) by Remark 1.3 since D and D are both generic.
Note that the restriction maps
Alg(A, k) → Λ̂, Alg(U, k) → Γ̂ (3.2)
are bijective since the characters ηi,χj are all non-trivial. We denote the preimage of a character
ψ ∈ Λ̂ or Γ̂ by ψ˜ . Thus if ψ ∈ Γ̂ , then ψ˜(aj ) = 0, and ψ˜(g) = ψ(g) for all 1 j  n,g ∈ Γ .
Lemma 3.1. Let m,n be natural numbers, ϕ : Λ → Γ̂ be a group homomorphism, l1, . . . , lm ∈ k,
and s : {1, . . . ,m} → {1, . . . , n} be a function. Let I ′ = {1 i m | li 
= 0}. Assume for all i ∈ I ′
and z ∈ Λ
ϕ(zi) = χ−1s(i) and ηi(z) = ϕ(z)(gs(i)). (3.3)
For all 1 i m let γi = χ˜−1s(i) ∈ Alg(A, k).
Then for all 1 i m there is an (ε, γi)-derivation δi :A → k with
δi(g) = 0 for all g ∈ Γ, (3.4)
δi(aj ) = δs(i),j li for all 1 j  n, (3.5)
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Φ(z) = ϕ˜(z) for all z ∈ Λ, (3.6)
Φ(ui) = δi for all 1 i m. (3.7)
Proof. An argument can be constructed along the lines of the proof of [1, Lemma 5.19] checking
explicitly the Serre relations. 
Remark 3.2. We note that the lemma is a special case of the more general result [14, Theo-
rem 8.3, Corollary 9.1] which holds for arbitrary Nichols algebras without checking the relations
which are unknown in general.
Remark 3.3. It is an immediate consequence of the alternative construction of Φ in [14, Corol-
lary 9.1] that Φ in Lemma 3.1 restricts to a Hopf algebra map on the corresponding Nichols
algebras. We will give a proof independent of [14].
We first discuss some general facts about biproducts (Radford–Majid bosonization, see for
example [2], and [14] for a more systematic discussion).
(1) Let A and H be arbitrary Hopf algebras and assume that the antipode of H is bijec-
tive. Let ι :H → A, π :A → H Hopf algebra maps with πι = id. Then R := AcoH = {r ∈ A |
r(1) ⊗ π(r(2)) = r ⊗ 1} is a Hopf algebra in the braided category HHYD of Yetter–Drinfeld mod-
ules over H . As an algebra R ⊂ A is a subalgebra, and the comultiplication of R is defined by
ΔR(r) = r(1)πιS(r(2)) ⊗ r(3) for all r ∈ R, where Δ(a) = a(1) ⊗ a(2) denotes the comultiplica-
tion of a ∈ A. Then
R # H ∼= A, r # h → rι(h), (3.8)
is an isomorphism of Hopf algebras.
Suppose A′ and H ′ are Hopf algebras, the antipode of H ′ is bijective, and ι′ :H ′ → A′,
π ′ :A′ → H ′ are Hopf algebra maps with π ′ι′ = id. Let R′ := A′ coH ′ . If Φ :A → A′ and
ϕ :H → H ′ are Hopf algebra maps such that
ι′ϕ = Φι, π ′Φ = ϕπ, (3.9)
then Φ induces a map of braided Hopf algebras Φ|R :R → R′.
(2) Let ι : k[Γ ] → A be the injection and π :A → k[Γ ] the projection of the biproduct A =
B(V ) # k[Γ ]. Then πι = id, and
ι′ = ιo cop :Ao cop → k[Γ ]o cop, π ′ = πo cop : k[Γ ]o cop → Ao cop
are Hopf algebra maps with π ′ι′ = id. Hence Ao cop ∼= R′ # k[Γ ]o is a biproduct of the algebra R′
of the k[Γ ]o-coinvariant elements of Ao cop with the dual Hopf algebra k[Γ ]o = k[Γ ]o cop. The
Hopf algebra maps
Φ :U = B(W) # k[Λ] → Ao cop ∼= R′ # k[Γ ]o
in Lemma 3.1 and ϕ : k[Λ] → k[Λ̂ ] ⊂ k[Γ ]o extending the group homomorphism ϕ :Λ → Γ̂ in
Lemma 3.1 satisfy (3.9). Hence the restriction of Φ defines a homomorphism of braided Hopf
algebras B(W) → R′.
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a function satisfying the assumptions of Lemma 3.1. Let Φ be the associated Hopf algebra map
of Lemma 3.1. We define
H = (U ⊗A)σ , (3.10)
where σ is the 2-cocycle corresponding to Φ by (1.42).
Definition 3.4. We call a pair of characters (ρ,χ) ∈ Λ̂ × Γ̂ dominant if there are non-negative
integers mi  0, i ∈ I ′, such that
ρ(zi)χ(gs(i)) = χs(i)(gs(i))mi for all i ∈ I ′. (3.11)
We introduce the following notation for modules in HM. For all ρ ∈ Λ̂, χ ∈ Γ̂ we define
L(ρ,χ) := L(ρ˜, χ˜). (3.12)
We denote the canonical generator 1¯ in L(ρ,χ) by vρ,χ and the actions χ˜ and ρ˜ by χ and
ρ . By (2.11) there is a left H -isomorphism
L(ρ,χ) ∼= U ρ χ˜, vρ,χ → χ˜ . (3.13)
In Theorem 3.15 we will show that dominant pairs of characters parameterize finite-
dimensional irreducible modules over H = (U ⊗A)σ . The proof reduces to the case when s = id.
We note
Lemma 3.5. The restriction s|I ′ : I ′ → {1, . . . , n} of the map s in Lemma 3.1 is injective.
Proof. Let i, j ∈ I ′ with s(i) = s(j). Then by (3.3) and (3.6) ηi(zi) = ηi(zj ) = ηj (zi). Hence
by the Cartan condition (1.3) ηi(zi)2 = ηi(zj )ηj (zi) = ηi(zi)aij , and i = j by assumption. 
3.2. The representation L(ρ,χ) when s = id
We continue our discussion started in Section 3.1 with H = (U ⊗A)σ as in (3.10). In addition
we assume that n = m,s = id and li 
= 0 for all 1 i  n.
Lemma 3.6. The composition B(W) ⊂ U Φ−→ Ao cop is injective.
Proof. By definition of the Nichols algebra, W is the subspace of primitive elements of B(W).
By Remark 3.8(2), the restriction of Φ defines a coalgebra homomorphism f :B(W) → R′. The
coalgebra map f is injective since it is injective on the primitive elements P(B(W)) = W by
our assumption that li 
= 0 for all i (see [16, Lemma 11.01]). Thus the restriction of Φ to B(W)
is injective. 
Remark 3.7. In [14, Theorem 8.3] the restriction of Φ to an arbitrary Nichols algebra B(W) is
again injective if the form on the Yetter–Drinfeld modules is non-degenerate.
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denote the H -action on the quotient L(ρ,χ) by · and we write uv = u · v for all u ∈ U . Recall
that uχ u′ = uu′ for all u,u′ ∈ U by (2.16). Therefore for all u ∈ U , uv is the residue class of
u in L(ρ,χ) and the H -action on uv is given for all u′ ∈ U and a ∈ A by
u′ · uv = u′uv and a · uv = (a χ u)v. (3.14)
The latter holds since a χ (uχ 1) = a χ u = (a χ u)χ 1.
We denote the entries of the braiding matrices of D and D for all 1 i, j  n by
q¯ij = ηj (zi) and qij = χj (gi). (3.15)
Remark 3.8. Note by (3.3) that q¯ij = q−1ji for all 1 i, j  n. Since D is generic it follows that
aij = a¯ij for all 1 i, j  n.
Let t  1,1 i1, . . . , it  n, and 1 l  t . We denote by ui1 · · · ûil · · ·uit the product of the
elements ui1, . . . , uit with uil deleted.
Proposition 3.9. Let ρ ∈ Λ̂ and χ ∈ Γ̂ . Then L(ρ,χ) is the k-span of all
ui1 · · ·uit v, where 1 i1, . . . , it  n and t  0.
The H -action on these elements is given for all z ∈ Λ,g ∈ Γ, and 1 j  n by
(1) z · ui1 · · ·uit v = (ηi1 · · ·ηit ρ)(z)ui1 · · ·uit v,
(2) g · ui1 · · ·uit v = (χ−1i1 · · ·χ−1it χ)(g)ui1 · · ·uit v,(3) uj · ui1 · · ·uit v = ujui1 · · ·uit v,
(4) aj · ui1 · · ·uit v =
∑t
l=1 αl(j, i1, . . . , it )ui1 · · · ûil · · ·uit v,
where αl(j, i1, . . . , it ) = δilj lj
∏l−1
r=1 q¯ir j (1 −
∏t
s=l+1 q¯isj q¯j is ρ(zj )χ(gj )).
Proof. Let z ∈ Λ. Then z · v = ρ(z)v by (2.13). Since zui = ηi(z)uiz for all 1 i  n, part (1)
follows by the first equation of (3.14). Note that part (1) implies that the elements ui1 · · ·uit v
span L(ρ,χ). Part (3) is trivial.
Let u = ui1 · · ·uit , g ∈ Γ and 1 j  n. We compute
g χ u =
(
χ−1i1 · · ·χ−1it χ
)
(g)u, (3.16)
aj χ u =
t∑
l=1
δilj lj
l−1∏
r=1
q¯ir j ui1 · · · ûil · · ·uit
×
(
1 −
t∏
s=l+1
q¯isj q¯j is χ(gj )zj
)
, (3.17)
from which (2) and (4) follow by (3.14).
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product of the terms Φ(zir )(g)uir + Φ(uir )(g) = χ−1ir (g)uir and u(1)Φ(u(2))(g) is the product
of the terms zirΦ(uir )(g)+ uirΦ(1)(g) = uir where 1 r  t . Therefore
Φ(u(1))(g)u(2) =
(
χ−1i1 · · ·χ−1it
)
(g)u and u(1)Φ(u(2))(g) = u. (3.18)
Using (2.16) and (3.18) we obtain (3.16) from the calculation
g χ u = Φ(u(1))(g)u(2)(1)χ(g)Φ(u(2)(2))
(
g−1
)= (χ−1i1 · · ·χ−1it χ)(g)u.
To prove (3.17) recall that Δ2(aj ) = gj ⊗gj ⊗aj +gj ⊗aj ⊗1+aj ⊗1⊗1, and χ(aj ) = 0.
Hence it follows from (2.16) and (3.18) that
aj χ u = Φ(u(1))(gj )u(2)χ(gj )Φ(u(3))
(−ajg−1j )+Φ(u(1))(aj )u(2)
= −(χ−1i1 · · ·χ−1it χ)(gj )u(1)Φ(u(2))(ajg−1j )+Φ(u(1))(aj )u(2). (3.19)
Here we used that S−1(aj ) = −ajg−1j . Recall that the antipode of a pointed Hopf algebra is
bijective. We develop an inductive formula for the second term of (3.19).
Set β(x) = Φ(x(1))(aj )x(2) for all x ∈ U . Then
β(xui) =
(
Φ(x(1))Φ(zi)
)
(aj )x(2)ui +
(
Φ(x(1))Φ(ui)
)
(aj )x(2)
= Φ(x(1))(aj )Φ(zi)(1)x(2)ui +Φ(x(1))(gj )Φ(ui)(aj )x(2)
= β(x)ui + liδijΦ(x(1))(gj )x(2).
Hence β(ui1) = li1δi1j1, and
β(ui1 · · ·uit ) = β(ui1 · · ·uit−1)uit + lit δit j
(
χ−1i1 · · ·χ−1it−1
)
(gj )ui1 · · ·uit−1 .
The two preceding equations imply
Φ(u(1))(aj )u(2) =
t∑
l=1
δilj lj q¯i1j . . . q¯il−1j ui1 · · · ûil · · ·uit . (3.20)
In a similar manner one can show
u(1)Φ(u(2))
(
ajg
−1
j
)
=
t∑
l=1
δilj lj (q¯jj )
−1q¯j il+1 · · · q¯j it ui1 · · · ûil · · ·uit zj . (3.21)
Finally (3.17) follows from (3.19)–(3.21). 
The presentation of L(ρ,χ) in (3.13) as the subspace U ρ χ˜ of A∗ is helpful to actually
calculate the elements of L(ρ,χ) as linear functions on A. The next proposition in principle
describes an inductive procedure to calculate L(ρ,χ).
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ui1 · · ·uit . Then
(1) ui ρ χ˜ = (1 − ρ(zi)χ(gi))Φ(ui)χ˜ .
(2) ui ρ (Φ(u)χ˜) = Φ([uiu−∏tr=1 q¯iir ρ(zi)χ(gi)uui])χ˜ .
(3) uti ρ χ˜ =
∏t−1
l=0(1 − q¯ liiρ(zi)χ(gi))Φ(uti)χ˜ .
Proof. Since Δ2(ui) = zi ⊗ zi ⊗ ui + zi ⊗ ui ⊗ 1 + ui ⊗ 1 ⊗ 1, and ρ(ui) = 0, S(ui) = −z−1i ui
it follows from (2.19) that for any p ∈ A∗
ui ρ p = Φ(zi)ρ(zi)pΦ
(−z−1i ui)+Φ(ui)p. (3.22)
In particular
ui ρ
(
Φ(u)χ˜
)= Φ(ui)Φ(u)χ˜ − ρ(zi)Φ(zi)Φ(u)χ˜Φ(z−1i )Φ(ui)
= Φ(uiu)χ˜ − q¯ii1 · · · q¯iit ρ(zi)Φ(u)χ˜Φ(ui) (3.23)
since, as Alg(A, k) is abelian,
Φ(zi)Φ(u)χ˜Φ
(
z−1i
)= Φ(zi)Φ(u)Φ(z−1i )χ˜
= Φ(ziuz−1i )χ˜
= q¯ii1 · · · q¯iit Φ(u)χ˜ .
Since χ˜Φ(ui)χ˜−1 and χ(gi)Φ(ui) are both (ε, χ˜−1i )-derivations taking the same values on
the generators aj ,1 j  n, and g ∈ Γ of A we see that
χ˜Φ(ui)χ˜
−1 = χ(gi)Φ(ui). (3.24)
Part (2) now follows from (3.23) and (3.24), and part (1) is the special case of part (2) with t = 0.
Part (3) then follows by induction on t. The case t = 1 is part (1), and the induction step is
ut+1i ρ χ˜ = ui ρ
(
uti ρ χ˜
)
=
t−1∏
l=0
(
1 − q¯ liiρ(zi)χ(gi)
)
ui ρ
(
Φ
(
uti
)
χ˜
)
=
t∏
l=0
(
1 − q¯ liiρ(zi)χ(gi)
)
Φ
(
ut+1i
)
χ˜
since by part (2) ui ρ (Φ(uti)χ˜) = (1 − q¯ tiiρ(zi)χ(gi))Φ(ut+1i )χ˜ . 
Since s = id under our assumptions, a pair of characters (ρ,χ) ∈ Λ̂× Γ̂ is dominant if there
are natural numbers mi  0, 1 i  n, such that
ρ(zi)χ(gi) = qmiii for all 1 i  n.
Recall that qii = (q¯ii )−1.
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pair (ρ,χ) is dominant.
Proof. Let 1 i  n. Since L(ρ,χ) is finite-dimensional, the elements utiv, t  0, are linearly
dependent. By part (1) of Proposition 3.9, the group Λ acts on utiv via the character ηtiρ. Since
q¯ii is not a root of unity, ηtiρ 
= ηt
′
i ρ for all t 
= t ′. So there is an integer mi  0 such that utiv = 0
for all t > mi, and utiv 
= 0 for all 0 t mi. It is well known that uti 
= 0 for all t  0 since q¯ii
is not a root of unity (see for example [2, Example 2.9]). Since Φ restricted to B(W) is injective
by Lemma 3.6, it follows that Φ(uti) 
= 0 for all t  0, and thus q¯miii ρ(zi)χ(gi) = 1 by part (3) of
Proposition 3.10 and (3.13). 
As an example we consider the easiest case where U and A are quantum linear spaces, that is
(3.25) below holds.
Corollary 3.12. Let ρ ∈ Λ̂ and χ ∈ Γ̂ and assume that the braiding of W satisfies
q¯ij q¯j i = 1 for all 1 i, j  n, i 
= j. (3.25)
Then for all t1, . . . , tn  0,
(
u
t1
1 · · ·utnn
)
ρ χ˜ =
n∏
i=1
ti−1∏
li=0
(
1 − q¯ liiiρ(zi)χ(gi)
)
Φ
(
u
t1
1 · · ·utnn
)
χ˜ .
Proof. It follows from (3.25) that
uiuj = q¯ij ujui for all 1 i, j  n, i 
= j, (3.26)
since the skew-commutator uiuj − q¯ij ujui is primitive in B(W).
We prove by induction on 1 j  n that
(
u
tj
j · · ·utnn
)
ρ χ˜ =
n∏
i=j
ti−1∏
li=0
(
1 − q¯ liiiρ(zi)χ(gi)
)
Φ
(
u
tj
j · · ·utnn
)
χ˜
for all tj , . . . , tn  0.
The case j = n is part (3) of Proposition 3.10. Assume the formula for j + 1  n. Then we
prove the claim for j by induction on tj . If tj = 0, then the formula is true by assumption, and
for all tj  0 we see by induction on tj that
(
u
tj+1
j · · ·utnn
)
ρ χ˜ = uj ρ
((
u
tj
j · · ·utnn
)
ρ χ˜
)
=
n∏
i=j
ti−1∏
li=0
(
1 − q¯ liiiρ(zi)χ(gi)
)
uj ρ
(
Φ
(
u
tj
j · · ·utnn
)
χ˜
)
. (3.27)
By part (2) of Proposition 3.10,
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(
Φ
(
u
tj
j · · ·utnn
)
χ˜
)
= (Φ(utj+1j · · ·utnn )− q¯ tjjj q¯tj+1j,j+1 · · · q¯ tnjnρ(zj )χ(gj )Φ(utjj · · ·utnn uj ))χ˜
= (1 − q¯ tjjj ρ(zj )χ(gj ))Φ(utj+1j · · ·utnn )χ˜ ,
since utjj · · ·utnn uj = q¯
tj+1
j+1,j · · · q¯ tnnj u
tj+1
j · · ·utnn by (3.26), and all the q¯j l and q¯lj except for l = j
cancel by (3.25). Hence the claim follows from (3.27). 
Corollary 3.13. Let ρ ∈ Λ̂, χ ∈ Γ̂ and assume that the braiding of W satisfies (3.25). Then
L(ρ,χ) is finite-dimensional if and only if the pair (ρ,χ) is dominant. In this case, the elements
u
t1
1 · · ·utnn v,0 ti mi for all 1 i  n, form a basis of L(ρ,χ).
Proof. Since the braiding of D is generic and (3.25) holds it is well known that B(W) is gener-
ated by u1, . . . , un with defining relations uiuj − q¯ij ujui = 0 for all 1 i, j  n, i 
= j, and has
PBW-basis ut11 · · ·utnn , t1, . . . , tn  0 (see for example [3, Theorem 4.2]).
If L(ρ,χ) is finite-dimensional, then (ρ,χ) is dominant by Corollary 3.11. It follows from
Corollary 3.12 that ut11 · · ·utnn v = 0 for all t1, . . . , tn  0 with ti > mi for one i. Hence the ele-
ments ut11 · · ·utnn v,0 ti mi for all 1 i  n, span the vector space L(ρ,χ). They are linearly
independent by Corollary 3.12 since they are part of the PBW-basis of B(W) and since Φ re-
stricted to B(W) is injective by Lemma 3.6. 
The next theorem is the main step to extend the finiteness criterion for quantum linear spaces
in Corollary 3.13 to the general case of generic braidings of finite Cartan type.
Theorem 3.14. Let e1, . . . , en  1 be natural numbers. Then
B(W)
/( ∑
1in
B(W)u
ei
i
)
is finite-dimensional.
Proof. As explained in Section 1.1 there are di ∈ {1,2,3}, 1 i  n, and q¯J ∈ k, J ∈ X , such
that q¯ii = q¯2diJ , diaij = djaji for all J ∈ X , i, j ∈ J . We define q¯ ′ij = (q¯J )diaij for all i, j ∈ J ,
J ∈X , and q¯ ′ij = 1 if i and j are in different components.
Let Z[I ] be the free abelian group of rank n with basis α1, . . . , αn. Define characters ψ,ψ ′ ∈
Ẑ[I ] by
ψj(αi) = q¯ij and ψ ′j (αi) = q¯ ′ij (3.28)
for all 1  i, j  n. Let X,X′ ∈ Z[I ]
Z[I ]YD with bases xi ∈ Xψiαi , x′i ∈ X′
ψ ′i
αi ,1  i  n. Then
B(W) → B(X), ui → xi , 1 i  n, defines an isomorphism of algebras (and coalgebras) since
the braiding matrices of W and X coincide. Hence it suffices to prove the theorem for X instead
of W .
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and a k-linear isomorphism
Ψ :B(X) → B(X′) with Ψ (xi) = x′i , 1 i  n, (3.29)
such that for all α,β ∈ Z[I ] and x ∈ B(X)α, y ∈ B(X)β ,
Ψ (xy) = σ(α,β)Ψ (x)Ψ (y). (3.30)
Let X = {I1, . . . , It } be the set of connected components of I = {1,2, . . . , n}. For all 1 s  t
we let Xs =⊕i∈Is kxi .
Observe that the natural map B(X1) ⊗ · · · ⊗ B(Xt ) → B(X) given by multiplication is a
linear isomorphism by [3, Lemma 1.4]. We need only surjectivity which follows easily from the
Serre relations since 0 = (adcxi)1−aij (xj ) = xixj − q¯ij xj xi when aij = 0, in particular when
i  j . Hence it induces a surjective linear map from
B(X1)
/(∑
i∈I1
B(X1)x
ei
i
)
⊗ · · · ⊗ B(Xt )
/(∑
i∈It
B(Xt )x
ei
i
)
to
B(X)
/( ∑
1in
B(X)x
ei
i
)
.
Thus we have reduced the claim to the connected case.
Suppose that the Dynkin diagram of (aij ) is connected and let q = q¯I . Then by results of
Lusztig [10, Section 37] and Rosso [15, Theorem 15]
B(X′) = k〈x′1, . . . , x′n ∣∣ (adc′(x′i))1−aij (x′j )= 0, i 
= j 〉
is isomorphic to U−q (g), where g is the semisimple Lie algebra with Cartan matrix (aij ). The
elements x′i correspond to the Fi . Hence by [8, Proposition 5.9] or [10, Proposition 6.3.4]
B(X′)
/( ∑
1in
B(X′)x′ eii
)
is finite-dimensional. By (3.29) and (3.30), Ψ induces an isomorphism of vector spaces
B(X)
/( ∑
1in
B(X)x
ei
i
)
∼= B(X′)
/( ∑
1in
B(X′)x′ eii
)
,
and the theorem is proved. 
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We go back to the situation described in Section 3.1 with H = (U ⊗ A)σ as in (3.10). Let
I ′ = {1  i  m | li 
= 0},W1 =⊕i∈I ′ kui and V1 =⊕j∈s(I ′) kaj . We define U1 = B(W1) #
k[Λ],A1 = B(V1) # k[Γ ] and a Hopf algebra map Φ1 :U1 → A1o cop by Lemma 3.1 with the
same map ϕ and the restriction s|I ′ : I ′ → s(I ′) instead of s. Finally we define a Hopf algebra
map
πU :U → U1 by πU |Λ = id, πU (ui) =
{
ui, if i ∈ I ′,
0, otherwise
for all 1 i m, and a Hopf algebra map
πA :A → A1 by πA|Γ = id, πA(aj ) =
{
aj , if j ∈ s(I ′),
0, otherwise
for all 1 j  n.
Let σ : (U ⊗A)⊗(U ⊗A) → k and σ1 : (U1 ⊗A1)⊗(U1 ⊗A1) → k be the 2-cocycles defined
by Φ and Φ1 in (1.42). We define
H1 = (U1 ⊗A1)σ1 . (3.31)
We can now prove the main result of this section.
Theorem 3.15. Let H = (B(W) # k[Λ] ⊗ B(V ) # k[Γ ])σ be as in (3.10) and H1 = (B(W1) #
k[Λ] ⊗ B(V1) # k[Γ ])σ1 be as in (3.31).
(1) Let π = πU ⊗ πA. Then π :H → H1 is a surjective Hopf algebra map and π∗ : Irr(H1) →
Irr(H) is bijective.
(2) The map L : {(ρ,χ) ∈ Λ̂× Γ̂ | (ρ,χ) dominant} → Irr(H), given by (ρ,χ) → [L(ρ,χ)], is
bijective.
Proof. (1) It is easy to see that π is a Hopf algebra map since τ = τ1(πU ⊗ πA), where τ and
τ1 are the bilinear forms defined by (1.41) for Φ and Φ1. The claim follows from Corollary 2.7
together with Lemma 2.9 and Theorem 2.15.
(2) By Lemma 3.5 the map s|I ′ : I ′ → s(I ′) is bijective. By (1) we can assume that we are
in our special case where n = m,s = id, I ′ = {1, . . . , n}. The hypotheses of Corollary 2.6 are
satisfied by Lemma 2.9 and Theorem 2.15. Hence it follows from Corollary 2.6 together with
Corollary 3.11 that it suffices to show that L(ρ,χ) is finite-dimensional for any dominant pair
of characters (ρ,χ) ∈ Λ̂× Γ̂ .
By definition q¯miii ρ(zi)χ(gi) = 1 for all 1 i  n, where mi  0 are natural numbers. Then
it follows from Proposition 3.10(3) that umi+1i ∈ I (ρ,χ) for all 1 i  n. The composite of the
inclusion followed by the projection
B(W) ⊂ U → L(ρ,χ) = U/I (ρ,χ)
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B(W)
/( ∑
1in
B(W)u
mi+1
i
)
→ L(ρ,χ),
and L(ρ,χ) is finite-dimensional by Theorem 3.14. 
4. Simple representations of pointed Hopf algebras given by data of finite Cartan type
and linking parameters
4.1. The linking graph
LetD =D(Γ, (gi)1iθ , (χi)1iθ , (aij )1i,jθ ) be a datum of finite Cartan type. Note that
by (1.3)
q
aij
ii = q
aji
jj for all 1 i, j  θ. (4.1)
Let 1  i, j  θ . Recall that i ∼ j if there are indices i = i1, i2, . . . , it = j , t > 1, with
ail il+1 
= 0 for all 1 l < t . In this case we write
a(i, j) = ai1i2ai2i3 · · ·ait−1it and b(i, j) = ai2i1ai3i2 · · ·ait it−1, (4.2)
and by (4.1) we have
q
a(i,j)
ii = qb(i,j)jj . (4.3)
Note that a(i, j) and b(i, j) depend on the choice of the sequence i1, . . . , it .
Recall the notion of linkable vertices from Section 1.1. By [1, Section 5.1]
qii = q−1jj if i, j are linkable. (4.4)
The next lemma is [1, Lemma 5.6].
Lemma 4.1. LetD =D(Γ, (gi)1iθ , (χi)1iθ , (aij )1i,jθ ) be a datum of finite Cartan type,
and assume that ord(qtt ) > 3 for all 1 t  θ.
(1) If vertices i, k and j, l are linkable, then aij = akl.
(2) A vertex i cannot be linkable to two different vertices j, k.
Let λ be a family of linking parameters for D. We say that linkable vertices 1 i, j  θ are
linked if λij 
= 0. The linking graph of (D, λ) is defined as follows: The set of its vertices is X ,
the set of all connected components of I = {1,2, . . . , θ}. There is an edge between J1, J2 ∈X if
and only there are elements i ∈ J1, j ∈ J2 such that i, j are linked.
Recall that a graph is called bipartite if the set of its vertices is the disjoint union of subsets
X+,X− such that there is no edge between vertices in X+ or in X−.
Lemma 4.2. LetD =D(Γ, (gi)1iθ , (χi)1iθ , (aij )1i,jθ ) be a datum of Cartan type, I :=
{1,2, . . . , θ}, and λ a family of linking parameters forD. Assume one of the following conditions:
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(2) For all 1 i  θ, qii is not a root of unity.
(3) The Cartan matrix (aij ) is simply laced, that is aij ∈ {0,−1} for all 1 i, j  θ, i 
= j, and
ord(qii) is odd for all 1 i  θ .
Then the linking graph of (D, λ) is bipartite.
Proof. Assume (1). By Lemma 4.1, for any i ∈ I there is exactly one i′ ∈ I such that the vertices
i and i′ are linked. Then for all i, j ∈ I , aij = ai′j ′ by Lemma 4.1(1). Hence vertices i, j ∈ I are
in the same connected component if and only if i′ and j ′ are in the same connected component.
Thus the involution I → I , i → i′, induces the involution X → X , J → J ′ := {i′ | i ∈ J }. This
shows that the linking graph is bipartite since there is an edge between J1, J2 ∈ X if and only if
J2 = J ′1.
Assume (2) or (3). A graph is bipartite if and only if it contains no cycle of odd length
[6, Proposition 0.6.1]. Assume the linking graph has a cycle of odd length n. Then there are
connected components Jl, l ∈ Z/(n), and il , jl ∈ Jl , with λiljl+1 
= 0 for all l ∈ Z/(n). For sim-
plicity we write qi = qii for all i. Since il and jl are in the same connected component, by (4.3)
q
al
il
= qbljl for all l ∈ Z/(n), where al = a(il, jl) and bl = b(il, jl) are chosen as in (4.2). And by
(4.4), qil = q−1jl+1 for all l ∈ Z/(n). Hence q
al
il
= q−blil−1 for all l ∈ Z/(n), and
q
a0···an−1
i0
= q(−1)nb0···bn−1i0 .
Since n is odd, the order of qi0 must divide a0 · · ·an−1 + b0 · · ·bn−1. This is impossible in both
cases (1) and (2). 
However, in general the linking graph of (D, λ) is not necessarily bipartite.
Example 4.3. One can link 3 copies of B3 in a circle, all arrows pointing clockwise, where the
group Γ is Z9 or (Z/(N))9 such that N is an integer dividing 1 + 23, and where g1, . . . , g3·3 are
the canonical basis elements of Γ. 
4.2. The generic case
In this section we fix a generic Cartan datum of finite type D =D(Γ, (gi)1iθ , (χi)1iθ ,
(aij )1i,jθ ), and a family λ = (λij )1i,jθ of linking parameters for D. We define
qij = χj (gi) for all 1 i, j  θ. (4.5)
In [3] a glueing process was used to build U(D, λ) inductively by adding one connected
component at a time and thus to obtain a basis of the algebra. The methods of the present paper to
parameterize the finite-dimensional irreducible modules are incompatible with this construction
of U(D, λ).
By Lemma 4.2 the linking graph of (D, λ) is bipartite. As a consequence we can construct
U(D, λ) by one glueing only and show that this algebra is a quotient of (U ⊗ A)σ where some
central group-likes are identified with 1 and U and A are biproducts. As a consequence Theo-
rem 3.15 applies.
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however, U is not a biproduct and the finite-dimensional irreducible U -modules are not neces-
sarily one-dimensional.
We proceed as follows. Suppose that λ 
= 0. Let X = X− ∪X+ be a bipartite decomposition
of the vertices of the linking graph according to Lemma 4.1. Since λ 
= 0, both X− and X+ are
non-empty. By Lemma 4.1 linked elements appear in pairs. Thus there are 2n of them for some
n 1. Therefore there is an injective map t : {1, . . . ,2n} → {1, . . . , θ}, such that
t (k) ∈ I− :=
⋃
J∈X−
J, t (n+ k) ∈ I+ :=
⋃
J∈X+
J,
for all 1 k  n, and such that (t (k), t (n+ k)) and (t (n+ k), t (k)), where 1 k  n are all the
linked pairs of elements in {1, . . . , θ}.
Let Λ be the free abelian group with basis zi, i ∈ I−. For all j ∈ I− let ηj ∈ Λ̂ be defined by
ηj (zi) = χj (gi) for all i ∈ I−. Let
D+ =D(Γ, (gi)i∈I+ , (χi)i∈I+ , (aij )i,j∈I+), (4.6)
D− =D(Λ,(zi)i∈I− , (ηi)i∈I− , (aij )i,j∈I−). (4.7)
We define A = R(D+) # k[Γ ] with generators ai, i ∈ I+, of R(D+) (instead of the basis
x1, . . . , xθ of X in Section 2.1), and U = R(D−) # k[Λ] with generators ui, i ∈ I−, in R(D−).
We define ϕ :Λ → Γ̂ , (li)i∈I− , and s : I− → I+ for all i ∈ I− by
ϕ(zi) = χi,
li =
{
λt(n+k),t (k) if i = t (k) for some 1 k  n,
0 otherwise,
s(i) =
{
t (n+ k) if i = t (k) for some 1 k  n,
j0 otherwise,
(4.8)
where j0 is any element in I+. Hence liδs(i),j = λji for all i ∈ I−, j ∈ I+.
Theorem 4.4. Assume the situation above. Let Φ :U → Ao cop be the Hopf algebra map of
Lemma 3.1 defined by ϕ, (li)i∈I− and s. Let σ be the 2-cocycle corresponding to Φ by (1.42).
The group-like elements zi ⊗ g−1i , i ∈ I−, are central in (U ⊗A)σ , and there is an isomorphism
of Hopf algebras
Ψ :U(D, λ) → (U ⊗A)σ /
(
zi ⊗ g−1i − 1 ⊗ 1
∣∣ i ∈ I−) (4.9)
mapping xi with i ∈ I−, xj with j ∈ I+, respectively g ∈ Γ onto the residue classes of ui ⊗ 1,
1 ⊗ aj , respectively 1 ⊗ g.
Proof. To see that Φ is well-defined we have to check that the equations of (3.3) hold. Let
i ∈ I− with li 
= 0, that is i = t (k) for some 1  k  n. Then ϕ(zt(k)) = χt(k) = χ−1t (n+k) since
t (k) and t (n+ k) are linked. This proves the first part of (3.3) since i = t (k) and s(i) = t (n+ k).
To establish the second part of (3.3) we need only show that ηi(zj ) = ϕ(zj )(gs(i)) = χj (gs(i))
for all j ∈ I−. Since j and s(i) are in different connected components, it follows from the
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χj (gs(i)) = χi(gj ) = ηi(zj ) by definition of ηi .
The remaining claims of the theorem follow by direct calculations as in [1, Theorem 5.17, end
of the proof]. 
In the situation of Theorem 4.4 we define for any χ ∈ Γ̂ a left U(D, λ)-module L(χ) by
Definition 4.5. L(χ) = L(ρ,χ), where ρ ∈ Λ̂ is defined by
ρ(zi) = χ(gi) for all i ∈ I−, (4.10)
and where L(ρ,χ) is viewed as a left U(D, λ)-module via the isomorphism (4.9).
We call a character χ ∈ Γ̂ dominant ( for D, λ and I+) if for all pairs (i, j) of linked elements
1 i, j  θ, where i ∈ I−, j ∈ I+, there are integers mi  0 such that
χ(gigj ) = qmijj . (4.11)
Note that this definition depends on the choice of the sets I− and I+, since qii = q−1jj for
linked pairs (i, j).
In the next theorem we use Theorem 3.15 to parameterize Irr(U(D, λ)) with λ 
= 0. We note
that Γ̂ ∼= Irr(U(D,0)) by Theorem 2.15.
Theorem 4.6. Let D be a generic datum of finite Cartan type, and λ 
= 0 a family of linking
parameters for D.
(1) The map
L : {χ ∈ Γ̂ | χ dominant} → Irr(U(D,λ)), χ → [L(χ)],
is bijective.
(2) Let M be a finite-dimensional simple left U(D, λ)-module, and χ ∈ Γ̂ . Then M ∼= L(χ)
if and only if there is a non-zero element v ∈ M such that xj · v = 0, for all j ∈ I+, and
g · v = χ(g)v for all g ∈ Γ .
(3) Let D1 and λ1 be the restrictions of D and λ to the subset I1 of all vertices in {1, . . . , θ}
which are linked to some other vertex. Then the Hopf projection
π :U(D, λ) → U(D1, λ1),
given by
π |Γ = id and π(xi) =
{
xi, if i ∈ I1,
0, otherwise,
1 i  θ,
induces a bijection
π∗ : Irr
(
U(D1, λ1)
)→ Irr(U(D, λ)).
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L :
{
(ρ,χ) ∈ Λ̂× Γ̂ ∣∣ (ρ,χ) dominant}→ Irr((U ⊗A)σ )
is bijective. From the isomorphism (4.9) and Lemma 2.8 we obtain a bijection{
(ρ,χ) ∈ Λ̂× Γ̂ ∣∣ (ρ,χ) dominant, ρ(zi) = χ(gi), i ∈ I−}→ Irr(U(D, λ)).
Since the elements zi, i ∈ I−, form a basis of the group Λ, for every χ there is one and only one
ρ satisfying the condition ρ(zi) = χ(gi) for all i ∈ I−. By construction I ′ = {t (k) | 1 k  n}.
Hence such a pair (ρ,χ) is dominant if and only if
χ(gt(k)gt (n+k)) = qmt(k)t (n+k),t (n+k) for all 1 k  n,
that is, χ is dominant by definition.
(2) Via the isomorphism (4.9) we view M as a left (U ⊗ A)σ -module which is annihilated
by all zi ⊗ g−1i − 1 ⊗ 1, i ∈ I−. By Corollary 2.5, M ∼= L(ρ,χ) for characters ρ ∈ Λ̂,χ ∈ Γ̂
if and only if there is a non-zero element v ∈ M with ai · v = 0, g · v = χ(g)v, z · v = ρ(z)v
for all i ∈ I+, g ∈ Γ, z ∈ Λ. By Lemma 2.8, the pair ρ,χ satisfies (4.10) and (2) follows since
the condition gv = χ(g)v for all g ∈ Γ implies that ziv = giv = χ(gi)v = ρ(zi)v for all basis
elements zi, i ∈ I−.
(3) It is clear from the defining relations of U(D, λ) and U(D1, λ1) that π is a well-defined
Hopf algebra map. (3) follows from (1) since dominance for χ ∈ Γ̂ has the same meaning in the
context of U(D, λ) as it does in the context of U(D1, λ1). 
We note that U(D1, λ1) = U(Dred, l) in Theorem 4.6, where the reduced datum Dred is
given by Li = zt(i),Ki = gt(n+i), χi = χt(n+i) for all 1  i, j  n, and with Cartan matrix
(at(n+i),t (n+j))1i,jn and l = (−λt(n+i),t (i))1in.
Finally we specialize the previous theorem to the case of a reduced and generic datum of finite
Cartan type
Dred =Dred
(
Γ, (Li)1iθ , (Ki)1iθ , (χi)1iθ , (aij )1i,jθ
)
.
Let l = (li)1iθ be a family of non-zero elements in k. By (1.24) U(Dred, l) = U(D˜red, l˜ ),
where D˜red is a Cartan datum of finite type and where l˜ is defined by (1.23). We take
I− = {1,2, . . . , θ}, I+ = {θ + 1, θ + 2, . . . ,2θ}
and t = id in Theorem 4.4 for U(D˜red, l˜ ). Thus there is an isomorphism of Hopf algebras
U(Dred, l) ∼= (U ⊗A)σ /
(
zi ⊗L−1i − 1 ⊗ 1
∣∣ 1 i  θ),
mapping ui,1  i  θ, and aj ,1  j  θ, respectively g ∈ Γ onto the residue classes of
ui ⊗ 1,1 ⊗ aj , respectively 1 ⊗ g. As in Section 3.2 we have
U = B(W) # kΛ, A = B(V ) # kΓ,
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Drinfeld module in ΓΓ YD with basis ai ∈ V χiKi , 1  i  θ . Here, Λ is a free abelian group with
basis z1, . . . , zθ , and the characters ηj ∈ Λ̂ are given by ηj (zi) = χ−1j (Li), 1  i, j  θ . The
2-cocycle σ is defined by Lemma 3.1 where the Hopf algebra homomorphism Φ :U → Ao cop
according to 4.8 is given by the group homomorphism ϕ :Λ → Γ̂ with ϕ(zi) = χ−1i for all
1 i  θ , the family (˜lθ+i,i )1iθ = (−li )1iθ of non-zero scalars and s = id.
Definition 4.7. We call a character χ ∈ Γ̂ dominant for Dred if there are natural numbers mi  0,
1 i  θ , such that
χ(KiLi) = qmiii for all 1 i  θ. (4.12)
Corollary 4.8. Let
Dred =Dred
(
Γ, (Li)1iθ , (Ki)1iθ , (χi)1iθ , (aij )1i,jθ
)
be a reduced, generic datum of finite Cartan type, and l = (li)1iθ a family of non-zero elements
in k.
(1) The map
L : {χ ∈ Γ̂ | χ dominant for Dred} → Irr
(
U(Dred, l)
)
, χ → [L(χ)],
is bijective.
(2) Let M be a finite-dimensional simple left U(Dred, l)-module, and χ ∈ Γ̂ a dominant char-
acter. Then M ∼= L(χ) if and only if there is a non-zero element v ∈ M such that Ei · v = 0,
g · v = χ(g)v for all 1 i  θ , g ∈ Γ .
Proof. This follows from Theorem 4.6 and the preceding discussion. 
Example 4.9. Suppose that D is a datum of finite Cartan type such that the Dynkin diagram
of the Cartan matrix of D is the disjoint union of an even number of components of type Anl ,
nl  2. Suppose that λ is a family of linking parameters such that the connected components are
linked in a circle, the end of one Anl being linked to the beginning of the next Anl+1 . Then the
Dynkin diagram of D1 in Theorem 4.6 is a union of components of type A1, and by Theorem 4.6
and Corollary 3.13 we have an explicit description of the finite-dimensional simple U(D, λ)-
modules. Fig. 1 shows 4 copies of A3 linked in a circle. Linked vertices are connected by a
dotted line. The vertices marked with  respectively ⊕ belong to I− respectively I+ of D1.
Remark 4.10. In the situation of Corollary 4.8 we can consider equivalence classes of domi-
nant characters. Dominant characters χ,χ ′ are called equivalent if their values coincide on the
elements KiLi,1 i  θ . Choose one representative χm with χm(KiLi) = qmiii ,1 i  θ,m =
(m1, . . . ,mθ ), from each equivalence class. Then any dominant character χ forDred has the form
χ = ψχm, m ∈ Nθ , ψ ∈ Γ̂ with ψ(KiLi) = 1 for all 1 i  θ, (4.13)
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where m and ψ are uniquely determined. Note that the algebra maps U(Dred, l) → k are all of
the form ψ˜ where ψ ∈ Γ̂ is a dominant character satisfying
ψ(KiLi) = 1 for all 1 i  θ, (4.14)
and where ψ˜(Ei) = 0 = ψ˜i(Fi) for all 1  i  θ , and ψ˜(g) = ψ(g) for all g ∈ Γ . Thus the
one-dimensional U(Dred, l)-modules are the modules L(ψ) = kψ˜ where ψ satisfies (4.14), and
it follows from Corollary 4.8 that the finite-dimensional simple U(Dred, l)-modules are of the
form
L(χ) ∼= kψ˜ ⊗L(χm). (4.15)
As special cases of Corollary 4.8 we recover the description of the finite-dimensional simple
modules for the quantum groups in 1.7 and 1.8. In each case the natural choice for the characters
χm is to define them by dominant weights of the weight lattice of g.
4.3. The finite-dimensional case
Let Γ be a finite abelian group, D = D(Γ, (gi)1iθ , (χi)1iθ , (aij )1i,jθ ) a datum of
finite Cartan type satisfying (1.38), (1.39), and λ a family of linking parameters for D. In this
section we study the finite-dimensional simple modules over the Hopf algebra u(D, λ) defined
in Section 1.3.
We first assume that the linking graph of (D, λ) is bipartite. We proceed exactly as in the
previous section and use the above notations. The only difference is the definition of Λ as in
[1, proof of Theorem 5.17]. The simple modules over u(D,0) are 1-dimensional since u(D,0) is
an N-graded algebra with nilpotent augmentation ideal u(D,0)+ and u(D,0)/u(D,0)+ ∼= k[Γ ].
Let Λ be the abelian group with generators zi, i ∈ I−, and relations znii = 1 for all i ∈ I−,
where ni is the least common multiple of ord(gi) and ord(χi). For all j ∈ I− let ηj ∈ Λ̂ be
defined by ηj (zi) = χj (gi) for all i ∈ I−.
Let W ∈ ΛΛYD with basis ui ∈ Wηizi , i ∈ I−, and V ∈ ΓΓ YD with basis aj ∈ V
χj
gj , j ∈ I+. We
define
U = B(W) # k[Λ], A = B(V ) # k[Γ ]
and D+,D− as in (4.6), (4.7). Then U ∼= u(D−,0) and A ∼= u(D+,0) by [1, Theorem 4.5].
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be the 2-cocycle corresponding to Φ . As in the proof of [1, Theorem 5.17] we obtain
Theorem 4.11. Assume that the linking graph of (D, λ) is bipartite. Then the group-like elements
zi ⊗ g−1i , i ∈ I−, are central in (U ⊗A)σ , and there is an isomorphism of Hopf algebras
Ψ :u(D, λ) ∼=−→ (U ⊗A)σ /
(
zi ⊗ g−1i − 1 ⊗ 1
∣∣ i ∈ I−), (4.16)
mapping xi with i ∈ I−, xj with j ∈ I+, respectively g ∈ Γ onto the residue classes of ui ⊗ 1,
1 ⊗ aj respectively 1 ⊗ g.
As in Section 4.2 we define for any χ ∈ Γ̂ the character ρ ∈ Λ̂ by ρ(zi) = χ(gi) for all i ∈ I−,
and L(χ) = L(χ,ρ) as a left module over u(D, λ) using the isomorphism (4.16).
Theorem 4.12. Assume that the linking graph of (D, λ) is bipartite. Then the map
L : Γ̂ → Irr(u(D, λ)), χ → [L(χ)],
is bijective.
Proof. This is shown as in the proof of Theorem 4.6. 
Let D and λ be as in the beginning of this section but we do not assume that the linking graph
of (D, λ) is bipartite.
To extend the bijection of Theorem 4.12 to the general case, we define a Hopf projection π
as in Theorem 4.6 and we show directly that π∗ induces a bijection between the isomorphism
classes of the simple modules.
Theorem 4.13. Let 1  k  θ be a vertex which is not linked to any other vertex. Then xk is
contained in the Jacobson radical of u(D, λ).
Proof. Let J be the connected component of the Dynkin diagram containing k. Let uJ be the
subalgebra of u(D, λ) generated by all xj , j ∈ J, and let u′ be the subalgebra of u(D, λ) gen-
erated by all g ∈ Γ and xl, l /∈ J. Then using the PBW-basis in [4, Theorem 3.3] it follows that
u(D, λ) = u′uJ . Since k is not linked, xk skew-commutes with all the generators of u′. Hence
u(D, λ)xku(D, λ) ⊆ u(D, λ)u+J = u′u+J . Since u+J u′ ⊂ u′u+J , by induction (u′u+J )n ⊂ u′(u+J )n
for all n  0. Since the augmentation ideal u+J of uJ is nilpotent we see that xk generates a
nilpotent ideal in u(D, λ). 
Theorem 4.14. Let D1 and λ1 be the restrictions of D and λ to the subset I1 of all vertices in
{1, . . . , θ} which are linked to some other vertex. Then there is a surjective Hopf algebra map
π :u(D, λ) → u(D1, λ1) given by π |Γ = id and for all 1 i  θ ,
π(xi) =
{
xi, if i ∈ I1,
0, otherwise.
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Γ̂
L−→ Irr(u(D1, λ1)) π∗−→ Irr(u(D, λ))
is bijective, where L is the bijection of Theorem 4.12 for (D1, λ1).
Proof. Let I = {1,2, . . . , θ}. For all i, j ∈ I1 we write i ∼I1 j respectively i ∼I j if i and j are
in the same connected component of I1 respectively of I . Then i ∼I1 j implies that i ∼I j , but a
connected component of I can be a union of connected components of I1. Let F := k〈xi | i ∈ I 〉
and F1 := k〈xi | i ∈ I1〉 be the free algebras with generators {xi | i ∈ I } respectively {xi | i ∈ I1}.
We show that the Hopf algebra map
p :F # kΓ → u(D1, λ1), p|Γ = id and for all i ∈ I, p(xi) =
{
xi, if i ∈ I1,
0, otherwise,
induces the Hopf algebra map π : u(D, λ) → u(D1, λ1) on the quotient Hopf algebra.
We check the defining relations of u(D, λ). Let i, j ∈ I , i 
= j, and i ∼I j . Then
p
(
adc(xi)1−aij (xj )
)= 0 (4.17)
if i /∈ I1 or j /∈ I1. Suppose i, j ∈ I1. If i ∼I1 j then (4.17) follows from the Serre relations for
u(D1, λ1). If i I1 j then aij = 0, and (4.17) follows from the linking relations for u(D1, λ1)
since i ∼I j , hence λij = 0.
Let i, j ∈ I and i I j . Then
p
(
adc(xi)(xj )− λij (1 − gigj )
)= 0 (4.18)
if i /∈ I1 or j /∈ I1 since in this case λij = 0. If i, j ∈ I1 then (4.18) follows from the linking
relations for u(D1, λ1) since i I1 j .
Finally we consider the root vector relations. Let J be a connected component of I and
α ∈ Φ+J . To show that
p
(
xNJα
)= 0 (4.19)
we use Remark 1.10. Let
WJ =
⊕
i∈J∩I1
kxi ⊂ VJ =
⊕
i∈J
kxi ∈ ΓΓ YD, xi ∈ (VJ )χigi for all i ∈ J.
The projection VJ → WJ ,
xi →
{
xi, if i ∈ J ∩ I1,
0, otherwise,
of Yetter–Drinfeld modules defines a braided Hopf algebra map πJ :B(VJ ) → B(WJ ). By
Remark 1.10 and since λij = 0 for all i, j ∈ J ∩ I1, there is an algebra map σJ :B(WJ ) →
u(D1, λ1), xi → xi , i ∈ J ∩ I1 (which is in fact an embedding), and σJπJ (xNJα ) = 0 since
x
NJ
α = 0 in B(VJ ). This proves (4.19) since p(xNJα ) = σJπJ (xNJα ).
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ϕ :u(D1, λ1) → u(D, λ), ϕ(xi) = xi, ϕ(g) = g for all i ∈ I1, g ∈ Γ.
Then π and ϕ define inverse isomorphisms of Hopf algebras
u(D, λ)/(xk ∣∣ 1 k  θ, k /∈ I1) ∼=−→ u(D1, λ1).
Hence by Theorem 4.13 the kernel of π is contained in the Jacobson radical of u(D, λ), and
π∗ : Irr(u(D1, λ1)) → Irr(u(D, λ)) is bijective. By Lemma 4.2(1) the linking graph of (D1, λ1)
is bipartite. Hence L : Γ̂ → Irr(u(D1, λ1)) is bijective by Theorem 4.12. 
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