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Abstract
In this work we generalize the spaces T pu introduced by Calderón and
Zygmund using a pointwise version of conditions defining the generalized
Besov spaces and give conditions binding the functions belonging to these
spaces and the wavelet coefficients of such functions. Next, we propose
a multifractal formalism based on the new spaces wich generalize the so-
called wavelet leaders method and show that it is satisfied on a prevalent
set.
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1 Introduction
The Hölder-regularity can be seen as a notion that fills gaps between being n
times continuously differentiable and n + 1 times continuously differentiable.
More precisely, a function f from Lp
loc
(Rd) belongs to the space T pu (x0) (with
x0 ∈ Rd, p ∈ [1,∞] and u > 0) if there exists a polynomial Px0 of degree strictly
less than u such that
r−u‖f − Px0‖Lp(B(x0,r)) ≤ C, (1)
for r > 0, where B(x0, r) denotes the open ball centered at x0 with radius r
(see [2]); T∞u (x0) is called a Hölder space and is usually denoted by Λ
u(x0) [14].
These spaces are embedded and the Hölder exponent of f at x0 is defined as
h∞(x0) := sup{u > 0 : f ∈ T∞u (x0)}. (2)
The discrete wavelet transform provides a useful tool for studying the Hölder
space (for more details, see [10]), since the condition on f at x0 can be transposed
to a condition on some wavelet coefficients near x0, the so-called wavelet leaders
(see Definition 3.1 with p = ∞). Indeed, if a function belongs to a space
Λu(x0), the wavelet leaders of x0 satisfy an inequality somehow similar to (1).
Conversely, if this condition on the wavelet leaders is met, the corresponding
function belongs to a space close to T∞u (x0); more precisely, one has
θ−1u (r)‖f − Px0‖L∞(B(x0,r)) ≤ C, (3)
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with θu(r) = r
u| ln(r)|. In other words, f belongs to T∞u (x0) up to a loga-
rithmic correction. If such a result holds, we will say that we have a quasi-
characterization of the space; let us remark that such a quasi-characterization
provides an exact characterization of the Hölder-regularity, i.e. of the Hölder
exponent h∞(x0).
This notion of regularity can be generalized in several ways. First, one
can replace the expression r−u appearing in (1) with a function θu(r) satisfying
some requirements, as in inequality (3). The space of functions satisfying (3) has
been studied in [16], where a quasi-characterization is obtained. One can also
replace the Hölder space appearing in (2) with a T pu space, in order to study
non-locally bounded functions. This approach has been undertaken in [12],
where generalized wavelet leaders, called p-leaders, are introduced. However,
this definition is not a direct generalization of the usual leaders and fails to
quasi-characterize the T pu (x0) spaces, although they still can be used to study
the corresponding generalized Hölder exponent. The first part of this paper
consists in combining these two points of view, by considering the spaces of
functions satisfying the condition
θ−1u (r)‖f − Px0‖Lp(B(x0,r)) ≤ C. (4)
Indeed, we consider an even larger class of spaces called spaces of generalized
pointwise smoothness (see Definition 2.2) corresponding, in some way, to a point-
wise version of the generalized Besov spaces (see [18] and references therein). We
obtain a quasi-characterization of such spaces by introducing a variant definition
of the p-leaders that naturally extends the classical case where p =∞.
The second part of this paper aims at providing a multifractal formalism
suited for the spaces introduced here. A multifractal formalism is an empirical
method that allows to estimate the quantity
dimH{x0 ∈ Rd : hp(x0) = h},
where dimH denotes the Hausdorff dimension with the convention dimH(∅) =
−∞ (see [6] for example) and hp(x0) is the generalized Hölder obtained by re-
placing T∞u (x0) with T
p
u (x0) in (2). Usually, one requires such a method to
be valid for a large class of functions. Such a multifractal formalism was first
presented in [22] in the context of the analysis of fully developed turbulence ve-
locity data. We show here that, from the prevalence point of view, almost every
function belonging to a space of generalized smoothness satisfies a multifractal
formalism derived from the formalism relying on the wavelet leaders; in other
words, the generalized Besov spaces provide a natural framework for supporting
this theory.
This paper can be seen as a generalization of the ideas and techniques em-
ployed in [11, 13, 7, 16].
The notations used here are rather standard. Throughout this paper, we
will use Euler’s notation for the derivatives, i.e. Djf designates the derivative
of f following the j-th component.
2
2 Generalized spaces of pointwise smoothness
2.1 Admissible sequences
Let us recall the notion of admissible sequence (see e.g. [15] and references
therein).
Definition 2.1. A sequence σ = (σj)j of real positive numbers is called admis-
sible if there exists a positive constant C such that
C−1σj ≤ σj+1 ≤ Cσj ,
for any j ∈ N0.
If σ is such a sequence, we set
σj = inf
k∈N0
σj+k
σk
and σj = sup
k∈N0
σj+k
σk
and define the lower and upper Boyd indices as follows,
s(σ) = lim
j
log2 σj
j
and s(σ) = lim
j
log2 σj
j
.
Since (log σj)j is a subadditive sequence, such limits always exist. The follow-
ing relations about such sequences are well known (see e.g. [15]). If σ is an
admissible sequence, let ε > 0; there exists a positive constant C such that
C−12j(s(σ)−ε) ≤ σj ≤
σj+k
σk
≤ σj ≤ C2j(s(σ)+ε),
for any j, k ∈ N0. In this paper, σ will always stand for an admissible sequence
and, given u > 0, we set u = (2ju)j . Of course, we have s(u) = s(u) = u.
2.2 Definition of the generalized spaces of pointwise smooth-
ness
Definition 2.2. Let p, q ∈ [1,∞], f ∈ Lp
loc
and x0 ∈ Rd; f belongs to Tσp,q(x0)
whenever
(σj2
jd/p sup
|h|≤2−j
‖∆⌊s(σ)⌋+1h f‖Lp(Bh(x0,2−j)))j ∈ ℓq,
where, given r > 0,
Bh(x0, r) = {x : [x, x + (⌊s(σ)⌋+ 1)h] ⊂ B(x0, r)}.
It is easy to check that Tσ∞,∞(x0) is the generalized Hölder space Λ
σ(x0)
introduced in [16]. These spaces can also be seen as a generalization of the
spaces T pu (x0) introduced by Calderón and Zygmund in [2], as Corollary 2.11
will show.
Let us give an alternative definition of Tσp,q(x0).
Proposition 2.3. Let p, q ∈ [1,∞], f ∈ Lp
loc
, x0 ∈ Rd and σ be an admissible
sequence such that s(σ) > 0. We have f ∈ Tσp,q(x0) if and only if there exists a
sequence of polynomials (Pj,x0)j of degree less or equal to ⌊s(σ)⌋ such that
(σj2
jd/p‖f − Pj,x0‖Lp(B(x0,2−j)))j ∈ ℓq. (5)
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Proof. The necessity of the condition being a consequence of the Whitney The-
orem, let us check the sufficiency. Let j ∈ N0; for any polynomial P of degree
less or equal to n := ⌊s(σ)⌋, we have, given x, h ∈ Rd,
|∆n+1h f(x)| ≤ |∆n+1h
(
f(x)− P (x))| ≤ Cn
n+1∑
k=0
|f(x+ kh)− P (x+ kh)|,
for a constant Cn. Therefore, for |h| ≤ 2−j and x ∈ Bh(x0, 2−j), we get
‖∆n+1h f‖Lp(Bh(x0,2−j)) ≤ Cn(n+ 2)‖f − P‖Lp(B(x0,2−j)),
hence the conclusion.
2.3 Independence of the polynomial from the scale
Under some additional assumptions on the admissible sequence σ, the sequence
of polynomials (Pj,x0)j appearing in inequality (5) can be replaced by a unique
polynomial Px0 independent from the scale j: Px0 = Pj,x0 .
We first need some preliminary results. Let us first state a somehow stan-
dard result about inequalities on polynomials; we sketch a proof for the sake of
completeness.
Lemma 2.4. Given x0 ∈ Rd, a radius r > 0, p ∈ (0,∞] and a maximum degree
n, there exist two constants C,C′ > 0 only depending on p such that, for any
polynomial P of degree lower or equal to n,
‖DαP‖Lp(B(x0,r)) ≤ Cr−|α|‖P‖Lp(B(x0,r)),
for any multi-index α and
sup
x∈B(x0,r)
|P (x)| ≤ C′rd/p‖P‖Lp(B(x0,r)).
Proof. For the first inequality, let us recall that the Markov inequality affirms
that, given a convex bounded set E of Rd, there exists a constant CE,p > 0 such
that for any n ∈ N0 and k ∈ {1, . . . , d}, we have
‖DkP‖Lp(E) ≤ CE,p(n+ 1)2‖P‖Lp(E),
for any polynomial P of degree less or equal to n. As a consequence, given
r > 0, there exists a constant C > 0 depending on n and p such that, for any
multi-index α, we have
‖DαP‖Lp(B(x0,r)) ≤ Cr−|α|‖P‖Lp(B(x0,r)).
That being done, using Sobolev’s inequality, we can now write
sup
x∈B(x0,r)
|P (x)| ≤ C′rd/p‖P‖Lp(B(x0,r)),
for a constant C′ > 0 which only depends on n and p.
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Lemma 2.5. Let m ∈ N0, σ be an admissible sequence such that s(σ−1) > m
and ε ∈ ℓq with q ∈ [1,∞]; there exists a sequence ξ ∈ ℓq such that
∞∑
j=J
εj2
jmσj ≤ ξJ2JmσJ ,
for all J ∈ N0.
Proof. Let δ, δ′ > 0 be such that −2δ′ > m+ s(σ) + δ; given J ∈ N0, we have,
using Hölder’s inequality,
∞∑
j=J
εj2
jmσj ≤ C
∞∑
j=J
εj2
(j−J)(m+s(σ)+δ)2JmσJ
≤ C(
∞∑
j=J
(εj2
−δ′(j−J))q)1/q(
∞∑
j=J
2−pδ
′(j−J))1/p2JmσJ ,
where p is the conjugate exponent of q (with the usual modification if one of
the indices is ∞). It remains to check that the sequence ξ defined by
ξj = C(
∞∑
k=j
(εj2
−δ′(j−J))q)1/q
belongs to ℓq, which is easy.
In the same way, we can get the following result.
Lemma 2.6. Let m ∈ N0, σ be an admissible sequence such that s(σ−1) < m
and ε ∈ ℓq with q ∈ [1,∞]; there exists a sequence ξ ∈ ℓq such that
J∑
j=0
εj2
jmσj ≤ ξJ2JmσJ ,
for all J ∈ N0.
Remark 2.7. Lemma 2.5 generalizes the relation
∑∞
j=J σj ≤ CσJ , satisfied
whenever s(σ−1) > 0, while Lemma 2.6 should be compared with
∑J
j=0 2
jmσj ≤
C2JmσJ , holding for s(σ
−1) < m (m ∈ N0) (see e.g. [15] for more details).
The main theorem of this section relies on the following lemma.
Lemma 2.8. Let p, q ∈ [1,∞], f ∈ Lp
loc
, x0 ∈ Rd and σ be an admissible
sequence such that 0 ≤ n := ⌊s(σ)⌋ < s(σ). If f belongs to Tσp,q(x0), the
sequence of polynomials (Pj,x0)j satisfying (5) is such that, given a multi-index
α for which |α| ≤ n, there exists a sequence ξ ∈ ℓq satisfying
2−|α|jσj |Dα(Pj,x0 − Pk,x0)(x0)| ≤ ξj ,
whenever j < k.
In particular, under the same hypothesis, the sequence (DαPj,x0(x0))j is
Cauchy and its limit does not depend on the chosen sequence of polynomials
satisfying (5).
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Proof. Let ε ∈ ℓq be such that
σj2
jd/p‖f − Pj,x0‖Lp(B(x0,2−j)) ≤ εj ,
for any j ∈ N0. Given a multi-index α satisfying the hypothesis and j ∈ N0, we
know that there exists a constant C > 0 such that
‖Dα(Pj,x0 − Pj+1,x0)‖Lp(B(x0,2−(j+1)))
≤ C2|α|(j+1)‖Pj,x0 − Pj+1,x0‖Lp(B(x0,2−(j+1)))
≤ C2|α|(j+1)‖Pj,x0 − f‖Lp(B(x0,2−(j+1))) + ‖f − Pj+1,x0‖Lp(B(x0,2−(j+1)))
≤ C2|α|(j+1)(εj2jd/pσ−1j + εj+12(j+1)d/pσ−1j+1),
which implies, from what we have obtained so far,
|Dα(Pj,x0 − Pj+1,x0)(x0)| ≤ C′(εj + εj+1)2|α|jσ−1j .
For j < k, Lemma 2.5 then implies
|Dα(Pj,x0 − Pk,x0)(x0)| ≤ ξj2|α|jσ−1j ,
for the right sequence ξ ∈ ℓq.
It remains to show that the limit Dαf(x0) of the sequence (D
αPj,x0(x0))j is
independent of the peculiar choice of the sequence (DαPj,x0(x0))j ; let (Qj,x0)j
be another sequence of polynomials satisfying (5). With the same reasoning as
before, we get
|Dα(Pj,x0 −Qj,x0)(x0)| ≤ C2|α|jσ−1j ,
for j large enough, which is sufficient to assert that
|DαQj,x0(x0)−Dαf(x0)|
tends to zero as j tends to infinity.
We are now able to show the existence of the unique polynomial Px0 intro-
duced in the beginning of this section.
Theorem 2.9. Let p, q ∈ [1,∞], f ∈ Lp
loc
, x0 ∈ Rd and σ be an admissible
sequence such that 0 ≤ n := ⌊s(σ)⌋ < s(σ). The following assertions are
equivalent:
• f belongs to Tσp,q(x0),
• there exists a unique polynomial Px0 of degree less or equal to n such that
(σj2
jd/p‖f − Px0‖Lp(B(x0,2−j)))j ∈ ℓq. (6)
Proof. We need to prove that the first assertion implies the second one. As f
belongs to Tσp,q(x0), there exists a sequence of polynomials (Pj,x0)j of degree
less or equal to n such that
(σj2
jd/p‖f − Pj,x0‖Lp(B(x0,2−j)))j ∈ ℓq.
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Given a multi-index α satisfying |α| ≤ n, let us set
D
αf(x0) := lim
j
DαPj,x0(x0)
and define the polynomial
Px0 : x 7→
∑
|α|≤n
D
αf(x0)
(x− x0)α
|α|! . (7)
One directly gets
‖Pj,x0 − Px0‖Lp(B(x0,2−j)) ≤
∑
|α|≤n
|DαPj,x0(x0)−Dαf(x0)| 2−j(|α|+d/p).
That being said, we know from the previous lemma that, given α, there exists
a sequence ξ(α) ∈ ℓq such that
|DαPj,x0(x0)−Dαf(x0)| ≤ ξ(α)j 2|α|jσ−1j .
We thus have
(σj2
jd/p‖Pj,x0 − Px0‖Lp(B(x0,2−j)))j ∈ ℓq,
which proves the first part of the theorem.
Concerning the uniqueness of the polynomial, the idea of the proof is the
same as the one given in [2] for the spaces T pu (x0). Let P and Q be two polyno-
mials satisfying a relation of type (6); one directly gets P (x0) = Q(x0). That
being said, let us define
L :=
∑
|α|=m
cα(· − x0)α,
where m is the lowest degree of P −Q, with
cα :=
Dα(P −Q)(x0)
|α|! .
If m < sup{l ∈ Z : l < s(σ)}, one can write
‖L‖L1(B(x0,1)) ≤ C(2−mjσ−1j + 2−j),
for a constant C, which means L = 0. For m = sup{l ∈ Z : l < s(σ)}, we
simply get ‖L‖L1(B(x0,1)) ≤ C2−mjσ−1j , which implies L = P −Q = 0.
Remark 2.10. In the previous result, if σ is the usual sequence u with u ∈ N0,
it is easy to check that the polynomial Px0 is unique if one requires its degree
to be strictly smaller than n.
Corollary 2.11. Given p ∈ [1,∞], u > 0 and x ∈ Rd, we have Tup,∞(x0) =
T pu (x0), where T
p
u (x0) denotes the class of functions f ∈ Lp such that there
exists a polynomial Px0 of degree strictly less than u with the property that
r−d/p‖f − Px0‖Lp(B(x0,r)) ≤ Cru,
for a constant C > 0.
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3 Wavelet criteria
Various function spaces can be characterized by wavelets. We combine here the
approaches adopted for the classical T pu spaces, the generalized Besov spaces and
the generalized pointwise Hölder spaces to obtain a “nearly” characterization of
the spaces Tσp,q.
3.1 Definitions
Let us briefly recall some definitions and notations about wavelets (for more
precisions, see e.g. [5, 20, 19]). Under some general assumptions, there exist a
function ϕ and 2d − 1 functions (ψ(i))1≤i<2d , called wavelets, such that
{ϕ(x− k) : k ∈ Zd} ∪ {ψ(i)(2jx− k) : 1 ≤ i < 2n, k ∈ Zd, j ∈ N0}
form an orthogonal basis of L2. Any function f ∈ L2 can be decomposed as
follows,
f(x) =
∑
k∈Zd
Ckϕ(x − k) +
∑
j∈N0
∑
k∈Zd
∑
1≤i<2d
c
(i)
j,kψ
(i)(2jx− k),
where
c
(i)
j,k = 2
nj
∫
Rn
f(x)ψ(i)(2jx− k) dx
and
Ck =
∫
Rn
f(x)ϕ(x − k) dx. (8)
Let us remark that we do not choose the L2 normalization for the wavelets, but
rather an L∞ normalization, which is better fitted to the study of the Hölderian
regularity.
Let λ
(i)
j,k denote the dyadic cube
λ
(i)
j,k :=
i
2j+1
+
k
2j
+ [0,
1
2j+1
)d.
In the sequel, we will often omit any reference to the indices i, j and k for
such cubes by writing λ = λ
(i)
j,k. We will also index the wavelet coefficients of
a function f with the dyadic cubes λ so that cλ will refer to the quantity c
(i)
j,k.
The notation Λj will stand for the set of dyadic cubes λ of R
d with side length
2−j and the unique dyadic cube from Λj containing the point x0 ∈ Rd will be
denoted λj(x0). The set of the dyadic cubes is Λ := ∪j∈N0Λj . Two dyadic
cubes λ and λ′ are adjacent if there exists j ∈ N0 such that λ, λ′ ∈ Λj and
dist(λ, λ′) = 0. The set of the 3d dyadic cubes adjacent to λ will be denoted by
3λ.
As for the wavelet-based study of the pointwise Hölder spaces, we will work
with wavelet leaders [11]. However, as we work here with Lp norms, we need to
introduce a generalized version.
Definition 3.1. Given a dyadic cube λ ∈ Λj at scale j, the p-wavelet leader of
λ (p ∈ [1,∞]) is defined by
dpλ = sup
j′≥j
(
∑
λ′∈Λj′ ,λ
′⊂λ
(2(j−j
′)d/p|cλ′ |)p)1/p.
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Given x0 ∈ Rd, we set
dpj (x0) = sup
λ∈3λj(x0)
dpλ.
Remark 3.2. The definition of the wavelet leaders given here is different from
the one presented in [17]. The quantities introduced here are easier to work
with and naturally generalize the usual wavelet leaders dj(x0) introduced in
[11], since we have dj(x0) = d
∞
j (x0).
We will need the following definition (see [21]), ensuring a minimum regu-
larity condition for a function.
Definition 3.3. Given x0 ∈ Rd, a function f defined on Rd belongs to the Xu
space X˙up,q(x0) (u ∈ R, p, q ∈ [1,∞]) if there exists a constant C∗ > 0 such that
(
∑
|k−2jx0|<C∗2j
(2(u−d/p)j|c
λ
(i)
j,k
|)p)1/p ∈ ℓq.
3.2 Characterization using compactly supported wavelets
In this section, we consider a compactly supported wavelet basis of regularity
r > s(σ−1); such wavelets are considered in [4]. In this context, j0 is a natural
number such that the support of each wavelet is contained in B(0, 2j0).
Let us first give a necessary condition for a function to belong to Tσp,q(x0).
Theorem 3.4. If f belongs to the space Tσp,q(x0), then
(σjd
p
j (x0))j ∈ ℓq.
Proof. Let ε ∈ ℓq and (Pj)j be a sequence of polynomial of degree less or equal
to s(σ) such that
σj2
jd/p‖f − Pj‖Lp(B(x0,2−j)) ≤ εj ,
for all j ∈ N0. Let us set choose j1 ∈ N0 such that 2
√
d + 2j0 ≤ 2j1 and fix
n ≥ j1. For λ(i)j,k ⊂ 3λn(x0), we have
| k
2j
− x0| ≤ 2
√
d2−n.
By setting
Λj,n := {λ(i)j,k ∈ Λj : |k − 2jx0| ≤ 2
√
d2j−n},
for λ ∈ 3λn(x0), we can write
∑
λ′∈Λj ,λ′⊂λ
2(n−j)d|cλ′ |p ≤
∑
λ′∈Λj,n
2(n−j)d|cλ′ |p,
whenever p 6= ∞. Let us set
sn,j :=
∑
λ′∈Λj,n
|cλ′ |p
and define
gn,j :=
∑
λ′∈Λj,n
|cλ′ |p−1sign(cλ′)ψλ′ .
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One easily check the the support of gn,j is contained in B(x0, 2
j1−n) and
sn,j = 2
jd〈f, gn,j〉 = 2jd
∫
B(x0,2j1−n)
(f(x)− Pn−j1(x))gn,j(x) dx,
so that, if we denote by q the conjugate exponent of p,
sn,j ≤ 2jd‖f − Pn−j1‖Lp(B(x0,2j1−n)) ‖gn,j‖Lq .
To estimate ‖gn,j‖Lq , let us remark that there exists a constant C∗ > 0 that
does not depend on λ nor the scale j such that the cardinal of
{λ′ ∈ Λj : supp(ψλ) ∩ supp(ψλ′) 6= ∅}
is bounded by C∗. Therefore, given j ∈ N0, we can choose a partitionE1, . . . , EC∗
of Λj such that λ
′, λ′′ ∈ Em (1 ≤ m ≤ C∗) and
supp(ψλ′) ∩ supp(ψλ′′ ) 6= ∅
implies λ′ = λ′′. For p 6= 1, we easily get
|gn,j |q ≤ Cq∗
∑
λ′∈Λj,n
|cλ′ |p|ψλ′ |q
and thus
‖gn,j‖Lq ≤ C∗2−jd/qs1/qn,j max
1≤i<2d
‖ψ(i)‖Lq . (9)
If p = 1, one easily checks that one has
‖gn,j‖L∞ ≤ C∗2−jd/q max
1≤i<2d
‖ψ(i)‖L∞ ,
so that (9) is still satisfied in this case.
That being done, since we have
s
1/p
n,j ≤ Cεn−j12(j−n)d/pσ−1n ,
for a constant C > 0, we get∑
λ′∈Λj ,λ′⊂λ
2(n−j)d|cλ′ |p ≤ 2(n−j)dsn,j ≤ Cεpn−j1σ−pn ,
which is sufficient to conclude in the case p 6=∞.
Finally, let us consider the case p = ∞. Indeed, the conclusion is straight-
forward since, given λ ⊂ 3λn(x0), one easily check that, using an analogous
reasoning, we can write
|cλ| ≤ Cεn−j1σn,
for a constant C > 0.
For the sufficient condition, we need the following definition.
Definition 3.5. Let p, q ∈ [1,∞], x0 ∈ Rd and f be a function from Lploc; if σ
is an admissible sequence such that 2−jd/pσ−1j tends to 0 as j tends to ∞, we
says that f belongs to Tσp,q,log(x0) if there exists J ∈ N0 for which
(
2jd/pσj
log2(2
−jd/pσ−1j )
sup
|h|≤2−j
‖∆⌊s(σ−1)⌋+1h f‖Lp(Bh(x0,2−j)))j≥J ∈ ℓq.
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Theorem 3.6. Let p, q ∈ [1,∞], x0 ∈ Rd and f be a function from Lploc; let
also σ be an admissible sequence such that 2−jd/pσ−1j tends to 0 as j tends to
∞ and σ1 > 2−d/p. If f belongs to X˙ηp,q(x0) for some η > 0, then
(σjd
p
j (x0))j ∈ ℓq
implies f ∈ Tσp,q,log(x0).
Proof. Let us first suppose that s(σ) ≥ 0 and set n := ⌊s(σ)⌋. We need to
define some quantities. First, choose m ∈ N0 such that k/2j ∈ B(x, r) implies
λ
(i)
j,k ⊂ B(x, 2mr), for any x ∈ Rd, k ∈ Zd, j ∈ N0 and r ≥ 2−j. Let alsom′ ∈ N0
be such that, for any x ∈ Rd and any j ∈ N0, B(x, 2−j) is included in some
dyadic cube of side length 2m
′−j and define J0 := j0 +m+m
′. Let C∗ > 0 be
such that
(
∑
|k−2jx0|≤C∗2j
(2η−d/p)j|c
λ
(i)
j,k
|)p)1/p ∈ ℓq
and choose a number J1 ∈ N0 for which we have (1 + 2j0) ≤ C∗2J1 . We also
need a sequence ε ∈ ℓq satisfying σjdpj (x0) ≤ εj , for all j ∈ N0. Finally, given
J ≥ max{J0, J1}, define
PJ :=
∑
|α|≤n
(
(· − x0)α
|α|!
J∑
j=−1
Dαfj(x0)),
where
f−1 :=
∑
k∈Zd
Ckϕk and fj :=
∑
λ∈Λj
cλψλ,
for j ≥ 0. We have
2Jd/p‖f − PJ‖Lp(B(x0,2−J ))
≤
J∑
j=−1
2Jd/p‖fj −
∑
|α|≤n
(· − x0)α
|α|! D
αfj(x0)‖Lp(B(x0,2−J )) (10)
+
∞∑
j=J+1
2Jd/p‖fj‖Lp(B(x0,2−J )). (11)
Let us fix y ∈ B(x0, 2−J) and |α| = n + 1. We will first consider the case
p 6= ∞. We have Dαψ
λ
(i)
j,k
(y) 6= 0 only if k/2j belongs to B(y, 2j0−j); for
J0 ≤ j ≤ J , we have
λ
(i)
j,k ⊂ B(y, 2m−j−j0) ⊂ λj−J0 (x0),
so that we can write, using the same reasoning as in the previous proof,
|Dαfj(y)| ≤ C2jp(n+1)
∑
λ∈Λj
|cλ|p|Dαψλ(y)|p
≤ C2jp(n+1)
∑
λ∈Λj ,λ⊂λj−J0 (x0)
|cλ|p|Dαψλ(y)|p
≤ C2jp(n+1)εpj−J0σ
−p
j ,
11
since σ is an admissible sequence. Moreover, as the wavelet coefficients are finite
and there exists a constant Cd, which only depends on d, such that
#{k ∈ Zd : k ∈ B(y, 2j0)} ≤ Cd, #{k ∈ Zd : k/2j ∈ B(y, 2j0−j)} ≤ Cd,
we also have
|Dαfj(y)|p ≤ C2jp(n+1)σ−pj ,
for all j ∈ {−1, . . . , J0 − 1}. As a consequence, we can write, for any j ∈
{−1, . . . , J},
‖fj −
∑
|α|≤n
(· − x0)α
|α|! D
αfj(x0)‖Lp(B(x0,2−J )) ≤ θj2−J(n+1+d/p)2j(n+1)σ−1j ,
for some sequence θ ∈ ℓq. A similar reasoning gives the same inequality for
p =∞. Now, since s(σ) < n+ 1, (10) is upperbounded by
C′2−J(n+1)
J∑
j=−1
θj2
j(n+1)σ−1j ≤ C′ξJσ−1J ,
for some constant C′ > 0, where the sequence ξ is given by Lemma 2.5.
For the second term, let us fix j ≥ J + 1 and p 6= ∞ to define
Λj,J := {λ(i)j,k ∈ Λj : B(k/2j, 2j0/2j) ∩B(x0, 2−J) 6= ∅}.
By proceeding as before for x ∈ B(x0, 2−J), we get
‖fj(x)‖pLp(B(x0,2−J )) ≤ C
∑
λ∈Λj,J
2−dj|cλ|p, (12)
for some constant C, which gives
2Jd/p‖fj(x)‖Lp(B(x0,2−J )) ≤ CεJ−J0σ−1J .
Moreover, since the coefficient c
λ
(i)
j,k
does not vanish in the sum (12) only if the
condition |k − 2jx0| ≤ C∗2j is satisfied, we also have
‖fj(x)‖pLp(B(x0,2−J )) ≤ δ
p
j 2
−ηpj ,
for a sequence δ ∈ ℓq, as f belongs to the space X˙ηp,q(x0). Let us obtain
upperbounds when p = ∞; for x ∈ B(x0, 2−J), k/2j ∈ B(x, 2j0−j) implies
λ
(i)
j,k ⊂ λJ−j0 (x0), so that we have |cλ(k)
j,l
| ≤ CεJ−J0σN . The same reasoning as
before leads to
‖fj(x)‖L∞(B(x0,2−J )) ≤ Cδj2−ηj .
Let us now set j∗(J) := ⌈| log2(2−Jd/pσ−1J )|/η⌉ and choose η small enough
in order to insure that we have log2(2
d/pσ1)/η > 1. With such a definition, we
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have j∗(J) = j∗(J
′) if and only if J = J ′ and we can write
∞∑
j=J+1
2Jd/p‖fj‖Lp(B(x0,2−J ))
=
j∗(J)∑
j=J+1
2Jd/p‖fj‖Lp(B(x0,2−J )) +
∞∑
j=j∗(J)+1
2Jd/p‖fj‖Lp(B(x0,2−J ))
≤ C
j∗(J)∑
j=J+1
εJ−J0σ
−1
J + C2
Jd/p
∞∑
j=j∗(J)+1
δj2
−ηj
≤ C(εJ−J0 + ξj1(J)) | log2(2−Jd/pσ−1J )|σ−1J ,
for J large enough, where the sequence (ξj∗(J))J belongs to ℓ
q.
It only remains to consider the situation where s(σ) < 0. In this case, let
us set PJ = 0 whenever J ≥ max{J0, J1}; once again, there exists a sequence
ξ ∈ ℓq such that
|fj(y)| ≤ ξjσ−1J ,
for y ∈ B(x0, 2−J), any J ≥ max{J0, J1} and any j ∈ {−1, . . . , J}. As done
previously, we gets
2Jd/p‖f − PJ‖Lp(B(x0,2−J ))
≤ C
J∑
j=−1
2Jd/p‖fj‖Lp(B(x0,2−J )) +
∞∑
j=J+1
2Jd/p‖fj‖Lp(B(x0,2−J ))
≤ δJ | log2(2−Jd/pσ−1J )|σ−1J ,
with δ ∈ ℓq.
Remark 3.7. It is well known that Theorem 3.4 has no converse: the “loga-
rithmic correction” appearing in Theorem 3.6 is necessary in the classical case
(see e.g. [11]).
3.3 Characterization using wavelets in the Schwarz class
In practise, compactly supported wavelets are used most often; however, for
theoretical applications, in can be handy to have similar results concerning
wavelets in the Schwarz class [20]. We will thus consider such wavelets in this
section.
Lemma 3.8. Let p, q ∈ [1,∞], x0 ∈ Rd and σ be an admissible sequence such
that either s(σ) > −d/p, s(σ) < 0 or 0 ≤ n := ⌊s(σ)⌋ < s(σ); if f ∈ Lp belongs
to Tσp,q(x0), then we have
(σj2
j(d−u)
∫
Rd\B(x0,2−j)
|f(x)− P (x)|
|x0 − x|u dx)j ∈ ℓ
q,
for any u > s(σ) + d, where P is the polynomial given by Theorem 2.9.
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Proof. Let us set R := f −P ; without loss of generality, we can assume x0 = 0.
Let us define, for r > 0,
ϕ(r) :=
∫
B(0,r)
|R(x)| dx;
we know that there exists a sequence ε ∈ ℓq such that
ϕ(2−j) ≤ 2−jdεjσ−1j ,
for all j ∈ N0. Moreover, for r ≥ 1, we have
ϕ(r) ≤ Crd(1−1/p)‖f‖Lp + crn+d ≤ Crd+s(σ).
Using spherical coordinates, we can write
ϕ(r) =
∫ r
0
ψ(ρ) dρ,
with
ψ(ρ) := ρd−1
∫ 2pi
0
∫ pi
0
· · ·
∫ pi
0
|R(x(ρ, θ1, . . . , θd−1))| dΩd,
where dΩd stands for
sind−2(θ1) · · · sin(θd−2) dθ1 · · · dθd−1.
Since, for all r > 0, we have
ϕ(r)
ru
− ϕ(2−j)2ju =
∫
B(0,2−j)
|R(x)|
|x|u dx−
∫ r
2−j
u
ρu+1
ϕ(ρ) dρ,
we get ∫
B(0,r)\B(0,2−j)
|R(x)|
|x|u dx
≤ ϕ(r)
ru
+
∫ r
1
u
ρu+1
ϕ(ρ) dρ+
j∑
k=1
∫ 21−k
2−k
u
ρu+1
ϕ(ρ) dρ.
Since
ϕ(r)/ru ≤ C ≤ C2j(u−d)2−δjσ−1j ,
where δ > 0 has been chosen such that δ < u− d− s(σ), we can write∫ r
1
u
ρu+1
ϕ(ρ) dρ ≤ C2j(u−d)2−jδσ−1j .
Finally, as σ is admissible and u > s(σ) + d, we have
j∑
k=1
∫ 21−k
2−k
u
ρu+1
ϕ(ρ) dρ ≤ 2j(u−d)ξjσ−1j ,
where ξ ∈ ℓq is given by Lemma 2.5. Putting all these informations together,
we can claim that there exists a sequence θ ∈ ℓq such that the inequality∫
B(0,r)\B(0,2−j)
|R(x)|
|x|u dx ≤ 2
j(u−d)θjσ
−1
j
holds for r ≥ 1.
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Theorem 3.9. Let p, q ∈ [1,∞], x0 ∈ Rd and σ be an admissible sequence such
that either s(σ) > −d/p, s(σ) < 0 or 0 ≤ ⌊s(σ)⌋ < s(σ); if f ∈ Lp belongs to
Tσp,q(x0), then we have
(σjd
p
j (x0))j ∈ ℓq.
Proof. Let ε ∈ ℓq be such that
σj2
jd/p‖f − Pj‖Lp(B(x0,2−j)) ≤ εj ,
for any j ∈ N0, choose j1 ∈ N0 such that 2
√
d ≤ 2j1 and fix n ≥ j1 + 1.
Let us first suppose that p ∈ (1,∞); define
Λj,n := {λ(l)j,k ∈ Λj : |k − 2jx0| ≤
√
d2j+1−n},
so that λ ∈ 3λn(x0) and λ ∈ Λj implies λ ∈ Λj,n,
sj,n :=
∑
λ′∈Λj,n
|cλ′ |p
and
gj,n :=
∑
λ′∈Λj,n
|cλ′ |p−1sign(cλ′)ψλ′ .
We have
sj,n = 2
jd
∫
B(x0,2j1−n+1)
(f(x)− P (x))gj,n(x) dx
+ 2jd
∫
Rd\B(x0,2j1−n+1)
(f(x)− P (x))gj,n(x) dx.
Using Hölder’s inequality, we can write
2jd
∫
B(x0,2j1−n+1)
(f(x)− P (x))gj,n(x) dx
≤ Cεn−j1−12jd2−nd/p‖gj,n‖Lp′σ−1n ,
where p′ is the conjugate exponent of p, with
‖gj,n‖Lp′ ≤ C2−jd/p
′
s
1/p′
j,n ,
for a constant C > 0, thanks to the wavelet characterization of the Lp spaces
(see e.g. [20]). Now, for all u > d+ s(σ), it is easy to check, thanks to the fast
decay of the wavelets, that there exists a constant Cd,u > 0 such that, for all
x ∈ Rd \B(x0, 2j1−n+1),
(
∑
λ′∈Λj,n
|ψλ′ |p)1/p ≤ Cd,u/(2j|x− x0|)u.
Using the previous lemma, we can claim that there exists a sequence θ ∈ ℓq for
which
2jd
∫
Rd\B(x0,2j1−n+1)
(f(x)− P (x))gj,n(x) dx ≤ θns1/p
′
j,n 2
(j−n)d/pσ−1n .
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As a consequence, there exists a sequence ξ ∈ ℓq such that
s
1/p
j,n ≤ ξn2(j−n)d/pσ−1n .
If p = 1, keeping the same notations, we have
sj,n ≤ 2jd
∫
B(x0,2j1−n+1)
|f(x)− P (x)|
∑
λ′∈Λj,n
|ψλ′ | dx
+ 2jd
∫
Rd\B(x0,2j1−n+1)
|f(x)− P (x)|
∑
λ′∈Λj,n
|ψλ′ | dx.
To bound the first integral, remark that
∑
λ′∈Λj
|ψλ′ | is bounded and
‖f − P‖L1(B(x0,2j1−n+1)) ≤ Cεn−j1−12−ndσ−1n .
The second integral can be treated as in the case p ∈ (1,∞).
Finally, suppose that p = ∞, fix j ≥ n and suppose that λ ∈ Λj satisfies
λ ∈ 3λn(x0). We have
|cλ| ≤ 2jd
∫
B(x0,2j1−n+1)
|f(x) − P (x)| |ψλ| dx
+ 2jd
∫
Rd\B(x0,2j1−n+1)
|f(x)− P (x)| |ψλ| dx.
Once again, it is sufficient to bound the first integral, which is easy since we
have
2jd
∫
B(x0,2j1−n+1)
|f(x)− P (x)| dx ≤ Cεn−j1−1σ−1n ,
for some constant C > 0.
Theorem 3.10. Let p, q ∈ [1,∞], f ∈ Lp
loc
, x0 ∈ Rd and σ be an admissible
sequence such that s(σ) > −d/p and σ1 > 2−d/p. If there exists η > 0 such that
f ∈ Bηp,q, then
(σjd
p
j (x0))j ∈ ℓq
implies f ∈ Tσp,q,log(x0).
Proof. Let us use the definitions of n, m, J0, J1, J , ε, PJ and fj introduced in
the proof of Theorem 3.6. Of course, we have
2Jd/p‖f − PJ‖Lp(B(x0,2−J ))
≤
J∑
j=−1
2Jd/p‖fj −
∑
|α|≤n
(· − x0)α
|α|! D
αfj(x0)‖Lp(B(x0,2−J )) (13)
+
∞∑
j=J+1
2Jd/p‖fj‖Lp(B(x0,2−J )). (14)
Let us first consider the term (13) of the last bound. Let α be a multi-index
such that |α| = n + 1; from Taylor’s formula, we need to bound |Dαfj(x)| for
x ∈ B(x0, 2−J). Assume now that j is such that j − ⌈j/2⌉ ≥ J0 and define
Λj,0 := {λ(i)j,k ∈ Λj : |2jx0 − k| ≤ 1},
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for l such that 1 ≤ l ≤ ⌈j/2⌉,
Λj,l := {λ(i)j,k ∈ Λj : 2l−1 < |2jx0 − k| ≤ 2l}
and
Λj,∗ := {λ(i)j,k ∈ Λj : |2jx0 − k| ≥ 2⌈j/2⌉}.
A sum over Λj can be decomposed into a sum over the sets Λj,l (with l ∈
{0, . . . , ⌈j/2⌉}) and Λj,∗. For 1 ≤ l ≤ ⌈j/2⌉, we have, by Hölder’s inequality,
∑
λ∈Λj,l
|cλ| |Dαψλ(x)|
≤ (
∑
λ∈Λj,l
|cλ|p)1/p(
∑
λ∈Λj,l
|Dαψλ(y)|p′)1/p′
≤ C(εj−l−J02ld/pσ−1j−l)(
∑
λ∈Λj,l
(
1
(1 + |2jx− k|)2d+1+u+d/p)p′ )
1/p′
≤ Cεj−l−J02−ulσ−1j−l,
where u is such that u > s(σ) and p′ is the conjugate exponent of p; for l = 0,
we can write ∑
λ∈Λj,0
|cλ| |Dαψλ(x)| ≤ εj−J−J0σ−1j .
For the last set, we get
∑
λ∈Λj,∗
|cλ| |Dαψλ(x)| ≤ δjσ−1j ,
for a sequence δ ∈ ℓq, as f ∈ Bηp,q. Using these results, we obtain
∑
λ∈Λj
|cλ| |Dαψλ(x)| ≤ δjσ−1j +
⌈j/2⌉∑
l=0
εj−l−J02
−ulσ−1j−l ≤ (δj + ξj)σ−1j ,
where ξ ∈ ℓq is defined as in the proof of Lemma 2.5. For the first term (13),
we still have to consider the case j − ⌈j/2⌉ < J0; since f ∈ Bηp,q, we can write
∑
λ∈Λj
|cλ| |Dαψλ(x)| ≤ δj2−ηj2jd/p ≤ Cδjσ−1j ,
so that |Dαfj(x)| is bounded by C′(δj + ξj)2n+1σ−1j , for any j ≤ J ; we thus
have
‖fj −
∑
|α|≤n
(· − x0)α
|α|! D
αfj(x0)‖Lp(B(x0,2−J ))
≤ C(δj + ξj)2−(n+1+d/p)J2(n+1)jσ−1j .
Finally, as s(σ) < n+ 1, (13) is bounded by
C2−(n+1)J
J∑
j=−1
(δj + ξj)2
(n+1)jσ−1j ≤ θJσ−1J ,
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where θ ∈ ℓq is given by Lemma 2.6.
Let us now consider the second term (14); we actually need to bound the
Lp-norm of fj for j ≥ J . Let us, in the same spirit as before, define
Λ′j,0 := {λ(i)j,k ∈ Λj : |2jx0 − k| ≤ 2j+J0−J},
for l such that 1 ≤ l ≤ J ,
Λ′j,l := {λ(i)j,k ∈ Λj : 2j+J0−J+l−1 < |2jx0 − k| ≤ 2j+J0−J+l}
and
Λ′j,∗ := {λ(i)j,k ∈ Λj : 2j < |2jx0 − k|}.
Using the wavelet characterization of the Lp spaces, we can write
‖
∑
λ∈Λ′j,0
cλψλ‖Lp(B(x0,2−J )) ≤ C(
∑
λ∈Λj ,λ⊂λJ (x0)
2−dj|cλ|p)1/p
≤ CεJ2−Jd/pσ−1J .
For l ∈ {1, . . . , J}, we get this time
∑
λ∈Λ′
j,l
|cλ| |ψλ(x)| ≤ CεJ−l2−(j−J+l)uσ−1J−l ≤ C2−ulεJ−lσlσ−1J ,
for x ∈ B(x0, 2−J) and ∑
λ∈Λ′j,∗
|cλ| |ψλ(x)| ≤ C2−δJσ−1J ,
for some δ > 0. As previously, we get that there exists a sequence ρ ∈ ℓq such
that
2Jd/p‖fj‖Lp(B(x0,2−J )) ≤ ρJσ−1J ,
so that we can conclude using the same arguments as in the compactly supported
case.
4 A multifractal formalism
We show here that the generalized Besov spaces provide a natural framework
for the multifractal formalism based on the Tσp,q spaces.
4.1 Definitions
As the wavelet leaders method rests on the oscillation spaces Os,s′p (see [11, 13]),
we need to adapt these spaces to our general framework.
Definition 4.1. Let p, q, r ∈ [1,∞]; a function f belongs to Oσp,r,q if the se-
quence (Ck)k defined by (8) belongs to ℓ
q and if
(
∑
j∈N0
(
∑
λ∈Λj
(σj2
−dj/rdpλ)
r)q/r)1/q ≤ C,
for some constant C > 0.
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We will show that these spaces are closely related to the generalized Besov
spaces introduced in Definition 4.2; as expected, these are obtained by replac-
ing the dyadic sequence appearing in the usual definition with an admissible
sequence (see e.g. [18]).
Definition 4.2. Let (ϕj)j be a sequence of functions belonging to the Schwartz
class S such that
• supp(ϕ0) ⊂ {x ∈ Rd : |x| ≤ 2},
• supp(ϕj) ⊂ {x ∈ Rd : 2j−1 ≤ |x| ≤ 2j+1} (j ≥ 1),
• for any multi-index α, there exists a constant Cα > 0 such that we have
sup
x∈Rd
|Dαϕj(x)| ≤ Cα2−j|α|,
•
∑
j∈N0
ϕj = 1.
Given p, q ∈ [1,∞]; the space Bσp,q is defined as
Bσp,q := {f ∈ S ′ : (
∑
j∈N0
‖σjF−1(ϕjFf)‖qLp)1/q <∞},
where F denotes the Fourier transform.
We will use the wavelet characterization of these spaces (see [1]).
Definition 4.3. Let p, q ∈ [1,∞]; if, given h > −d/p, γ(h) is an admissible
sequence, the family of admissible sequences h 7→ γ(h) is (p, q)-decreasing if it
satisfies s(γ(h)) > −d/p, γ(h)
1
> 2−d/p for any h > −d/p and if −d/p < h < h′
implies
T γ
(h)
p,q (x0) ⊂ T γ
(h′)
p,q (x0).
In the sequel, we will only consider families of admissible sequences γ(·)
that are implicitly (p, q)-decreasing. This notion was introduced in [16], where
criteria to obtain such families were presented.
A multifractal formalism is an empirical method that allows to estimate the
quantity
dimH{x0 ∈ Rd : h(x0) = h},
where dimH denotes the Hausdorff dimension with the convention dimH(∅) =
−∞ (see [6] for example) and h(x0) is some kind of generalized Hölder exponent.
Usually, one requires such a method to be valid for a large class of functions. We
aim at providing here a multifractal formalism for the exponents (15) defined
from the Tσp,q spaces, thus generalizing the wavelet leaders method [11, 13].
Definition 4.4. Given p, q ∈ [1,∞] and a family of admissible sequences γ(·),
the generalized (p, q)-Hölder exponent associated to f ∈ Lp
loc
and γ(·) at x0 ∈ Rd
is defined by
hp,q(x0) := sup{h > −d/p : f ∈ T γ(h)p,q (x0)}. (15)
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The most natural family of admissible sequences is h 7→ (2jh)j ; in this case,
h∞,∞(x0) is the usual Hölder exponent [11], while hp,∞(x0) is the p-exponent
considered in [13].
Given p, q ∈ [1,∞], a family of admissible sequences γ(·) and a function
f ∈ Lp
loc
, we set
Dp,q(h) := dimH{x0 ∈ Rd : hp,q(x0) = h}.
4.2 Preliminary results
In this section, we will implicitly work with indices p, q, r ∈ [1,∞], a function f
that belongs to Lp
loc
, a point x0 ∈ Rd, a family of admissible sequences γ(·) and
an admissible sequence σ.
Lemma 4.5. If
γ
(h)
j 2
ηjdpj (x0) ∈ ℓq,
for some η > 0 such that ⌊s(γ(h)) + η⌋ = ⌊s(γ(h))⌋, then hp,q(x0) ≥ h.
Proof. We know that there exists a sequence of polynomial (Pj)j of degree at
most s(γ(h)) and a sequence ε ∈ ℓq such that
γ
(h)
j 2
jd/p‖f − Pj‖Lp(B(x0,2−j)) ≤ Cεj2−ηj| log2(2−ηj−jd/p/γ(h)j )|,
for j large enough, which implies f ∈ T γ(h)p,q (x0).
Proposition 4.6. If the function f belongs to both Bηp,q for some η > 0 and
Oσp,r,q, then
dimH(x0 ∈ Rd : hp,q(x0) < h} ≤ d+ rs(γ
(h)
σ
).
Proof. Let ε ∈ ℓq be such that εj 6= 0 and
(
∑
λ∈Λj
(σj2
−jd/rdpλ)
r)1/r ≤ εj,
for all j ∈ N0. Let us first consider the case r = ∞; if s(γ(h)/σ) < 0, there
exists δ > 0 such that γ
(h)
j 2
δjdpj (x0) ≤ Cεj for any j and hp,q(x0) ≥ h for all
x0 ∈ Rd. As a consequence, we have
dimH{x0 ∈ Rd : hp,q(x0) < h} = −∞ = d+ rs(γ(h)/σ).
On the other hand, if s(γ(h)/σ) ≥ 0,
dimH{x0 ∈ Rd : hp,q(x0) < h} ≤ d ≤ d+ rs(γ(h)/σ).
Now, suppose r < ∞, fix h > −d/p and define, given j ∈ N0 and δ > 0
sufficiently small,
Ehj,δ := {λ ∈ Λj : dpλ ≥ εj2−δj/γ(h)j }
and set n = #Ehj,δ. As f ∈ Oσp,r,q, we have
σrj 2
−jdn(2−δj/γ
(h)
j )
r ≤ ε−rj σrj 2−jd
∑
λ∈Eh
j,δ
(dpλ)
r ≤ 1,
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so that
n ≤ 2jd(2−δj/γ(h)j )−r/σrj .
Now, define Λhj,δ as the set of the dyadic cubes λ ∈ Λj such that there exists a
neighbor λ′ ∈ 3λ that belongs to Ehj,δ. Finally, define
Fhδ := lim sup
j
{x0 ∈ Rd : λj(x0) ∈ Λhj,δ}.
If x0 does not belong to F
h
δ , then there exists J ∈ N0 such that j ≥ J implies
λj(x0) 6∈ Λhj,δ and, from what we have obtained for n, there exists a constant
C > 0 for which j ≥ J implies
2δjγ
(h)
j d
p
j (x0) ≤ Cεj ,
and therefore
{x0 ∈ Rd : hp,q(x0) < h} ⊂ Fhδ . (16)
Let α > 0, set j1 := inf{j :
√
d2−j < α} and
Eδ := {λ ∈ Λhj,δ : j ≥ j1}.
It is easy to check that Eδ is an α-covering of F
h
δ ; given s, η > 0, we have
∑
λ∈Eδ
diam(λ)s ≤
∑
j≥j0
#Fhj (
√
d2−j)s
≤ C
∑
j≥j0
2(d−s)j(2−δj/γ
(h)
j )
−r/σrj
≤ C′
∑
j∈N0
2rj(s(γ
(h)/σ)+δ+η2(d−s)j.
As a consequence, we have
dimH(F
h
δ ) ≤ d+ r(s(
γ(h)
σ
) + δ + η),
for any η > 0 and we can conclude thanks to (16).
Of course, for the natural choices of the families of admissible sequences [16],
h 7→ s(γ(h)) is continuous; in such a case, the previous result can be improved.
Remark 4.7. If there exists a sequence ε converging to 0+ such that
s(
γ(h+εj)
σ
) → s(γ
(h)
σ
),
we have
dimH{x0 ∈ Rd : hp,q(x0) ≤ h} ≤ d+ rs(γ
(h)
σ
).
Proposition 4.8. If σ is an admissible sequence such that s(σ) > 0 and s(σ)−
d/r > −d/p, we have Oσp,r,q = Bσr,q.
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Proof. We obviously have Oσp,r,q →֒ Bσr,q. If f belongs to Bσr,q, we have
(
∑
λ∈Λj
(σj2
−jd/rdpλ)
r)q/r
≤
( ∑
λ∈Λj
(σj2
−jd/r)q
∑
j′≥j
( ∑
λ′∈Λj′ ,λ
′⊂λ
(2(j−j
′)d/p|cλ′ |)p
)r/p)q/r
, (17)
for any j ∈ N0.
Let us first suppose that r ≤ p; in this case, (17) is bounded by
(
∑
j′≥j
(σjσ
−1
j′ 2
(j−j′)d/p2(j
′−j)d/r)r
∑
λ′∈Λj′
(σj′2
−j′d/r|cλ′ |)r)q/r .
Let ε > 0 be such that s(σ) − ε− d/r > −d/p; there exists a constant Cε > 0
such that
σjσ
−1
j′ < Cε2
(s(σ)−ε)(j−j′).
If q ≤ r, (17) is bounded by
C(
∑
j′≥j
(2(s(σ)+ε−d/r−d/r)(j−j
′))q(
∑
λ′∈Λj′
(σj′2
−j′d/r|cλ′ |)r)q/r).
As f belongs to Bσr,q, we can write
(
∑
j∈N0
(
∑
λ∈Λj
(σj2
−jd/rdpλ)
r)q/r)1/q ≤ C(
∑
j′∈N0
(
∑
λ′∈Λj′
(σj′2
−j′d/r|cλ′ |)r)q/r)1/q,
wich implies f ∈ Oσp,r,q. If r < q, by denoting s the conjugate exponent of q/r,
we can use Hölder’s inequality to bound (17) by
C(
∑
j′≥j
(2−s(σ)+ε−d/p−d/r)(j
′−j))rs/2)q/(rs)
(∑
j′≥j
(2−s(σ)+ε−d/p−d/r)(j
′−j))q/(2r)(
∑
λ′∈Λj′
(σj′2
−j′d/r|cλ′ |)r)q/r
)
≤ C
(∑
j′≥j
(2−s(σ)+ε−d/p−d/r)(j
′−j))q/(2r)(
∑
λ′∈Λj′
(σj′2
−j′d/r|cλ′ |)r)q/r
)
,
so that f belongs to Oσp,r,q, as in the previous case.
We still have to consider the case p < r; by Jensen’s inequality, we can bound
(17) by
(
∑
λ∈Λj
(σj2
−jd/r)r
∑
j≥j′
∑
λ′∈Λj′ ,λ
′⊂λ
2(j−j
′)d|cλ′ |r)q/r
≤ (
∑
j′≥j
(σj/σj′ )
r
∑
λ′∈Λj′
(σj′2
−j′d/r|cλ′ |)r)q/r ,
so that we can conclude as in the other cases.
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4.3 The notion of prevalence
In this section, we very briefly introduce the notion of prevalence (see [3, 9, 8]
for more details).
In Rd, it is well known that if one can associate a probability measure µ to
a Borel set B such that µ(B + x) vanishes for very x ∈ Rd, then the Lebesgue
measure L(B) of B also vanishes. For the notion of prevalence, this property is
turned into a definition in the context of infinite-dimensional spaces.
Definition 4.9. Let E be a complete metric vector space; a borel set B of E
is Haar-null if there exists a compactly-supported probability measure µ such
that µ(B+x) = 0, for every x ∈ E. A subset of E is Haar-null if it is contained
in a Haar-null Borel set; the complement of a Haar-null set is a prevalent set.
Is E is finite-dimensional, B is Haar-null if and only if L(B) = 0; if E is
infinite-dimensional, the compact sets of E are Haar-null. Moreover, it can be
shown that a translated of a Haar-null set is Haar-null and that a prevalent set
is dense in E. Finally, the intersection of a countable collection of prevalent sets
is prevalent.
Let us make some remarks about how to show that a set is Haar-null. A
common choice for the measure in Definition 4.9 is the Lebesgue measure on
the unit ball of a finite-dimensional subset E′ of E. For such a choice, one has
to show that L(B ∩ (E′ + x)) vanishes for every x. If E is a function space,
one can choose a random process X whose sample paths almost surely belong
to E. In this case, one can show that a property only holds on a Haar-null set
by showing that the sample path X is such that, for any f ∈ E, Xt + f almost
surely does not satisfy the property.
If a property holds on a prevalent set, we will say that it holds almost
everywhere from the prevalence point of view.
4.4 A multifractal formalism associated to the generalized
Besov spaces
We propose here the following formula to estimate the spectrum Dp,q related to
a function f ∈ Bσr,s:
Dp,q(h) = d+ rs(
γ(h)
σ
)
and show that, under natural smooth conditions, this equality is satisfied almost
everywhere from a prevalent point of view.
Definition 4.10. An admissible sequence σ and a family of admissible se-
quences γ(·) are compatible for p, q, r, s ∈ [1,∞] with s ≤ q if
• s(σ) > 0,
• s(σ)− d/r > −d/p
• ζ, defined on (−d/p,∞) by
ζ(h) := s(
γ(h)
σ
) = s(
γ(h)
σ
),
is a non decreasing continuous function such that
{h > −d/p : ζ(h) < −d/r} 6= ∅.
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We call ζ the ratio function. We will also frequently use the quantity
hmin(r) := sup{h > −d/p : ζ(h) < −d/r}.
The following remark stresses the importance of hmin.
Remark 4.11. Suppose that σ and γ(·) are compatible as in the previous
definition. If f belongs to Bσp,q, there exists η > 0 such that B
σ
p,q →֒ Bηp,q. For
λ ∈ Λj and j′ ≥ j, we have
(
∑
λ′∈Λj′ ,λ
′⊂λ
(2(j−j
′)d/p|cλ′ |)p)1/p ≤ 2jd/p(
∑
λ′∈Λj′
(σj′2
−j′d/p|cλ′ |)p)1/pσ−1j′
≤ 2jd/pεj′σ−1j′ ,
for a sequence ε ∈ ℓq. As a consequence, there exists η > 0 and a sequence
ξ ∈ ℓq given by Lemma 2.5 such that, for λ ∈ Λj ,
dpλ ≤ C
∑
j′≥j
2jd/pεj′σ
−1
j′ ≤ Cξj2−ηj/γ(h)j
for all h > −d/p such that s(γ(h)/σ) < −d/p. As a consequence, one has
hp,q(x0) ≥ hmin(p), for any x0 ∈ Rd.
In the same spirit, for r ≤ p, one has Bσr,q →֒ Bθp,q, where θ is the admissible
sequence defined by θj := 2
(d/p−d/r)jσj (j ∈ N0). As s(σ)−d/r > −d/p implies
s(θ) > 0, there exists η > 0 such that Bσr,q →֒ Bηp,q and hp,q(x0) ≥ hmin(r), for
any x0 ∈ Rd.
That being done, if p < r then, for any f ∈ Bσr,q,
hp,q(x0) ≥ hr,q(x0) ≥ hmin(r).
Thus, if f ∈ Bσr,s, we have f ∈ Bσr,q and hp,q(x0) ≥ hmin(r).
From what we have done so far, we get the following corollary.
Corollary 4.12. Let p, q, r, s ∈ [1,∞], σ be an admissible sequence and γ(·)
be a family of admissible sequences such that σ and γ(·) are compatible. If f
belongs to Bσr,s, then
• {x ∈ Rd : hp,q(x0) ≤ h} = ∅, for any h < hmin(r),
• dimH({x ∈ Rd : hp,q(x0) ≤ h}) ≤ d+ rg(h), for any h ≥ hmin(r).
To show that, under some general hypothesis, the last upper bound is optimal
for a prevalent set of functions in Bσr,s, we need the following definition.
Definition 4.13. Let x0 ∈ Rd and r > 0; the strict cone of influence above x0
of width r is
Cx0(r) := {(j, k) ∈ N0 × Zd : ‖
k
2j
− x0‖∞ < r
2j
},
where ‖x− x0‖∞ is the Chebyshev distance between x and x0.
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This definitions is related to the wavelets as follows: in this context, we set
Kx0(r) := {λ(i)j,k ∈ Λ : (j, k) ∈ Cx0(r)}.
The following result explains why Kx0 can be seen as a cone of influence for the
wavelets.
Proposition 4.14. If f belongs to Tσp,q(x0), then
(σj
∑
λ∈Λj∩Kx0(r)
|cλ|p)1/p)j ∈ ℓq.
Proof. Choose j1 ∈ N0 such that
√
dr + 2j0 ≤ 2j1 ; for j ≥ j1, if λ ∈ Λj also
belongs to Kx0(r), then the support of ψλ is included in B(x0, 2j1−j). From the
proof of Theorem 3.4, we know that there exists a sequence ε ∈ ℓq such that
σj(
∑
λ∈Λj∩Kx0(r)
|cλ|p)1/p ≤ εj ,
for any j ≥ j1. The conclusion then comes from the Archimedean property of
the real line.
Given a dyadic cube λ = λ
(i)
j,k, let us denote by k(λ) and j(λ) the numbers
such that k(λ)/2j(λ) is the dyadic irreducible form of k/2j. For α ∈ [1,∞], let
us set
h∗(α) := ζ
−1(
d
αr
− d
r
).
We have h∗(α) ≥ hmin(r) = h∗(∞). If ζ(h) > d/αr − d/r, choose ε0 > 0 such
that ζ(h)− ε0 > d/αr − d/r and let m0 ∈ N0 be such that
d− ( d
αr
− d
r
− ζ(h) + ε0)2dm0α < 0. (18)
Let us split each cube λ ∈ Λj into 2dm0 cubes of scale j + m0 and for each
n ∈ {1, . . . , 2dm0}, choose a unique subcube λ(n) of λ such that n 6= n′ implies
λ(n) 6= λ(n′). From this, we can consider a function g(n) such that its wavelet
coefficients cλ satisfy the following conditions:
cλ(n) := j
−a02jd/r2−j(λ)d/rσ−1j if λ ∈ Λj ∩ [0, 1]d,
with a0 := 1 + 1/r + 1/s and cλ := 0 if λ is not of the form λ
(n) for some n.
Proposition 4.15. For all n ∈ {1, . . . , 2dm0}, g(n) belongs to Bσr,s.
Proof. For j ≥ 1, we have
(
∑
λ∈Λj+m0
(σj+m02
−(j+m0)d/r|cλ|)r)1/r
= (
j∑
l=0
∑
λ∈Λj∩[0,1]
d
j(λ)=l
(σj+m02
−(j+m0)d/rj−a02jd/r2−ld/rσ−1j )
r)1/r
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and
(
∑
λ∈Λj+m0
(σj+m02
−(j+m0)d/r|cλ|)r)1/r ≤ (
j∑
l=0
(σm02
−(j+m0)d/rj−a0)r)1/r
≤ Cj−a0+1/r.
As a0 > 1/r + 1/s, we get
(
∑
j≥1
(
∑
λ∈Λj+m0
(σj+m02
−(j+m0)d/r|cλ|)r)s/r)1/s ≤ C(
∑
j≥1
j−s(a0−1/r))1/s <∞,
which is sufficient to conclude.
Definition 4.16. Let α ≥ 1; a point x0 ∈ [0, 1]d is α-approximable by dyadics
if there exists two sequences k and j of natural numbers with kn < 2
jn for any
n ∈ N0 such that
‖x0 − kn
jn
‖∞ ≤ 1
2αjn
,
for any n ∈ N0.
Let us denote the set of points of [0, 1]d which are α-approximable by dyadics
by Eα and define
Eαj := {x0 ∈ [0, 1]d : ∃k ∈ {0, . . . , 2j − 1}d such that ‖x0 −
k
2j
‖∞ ≤ 1
2αj
},
so that Eα = lim supj E
α
j . We also define
Eαj,k := {x0 ∈ [0, 1]d : ‖x0 −
k
2j
‖∞ ≤ 1
2αj
},
for k ∈ {0, . . . , 2j − 1}d, in order to have
Eαj =
⋃
l∈{0,...,2j−1}d
Eαj,k.
Finally, set E∞ = ∩α≥1Eα; this set in not empty since it contains the dyadic
numbers.
Proposition 4.17. Given C > 0, j ∈ N0 and k ∈ {0, . . . , 2j − 1}d, the set
Fα,Cj,k (h)
:= {f ∈ Bσr,s : (∃x ∈ Eαj,k : ∀n ∈ N0∀λ ∈ Λn ∩ Kx(2m0+1), |cλ| ≤ C/γ(h)n )}
is closed in Bσr,s.
Proof. Let (fl)l be a sequence of functions of F
α,C
j,k such that fl → f in Bσr,s and
denote by c
(l)
λ (resp. cλ) the wavelet coefficients of fl (resp. f). Since
Bs(σ)+γr,s →֒ Bσr,s →֒ Bs(σ)−γr,s ,
for any γ > 0 and as the application which associates to a function its wavelet
coefficients is continuous in the Besov spaces, we have c
(l)
λ → cλ for all λ ∈ Λ.
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For l ∈ N0, let xl ∈ Eαj,k be such that, for all n ∈ N0 and λ ∈ Λn∩Kxl(2m0+1),
we have |c(l)λ | ≤ C/γ(h)n . As Eαj,k is compact, we can suppose that the sequence
(xj)l converges to a point x0 of E
α
j,k. Now, let us fix N ∈ N0 and δ > 0; if l is
sufficiently large, we have Kx0(2m0+1) ⊂ Kxl(2m0+1) and, for n ≤ N , we have,
for λ ∈ Λn∩Kxl(2m0+1), |c(l)λ −cλ| ≤ δ/γ(h)n as c(l)λ converges to cλ. Also, we have
|c(l)λ | ≤ C/γ(h)n for λ ∈ Λn∩Kxl(2m0+1). As a consequence, λ ∈ Λn∩Kx0 (2m0+1)
implies
|cλ| ≤ (C + δ)/γ(h)n ,
for all n ≤ N . Taking the limit for N → ∞ and δ → 0+ leads to f ∈ Fα,Cj,k (h).
Let us set
Fα,Cj (h) :=
⋃
k∈{0,...,2j−1}d
Fα,Cj,k (h)
and Fα,C(h) := lim supj F
α,C
j (h). All these sets are obviously Borel sets.
Proposition 4.18. The set Fα,C(h) is a Haar-null Borel set.
Proof. Set m1 := 2
m0d and let us fix j ∈ N0 and k ∈ {0, . . . , 2j − 1}; for
f ∈ Bσr,s, suppose that there exist two points of Rm1 , a(1) = (a(1)1 , . . . , a(1)m1) and
a(2) = (a
(2)
1 , . . . , a
(2)
m1), such that
fl := f +
m1∑
m=1
a(l)m g
(m)
belongs to Fα,Cj,k (h) (l ∈ {1, 2}). For l ∈ {1, 2}, let us also denote by c(l)λ the
wavelet coefficient of fl associated to the dyadic cube λ ∈ Λ and let xl be a
point of Eαj,k such that λ ∈ Λ⌊αj⌋ ∩ Kxl(2m0+1) implies |c(l)λ | ≤ C/γ(h)⌊αj⌋.
For λ′ ∈ Λ⌊αj⌋+m0 satisfying λ′ ⊂ λ(i)⌊αj⌋,k, we have
|c(l)λ′ | ≤ C/γ(h)⌊αj⌋+m0 .
As a consequence, we get, by denoting c
′(m)
λ the wavelet coefficient of g
(m)
associated to λ,
|a(1)m − a(2)m | = |a(1)m − a(2)m | |c′(m)λ(m) |/|c
′(m)
λ(m)
| ≤ 2C/(γ(h)⌊αj⌋+m0 |c
′(m)
λ(m)
|),
for any m ∈ {1, . . . ,m1}. On the other hand, for j ≥ j(λ), we have
|c′(m)
λ(n)
| = ⌊αj⌋−a02⌊αj⌋d/q2−j(λ)d/qσ−1⌊αj⌋
≥ C′⌊αj⌋−a02⌊αj⌋d/q2−⌊αj⌋d/αqσ−1⌊αj⌋,
so that there exists a constant C′′ > 0 for which
‖a(1) − a(2)‖∞ ≤ C′′⌊αj⌋−a02⌊αj⌋(d/αq−d/q)σ⌊αj⌋/γ(h)⌊αj⌋. (19)
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That being done, for f ∈ Bσr,s, we have
{a ∈ Rm1 : f + ag ∈ Fα,C(h)} ⊂
⋃
j≥J
{a ∈ Rm1 : f + ag ∈ Fα,Cj (h)}
⊂
⋃
j≥J
⋃
k∈{0,...,2j−1}d
{a ∈ Rm1 : f + ag ∈ Fα,Cj,k (h)},
for any J ∈ N0. Thus, from (19), we get
L({a ∈ Rm1 : f + ag ∈ Fα,C(h)})
≤
∑
j≥J
2jd(C′′⌊αj⌋a02⌊αj⌋(d/αq−d/q)σ⌊αj⌋/γ(h)⌊αj⌋)M
≤ C′′′
∑
j≥J
⌊αj⌋a0m12j(d−m1α(ζ(h)−d/αq−d/q−ε0)).
Letting J going to ∞, (18) implies
L({a ∈ Rm1 : f + ag ∈ Fα,C(h)}) = 0,
hence the conclusion.
Theorem 4.19. Let p, q, r, s ∈ [1,∞] with s ≤ q, σ be an admissible se-
quence and γ(·) be a family of admissible sequences compatible with σ. From
the prevalence point of view, for almost every f ∈ Bσr,s, Dp,q is defined on
I = [ζ−1(−d/r), ζ−1(0)] and
Dp,q(h) = d+ rζ(h),
for any h ∈ I.
Moreover, for almost every x0 ∈ Rd, we have hp,q(x0) = ζ−1(0).
Proof. We know that
{f ∈ Bσr,s : (∃x0 ∈ Eα : f ∈ Tσ
(h)
p,q (x0)} ⊂
⋃
l∈N0
Fα,l(h),
so that, for any α ≥ 1 and any h > h∗(α), for almost every f ∈ Bσr,s, we have,
for every x0 ∈ Eα, hp,q(x0) ≤ h. By countable intersection, we thus get that
for almost every f ∈ Bσr,s, we have, for every x0 ∈ Eα, hp,q(x0) ≤ h(α). Let
f ∈ Bσr,s be such that the preceding assertion holds.
First, let us fix α ∈ (1,∞); If α is an increasing sequence of rational numbers
converging to α, the sequence (Eαn)n is decreasing and E
α ⊂ ∪nEαn . If x0
belongs to Eαn , we have hp,q(x0) ≤ h∗(αn) and thus hp,q(x0) ≤ h∗(α), for every
x0 ∈ Eα. Let µα be a measure such that
• supp(µα) ⊂ Eα,
• µα(E
α) > 0,
• µα(F ) = 0 whenever dimH(F ) < d/α,
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let us define
Fα := {x0 ∈ [0, 1]d : hp,q(x0) < h∗(α)}
and, for n ∈ N0,
Fαn := {x0 ∈ [0, 1]d : hp,q(x0) < h∗(α)− 1/n}.
For n large enough, we have h(α) − 1/n ≥ −d/p and thus dimH(Fαn ) < d/α.
Since Fα is included in a countable union of µα-measurable null sets, we have
µα(F
α) = 0. As a consequence, we have
µα(E
α \ Fα) ≥ d+ rζ(h∗(α)).
Since
Eα \ Fα ⊂ {x0 ∈ [0, 1]d : hp,q(x0) = h∗(α)},
we get
D(h∗(α)) = d+ rζ(h∗(α)).
If α = ∞, we know that x0 ∈ E∞ implies hp,q(x0) ≤ h∗(αn) for any n ∈ N0
and thus hp,q(x0) ≤ hmin(r). As a consequence, the set
{x0 ∈ [0, 1]d : hp,q(x0) = hmin(r)}
is not empty.
It remains to consider the case α = 1. In this case, E1 = [0, 1]d and µ1
can be chosen to be the Lebesgue measure restricted on [0, 1]d. For x0 ∈ E1,
hp,q(x0) ≤ h∗(1) and by the same argument as in the first case, we get
µ1({x0 ∈ [0, 1]d : hp,q(x0) < h∗(1)}) = 0,
so that E1 is equal to E1 \ F 1 almost everywhere.
As the proof can be easily adapted to any translated of [0, 1]d, the conclusion
follows by countable intersection.
Theorem 4.20. Let p, q, r, s ∈ [1,∞] with s ≤ q, σ be an admissible sequence
and γ(·) be a family of admissible sequences compatible with σ. Let x0 be a point
of Rd; from the prevalence point of view, for almost every f ∈ Bσr,s, we have
hp,q(x0) = ζ
−1(−d/r).
Proof. Given n ∈ N0, let us define the admissible sequence θ(n) by
θ
(n)
j :=
1
γ
(ζ−1(−d/r)+1/n)
j
1
(j + 1)1+1/s
,
j ∈ N0. We can now define the function g(n) which is a function whose wavelet
coefficients are
c
(n)
λ :=
{
θ
(n)
j if λ ∈ Λj and λ = λj(x0)
0 if λ ∈ Λj and λ 6= λj(x0)
.
Since, for n ∈ N0, there exists Cn > 0 such that
(
∑
λ∈Λj
(σj2
jd/r|c(n)λ |)r)1/r ≤ Cn/(j + 1)1+1/s,
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g(n) belongs to Bσr,s.
Let us fix n0 ∈ N0 and define
Fn0 := {f ∈ Bσr,s : ∀j ∈ N0∀λ ∈ Λj ∩ Kx0(2), |cλ| ≤ n0θ(n)j /j}.
As shown before, Fn0 is a Borel set. For f ∈ Bσr,s and a, a′ ∈ R satisfying
f + ag(n) ∈ Fn0 and f + a′g(n) ∈ Fn0 , we get
|a− a′| ≤ 2n0/j,
so that the Lebesgue measure of {a ∈ R : f + ag(n) ∈ Fn0} vanishes, implying
that Fn0 is Haar-null. As we have
{f ∈ Bσr,s : f ∈ T θ
(n)
p,q (x0)} ⊂
⋃
l∈N0
Fl,
for almost every f ∈ Bσr,s, we have hp,q(x0) ≤ ζ−1(−d/r) + 1/n, which leads to
the conclusion.
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