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Vocal folds are the twin in-folding of the mucous membrane stretched horizontally across 
the larynx. They vibrate modulating the constant air flow initiated from the lungs. The 
pulsating pressure wave blowing through the glottis is thus the source for voiced speech 
production. Study of vocal fold dynamics during voicing are critical for the treatment of 
voice pathologies. Since the vocal folds move at 100 - 350 cycles per second, their visual 
inspection is currently done by strobosocopy which merges information from multiple 
cycles to present an apparent motion. High Speed Digital Laryngeal Imaging(HSDLI) 
with a temporal resolution of up to 10,000 frames per second has been established as 
better suited for assessing the vocal fold vibratory function through direct recording. But 
the widespread use of HSDLI is limited due to lack of consensus on the modalities like 
features to be examined. Development of the image processing techniques which 
circumvents the need for the tedious and time consuming effort of examining large 
volumes of recording has room for improvement. Fundamental questions like the 
required frame rate or resolution for the recordings is still not adequately answered. 
HSDLI cannot get the absolute physical measurement of the anatomical features and 
vocal fold displacement. This work addresses these challenges through improved signal 
processing. A vocal fold edge extraction technique with subpixel accuracy, suited even 
for hard to record pediatric population is developed first. The algorithm which is equally 
applicable for pediatric and adult subjects, is implemented to facilitate user inspection 
and intervention. Objective features describing the fold dynamics, which are extracted 
from the edge displacement waveform are proposed and analyzed on a diverse dataset of 
healthy males, females and children. The sampling and quantization noise present in the 
recordings are analyzed and methods to mitigate them are investigated. A customized 
Kalman smoothing and spline interpolation on the displacement waveform is found to 
improve the feature estimation stability. The relationship between frame rate, spatial 
resolution and vibration for efficient capturing of information is derived. Finally, to 
address the inability to measure physical measurement, a structured light projection 
calibrated with respect to the endoscope is prototyped. 
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Chapter 1 Introduction
1.1 Introduction
Vocal folds are the twin in-foldings of the mucous membrane stretched horizontally across
the larynx (Figure 1.1). They vibrate and modulate the constant air flow initiated from
the lungs [1]. The pulsating pressure wave blowing through the glottis, the gap between
the vocal folds, acts as the source for voiced speech production. Hence, vocal fold is the
fundamental organ for voiced speech production. Analyzing the vocal fold vibration is
critical for the treatment of voice pathologies. Currently, stroboscopy is the gold standard
for visual inspection of the vocal fold kinematics [2]. Stroboscopy provides an estimate of
the periodic oscillation by merging frames taken from different cycles and does not provide
a cycle to cycle estimate. Stroboscopy requires a fairly regular phonation for a duration
of 3-4 seconds[3]. High Speed Digital Laryngeal Imaging(HSDLI)[4, 2] with frame rates
higher than 2,000 frames per second is better suited for assessing the vocal fold vibratory
function[5, 6].
1.2 HSDLI hardware overview
The vocal folds vibrate at 100 -180 Hz for men, 200 - 300 Hz for women and 300-350
Hz for children. This makes it impossible for the naked eye to perceive the oscillation.
In order to capture the dynamics of the vocal fold, a frame rate much higher than normal
30 frames per second (fps) is required. Earlier devices[7, 8, 9] exposed about 100 feet of
1
Figure 1.1: Schematic of organs contributing to sound production. Vocal folds as seen from
high-speed recording is shown in the right
films in 2-3 seconds to obtain high speed recordings. The apparatus consisting of light
source, mirror and analog camera was enormous and difficult to operate. These drawbacks
limited the usage of HSDLI in clinical settings. With the technological improvements in
digital imaging sensors, desktop computer and digital storage, a more compact system was
introduced in [10, 4]. The block diagram of the first HSDLI system is shown in figure 1.2.
A rigid endoscope is attached to a single lens analog camera. The film plate is replaced by
a sensor array. A Xenon bulb acts as the light source. During the recording, light coming
into the camera excites the sensor array. The sensor excitation is digitized and stored in the
image memory. Sensor driving circuitry and the image memory is interfaced to a personal
computer which controls the scan and reads from the image memory. Video is played back
in a monitor and is recorded on to a video tape. The device could capture the images at
100 × 100 pixels for a duration of 150ms at a frame rate of 2000fps.
With the progress in electronics and integrated chips, the capacity of the HSDLI systems
have increased tremendously. Current hardware employ an endoscope attached to a custom
made digital camera. The latest system(KayPentax-9710)[11] as of September 2012 can
2
Light 
Source
A/D
Sensor 
driving 
unit
Image 
Memory
Personal 
computer
Monitor
VTR
VTR 
Monitor
Image Sensor
Figure 1.2: High speed digital laryngeal imaging system proposed by Hirose. Adapted
from [4].
record at a maximum of 10,000 fps at a resolution of 512 × 96 resolution in monochrome
and at 4000 fps at 512 × 256 in color. It records up to 4 seconds of video at rates 2000fps
and higher. The camera is interfaced to the host computer using a high-speed Ethernet
cable.
1.3 Background
Stroboscopy, currently the most common apparatus, record the vocal fold movement at 30
fps, by illuminating the scene at a beat frequency from that of the fold vibration. Thus strob-
ing images fold vibration at different phases from different cycles. These observations are
merged together to give an illusion of motion. Stroboscopy thus enables the observer to get
a subjective perception of the motion. This needs an estimation of fundamental frequency
from an alternate source like audio and requires regular stationary phonation for at least 4
seconds. These constraints makes strobing for pediatric or moderate to severe pathological
subjects difficult [12]. Patients with vocal fold paralysis or spasmodic dysphonia (char-
acterized by involuntary movement of vocal folds or laryngeal muscles during phonation)
cannot be evaluated using stroboscopy. Non stationary fold movements during onset or
offset can also not be observed. HSDLI is a viable alternative for these circumstances as it
provides direct visualization independent of the periodicity. In addition, HSDLI facilitates
3
the viewing of cycle-to-cycle variation for normal phonation.
Though HSDLI hardware is at a technologically matured stage, the deployment in clinics is
hindered due to lack of clinical relevance data and the tediousness of the manual inspection
of the high speed data[13]. The robustness of the image processing techniques also pose a
challenge[13]. A robust image processing is the primary step, fundamental to the objective
evaluation of HSDLI. The kinematic features are then computed from the detected fold
positions. Features of the vocal fold movement which can be used to form a baseline for
healthy subjects and demarcate pathologies needs to be identified. Another limitation of
the HSDLI is that, though vocal fold movement can be tracked in pixels, actual physical
displacement cannot be measured. Observing the physical displacement is a prerequisite
for estimating of kinematics like the force acting on the vocal fold. This requires hardware
modification.
1.4 Contribution
This work primarily focuses on advancing the clinical use of HSDLI by improving the
signal processing on the collected data. The objective feature extraction from HSDLI has
mostly used tracking of the Glottal Area Waveform(GAW)[14, 15, 16, 17], a sequential
plot of the dark region circumscribed by the folds (Fig.1.1). This work extracts the vocal
fold edge contour and tracks the displacement at mid-glottal region. As the fold kinematics
is different at different regions of the fold, displacement waveform localized to a region in
the vocal fold is most suited for tracking fold kinematics. On the other hand, GAW may
give better sense of the initiation and end of phonation. Displacement waveform can also
characterize left and right vocal folds separately.
The contributions this work are as follows:
1. This work developed a vocal fold tracking algorithm which is equally applicable to
adult and pediatric recordings. The vocal fold edges are localized within the frame
4
by identifying the most time varying pixels. Inside this region, referred to as Region
Of Interest(ROI), an intensity based thresholding is done to find the vocal fold po-
sition. The developed algorithm is accurate to sub-pixel level and is implemented
to facilitate user verification and intervention. The algorithm adapts to the subject
movement and hence is most suited for hard to record pediatric subjects.
2. This work analyzes the effect of frame rate and spatial sampling on the extracted
kinematic features. The general intuition is that higher the sampling rate, better will
be the feature estimate. Though the effect of frame rate is evaluated in a subjective
study [18], its impact on kinematic features is not evaluated. The effect of spatial
sampling is also not addressed. This is the first work, which estimates the effect of
limited frame rate and spatial samples on HSDLI objectively. It is shown that even
at higher frame rates, sampling errors needs to be mitigated by additional processing
due to spatial quantization. A relationship between the spatial and temporal sampling
rates with fundamental frequency and other easily extracted fold dynamics is derived.
3. In order to overcome limited frame rate and spatial samples, Kalman smoothing[19]
and Fast Fourier Transform(FFT) denoising[20] are used. Even though these are
well known signal processing techniques, this work is the first attempt of using them
on quasi periodic signal extracted from the HSDLI. It is demonstrated that these
processing reduces the minimum required frame rate for feature computation. The
reduction in frame rate reduces the cost and improve acceptance.
4. The use of structured light for measuring real world lengths using camera images is
well established [21, 22, 23]. This work attempts to use the principle of structured
light for measuring kinematic features in real world metrics. Although hardware
design was done in [24], I developed the algorithm for extracting the projected pattern
from very poorly illuminated recordings. The author also participated in developing
the calibration algorithm.
5
Figure 1.3: vocal fold kinematic analysis pipeline
The steps followed in this work, for extracting kinematic features, is shown in fig. 1.3.
The HSDLI of a subject is recorded by a trained expert. The vocal fold edge contour is
extracted from every frame or a time segment of the recorded video. The displacement at
mid-glottal area is extracted from this edge contour. This captured displacement waveform
has noise due to limited frame rate and spatial quantization. The effect of these noise is
reduced and kinematic features are extracted.
This work is organized as follows: Chapter 2 presents a robust and efficient vocal fold edge
detection algorithm. The performance of the edge detection is evaluated based on an expert
marked data set. Vocal fold kinematic features which can be used to quantify the vocal fold
movement are presented in Chapter 3. Chapter 4 presents the means to mitigate the digital
sampling errors. A model based Kalman smoothing and FFT denoising are identified as
means for reducing error due to spatial quantization. Spline and sinc interpolation are
examined as options for reducing error due to limited frame rate. Their relative merits are
examined in Chapter 5. Chapter 6 describes the use of structured light in estimating actual
displacement (in mm rather than pixel).
6
Chapter 2 Vocal Fold Edge detection
The fundamental step for quantitative vocal fold image analysis involves the location and
tracking of the vocal fold edges. In a high speed video frame, the folds in oscillation closes
and opens the inner glottal tract. Since the inside of the tract is not illuminated, this opening
appears as a dark region, with the vocal folds circumscribing it. Detecting this region,
named as the glottal area, is equivalent to detecting the vocal fold movement. Previously
employed strategies for glottal area segmentation include gray scale thresholding[17, 25],
region growing [26, 27], active contour[28, 29, 30] and spatial differentiation[31].
2.1 Review
Glottal area is the dark region in the HSDLI frames which is circumscribed by the vocal
fold edge. Segmenting out this area hence includes detecting a dark region within HSDLI
image. But due to shadows there are other dark regions in the HSDLI frame which must
be filtered out of the detected region. Glottal area is also not present in frames where
folds are closed. Hence the detection cannot be carried with the assumption that the area
is always present. Subject or endoscopic movement and varying illumination within the
frame have to be dealt with. The HSDLI recording in which folds occupy only handful of
pixels and are poorly illuminated are not uncommon, especially for pediatric recordings.
Since displacement/ area waveform extraction and kinematic feature extraction depends on
this stage, the ease of user verification and intervention is important. Previous works which
have addressed the vocal fold edge tracking are discussed here.
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2.1.1 Histogram based segmentation
The glottal area is typically darker than the surrounding region. Hence a direct approach to
segmentation is to estimate the optimum gray scale threshold T such that all pixels below
this threshold is assigned to the glottal area. The threshold can be estimated for each frame
using the image intensity histogram such as described by [27]. In [27] the histogram is
computed after weighting the pixels. The pixels near the edges are given lesser weights and
higher weights are assigned to the pixels in the homogeneous region. The global minimum
of the weighted histogram is taken as the threshold.
A model based approach is suggested in [17, 25]. Each frame content is characterized
by two Rayleigh distributions; one each for glottal and the surrounding area. Let ω1 and
ω2 be the classes representing glottal area(object) and the surrounding area(background)
respectively. Let the regions favoring ω1 and ω2 be represented by R1 and R2. Then by
Bayes criteria the probability for error Pe is given by:
Pe = P(ω1)
∫
R2
P(x|ω1)dx + P(ω2)
∫
R1
P(x|ω2)dx (2.1)
where conditional probabilities P(x|ω1) and P(x|ω2) are assumed to be distributed as Rayleigh.
The parameters(variances) of the distributions are computed for each frame from the image
histogram. Image points below T is labeled as ω1 and the rest as ω2 The T which mini-
mizes Pe is taken as the threshold. The performance of edge detection for this method is
gauged by visual inspection and no objective measures were reported.
The histogram based approaches are easier to implement and are computationally less ex-
pensive. They are used as first-pass before adopting other complex algorithms. But, by
themselves, the histogram based thresholding classifies a point in the image as the glot-
tal region irrespective of its location. This may lead to shadows of the false vocal folds
and other isolated regions scattered around the image to be designated as the glottal area.
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Such mis-classifications can be minimized by morphological operations and region grow-
ing techniques[26].
2.1.2 Region Growing
In region growing technique, the segmentation is achieved by growing a continuous region
from seed point or region. A stopping condition is provided when the region ceases to
grow. The segmentation method presented in [25] uses region growing as a post-processing
step. The binary thresholding is followed by morphological erosion to discard the isolated
regions. Then the remaining connected component is used as the seed for region growing.
The region ceases to grow when a gray scale value 15% greater than that of the pixel
on the border of the region is encountered. Another usage of region growing technique
can be seen in [27]. The assumptions made are that glottal area can be modeled as one
uniform dark segment and the darkest area of each single frame is the part of the glottal
area. It is also assumed that the glottal area can be seen in each frame. Based on theses
assumptions the glottal area is delineated from the image. The pixel with the lowest energy
is taken as the seed. Then the neighboring pixels are iteratively included into the region if
they have a gray scale value less than the threshold. Region growing techniques uses the
continuity of the glottal region thus reduces isolated points being classified as the glottal
area. But it requires a seed region/point. Seed region is either estimated from histogram
based thresholding[27, 25] or taken from user interaction[32, 33]. Region growing methods
depends on the initialization and can become unstable when the vocal folds are completely
closed. Occurrences of disconnected glottal area also pose difficulties. 3D region growing
with time being the third dimension is suggested in [32] for successfully segmenting the
disconnected glottal areas. But such an approach will fail when there is a completed closure
of the vocal fold. This work reported an information flow rate [32] that exceeds expert
observer.
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To improve the performance of the 3D region growing, authors in [34] suggest using sum-
mary statistics of the image to identify the time segments where vocal fold are open. In
[34], row wise minimums of a frame is averaged to get one value. This temporal waveform
of this value is termed as Quick Vibratory Profile (QVP). Since the glottal area is darker
than the surrounding pixels, the QVP will plateau at the frames where the vocal folds are
open. QVP can then be used for assisting 3D segmentation. Though QVP assisted 3D
region growing is suggested, it is not implemented in the work. As QVP uses row wise
minimums it will be prone to errors due to change in illumination and mis detection due to
dark regions caused by shadows.
Watershed transform[35] is a technique similar to region growing but without the need for
a seed point. In watershed transform the image is considered as a topography with different
gray scale values representing different altitudes. A rain over the landscape is simulated
in such a way that, a drop falling on the topography will flow through the steepest ascent
to the local minima. Watershed algorithm usually results in over segmentation resulting in
large number of catchment areas(segments). The resulting segments are then recombined
by Just Noticeable Difference(JND) merging and a linear discriminator[36]. This process
is more computationally expensive than region growing and may not result in an enhanced
segmentation. The watershed model though does not require a seed point.
2.1.3 Spatial Differentiation
Another feature which is used for glottal area extraction is the sharp horizontal gradient
at the vocal fold edge[31]. First, the image is smoothed by Lagrange interpolation and
Gaussian filtering. The max. and min. value of the differential for each row is assigned to
the right and left vocal fold respectively. The image is binarized with all the pixel between
left and right vocal fold set as high and others as low. A Canny edge detection is done on
the binary image. The application of Canny edge detector ensures contiguous edges. The
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algorithm was designed for excised larynx and expects the glottal area to occupy almost all
the rows of the frame. Reflections on the the walls of the larynx and the specularity on the
vocal foldss which are present in in-vivo recordings will produce false edges in a spatial
gradient based method.
2.1.4 Active Contours
Active contours or snakes[37] is another widely used vocal fold edge tracking method. A
snake is an energy-minimizing spline which are guided by image forces to features like
lines or edges. An external force or a user input places it near the image feature after which
the snakes gets attached to the feature. Let the position of the snake be represented by :
v(s) = (x(s), y(s)). Then the internal energy is defined by:
Eint(v(s)) =
(
α(s)|vs(s)|2 + β(s)|vss(s)|2
)
/2 (2.2)
The first order term controlled by α(s) makes the spline act like a thin membrane and the
second order term controlled by β(s) makes the spline act like a thin plate. The choice
of image and external force is application dependent. For edge tracking a standard image
force function is the negative of the gradient magnitude.
Eimg(x, y) = −|∇I(x, y)|2 (2.3)
where I(s) is the gray scale value along the snake. The snake for every frame is made to
adjust locally to minimize its total energy given by:
E(v(s)) = Eint(v(s)) + Eimg(v(s))
=
(
α(s)|vs(s)|2 + β(s)|vss(s)|2
)
/2 − |∇I(s)|2 (2.4)
11
Snake estimation is an energy minimization problem with a local search space. The solution
to the minimization problem is given by:
αxss + βxssss −
∂Eimg
∂x
= 0
αyss + βyssss −
∂Eimg
∂y
= 0 (2.5)
where {·}s represent differentiation over the contour s. The respective significance of the
internal and image energy can be adjusted by using a weighting factor[29].
E(v(s)) = λEint(v(s)) + (1 − λ)Eimg(v(s)) (2.6)
The Eimg (Eq.2.3) directs the snake towards an edge when near it. But far from edges in
homogeneous region the image force is zero (as ∇I(s) = 0). The capture range[37] can
be improved by blurring and passing the information to the homogeneous region. The
modified image force is given by:
E2img(x, y) = −|∇ (Gσ(x, y) ∗ I(x, y)) |
2 (2.7)
where Gσ(x, y) is a Gaussian function with σ standard deviation. E2img(x, y) increases the
capture range. In [28] a similar energy function is used:
E3img(x, y) = 1 − |∇ (Gσ(x, y) ∗ I(x, y)) | (1 − |cos(ϕ(x, y)|) (2.8)
where {·} represents magnitude normalization. ϕ is the angle made by the gradient to the
tangent vector. The second term is adopted from the Canny edge detector[38]. The internal
energy function is also modified to prevent the cross over of vocal folds across the medial
line. The Gaussian filter employed in E2img and E
3
img increases the capture range but also
blurs the edges, causing the snake to cross weaker boundaries. Another choice for the
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image force; Gradient Vector Flow(GVF)[39] improves the capture range without blurring
the edges too much. GVF also helps the snake to track highly concave edges. GVF is
computed from the edge map given by:
f (x, y) = |∇I(x, y)|2 (2.9)
GVF is defined as the vector field g(x, y) = (u(x, y), v(x, y)) that minimizes the energy
function:
ε =
∫ ∫
µ
(
u2x + v
2
y + v
2
x + u
2
y
)
+ |∇ f |2|g − ∇ f |2dx dy (2.10)
The g(x,y) can be computed from the following equations:
µ∇2u − (u − fx)
(
f 2x + f
2
y
)
= 0 (2.11a)
µ∇2v −
(
v − fy
) (
f 2x + f
2
y
)
= 0 (2.11b)
where ∇2 is the Laplacian operator. These equations provide an intuition on how GVF
behave. In homogeneous region ( fx, fy = 0) GVF is determined by the Laplacian operator
thus resulting in an interpolation from the surrounding edges. At the edges, the second
term dominates and the closest edge guides the snake. GVF is used for vocal fold tracking
in [30].
Histogram, region growing and watershed algorithms treat each frame independently. In
the active contour models the information from one frame is used to initialize the next
frame. A global non causal approach where a block of frame is treated together should be
more rewarding. Global energy tracking model [30] uses active contours over a block of
frames to extract vocal fold edges from stroboscopy frames. In [30] the global information
is used for estimating the anterior and posterior anchor points from which a pulling force
is applied to the neighboring points. The pulling force is weighted by a purity factor.
The temporal consistency is maintained by minimizing the global energy rather than the
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instantaneous contour energy. Large number of parameters, high computational cost and
instability when vocal folds are closed are the drawbacks of the active contour technique.
2.1.5 Discussion on previous methods
The histogram based approaches are easy to implement and involves less computational
cost. But, when the vocal fold is closed or almost closed, number of points belonging to
the glottal area becomes less and can result in unstable thresholding. They are also prone
to errors due to the presence of dark areas in the frame which are not in glottal area. Region
growing and morphological operations can be used to filter out isolated erroneous regions.
But care must be given as morphological operations will also decrease the precision of the
segmentation. Region growing works well if there is always one and only one glottal open-
ing. Multiple openings will require multiple seed points or use of error prone summary
statistics. Also the number of openings or glottal regions may not be constant for all the
frames. Therefore user interaction is required in almost a frame-by-frame basis. Active
contours is a highly established technique for object segmentation and tracking. But the
instability during the closing phase and higher processing cost involved are the deterring
factors. A fast segmentation algorithm which incorporates the information from multiple
frames, and robust to illumination changes and endoscopic movement is presented in the
next section. The quality of the edge detection can be easily verified and algorithm pa-
rameters be changed. This is important as displacement waveform and kinematic feature
extraction are dependent on good vocal fold tracking.
The high-speed recordings are typically noisy and error prone due to limited spatial and
temporal resolution. Other challenges include, irregular vibration due to vocal fold paral-
ysis or other disorders, presence of mucus which connects the opened vocal folds, nod-
ules and polyps obstructing the glottal area and partially occluded folds due to subject or
scope movement. Hence in the current state, user verification and interaction cannot be
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completely avoided. Any implementation should aim for making the user interaction less
tedious. This work implements the vocal fold segmentation as an overlay on a 30 frames
per second playback. Though default parameter values works for most of the cases, user
can change them on the fly while the segmentation is running. Once the edge detection is
satisfactory, the result can be saved and used for feature extraction.
2.2 Vocal fold edge detection algorithm
This work presents a direct segmentation approach which incorporates the information
from multiple frames in the recording to estimate a Region of Interest (ROI). Ease of use
and processing speed, which are critical for clinical application, are taken into consider-
ation while developing this method. The tight ROI in the image frame where there is a
temporal gradient(movement) is estimated. An intra-class variance minimizing classifier is
employed within this ROI. The task of finding ROI, an irregular patch, can be considered as
crude object tracking. ROI adapts itself to the camera or subject movement which are not
rare in clinical recordings. The classifying threshold is also computed by considering the
neighboring frames. This adds to the robustness even when the glottal area is very small.
The processing speed is faster than required for a 30 frames per second feedback. This
facilitates easy validation of the segmentation process. Our vocal fold contour detection al-
gorithm consists of three steps: (1) Region Of Interest (ROI) tracking, (2) robust intensity
thresholding, and (3) displacement estimation. Each frame is processed and played back at
a rate of 30 frames per second. This facilitates easy validation of the segmentation process.
2.2.1 Region of Interest Extraction
The Region of Interest(ROI), an irregular patch that adapts itself to the camera or subject
movement, is estimated from the temporal gradient. Automatic extraction of the ROI is
performed with a contiguous block of video frames corresponding to a steady-state phona-
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(a) (b) (c) (d)
Figure 2.1: Region of interest extraction steps. (a): A high-speed digital recording frames
of a 10 year old male child phonating at normal pitch and loudness. (b): The likelihood map
resulting from frame differencing and averaging. (c): The estimated Region of Interest.(d):
The detected glottal area contour.
tion. First-order frame differencing is used to detect motion, and the differential images are
averaged together to obtain an initial motion likelihood map(Figure 2.1b). Let I[x, y; n] be
gray-scale values of the nth frame. The initial likelihood map is given by:
Φ0[x, y] =
1
N
h(x, y) ∗
N∑
n=1
|I[x, y; n] − I[x, y; n − 1]| (2.12)
where h(x, y) represents a Gaussian smoothing kernel typically half the size of the max
glottal area, and ∗ denotes convolution. The Gaussian smoothing reduces the irregularities
from limited data estimates. Φ0[n] is updated every frame to adapt to any camera movement
or scene shift. For subsequent frames, the motion likelihood map is given by:
Φn[x, y] = αh(x, y) ∗ |I[x, y; n] − I[x, y; n − 1]| + (1 − α) Φn−1[x, y] (2.13)
where Tm is a user specified value depending on the degree of camera movement. Figure
2.1b. shows a likelihood map computed for N = 100 and α = 0.96. The resulting likelihood
map is not overly dependent on N, provided that sufficient number of oscillation cycles are
included. The higher the average time differential, brighter will be the region. The isolated
bright regions seen in Figure 1b. are due to the specular reflections from the reflective
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Figure 2.2: Vocal fold edge extraction montage. The frames are extracted from high speed
digital imaging of a 10 year boy phonating at normal pitch and loudness.
regions. Φn[x, y] is then binarized at a user determined threshold to obtain the ROI.
M[x, y] =

1 : φn[x, y] ≥ Troi
0 : φn[x, y] < Troi
(2.14)
Reflections on the walls of the oropharyngeal cavity can produce temporal intensity changes
on regions where vocal folds are not present. Such regions are typically smaller and can be
removed by blob detection[40] and filtering. The connected components or the blobs are
detected and all but the largest one is discarded. The estimated ROI is shown in Figure 2.1c
2.2.2 Robust Intensity based thresholding
To ensure robust thresholding even when the vocal folds are nearly closed, the classifier
threshold is estimated from a sequence of frames rather than at each frame. The pixels
within the ROI of each frame are classified into those belonging to glottal area and those
that are outside (fold edge), based on a gray-level threshold selected such that the intra-
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Figure 2.3: Region of Interest adapting to subject movement
class variance is minimized. The initial threshold value based on the first frame is given
by:
T̂int[n] = argmin
{
σ2≤t[n] + σ
2
>t, t
}
(2.15)
where n denotes the frame index and σ≤t[n] is the variance of all the pixels within the ROI
with intensity less than or equal to t and σ>t is the variance of all the pixels within the ROI
with intensity greater than t. The threshold then adapts to compensate for the changing
gray-level resulting from the opening and closing of the folds. Thresholds for subsequent
frames are computed from:
Tint[n] = βTint[n − 1] + (1 − β) T̂int[n] (2.16)
where 0 < β < 1 is the forgetting factor. Higher the value of β lesser number of previ-
ous frames contribute in determining Tint[n] .The pixels with intensities less than Tint are
classified as belonging to the glottal area.
A[n] = {(x, y) : I(x, y) ≤ Tint ∩ M[x, y] = 1} (2.17)
The vocal fold edge contour, the boundary region defined by A[n], is extracted by Canny[38]
edge detector with thresholds 30 and 60. The Canny edge detector operates on the binary
image with its non-maximum suppression stage contributing to the smoothness of the con-
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Figure 2.4: Extracted contour and its projection onto medial line at mid-glottal region.
c©2015, Journal of Speech, Language, and Hearing Research. [41]
tour. Fig.2.2 shows the detected contour overlayed on the input frames. For the regions
where the vocal folds are closed, the contour is not drawn. As in most cases, the edged de-
tection in Fig. 2.2 is obtained using default parameters. Fig. 2.3 illustrates the adaptation
of ROI. Fig. 2.3 shows two frames from the same recording where the vocal fold location is
changes its position. The estimated ROI adapts to it and contributes to good edge detection.
2.3 Displacement Estimation
The displacement of the vocal fold edges are measured with respect to a medial line m(x, y)
(Figure 2.4). Medial line is defined as the line joining anterior commissure and the posterior
commissure when the folds are fully abducted. Since for in-vivo recordings the posterior
commissure can be occluded, an alternate way for estimating the medial line is used. In
this work the line joining the anterior commissure and the geometric center of the glottal
area is assigned as the medial line. The lateral shift of the vocal folds is accounted by
re-calculating the medial line at each maximum abduction. Consider tracking the fold
displacement at a given point ~O(x, y) selected along the medial line m(x, y)(Figure 2.4).
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The left and right displacements are then given by:
l[n] = ~L(x, y; n) − ~O(x, y; n) (2.18a)
r[n] = ~R(x, y; n) − ~O(x, y; n) (2.18b)
where ~L(x, y; n) and ~R(x, y; n) are the left and right intersection points of the glottal contour
and the perpendicular to m(x, y) through ~O(x, y). The location of ~O(x, y) along the medial
line can be parametrized by:
ŷ = γ (ymax − ymin) + ymin (2.19)
where ŷ is the y-coordinate of ~O(x, y), ymax and ymin are the topmost and bottom most y-
coordinates of the glottal area contour.γ = 0.5 will give the displacement of the vocal fold
in the mid region. γ < 0.5 and γ > 0.5 gives the displacement of the fold at a region closer
to posterior commissure and anterior commissure, respectively.
2.4 Performance Evaluation
The accuracy of the edge detection method was tested against the performance of expert
observers. High-speed recordings of 4 adult and 6 children were used to test the accu-
racy of the edge detection method. From these recording 100 frames were selected and 4
expert observers manually marked the edge contours for each of the frames. The testing
data set included a mix of images, randomly selected, with good and poor illumination at
various phases of the phonation cycle. Since automatic edged detection methods require
frames before and after the frame of interest in order to form the edge likelihood region
of equation 2.12, segments of approximately 100 continuous frames that include the ex-
pert observer marked frames were processed by the algorithm. The performance metric is
the displacement differences resulting from the difference between the edges selected by
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Figure 2.5: Algorithm computed displacement waveform; comparison with expert
data. c©(2012) Society of Photo-Optical Instrumentation Engineers. [42]
the experts observers and the algorithm. For this evaluation the center region of the vocal
folds (α = 0.5 for equation 2.19) was selected for tracking a particular edge relative to the
medial line. For most subjects this position resulted in a complete closure for each phona-
tion cycle. Figure.2.5 shows a vocal fold wave computed from a sequence that included 8
frames marked by one of the expert observers. The depicted waveform is of a 6 year girl
phonating /i/ with normal pitch and normal loudness. The projection from the medial line
to the detected edges is expressed in pixels. For cases where the medial line projection
intersected no edges (i.e. folds were closed), a 0 was entered for the displacement value.
Note from example shown in Figure.2.5 the displacement values are in close agreement
with the values obtained from the manually marked contours.
Overall, there is a tendency for the algorithm to under estimate the displacement value
relative to the human selected edge. This is likely a function of the minimum inter-variance
condition for threshold selection that separates the vocal folds from the glottal background.
The algorithm tends to converge on a mean gray level between the vocal fold foreground
and glottal background, which is the middle of the gradient between the two fields, whereas,
the human observer tends to select the beginning of the gradient between the foreground
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Table 2.1: Comparison of automatic edge detection with that of expert marked. n = 100
frames.
Mean Standard Deviation
Disagreement within Left 0.45 pixels 0.01 pixels
the observers: Right 0.48 pixels 0.06 pixels
Disagreement between observers Left 0.92 pixels 0.07 pixels
and the computed edge: Right 0.60 pixels 0.08 pixels
and background. For most images this gradient region is typically within 2 to 3 pixels. In
addition, since the vocal fold tends to close from the bottom, selecting the lower part of the
gradient may actually be more accurate. For analyzing the consistency of algorithm, a mean
absolute error is computed in relation to expert observers for all 100 observations using the
right and left folds. The metric to assess the differences among the expert observers for
each frame for the left vocal fold is given by:
eio[n] =
1
6
3∑
m=1
4∑
k=m+1
|lk[n] − lm[n]| (2.20)
where lk[n] denotes the displacement as observed by the kth observer for the nth frame. The
mean and standard deviation is computed for all 100 observations and is recorded in Table
1. Likewise the metric for the difference between the human observers is given by:
eao[n] =
1
4
4∑
k=1
∣∣∣lk[n] − l̂[n]∣∣∣ (2.21)
Table 2.1. shows the mean difference between the human observers eio. Results indicate
a sub-pixel difference and with a sub-pixel standard deviation about one order of magni-
tude smaller. This indicates a very good agreement on the edges marked by the observers.
The difference between human and computer detected edges is about twice that of the
inter-human difference; however, the mean difference is still in the sub-pixel range demon-
strating that the automatic algorithm tracks the human expert selected edges with very good
agreement. Given the level of accuracy for the automatic edge detection, one can assume
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the denoising and hybrid interpolation/extrapolation provide additional accuracy over a
nearest-neighbor rounding, provided the values fall between or close to the originally sam-
pled points.
2.5 Discussion
This chapter presented an edge detection technique custom made for the application. Ro-
bustness to illumination changes and endoscopic movement with time is added by employ-
ing a forget factor or inertia to the thresholds. The algorithm is implemented to facilitate
user verification and parameter adjustment. A sub pixel accuracy was achieved on the dis-
placement estimate when compared with the expert marked data. The method presented
is more robust to illumination changes and endoscopic movements than frame by frame
processing methods like histogram based thresholding and region growing. As in active
contour technique[30] it uses global cues for robustness. Unlike active contour techniques,
processing is fast enough to produce a 30fps playback while simultaneously processing
them.
The algorithm is most accurate at the mid vocal fold region. It may be prone to errors at
the anterior and posterior in cases in which anterior or posterior gap is present. The gaps
at the commissure results in no movements in the region and ROI may not include them.
This adverse effect of the glottal gaps is reduced by smoothing the probability map with a
Gaussian filter (Equation 2.12).
The algorithm is implemented using OpenCV[43] library for C++. The software named as
VCAbeta helps user to verify and adjust the vocal fold edge detection parameters. Once
the parameters are selected, the extracted contour can be stored to extract the displacement
waveform. The software has been successfully used to analyze the HSDLI image data of
55 subjects for a study. This study found the kinematic features which can be used to
compare across recordings irrespective of the pitch or distance between the vocal fold and
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endoscope[41]. VCAbeta was also used to extract contours from 40 subjects to study the
effects of nodule on the kinematic features [44]. These use cases demonstrates the utility
and robustness of the presented algorithm.
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Figure 2.6: VCAbeta, the vocal fold edge extraction implementation. 1.) seek bar.
2)Play/pause control. 3) Plaback viewing window 4) Parameter adjustment window. 5)ROI
display 6) Edge detection overlayed on input video.
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Chapter 3 Vocal Fold Kinematic features
This chapter examines the possible kinematic features which can be extracted from HS-
DLI. Identification of features which are representative of the normal behavior is of im-
portance for quantitative use of HSDLI. The features must be comparable across subjects
and recordings. They must also be independent of the camera settings or depth of imaging.
First section reviews various analysis done on high-speed-video and contrasts them with
the direct features which are going to be introduced in this chapter.
3.1 Previous Works
The objective analysis initially used the glottal area waveform [45, 25]. In [45] glottal area
quotients like open quotient and speed quotient are introduced. Open quotient is the ratio
of open-phase duration to that of the whole cycle. Speed quotient is the ratio of opening-
phase duration to closing-phase duration. An open quotient nearing to 0.5 and a speed
quotient close to 1.0 are indicative of balanced phonation. In [17], the instantaneous fre-
quency and envelope (amplitude) is extracted from the glottal area waveform using Hilbert
transform. The GAW is first normalized such that the maximum amplitude is 1.0. While
using GAW for analysis is usefull in general, the tracked features cannot be localized. This
is problematic as vocal fold kinematics varies longitudinally [46, 33].
To analyze the vocal fold motion specific to a longitudinal area, kymographs have been
proposed. Kymographs are obtained by scanning one line transverse to the glottal axis per
frame. The lines are stacked sequentially to form an image. Kymographs may be obtained
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from video recording (Digital Kymograph) [47, 48] or from using separate sensors for
line scanning [49]. The objective analysis of kymographs mainly consisted of analyzing
phase asymmetry [50] and left-right amplitude asymmetries [51]. The left-right asymmetry
in displacement spectrum is studied in [52]. Asymmetries in fold kinematics have also
been studied subjectively using kymographs [53]. Glottal quotients are also extracted from
kymographs [46, 54]. Multi-line kymographs have been used to track the glottal ratios at
different regions [46, 55].
It can be seen that the objective study using kymograph has been limited to timing ratios,
asymmetries and periodicities. Though these are very useful in charactering normal phona-
tion, they do not give a direct measure of fold dynamics. Displacement, its first derivative
(velocity), second derivative (acceleration) will give direct sense of the dynamics the fold
undergoes during phonation. The study in this direction has been absent thus far, barring
the introduction of Phono Vibro Gram(PVG) [33]. PVG is a pictorial representation of
displacement or its derivatives. The displacement or its derivatives is tracked at longitu-
dinal locations along the folds. The right and left side values are then stacked together
without any loss of information. Clinical adoption of PVG has been limited due to its non-
intuitiveness. Use of PVG in clinical setting requires some training [55]. There is still a
certain degree of subjectiveness in interpreting PVGs.
The displacement waveform extracted in chapter 2 is equivalent to digital kymograph ex-
tracted at mid-glottal region. The features introduced in this chapter are more direct when
compared to previously extracted kymograph features. Features indicative of average and
peak velocity per phase is reported for male, female and child populations. Tracking dis-
placement, velocity and acceleration experienced by the vocal fold, describe forces acting
on the vocal fold during oscillation [56, 57]. But the absolute values of these features can-
not be estimated from HSDLI without the knowledge of pixels per millimeter ratio and the
tissue material properties. But relative features indicative of stresses can be estimated from
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HSDLI [41]. This chapter introduces the kinematic features that can be extracted from
HSDLI. Normalizations done to make them applicable across recordings is described next.
3.2 Kinematic Features Normalization
One significant challenge for prevalence of HSDLI is the lack of consensus on the features
to be tracked for clinical evaluation. To be relevant, the features must be comparable across
recordings and subjects. Even if the endoscope was at a different distance from the fold,
the feature values must not change. To compare across recordings, the displacement is
normalized by the glottal length. Glottal length, a constant anatomical feature is the dis-
tance between the anterior and posterior commissure. A higher normalized displacement
indicates a higher stretching of the folds away from the medial position. The features thus
obtained are named as normalized features.
Like the distance from the scope, pitch has a known influence on the vocal fold kinematics.
The fundamental frequency of oscillation, defines the radial velocity of the folds. If the
features extracted from two recordings are compared without undoing this effect, similar
forces on vocal folds, will produce different values for the kinematic features. The displace-
ment waveforms are made invariant to pitch by re-sampling each cycle to a fixed length of
512 samples. This is similar to the normalizations used for computing Phonovibrogram
[33]. The normalized features thus obtained describe how dynamics at various stages of
phonation compare to each other.
3.3 Feature Definition
Vocal folds collide with each other with greatest impact at mid-glottal region. Hence the
features are estimated from the displacement waveform extracted from there. i.e. The
displacement is estimated by setting γ = 0.5 in Eq. 2.19. Various salient time instances
used in describing the features are illustrated in Figure.3.1. m represents the cycle number,
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Figure 3.1: Salient time features of a vocal fold displacement waveform
l and r represents left and right vocal fold normalized by the glottal length. The instant at
which the folds begin to open is represented by the suffix o and the instant at which the fold
is closed is represented by the suffix c. The features are illustrated graphically in Figure 3.2
Kinematic features representing displacement: Normalized peak displacement is the maxi-
mum displacement of the vocal fold normalized by the glottal length. Normalized peak left
and right displacements are represented by:
dpl [m] = max{l[n]} ∀ to,m ≤ n < tc,m (3.1)
and
dpr [m] = max{r[n]} ∀ to,m ≤ n < tc,m (3.2)
where l[n] and r[n] are the left and right displacement in the units of glottal length.
Kinematic features representing velocity: Normalized average opening velocity(Vo), nor-
malized peak opening velocity(V po ), normalized average closing velocity(Vc), normalized
peak closing velocity(V pc ) and the ratio of the normalized average opening to closing velocity(Vr)
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Figure 3.2: Instantaneous displacement, normalized velocity and normalized acceleration.
c©2015 Journal of Speech, Language and Hearing Research. [41]
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are computed. Vo for the left vocal fold is given by:
Vo,l[m] =
l[tpl,m] − l[to,m]
tpl,m − to,m
(3.3)
and V po for the left vocal fold is given by:
V pol[m] = max{vl[n]} ∀ to,m ≤ n < top,m (3.4)
where vl[n] is the instantaneous normalized velocity of the left vocal fold. Vc for the left
vocal fold is given by:
Vc,l[m] =
l[tc,m] − l[tpl,m]
tc,m − tpl,m
(3.5)
and V pc for the left vocal fold is given by:
V pc,l[m] = max{v[n]}∀top,m ≤ n < toc,m (3.6)
and Vr for the left vocal fold is given by:
Vrl [m] =
Vo,l[m]
Vc,l[m]
(3.7)
Kinematic features representing Acceleration: Normalized peak opening acceleration (Apo),
normalized peak closing acceleration(Apc ), and closing to opening acceleration ratio(Ar) are
computed. Apo for left vocal fold is given by:
Apol[m] = max{al[n]} ∀to,m ≤ n < top,m (3.8)
and Apc for the left vocal fold is given by:
Apc,l[m] = max{a[n]} ∀top,m ≤ n < toc,m (3.9)
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and Ar for the left vocal fold is given by:
Arl [m] =
Apo l[m]
Apcl[m]
(3.10)
Speed Quotient: The speed quotient is the time from the opening of the vocal fold to its
peak extension divided by the time from the peak extension to the closing time [45]. It
captures the degree of symmetry for the vocal fold motion during the open phase for each
cycle. For the left fold this is given by:
S l[m] =
tpl,m − to,m
tc,m − tpl,m
(3.11)
Open Quotient: Opening Quotient [45] is the ratio of the time vocal fold remained opened
to the whole cycle time. It is given by:
O[m] =
tc,m − to,m
to,m+1 − to,m
(3.12)
Stiffness Index: Stiffness is the property of the material which describes the extent to which
it resists deformation in response to an applied force. Stiffness is defined as the ratio of
force applied to the displacement. A measure of stiffness is given by the ratio of the peak
velocity while opening, an indicator to the applied force, to the peak displacement. The
more stiff the vocal folds are lesser will be the peak displacement for the same peak velocity.
The stiffness index for the left vocal fold is defined as:
Kl[m] =
V pl [m]
lp[m]
(3.13)
All the features are computed for left and right vocal fold separately. For each cycle m
the highest of the two value is selected. Eq. 3.14 represents this operation, where the
subscripts indicate left or right. x represents any one of the feature mentioned above. X is
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Table 3.1: Summary of the mean kinematic features for children, females and males. All
the features are computed after normalizing the displacement with the glottal length.
Features
Adult Females Adult Males Children
M SD M SD M SD
Peak displacement
(dp) .087 .022 .122 .055 .144 .044
Avg. Opening
Phase Velocity(Vo)
.300 .077 .455 .155 .488 .222
Peak Opening
Phase Velocity(Vp)
.455 .099 .755 .299 .707 .322
Avg. Closing
Phase Velocity(Vc)
.299 .099 .404 .188 .566 .222
Peak Closing
Phase Velocity(V pc )
.433 .122 .722 .366 .811 .322
Closing to Opening
Vel. ratio(Vr) 1.099 .255 1.166 .299 1.399 .344
Peak Opening
Phase Acceleration(Apo)
101.155 23.099 163.088 57.411 151.122 66.055
Peak Closing
Phase Acceleration(Apc )
98.877 30.999 148.511 68.299 180.909 68.744
Peak Closing to Opening
Acceleration ratio (Ar) 1.303 .377 1.988 .822 1.822 .999
Speed Quotient (S ) 1.122 .233 1.136 .311 1.566 .499
Stiffness Index (K) .211 .055 .199 .022 .244 .055
the summary feature value for a participant.
X =
1
M
M∑
m=1
max{xl[m], xr[m]} (3.14)
where M = 30 is the number of cycles.
3.4 In vivo data collection
The kinematic features defined in the previous section are computed for 17 females, 11
males and 28 children. The volunteer participants are made to phonate the vowel sound
/i/. The HSDLI is recorded for 4 seconds at a sampling rate of 4000 fps. The audio is
recorded simultaneously at a sampling rate of 50kHz. The sustained oscillation phases are
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Table 3.2: Coefficient of variance of the kinematic features. The lesser the value, lesser is
the expected variability among the normal population.
Feature Females Males Children
Peak Displacement (dp) 0.253 0.451 0.306
Avg. Opening Phase Velocity(Vo) 0.257 0.341 0.455
Peak Opening Phase Velocity(V po ) 0.218 0.396 0.455
Avg. Closing Phase Velocity(Vc) 0.331 0.465 0.392
Peak Closing Phase Velocity(V pc ) 0.282 0.507 0.397
Closing to Opening Vel. ratio(Vr) 0.232 0.256 0.246
Peak Opening Phase Acceleration(Apo ) 0.228 0.352 0.437
Peak Closing Phase Acceleration(Apc ) 0.314 0.460 0.380
Peak Closing to Opening Acceleration ratio (Ar) 0.289 0.413 0.548
Speed Quotient (S ) 0.208 0.274 0.319
Stiffness Index (K) 0.261 0.111 0.225
identified by viewing the audio envelope as well as by using the custom play back software
developed (see Fig.2.6). The displacement waveform is estimated for all the subjects from
the sustained oscillation phase by the technique described in Chapter 2. The kinematic
features for normal subjects is summarized in Table 3.1.
3.5 Discussion
Higher normalized peak displacement, closing velocities, closing accelerations, speed quo-
tient, stiffness index, closing to opening velocity and acceleration ratios indicates higher
impact on collision/closing. These features are highest in children, pointing towards great-
est mechanical stress (force per unit area) during sustained phonation. This agrees with the
survey studies that have shown that children are at high risk of wounding their folds and
causing nodules. [58, 59, 60, 59, 61, 62, 63].
The inter population coefficient of the variance for the features are listed in Table.3.2. The
coefficient of variance is the ratio of standard deviation of the mean captures the variabil-
ity of the features. A lesser variability among healthy subjects is desirable. From Table
3.2, speed quotient and stiffness index show less variability than others. From the current
evaluation, they may be good features to track.
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This chapter defined and analyzed the HSDLI kinematic features for normal population.
But a conclusion on the best features cannot be made with confidence without further sta-
tistical analysis as the sample size is small and variability in general is high. In Chapter
5, the features presented here are used to evaluate the digital sampling requirements for
HSDLI.
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Chapter 4 Digital sampling of the vocal fold displacement
Even with good edge detection, the high-speed vocal fold displacement tracking is limited
by spatial and temporal quantization [64]. From the recordings on 55 subjects conducted
as a part of the study, it is seen that vocal fold motion typically covers 10 pixels over 10
usable time samples per cycle for a spatial resolution of 512 × 256 pixels and a frame rate
of 4000fps. With each spatial quantization level being 10% of the amplitude, it introduces
significant amount of uncertainty to the instantaneous position of the fold. The impact of
this ambiguity is amplified further when computing the instantaneous velocity and accel-
eration. The discrete sampling similarly introduces error in measure like open quotient
and speed quotient. This chapter quantifies the sampling noise and introduces different
approaches to mitigate it.
4.1 Digital Sampling Errors
4.1.1 Effect of limited number of pixels
In order to study the effect of limited pixels or quantization [64], consider the continuous
displacement signal d(t). The displacement estimation, as described in Chapter 2, results
in approximation of the amplitude at each sampling instant, n/ fs. n is the sample index and
fs is the sampling frequency. The error due to quantization is spread uniformly over the
width of a pixel.
Let the displacement cover Np pixels and the quantization noise is within the range [−0.5, 0.5].
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The digital estimate of the displacement waveform is given by:
d̂[n] = d(n/ fs) + η[n] (4.1)
where [n] = (n/ fs) and η[n] can be characterized as uniform white noise with amplitude
ranging from −0.5 to 0.5 [64] in the digitized signal. The expected noise power is given by
[65]:
Pn =
∫ 1/2
−1/2
x2dx
=
1
12
(4.2)
If the displacement waveform during open phase is approximated as a sinusoid with peak
amplitude of Np pixels, the signal to noise ratio is given by:
SNR = 10 log10
(
N p2/2
1/(12)
)
dB
= 20 log10
(√
6Np
)
dB (4.3)
It can be observed that the quantization noise power reduces proportional to the square of
number of pixels.
4.1.2 Effect of discrete time sampling
Let the frame rate of the recording be fs. Then the error in estimating critical time instants
(etime) of opening and closing is distributed uniformly from 0 to 1/ fs. The maximum error
as a factor of cycle time is given by etime = p/ fs where p, is the fundamental frequency. The
impact of the discrete time sampling error will hence be higher for children than males.
To illustrate the significance of etime, consider a recording with p = 300Hz and fs = 4000.
There will be on an average 13.3 samples per cycle and the max error will be 7.5% of the
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time period.
4.2 Desirable sampling rate
As illustrated by the previous example, higher sampling rate ( fs), reduce the timing estimation(etime).
But increasing the sampling rate is not always efficient. As in any digital image acquisition,
vocal fold high speed video is captured using a sensor array. The sensors integrate the light
falling on them for a capture time [66]. This integration over time, helps in capturing more
photons per frame and reduces the sensor noise. If the sampling frequency is increased, less
integration takes place and more sensor noise is present. Hence it is desirable to use the
lowest frame rate at which the features capturing the vocal fold motion can be estimated.
In order to find the optimal sampling rate, consider the open phase as consisting of constant-
slope opening and closing phases. The number of samples present in the longest phase
(opening/closing) is given by:
Ns =
osm fs
p
(4.4)
where sm = max
{
s
s + 1
,
1
s + 1
}
(4.5)
where o is the open quotient and s is the speed quotient. p is the fundamental frequency.
If the folds move sufficiently slow, the edge will occupy the same spatial sampling grid for
two consecutive instants. This makes sampling redundant. i.e. an increased frame rate is
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of critical value only if:
|d[n] − d[n − 1]| ≥ 1 (4.6)
=⇒
Np
Ns
≥ 1 (4.7)
=⇒ Np ≥
osm fs
p
(4.8)
=⇒ fs,max =
pNp
osm
(4.9)
where Np is the peak displacement in pixels. fs,max, the highest sampling frequency before
which the fold displacement per interval falls within one spatial quantization level. Any
further increase in fs will not reduce the errors in kinematic feature estimation without
smoothing. For a general case, if the minimum instantaneous velocity that we want to track
is m times the average slope:
mNp
Ns
≥ 1 (4.10)
=⇒ fs,max =
mpNp
osm
(4.11)
Eq. 4.11 gives an upper limit for the desirable sampling rate. Consider an instant in the
open phase with o = 0.5, s = 0.5, m = 0.5 and p = 200Hz. While with Np = 10 the
maximum desirable sampling rate is 8000 Hz with Np = 20 it becomes 16000Hz.
In reality, the instantaneous velocity, varies with it being close to 0 near peak-displacement
and higher at other phases of the cycle. Therefore, irrespective of the sampling frequency,
there will be instances at which the moving vocal fold will appear as stationary. Hence
spatial resolution must increase along with the frame rate to reduce the errors while com-
puting the kinematic features. Eq. 4.11 also shows that such discontinuities will be more
pronounced if frame rate fs is increased without an increase in Np, if no smoothing is done.
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Figure 4.1: Effect of over-sampling on displacement. Left displacement waveform of a
habitual phonation recorded at 16000 fps and downsampled to 8000 and 4000 frames per
second. Recorded at University of South Carolina for the study published in [18]
.
The effect of increase in fs while keeping Np constant is illustrated in figure 4.1. The
original data recorded at 16,000 fps is down-sampled by a factor of 2 and 4. The down-
sampling is done by integrating the consecutive frames to simulate the recording at lower
frame rate [18]. From fig. 4.1 it can be seen that the 16000 fps recording has artificial step
like patterns. This is because, the displacement does not cover 1 pixel between the two
frames. Or in other words, for the given frame rate the spatial resolution is not adequate.
The relationship between fs,max and fundamental frequency, with open quotient and speed
quotient assumed to be 0.5 and 1 is plotted in figure 4.2. Each line represents a displacement
range or effective resolution. For eg. consider a subject with 200Hz fundamental frequency.
For Np = 15 pixels, the fold will move at least 1 pixel per sampling interval if the frame
rate is less than 6000 fps. Hence an increase in the frame rate up to 6000 fps increase
accuracy of fold position estimation. For sampling rate > 6000 fps, artificial discontinuities
are introduced and the slope estimated from two consecutive samples will be zero at some
40
instants. On the other hand, if Np = 10, a frame rate above 4000 fps introduces artificial
discontinuities. Though these values are based on the assumption of constant velocity
(straight line displacement waveform), they give an insight on the required frame rate and
resolution. It shows that, effective spatial resolution, should be increased in tandem with
the frame rate.
From fig.4.2, we can conclude that with 512 × 256 resolution images (most common in
clinical settings), for males (<200 Hz), females (<300 Hz) and children(<350 Hz), the
required frame rates are 4000, 6000 and 7000 Hz respectively. It must be noted that these
suggestions are on the basis of uniform slope assumption. Hence a slightly higher than the
above value may be used to compensate for non uniform slope. The non-uniform slopes
makes smoothing a required step.
One important take away is that studies with 2000 fps, without any preprocessing will have
significant errors. The researchers and clinician must use a frame rate of at least 4000 Hz.
8000 Hz may be preferred. These findings match with the results for subjective evaluation,
as published in [18]. From fig.4.2 it can be seen that the desirable frame rate does not touch
16000 Hz unless the pitch is 450Hz and displacement covers 18 pixels. For more realistic
pitch values, 8000 Hz seems ideal for reproduction of the displacement waveform.
This section showed that there will be artificial discontinuities in the observed displace-
ment waveform. These discontinuities are more pronounced at higher frame rates. On the
other hand, if the sampling rate is lowered, the error in timing estimate increases. Hence
additional processing of the displacement waveform is required before extracting the kine-
matic features. The following sections in this chapter describe these processing. The error
reduction in kinematic features estimation due to these processing are demonstrated.
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Figure 4.2: Fundamental frequency and maximally efficient sampling rate relation. Open
quotient and speed quotient assumed as 0.5 and 1.0. Each line represents the number of
pixels that displacement covers.
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4.3 Reducing Quantization
As described in section 4.1.1 quantization (uniform white) noise effects the instantaneous
amplitude measurement of the displacement waveform. This section lists two methods to
reduce the quantization noise:
1. FFT-Denoising [20]
2. Kalman-smoothing [19]
While FFT-denoising utilizes the quasi-periodic nature of the waveform, Kalman smooth-
ing is a linear model-based filtering. It must be noted that the attempt here is to model the
displacement as seen from the HSDLI and not the physical process.
4.3.1 FFT-based Denoising
The vocal fold displacement waveform are quasi-periodic with energy concentrated on the
fundamental frequency and its harmonics. Quantization noise on the other hand is white
and spread uniformly through the spectrum. An efficient approach to enhance harmonic
signal in the presence of white noise is denoising [20]. Denoising is the process of soft-
thresholding the wavelet or the Fourier coefficients [20].
The denoising methods depend on the separability of noise and signal in the transformed
domain. In the quasi-periodic vocal fold displacement waveform, while the signal energy is
concentrated on few narrow bands centered around the fundamental frequency and higher
harmonics, the quantization noise is white and will be spread in low amplitude across the
spectrum. The signal and noise is thus sufficiently separable in the Fourier domain. Con-
sider a sequence of pixelated edge points represented by × and ◦ markers in Fig. 4.6.
Let R[n] be the FFT coefficients of r[n]. Zero displacement is assumed when no edge is
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Figure 4.3: Displacement waveform spectrum, before and after denoising. (a) before and
(b) after denoising. The denoising threshold TQ is indicated as the dashed horizontal line.
detected. The denoised signal r̂[n] is given by:
r̂[n] = IFFT
{
R̂[k]
}
(4.12a)
where:
R̂[k] =

R[k] if ‖R[k]‖ ≥ TQ
0 if ‖R[k]‖ < TQ
(4.12b)
and TQ is the quantization noise threshold. If chosen too high, it will distort the actual
waveform. Several cycles must be included while taking FFT to establish a strong harmonic
pattern. TQ can be estimated from the upper half of the spectrum where the signal is weaker.
In this work, TQ is chosen as 3 times the median of the upper half of the spectrum. Figs.
4.3a and 4.3b shows the spectrum before and after denoising.
4.4 Kalman Smoothing
In section 4.3.1, denoising was applied to reduce the quantization noise. Since such a
method is non-parametric, the amount of smoothing cannot be controlled. Cycle-to-cycle
variation which can be tracked by HSDLI will be lost in the event of over-smoothing. A
smoothing technique which follows the local behavior is more favorable for smoothing out
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the vocal fold kinematics. In this section, a linear state-space model, for the vocal fold
motion as seen in high speed video is presented. Kalman smoothing [19] is implemented
using this model and the knowledge of the expected noise. The smoothing is parametrized
by the expected noise power.
Kalman filtering in its original form was first presented in [19]. Its recursive nature makes
it easier to implement [67]. Kalman filtering finds application in multiple fields because of
its ease of setup and suitability for on line implementation. The applications include navi-
gation and control [68, 69], target tracking [70] and time series statistical analysis [71]. In
image processing, it is widely used for image registration and tracking [72, 73, 74]. Though
the Kalman filter is designed for linear system with Gaussian model noise, it has also been
used in nonlinear systems by linearizing the system locally. This technique is known as
Extended Kalman Filtering (EKF)[75]. Another method of applying Kalman approach
but does away with the linearity is known as Unscented Kalman Filter[76]. In UKF the
points drawn from the normal likelihood distribution of the variables are passed through
the model independently. The expected value is taken to combine individual mappings.
UKF has shown to outperform EKF both in terms of efficiency and tracking reliability[76].
4.4.1 Linear model for HSDLI observed vocal fold dynamics
The vocal fold motion, as seen from high-speed video, is expressed as a linear system. The
position, velocity acceleration and jerk of the observed waveform are used to represent the
instantaneous state. The attempt here is to model the HSDLI observed displacement and
not the physical process. The actual vocal fold motion is complex and require non-linear
model [77, 78, 79, 80]. These works either use nonlinear or finite element computational
models to characterize the fold dynamics. This is not possible using HSDLI alone as the
component of the fold motion normal to the camera (mucosal wave) cannot be tracked
by HSDLI. Moreover, there is phase difference between inferior and superior fold edges,
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which is also not tracked by the displacement waveform. The modeling in this section is
based on the premise that vocal fold movement is smooth and discontinuities are result of
the quantization or edge detection errors.
Let the position, velocity, acceleration and jerk at a sampling instant n, be represented as
d[n], v[n], a[n] and j[n]. The order-4 system is represented as:
X[n] =

d[n]
v[n]
a[n]
j[n]

(4.13)
If the previous state is known, the current state can be estimated using a linear transforma-
tion. Such an estimate is given by:
X̃[n + 1] = AX[n] (4.14)
where A =

1 ∆n ∆2n/2 ∆
3
n/3
0 1 ∆n ∆2n/2
0 0 1 ∆n
0 0 0 1

(4.15)
In eq.4.15, ∆n is the interval between the two observation. For the discretized signal without
any missing data, ∆n = 1. The system model enables the to track the change in acceleration
with first-order approximation. This will lead to some modeling noise which can be re-
duced by combining the observations. As the sampling interval becomes larger (frame rate
decrease), higher order terms becomes significant and the modeling error increases. But
for high-speed video, it is reasonable to expect that the linear state representation describe
the vocal fold dynamics with sufficient accuracy. If the sampling becomes more sparser,
nonlinear or still higher-order models will be required to model the displacement.
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4.4.2 Smoothing using the linear model
With the vocal fold dynamics described as a linear system, Kalman smoothing [19] min-
imizes the noise optimally in least square sense. Since the system (Eq. 4.15) is linear,
methods like EKF and UKF converges into classical Kalman filtering. At each instant, the
model as described in Eq.4.15 is used to predict the state in the next instant. The predicted
state is given by:
X̃[n + 1] = AX[n] (4.16)
P̃[n + 1] = AP[n]AT (4.17)
where P̃[n] is the predicted noise covariance matrix of dimension 3 × 3. If the noise in the
state variables are independent of each other, P[n] will be a diagonal matrix. Eq.4.17 above
is the linear transformation of the noise during prediction.
This prediction is then combined with the noisy observation to get an updated estimate.
From the classic Kalman filter, the updated estimate is given by:
X[n] = X̃[n] + K[n]
(
d̂[n] − d̃[n]
)
(4.18)
where
K[n] =
P̃[n]HT
HP̃[n]HT + r
(4.19)
P[n] = (I −KH) P̃[n] (4.20)
where H =
[
1 0 0 0
]
is the observation model. d̂[n] and d̃[n] are the observed and
predicted vocal fold positions. While d̂[n] is corrupted by observation noise (quantization),
d̃[n] is corrupted by modeling inaccuracies.r is the observation noise variance. With time,
the state covariance matrix P[n] will become stable. If observed displacement (d̂[n]) is
corrupted solely by the quantization noise, r is given by: Eq. 4.2.
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If the observed error is more due to the edge detection inaccuracies, the value of parameter
r can be increased to increase the weightage of d̃[n] in the final estimate. In this work,
the mixing of the observed and predicted displacement is controlled by parameterizing the
noise variance r.
Eq. 4.18 provides an estimate of the current state using all the past observations recursively.
In cases like ours, where the processing is offline, the future values can also be used to refine
the estimate. The future values can be used by reversing the signal and finding a Kalman
estimate for this reversed time series[81, 82, 83]. If the backward estimate is denoted by
X←[n] and the forward estimate is denoted by X→[n], a more refined estimate is given by:
X[n] =
X→[n] + X←[n]
2
(4.21)
4.4.3 Handling closed phase
As seen in Chapter 2, vocal fold displacement is not observable during the closed phase.
The closed phase points are identified during edge detection itself, and marked as 0 dis-
placement. During smoothing, the observations during close phase are treated as missing
and the Kalman filter runs solely based on the prediction to retain the state of the system.
i.e. during closed phase K[n] is forced to zero in Eq. 4.18 and the filter runs in the back-
ground. The output is set equal to 0. When a non-zero observation is seen, the smoothing
resumes with the current state X[n].
If Kalman smoothing was done only in one direction, these missing observation will in-
crease the error at the opening instant. Since smoothing is applied in both directions, this
effect is mitigated. It must be noted that Kalman smoothing does not modify any error that
may exist in estimation of closing or opening instants. The error in closing/opening time
is reduced by interpolation-extrapolation techniques which are described in the following
sections.
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Figure 4.4: Kalman smoothed displacement waveforms. The original signal sampled at
16000 fps is marked with ’+’. A zero value for the original signal represents that the
folds are closed. The waveform is derived from high speed recording of a female habitual
phonation recorded for the subjective study in [18].
An example for the Kalman smoothed waveform is shown in Fig. 4.4. The original wave-
form has step-like pattern because of the quantization errors. This has been smoothed out
by combining forward and backward Kalman filtering. r = 1.0 is used in this example. The
closed phase, marked by the zero displacement is kept unchanged after Kalman smoothing.
4.4.4 Parameterizing smoothing
If the sampling rate increases, the change in state variables between sampling instants de-
creases. This will make the prediction more accurate. Also as Eq.4.9 shows, an increase
in sampling frequency without a subsequent raise in spatial resolution results in higher ob-
servation noise. This must be smoothed out. Hence prediction should be weighted high by
decreasing r.
But r cannot be completely determined using sampling frequency. r is impacted by multiple
parameters; spatial resolution, sampling frequency, open quotient, speed quotient and the
edge detection algorithm. In general, lesser the samples per slope, lesser is the model
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accuracy.
Since choice of r depends on varying factors, an iterative empirical method is examined. r
is adjusted till the mean absolute residue is less than a desired value. The mean absolute
residue of the smoothed displacement is defined as:
ēk = E
{∣∣∣d̄[n] − d̂[n]∣∣∣ ;∀d̂[n] , 0} (4.22)
where d̄[n] is the Kalman smoothed displacement and d̂[n] is the observed displacement. r
can be changed iteratively till an acceptable value for mean absolute residue ēk is reached.
If ēk is set to be small when compared to the displacement amplitude, there will be very
little smoothing and an over-fitted output is obtained. If ēk is high, the output will be over-
smoothed and cycle-to-cycle variation is lost.
If the observation is only corrupted by the quantization noise, the observation error is dis-
tributed uniformly in the range [−0.5, 0.5]. Hence, ideally after Kalman smoothing, ēk
should be distributed uniformly in the interval [0, 0.5]. Or ēk ≤ 0.5. This is derived from
applying the absolute value operator to the quantization error distribution. Starting from
r = 1, r is decreased geometrically by a factor of 0.1 till the absolute mean residue (ēk)
becomes less than 0.5 or r becomes negligible, say 1e−5. If along with quantization noise,
observation is expected to be corrupted by errors in edge detection the upper limit for ēk
should be increased to accommodate for it.
Fig. 4.5 shows the Kalman smoothed waveforms, at different frequencies, Observe that
as the sampling frequency decreases, the prediction becomes less reliable and hence r is
decreased to give observation more weight.
This section (Section.4.4) presented a controllable smoothing which preserve the cycle-to-
cycle variation and yet smooth out the quantization noise. The closed phase is handled
by switching the filter to the background. The Kalman smoothed output is used again
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Figure 4.5: Kalman smoothing on the displacement waveform recorded at different frame
rates. The figure shows, open phase of a female phonating at normal pitch and loudness.
The waveforms are smoothed to various levels to have the mean absolute residue less than
0.5. Amount of smoothing decreases along with r. Data was collected as part of [18].
when a non-zero observation is encountered. Kalman smoothing thus mitigates the effect
of limited spatial resolution to an extent. The smoothing is controlled by setting an upper
limit to mean absolute residue (ek). The next section investigates different interpolation
schemes to reduce the effect of limited frame rate.
4.5 Interpolation schemes
Once the spatial quantization noise is reduced, interpolation is applied to reduce the error
in timing estimates. Possible interpolation schemes include spline interpolation [84] and
sinc interpolation. The part of this work, which used spline interpolation is presented in
[42]. Spline interpolation guarantees the existence of derivatives up to second order, and
there by gives a smooth curve. Sinc interpolation on the other hand, combines the informa-
tion from all available cycles to estimate the interpolated point. Sinc interpolation ensures
smoothness by band-limiting the signal. Sinc interpolation can be efficiently implemented
by zero-padding the FFT of the signal and taking inverse FFT. The interpolated signal r̃[n]
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(a)
(b)
Figure 4.6: Regulating smoothing using Kalman filter residue. Kalman smoothed displace-
ment waveforms sampled at a)16000 b)8000 fps. r = 1,1e-3 were used to get mean absolute
residue less than 0.5. Black plots show the absolute error at each instant. Continued ...
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(c)
(d)
continued.. Kalman smoothed displacement waveforms sampled at c)5333 and d)2000 fps.
r = 1e-4 was used to get mean absolute residue less than 0.5. Black plots show the absolute
error at each instant. High speed video data collected as part of [18].
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is given by:
r̃[n] = M
(
IFFT{R̂[k],N × M}
)
(4.23a)
where:
R̂[k] = FFT{r̂[n],N} (4.23b)
where N is the signal length and M is the interpolating up-factor. Though sinc interpolation
is suited for the open phase, opening and closing instants cannot be estimated as the edge
detection does not track the vocal fold edges during the closed phase. Hence the open phase
is extrapolated till both left and right displacement waveforms intersect. The intersection
is detected at a sub-sample level.
Fig. 4.6a shows displacement waveform for a 24 year old male phonating at normal pitch
and loudness. The left vocal fold displacement is shown in positive y-axis and the right
displacement is depicted in the negative y-axis. A zero indicates that no edge is detected
and the folds are assumed to be closed. Distortions due to sampling and edge detection
errors are noticeable in Fig.4.6a. Figs. 4.6b and 4.6c shows the effect of sinc interpolation
with and without denoising. Fig. 4.6c is free from observable distortions in the open phase
as denoising was able to suppress the quantization noise. It can also be observed (Fig. 4.6c)
that the zeros during the closed phase affects the displacement estimation as the vocal folds
near the closing.
The open phases are extrapolated linearly to estimate the closing and opening instants.
Fig. 4.7 illustrates the extrapolation on one cycle. The vocal fold opening and closing,
equivalent to the intersection of the extrapolated left and right displacement waveforms
is detected with subsample precision by detecting the zero crossing of the left and right
difference. The zero crossing is estimated from the last positive and the first negative value
of the difference signal as in reality the intersection may not lie exactly on the sampling
grid. In Fig. 4.7 the opening occurs before the first non zero recorded signal(represented by
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(a) (b)
(c) (d)
Figure 4.6: Displacement waveform after different processing stages. (a) Before post-
processing, after (b) sinc interpolation without denoising, (c) sinc interpolation with de-
noising and (d) sinc interpolation after denoising followed by linear extrapolation. ‘o’ and
‘x’ represent left and right vocal fold displacements estimated from image pixels.
‘×’ and ‘◦’ in the figure.) Closing similarly occurs before the detected closure (represented
by zero displacement).
4.6 Conclusion
This chapter analyzed the effect of digital sampling, and analytically demonstrated that
even at high frame rates, the digital sampling errors needs to be mitigated. A Kalman
smoothing technique which can be parameterized to prevent over smoothing is introduced
for removing the quantization noise. FFT-denoising is presented as a non-parameterized
alternative.
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Figure 4.7: Sub-sample estimation of opening and closing. The solid lines represent the
interpolated left and right(negative) displacements. The broken lines represented the ex-
trapolated part of the waveform. ‘×’ and ’◦’ represents the recorded samples of left and
right displacement.
Spline and Sinc interpolations are identified as methods to decrease the effects of limited
samples. In both these methods closing and opening values are estimated using linear ex-
trapolation as the folds cannot be tracked while closed. The performance of the introduced
signal processing is evaluated in Chapter 5.
It was shown that the maximum required frame rate is dependent on the spatial resolution
and the vocal fold vibration. It was shown that for 512 × 256 resolution, where the fold
displacement covers about 10 pixel 7000 Hz is the maximum frame rate required for a
fundamental frequency of 350Hz. speed quotient of 1 and open quotient of 0.5 is assumed.
Fig. 4.2 depicts this relationship. These plots drawn on the basis of Eq. 4.11 indicates
that an increase in frame rate is of full value only if the effective resolution is increased
in tandem. This relationship attains significance as a frame rate more than required is not
desirable as it comes with reduction of contrast and increase in sensor noise.
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Chapter 5 Performance Evaluation
5.1 introduction
Chapter 4 illustrated digital sampling errors and described the possible signal processing
to mitigate them. The effectiveness of those processing in reducing the sampling errors is
evaluated experimentally in this chapter. First, the interpolation techniques are evaluated
for their ability to upsample or estimate the intermediate missing samples. The impact of
both smoothing and interpolation on the kinematic-feature evaluation is studied in detail.
The experiments in this chapter offer insights on the robustness of kinematic features to the
sampling rate and the ideal sampling rate for extracting each of them. The robustness of
the features to lesser sampling rates is of significance as 4000 fps and lower are the most
common in the clinical settings. The research questions answered by these experiments are
summarized below:
1. Between sinc and spline interpolation which is the better interpolation technique to
a) estimate the intermediate samples and b) to reduce error in kinematic-feature com-
putation for HSDLI?
2. What is the recommended signal processing technique to extract each of the kine-
matic feature with least errors? Is it one of the interpolation or smoothing technique
or a combination of them?
3. What is the recommended frame rate for extracting each of the kinematics features?
4. Does the processing reduce the required frame rate of the kinematic feature compu-
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tation?
These questions are of high significance to clinical use of HSDLI as frame rate is inversely
linked to the image-quality and cost. There has been significant subjective and normative
studies using 4000 and lesser frame rates [85, 17, 33, 5, 41] and the most common com-
mercially available HSDLI systems are of 4000 fps [11]. The commercial availability of
the equipment and technical support is critical in the clinical adoption of HSDLI. These
factor will impede an overhaul of the HSDLI equipment to increase the frame rate.
5.2 Human data collection
In this chapter, two separate experiments are carried out using independent data sets. First,
a dataset of 55 subjects comprising of 27 children, 17 females and 11 male recordings
collected at Vocal Physiology and Imaging Laboratory, University of Kentucky is used for
evaluating interpolation schemes. This dataset of habitual sustained phonation recorded at
4000 fps was used for the studies published in [42, 41]. In this work, this dataset is used for
testing the ability of the interpolation schemes in upsampling the displacement waveform.
The second dataset consist of habitual sustained phonation of 6 males and 6 females is a
subset of data recorded at University of South Carolina[18]. This dataset collected at high
camera sensitivity (ISO 4000) and spatial resolution (639 × 639) is used to evaluate the
effect of frame rate on the kinematic features. The processing as described in Chapter 4 is
applied and their effect of kinematic features is evaluated.
The 16000 fps dataset is used for evaluation of kinematic features as the error rate for 4000
fps is unknown and subjective study [18] has shown that for ground truth data, a sampling
rate higher 4000 is required. Moreover, the 16000 fps dataset is recorded using device
with high sensitivity such that the effect of sensor quality on the collected experiment is
limited. 4000 fps dataset, covers wide range of subjects and can be used for studying the
effectiveness of interpolation techniques on wide range of recordings, collected at vary-
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ing illumination and quality. These experiments are described in detail in the following
sections.
5.3 Evaluation of the interpolation schemes
For comparing the interpolation schemes on their ability to upsample, 55 recordings done
at 4000 fps. are used. Interpolating a quantized signal will amplify any artifacts or disconti-
nuities present in the digitized signal. Since this experiment aims to study the interpolation
techniques, the influence of the quantization error must be minimized. Hence, denoised
4000 fps displacement waveform (Eq.4.12) is used as the ground truth. Denoising smooths
out the discontinuities and offer good reference signals for evaluating interpolation. The
denoised signal is first down-sampled to 2000 fps by dropping every alternate sample. The
downsampled signal is interpolated back to the original length using both sinc and spline
interpolation. Mean absolute error on the interpolated samples for both methods is summa-
rized. The downsampled signal is given by:
rd[n] = r̂[2n] ;n = 0, 1, 2, 3, ... (5.1)
where r̂[n] is the denoised 4000 fps displacement waveform.
The mean absolute error is computed as:
esinc[n] = |r̃sinc [(2n + 1)] − r̂[2n + 1]| (5.2)
where r̃sinc is the downsampled rd[n] converted back to original sampling rate using sinc
interpolation (4.23). Similarly, error for spline interpolation, espline[n] is also computed.
Only the open phase samples of r̂[n] are used for error estimation. The median of the error
for left and right displacement is calculated independently. Their average is reported as the
summary of each recording. Though using denoised signal limits the quantization noise, it
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Figure 5.1: Spline and sinc interpolation comparison of upsampling error. Box and whisker
plot of the mean absolute errors for spline and sinc interpolation. Data collected for 55
subjects(11 males, 17 females and 27 children).
also reduces the cycle-to-cycle variation. Thus, using denoised waveform as reference will
bias towards a method that gives smoother waveform. Still this is better than interpolating
a quantized waveform.
The box-and-whisker plot of analysis on 55 subjects is shown in(Fig. 5.1). The boxes
mark the first and third quartile for spline and sinc interpolation. The line inside the box
indicate the mean. The + mark samples which are at least 1.5 times the inter quartile
distance from the median. The vertical lines outside the box represent the maximum and
minimum values excluding the outliers. Spline interpolation had a median error of 0.52
pixel across the subjects and sinc interpolation had a median error of 0.29 pixel. Moreover,
error distribution for spline interpolation is heavily skewed right, with 3rd quartile at 0.76
pixel compared to 0.39 pixel for sinc interpolation. This indicates that more subjects have
higher mean errors. It can be seen that sinc interpolation has much lesser error than spline
interpolation. While sinc interpolation demonstrated acceptable performance of less than
0.5 pixel absolute error for 85%(47) cases, spline interpolation achieved less than 0.5 pixel
absolute error for 45%(25) cases.
Sinc interpolation had lower errors as it combines the information from all the cycles of the
quasi-periodic signals. However, this method is not appropriate for non-stationary data. For
instance, sinc interpolation may not be used during the onset and offset of the phonation,
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where there is more cycle-to-cycle variation. In such cases, spline which uses local infor-
mation may be better. This section evaluated the effectiveness of interpolation schemes to
fill in the missing data points. This analysis is done on a large data set of 55 subjects spread
across male, female and children. The effect of these processing, Kalman smoothing and
FFT-denoising on the kinematic feature computation is present in the next section. For that
analysis the data collected at 16000 fps is used. This very high-speed video recordings
provide better ground data. But the number of recordings available for analysis is limited
(12 male and female subjects).
5.4 Evaluation of Smoothing and interpolation schemes
In this section, the effectiveness of Kalman smoothing and FFT-denoising, along with in-
terpolation schemes is evaluated using a data set of 12 recordings; 6 females and 6 males,
recorded at 16000 fps. The data was collected at University of North Carolina, for the work
published in [18]. One of the male recordings was not used for further analysis as edge de-
tection had gross errors. The 16000 fps waveform is down-sampled to 2000, 4000, 5333,
and 8000 (downsampling factor of 1, 2, 3 and 8) to generate data at various frame rates.
Kalman smoothing and FFT-denoising are applied to the displacement waveforms extracted
from the downsampled videos. For each simulated recording, the vocal fold contours are
extracted and the kinematic features for the mid glottal region are computed. The median
of per cycle feature computation is used for further analysis. The aim of this section is to
study the impact of the frame rate and the proposed processing on the kinematic-feature
computation and not to compare the actual displacement waveforms generated from differ-
ent frame rate videos.
Kinematic features computed for interpolation-only, denoising-only and interpolation-following-
denoising cases are compared to the Kalman smoothed 16000 fps signal. In Chapter 4, it
was shown that even at higher sampling rates the spatial quantization is pronounced, (Fig.
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4.5 and Eq.4.11). Hence the Kalman smoothed 16000 fps displacement waveform is taken
as the reference. In cases where interpolation is used, the waveform up-sampled to 16000
Hz through interpolation after employing each of the smoothing technique.
The Mean Absolute Percentage Error(MAPE) for each pair of smoothing and upsampling
technique is computed as:
ek[s, f , i, d] =
∣∣∣∣∣ (xk[s, f , i, d] − xk[s, 16000, 0, 1]) 100xk[s, 16000, 0, 1]
∣∣∣∣∣ (5.3)
where s = 1, 2, 3, ..., 24 is the subject index. f = 2000, 4000, 8000 or 16000 is the frame
rate. i = 0, 1, 2 are the interpolation method index representing no interpolation, spline
and sinc interpolation respectively. d = 1, 2 is the smoothing method index representing
Kalman smoothing and FFT-denoising respectively. k represent the kinematic feature and
xk its value. The effect of processing on the error is analyzed in the following sections.
5.4.1 Impact on timing based features
Open quotient and speed quotient are features which are independent of the measured am-
plitude. Their accuracy depends on measuring opening, closing and peak-amplitude in-
stants accurately. These estimates become more precise as number of sampling instants
increase. So any stable interpolation should reduce errors. It must be noted that since vo-
cal folds are not tracked while closed the opening and closing instants are found by linear
extrapolation.
The MAPE for these features are calculated using Eq.5.3. MAPE for open quotient esti-
mation using various processing is plotted in Fig. 5.2. The error-bars indicate T statistic
95% confidence limit. It can be seen that the interpolation, irrespective of the method, has
reduced the error. The interpolation schemes have brought MAPE from 14 -16% to around
5% for 2000Hz frame rate. Kalman smoothing by itself did not make any difference to the
62
error rates. But the least value for MAPE is obtained when Kalman smoothing is applied
along with either interpolation.
MAPE for speed quotient are plotted in Figs. 5.3, 5.4. Interpolation schemes reduced the
MAPE from 70% to more acceptable 13% for 2000 fps. A substantial reduction in error is
achieved by interpolation for all frame rates except 8000Hz. The smoothing schemes did
not have any effect on the speed quotient estimation errors.
Speed quotient estimate, being the ratio of opening time to closing time is sensitive to any
errors in closing, opening and peak amplitude instant estimation. At 2000Hz, the number
of points in each phase is small. For example, a 200 Hz waveform with 0.5 open quotient
will only have 5 samples in the open phase. This caused speed quotient MAPE for 2000Hz
to be very high. The interpolation brought the MAPE down to a more acceptable value.
The two interpolation techniques did not differ significantly. Here also the lowest error
rates are seen when Kalman smoothing followed by interpolation is done.
5.4.2 Impact of processing on Peak Displacement
In HSDLI recording, the sensor activations within a sampling interval is integrated to-
gether. This causes the vocal fold edges to blur as sampling interval increases. But increase
in sampling interval reduces the sensor noise by increased illumination. These two op-
posing effects on image quality reduces the impact of sampling rate on Normalized-peak-
displacement (Dp) estimation. From fig. 5.5, it can be seen that error with no processing
remained the same across the sampling rates.
The vocal fold velocity is seen to be the lowest at peaks. This reduces error due to slower
frame rate. Hence the effect of interpolation is very limited. This is evident in figs. 5.5
and 5.6. With the error low to begin with (6%), Kalman smoothing and FFT-denoising
increased the error slightly. While loss of non-harmonic frequency components may have
increased the error for FFT-denoising, modeling error made Kalman smoothing to intro-
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(a) (b)
(c) (d)
Figure 5.2: Mean Absolute Percentage Error(MAPE) Open quotient. a) Interpolation only,
b) Smoothing only c) Smoothing after spline interpolation d) Smoothing after sinc interpo-
lation.
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(a) (b)
(c) (d)
Figure 5.3: Mean Absolute Percentage Error(MAPE) Speed Quotient Left. a) Interpola-
tion only, b) Smoothing only c) Smoothing followed by spline interpolation d) Smoothing
followed by sinc interpolation.
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(a) (b)
(c) (d)
Figure 5.4: Mean Absolute Percentage Error(MAPE) Speed Quotient Right. a) Interpola-
tion only, b) Smoothing only c) Smoothing followed by spline interpolation d) Smoothing
followed by sinc interpolation.
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(a) (b)
(c) (d)
Figure 5.5: MAPE peak displacement left. a) Interpolation only, b) Smoothing only c)
Smoothing followed by spline interpolation d) Smoothing followed by sinc interpolation.
duce errors. Kalman smoothing error rate is highest at 2000 fps where the modeling is the
least accurate. The error decreases with increase in frame rate.
5.4.3 Impact of processing on velocity features
The correctness of velocity features (normalized average and peak) depend on both timing
and amplitude estimate. Such features need both smoothing and interpolation for a better
estimate. From fig. 5.7 it can be seen that for normalized average velocity-Left, least error
was achieved by Kalman smoothing followed by interpolation. The same is true for right
side. (Fig. 5.8). The impact of processing is highest for 2000 fps with error rate dropping
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(a) (b)
(c) (d)
Figure 5.6: MAPE peak displacement right. a) Interpolation only, b) Smoothing only c)
Smoothing followed by spline interpolation d) Smoothing followed by sinc interpolation.
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(a) (b)
(c) (d)
Figure 5.7: MAPE Normalized Average Opening velocity, left. a) Interpolation only, b)
Smoothing only c) Smoothing followed by spline interpolation d) Smoothing followed by
sinc interpolation.
from 30% to 13%.
For normalized average closing velocity the best error rate was for FFT-denoising followed
by interpolation(Figs. 5.9, 5.8). Here also both interpolation and denoising are required as
the feature is dependent on both timing and amplitude estimation. There was no significant
difference between Kalman smoothing and FFT-interpolation.
The normalized maximum velocity (Closing and opening) are very sensitive to spatial
quantization as they are computed from instantaneous velocities. Any discontinuities in
the sampling waveform will cause in a big error in instantaneous velocity estimation. Such
discontinuities increase with increase in sampling rate. For eg: refer to Fig. 4.5. So de-
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(a) (b)
(c) (d)
Figure 5.8: MAPE Normalized Average Opening velocity, right. a) Interpolation only, b)
Smoothing only c) Smoothing followed by spline interpolation d) Smoothing followed by
sinc interpolation.
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(a) (b)
(c) (d)
Figure 5.9: MAPE Normalized Average Closing velocity, left. a) Interpolation only, b)
Smoothing only c) Smoothing followed by spline interpolation d) Smoothing followed by
sinc interpolation.
71
(a) (b)
(c) (d)
Figure 5.10: MAPE Normalized Average Closing velocity, right. a) Interpolation only, b)
Smoothing only c) Smoothing followed by spline interpolation d) Smoothing followed by
sinc interpolation.
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(a) (b)
(c) (d)
Figure 5.11: MAPE Normalized Peak Opening velocity, left. a) Interpolation only, b)
Smoothing only c) Smoothing followed by spline interpolation d) Smoothing followed by
sinc interpolation.
noising is a required processing before calculating normalized maximum velocity. This is
demonstrated in Figs 5.11, 5.12, 5.13, 5.14. For unprocessed signal, the error increases
rapidly as the frame rate increases. Interpolating the noisy signal also makes the error
worse. But Kalman smoothing and FFT-denoising reduced the spatial quantization noise
and made normalized peak velocities less error prone.
5.5 Discussion
The results presented in the previous section showed that interpolation and smoothing tech-
niques are required for estimating all the kinematic features except peak displacement. The
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(a) (b)
(c) (d)
Figure 5.12: MAPE Normalized Peak Opening velocity, right. a) Interpolation only, b)
Smoothing only c) Smoothing followed by spline interpolation d) Smoothing followed by
sinc interpolation.
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(a) (b)
(c) (d)
Figure 5.13: MAPE Normalized Peak Closing velocity, left. a) Interpolation only, b)
Smoothing only c) Smoothing followed by spline interpolation d) Smoothing followed by
sinc interpolation.
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(a) (b)
(c) (d)
Figure 5.14: MAPE Normalized Peak Closing velocity, right. a) Interpolation only, b)
Smoothing only c) Smoothing followed by spline interpolation d) Smoothing followed by
sinc interpolation.
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values plotted in figures are listed in Tables 2-8. It can be seen that the interpolation im-
proved the estimation of timing dependent features, (open quotient and speed quotient).
On the other hand, neither the interpolation nor the smoothing reduced the normalized
peak displacement errors. The velocity based features required both smoothing and inter-
polation.
5.5.1 Choice of interpolation technique
The previous section did not show a significant difference between sinc and spline inter-
polated features. We can conclude that for normal phonation both techniques will perform
equally. Though section 5.3 demonstrated that for sustained phonation, sinc interpolation
was able to predict the missing data points more accurately, the computed features did not
benefit from it. This may be due to the fact a reduction from about 0.59 pixel quantization
error to 0.23 pixel error did not affect the waveforms which are 10 or more pixels high. But
it is apparent that interpolation is required especially for low sampling rates ( < 5333Hz).
As discussed in section 5.3 while sinc interpolation will be better for sustained phonation,
spline interpolation will be suited for onset and offset studies where the displacement am-
plitude and frequency changes for each cycle.
5.5.2 Choice of smoothing technique
From the results shown in section 5.4, Kalman smoothing performed better than FFT-
Denoising. FFT-denoising by its soft-thresholding throws away non harmonic components
of the waveform. Though signal energy is mostly limited to the harmonics of the fundamen-
tal frequency, there is some signal energy at non harmonic frequencies too. FFT-denoising
tends to smooth out these. On the other hand, Kalman smoothing does not throw away
these non harmonic components (cycle-to-cycle variation) as it can correct for observation
which does not agree with the model.
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For non stationary segment of displacement waveform, Kalman smoothing may be pre-
ferred. Kalman smoothing uses a linear model that estimates acceleration in each stage
within first order approximation. This estimate is then further refined by the current sam-
ple. This allows Kalman smoothing to incorporate per cycle variation. On the other hand,
non-parametric FFT-denoising always makes the waveform smoother. This behavior of
FFT-denoising can smooth out any cycle-o-cycle variation.
Smoothing by Kalman filter is controlled by setting the minimum expected error. The
observation noise variance r (Eq. 4.19) is set to 1 and is reduced till the mean expected error
become less than 0.5 pixels. Such a parameterization limits the smoothing. In practice,
based on the quality of the recording like illumination, subject movement and presence of
mucus bridge, the expected error may be increased.
5.5.3 Relevance of signal processing
Most HSDLI systems used at clinics are 2000 or 4000 fps. [18, 13]. Any frame rate
above 4000 fps is mainly limited to research purposes. An increase in frame rate with
the same level of sensor noise is only possible with better quality of optical sensor and
hardware capable of reading the sensor faster. This increase the price of HSDLI system
and prevents wider acceptance. Lack of wider acceptance in turn prevents standardization
of kinematic features. For the kinematic features discussed in this work to be of wider
relevance, they must be able to be computed with sufficient accuracy at lower frame rates.
For these features to be extended to children, they must be able computed at even lesser
samples per cycle.
Table. 5.1 lists the recommended processing for each kinematic feature with and without
processing. The suggested frame rate is the rate at which the error becomes comparable to
the lowest error for both left and right vocal folds. It can be seen that Kalman interpolation
and smoothing brings down the error rate and the required frame rate substantially. If we
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do Kalman smoothing and interpolation, timing based features can be extracted at 2000 fps
with negligible difference from that of 8000 fps. The velocity features require 8000 fps
after preprocessing. The average velocities may be extracted from 4000 fps with negligi-
ble degradation. The velocity features without these pre-processing steps are not reliable.
Normalized peak displacement can be extracted from 2000 fps unprocessed displacement
waveform. These findings compliment the findings from [18] which analyses the effect
of frame rate on the subjective evaluation of the vocal fold movement and features. Ex-
pert observers were made to evaluate the recordings at different frame rates. The study in
[18] concluded that at 5333 Hz observer could differentiate the fold movement from that
recorded at 16000 fps. At 2000 Hz observers not only could differentiate the movement,
but also would give a different clinical evaluation. This agrees with the results for the un-
processed waveform. The velocity based features presented in this work are more sensitive
to the frame rates. The work reported in [18] recommends 8000 fps for clinical evalua-
tion of the vocal fold movement. This study shows that while by Kalman smoothing and
interpolation objective measures can be reliably obtained from recordings at lower frame
rate.
5.5.4 Gender effect on Feature estimation errors
Since number of samples in open phase is greater for males, we may expect male recordings
to have lesser error than females. But male recordings also tend to be darker[18]. This
makes the edge detection more error prone. Also the male vocal folds are thicker than
females causing the inferior edge to overlap with superior edge during detection. Hence,
although the male contains more points per cycle, they are more prone to error that exceed
quantization noise. Because of the opposing effects of more samples per cycle and poorer
quality image, the effect of gender on error rate cannot be easily estimated. Figures 5.15
- 5.21 show MAPE for different kinematic for males and females after Kalman smoothing
and interpolation. As in other plots, error bars indicate 95% confidence limit. The limited
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(a)
Figure 5.15: MAPE open quotient, male-female comparison. The error is computed after
Kalman smoothing and interpolation
number of subjects (6 females and 5 females) have made the confidence interval wide.
Though there is a trend that males have higher error than females, this cannot be established
beyond doubt.
5.6 Conclusion
This chapter evaluated the impact of Kalman smoothing, FFT-denoising, sinc interpolation
and spline interpolation. FFT-denoising and Kalman smoothing are alternate methods to
mitigate the effect of spatial quantization. Sinc and spline interpolation are methods to
reduce the error due to limited frame rates. It was demonstrated that Kalman smoothing in
general performed better in mitigating spatial quantization noise. There was no difference
between sinc and spline interpolation for feature estimation from sustained phonation.
With Kalman smoothing and interpolation applied, the required frame rate for feature esti-
mation can be reduced (Table. 5.1). Without processing, Open Quotient was estimated with
acceptable error at 4000 fps. With the processing, comparable error rate may be achieved
at 2000 fps. For speed quotient, the feature can be estimated at 2000 fps with processing.
Without processing a frame rate of 8000 fps is required. For velocity based features, pro-
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(a) (b)
Figure 5.16: MAPE speed quotient, male-female comparison. a) Left b) Right after Kalman
smoothing and interpolation
(a) (b)
Figure 5.17: MAPE peak displacement, male-female comparison. a) Left b) Right after
Kalman smoothing and interpolation.
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(a) (b)
Figure 5.18: MAPE average opening velocity, male-female comparison. a) Left b) Right
after Kalman smoothing and interpolation.
(a) (b)
Figure 5.19: MAPE average closing velocity, male-female comparison. a) Left b) Right
after Kalman smoothing and interpolation.
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(a) (b)
Figure 5.20: MAPE peak opening velocity, male-female comparison. a) Left b) Right after
Kalman smoothing and interpolation.
(a) (b)
Figure 5.21: MAPE peak closing velocity, male-female comparison a) Left b) Right after
Kalman smoothing and interpolation.
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Table 5.1: Recommended processing for each kinematic features
Feature Recommended processing With Processing Without Processing
Open Quotient interpolation 2000 4000
Speed Quotient
interpolation,
Kalman smoothing 2000 8000
Normalized
peak displacement No Processing 2000 2000
Normalized Avg.
opening velocity
interpolation,
Kalman smoothing 8000 Needs processing
Normalized Avg.
closing velocity
interpolation,
Kalman smoothing 5333 Needs processing
Normalized peak
opening velocity
interpolation,
Kalman smoothing 8000 Needs processing
Normalized peak
closing velocity
interpolation,
Kalman smoothing 8000 Needs processing
Table 5.2: MAPE for kinematic features with no processing (%)
2000 4000 5333 8000 16000
Open Quotient 12.96 3.52 14.95 8.55 7.28
Speed Quotient Left 69.37 35.56 19.80 11.50 15.74
Speed Quotient Left 71.41 31.12 26.29 11.43 24.14
Peak Displacement Left 8.03 7.90 9.54 10.18 3.83
Peak Displacement Right 10.67 6.77 10.18 6.96 4.64
Avg. Opening Velocity Left 34.57 21.49 14.92 14.73 16.08
Avg. Opening Velocity Right 32.52 15.38 14.88 11.35 15.77
Avg. Closing Velocity Left 37.06 26.32 26.35 18.26 11.25
Avg. Closing Velocity Right 37.69 19.68 15.32 17.71 8.61
Peak Opening Velocity Left 48.67 34.72 25.43 26.18 139.35
Peak Opening Velocity Right 51.43 33.87 27.33 48.59 151.92
Peak Closing Velocity Left 45.88 36.22 56.74 91.05 261.97
Peak Closing Velocity Right 51.90 37.86 46.97 59.74 223.57
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Table 5.3: MAPE for kinematic features with spline interpolation (%)
2000 4000 5333 8000 16000
Open Quotient 5.37 3.74 4.16 4.34 7.28
Speed Quotient Left 12.60 11.91 9.98 10.27 15.74
Speed Quotient Left 14.78 9.11 8.58 9.06 24.14
Peak Displacement Left 7.53 7.83 9.07 9.52 3.83
Peak Displacement Right 10.56 6.68 9.50 7.43 4.64
Avg. Opening Velocity Left 15.16 13.48 29.90 29.68 16.08
Avg. Opening Velocity Right 14.59 17.25 11.09 21.90 15.77
Avg. Closing Velocity Left 8.95 13.45 14.23 17.26 11.25
Avg. Closing Velocity Right 13.97 19.65 19.85 14.02 8.61
Peak Opening Velocity Left 29.37 31.64 68.42 99.44 139.35
Peak Opening Velocity Right 29.70 23.18 84.28 191.18 151.92
Peak Closing Velocity Left 26.75 26.04 113.18 277.73 261.97
Peak Closing Velocity Right 29.31 27.65 61.76 99.52 223.57
Table 5.4: MAPE for kinematic features with Sinc interpolation (%)
2000 4000 5333 8000 16000
Open Quotient 4.93 3.68 3.80 6.41 7.26
Speed Quotient Left 11.94 11.34 12.32 12.49 14.13
Speed Quotient Left 14.02 9.81 8.55 7.60 11.45
Peak Displacement Left 7.76 7.65 9.36 10.53 3.47
Peak Displacement Right 11.07 6.55 9.80 7.06 4.57
Avg. Opening Velocity Left 16.62 13.05 14.37 12.80 11.26
Avg. Opening Velocity Right 16.30 29.89 22.27 33.02 12.59
Avg. Closing Velocity Left 8.49 13.03 16.28 19.33 13.42
Avg. Closing Velocity Right 14.03 19.71 22.42 13.83 12.45
Peak Opening Velocity Left 29.86 17.03 51.22 61.44 106.35
Peak Opening Velocity Right 28.81 21.31 18.32 29.14 106.86
Peak Closing Velocity Left 25.49 30.37 54.19 120.64 278.41
Peak Closing Velocity Right 27.68 20.13 27.48 36.24 183.58
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Table 5.5: MAPE for kinematic features with Kalman smoothing and sinc interpolation
(%)
2000 4000 5333 8000 16000
Open Quotient 6.651 4.89 4.08 4.00 0
Speed Quotient Left 15.32 12.47 12.12 11.36 0
Speed Quotient Left 19.13 11.245 10.62 8.71 0
Peak Displacement Left 13.74 9.87 8.75 8.49 0
Peak Displacement Right 13.54 10.89 20.61 7.35 0
Avg. Opening Velocity Left 19.48 13.30 9.69 7.37 0
Avg. Opening Velocity Right 14.06 13.95 24.13 9.20 0
Avg. Closing Velocity Left 13.33 14.52 13.14 16.53 0
Avg. Closing Velocity Right 20.20 23.57 25.42 14.60 0
Peak Opening Velocity Left 33.21 31.74 19.80 23.14 0
Peak Opening Velocity Right 36.27 26.61 20.28 19.74 0
Peak Closing Velocity Left 32.67 27.71 22.25 20.82 0
Peak Closing Velocity Right 29.47 28.89 25.05 31.02 0
Table 5.6: MAPE for kinematic features with FFT-denoising followed by spline interpola-
tion (%)
2000 4000 5333 8000 16000
Open Quotient 9.67 9.51 6.30 6.03 4.15
Speed Quotient Left 17.50 15.30 14.13 11.26 5.93
Speed Quotient Left 18.42 16.55 15.12 11.22 10.41
Peak Displacement Left 10.23 12.71 11.26 7.70 4.08
Peak Displacement Right 9.91 8.58 9.61 6.62 4.04
Avg. Opening Velocity Left 22.07 24.51 19.21 15.70 10.65
Avg. Opening Velocity Right 17.40 18.02 15.12 11.80 10.10
Avg. Closing Velocity Left 13.49 13.87 15.10 12.40 9.50
Avg. Closing Velocity Right 15.94 16.21 13.34 9.36 8.83
Peak Opening Velocity Left 35.33 37.00 30.80 27.14 37.38
Peak Opening Velocity Right 34.67 30.37 29.96 28.66 29.28
Peak Closing Velocity Left 29.40 33.10 33.17 27.80 28.87
Peak Closing Velocity Right 28.87 28.08 23.42 26.35 37.10
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Table 5.7: MAPE for kinematic features with Kalman smoothing followed by Sinc inter-
polation (%)
2000 4000 5333 8000 16000
Open Quotient 6.20 5.46 4.08 3.86 0.05
Speed Quotient Left 15.64 10.86 12.12 10.01 0.87
Speed Quotient Left 17.50 9.11 10.62 7.31 0.93
Peak Displacement Left 13.15 9.78 8.75 8.29 0.01
Peak Displacement Right 13.91 10.72 20.61 7.19 0.00
Avg. Opening Velocity Left 20.40 11.01 9.69 8.13 0.23
Avg. Opening Velocity Right 14.75 12.94 24.13 9.68 0.65
Avg. Closing Velocity Left 13.97 15.72 13.14 16.50 0.58
Avg. Closing Velocity Right 18.85 22.32 25.42 14.74 0.62
Peak Opening Velocity Left 32.33 33.44 19.80 11.79 0.13
Peak Opening Velocity Right 32.68 24.13 20.28 18.98 2.27
Peak Closing Velocity Left 29.72 26.57 22.25 18.62 2.40
Peak Closing Velocity Right 29.24 29.50 25.05 25.54 0.65
Table 5.8: MAPE for kinematic features with FFT-denoising followed by Sinc interpolation
(%)
2000 4000 5333 8000 16000
Open Quotient 9.21 9.64 6.39 5.87 4.15
Speed Quotient Left 16.71 15.30 13.85 9.90 5.99
Speed Quotient Left 17.66 14.98 15.81 12.15 10.53
Peak Displacement Left 10.07 12.88 11.29 7.69 4.09
Peak Displacement Right 10.33 8.63 9.30 6.59 4.04
Avg. Opening Velocity Left 22.89 25.35 19.35 15.58 10.75
Avg. Opening Velocity Right 17.95 17.96 15.27 12.28 9.83
Avg. Closing Velocity Left 14.06 13.99 15.45 12.49 9.70
Avg. Closing Velocity Right 16.01 15.15 13.07 10.04 9.04
Peak Opening Velocity Left 38.45 37.15 31.33 25.83 37.41
Peak Opening Velocity Right 34.92 30.23 30.09 28.79 29.29
Peak Closing Velocity Left 29.12 34.99 33.52 27.71 28.88
Peak Closing Velocity Right 32.33 28.08 23.42 26.35 37.08
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cessing are required. This is more true for normalized peak velocities. Since the normalized
peak velocities are computed from instantaneous quantities, without processing the error
rates were seen to increase with frame rate.
Most of the currently published high-speed data is collected at 4000fps or 2000fps. Hence
the stabiltiy of features at these frame rates are critical. At 2000fps only the normalized
peak displacement was found to be stable without any processing. With processing, open
quotient and speed quotient were also stable. At 4000fps normalized peak displacement
and open quotient are stable and the processing made speed quotient stable too. It is also
important to note that the velocity based features, except normalized average closing ve-
locity, required a frame rate of 8000fps even after the processing.
Due to the limited number of recordings, effect of gender on frame rate could not be in-
ferred. But as male recordings have lesser illumination and more samples per time period,
they may be sampled at lower frame rate than females.
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Chapter 6 Structured Light High Speed Laryngeal Endoscopy
Chapter 3 introduced kinematic features which are not absolute. The displacement is com-
puted relative to the glottal length. The normalized kinematic features are indicative of
the stress the folds are undergo during deformation. But they cannot be used for direct
measurement of the forces acting on the folds. For example, estimating the impact at the
closing of the vocal folds requires the knowledge of actual velocity rather than the normal-
ized. This requires measuring the vocal fold displacement in absolute physical quantities.
In order to do absolute physical measurements, the depth of the vocal fold from the endo-
scope must be estimated. This can be done only by modifying the imaging hardware. The
most commonly used approach is to project a laser dot or pattern. The camera captures
the pattern and triangulate the depth based on prior calibration. The previous methods are
described in the first section. The following section describes a structured light projection
system presented in [41], which facilitates the measurement of the physical distances from
endoscopic recordings. In the discussed method, the ambient illumination is lowered to
make the patterns visible in in-vivo recordings.
The first section reviews the previous works and the following sections presents an overview
of the system presented in [6] and the algorithm introduced by this work.
6.1 Previous works
The measurement of physical dimensions and horizontal displacements from endoscopic
recordings uses the principle of laser triangulation. The strategies employed include the
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projection and detection of calibration patterns like dots, lines or a regular grid of dots.
The earlier works used a single laser beam as the calibration pattern [86, 87, 88]. The laser
triangulation set up for a single laser beam is illustrated in Figure 6.1. The laser source at
an offset from the endoscope head, projects the laser beam at an angle resulting in a bright
spot in the captured image. d and l are distances of the imaged laser dot and its projection
in the imaging plane to the optical axis of the endoscope. f is the focal length and z is
the depth of the measured surface from the lens. θ is the angle the laser projection makes
with the optical axis of the endoscope lens. By trigonometry, z tan θ = a + l and a/z = d/ f .
Combining the two equations gives:
z =
l f
f tan θ − d
(6.1)
Since focal length, the angle of laser projection and the focal length can be held constant;
the depth and the location of the measured point in the image plane are associated by the
relationship:
z =
A
B + d
(6.2)
The constants A and B are estimated from a calibration process. With the knowledge of
depth and magnification factor, physical dimensions are measured.
The specular reflections coming in the endoscopic recordings are very similar to the laser
dot pattern which makes the detection of the laser dot in the image difficult [89, 90]. Target-
ing the dot to the vicinity of the vocal fold while recording also pose operational difficulties.
Instead of the dot a horizontal line was projected in [90] to make the pattern distinct in the
image. In [90] depth Kymograph (recording of single row of image over time) is made by
projecting a horizontal line to the mid region of the vocal fold. A custom laser projection
system is used to stretch the laser into a single horizontal line. Instead of using one point,
multiple points are calibrated and projected in [91]. In [91], lesion areas are measured by
calculating the depth at the nearest laser dot.
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Figure 6.1: Line drawing illustrating the principle of laser triangulation
An alternate approach which simplifies the calibration is to use the distance between two
laser patterns as the reference [92, 89, 93, 94, 6]. In [92] two laser spots 8 mm apart are
projected into the field of view. Since the lasers do not diverge significantly, the distance
between the laser spots in the image is marked as 8 mm and is used as a ruler to measure
the vocal fold length and displacement. In contrast to the device in [92] which uses two
separate laser sources, the device in [89, 93] employed one laser source and two co-axial
mirrors tilted at 96.8◦ from the optical axis. The first mirror passes 50% of the light through
it while the second one reflects 100% of the light incident on it. The mirror arrangement
creates two parallel laser beams separated by 3.8 mm The optics of the two laser endo-
scope is further improved in [95]. In this work, a laser and a double reflecting mirror is
used. The mirror reflects 40% of the incident light from the front side and another 36%
from the side parallel to it. The use of a single mirror eliminates any error in the align-
ment between the two reflecting sides. The two point laser employed in [94] uses yttrium
vanadate birefringent crystal beam splitter to create two parallel laser beams.
The two dot systems have the same difficulty of the laser spot detection and targeting as the
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one dot systems. In [96], two horizontal lines are projected instead of the dots to make the
pattern more distinct. The parallel lines separated by 5.4 mm are projected into the field of
view to obtain depth kymography. The lines are estimated using Hough Transform. The
tilt of the imaging plane compared to the optical axis is the main source of error for all
the techniques which uses the parallel patterns. In [6] the possible tilt of the vocal folds
imaging plane in relation to the endoscope optical axis is accounted for by using a detailed
calibration process. The laser projecting endoscope is calibrated by imaging a grid pattern
at depths 6 to 10cm and tilt angles of 15◦ to 25◦. The laser patterns obtained during the
calibration process are used as templates for pattern matching with the in-vivo recordings.
The algorithms for mapping a complete 3D mapping of the vocal fol oscillations are also
being developed [97]. [97] projects an array of 14 × 14 dots on to the field of view. The
coordinates of the laser projection system is transformed into the coordinates of the endo-
scopic camera by homographic transformation. Stereo vision (knowledge of depth of one
point from two sources) is used to recreate the 3D coordinates. The system faces challenges
of low contrast and miniaturization.
The initial methods of vocal fold depth estimation employed one laser beam for triangula-
tion. The one dot laser is sensitive to the alignment of the laser source. Change in offset or
angle of the laser source due to mechanical shock or movement, will introduce high errors.
It is also difficult to target the laser spot in the vicinity on the folds and simultaneously pre-
venting it from falling inside the glottal area. The specular reflections seen in high speed
recording makes the detection of the dot pattern difficult. Though use of two laser points
made calibration easier, the issues of targeting and detection remain. Replacing dots with
lines greatly helped with the detection and targeting of the pattern. Adoption of parallel
horizontal lines seems to be the best suited method. The work in [96] also presents a ro-
bust line detection algorithm. Hough transform and vertical kymographs are used to detect
the lines robustly. The work suggested an error of around 2 mm of the hardware and the
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detection algorithm combined.
The method described in this chapter projects 21 parallel vertical lines on to the field of
view. Multiple lines eliminates the need for targeting the pattern onto the vocal fold. The
structured light projection system adds only 3 mm to the commercially used high speed
endoscope. The small size ensure that the system can be used for examining even the
pediatric subjects. The calibration of the endoscope is an easy and a one time process.
6.2 Algorithm
This section describes the algorithm for depth and physical measurement estimation. The
laser projection system projects a regular pattern of vertical lines or stripes in to the field
of view. As the endoscope and the laser are offset, the position of the stripes shifts with
the depth of the imaging plane. Let lk be the column coordinate of the kth stripe edge from
the optical axis, where k = 1, 3, 5, ... represent left edges and k = 2, 4, 6, ... represent right
edges. We have:
lk = α(k)zk + β(k) (6.3)
where zk is the imaging plane depth. Le the image coordinate/pixel at which the lk be
(x′k, y
′
k). Then by pin-hole camera model, it is related to the corresponding real world coor-
dinate by rotation, translation and scaling. This transformation is represented by:

x′k
y′k
1
︸︷︷︸
P
=

r11 r12 tx
r21 r22 ty
0 0 1
︸             ︷︷             ︸
R

sx( f , zk) 0 0
0 sy( f , zk) 0
0 0 1
︸                          ︷︷                          ︸
S

xk
yk
1
︸︷︷︸
W
(6.4)
where (xk, yk, zk) are the real world coordinates of the kth line edge. R(z) represents the ro-
tation and translation while S( f , z) represents the scaling. For real world planes which are
at same depth from the camera plane, R(z) stays the same. This is illustrated diagrammat-
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Figure 6.2: Mapping of real world coordinates to camera pixels. Ray diagram illustrating
the relationship between the depth, image coordinates and the real world coordinates
ically in Fig. 6.2. All the real world planes shown in the figure undergo same rotation and
translation. Conversely, a point in camera plane (x′, y′) represent a locus of point on the ray
R−1P which undergoes same rotation and translation. Hence once the depth is estimated
using Eq. 6.3, real world coordinates can be estimated using Eq. 6.4.
Hence the real world depth can be measured using, Eq.6.3 and Eq.6.4, if αk(z) , βk(z),R(z)
and S( f , z) can be estimated. These parameters are estimated by the calibration process
explained in the next section.
6.3 Calibration
The calibration apparatus is shown in figure 6.5. The apparatus consists of a calibration
grid mounted on a stepper motor. The calibration grid consists of dots separated by 5mm.
The motor moves the grid through a rail at high precision steps. The apparatus and camera
is mounted in such a way that the patterns are at same z. Fig. 6.5b shows the stripes
projected on the grid and Fig. 6.5a shows the endoscope resting on a stable support and
the calibration grid mounted on the stepper motor rail. The grid can be moved to various
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Figure 6.3: Structured light pattern as viewed through the endoscope. The vertical stripes
projected to a plane at 3mm depth as viewed through the endoscope.
depths through a computer interfaced control.
6.3.1 Line edge to depth mapping
Line edge to depth mapping is given by Eq. 6.3. This stage of calibration involves estima-
tion of α(k) and β(k). This relationship of 2 unknowns can be solved by recording the stripe
locations at a minimum of 2 depths. The calibration apparatus is used to project stripes at
z = 30 mm. The pixel column coordinates are recorded manually. This is repeated for
depths, z = 28.5mm, 27.6mm and 2.69mm. The calibration procedure thus far gave, lk and
zk at 4 different depths. This data is formulated as an over determined system with 2 un-
knowns. The unknowns are estimated by solving the system in least square sense. More
planes than required is used to determine the parameters more robustly. Any small errors
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Figure 6.4: Laser stripe projected onto the calibration grid. The grid is kept approximately
at 3mm from the endoscope and viewed through the endoscope. The inner 12 points are
used for calibration for rotation and translation. The stripe edge location is calibrated for
the depth.
in picking pixel coordinates or calibration mount gets reduced by using more planes. The
estimated relationship is plotted in fig 6.6.
6.3.2 Pixel coordinates to real world mapping
The relationship between pixel coordinates and the corresponding real world co-ordinates
is defined by Eq.6.4. In Eq. 6.4, S can be forced into arbitrary constant by resizing the
image appropriately. For this, the circular border present in the endoscopic recording frame
is resized to 500 pixels diameter. The circular border due to a physical frame located at a
fixed depth from the camera. Hence this resizing brings all the recording to some constant
arbitrary scale/depth. For simplicity, without loosing generality we can choose this depth
in such a way that S becomes an identity matrix. In practical use, focal length of camera
will be changed to make the imaged features clearer. The resizing of the circular border
to 500 pixel diameter undoes that effect too, making the calibrated parameters valid at all
focal lengths.
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(a)
(b)
Figure 6.5: Structured light endoscope calibration apparatus
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Figure 6.6: Stripe edge location to imaging depth mapping. 14 lines represent the edges
formed by 7 stripes.
For estimating R(z) consisting of 6 parameters, it is required to image at-least 6 points at
the same depth. The calibration apparatus is used to image a calibration grid pattern of
12 dots at the same depth from the camera’s plane. There pixel coordinates are manually
recorded. This give an over determined system which is solved in a least square sense to
estimate R. Using 12 points instead of required 6 makes the calibration more robust.
6.4 Procedure for measurements on the vocal fold
In in vivo recordings, the illumination provided by the Xenon light source of the endoscope,
made the stripes wash out at 4000 fps. Hence the measurements were carried out at 60 fps at
highly reduced ambient illumination. The pixel to milli-meter ratio estimated at 60 fps was
then mapped to 4000 fps recording using glottal length. To estimate the pixel to millimeter
ration, for an in vivo recording, the user first identifies the stripe which is closest to the
vocal fold. The user then inputs the pixel coordinates (x′, y′) of multiple points located on
this edge. The depth is estimated from the edges horizontal coordinate (x′) using Eq 6.3.
The depth along with (x′, y′) is used to map the pixel locations to real world coordinates.
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Figure 6.7: Stripes projected on the vocal folds. The contrast is enhanced by averaging 10
frames.
The pixel to millimeter conversion factor is computed as:
γ =
1
(N − 1)!
n=n
m=n∑
n=1
m,n
‖pn[x, y], pm[x, y]‖2
‖pn[x′, y′], pm[x′, y′]‖2
(6.5)
where N is the number of user input points. ‖·, ·‖2 represents the Euclidean distance between
the points. The glottal length is then marked in both 60 fps and 4000 fps recordings. The
pixel to millimeter conversion factor for 4000 fps is computed by the following equations.
Lmm,60 = γ60 × Lpix,60 (6.6a)
γ4000 =
Lmm,60
Lpix,4000
(6.6b)
where L is the glottal length and suffixes represent the frame rate (60fps or 4000fps) and
the unit of length (pixels or millimeter). The features like displacement are measured in
pixels and converted to millimeters by multiplying with γ4000.
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(a) (b)
Figure 6.8: Phantom model as viewed through the endoscope. The user marked features
are illustrated. (a) Few stripe points close to the vocal fold edge is marked by Red dots.(b)
The Glottal length is marked using the red line.
6.4.1 Stripes contrast enhancement
Even at 60 fps the contrast is low. They must be enhanced using post processing. During
the recording most of the image is stationary. At 60fps the vocal folds also appear to be
not moving. Hence a number of frames can be averaged together to enhance the stripe
contrast. Each row of the averaged image is subsequently band-pass filtered over range
of expected stripe frequencies (5 to 10 pixels/cycle) to emphasize the stripes. The stripe
enhanced image is given by:
Î[x′, y′] = h[x′] ∗
10∑
i=1
I[x′, y′, i] (6.7)
where i is the discrete time index and I[x′, y′, i] represent ith frame. h[x′] represent the
horizontal bandpass filter. The stripe edge points p[x′, y′] are accepted from the user after
providing them with Î[x, y]. An example of the stripe enhanced image is shown in Fig. 6.7.
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6.5 Precision and Accuracy
The precision and the accuracy of the device are computed by measuring a custom de-
veloped phantom model. The glottal length of model is estimated as 17.81mm using an
electronic caliper. The image of the phantom model kept roughly at 40mm from the endo-
scope was captured for 15 times. The phantom model as recorded by the laser projection
endoscope is shown in Figure 6.8. The red dots on Fig. 6.8a are the user given estimate of
where the stripe lies. The red line on Fig.6.8b is the marked glottal length. The depth and
the physical dimensions are then computed using Eq.6.3 and Eq.6.4 respectively. The bias
or the deviation from the expected result is measured as:
b =
1
Q
Q∑
q=1
l̂[s] − L (6.8)
where q is the observation number and Q is the total number of trials. The variability in the
measured value is represented by the standard deviation of the observed measurements. A
bias of +0.13mm and a variability of ±0.23mm was observed.
6.6 Application
The developed laser endoscope is applied in-vivo to validate its usability. Kinematic fea-
tures which are indicative of the forces acting on vocal fold during phonation are evaluated.
for 11 volunteers. This study is reported in [6].
Vocal fold length[98],membranous length[98], peak vibratory amplitude, amplitude-to-
length ratio, peak closing velocity and the impact velocity are measured in absolute phys-
ical units. Points to calculate the phonatory and membranous lengths of the vocal folds
were marked during the maximum open phase of the phonatory cycle, where the vocal
folds are in a slightly abducted position. The estimated average vocal fold length during
phonation for adult male was 14.92 mm, for adult female was 11.38 mm, and for children
101
Table 6.1: The features measured using stripe projecting endoscope. The average and std.
deviation(in parenthesis) is given.
Children(n=5) Male(n=2) Female(n=3)
Child
Nodule
Glottal Length (mm) 6.35(1.18) 14.95(1.43) 11.38(0.81) 5.16
Membranous
Length (mm) 4.66(0.97) 11.36(0.99) 8.2(0.33) 4.08
Peak Displacement (mm) 0.31(0.08) 1.00(0.73) 0.64(0.11) 0.53
Amplitude-to-Length
Ratio 0.050(0.015) 0.060(0.015) 0.057(0.010) 0.102
Average Closing
Velocity (m/s) 0.34(0.08) 0.52(0.02) 0.45(0.06) 0.48
Impact Velocity(m/s) 0.50(0.08) 0.56(0.01) 0.63(0.1) 0.68
was 6.35mm. The membranous length of the vocal folds, as expected was smaller than the
phonatory length of the vocal fold. The mean peak amplitude was smallest for typically de-
veloping children (0.31 mm), compared to adult females (0.64 mm), and adult male (1.00
mm). Similarly average closing velocity and impact velocity were smallest for typically
developing children compared to adult females and adult males. Compared to the typi-
cally developing children, the child with vocal fold nodules, demonstrated higher average
closing velocity and impact velocity.
6.7 Discussion and conclusion
This work presented on obtaining the absolute measures of the vocal fold kinematics by
projecting vertical laser stripes onto the field of view of the endoscope. The usage of the
device is not significantly different from that of the conventional endoscopic examination.
Since the stripes are present in all parts of the image no special maneuvering is required
to bring the stripes closer to the vocal fold. The current system suffer from low contrast
for the stripes which is circumvented by recording at lower frame rate. The recordings
were carried out at both 60fps and 4000 fps. Signal processing techniques are employed
to enhance the stripe pattern. Glottal length marked in both the recordings is used to get a
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pixel to millimeter conversion ratio.
The absolute measures presented in Table 6.1 are good indicators of higher impact stress.
Though any strong conclusion cannot be drawn due to small sample size, use of structured
light endoscope for obtaining absolute physical measures is established by recording those
parameters for volunteer subjects.
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Chapter 7 Conclusion
This work presented on using HSDLI for inferring vocal fold kinematics. HSDLI has the
potential to aid in clinical evaluation of vocal fold kinematics, and provide additional infor-
mation than conventionally used stroboscopy. HSDLI can be used even for severe patho-
logical conditions. But with HSDLI, it is difficult to manually examine all the recordings.
Even if the observers are able to view the recordings, it is impossible to judge subtle vari-
ations among them. Hence, objective, computer aided evaluation is required. This work
brings wider clinical acceptance a step closer by making contributions to multiple stages in
the objective evaluation of vocal fold kinematic features.
7.1 Vocal Fold edge tracking
Firstly, a vocal fold edge tracking algorithm is presented. This is the primary step in ob-
jective evaluation of the high-speed-video and any error here propagates to the following
stages of kinematic feature extraction. So it is highly desirable to be able to verify and
intervene if necessary. The algorithm presented in Chapter 2 enables user-intervention by
illustrating the edge detection as an overlay on 30 fps playback. The algorithm parame-
ters can be adjusted interactively using sliding bars. The implementation (VCAbeta) has a
video player like interface to pause, play, step through frame by frame or seek to a specific
frame. The implementation integrates with audio and other modalities like EMG and EGG
for simultaneous viewing and evaluation. This synchronized playback assist in choosing
the right segment (sustained, onset, offset) for displacement waveform extraction.
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Unlike the previous methods, the edge tracking algorithm is tested for children along with
adults. The previous methods either handles each frame independently or are computation-
ally intensive. This work presented an algorithm which uses the information from contigu-
ous block of frames, but is also not computationally intensive. The reliable displacement
waveform extraction, along with the post-processing enabled feature analysis which are lo-
calized to mid-glottal area. Earlier works used glottal area or kymographs to extract, timing
rations or asymmetries. The edge detection presented in this work enabled the computation
of velocity related features which are indicative of geometric deformation of the fold.
During edge detection, the region within the frame where there is consistent motion is
identified. Within this region, the darker region is segmented out by minimizing inter-class
variance. The thresholds for Region Of Interest (ROI) localization and edge segmentation
are computed for a group of neighboring frames to increase stability, especially when folds
are almost closed. This prevents including wrong regions when no glottal region is present.
The number of frames used is controlled using a forget factor.
The presented algorithm adapts to subject movement as ROI is estimated for each frame.
ROI is estimated by giving closer frames higher weights than farther frames. This makes
the algorithm ideal for pediatric recordings. The algorithm is also equally applicable to
adult population. The algorithm demonstrated sub-pixel agreement with expert markers in
the mid glottal region. The usability is demonstrated by using the software on a dataset
of 55 and 40 subjects for two independent studies[41, 44] involving subjects from male,
female and child population.
The edge tracking is designed for cases where there is repeated movement. The repeated
movement need not be periodic. For cases where the vocal fold motion is gradual, like
when folds are moving from rest position to phonating position, the algorithm may fail as
ROI will extend to the whole image. In these images, the glottis covers large area of the
frame and is illuminated. Methods like grabcut [99] maybe better for such cases where
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folds are always wide open and movement is slow.
7.2 Frame rate - spatial resolution relation
In Chapter 4, the relationship between maximum desirable sampling rate and the available
spatial resolution is derived as (Eq. 4.11):
fs,max =
pNp
osm
where sm = max
{
s
s + 1
,
1
s + 1
}
where fs,max is the maximum desirable frame rate. p is the vibration fundamental frequency
and Np is the maximum displacement in pixels. o is the open quotient and s is the speed
quotient.
By Shanon-Nyquist theorem, applied in the temporal domain, greater the frame rate, more
higher frequencies can be re-constructed. Hence higher sampling frequency increases the
fidelity with the analog process. But the displacement waveform extracted from HSDLI are
sampled both temporally and spatially. Though higher sampling rate increases the accuracy
of timing estimate, at rate above fs,max, it does not aid in tracking the vocal fold position.
The vocal folds at these redundant samples appear as stationary. Moreover these additional
samples, introduces errors for interpolation and extrapolation as slope at some consecutive
points appear as zero. Hence the sampling rate for HSDLI is a function of vocal fold
velocity and resolution.
7.3 Processing on displacement waveform
Chapter 4, 5 described and demonstrated various processing on displacement waveform to
mitigate spatial quantization and limited frame rates. It was shown that Kalman smoothing
and interpolation (sinc or spline) reduced the errors due to digital sampling. It was seen
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that open quotient and speed quotient estimation errors at 2000fps after processing became
comparable or to that of 8000 fps. The velocity features which had high errors without
processing could be reliably computed at 8000 fps after processing. The peak displacement
could be extracted from 2000 fps even without processing. From these we can conclude
that Kalman smoothing followed by interpolation reduces the required frame rate and can
help in wider use of HSDLI.
Kalman smoothing is recommended, as while mitigating the quantization it can also track
cycle-to-cycle variation. For sustained phonation, sinc interpolation may be better. But for
interpolating a non stationary signal spline interpolation which uses local information is
preferable.
7.4 Stability of kinematic features
In Chapter 5, the kinematic features which are stable at even low frame rates (2000fps
and 4000fps) are identified. After processing, the normalized displacement, open quotient
and speed quotient were found to be stable at even 2000fps. All the velocity features
except normalized average closing velocity require a frame rate of 8000fps. The normalized
average closing velocity required a frame rate of 5333fps. It must be noted that speed
quotient without processing was found to be extremely unstable at frame rates 4000fps and
below. For reliably estimating speed quotient without the processing a frame rate of at least
8000fps is required.
7.5 Use of structured light for measuring actual lengths
Use of structured light projection for measuring physical dimensions is examined in chapter
6. The design of the apparatus was done in [24]. Author developed a FFT based algorithm
to extract the stripes from poorly illuminated images. This method can be extended to
extract any repeating patterns. Use of structured light for 3D kinematic measurements
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are being currently actively pursued in this field [100]. Use of the FFT-spectrum based
extraction may prove beneficial to such attempts.
7.6 Future works
Vocal fold edge extraction algorithm was developed by focusing on sustained phonation.
Though algorithm does not assume periodicity, it uses motion to localize the folds. The
algorithm hence may find pathological cases like partial paralysis challenging. The un-
published work [44] uses the algorithm for subjects with nodule, but recordings of partial
paralysis is only subjectively evaluated using one subject. In future, the algorithm is to be
tested more thoroughly with pathological subjects.
The ROI estimation is generic in nature such that, within the ROI, methods like active
contour or region growing can be tried. The intensity-based thresholding, within the nicely
localized ROI seemed to be sufficient, but other segmentation methods can be attempted.
Though the analysis of spatial and sampling errors done in Chapter 4 demonstrated that
an increase in frame rate will be of little benefit without an increase in spatial quantiza-
tion. The findings must be backed by a more elaborate study. Ideal data set should include
recordings of very high spatial resolution. This can then be down-sampled to various res-
olutions. Since even with a resolution of 639 × 639 vocal folds displacement covered a
maximum of 15 pixels, such a study is not practical for now. But analysis may be done by
spatially sub-sampling by a factor of 2.
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