Abstract. We study the Orchard relation defined in [3] for generic configurations of points in the plane (also called order types). We introduce infinitesimally-close points and analyse the relation of this notion with the Orchard relation.
Introduction
A finite set P = {P 1 , · · · , P n } of n points in the oriented affine plane R 2 is a generic configuration if three points in P are never collinear. Two generic configurations of n points P 1 and P 2 are isotopic if they can be joined by a continuous curve of generic configurations.
Two generic configurations P 1 and P 2 are isomorphic if there exists a bijection ϕ : P 1 −→ P 2 such that the two triangles having vertices P, Q, R ∈ P 1 and ϕ(P ), ϕ(Q), ϕ(R) ∈ P 2 induce either always identical or always opposite orientations for all triplets {P, Q, R} of points in P 1 . In the former case we call P 1 and P 2 orientedly isomorphic. The (oriented) isomorphism classes of all generic configurations are called (oriented) order types by some authors, especially in Computer Sciences (see [1] and [2] ).
Isotopic configurations are of course orientedly isomorphic. We ignore to what extend the converse holds.
A line L ⊂ R 2 separates two points P, Q ∈ R 2 \ L if P and Q are in different connected components of R 2 \L. Given a generic configuration P, we denote by n(P, Q) the number of separating lines defined by pairs of points in P \ {P, Q}. 
Definition 1.1 (Orchard relation).
We set P ∼ Q if we have n(P, Q) ≡ (n − 3) (mod 2) for two distinct points P, Q ∈ P of a generic configuration P.
The following result is then a special case of a more general fact, see [3] .
Theorem 1.2 (Orchard Theorem). The Orchard relation is an equivalence relation on the set of points P of a generic configuration, which consists of at most two classes.
The name of this result comes from the fact that it yields a canonical rule to plant trees of two species at prescribed generic locations in an orchard.
We call the induced (generally non-trivial) partition the Orchard partition of P. Orchard partitions yield invariants for studying generic configurations of points in the affine plane. Iterative use of the Orchard partition, i.e. dividing the set of points into Orchard classes, and iterating this on each class, produces an invariant which distinguishes many pairs of non-isomorphic generic configurations and which is easy to compute and handle.
The present paper is devoted to the illustration of the planar Orchard Theorem applied to generic configurations of n points in the affine plane. Such configurations arise naturally and many features of them have been considered by other authors. This paper yields another such contribution devoted to Orchard properties.
Configurations with trivial Orchard partition (monochromatic configurations) are especially noteworthy to study since they are the "atoms" of the theory. We will describe a few infinite monochromatic families and constructions involving monochromatic configurations.
We introduce and study also some properties of a notion which we call infinitesimal-closedness. This property is useful for understanding some monochromatic families and has also some independent interest. The paper is organized as follows. Section 2 recalls the proof of the Orchard Theorem in the planar case. We also recall and prove the corresponding flip proposition. Section 3 lists all generic configurations having up to 6 points, together with their Orchard partitions. Section 4 deals with infinitesimally-close points and the effect on the Orchard relation after deleting two such points.
The remaining part of the paper is centered on monochromatic configurations. Section 5 gives the complete list of monochromatic configurations up to 7 points. Section 6 deals with some constructions preserving monochromatic configurations. Section 7 describes some monochromatic families.
Section 8 uses a data-base of Aichholzer, Aurenhammer and Krasser for collecting some statistics related to the Orchard partitions on the set of all generic configurations having at most 9 points.
Proofs of the Orchard Theorem and of the flip property for planar configurations
In this section we prove the planar version of the Orchard Theorem and the flip property along the lines of [3] . The planar setting allows a slight simplification.
Three points P i , P j , P k of a generic planar configuration P = {P 1 , · · · P n } define three lines which subdivide the projective plane into four triangles: ∆ 0 , ∆ i , ∆ j , ∆ k , as illustrated in Figure 1 . Figure 1 . Division of the projective plane into four tri-
Denote by α i the number of lines connecting two points in P \ {P i , P j , P k } and separating (in the affine plane of course) P i from both points P j and P k . The numbers α j and α k are defined analogously. For * ∈ {0, i, j, k} denote by σ * the number of points in P\{P i , P j , P k } which are in the interior of the triangle ∆ * . Lemma 2.1. We have
Proof. We prove the first formula. The others follow by symmetry.
For a line L separating P i from P j we have two cases:
In the first case, P k ∈ L, the line L separates either P i from P k or P j from P k (see e.g. line L 1 in Figure 2 ). Such a line L yields hence a contribution of 1 to either α i or α j .
If P k ∈ L, then L is defined by the point P k and by another point Q which belongs either to ∆ 0 or to ∆ k (consider line L 2 or L 3 in Figure  2 ).
Figure 2. A few lines in a generic configuration
Proof of Theorem 1.2. Reflexivity and symmetry of the Orchard relation are obvious. We have to establish transitivity.
Let P i , P j , P k be three points such that P i ∼ P j and P j ∼ P k . We have to show that P i ∼ P k .
Since P i ∼ P j and P j ∼ P k we have n(P i , P j ) ≡ (n − 3) (mod 2) and n(P j , P k ) ≡ (n − 3) (mod 2). Adding the equations
obtained by Lemma 2.1, we get
The interiors of the four triangles ∆ 0 , ∆ i , ∆ j and ∆ k contain all points of P \ {P i , P j , P k } by genericity and we have hence
We get therefore
which shows that P i ∼ P k .
The fact that the Orchard relation has at most two classes follows from the implication P i ∼ P j and P j ∼ P k =⇒ P i ∼ P k (the proof of which is, up to a minor change, as above).
A flip is the most elementary move relating non-isomorphic generic configurations:
of n points are related by a flip if there exists a continuous path of configurations
is generic for all −1 ≤ t ≤ 1 except for t = 0. The configuration P(0) has exactly three aligned points, each crossing transversally at t = 0 the line spanned by the two other points.
Geometrically, a flip transforms an almost "flat" triangle formed by three points of P which are nearly aligned into its "mirror", see Figure  3 for an illustration. We leave it to the reader to show that every pair of generic configurations with n points can be related by a path involving only isotopies and a finite number of flips. 
n } be two generic configurations related by a flip involving three points R, S, T ∈ P corresponding to R ′ , S ′ , T ′ ∈ P ′ . For any two points P, Q we have:
(1) if P, Q ∈ {R, S, T } or P, Q ∈ P \ {R, S, T }, then:
} is never aligned with two other points of P(t). This shows the equality
On the other hand, V (t) ∈ {R(t), S(t), T (t)} will be involved transversally in the unique alignement {R(0), S(0), T (0)} during the flip. For such a point V (t) and P (t) ∈ P(t) \ {R(t), S(t), T (t)} we have hence
which proves the result.
All generic configurations up to 6 points
This section contains the complete list (up to unoriented isomorphisms) of all generic configurations having at most 6 points together with the corresponding Orchard partitions.
We represent the two classes by black and white vertices. The choice of the black class is of course arbitrary: In case of classes having different cardinalities, black is used for the class containg more elements. In case of a draw, the choice of the black class is arbitrary. In this section, we study configurations containing a pair P, Q of points with n(P, Q) = 0 (no separating lines). Such pairs of points will be useful for constructing monochromatic configurations. The following proposition describes the change in the Orchard relation induced by deleting two infinitesimally-close points: Proposition 4.3. Let R, S ∈ P be two infinitesimally-close points of a generic configuration P having n points. Denote by L the line containing R and S and by P ′ = P \ {R, S} the subconfiguration of P after deletion of R and S.
(1) If P, Q ∈ P \ {R, S} are not separated by L, then P ∼ P Q if and only if P ∼ P ′ Q .
(2) If P, Q ∈ P \ {R, S} are separated by L, then P ∼ P Q if and only if P ∼ P ′ Q . Proof. If P, Q are not separated by L, then n P (P, Q) and n P ′ (P, Q) have the same parity. Indeed, if a separating line between P and Q is generated by R (say) and a second point T ∈ P \ {R, S, P, Q}, then the line generated by S and T separates P and Q too. The number of such lines is hence even. If the line L spanned by R and S separates two points P, Q ∈ P \ {R, S} then the number n P (P, Q) − n P ′ (P, Q) is odd since it contains, together with all pairs of lines mentioned above, also the line L.
Remark 4.4. Generic configurations consisting of few points have generally pairs of infinitesimally-close points. Generic configurations having a huge number of points however have only rarely infinitesimallyclose points.
4.1. Infinitesimal contractions and infinitesimally equivalent configurations. Let P be a configuration with two infinitesimallyclose points R and S. This implies that the two configurations P \ {R} and P \ {S}, obtained by deleting either R or S from P, are isotopic. We call the isotopy class P ′ of P \{R} the infinitesimal contraction of P along [R, S]. Two configurations P, P ′ related through an infinitesimal contraction are infinitesimally related. Two configurations P 1 and P 2 which can be joined by a path of infinitesimally related configurations are infinitesimally equivalent and the set of all configurations infinitesimally equivalent to P forms of course an equivalence class. Nothing interesting can be said concerning Orchard properties of such a class since removal of a point changes the Orchard relation dramatically. It has however a nice property given by the following result.
Theorem 4.5. Each equivalence class of infinitesimally related configurations contains a unique (up to isomorphism) minimal representative. The minimal representative of a configuration P can always be constructed as a subconfiguration reached through a succession of infinitesimal contractions starting at P.
Proof. We have to prove unicity of a minimal representative. Choose a minimal sequence γ(0), γ(1), . . . , γ(l) with γ(i) minimally adjacent to γ(i + 1) relating two such minimal representatives. By minimality of γ(0) and γ(l) there is a first index i such that γ(i+1) is an infinitesimal contraction of γ(i) along [R, S] . This implies that the point R or S has been added before, thus contradicting the minimality of the sequence γ(0), . . . , γ(l).
Remark 4.6.
(1) Infinitesimal contractions admit a sort of inverse: Given a generic configuration P of n points, choose a point R ∈ P and one of the (n − 1) opposite pairs of cones delimited by lines through R and P \ {R}. Add now a new point S very close to R in the interior of one of the two chosen opposite cones. This clearly yields a configuration with n(R, S) = 0 and every configuration of (n + 1) points infinitesimally adjacent to P can be constructed in this way. 
Monochromatic configurations
This section is devoted to the study of monochromatic configurations which are configurations with trivial Orchard partition.
Figures 9-12 contain all monochromatic configurations (up to nonoriented isomorphism) having at most 7 points.
(4) (3) Proposition 6.1. Let P be a monochromatic configuration having two infinitesimally-close points P and Q in its convex hull. Then P \{P, Q} is also monochromatic.
Proof. Use Proposition 4.3.
This proposition can be used as follows: Construction 6.2. Let P = P ′ ∪ {P, Q} be a generic configuration with an odd number of points having two infinitesimally-close vertices P, Q in its convex hull. Suppose that P ′ is monochromatic and n(P, P 0 ) is even for some point P 0 ∈ P ′ . Then P is monochromatic.
Proof. Apply the previous proposition.
Remark 6.3. The same construction works also for a configuration P with an Orchard partition (n, n): Add (generically) two infinitesimallyclose points P, Q to P such that P, Q are in the convex hull of P ∪ {P, Q}. The configuration P ∪ {P, Q} has then Orchard partition (n + 1, n + 1).
There are of course many more constructions. Let us close this section by mentioning another one:
Given a monochromatic configuration P having an odd number of points, add generically two infinitesimally-close points P, Q. This yields a configuration P ′ having two classes C 1 and C 2 , with P, Q ∈ C 1 , which are separated by the line L through P, Q. Add now another pair of infinitesimally-close points P ′ , Q ′ defining a line L ′ parallel to L in such a way that L ′ separates P, Q from all points in C 2 . In the resulting configuration, the classes C 1 and C 2 merge. Only the new points P ′ , Q ′ might be outside this class. In this case, shift them along L ′ into a suitable position.
Some families of monochromatic configurations
In this section we describe some monochromatic families. Proof. Two adjacent vertices P and Q of the polygon satisfy clearly n(P, Q) = 0. This implies P ∼ Q since n is odd. Another monochromatic family can be described as follows:
Proposition 7.4. The following configuration P of 2n points is monochromatic for n ≥ 3: Consider n vertices spanning a regular polygon R (any convex polygon will in fact work) having n sides. Add n more points which are interior to R and very close to the midpoints of all edges in R (Figure 13 displays the example n = 5).
Proof. Consider first two adjacent vertices P and Q of the polygon R. Denote by S ∈ P the point near the barycenter (P + Q)/2 of P and Q. The points P and Q are separated by all lines through S and one of the remaining 2n − 3 points of P \ {P, Q, S}. Moreover, there are two more separating lines going through vertices adjacent to P and Q and through the corresponding near-midpoints of the edges adjacent to the edge [P, Q]. We have hence n(P, Q) = 2n − 1 ≡ 2n − 3 (mod 2) which shows that P ∼ Q.
The points P and S are separated by exactly one of the two extra lines mentioned above and hence we have P ∼ S too. 
3).
A monochromatic family involving congruences is given as follows: Proposition 7.6. Let n ≥ 5 be an odd number, such that (n + 1) ≡ 0 (mod 8) or (n + 1) ≡ 6 (mod 8). The n vertices of a regular polygon having n sides together with its barycenter yield a monochromatic configuration P of (n + 1) points (Figure 14 shows the case n = 5). Proof. It is easy to check that n(P, Q) = 1 for two adjacent vertices of the regular n−gon.
We have yet to show that n(P, C) is odd when P is a vertex of the regular n−gon and C is its barycenter. Any line L separating C from P comes together with its mirror obtained by reflecting L with respect to the line joining C and P (see lines L 1 and L 2 in Figure 15 ). Only separating lines orthogonal to the segment [C, P ] (like for instance line L 3 in Figure 15 ) have hence to be taken into acount when counting separating lines (mod 2). 
and the result follows.
Remark 7.7. For n ≡ 1 (mod 8) or n ≡ 3 (mod 8), the configurations considered in Proposition 7.6 have Orchard partition (n, 1).
A somewhat similar family is given by:
Proposition 7.8. Let n ≥ 3 be an odd number. The following construction yields a monochromatic configuration of 2n + 1 points: Draw the n verticesP 1 , · · · ,P n of a regular n-gon. Now replace each vertex P i by two infinitesimally-close points P i , P Proof. We have to check that n(P i , P ′ i ), n(P ′ i , P i+1 ) and n(P 1 , C) are even.
It is obvious that n(P i , P ′ i ) = 0. Moreover, n(P ′ i , P i+1 ) = 2 with two separating lines defined by the midpoint C and the two vertices opposite to the segment [P ′ i , P i+1 ].
It remains to check that n(C, P i ) is even. This follows from the fact that each line separating C from P i has at least one of its defining points in a pair of infinitesimally-close points different from P i and P ′ i .
Some statistics
Aichholzer, Aurenhammer and Krasser have computed a data-base of all generic configurations having n ≤ 10 points, up to unoriented isomorphism (see [1] and [2] ). Assuming completeness of their data-base, we have computed the Orchard partitions for all generic configurations having n ≤ 9 points. The results for configurations of 7, 8 and 9 points are presented in Tables 1-3 according to the size of the configuration's convex hull and the size of the two equivalence classes of the Orchard partition.
Monochromatic configurations are of course partitions of type (0, * ). 
