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I. INTRODUCTION 
In several important applications, such as the analysis of sonar and radar 
echoes and the decomposition of compound probability density functions, a 
satisfactory model consists of the representation of the observed function as a 
weighted sum of shifted replicas of a known function. An observed function is, 
according to this model, characterized by the weights and the shifts. It is the 
purpose of this paper to delineate several algorithms that are suitable for 
deriving weights and shifts from an observed function. Each of the algorithms 
were tested numerically and found to extend the resolvability of two “peaked” 
functions far beyond the classical Rayleigh limit. 
Our problem is the following. 
Given arbitrary functions e(t) and s(t), determine an integer n and a vector 
x = (x1, x2 ,..., zcsn) such that 
r(t) = e(t) - i xk$ - .Q+J (1) 
k=l 
is a function with minimum norm. In the applications of interest, the solution 
of (1) will result in the most faithful representation of an observed function 
e(t) as a sum of weighted and delayed replicas of the function s(t). In the 
vector x the first n components are weights while the last n components are 
delays. To keep the notation as uncluttered as possible, we shall let x,, , xI ,..., 
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represent a sequence of vectors. No confusion need arise between vectors and 
their components. 
The procedure consists of two parts. First, by means of spectral or cross- 
correlation analysis, the problem is transformed into a similar problem in 
which the same vector x appears but the functions y  and e and s are replaced 
by their transforms. The transform of s in both cases turns out to be simple 
in the sense that it has a dominant central peak that can be located with good 
precision. The result of the first part of the procedure is to yield a first estimate 
x,, of the vector x and to reduce the problem (1) to a more tractable form. The 
first part will be discussed in Section II under the heading of preconditioning. 
The second part of the procedure, termed iterative improvement, consists 
of using the first estimate of the vector x0 and the transformed functional 
equation to derive improved estimates of x. Several algorithms have been 
tried to accomplish this. The first is an adaptation of Newton’s method for 
finding the zeros of a function in a Hilbert space setting and results in 
generating a (hopefully) improved approximation to the solution vector x. 
Second, in order to overcome instabilities introduced by the need to invert 
matrices of large dimension in a full-blown application of Newton’s method, 
we turned to algorithms in which only one component in the functional 
decomposition is improved in each step. That is, only vectorial components 
xk and xk+n are improved at a time. Two algorithms were used in this con- 
nection: Newton’s method in two dimensions and one using a quadratic 
approximation of the correlation function near its peak. 
In order to evaluate the effectiveness of the algorithms, numerical experi- 
ments with acoustic data were run. It was found that the resolution of over- 
lapping peaks is improved remarkably by the methods presented here in 
comparison to the classical Rayleigh resolution criterion. This states, in the 
form appropriate to the present context, that the function 
e(t) = 
sin(t - A/2) 
t - 42 
+ sin(t + A/2) 
t+4/2 
can be “resolved into its components”, i.e., can be measured from the 
observed e(t), if A 2 r. The methods presented here can always resolve if 
A > r/4 and, with fortuitous choice of initial estimates, if A > n/S. 
II. PRECONDITIONING 
Preconditioning accomplishes two tasks. It furnishes a first estimate of the 
vector x and it transforms Eq. (I) into a form that is more suitable for the 
subsequent iterative solution. Two methods have been used. One is based 
on Fourier transform methods and the other employs the correlation function. 
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A. The Fourier Transform Method 
In keeping with established terminology that harks back to the origins 
of Fourier analysis, we shall call a transform variable a frequency, an interval 
of frequencies a band, and a function band limited if its Fourier transform 
vanishes outside a band of frequencies. 
Setting y(t) equal to zero in Eq. (1) and taking the Fourier transform of 
both members results in 
i xk exd-2Tz~xk+n) ‘(.f>. 
k=l 
This expression is, however, valid only for those frequencies for which 
S(f) and E(f) do not vanish, that is, only for the frequencies that lie in the 
common band in case s and consequently e are band limited. If in Eq. (2) 
we divide both members by S(f) and then take the inverse Fourier transform 
of the result, we obtain 
d(t) = i xk s, ex@nif(t - Xk+n)l df, (3) 
k=l 
where Q represents the pertinent band of frequencies. There are three 
structures of Q which must be treated separately. If 
then 
and the values of x,+i , x,+~ ,..., xan can be estimated as the positions of the 
maxima of d(t). The values of xi , x2 ,..., x, are approximated by the magni- 
tudes of d(t) at the observed maxima. The limit of resolution of this method 
is about I/w; i.e., if xt+,+i - xk++i < l/w, then the corresponding two 
maxima will have moved together so as to yield only one maximum. If 
then 
44 = i xk ( 
sin i7(2w, + w/2) (t - Xk+n) - sin ?7(2wC - w/2) (t - Xk+n) 
or 
k=l T(t - Xk+n) 
d(t) = 2 c Xk COS 2W,(t - Xk+n) 
sin v(w/2) (t - Xk+,&) 
+ - Xk+a) ’ 
(6) 
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Again the same method for estimating the x~+~‘s can be used. If 
then 
d(t) = i xk exp[27riw,(t - xK+J] 
sin aw(t - xk+J 
4t - Xk+n) (7) k=l 
and the real part will again have maxima near the points t = x~+~ and the 
magnitudes of these maxima will be close to xle . 
It should be noted that the form of Eqs. (4)-(7) is the same as that of 
Eq. (1) with y = 0. What has been accomplished is to eliminate any specific 
reference to the function s. 
The second method for determining x is based on correlation. Let us 
multiply both members of Eq. (1) by s(t - z) and integrate over the variable t. 
We can then write 
Rs,e(z) = f XkRs,s(Z - Xk+nh 
k=l 
where, for the functions f and g, 
&AM = Jrn f(t - 4&) dt 
--co 
(8) 
(9) 
is the well-known convolution integral. If the x~+~‘s are sufficiently separated, 
i.e., by more than l/w, then the position of the maxima of R,,,(z) provides 
first estimates for x,+r ,..., x,, and the magnitudes of the maxima divided by 
R,,,(O) provide estimates for x, , xs ,..., x, . 
III. ITERATIVE IMPROVEMENT 
Having found first estimates of x, , xa ,..., xan , we must now seek to 
improve them by iteration. The requirements for a good iterative method 
are the following. 
(1) Improvement of resolution. If one maximum actually corresponds 
to two separate components, the method should be able to resolve the two 
components. 
(2) If some secondary maxima have been confounded with primary 
maxima, the iterative method should be capable of eliminating them. 
(3) Finally, an improvement in accuracy in the evaluation of 
x,+r ,..,, xgn should result from the application of the method (i.e., the norm 
of y(t; xk) should be less than the norm of y(t; x& for all K). 
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Once the initial estimates have been made. Algorithm I turns to Newton’s 
method for their improvement. 
In keeping with the spirit of Newton’s method for finding the root of a 
function of one variable, we are looking for a vectorial increment 6x such that 
y(t; x + 6x) = y(t; X) + 5 ?!- 6x, + terms of higher order = 0. 
k=l axk 
Thus, we have an equation 
2n ay 
1 -6x, = -y(t; k) 
k-l % 
from which to determine the incremental vector components. At this point it 
is important to recall that both members of Eq. (10) are functions of t. In 
order to eliminate t and obtain 2n equations in 2n unknowns we could, for 
example, choose 2n values of t (tl , t a ,..., tzn) and evaluate both members of 
Eq. (10) at these 2n values. In a real situation this procedure has the drawback 
that demands for accuracy placed on the values of y and its partial derivatives 
at the special 2n points would be too great. In the presence of noise (due to 
inaccuracies in measurement, in.the model, round-off errors, etc.) the above 
method of creating 2n equations in the 2n unknowns should be rejected as 
being unstable. 
Actually, however, this method is just one realization of a general method 
of deriving 2% equations in 2n unknowns from Eq. (10). The general method 
postulates that 2n linear functionals be chosen, yr , yz ,..., yzn , and applied 
to both members of Eq. (10). The result is then 
LEl yf (2) 6xk = -d) (f = 1, 2 ,..., 24. 
We now have a nonhomogeneous linear system of equations in the 
unknowns 6x, (k = 1, 2,..., 2n), and this system has a unique solution only if 
the matrix M with elements 
is nonsingular. 
To obtain a solution by iteration, suppose at the rth step an approximate 
solution x, has been calculated. To determine the next, hopefully improved, 
approximant x,+i , we set 
sxr = x,+1 - x, 
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and let 
(13) 
and 
ge’ = -Ye’(Y’). 
Then 
M%+l = MrxT - g’ 
and, if MT has an inverse, then 
X - x, - (MT)-lg’. r+1 - 
(14) 
(15) 
(16) 
It has been shown [l] that, if the initial guess x,, is sufficiently close to a 
solution, then the sequence of approximants x,, , x1 , xa ,..., converges to the 
solution. 
We must now choose the functionals yi . Let 
and 
ri+n(f) = jrn f(t) [- v’(t - ~i+n)l 4 --m 
where s’ denotes the derivative of s. The matrix MT, defined by Eq. (14), 
takes the forms 
M;,k = Jrn s(t - 4+,) s(t - G+n) dt, -a3 
M’ &n,k = s 
w s(t - x;+J [- q’s’(t - x;+,J] dt, 
--a0 
and 
MT t.k+n = s 
ml [- x,s'(t - 4+,)14t - 4+3 4 --co 
MT -"y [-- ftn,ktn  x,rs’(t - x~+~)] [- x;s’(t - x;+~)] dt --m 
for d = 1, 2,..., 11 and k = 1, 2 ,..., n. 
By using the notion of convolution or correlation, we can write the above 
matrix elements more conveniently as 
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for & = 1, 2 ,..., n and k = 1, 2 ,..., n. But 
Therefore, 
for L = 1,2 ,..., n and K = 1, 2 ,..., n. The vector gr 
given by Eq. (14) takes the forms 
whose components are 
and 
ger = S’O e(t) s(t - x;+n) dt = Rs,&;+n> 
--m (18) 
s m d+?l = 49 [-- dR -cc xes’(t - x;+,J] dt = xe --$ T=Z2+n 
Equations (17) and (18) h s ow that the only data that we require for the 
application of Newton’s method are the correlation functions R,,, and R,,, . 
I f  these are furnished by observation, numerical differentiation will yield 
the remaining matrix and vector elements. 
In the course of iteration, it is necessary to update the matrix M and the 
vector g at each step. This, however, is very easily done since it involves no 
more than a table look up of the values of functions and their derivatives at 
new values of their arguments. 
This method has most of the advantages and disadvantages of Newton’s 
method in one dimension. If  the starting vector x,, is close to a solution, the 
algorithm will usually converge rapidly to the solution, but occasionally it 
will diverge or oscillate due to minor anomalies in the function y(x; t). For 
example, if the partial derivatives of y  with respect to the components of x 
are very small, their numerical calculation and use becomes very difficult if 
adequate precision is to be maintained. To solve the 2n equations in the 2n 
variables xi , a matrix inversion is required, and the success of such an inver- 
sion is dependent upon the matrix involved being nonsingular. Moreover, a 
matrix inversion may not be feasible numerically for a variety of reasons 
(very small determinant, weak main diagonal, nearsingular), all of which 
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reflect on the linear functionals chosen to construct the matrix and not on 
any pathological behavior of the function near a zero. In any event, the 
inversion of a matrix of large degree is a very slow operation. 
Some of the difficulties encountered with a multidimensional Newton’s 
method process stem from the attempt to alter all components of xi simultane- 
ously. Algorithms II and III optimize the parameters of each term in the sum 
separately and thus reduce the overall complexity markedly. Consider the 
function 
ei(t) = e(t) - 5 xjs(t - xi+J. 
j=l 
j#i 
(19) 
If  xi is close to a solution of Eq. (I), then I will well represent the portion 
of e(t) to be described by x&t - x~+,J. The task of fitting x&t - xi+J to 
ei(t) is certainly less complex than the original problem. If x&t - xi+,J is 
fitted to ei(t) for i = 1, 2, 3 ,..., n in succession, one iteration will have been 
accomplished in which the iteractions among the components of xi have been 
considered. 
Algorithms II and III differ in their means of fitting x&t - xi+J to ei(t). 
Algorithm II employs Newton’s method in two dimensions, i.e., Method I 
for n = 1. There are many linear functionals that could be used on (2), but 
all are similar to the following: Use Newton’s method in one dimension on z 
to estimate a new value of x for which the derivative of the correlation R(z) 
between e<(t) and s(t - z) is zero. l At this value of z the correlation is pre- 
dicted to be a local maximum, if positive, or a local minimum, if negative. Set 
the new x+, = x, and set the new xi to the value of the correlation at x~+~ . 
Algorithm III is the quadratic-fit method. Again we determine the position 
and value of a local maximum or local minimum of R(x), the correlation 
between e$(t) and s(t - z). This time, we fit a quadratic curve in .a to R(z) 
after making measurements of R(z) at z = xi+,, , x = x~+~ - E, and 
z = xi+,, + E. The curve is fitted to R(z) simply by passing the unique 
parabola through the three points (Xi+, , R(xi+,)), (xifn + E, Z?(X~+~ + E)), 
and (x~+~ - E, R(x#+~ - l )). I f  the quadratic fit has a maximum or minimum 
between x~+~ - E and xi+, + E, we set the new value x~+~ equal to the posi- 
tion of that extremum and continue iteration until the position of the extre- 
mum of the quadratic fit is at x~+~ . xi is then set to R(xi+,J and the step is 
finished (see Fig. 1). 
It is possible that the quadratic fit may not have an extremum between 
xi+72 - E and xi+ + E (see, e.g., Fig. 2). In this case, we use whichever of 
xitn + E is closer to the extremum of the quadratic fit (in Fig. 2, xitn - G) 
for the new x~+~ and continue the iteration. 
1 That is, compute R’(.q+,) and R”(x,+,) and set z = q+, - RI(x~+,J/R”(x~+,). 
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X,.h-EX,.h X,.h+@ 
----A* 
FIGURE 2 
IV. EVALUATION OF THE ALGORITHMS BY NUMERICAL EXPERIMENTS 
These algorithms were tested competitively with others under a variety of 
circumstances. 
1. One measure of the performance of such algorithms is their ability 
to reconstruct functions of the form 
e(t) = f  x,s(t - Xk+n), 
k=l 
cw 
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where y(t) could be identically zero. In particular, suppose n = 2 and 
e(t) = s(t - TV) + s(t - TV), for some predetermined function S. Then an 
algorithm’s performance (relative to the function S) could be measured by 
its ability to separate and reconstruct the two s components of e as 71 appro- 
ached 72 . 1 71 - 72 / is the actual “separation” between the two s components, 
so the minimum value of 1 71 - 72 / for which s(t - T& + s(t - TV) can be 
reconstructed is one quantitative measure of performance of an algorithm. 
A number of computer runs were made for a specific case of special interest: 
sin(t) 
s(t) = 7 . 
This function is characterized by a large maximum (value, + 1 .O) at t = 0 
and small minima (-.217) at t w f1.43~. Our test case then became 
sin(t - TV) 
e(t) = t _ T + 
sin(t - TV) 
1 t--r2 . 
(21) 
Lord Rayleigh in dealing with light was concerned with the analogous pro- 
blem of resolving 
and decided that a separation j t, - ‘us / of r would allow visual differentiation 
of the peaks. Actually, his resolvability criterion is generous in the sense that 
the peaks may come closer together and still be distinguishable by eye. We 
have taken the liberty to generalize the Rayleigh criterion to our situation and 
FIG. 3. Two waves separable by “Raleigh criterion.” 
estate it, retaining its essence as a limit of visual resolution. This limit occurs 
when the midpoint between the two peaks is neither a dip nor a rise. For our 
function e(t) this occurs at about 4z~/3. A more precise value of the separation 
is 4.16 (see Fig. 3). 
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To compare our algorithms with the classical result 
were carried out using the following matrix elements: 
R s 
m sin Z-(t - T) sin CT~ 
SAT) = __ dt 
-cc 7r(t - T) nt 
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above, calculations 
= s m --m @UT 1 X(f)12 df = F , 
whereX(f)=Ifor--Q<f<iandX(f)=OforIfl>+, 
aR%s - ‘fT x cos x - sin x 
a7 x2 ! *=117 
and 
a2R 
--!+ = f  [-2x2 cos x + x(2 - x2) sin x]~=,, . a72 
Algorithm I, the four-dimensional Newton’s method, does much better 
than the “Rayleigh criterion”. It can separate the two functions if 
/ 71 - 72 ) > 7?7/10 w 2.2 
(see Fig. 4), an improvement of almost two to one over classical methods. 
FIG. 4. Two waves separable by method I. 
Algorithms II and III do better yet. They are each always capable of 
separating the two functions if ( 71 - 72 j >, 7r/4 m 0.8 rad (see Fig. 5). With 
fortuitous choice of initial points (e.g., on opposite sides of 71 and TV), they 
will succeed if ( 71 - 72 / > 7rjS w 0.4 rad. 
FIG. 5. Two waves separable by methods II and III. 
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(2) Another measure of performance of an algorithm is its behavior under 
stress, i.e., in the presence of noise. Suppose now that 
sin(t - TV) 
44 = t _ 7 
sin(t - T& 
1 
+ f  _ 
72 
+ m(t) (n = 2 again), (23) 
where m(t) is some random noise function of expectation zero. The ability 
of an algorithm to extract the parameters TV and 72 in the presence of various 
amounts of noise is another indication of its merit. Theoretically, all the 
algorithms discussed here should behave well in the presence of noise. This is 
because each algorithm operates not on the value of e(t) at any particular 
point but instead on various integral transforms of e(t). Under such a trans- 
form, random noise of expectation zero should vanish (on the average) and 
have no effect on the operation of the algorithm. 
The theoretical expectations were largely met here. Taking e(t) to be of 
the form shown in (23), m(t) was given a Gaussian distribution. All algorithms 
were tested, and none showed any significant degradation of performance, 
to the limits of the test [average value of 1 m(t)1 < 0.51. 
The ultimate test of performance is, of course, the power of the method in 
resolving real data into components. The algorithms were used to analyze the 
acoustic echo received after a pulse of sound was projected against an under- 
sea target. One model of the physical process of echo formation holds that, as a 
first approximation, the received echo can be represented as a superposition 
of weighted and delayed replicas of the emitted pulse. A consequence of this 
model is that the weights and delays will to some extent characterize the 
reflecting object. By employing the Fourier transform preconditioning 
procedure described above and using the known functional form of the 
emitted pulse, the problem was transformed into one dealing with a super- 
position of (sin(t))/t functions, plus noise. A particular echo that was analyzed 
first by Algorithm I into nine components after four iterations, and after only 
two iterations by Algorithm III (the quadratic-fit method) is shown in Fig. 6. 
The original function is shown by the solid curve, and the reconstructed 
function is shown by the dotted curve. 
V. SUMMARY 
We have discussed a number of ways of solving the important problem of 
calculating the weights and shifts for a function that can be represented as a 
sum of weighted and shifted replicas of a given function. The analysis con- 
sists of first transforming the problem to a canonical form and obtaining a 
first estimate of the number of components and weights and delays associated 
409/46/3-5 
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with them. Subsequently, this estimate is improved by using one of three 
iterative algorithms. These algorithms are compared with regard to their 
efficiency by using both artificially contrived functions and functions that 
were obtained from measurement of acoustic echoes. It is found that the 
methods presented perform very efficiently in resolving a function of the 
postulated type into its components. 
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