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Abstract 
Word segmentation is the first step to process language that written in non-Latin letters such as such as Javanese 
script. In this study, we report our work on word segmentation based on dictionary approach. In the first phase, we 
generate all possible segmented word series using a word dictionary. The correct word is selected based on the last 
character in a word, the last two characters in a word, the difference of two consecutive words, and the frequency of 
the word in the additional corpus. The experimental results show that identifying words using the frequency of 
words in the additional corpus yield the best accuracy that is 91.08%. 
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1. Introduction 
Javanese is one of the local languages exists in Indonesia. According to www.ethnologue.com, the number of its 
speaker is 84.3 million 1. There is around more than eighty million people who speak Javanese which is the biggest 
spoken language in Java Island. Javanese has non-Latin characters which are known as Hanacaraka Javanese script. 
Javanese script is considered as abugidas, which is a kind of a way of writing characters by combining consonants 
and vowels into a single syllable in a unit2. The Javanese script has some punctuation marks such as commas, period, 
colon, and other characters to mark the end of the sentence. 
Generally the non-latin characters do not contain any delimeter to separate words so we need to develop an 
approach to recognize the words. For example, in the sentence “aku maca koran” or “I read a newspaper”, written 
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as (˅ˉ˽˔ˇ˿ˉ̀ˈˆ̄) Aku or “I” (˅ˉ˽), maca or read (˔ˇ), and koran (˿ˉ̀ˈˆ̄) or 
the newspaper, are not separated by a space. 
As mentioned in3, in the area of Natural Language Processing (NLP), prior to further processing, text that is 
written in non-Latin characters need to be to be split into units of words. This process is known as segmentation 
stage. Applications that require this process include the automated machine translation, POST Tagger, sentence 
parser etc. Developing a segmentation method for a non-Latin text faces a challenge such as the ambiguity problem. 
The ambiguity occurs when we need to segment words or sentences because there can be more than one possible 
segmentation. 
Research on word segmentation in foreign languages such as Japanese, Chinese, Thai language, has been done 
with various techniques. Haruechaiyasak et al3 compare some word segmentation techniques in Thai such as 
dictionary based approaches (longest matching algorithm and maximal matching) and machine learning based 
approaches (Naive Bayes (NB), decision tree, Support Vector Machine (SVM) and Conditional Random Field 
(CRF)). The results show that the best performance is achieved using CRF algorithm, with precision 95.79% and 
recall 94.98%. Then Tepdan, Haruechaiyasak, and Kongkachandra work further to improve the word segmentation 
algorithm in Thai4 by combining Named Entity Recognition (NER) algorithm on the TLex (Thai Lexeme Analyzer) 
model. Norbu et al5 conduct a research on the word segmentation in Dzongkha. In this study they use a combination 
of maximal matching algorithm and bigram techniques. The best accuracy of this study is 91.5% using 714 words. 
Bi and Taing conduct a research on word segmentation in Khmer. In this study they use Bidirectional Maximal 
Matching (BIMM) which is a variation of the maximum matching algorithm6. Some work on Chinese word 
segmentation also have done7,8,9,10, 11. 
An earlier work on Javanese word segmentation has been done by Prabantoro 12 using a dictionary and character 
statistics, such as the number of characters on the longest word, the number of characters on the shortest word, and 
the average of word’s length. 
In this study we work on a Javanese word segmentation algorithm based on a dictionary. In addition, it is intended 
to overcome the deficiencies that exist in previous research12. In the previous study 12 it uses some parameter values 
from dictionary to modify segmented words. Thus, the algorithm’s performance will depend on those parameters 
which derived from the dictionary.  
2. Javanese Word Segmentation Approach 
2.1. Character Statistics 
We begin our study with analyzing the character statistics using a corpus written in Javanese and Latin characters. 
The statistical analysis is used to develop the word segmentation algorithm for Javanese. The corpus contains 3.164 
articles (it has 2.576.821 words) from Panjebar Semangat†. 
Table 1 shows the number of words that end with consonant or vowel. We calculate the percentage of number of 
words that end with consonant by  
 
ܲ݁ݎܿ݁݊ݐܽ݃݁ ൌ ͓௪௢௥ௗ௦௘௡ௗ௘ௗ௕௬௔௖௛௔௥௔௖௧௘௥௧௬௣௘͓௪௢௥ௗ௦௜௡௖௢௥௣௨௦   (1) 
 
For example, we calculate percentage of consonant-ended character. Thus, it will be 1.385.405 (total of consonant-
ended words) divided by 2.2576.821 total words in the corpus. The result is 54.76% (0,5476). 
Table 1 Proportion of last character in corpus written in Latin Character 
Last character #words Percentage
Consonant 1.385.405 53,76% 
Vowel 1.191.416 46,23% 
 
 
†
 http://panjebarsemangat.co.id 
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Table 2 shows the frequency of a sequence of consonant-vowel, vowel-consonant, vowel-vowel, and consonant-
consonant. A sequence is occurrence of two words, such as in word “aku” there are sequence “ak” (vowel-
consonant) and “ku” (consonant-vowel). We use this statistical data in selecting the segmented words. Probability 
value of the sequence word is obtained by 
ܲݎ݋ܾܾ݈ܽ݅݅ݐݕ ൌ  ͓௦௘௤௨௘௡௖௘௧௬௣௘͓௧௢௧௔௟௦௘௤௨௘௡௖௘ (2) 
For example, we would like to calculate probability of consonant-vowel sequence. The probability is 5.447.189 
(number of consonant-vowel sequence in corpus) divided by 12.104.679 (total sequence in corpus), it is 0,45.  
Table 2 Proportion of sequence in corpus written in Latin 
Sequence #sequence Probability  
Consonant-Vowel 5.447.189 0,45 
Vowel-Consonant 4.677.173 0,39 
Vowel-Vowel 176.447 0,02 
Consonant-Consonant 1.803.870 0,15 
Total sequence 12.104.679  
 
In addition, we also calculate word frequency in corpus written in Javanese. This value will also considered in 
choosing the right possible segmented word. Table 3 shows five words and its frequency. 
Table 3 Word frequency 
Word #words 
saka 19.871 
iki 19.732 
yen 17.676 
bisa 17.952 
uga 15.936 
2.2. Segmentation Methods for Javanese 
In this study we develop the segmentation algorithm for Javanese based on a dictionary. Dictionary-based 
approach is the basic approach in word segmentation. We perform string matching between the text and a set of 
vocabulary words. We used a dictionary compiled by Prabantoro12 that is obtained from a list of words in the book 
Bausastra Jawa Volumes I and II13 and additional words from his study. 
The dictionary consists of 60.830 words written in Latin. It is also available in Javanese character, consists of 
115.392 words. The dictionary that is written in Javanese character has more words compared to the one that is 
written in Latin because in Javanese character, it differentiates e in “beras” and e in “lele” because they have 
different vowel e pronounciation. Thus, it lists all combination of word containing vowel e. 
There are three steps in our method, i.e. preprocessing, generating all possible segmented words, and selecting 
the best word as seen in Fig.1. This method is based on Maximal Matching algorithm3 which chooses the segmented 
words that have the fewest number of tokens as the correct segmented words 3. The Maximal Matching algorithm 
works as follows. Consider an input “themostfavoriteplace”. The Maximal Matching algorithm generates two 
possible segmented words, i.e. “the most favorite place” and “them o s t favorite place”. Then it chooses “the most 
favorite place” since it has fewer words than the other one. However, we modified the selection of the best words in 
this study. 
 
Fig.  1 The word segmentation process 
preprocessing
generating all 
possible 
segmented 
words
selecting the 
best word
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In the preprocessing step, we do lowercasing, removing all unknown character, and segmenting the text by 
punctuation marks such as period, comma, and colon. This process yields sub-sentences which will be processed in 
the next step. For example, sentence “ibumacakoran,bapakmacabuku” will be split into two sub-sentence by the 
comma. These are “ibumacakoran” and “bapakmacabuku”. Then, sub-sentences are segmented into words. The 
algorithm processes one by one character in sub-sentence and looks up into the dictionary. Once there is a match 
with vocabulary in dictionary, it continues to process the next character. This process is done after all possible 
segmented words are generated. For example, in sequence “mesjidgedhekauman”, we do not only obtain “masjid 
gedhe kauman” (kauman big mosque), but also “mesjid gedhek auman”. 
After yielding all possible segmented words, we employ four techniques to choose the right words. The first 
technique considers on the last character of the first different word in series of possible segmented words. For 
example, there are two possibilities of segmented word, i.e. “mesjid gedhe kauman” (kauman big mosque) dan 
“mesjid gedhek auman”. The word “mesjid” (mosque) occurs as the first word in both lists, but the second words are 
different (“gedhe” and “gedhek”). The ambiguity occurs since both words are in the dictionary, however we need to 
choose the best word. From Table 1, the word ends in consonant is more possible than a word ends in vowel. So, we 
choose “mesjid gedhek auman”. 
The second technique selects a word based on the last two characters in the first different word. Using the same 
example from first technique, we have “masjid gedhe kauman” and “masjid gedhek auman”. The second technique 
considers on the two last character of first different word in series of possibile segmented words, that is “he” in first 
possibility and “ek” in second one. From Table 2, the consonant-vowel sequence is more possible than vowel-
consonant sequence. So, we choose “masjid gedhe kauman”. 
The third technique selects a word based on the length between two consecutive words8. According to this 
research8, two consecutive words are likely to have similar or a small difference in length. For example, there are 
two possibilities: “badhek ula” and “badhe kula”. The first possibility has difference 3 in length. While the second 
one has difference 1 in length. Thus, based on it8, we choose the second possibility. 
The last technique selects the most common word. The most common word is the word that has higher 
frequency than other words. For example, we have “gedhek auman” and “gedhe kauman”. We will choose “gedhe 
kauman” because the frequency of “gedhe” is 2270 while the frequency of “gedhek” is only 2. 
We evaluate the word segmentation methods by measuring its accuracy: 
 
ܣܿܿݑݎܽܿݕ ൌ  ͓௖௢௥௥௘௖௧௦௘௚௠௘௡௧௘ௗ௪௢௥ௗ௦͓௪௢௥ௗ௦௜௡௖௢௥௣௨௦  (3) 
 
3. Experiments and Discussion 
To evaluate the performance of the segmentation techniques for Javanese, we use a corpus derived from 
Solopos.com‡. The corpus contains 309 articles (it has 100.581 words). We add more documents to the corpus that 
has been developed by Prabantoro12 which contains 73.958 words. The corpus is written in Latin and Javanese 
characters. In this study we compare the result of segmenting Javanese character text directly and segmenting 
Javanese script which has been transcribed in Latin character. The transcription program to convert Javanese 
character into Latin character is developed by Prabantoro 12. Example of the text is shown in Table 4. 
 
 
 
 
 
 
 
 
 
 
‡
 http://solopos.com 
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Table 4 Input example 
Input text in Javanese script
˅ˋ˽ˌˆ̂ˡ˕ˆ́˽˕˽˅ˈˉ˙ˈˉˆ˽˩ˆ˽˘ˆ̇˼˩˖˼˕˽˨ˎ˽ˊ˝́ˊ˻˒ˈˉ
ˠˉ̇ˉ˿ˋ̀ˆ˟˽˔˽ˑ˽˅́˻˔˼ˌ˥˻ˊ˼˩ː˼ˉ˅˽˔ˆ̄̐ˌ˼ˎˌ̑˅ˆ˅́˻ˌ
ˉ˟˼˘˅́˻˅ˋ˽ˌˆ̂ˡ˕˅˻ˉ˽̐˅ˉ˼̃ˏˈˌ˼ˌ˼ˏ˽̃ˉ́˔˼ˎ˽˘ˎˏ̂˼˪
ˉ̃ˏ̋˖˽ˋˆ˽˩ˆ˽˘ˆ˙ˌ˟˾ˋ˻̑ˍ˻ˍ˻ˋˠˉˋ˖˽̃˅˼ˆ˼˔˙˼ˌ˽ˉ˽ˡ
ˌ˟˼ˉ˅́˻˔˼ˌ˻˥ˊ˼˩ː˼ˉ˅˽˔ˆ̄̐ˉ́˔ˏˆ˙ˆ˅́˻˅˻ˈ́˻ˉ˽˿ˎ̀ˆ
˙ˎ˽ˆ˙ˎ˽˿ˆˢ̂̀̇ˉ˿ˋ̀ˆˬ˿˒̀˕̅ˉ̂ˋ̑
Input text in Latin character
hatusanwarganungguharakharakangunungangrebegmuludkangdiyaraksakakratontumujuhingmesjidge
dhekahuman,selasa.hanahingsaktengahinghatusanwargahiku,hakehparasesepuhkangmelungalapberka
hrebutangununganhastuti.wiwitsakatabuhhenemhesukwustekahingmesjidgedhekahuman,kangmapanh
anahinghiringkulonhalunhalunlorkratonngayogyakarta.
  
 First, we evaluate Prabantoro’s work using the same corpus mentioned before. We use parameter values based 
on his best experiment as follows. For corpus written in Javanese character, we use n=18, l=16, and t=1. Parameter 
n is the length of the longest word in dictionary, i.e. 18. Parameter l, is difference value between the length of the 
longest word in dictionary and the length of the shortest one, i.e. 16. Parameter t is n-l. Because for this case, n-l is 
zero, we use 1 to avoid empty string in word modification. For corpus written in Latin, we use n=19, l=16, and t=1. 
Next, we evaluate algorithm we design in this study. These are the scenarios to evaluate the performance of the 
algorithm design with some selecting techniques in each. Table 5 shows the experiment scenarios. 
Table 5 Scenarios of experiment 
Corpus used Selecting Technique 
Written in 
Javanese 
character 
Based on last character 
Based on difference of two 
consecutive words’ length 
Based on most common word 
Written in Latin
Based on last character 
Based on two last characters 
Based on difference of two 
consecutive words’ length 
Based on most common word 
4. Experiment Results and Discussion 
Our first experiment uses Prabantoro’s work12. It yields 67,17% accuracy using corpus written in Latin and 
88,94% using corpus written in Javanese character.   
This study’s experimental results are shown in Table 6. Overall, the results are better than baseline method 
from Prabantoro’s work. The best accuracy is obtained using corpus written in Javanese characters based on the 
most common word which is 91,08%. The worst accuracy is achieved using last character method on the Javanese 
corpus written in Latin which is 84,36%. 
In this study, we intend to overcome one of the deficiencies in Prabantoro work that uses parameter value based 
on the dictionary (if we use another dictionary which have different parameter, we have to adapt its parameter to the 
algorithm). Basically, in our algorithm we do not need those parameter values to predict the length of the word and 
to modify the word segment. Instead, we list all of the possible segments. 
However, there were some drawbacks that we find in these experiments. These methods fail to segment named 
entity, such as person’s name, organization name, and location. For example, it fails to segment “kutoarjo” since 
“kutoarjo” is a location. It also fails to segment word with affix and Javanese unknown word. For example the word 
“pakartinipun” is recognized as “pakarti” and “nipun” which is actually “pakarti” is a suffix of the word 
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“pakartinipun”. 
Table 6 Result Comparison Between Scenarios 
Corpus used Selecting Technique Accuracy 
Written in 
Javanese 
character 
Based on last character 90,20% 
Based on difference of two 
consecutive words’ length 
89,93% 
Based on most common word 91,08% 
Written in Latin
Based on last character 84,36% 
Based on two last characters 86,72% 
Based on difference of two 
consecutive words’ length 
85,53% 
Based on most common word 90,12% 
5. Conclusion and Future Work 
We report our work on word segmentation based on a dictionary for Javanese. Our method is based on Maximal 
Matching algorithm with some modifications. First, we generate all possible segmented word lists using the 
punctuation marks. We use additional corpus’ statistics values to develop the word selection techniques which are 
based on the last character, based on the two last characters, based on the difference of two consecutive words’ 
length, and based on the most common word. 
We obtain the best result 91,08% using Javanese script written corpus with selection technique based on most 
common words. However, there are some words that cannot be segmented using this dictionary based algorithm 
such as named entity words, words with affix, and unknown word. 
In the future, we plan to develop a method based on machine learning for Javanese word segmentation. This 
aims to overcome the drawbacks of dictionary based word segmentation.  
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