Let L denote a right-invariant sub-Laplacian on an exponential, hence solvable Lie group G, endowed with a left-invariant Haar measure. Depending on the structure of G, and possibly also that of L, L may admit differentiable L p -functional calculi, or may be of holomorphic L p -type for a given p = 2. By "holomorphic L p -type" we mean that every L p -spectral multiplier for L is necessarily holomorphic in a complex neighborhood of some non-isolated point of the L 2 -spectrum of L. This can in fact only arise if the group algebra
Introduction
A comprehensive discussion of the problem studied in this article, background information and references to further literature can be found in [16] . We shall therefore content ourselves in this introduction by recalling some notation and results from [16] .
If T is a self-adjoint linear operator on a Hilbertian L 2 -space L 2 (X, dµ), with spectral resolution T = R λdE λ , and if m is a bounded Borel function on R, then we call m an L p -multiplier for T (1 ≤ p < ∞), if m(T ) := R m(λ)dE λ extends from L p ∩ L 2 (X, dµ) to a bounded operator on L p (X, dµ). We shall denote by M p (T ) the space of all L p -multipliers for T , and by σ p (T ) the L p -spectrum of T. We say that T is of holomorphic L p -type, if there exist some non-isolated point λ 0 in the L 2 -spectrum σ 2 (T ) and an open complex neighborhood U of λ 0 in C, such that every m ∈ M p (T ) ∩ C ∞ (R) extends holomorphically to U. Here, C ∞ (R) denotes the space of all continuous functions on R vanishing at infinity.
Assume in addition that there exists a linear subspace D of L 2 (X) which is T -invariant and dense in L p (X) for every p ∈ [1, ∞[, and that T coincides with the closure of its restriction to D. Then, if T is of holomorphic L p -type, the set U belongs to the L p -spectrum of T , i.e. Throughout this article, G will denote an exponential Lie group, i.e. the exponential mapping exp : g → G is a diffeomorphism from the Lie algebra g of G onto G. Such a group is solvable [1] . The inverse mapping to exp will be denoted by log.
We fix a left-invariant Haar measure dg on G. If π : G → U(H) is a unitary representation of G on the Hilbert space H = H π , then we denote the integrated representation of L 1 (G) = L 1 (G, dg) again by π, i.e. π(f )ξ := G f (g)π(g)ξ dg for every f ∈ L 1 (G), ξ ∈ H. For X ∈ g, we denote by dπ(X) the infinitesimal generator of the one-parameter group of unitary operators t → π(exp tX). By X r we denote the right-invariant vector field on G, given by X r f (g) := lim
For a given function f on G, we write
for the left-regular action of G. Then λ, acting on L 2 (G), is a unitary representation. In particular, we have X r = −dλ(X) (0.3) and π(X r ϕ) = −dπ(X)π(ϕ) (0. 4) for every X ∈ g, ϕ ∈ D(G) := C ∞ 0 (G) and every unitary representation π of G. In the sequel, we shall usually identify X ∈ g with the right-invariant vector field −X r = dλ(X), since dλ (as dπ for any unitary representation π) is a morphism of Lie algebras. One should notice that dλ(X) agrees with −X at the identity e of G, not with X. Then (0.4) reads simply π(Xϕ) = dπ(X)π(ϕ). (0.5) dπ extends from g to a representation π ∞ of the universal enveloping algebra u(g) of g on the space C ∞ (π) of all C ∞ -vectors for π. Extending the convention above, we shall often identify A ∈ u(g) with the right-invariant differential operator λ ∞ (A) on G. Notice that λ ∞ (u(g)) consists of all right-invariant complex coefficient differential operators on G.
Choose right invariant vector fields X 1 , . . . , X k of g generating g as a Lie algebra, and form the so-called sub-Laplacian
By [18] , [11] L is hypoelliptic and essentially self-adjoint as an operator on L 2 (G, dg) with domain D(G). We denote its closure again by L. Since G is amenable, one has In this article, we shall give sufficient conditions for such an operator to be of holomorphic L p -type. As has been explained in [16] , a necessary condition for this to happen is the nonsymmetry of the underlying group. Recall that the modular function ∆ G on G is defined by the equation
We putf (g) := f (g −1 ),
Then f → f * is an isometric involution on L 1 (G), and for any unitary representation π of G, we have π(f ) * = π(f * ) .
The group G is said to be symmetric, if the associated group algebra L 1 (G) is symmetric, i.e. if every element f ∈ L 1 (g) with f * = f has a real spectrum with respect to the involutive Banach algebra L 1 (G).
The exponential solvable non-symmetric Lie groups have been completely classified by Poguntke [20] (with previous contributions by Leptin, Ludwig and Boidol) in terms of a purely Liealgebraic condition (B). Let us describe this condition, which had been first introduced by Boidol in a different context [2] .
Recall that the unitary dual of G is in one to one correspondence with the space of coadjoint orbits in g * via the Kirillov map, which associates with a given point ℓ ∈ g * an irreducible unitary representation π ℓ (see Section 1) .
If ℓ is an element of the dual space g * of g, denote by 
Then we say that ℓ respectively the associated coadjoint orbit Ω(ℓ) := Ad
According to [20] , the group G is non-symmetric if and only if there exists a coadjoint orbit satisfying Boidol's condition.
If Ω is a coadjoint orbit, and if n is the nilradical of g, then Ω| n := {ℓ| n : ℓ ∈ Ω} ⊂ n * will denote the restriction of Ω to n. In this article, we shall prove the following extension and improvement of the main theorems in [16] . 
, where the heat operator e −L is bounded on every L p (G). Furthermore,F lies in C ∞ (R).
(b) If the restriction of a coadjoint orbit to the nilradical is closed, then the orbit itself is closed (see Thm. 2.2).
(c) Under the hypotheses of the theorem, we obtain in particular that the L 2 -spectrum of L is strictly contained in the L p -spectrum of L (see (0.2)). This results has been proved independently by D. Poguntke [21] .
(d) What we really use in the proof is the following property of the orbit Ω :
Ω is closed, and for every real character ν of g which does not vanish on g(ℓ), there exists a sequence {τ n } n of real numbers such that lim n→∞ Ω + τ n ν = ∞ in the orbit space.
This property is a consequence of the closedness of Ω| n . There are, however, many examples where the condition above is satisfied, so that the conclusion of the theorem still holds, even though the restriction of Ω to the nilradical is not closed (see e.g. Section 7). We do not know whether the condition above automatically holds whenever the orbit Ω is closed.
The article is organized as follows: In Sections 1 and 2 we recall some basic facts from the unitary representation theory of exponential Lie groups (compare [1] , [15] ). Moreover, we prove a kind of Riemann-Lebesgue lemma for one parameter families of coadjoint orbits whose restrictions to the nilradical are closed. In the third section, we show how the irreducible unitary representations of such a group, which are in fact induced from characters of suitable polarizing subgroups, can be realized on Euclidean L 2 -spaces. This will then allow for the construction of analogous, isometric representations on certain mixed L p -spaces. Section 4 provides some auxiliary results. In Section 4.1, we prove some results on compact operators acting on mixed L p -spaces and their spectral properties. In particular, we prove an extension of a classical interpolation theorem by Krasnoselskii for compact operators acting on mixed L p -spaces. Moreover, making use of well-known results on approximate units of Herz-Schur multipliers for amenable groups, we prove a result on the approximation of certain convolution operators by convolutions with continuous functions with compact support. This result will later allow us to apply a transference result by Coifman and Weiss to spectral multiplier operators F (L). In Section 5 we show how, in the presence of Boidol's condition, one can construct certain analytic families {π z ℓ } z of bounded representations acting on mixed L p -spaces. Moreover, putting T (z) := π z ℓ (h 1 ), where h t denotes the heat kernel associated to L at time t > 0, we show that {T (z)} z is an analytic family of compact operators on a wide range of mixed L p -spaces, so that we can apply analytic perturbation theory. Putting together all results from the preceding sections, we complete the proof of Theorem 1 in Section 6. Finally, in Section 7 we present the example announced in Remark (d).
Irreducible unitary representations
Let again G = exp g denote an exponential solvable Lie group and n a nilpotent ideal of g containing [g, g] . Consider a composition sequence
for the adjoint action of g, so that g j /g j+1 is an irreducible ad(g)-module. Since g is solvable, by Lie's theorem we have dim g j /g j+1 ≤ 2. We may and shall assume that g q = n for some q.
of the composition sequence, which means that dim(a j /a j+1 ) = 1, and that either a j = g i for some i, or, if a j is not an ideal of g, then a j−1 = g i and a j+1 = g i+1 for some i. We call such a sequence {a j } j a Jordan-Hölder sequence for g. Each a j is a subalgebra of g. Let now ℓ be an element of g * . Denote by a j (ℓ) the subalgebra a j (ℓ) := {X ∈ a j : ℓ([X, a j ]) = {0}}, i.e. a j (ℓ) is the stabilizer of ℓ| a j in a j . Put
Then p(ℓ) is a so-called Vergne-polarization for ℓ. In particular, it is a polarization, i.e. a subalgebra p of g of maximal possible dimension
of the closed subgroup P (ℓ), and denote by
the unitary representation of G induced by the character χ ℓ of P (ℓ). Let us briefly recall the notion of induced representation [1] : If P is any closed subgroup of G, with left-invariant Haar measure dp and modular function ∆ P , denote for F ∈ C 0 (G) byḞ the function on G given bẏ
where ∆ G and ∆ P denote the modular functions of G and P, respectively. We shall also write ∆ G,P instead of ∆ G /∆ P . ThenḞ lies in the space
: f has compact support modulo P,
In fact, one can show that E(G, P ) = {Ḟ : F ∈ C 0 (G)}. Moreover, one checks thatḞ = 0 implies G F (x)dx = 0. From here it follows that there exists a unique positive linear functional, denoted by G/P dẋ, on the space E(G, P ), which is left-invariant under G, such that
for every F ∈ C 0 (G). Now, given ℓ and the polarizing subgroup P = P (ℓ), put E(G, P, ℓ) := {f ∈ C(G, C) : f has compact support moduloP,
endowed with the norm
Observe that |f | 2 ∈ E(G, P ). Let H ℓ = H ℓ,P (ℓ) denote the completion of E(G, P, ℓ) with respect to this norm. Then H ℓ becomes a Hilbert space, on which G acts by left-translations isometrically, and π ℓ is defined on H ℓ by
It has been shown by Bernat-Pukanszky and Vergne that the unitary representation π ℓ is irreducible, and that π ℓ is equivalent to π ℓ ′ , if and only if ℓ and ℓ ′ lie on the same coadjoint orbit, i.e. if and only if Ad * (G)ℓ = Ad * (G)ℓ ′ (see [1] or [15, Theorem 8] ) . Moreover, every irreducible unitary representation of G is equivalent to some π ℓ . This shows that one has a bijection 
The topology ofĜ
Suppose again G to be exponential, and denote by C * (G) the C * -algebra of G, which is, by definition, the completion of L 1 (G) with respect to the C * -norm
Since G is amenable, ||f || C * is in fact equal to ||λ(f )||, where λ denotes the left-regular representation (see ([19] ). If π ∈Ĝ, π extends uniquely to an irreducible unitary representation of C * (G), also denoted by π, and we let I π be the kernel of π in C * (G). This two-sided ideal is by definition a so-called primitive ideal, and we denote by Prim(G) := {I π : π ∈Ĝ} the set of all primitive ideals of C * (G). We endow Prim(G) with the Jacobson topology. Thus a subset C of Prim(G) is closed if and only if C is the hull h(I) of an ideal, i.e. C = h(I) := {J ∈ Prim(G) : J ⊃ I}. For any subset A of Prim(G), we denote by kerA := J∈A J the kernel of A, which is an ideal in C * (G).
In any C * -algebra, a closed two-sided ideal I is always the kernel of its hull, i.e.
see e.g. [5, 2.9.7] . Now, since exponential Lie groups are so-called type I groups, the mapping
is a bijection (see [15, §6] ). In particular, ι 
The second result is a kind of "Riemann-Lebesgue Lemma". Let us call an element ν ∈ g * a character, if ν([g, g]) = {0}. 
in the orbit space. In particular,
Proof. Let p := ℓ| n be the restriction of ℓ to n. The stabilizers G(ℓ) and G(p) of ℓ respectively of p in G are closed connected subgroups, and we have G(ℓ) ⊂ G(p). There exists a closed subset T of G such that G is the topological product of T and G(p), i.e. such that the mapping
is a homeomorphism. In the same way let S be a closed subset of G(p) such that the mapping
is a homeomorphism (see [15] ). For g ∈ G and m ∈ g * , let us write the action of g on m as
Put m(ℓ) := g(ℓ) + n. It is well-known that
Moreover, since the bilinear form
We thus obtain (2.4). Assume now that lim n→∞ Ω + τ n ν = Ω(ℓ ′ ), for some ℓ ′ ∈ g * , which means that there exists a sequence {m n } n = {ℓ n + τ n ν} n tending to ℓ ′ in g * , where ℓ n ∈ Ω and τ n ∈ R.
We can write ℓ n = (t n s n )·ℓ, with t n ∈ T and s n ∈ S. Since s n ·ℓ = ℓ+q n for some q n ∈ m(ℓ) ⊥ , it follows that
and thus
Since the restriction of Ω to n is closed, we have that ℓ ′ | n = t ′ · p for some t ′ ∈ T, and since Ω| n is homeomorphic to G/G(p) ≃ T, it follows that
Let us now take an element U ∈ g(ℓ) such that ν(U ) = 0. Then
Hence lim n→∞ τ n = τ ′ exists, and it follows that the sequence {q n } n convergences, hence also lim n→∞ s n = s ′ exists. Finally
This proves (2.2), and (2.3) is an immediate consequence of (2.2) (see [5] ).
3 Representations on mixed L p -spaces
is a composition sequence passing through n. Let us assume that n is a nilpotent ideal containing [g, g] . Let ℓ ∈ g * , and let p(ℓ) = p be the Vergne-polarization for ℓ associated to a fixed Jordan-
refining this composition sequence. Then obviously p 0 := p ∩ n is a Vergne-polarization for ℓ 0 := ℓ| n . As in the preceding proof, let g(ℓ 0 ) :
Next, for every j ≥ q, we choose a subspace v j in g j of dimension ≤ 2, such that g j + p 0 = v j ⊕ (g j+1 + p 0 ), and define the index set J as follows:
where d := #J, and put w i := v j i ⊂ n, i = 1, . . . , d, and w := w 1 ⊕ . . . ⊕ w d . We shall often identify w with the direct product
The space w then forms a complementary subspace to the polarization p 0 in n, i.e.
Let us choose a linear subspace b of p such that
Then b ∩ n = {0}, so that we may choose a subspace h of g containing n such that
Then h is an ideal in g, and we may choose a subspace a of h such that
Then we have p ∩ h = p 0 , and, by (3.3), (3.2),
Let P := exp p, P 0 := exp p 0 and N := exp n. Then the mapping
with w j ∈ w j , is a diffeomorphism, and
provides a section for G/P , i.e. a × w ∋ (S, w) → E(S, w)P is a diffeomorphism from a × w onto G/P .
Similarly, w ∋ w → E(0, w)P 0 is a diffeomorphisms from w onto N/P 0 . We shall later make use of the "global chart" E for G/P in order to construct a more concrete realization of the induced representation π ℓ on a Euclidean L 2 − space, which will then also allow for the construction of more general representations on mixed L p spaces. Crucial for this construction will be the subsequent analysis of "roots" on G.
To begin with, let is construct a decomposition of p 0 into subspaces s j subordinate to our Jordan-Hölder sequence. To this end, choose for every j ≥ q a subspace r j in g j of dimension ≤ 2, such that g j ∩ p 0 = g j+1 ∩ p 0 ⊕ r j , and define another index set I as follows:
Write I again as an ordered e-tuple
where e := #I, and put
and the mapping
is a diffeomorphism which identifies the Lebesgue measure on b × p 0 with the Haar measure on P .
Define also for every j = q, · · · , m − 1 the subspace u j of g j by u j := r j + v j . Then u j is the direct sum
In particular, we have
According to (3.5), for j = q, . . . , m − 1, X ∈ g and U ∈ g j , we may write
where U j is the component of ad(X)(U ) in g j+1 , and where α j (X) is an endomorphism of u j . Then α j is an irreducible representation of g on u j , which we shall call a root of g. Since G is exponential, the eigenvalues of α j (X), considered as an endomorphism of the complexification of u j , are of the form α(1+ iβ), where α and β are real numbers. For X ∈ g and j = q, . . . , m − 1, let
where by ad g j /g j+1 (X) we denote the factorized adjoint action of X on the quotient space g j /g j+1 . The functionals τ j are characters of g, since ad g j /g j+1 (X) = 0 for every X ∈ n. Since ad(p) acts on g/p, one finds that for X ∈ p the corresponding "trace of ad(X) modulo p" is given by
where
Observe that ε j = 0 if and only if g j + p/g j+1 + p ≃ v j is non-trivial, i.e. if and only if j ∈ J = {j 1 < . . . < j d }. For i = 1, . . . , d and T ∈ p we shall therefore put λ i (T ) := α j i (T ), so that for every
Then, by (3.7) and (3.8), we have
Observe now that also the mapping
is a diffeomorphism. And, for every R ∈ a, w = (w 1 , . . . , w d ) ∈ w and S ∈ a, T ∈ b ⊂ p, n ∈ n we have
From (3.8) and (3.10), one can deduce that
analytic mappings which depend polynomially on w and n, and where ω = (ω 1 , . . . , ω d ), with
Because of (3.3) and (3.10), we have p(R, w, T, S, n) = exp(T ) mod P 0 , i.e. p(R, w, T, S, n) = exp(T ) ν(R, w, T, S, n), (3.13) with ν(R, w, T, S, n) ∈ P 0 = P ∩ N .
Putting p := exp(T ) ∈ P, we therefore obtain
hence, by (3.9),
. (3.14)
In particular, if we define the real character ∆ on G by
Now, in oder to realize the representation on a Euclidean L 2 -space, we first observe that the left-invariant linear functional G/P dẋ in (1.1) is given by
Since, by (3.15), ∆ is a character of G which extends ∆ G,P from P to G, we have for x ∈ G and
Thus the mapping A 2 : f →f is a linear isomorphism from E(G, P ) onto the spacẽ E(G, P ) := {f ∈ C(G, C) : f has compact support modulo P,
Identifying functions on G/P with P -right-invariant functions on G, we thus see thatẼ(G, P ) ≃ C 0 (G/P ). Moreover, if we define for any continuous function f with compact support on G/P its integral by
Comparing with (1.1), we find in particular that G F (x) dx = G/P P F (xp)∆(xp) dp dx for every f ∈ C 0 (G). (3.18) Let us define the spacẽ E(G, P, ℓ) := {f ∈ C(G, C) : f has compact support modulo P,
endowed with the norm || · || 2 given by ||f ||
Observe that |f | 2 ∈Ẽ(G, P ), if f ∈Ẽ(G, P, ℓ). LetH ℓ denote the completion ofẼ(G, P, ℓ) with respect to this norm. It is obvious that the mapping A : f → ∆ 1/2 f is a linear isomorphism between E(G, P, ℓ) andẼ(G, P, ℓ), which extends to an isometric isomorphism of the Hilbert space H ℓ onto the Hilbert spaceH ℓ . Moreover,H ℓ is nothing but the space
for a.e. x ∈ G and every p ∈ P, s.t. ||f || 2 < ∞}.
We may therefore intertwine the representation π ℓ with the operator A in order to obtain a unitarily equivalent representationπ ℓ on L 2 (G/P, ℓ), given bỹ
A straight-forward computation shows thatπ ℓ is given explicitly by
for a.e. x ∈ G and every p ∈ P, s.t. ||f || p < ∞},
where the mixed L p -norm is given by
and define the character δ p of g by
Observe that δ p is well-defined, since (a+n)∩p ⊂ n, and since τ j vanishes on n. The corresponding character of G is given by ∆ p (exp(X)) := e −δp(X) , X ∈ g.
Notice that for 2 := (2, . . . , 2) we have
Observe also that for R ∈ a, w ∈ w, we have ∆(E(R, w)) = ∆(exp(R)).
Let T ∈ b and R ∈ a, w ∈ w. Then, by (3.11), (3.12), we have
From the definition of the norm || · || p we therefore obtain
Similarly, for S ∈ a, we have that
Finally, if we choose n ∈ N , then of course
It is now clear that we obtain an isometric representation π
Notice that by (3.20) and (3.21), the representation π 2 ℓ is unitarily equivalent to π ℓ , i.e.
In the sequel, we shall work with π 2 ℓ in place of π ℓ . With a slight abuse of notation, we shall therefore denote π 2 ℓ simply by π ℓ . Observe that then for every function f ∈ L 1 (G) such that
acting boundedly on the space L p (G/P, ℓ). More generally, we have
In particular, one has ||π
4 Auxiliary results
Compact operators acting on mixed L p -spaces
In this subsection, let M := X × Y be a product of two measure spaces (X, dx) and (Y, dy).
, endowed with the norm
By I A we denote the indicator function of a set A. 
with respect to the second variable. Then the operator norm of T is bounded by 1, for every p.
Proof. In order to prove (i), we write f x (y) := f (x, y). Then
But, by Minkowski's integral inequality and Hölder's inequality,
Consequently,
The proof of (ii) is even simpler. Indeed, for f ∈ L p , we have
Q.E.D.
We are now in a position to prove the following variant for mixed L p -spaces of an interpolation theorem by Krasnoselskii [13] .
for every r lying strictly between p and q.
Proof. Observe that the space S of simple functions of the form j α j I E j ⊗ I F j , where the E j and F j form finite families of measurable subsets of finite measure in X, respectively Y, lies dense in L r , for every 1 ≤ r < ∞. Denote by B 1 (0) the unit ball centered at the origin in L p . Since K := K(B 1 (0)) is a compact subset of L p , for every k ∈ N we may thus find simple functions
} of disjoint measurable subsets of X, respectively of Y , such that every f = f k j can be written as a linear combination of functions of the form
Denote by S k and T k the averaging operator associated to E k , respectively F k in Lemma 4.1, and let R k be the operator of finite rank given by
Then R k f k j = f k j for any j, and so, if g ∈ K, and if we choose j such that ||g − f k j || p < 1 k+1 , then we obtain from Lemma 4.1 that
This shows that lim k→∞ R k (g) = g in L p for every g ∈ K. As a consequence, we obtain
For, otherwise we could find a sequence of functions f k in B 1 (0) and ε > 0, such that
Passing to a subsequence, if necessary, we could then assume that the sequence of functions g k := Kf k had a limit g in K, since K is compact. This would imply lim k→∞ (R k − I)(g k − g) = 0, hence lim k→∞ (R k − I) • K(f k ) = 0, contradicting (4.2).
On the other hand
because ||R k || L q →L q is bounded by 1 for every k. Applying the Riesz-Thorin interpolation theorem, it follows from (4.1) and (4.2) that
for every r lying strictly between p and q. Our assertion follows.
In the sequel, we shall denote the space of compact operators on a Banach space E by K(E). Moreover, if K is an operator as in Thm. 4.2, and if we consider K as a compact operator from L r to L r , for r lying strictly between p and q, then we shall also write K r in place of K. The spectrum of K r ∈ K(L r ) will be denoted by σ r (K). Given p ∈ [1, ∞[, we shall denote the conjugate exponent by p ′ , i.e. 
, compactly into itself, so that, by the preceding theorem, K is a compact operator on
L p for every p ∈ [p o , p ′ o ]. Assume further that K is self-adjoint on L 2 . Let λ ∈ σ po (K) \ {0}. Then λ
is real, and every generalized eigenvector of K po associated to λ is in fact an eigenvector, lying in
p∈[p 0 ,p ′ 0 ] L p . In particular, all L p -spectra coincide, i.e. σ p (K) = σ 2 (K),
and so do the eigenspaces corresponding to non-zero eigenvalues, for every
Proof. Let λ ∈ σ po (K)\{0}, and let E ⊂ D be two compact neighbourhoods of the line segment [λ, λ], which are invariant under complex conjugation, such that D is also a neighbourhood of E.
Since the non-zero eigenvalues are isolated, by shrinking E and D, if necessary, we may assume
, and there exists a constant C > 0, such that
Thus, by interpolation, we obtain
, and let
. Then, for ϕ ∈ D, we have that
and the same applies to (
so that η p and η q coincide as linear functionals on (L p ) ′ and on (L q ) ′ , and so
This implies that (K
. Let Γ be a simple curve in D \ E • whose winding number with respect to every point in the interval [λ, λ] is one, and let
Then the operators P p coincide on D and are bounded by a common constant, by (4.4). The image im P p of P p is the sum of the generalized eigenspaces of K p over all eigenvalues of K p which are contained in σ p ∩ [λ, λ]. In particular, the image of P p is finite dimensional, since K p is compact. Since im P p = P p (D), we thus have
In particular, im P p does not depend on p.
Since K is self-adjoint on L 2 , its restriction to im P 2 is also self-adjoint on im P 2 , and so every eigenvalue of K, when acting on im P p , is real, for any p ∈ [p 0 , p ′ 0 ]. This applies in particular to λ. We thus see that σ p (K) ∩ D = {λ}, that im P 2 ⊂ D, and that im P 2 is in fact the eigenspace of K associated to λ, for any p
Q.E.D.
Approximate units of Herz-Schur multipliers
Let G be a locally compact group, endowed with a left-invariant Haar measure dx. If K is a continuous function on G, we shall denote by λ(K) :
here, λ denotes again the left-regular representation. In case that λ(K) extends to a bounded operator on L p (G), for some p ∈ [1, ∞[, we shall denote the (unique) extension also by λ(K).
The following result is a consequence of the well-known theory of Herz-Schur multipliers and Fourier-Figa-Talamanca-Herz-Eymard algebras, see e.g. [10] , [6] , [7] . For the convenience of the reader, we shall provide a proof.
Lemma 4.4 Let K ∈ C(G), and assume that
where we have used the abbreviation h t (x) := h(xt). Thus, by Hölder's inequality and Fubini's theorem, we obtain
This implies (4.5).
Q.E.D.
Assume next that G is a Lie group. If T is a right-invariant bounded operator on L p (G), then it follows from the Schwartz' kernel theorem that there exists a unique distribution
We shall then also denote K by T δ e . Inversely, given a distribution K ∈ D ′ (G), we shall denote by λ(K) : D(G) → C ∞ (G) the convolution operator given by
In case that λ(K) extends to a bounded operator on L p (G), for some p ∈ [1, ∞[, we shall again denote also the (unique) extension by λ(K). The following proposition makes use of ideas in [14] , [6] . bounded on L q (G) for every exponent q lying between 2 and p, and there exists 
Proposition 4.5 Let G be an amenable Lie group, let 1 ≤ p < ∞, and let
for every q lying between 2 and p.
Proof. Assume first that K ∈ C(G). We choose an increasing sequence {A n } n∈N of compact subsets of G such that G = n∈N A n . Let ε > 0. Since G is amenable, we can find compact subsets U n of G such that
For any q ∈ [1, ∞[, let us put
Then of course ||ψ n,ε || p ′ = 1 = ||η n,ε || p , n ∈ N, and φ n,ε = ψ n,ε ⋆η n,ε .
If a ∈ A n , then
Observe that φ n,ε (e) = 1. Therefore, for any a ∈ A n , we have that
Thus, if we put φ n := φ n,1/n , n ≥ 1, then we see that the functions φ n tend to 1, uniformly on compacta. Let us put K n := φ n K. Then K n ∈ C 0 (G), and, by the preceding proposition, the K n satisfy (4.8). Moreover, since λ(K) ∈ C * (G), there exists a sequence {f j } j in C 0 (G) such that lim j→∞ ||λ(K) − λ(f j )|| = 0, where by || · || we denote the operator norm on L 2 (G). Since lim n→∞ ||f j − φ n f j || 1 = 0, for every f j we see that lim n→∞ ||λ(f j ) − λ(φ n f j )|| = 0. Moreover, by Lemma 4.4, we have
Thus, given ε > 0, we may first choose j such that ||λ(K)−λ(f j )|| < ε/2, and then n 0 ∈ N × such that ||λ(f j ) − λ(φ n f j )|| < ε/4 for every n ≥ n 0 . Then ||λ(K) − λ(K n )|| < ε for every n ≥ n 0 , i.e. (4.7) is also satisfied.
For an arbitrary K ∈ D ′ (G) satisfying the assumptions of Prop. 4.5, we may argue as follows. We fix an approximate identity {χ i } i in D(G) such that ||χ i || 1 = 1 for every i, and put
where {f j } j is again a sequence in C 0 (G) such that lim j→∞ ||λ(K) − λ(f j )|| = 0. Thus, arguing similarly as before, we see that
Then, we know already that
Moreover, we have
Thus, if ε > 0 is given, we may choose i such that ||λ(K) − λ(K (i) )|| < ε/2, and subsequently
This shows that we may find a subsequence K n among the K (i) ν satisfying (4.7) and (4.8).
An analytic family of compact operators
Let us now choose a fixed sub-Laplacian L on G, and denote by {e −tL } t>0 the heat semigroup generated by L. We recall some well-known facts about this semi-group (see e.g. [16] , also for further references).
For every t > 0, e −tL is a convolution operator
where the {h t } t>0 form a 1-parameter semigroup of smooth probability measures in L 1 (G).
Moreover, as a consequence of Gaussian estimates for the heat kernels, one has the following extension of Lemma 5.1 in [16] , whose proof carries over to the present situation.
Proposition 5.1 Let s be a subspace of g complementary to n, for instance s = a + b, so that the mapping s × N ∋ (S, n) → exp(S)n ∈ G is a diffeomorphism from s × N onto G, and fix a norm | · | on s. For any a ≥ 0, j ∈ N, put h a,j
If χ is any continuous, real or complex character of G, with differential dχ ∈ g * C , then χ(exp(S)n) = e dχ(S) . We therefore have the following
From now on, we shall make the following Assumption. ℓ ∈ g * satisfies Boidol's condition, and Ω(ℓ)| n is closed. Moreover, we assume and p ∈ [1, ∞[, p = 2, is fixed.
Then, since ℓ satisfies (B), there exists at least one root λ of g, such that λ| g(ℓ) is a non-trivial root of the g(ℓ)-module g/p (see [2] ). Consequently, there exists at least one index i ∈ {1, . . . , d}, such that λ i | g(ℓ) = 0,
Notice that the latter condition is equivalent to ε j i = 0. Choose i minimal with these properties, and put
where the last p occurs at the i-th position.
Then, for T ∈ p, we have
and for X ∈ a + n one has
Thus, if we define the real character ν of g by
Moreover, since τ j k (T ) = 0 for 1 ≤ k < i and T ∈ g(ℓ), we have
For any complex number z in the strip Σ := {ζ ∈ C : |Im ζ| < 1/2}, let ∆ z be the complex character of G given by ∆ z (exp(X)) := e −izν(X) , X ∈ g, and χ z the unitary character
Since, by (5.4),
we see that the representation π z ℓ , given by
is an isometric representation on the space L p(z) (G/P, ℓ).
Observe that for τ ∈ R, we have p(τ ) = 2, and
since the mapping f → χ τ f intertwines the representations χ τ ⊗ π ℓ and π ℓ−τ ν .
Let us put
, z ∈ Σ, and let us shortly write
where p is given by (5.3). Since, by (3.24),
it follows from Cor.5.2 and Prop. 3.1 that the operator T (z) leaves L q invariant for every 1 ≤ q < ∞, and is bounded on all these spaces. Much more is even true. Let us write T q (z) in place of T (z), if we consider T (z) as a bounded operator on L q . The spectrum of T q (z) will be denoted by σ q (z). Kato ([12] 
Proof. By Thm. 2.2, the orbit Ω(ℓ) is closed. Moreover, Cor. 5.2 shows that ∆ z h 1 ∈ L 1 (G), and consequently T (z) = π ℓ (∆ z h 1 ) is a compact operator on L 2 . On the other hand, in a similar way we see from (5.9) 
) considered in Section 4.1, we may apply Thm. 4.2 to conclude that T q (z) is compact for every q ∈]1, ∞[. Next, let ζ ∈ Σ be fixed, and consider T (ζ + z), for |z| sufficiently small. We have
where the constant C q > 0 stays bounded whenever q runs through a compact interval. Moreover, arguing for S j as we did for T (z) before, one finds that S j ∈ K(L q ), for every q ∈]1, ∞[. Thus, by (5.10) and (5.11), the mapping z → T q (z) is holomorphic from Σ into K(L q ), for 1 < q < ∞ (it even extends to an entire mapping from
Q.E.D. We can now prove the following perturbation result.
There exist an open neighborhood U of a point z 0 ∈ R in the complex strip Σ and holomorphic mappings
Moreover, shrinking U, if necessary, one can find a constant C > 0 such that
Proof. Let z 0 ∈ Σ be real. Then, by Prop. 5.3 and Prop 4.3, the L p -spectrum of T p (z 0 ) is independent of p, and agrees thus with σ 2 (z 0 ). Moreover, for every non-trivial eigenvalue λ 0 ∈ σ 2 (z 0 ) of T (z 0 ), every generalized eigenvector ξ 0 associated to λ 0 is in fact an eigenvector, lying in D := p 0 ≤p≤p ′ 0 L p . Let us for instance choose for λ 0 the largest eigenvalue of T (z 0 ). Consider the three analytic families
By choosing z 0 in such a way that λ 0 is a non-branching eigenvalue for all three analytic families and applying analytic perturbation theory (see [12] ), we may find an open connected neighborhood U of some real point z 0 ∈ R in Σ and three holomorphic families U ∋ z → λ q (z) of eigenvalues for the operator T q (z), q = p 0 , 2, p ′ 0 , which all coincide at z 0 with the eigenvalue λ 0 . Moreover, we may choose a neighborhood W of λ 0 such that
where Γ is a circle in W winding around λ 0 once. By shrinking U , if necessary, we may also assume that the curve Γ separates λ q (z) from the remaining elements of σ q (z), for every z ∈ U and q = p 0 , 2, p ′ 0 . Then P q (z) projects onto the generalized eigenspace E q (z) of T q (z) associated with the eigenvalue λ q (z), for q = p 0 , 2, p ′ 0 . Moreover, D is the core considered in the proof of Prop.4.3, and we had seen there that, for real z ∈ U, the restrictions of the resolvents (T p (z) − µ) −1 to D do not depend on p, so that the same applies to the projectors P p (z). Since P q (z) depends holomorphically on z, it follows that
Moreover, since we may assume that P q (z) is uniformly bounded on L q , for z ∈ U and q = p 0 , 2, p ′ 0 , by interpolation we derive from (5.14) that
Choose now ξ 0 ∈ D \ {0} such that T (z 0 )ξ 0 = λ 0 ξ 0 , and put
Then ξ(z) ∈ D \ {0} for every z ∈ U, (5.13) holds because of (5.15), and the mapping z → ξ(z) ∈ D is holomorphic with respect to every L p -norm, p 0 ≤ p ≤ p ′ 0 , provided we choose U sufficiently small.
Furthermore, for real z ∈ U, we have T (z)ξ(z) = λ(z)ξ(z), and since both sides of this equation depend holomorphically on z, it remains valid for every z ∈ U.
The proof of Theorem 1
We have to show that, under the assumptions made in the previous section, there exist a point λ 0 in the L 2 -spectrum of L and an open neighborhood U of λ 0 in C, such that every L p -multiplier F ∈ C ∞ (R) extends holomorphically to U. Since σ 2 (L) = [0, ∞[=: R + , we may restrict ourselves to multipliers on R + .
Proof. Since F ∈ C ∞ (R + ), there exists a sequence of functions of Laplace transform typẽ ϕ n (λ) = ∞ 0 ϕ n (t)e −λt dt, where ϕ n ∈ C 0 (R + ), which converges uniformly to F (see [16] , Prop.2.1). Moreover, if ϕ is a real valued function on R + , thenφ is real valued too, as is the convolution kernelφ(L)δ e = ∞ 0 ϕ(t)h t dt associated toφ(L). Let α n := Re ϕ n , β n := Im ϕ n , and F 1 := Re F, F 2 := Im F. Then F 1 is the uniform limit of theα n , and F 2 is the uniform limit of theβ n , so that consequently, for every real-valued function f ∈ D(G), one has
Hence F 1 and F 2 are L p -multipliers for L too, and since
is L p ′ -bounded, and (6.1) follows by interpolation.
In view of Lemma 6.1, we may and shall assume in the sequel that 1 < p < 2.
We now apply the transference theorem in order to conclude that
To this end, recall that our representation π z ℓ acts isometrically on a mixed
However, the proof of Theorem 2.4 in [4] remains valid also for bounded representations on closed subspaces of L p -spaces, and we can thus apply the transference theorem in [4] to obtain (6.4).
Remark. (6.4) is an immediate consequence of the inclusion A(ξ)A p ⊂ A p of Theorem A in [8] and Theorem 6 in [9] . It seems that Herz understood transference very well, but in his publications rather concentrated on abstract results (notably in [8] ) and made explicit only few consequences. We felt that in case of (6.4) (as in section 4) re-proving certain more or less known results is more convenient then explaining how to translate and properly combine known results to get what we need.
From (6.1), (6.3) and (6.4) we get
where Σ p denotes the smaller strip
Next, letting p 0 := p, choose holomorphic families λ(z) of eigenvalues for π z ℓ = T (z) and associated eigenfunctions ξ(z), z ∈ U, as in Prop. 5.4, and assume w.r. that U ⊂ Σ p .
Fix ψ ∈ C ∞ 0 (G/P, ℓ) such that ξ(z), ψ = 0 for every z ∈ U (if necessary, we have to shrink U another time to achieve this), and consider the complex functions
which are holomorphic in U.
By (6.5) and (5.13) we obtain
The family of functions {h n } n is thus a normal family of holomorphic functions, and so, by the theorems of Montel and Weierstraß, there exists a subsequence {h n j } j which converges locally uniformly to a holomorphic limit function h on U. Now, if z ∈ U is real, then the representation π z ℓ is unitary, and since, by (6.2), λ(K n ) converges to λ(K) in C * (G), as n tends to ∞, it follows that h n (z) converges on U ∩ R to π z ℓ (K)ξ(z), ψ , i.e. h(z) = π z ℓ (K)ξ(z), ψ , z ∈ U ∩ R. (6.6) Let µ(z) := − log λ(z), z ∈ U, where log denotes the principal branch of the logarithm. Then µ is holomorphic on U, and from π z ℓ (h 1 )ξ(z) = T (z)ξ(z) = λ(z)ξ(z) we obtain that dπ z ℓ (L)ξ(z) = µ(z)ξ(z). From (6.6) we therefore get (compare [16] Now, clearly the right-hand side of (6.7) extends holomorphically to U, and thus F •µ extends to a holomorphic function on U.
However, from Thm. Thus the function µ is not constant, and so, varying the point z 0 ∈ U ∩ R slightly, if necessary, we may assume that µ ′ (z 0 ) = 0. Then µ is a local bi-holomorphism near z 0 , and thus F has a holomorphic extension to a complex neighborhood of µ(z 0 ).
7 An example of a closed orbit whose restriction to the nilradical is non-closed Let g(x, y, r, s, n, m) := exp xX exp yY exp rR exp sS exp mM 2 exp nN 2 .
Then the coadjoint orbit Ω of ℓ is the subset Ω = {Ad * (g(x, y, r, s, m, n) −1 )ℓ : x, y, r, s, m, n ∈ R}.
Denote by We see that the restriction of Ω to the nilradical n = span{X, Y, Z, M 1 , M 2 , N 1 , N 2 } is not closed, since, letting r tend to +∞ and s to −∞, the other parameters being fixed, one finds that the functionals αM * 1 + βN * 1 − yX * + xY * + Z * lie in the closure of Ω| n . If α/β > 0, then α(e −r − 1 + r) + β(e s − 1 − s) − xy tends to infinity, provided r tends to +∞ and s tends to −∞ whereas x, y stay bounded. Hence the orbit Ω is closed, whenever α/β > 0.
On the other hand, Ω is not closed if α/β < 0, since then the element αM * 1 +βN * 1 is contained in the closure of the orbit ( take s := To fix the ideas, assume now for instance that α > 0, β > 0 (which means that Ω is closed), and consider a real sequence {τ k } k∈N such that lim k→∞ τ k = +∞. Then the sequence of orbits Ω k := Ω + τ k T * , k ∈ N, tends to infinity in the orbit space. Indeed, otherwise, for a subsequence, also indexed by k for simplicity of notation, for every k there would exist an element
such that lim k→∞ ℓ k existed in g * . Hence the sequences
would converge. Since τ k tends to +∞, it followed that αr k − βs k would tend to −∞ for n → ∞. But {αr k } k and {−βs k } k cannot tend to −∞ for n → ∞, since then the sequences {αe −r k } k and {βe s k } k would diverge. This contradiction shows that Ω k tends to infinity in the orbit space as n tends to infinity. In particular, we see that in this example lim k→∞ ||π ℓ+τ k T * (f )|| = 0, for every f ∈ L 1 (G).
