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For the general class of residual distribution (RD) schemes, including
many finite element (such as continuous/discontinuous Galerkin) and flux
reconstruction methods, an approach to construct entropy conservative
semidiscretisations by adding suitable correction terms has been proposed
recently by Abgrall (J. Comp. Phys. 372: pp. 640–666, 2018). Here, these cor-
rection terms are characterised as solutions of certain optimisation problems
and adapted to discontinuous element based schemes such as discontinuous
Galerkin and (multi-block) finite difference methods. Novel generalisations
to entropy inequalities, multiple constraints, and kinetic energy preservation
for the Euler equations are developed and tested in numerical experiments.
Finally, the underlying idea to use optimisation problems is applied to grid
refinement and coarsening operators, resulting in entropy stable/dissipative
grid transfers.
Keywords. entropy stability, kinetic energy preservation, conservation laws, residual
distribution schemes, discontinuous Galerkin schemes, Euler equations
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1 Introduction
Consider a hyperbolic conservation law
∂tu(t , x) +
d∑
j1
∂j f j
(
u(t , x))  0, t ∈ (0, T), x ∈ Ω, (1)
∗Corresponding author.
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in d space dimensions such as the compressible Euler equations of gas dynamics, where
u : (0, T) × Ω → Υ ⊆ Rm are the conserved variables, f j : Υ → Rm the fluxes, and
t ∈ (0, T), x ∈ Ω ⊆ Rd the time and space coordinates, respectively. Of course, the
conservation law has to be equipped with appropriate initial and boundary conditions.
Given a convex entropy U : Υ → R and entropy fluxes F j : Υ → R fulfilling ∂uU ·
∂u f j  ∂uF j , smooth solutions of (1) satisfy ∂tU(u) +∑dj1 ∂jF j(u)  0 and the entropy
inequality
∂tU(u) +
d∑
j1
∂jF j(u) ≤ 0 (2)
is used as additional admissibility criterion for weak solutions, cf. [10]. Because of the
convexity of U, the entropy variables w  ∂uU and the conservative variables u can be
used interchangeably.
Ever since the seminalwork of Tadmor [38], there has been some interest in techniques
to mimic (2) for semidiscretisations of hyperbolic conservation laws. Some recent con-
tributions are, e.g. [7–9, 16, 28, 35, 40]. Recently, relaxation Runge–Kutta methods have
been proposed to transfer such semidiscrete entropy conservation/dissipation results
to fully discrete schemes [22, 31].
In this article, the correction terms enforcing entropy conservation of numericalmeth-
ods in the general class of residual distribution (RD) schemes proposed by Abgrall [2]
and modifications suggested in [27] are studied deeper. They are characterised as
solutions of certain optimisation problems and different weightings are introduced.
Additionally, new applications and generalisations are developed and compared in
numerical experiments. Finally, the basic idea of such an optimisation approach is ap-
plied to grid refinement and coarsening, resulting in entropy stable/dissipative transfer
operations.
This article is structured as follows. Firstly, the numerical schemes and entropy cor-
rection terms are introduced in Section 2, starting with residual distribution schemes
in Section 2.1. Thereafter, discontinuous element based schemes such as discontinu-
ous Galerkin (DG) methods are described in Section 2.2 and the characterisations of
entropy correction terms as solutions of certain optimisation problems are developed.
Generalisations to entropy inequalities, multiple linear constraints, and kinetic energy
preservation for the compressible Euler equations are developed in Section 3. Numer-
ical examples using all these schemes are presented in Section 4. Next, the application
of such optimisation ideas to grid refinement and coarsening is developed in Section 5,
including numerical examples. Finally, the results of this study are summed up in
Section 6, conclusions are drawn and some directions of further research are presented.
2 Entropy Corrections for Numerical Schemes
In this section, existing formulations of entropy correction terms for residual distribution
and discontinuous element based schemes are described and an interpretation in terms
of a quadratic minimisation problem is presented.
2
2.1 Nodal Formulation: Residual Distribution Schemes
Thefirst introductions of residual distribution (RD) schemes, alsodenotedbyfluctuation
splitting schemes, can be found in Roe’s seminal work [33] and in the paper by Ni [23].
Since then, further developments have been done for generalisation and to reach high
order in the discretisation, cf. [2, 4] and references therein. The main advantage of
the RD approach is the abstract formulation of the schemes. One works only with
the degrees of freedom (DoFs). The selection of approximation/solution space and the
definition of the residuals specifies the scheme completely and thus the properties of the
considered methods. Today, the RD ansatz provides a unifying framework including
some — if not most — of the up-to-date used high order methods like continuous
and discontinuous Galerkin methods and flux reconstruction schemes [2, 5]. Also the
schemes which will be considered in Section 2.2 can be recast into this framework.
However, to follow the approach of Abgrall [2], where the entropy correction term is
introduced for the first time, the same notation and the general RD approach is applied
which will be shortly repeated in the following subsection.
Residual Distribution Schemes
For simplicity, we will explain the RD approach only for the steady state problem
d∑
j1
∂j f j
(
u(x))  0, x ∈ Ω, (3)
of a hyperbolic conservation law (1)with suitable boundary conditions. RD is applied to
discretise (3) in space. A discretisation of (3) will be considered and the correction term
is working on this. A possible temporal discretisation for time-dependent problems
will be not considered in the following part. Several time-integration methods such as
deferred correction and Runge–Kutta schemes to discretise (1) fully together with an
RD approach can be found in [1, 3, 32] and references therein, but this is not topic of
this paper.
The domain Ω is split into subdomains Ωl (e.g triangles in two dimensions). The
term K denotes the generic element of themesh and h is used for the characteristic mesh
size. For the boundary elements, Γ is applied. Then, the degrees of freedom σ (DoFs)
are defined in respect to the splitting and the weights in each K. For each K, the set of
DoFs
∑
K of linear forms acting on the set Pk of polynomials of degree k such that the
linear mapping q ∈ Pk 7−→ (σ1(q), · · · , σ|∑K |(q)) is one-to-one and S denotes the set of
degrees of freedom in all elements.
The solution u will be approximated by an element from the spaceVh defined as
Vh :
⊕
K
{
uh ∈ L2(K), uh |K ∈ Pk
}
. (4)
A linear combination of basis functions ϕσ ∈ Vh will be used to describe the numerical
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solution
uh(x) 
∑
K∈Ωl
∑
σ∈K
uhσϕσ |K(x), ∀x ∈ Ω, (5)
where the coefficients uhσmust be foundby a numericalmethod. Therefore, the residuals
come finally into play. Now, the RD scheme can be formulated by the following three
steps to calculate the coefficients uhσ, which are also illustrated in Figure 1:
1. Define for any K the total residual1 ΦK of (3) as an approximation of
ΦK ≈
∫
K
d∑
j1
∂j f j
(
uh
)
. (6)
In the following,
∮
will be used to denote the discrete evaluation of integrals by
some quadrature rule. For continuous Galerkin schemes, one can choose
ΦK 
∮
K
d∑
j1
∂j f j
(
uh
)
. (7)
Other examples are given in [2] and in Example 2.3 below.
2. Split the total residual into sub-residual ΦKσ for each degree of freedom σ ∈ K,
so that the sum of all the contributions over an element K is the fluctuation term
itself, i.e.
ΦK 
∑
σ∈K
ΦKσ , ∀K. (8)
3. The resulting scheme is finally obtained by summing all sub-residuals of one
degree of freedom from different elements K, i.e.∑
K |σ∈K
ΦKσ  0, ∀σ. (9)
The term (9) allows to calculate the coefficients uhσ in the numerical approximation
(5).
If σ ∈ Γ, equation (5) will be split for any DoF and we can finally write the discretisation
of (3) as ∑
K∈Ω
∑
σ∈K
ΦKσ (uh) +
∑
Γ∈∂Ω
∑
σ∈Γ
ΦΓσ(uh)  0, (10)
where ΦΓσ denotes the boundary residual. With (10) the RD scheme is described. To
specify completely the method (FV, DG, etc.), the solution space (4) (and therefore also
the basis) has to be chosen and the exact definition of the residuals ΦKσ has to be given.
1This term is also referred as fluctuation term in the literature [6].
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KΦk =
∮
div f(Uh) dx
1
(a) Step 1: Compute the total
residual.
(b) Step 2: Split the total re-
sidual.
(c) Step 3: Combine the re-
siduals.
Figure 1: Illustration of the three steps (total residual, nodal residuals, gathering residuals) of
the RD approach for linear triangular elements.
Varying selections yield different methods. However, the conservation relation has to
be always fulfilled. For any element K and any uh ∈ Vh ,∑
σ∈K
ΦKσ (uh) 
∮
∂K
f num, j
(
uh|K , u
h
|K−
)
· ν j , (11)
where uh|K is the restriction of u
h in the elementK, uh|K− is the restriction of u
h on the other
side of the local edge/face of K, and ν j is the j-th component of the outer unit normal
vector ν at ∂K. In addition, f num is a consistent numerical flux, i.e. f num, j(u , u)  f j(u),
and summation over repeated indices is implied. Similar equations (11) hold for the
boundary residuals, see [2] for details.
Further properties of the scheme can be written in terms of the residuals. Here,
the focus lies on the reinterpretation and extension of the entropy correction term
introduced in [2].
Entropy Correction Term
In [2], the author presented an approach to construct entropy conservative/stable
schemes in a general framework. Therefore, a correction term is added to the scheme
ΦKσ at every degree of freedom σ ∈ K to ensure that the scheme fulfils discretely the
entropy condition (2). In terms of RD, an entropy conservative scheme2 fulfils∑
σ∈K
〈
wσ , Φ˜Kσ
〉

∮
∂K
Fnum, j
(
wh|K , w
h
|K−
)
ν j , (12)
where Fnum, j is a numerical entropy flux and wσ is the entropy variable at the Dof σ.
2An entropy stable semidiscretisation has an inequality in (2). Here, the steady state case (3) is considered.
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In addition, these correction terms have to be chosen such that they do not violate
the conservation relation. The correction term rKσ is added to the residual ΦKσ at every
degree of freedom, such that the corrected residual
Φ˜Kσ  Φ
K
σ + r
K
σ (13)
fulfils the discrete entropy condition (12). In [2], the following correction term is intro-
duced
rKσ  α(wσ − w), with w  1#K
∑
σ∈K
wσ , (14)
α 
E∑
σ∈K
(
wσ − w
)2 , E : ∮
∂K
Fnum, j
(
wh|K , w
h
|K−
)
ν j −
∑
σ∈K
〈
wσ , ΦKσ
〉
. (15)
Theorem 2.1. If the constraints to not contradict each other, the correction term (14) with (15)
satisfies ∑
σ∈K
rKσ  0,
∑
σ∈K
〈
wσ , rKσ
〉
 E . (16)
By adding (14) to the residual ΦKσ , the resulting scheme using Φ˜Kσ is locally conservative in u
and entropy conservative.
Proof. The relation (16) defines a linear system of equation with always at least two
unknowns. It is enough to show that (14)with (15) is a valid solution. Results concerning
possible contradictions of the constraints (16) are given below in Remark 2.6.
The conservation relation for the new scheme is guaranteed because of
∑
σ∈K
rKσ 
∑
σ∈K
α(wσ − w)  α
©­­«
∑
σ∈K
wσ −
∑
σ∈K
©­« 1#K
∑
σ∈K
wσ
ª®¬
ª®®¬
 α
©­«
∑
σ∈K
wσ −
∑
σ∈K
wσ
ª®¬  0. (17)
The entropy condition is satisfied, since∑
σ∈K
〈
wσ , rKσ
〉

∑
σ∈K
〈
wσ , α(wσ − w)
〉
 α
∑
σ∈K
〈
wσ , (wσ − w)
〉
 α
∑
σ∈K
〈
wσ − w , wσ − w
〉
+
〈
w ,
∑
σ∈K
(wσ − w)︸¨¨ ¨¨ ¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨︸
0
〉

E∑
σ∈K
(wσ − w)2
∑
σ∈K
(wσ − w)2  E . (18)
It is obvious that Φ˜Kσ fulfils the entropy condition (12). 
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Remark 2.2. The error behaviour of E can be controlled through the used numerical
quadrature, see [2] for details.
To finish this section, an example describing a specific scheme will be presented.
Example 2.3. To express a discontinuous Galerkin scheme in the RD framework, one
has to specify the solution space and the residual in detail. The spaceVh is given by (4)
and the residual is given by
ΦKσ (uh)  −
∮
K
∂jϕσ · f j(uh) +
∮
∂K
ϕσ f num, j(uh|K , uh|K− ) · ν j . (19)
The boundary residuals are
ΦΓσ(uh) 
∮
Γ
∇ϕσ
(
f num, j(uh|Γ , ub) − f j(uh) · ν j
)
. (20)
2.2 Operator Formulation: Discontinuous Element Based Schemes
Here, the focus will lie on element based discretisations using an operator formulation
as in [27]. Therefore, the domainΩ is partitioned into non-overlapping elementsΩl ⊆ Ω
and the following discrete operators are used on each element (dropping the elemental
index l for convenience).
• A symmetric and positive definite mass matrix M, approximating the L2 scalar
product via
∫
Ωl
u(x)v(x)dx  〈u , v〉L2 ≈ 〈u , v〉M  uTMv.
• Derivative matrices D j , approximating the partial derivative ∂ju ≈ D ju.
• A restriction/interpolation operator R, performing interpolation to the boundary
nodes at ∂Ωl via Ru.
• A symmetric and positive definite boundary mass matrix B, approximating the
scalar product on L2(∂Ωl).
• Multiplication operators N j , j ∈ {1, . . . , d}, representing the multiplication of
functions on the boundary ∂Ωl by the j-th component ν j of the outer unit normal
ν at ∂Ωl .
Together, the restriction and boundary operators approximate the boundary integral
with respect to the outer unit normal as in the divergence theorem, i.e.
uTRTBN jRv ≈
∫
∂Ω
u v ν j . (21)
If the SBP property
MD j + DTj M  R
TBN jR (22)
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is fulfilled, integration by parts (the divergence theorem) ismimicked on a discrete level,
cf. [12]. For example, some discontinuous Galerkin schemes can be formulated in this
way [18], allowing the transfer of stability results established at the continuous level to
the discretisation, cf. [13, 36] and references cited therein.
The general semidiscretisations considered here can be written as
∂tu  VOL + SURF, (23)
where VOL are volume terms discretising ∂j f j(u) and SURF are surface terms imple-
menting interface/boundary conditions weakly. For the i-th conserved variable ui ,
i ∈ {1, . . . ,m}, the corresponding semidiscretisation is
∂tui  VOLi + SURFi . (24)
Example 2.4. A central nodal DG scheme using the numerical (surface) fluxes f num, j
can be obtained by choosing
VOL  −D j f j , SURF  −M−1RTBN j( f num, j − R f j). (25)
Example 2.5. Aflux differencing or split form discretisation using symmetric numerical
volume fluxes f vol, j and numerical surface fluces f num, j can be obtained using [14, 19]
VOL(m)  −2
d∑
j1
∑
k
D jm ,k f
vol, j (u(m) , u(k)) , SURF  −M−1RTBN j( f num, j − R f j), (26)
where the upper indices (m), (k) indicate the grid node. Examples using such a notation
can be found in [26, 28, 30] and references cited therein.
The discretisation should be (locally) conservative, i.e. it should satisfy
∀i ∈ {1, . . . ,m} : 1TM∂tui  −1TRTBN j f num, ji , (27)
where f num, ji is the numerical flux for the i-th conserved variable in coordinate direction
j. An entropy conservative semidiscretisation results in
wTi M∂tui  −1TRTBN jFnum, j , (28)
where a summation over the repeated index i is implied and Fnum, j are numerical
entropy fluxes corresponding to f num, j , cf. [37, 38].
The basic idea of Abgrall [2] is to enforce (28) for any semidiscretisation via the
addition of a correction term r that is consistent with zero and does not violate the
conservation relation (27), resulting in
∂tui  VOLi + SURFi + ri . (29)
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Using the mass matrix M for discrete integration as proposed in [27], the correction
term is
ri  α
(
wi − 1
TMwi
1TM1
1
)
, α 
E
wTk Mwk − (1
TMwk )(1TMwk )
1TM1
,
E  −1TRTBN jFnum, j − wTk M VOLk − wTk M SURFk .
(30)
If the denominator of α in (30) is zero, the numerical solution is constant in the element
because of the Cauchy Schwarz inequality (since 1 and wk are linearly dependent for
each k in that case). Then, the discontinuous element scheme reduces to a finite volume
scheme using the numerical fluxes f num, j and (28) has to hold for entropy conservative
numerical fluxes f num, j , as described in the following Remark 2.6. Additionally, the
term multiplied by α vanishes and r becomes zero.
Remark 2.6. Such a correction is only possible, if the constraints (27) and (28) do not
contradict each other. In particular, (28) has to hold whenever all wi are constant
(proportional to 1). This is satisfied for the schemes investigated in this section, if the
numerical surface fluxes f num, j are entropy conservative and Fnum, j the corresponding
numerical entropy fluxes in the sense of Tadmor [37, 38], i.e. if
(wi ,+ − wi ,−) f num, ji (w− , w+)  ψ
j
+ − ψ j− , (31)
Fnum, j 
wi ,+ + wi ,−
2 f
num, j
i (w− , w+) −
ψ
j
+ + ψ
j−
2 , (32)
whereψ j is the fluxpotentialψ j  wi f
j
i −F j . Indeed, if the numerical solution is constant
in an element, DG type schemes such as in Example 2.6 result in a finite volume scheme
∂tu  −M−1RTBN j( f num, j − R f j), (33)
which is conservative because of 1TRTBN jR f j  0 (since the divergence theorem has to
hold for constants because of consistency). Additionally,
wTi M∂tui  −wTi RTBN j f num, ji + wTi RTBN jR f
j
i
 −wTi RTBN j f num, ji + 1TRTBN jRψ j . (34)
Hence, it suffices to consider one boundary node. There,
ψ
j
± − wi ,± f num, ji (w− , w+)  ψ
j
± −
(
wi ,+ + wi ,−
2 ±
wi ,+ − wi ,−
2
)
f num, ji (w− , w+)
 ψ
j
± −
wi ,+ + wi ,−
2 f
num, j
i (w− , w+) ∓
ψ
j
+ − ψ j−
2

ψ
j
+ + ψ
j−
2 −
wi ,+ + wi ,−
2 f
num, j
i (w− , w+)  −Fnum, j .
(35)
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Theorem 2.7. If E  0 whenever all wi are constant, the correction term r (30) is the unique
optimal correction of (29), measured in the discrete norm induced byM, such that (27) and (28)
are satisfied, i.e. r  (r1 , . . . , rm) (30) is the unique solution of
min
r
1
2 ‖r‖
2
M s. t. 1TMri  0, wTi Mri  E , (36)
where ‖r‖2M  rTi Mri .
Proof. Equation (36) can be reformulated as
min
r
1
2r
T(Im ⊗M)r s. t. Ar  b , A 
(
Im ⊗(1TM)
wT(Im ⊗M)
)
, b 
(
0
E
)
. (37)
Since M is symmetric and positive definite, there is a unique solution r, which is given
by [24, Section 16.1] ((Im ⊗M) −AT
A 0
) (
r
λ
)

(
0
b
)
(38)
for some λ ∈ Rm+1. Hence, r must satisfy the m + 1 constraints 1TMri  0, wTMr  E
and Mri must be in the span of {M1,Mwi} such that the coefficients of Mwi are the
same for all i ∈ {1, . . . ,m}. This is obviously true for ri as defined in (30). 
Using the same argument used in the proof of Theorem 2.7, one obtains
Proposition 2.8. If E  0 in (15) whenever w is constant in K, the correction term rKσ (14)
is the unique optimal correction of (13), measured in the discrete norm induced by the identity
matrix I, such that (12) and
∑
σ∈K rKσ  0 are satisfied, i.e. r  (rKσ )σ (14) is the solution of
min
r
1
2 ‖r‖
2
I s. t. 1T I rKσ  0, wTσ I rKσ  E , (39)
where ‖r‖2I  (rKσ )T I rKσ .
Remark 2.9. There are some differences between the role of the correction terms ri
described in this section and the terms rKσ used in the previous section. Firstly, since the
correction ri (30) is added to the other side of the hyperbolic equation, the sign differs
from the correction term rKσ (14) of [2]. Secondly, ri (30) is a correction for the pointwise
time derivative of u while rKσ (14) is a correction for an integrated version. Loosely
speaking, they are related via
rKσ ' Mri . (40)
Additionally, the role of the indices differs: ri is a correction term for the i-th variable at
all grid nodes while rKσ is a correction term at the grid node σ for all variables (if a DG
type setting is used for the RD scheme).
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Remark 2.10. Using the notation of this section, the correction term rKσ (14) of [2]
corresponds to
ri  α
(
M−1wi − 1
Twi
1T1
M−11
)
, α 
E
wTk wk − (1
Twk )(1Twk )
1T1
,
E  1TRTBN jFnum, j − wTkΦk .
(41)
While rKσ (14) is the optimal correction with respect to the identity matrix, its corres-
ponding pointwise correction ri (41) is optimal with respect to the norm induced by
M2.
Remark 2.11. Using the notation of RD schemes, the entropy correction term ri (30)
corresponds to
rKσ  α
(∮
K
wσϕσ −
∑
%∈K
∮
K w%ϕ%∑
%∈K
∮
K ϕ%
∮
K
ϕσ
)
 α
(
wσ −
∑
%∈K
∮
K w%ϕ%∑
%∈K
∮
K ϕ%
) ∮
K
ϕσ ,
α 
−∮
∂K F
num, j (wh|K , wh|K− )ν j +∑σ∈K 〈wσ , ΦKσ 〉∑
σ,%∈K
∮
K |wσ |2 ϕσ − 1∮
K 1
(∑
σ∈K
∮
K(wσϕσ)
)
·
(∑
%∈K
∮
K(w%ϕ%)
) , (42)
in accordance with (40). Hence, (30) uses an integral weighting (by the quadrature rule)
instead of a summation without weights. While ri (30) is the optimal correction with
respect to the mass matrix M, its corresponding integral correction rKσ (42) is optimal
with respect to the norm induced by M−1.
2.3 Finite Difference and Global Spectral Collocation Schemes
Classical single block finite difference and spectral collocation schemes can be inter-
preted as RD or DG schemes described in Sections 2.1 and 2.2 with one element. In that
case, the entropy corrections described above yield globally conservative and globally
entropy conservative/stable schemes.
Sadly, global conservation and a global entropy inequality do not imply any sort of
convergence towards an entropy solution of scalar conservation laws, even if the scheme
converges.
Example 2.12. Consider Burgers’ equation
∂tu(t , x) + ∂x u(t , x)
2
2  0, t > 0, x ∈ [0, 3],
u(0, x)  u0(x), x ∈ [−2, 2],
(43)
with periodic boundary conditions and the initial condition
u0(x) 
{
−1, if 1 < x < 2,
+1, else.
(44)
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The unique entropy solution contains a stationary shock at x  1 and a rarefaction wave
starting at x  2.
Central periodic finite difference and Fourier collocation schemes can be represented
by a skew-symmetric derivative operator D and mass matrix M ∝ I. Hence, there is no
difference between the approaches (14) and (30).
Since u2 is constant, a classical central scheme yields a stationary numerical solution.
The entropy correction vanishes, too, since E is zero (because of periodic boundary
conditions). Hence, the same stationary numerical solution is obtained if the entropy
correction is added.
If an element based scheme is used instead, the numerical solution with entropy
correction term cannot be stationary if the grid is fine enough (obtained by increasing
the number of elements), since the difference of numerical entropy boundary fluxes
does not vanish if the element contains exactly one initial discontinuity.
2.4 Related Schemes
By Theorem 2.7, the entropy correction terms can be interpreted as solution of a quad-
ratic minimisation problem with equality constraints. The idea of solving such a prob-
lem can also be exploited for many different applications.
Remark 2.13. Asimilar approach has beenused in [20] to construct entropy conservative
numerical fluxes. In theirwork, the authors focus on the quadratic optimizationproblem
min
f num
1
2
 f num − f 2
Mˆ−1
s. t. [[w]]T f num  [[ψ]], (45)
where [[ · ]] denotes the jump and ψ is the flux potential. The function f denotes any
symmetric and consistent numerical flux and f num is the new (symmetric) entropy
conservative numerical flux.
Remark 2.14. The approach using a quadratic optimisation problem can be extended
to more general constraints that are linear for a given state u, e.g. some special form of
the kinetic energy for the Euler equations, cf. Section 3.3. A combination of split forms
and correction terms similar to the ones described hitherto has been presented in [34].
3 Generalisations
In this section, some generalisations of the entropy correction terms based on the inter-
pretations as a quadratic optimisation problem will be developed. Here, the notation
of Section 2.2 for discontinuous element based schemes will be used.
3.1 Inequality Constraints
Inmanyapplications to hyperbolic conservation laws, themain interest lies in an entropy
inequality instead of entropy conservation, resulting in some kind of stability estimates.
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For example, even if the baseline scheme is not necessarily entropydissipative in general,
it can be dissipative in some cases. In that case, it could be beneficial to preserve this
dissipation introduced by the baseline scheme. Moreover, it could be possible to obtain
better approximations with smaller corrections if some entropy dissipation is allowed.
Instead of (36) in Theorem 2.7, such an optimisation problem is
min
r
1
2 ‖r‖
2
M s. t. 1TMri  0, wTi Mri ≤ E . (46)
While a solution of (46) is still conservative, i.e. (27) holds, the entropy inequality
wTi M∂tui ≤ −1TRTBN jFnum, j (47)
holds instead of the entropy equality (28).
Theorem 3.1. If the constraints do not contradict each other, the optimisation problem (46) has
a unique solution r, which is given by r  0 if E > 0 and (30) if E ≤ 0.
Proof. SinceM is symmetric and positive definite, there is a unique solution. Apply the
active set method described in [24, Section 16.4] with feasible initial value of r given in
(30) to
min
r
1
2 ‖r‖
2
M s. t. 1TMri  0, −wTi Mri ≥ −E . (48)
Since (30) solves the optimisation problem (36), the sign of the Lagrange multiplier
associated with −wTi Mri ≥ −E determines the next step:
• If the Lagrange multiplier is ≥ 0, the unique solution has been found.
• Otherwise, drop the constraint −wTi Mri ≥ −E and compute the solution of
min
r
1
2 ‖r‖
2
M s. t. 1TMri  0, (49)
which is obviously r  0.
Finally, note that the Lagrange multiplier associated with −wTi Mri ≥ −E is −α, where
α is given in (30) and satisfies sign(α)  sign(E). 
Remark 3.2. Theorem 3.1 simply states that the semidiscretisation (29) obtained by the
correction solving (46) is given by the unmodified method if it is entropy dissipative
and by the entropy conservative scheme (30) if the baseline scheme produces spurious
entropy (per element).
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3.2 Multiple Linear Constraints
Ageneralisation of the approach described in Theorem 2.7 tomultiple linear constraints
is straightforward. This is demonstrated for two constraints
wTi Mri  E , w˜Ti Mri  E˜ (50)
in addition to (27). Here, E˜ is the difference of desired and current values for a linear
constraint similar to E in (30). For example, E˜ could be caused by a correction for the
kinetic energy for the Euler equations, cf. E in (66) below.
Theorem 3.3. If the constraints (27) and (50) do not contradict each other, the unique solution
r  (r1 , . . . , rm) of
min
r
1
2 ‖r‖
2
M s. t. 1TMri  0, wTi Mri  E , w˜Ti Mri  E˜ , (51)
is given by
ri  α
(
wi − 1
TMwi
1TM1
1
)
+ α˜
(
w˜i − 1
TMw˜i
1TM1
1
)
, (52)
where (
α
α˜
)

©­«w
T
i Mwi − (1
TMwi)(1TMwi)
1TM1 w
T
i Mw˜i − (1
TMwi)(1TMw˜i)
1TM1
w˜Ti Mwi − (1
TMw˜i)(1TMwi)
1TM1 w˜
T
i Mw˜i − (1
TMw˜i)(1TMw˜i)
1TM1
ª®¬
−1 (
E
E˜
)
. (53)
Proof. Equation (51) can be reformulated as
min
r
1
2r
T(Im ⊗M)r s. t. Ar  b , A 
©­­«
Im ⊗(1TM)
wT(Im ⊗M)
w˜T(Im ⊗M)
ª®®¬ , b 
©­­«
0
E
E˜
ª®®¬ . (54)
As in the proof of Theorem 2.7, r must satisfy the constraints 1TMri  0, wTMr 
E , w˜Ti Mri  E˜ andMri must be in the span of
{
M1,Mwi ,Mw˜i
}
such that the coefficients
of Mwi and Mw˜i are the same for all i ∈ {1, . . . ,m}, respectively. Hence,
ri  αwi + α˜w˜i + ci , (55)
where
1TMri  0 ⇐⇒ α1TMwi + α˜1TMw˜i + ci1TM1  0
⇐⇒ ci  −α1
TMwi + α˜1TMw˜i
1TM1
. (56)
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Finally, α and α˜ have to solve(
wTi Mwi −
(1TMwi)(1TMwi)
1TM1
)
α +
(
wTi Mw˜i −
(1TMwi)(1TMw˜i)
1TM1
)
α˜  E ,(
w˜Ti Mwi −
(1TMw˜i)(1TMwi)
1TM1
)
α +
(
w˜Ti Mw˜i −
(1TMw˜i)(1TMw˜i)
1TM1
)
α˜  E˜ ,
(57)
proving the assertion. 
Remark 3.4. It can be desirable to satisfy entropy (in-) equalities for multiple entropies.
Based onRemark 2.6, the numerical surface fluxes f num, j should be entropy conservative
for both entropies. However, this is in general not possible. Indeed, for a scalar con-
servation law and a fixed entropy, the entropy conservative numerical flux is uniquely
determined as
f num, j 
[[ψ j]]
[[w]] . (58)
3.3 Kinetic Energy for the Euler Equations
Consider the compressible Euler equations in two space dimensions (the extension to
three space dimensions is straightforward)
∂t
©­­­­«
%
%vx
%vy
%e
ª®®®®¬︸︷︷︸
u
+ ∂x
©­­­­«
%vx
%v2x + p
%vxvy
(%e + p)vx
ª®®®®¬︸¨¨ ¨¨ ¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨︸
 f x(u)
+ ∂y
©­­­­«
%vy
%vxvy
%v2y + p
(%e + p)vy
ª®®®®¬︸¨¨ ¨¨ ¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨︸
 f y(u)
 0,
(59)
where % is the density of the gas, v  (vx , vy) its speed, %v the momentum, e the specific
total energy, and p the pressure. The total energy %e can be decomposed into the internal
energy % and the kinetic energy Ekin  12%v
2, i.e. %e  % + 12%v
2. For a perfect gas,
p  (γ − 1)%  (γ − 1)
(
%e − 12%v
2
)
, (60)
where γ is the ratio of specific heats. For air, γ  1.4 will be used, unless stated
otherwise.
Following [26, Section 7.4], the kinetic energy satisfies
−∂tEkin  −12v
2∂t% + v · ∂t(%v)  ∂j
(
1
2%v
2v j + pv j
)
− p∂jv j . (61)
A numerical flux f num, j is kinetic energy preserving, if
f num, j%vi  {{vi}} f num, j% + {{p}}δi j . (62)
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The corresponding numerical flux for the kinetic energy (approximating the conservat-
ive part of the kinetic energy equation) is [26, Eq. (7.66)]
Fnum, j(u− , u+)  12v
−
i v
+
i f
num, j
% (u− , u+) +
p+v−j + p
−v+j
2 . (63)
Using w  ∂uEkin(u), a kinetic energy preserving semidiscretisation mimicking (61) has
to satisfy (cf. [26, Section 7.4])
1TM∂tEkin  pTMD jv j − 1TRTBN j
(
Fnum, j − Snum, j ) , (64)
where the discretisation Snum, j of the nonconservative term −p∂jv j at the surface
between two elements is given as
Snum, j(u− , u+)  p−
v+j − v−j
2 . (65)
Here, the argument u− comes from the interior of an element and the argument u+ from
the neighbouring element.
As mentioned in Remark 2.14, correction terms have been used to obtain kinetic
energy preserving schemes in [34]. Contrary to the approach presented in the following,
a certain split form of the Euler equations has been used there instead of a central
discretisation and the correction terms are used to remove some interpolation errors at
the boundaries.
Using the same approach as in Section 2.2 results in semidiscretisations (29), where
the correction term ri has to be chosen such that local conservation (27) and kinetic
energy preservation (64) are satisfied.
Remark 3.5. Similarly to Remark 2.6, the constraints (27) and (64) do not contradict each
other in a finite volume setting if kinetic energy preserving numerical surface fluxes
f num, j are used, i.e. those satisfying (62).
The correction term for the kinetic energy is
ri  α
(
wi − 1
TMwi
1TM1
1
)
, α 
E
wTk Mwk − (1
TMwk )(1TMwk )
1TM1
,
E  pTMD jv j − 1TRTBN j (Fnum, j − Snum, j ) − wTk MVOLk − wTk M SURFk . (66)
Similar to Theorem 2.7, one obtains
Proposition 3.6. If the constraints (27) and (64) do not contradict each other, the correction
term r (66) is the unique optimal correction of (29), measured in the discrete norm induced by
M, such that (27) and (64) are satisfied.
Remark 3.7. Using Theorem 3.3, combined correction terms for the entropy and kinetic
energy can be created for the Euler equations. The corresponding entropy is chosen as
U  − %s
γ − 1 , s  log
(
p/%γ) , (67)
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(a) Numerical solutions.
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(b) Entropy/energy.
Figure 2: Numerical solutions of the linear advection equation and their energy/entropy, com-
puted using a nodal DG scheme based on closed Newton Cotes quadrature.
the flux potentials are ψ j  %v j , and the entropy variables are
w  U′(u) 
(
γ
γ − 1 −
s
γ − 1 −
%v2
2p ,
%vx
p
,
%vy
p
,− %
p
)T
. (68)
4 Numerical Examples
In this section, some numerical examples using the schemes described/derived hitherto
will be presented.
4.1 Linear Advection
The linear advection equation
∂tu(t , x) + ∂xu(t , x)  0, x ∈ [−1, 1], t ∈ (0, 4),
u(0, x)  u0(x)  sin(pix), x ∈ [−1, 1], (69)
with periodic boundary conditions is solved numerically using a nodal DG scheme
with N  24 uniform elements with polynomials of degree p  4 and closed Newton
Cotes quadrature rules and the entropy correction is applied for the L2 entropy/energy
U(u)  12u2. The spatial semidiscretisation is integrated in time using SSPRK(10,4) of
[21], which is energy stable for linear semidiscretisations [29].
Results of these simulations are visualised in Figure 2. Since the semidiscretisation is
not linear because of the correction terms, the fully discrete scheme does not satisfy an
entropy/energy inequality. However, the entropy/energy becomes constant tomachine
accuracy if the time step ∆t is refined. Nevertheless, the numerical solutions are highly
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oscillatory. While the entropy correction reduces the amount of oscillations compared
to the numerical solution without correction (not shown), the basically bad behaviour
of the nodal DG schemes with closed Newton Cotes quadrature can still be observed. It
is no surprise that the quality of the solution depends crucially on the baseline scheme
for such a quadratic optimisation approach. Additionally, this example demonstrates
that an energy/entropy (in-)equality does not imply a good numerical approximation.
4.2 Two-Dimensional Scalar Equations
Here, the focus lies on a comparison between the correction terms (14) and (42) using
different weightings. In (14), the identity matrix is used whereas (42) applies the mass
matrix M. Here, a first comparison is given using these two approaches. It is clear
that the difference will be quite small. However, to have a closer look on the behaviour
two examples are demonstrated. Here, for the comparison a pure continuous Galerkin
scheme in the RD framework [2] will be considered.
4.2.1 Rotation
The first problem is a linear rotation equation in two space dimensions given by
∂tu(t , x , y) + ∂x(2piyu(t , x , y)) + ∂y(2pixu(t , x , y))  0, (x , y) ∈ D , t ∈ (0, 1),
u(0, x , y)  u0(x , y)  exp(−40(x2 + (y − 0.5)2)) , (x , y) ∈ D , (70)
whereD is the unit disk inR2. For the boundary, outflow conditions will be considered.
For time integration, the third order strong stability preserving scheme SSPRK(3,3)
will be used with CFL number 0.2 and the correction in each step will be done. A
pure continuous Galerkin scheme of third order is used and Bernstein polynomials are
applied as basis functions. In this test, a small bump which is located around (0,0.5) is
moving around in a circle. The rotation will be finished at t  1. The mesh contains
3582 triangular elements. In Table (1), the change of the entropy∫
Ω
U2corr(t) −
∫
Ω
U20 (71)
is given after every 200 timesteps. In the second column, the correction term (14) is used
to calculate the solution and (42) yields the results of the third column.
The differences in Table 1 are quite small and the correction terms lead in both cases to
good results. It can also be realised that the entropy change oscillates around zero. For
both correction terms, the errors of the numerical solutions are nearly identical. Using
(14), the L∞ error is given by 7.0158248661251754E-003. In the other case, one obtains
7.0158248660556755E-003. If we increase the number of DoFs (i.e. use more elements),
the results are similar for this test case. The influence of the correction terms should
be quite small for this smooth linear problem and the results support this supposition.
Next, a non-linear equation will be considered.
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Table 1: Total entropy change of numerical solutions using a continuous Galerkin scheme for the
linear test problem (70).
Time Correction (14) Correction (42)
0.0924 -1.3200818722352396E-003 -1.3200818722352381E-003
0.1804 -3.5181442406824587E-003 -3.5181442406824587E-003
0.2707 -4.0384393285469204E-006 -4.0384393285469204E-006
0.3609 +1.6293437220984824E-006 +1.6293437220984879E-006
0.4512 +4.9053172644914367E-003 +4.9053172644914159E-003
0.5414 +4.9050945723263769E-003 +4.9050945723263708E-003
0.6317 +1.1157487764967766E-005 +1.1157487764967859E-005
0.7219 -1.5581264075219044E-006 -1.5581264075219041E-006
0.8122 -3.2331335892805870E-003 -3.2331335892805870E-003
0.9024 -2.3490459323906409E-003 -2.3490459323906449E-003
0.9927 -5.3314892415756020E-006 -5.3314892416167162E-006
1.0000 -5.3476245962391514E-006 -5.3476245962789874E-006
4.2.2 Burgers’ Type of Equation
The problem is given by
∂tu(t , x , y) + ∂x(cos u(t , x , y)) + ∂yu(t , x , y)  0, (x , y) ∈ D , t ∈ (0, 0.2)
u(0, x , y)  u0(x , y)  exp(−40(x2 + y2)) , (x , y) ∈ D , (72)
where D is the unit disk in R2. Again, outflow boundary conditions will be considered
and time integration is done via SSPRK(3,3) with CFL number 0.1. The space discretisa-
tion is again done by a pure continuous Galerkin scheme of third order with Bernstein
polynomials. In this test case, a small bump located around zero will move up to the
left and a shock will appear after a finite time. However, for this study, the time is
considered before the shock appears. The choice of cos in (72) is done on purpose to
guarantee that the integration with a quadrature rule will never be exact. The influence
of the different correction terms is not visible in the solution in Figure 3, where the
solution at t  0.2 (right before the shock appears) is visualised.
Here, the correction (42) is applied. For the square entropy U  u2/2, the differences∫
Ω
U2corr(0.2) −
∫
Ω
U20 of the entropies with the different corrections are
• 4.3760551889451007E-006 for the correction (14) and
• 4.3739395943294535E-006 for the correction (42)
at t  0.2. The difference between the influence of the correction terms is also quite
small for this test case.
Remark 4.1. Several simulations (also with other test problems such as Burgers’ equa-
tion) have been performed. Up to now, no significant difference between the two
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Figure 3: Bump at the time t  0.2 calculated with 7052 triangles and a continuous Galerkin
scheme.
correction terms has been seen for Galerkin schemes. However, the possibility of some
advantages of one of the correction terms compared to the other one cannot be excluded
at the present time (e.g. in a different scheme or for other problems). Further studies
have to be conducted.
4.3 Euler Equations
A Taylor-Green vortex initial condition for the compressible Euler equations given by
%(0, x , y)  1, vx(0, x , y)  sin(x) cos(y),
vy(0, x , y)  − cos(x) sin(y), p(0, x , y)  100γ +
cos(2x) + cos(2y)
4 ,
(73)
for (x , y) ∈ [0, 2pi]2 with periodic boundary conditions is considered, which is a sta-
tionary solution of the incompressible Euler equations. Using classical sixth order
central finite difference operators with 100 nodes per coordinate direction, the numer-
ical solutions have been computed in the time interval t ∈ [0, 30] with the fourth order,
ten-stage, strong stability preserving Runge-Kutta method of [21] and a constant time
step ∆t  ∆x/8.
The relative kinetic energy and entropy of numerical solutions obtained via the clas-
sical central schemewith orwithout corrections or fluxdifference schemes are visualised
in Figure 4. The classical central scheme blows up at t ≈ 23.50 and strong variations
of both the kinetic energy and the entropy can be observed shortly before. Using a
correction term for the kinetic energy reduces the variations of Ekin before the blow-up
slightly and does not influence the entropy significantly before t ≈ 20. However, the
scheme blows up at approximately the same time.
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Figure 4: Relative kinetic energy Ekin and entropy U of numerical solutions of the compressible
Euler equations with a Taylor-Green vortex initial condition. The finite difference
schemes use sixth order classical central stencils and either the classical central scheme
with or without correction term or flux difference schemes with numerical fluxes of
[25] (see also [19]) or [26, Theorem 7.8].
Using instead a correction term for the entropy, the scheme crashes a bit later at
t ≈ 24.82. This correction term results in an increase of the kinetic energy in this case.
The entropy remains constant until it starts to vary before the blow-up. Applying the
combined correction term for both entropy and kinetic energy yields to some extent
combined results: The oscillations of the kinetic energy are very similar to those with
the Ekin correction and the entropy develops similarly to the one using only the U
correction. However, the scheme using the combined correction term crashes a bit later
(t ≈ 25.46) than the other ones.
Substituting the central scheme with a non-trivial flux difference discretisation can
improve the numerical stability significantly. The numerical fluxes of Pirozzoli [25]
(see also [19]) and Ranocha [26, Theorem 7.8] are kinetic energy preserving, i.e. they
satisfy (64) analytically. The last flux is also entropy conservative, i.e. the corresponding
scheme satisfies (28). The flux difference scheme does not crash during the computation
if either one of these fluxes is used. Both show some oscillations of the kinetic energy
with an amplitude similar to the central schemewith Ekin correction. The entropy varies
in time if Pirozzoli’s flux is used and the amount of variation is similar to the one for
the central scheme before the blow-up. Remarkably, the scheme using the flux of [26,
Theorem 7.8] and the central schemes with entropy correction conserve the entropy
nearly to machine accuracy. This can not necessarily expected, since the scheme is
only semidiscretely entropy conservative and the time integration scheme can (and will
typically) cause variations of U.
Additionally, a nodal discontinuous Galerkin scheme on Lobatto Legendre nodes
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Figure 5: Relative kinetic energy Ekin and entropy U of numerical solutions of the compressible
Euler equations with a Taylor-Green vortex initial condition. The nodal discontinuous
Galerkin schemes use polynomials of degree p  5 on Lobatto Legendre nodes, a
classical central scheme in the interior of each element, and the numerical fluxes of [26,
Theorem 7.8] between elements.
with polynomial degree p  5 and 16 elements per coordinate direction has been used.
The numerical flux at the boundaries is the one of [26, Theorem 7.8] and the classical
central scheme is used in the interior of each element. The numerical solutions have
been integrated in time with the fourth order, ten-stage, strong stability preserving
Runge-Kutta method of [21] and a constant time step ∆t  ∆x10
1
p2+1 , where ∆x is the
width of one element.
The trendof the results is very similar to the case of finite differencemethodsdescribed
before: Using the central scheme in the interior of each element results in a blow-up
(that happens before the corresponding one for the FD scheme) at t ≈ 3.8. Applying
a correction for Ekin removes the increase of the kinetic energy before the blow-up and
applying a correction for U yields a nearly constant entropy (before the blow-up).
In general, there does not seem to be a big difference between the basic choices for
the correction terms (14) and (30). The different weighting does not seem to be crucial
for these unstable calculations here. The only minor exception is the correction term for
both Ekin and U with a weighting as in (14), which blows up slightly later at t ≈ 4.3.
The computations using flux differencing schemes in the interior of each element
analogously to the finite difference schemes remain stable and do not blow up in this
test case, contrary to the central scheme with correction terms. Moreover, applying
corrections to a flux difference scheme based on the flux of Pirozzoli [25] yields results
that are very similar to the scheme using the flux of Ranocha [26, Theorem 7.8] (not
shown in the plot). In particular, the entropy can be conserved and the numerical
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solutions does not blow up during the computation.
4.4 Convergence Test
Here, a convergence test using the initial condition
%(0, x , y)  1 + 12 sin(pix), vx(0, x , y)  1,
vy(0, x , y)  0, p(0, x , y)  1,
(74)
for the Euler equations (59) in the periodic domain [0, 2] × [0, 1] using DG schemes
is conducted using Nx elements in x direction, Ny  1 element in y direction, and
polynomials of degree p  4. The error of the density at the final time t  6 is
computed using the Lobatto Legendre quadrature. As can be seen in Table 2, there are
no significant differences between the baseline central scheme and the ones applying a
correction term, in accordance with results of [2]. For low resolutions, the correction
term (42) using a weighting by the mass matrix yields slightly lower errors than the one
proposed originally in [2].
Table 2: Convergence rates for central and corrected DG schemes using polynomials of degree
p  4 for the Euler equations with initial condition (74).
Central Scheme Correction (42) Correction (14)
Nx
% − %0M EOC % − %0M EOC % − %0M EOC
5 1.312e-05 1.025e-04 2.537e-04
10 1.394e-06 +3.23 1.994e-06 +5.68 3.041e-06 +6.38
15 3.095e-07 +3.71 3.217e-07 +4.50 3.436e-07 +5.38
20 6.426e-08 +5.46 6.486e-08 +5.57 6.714e-08 +5.68
25 1.810e-08 +5.68 1.819e-08 +5.70 1.836e-08 +5.81
5 Applications to Grid Refinement and Coarsening
There is a certain interest in spatial adaptivity for entropy conservative and dissipative
semidiscretisations [15, 17]. If such adaptive schemes shall also be adapted in time, grid
refinement and coarsening operators transferring the numerical approximation from
one grid to another have to be constructed. Ideally, these should respect the entropy
dissipative behavior, which is not fulfilled by e.g. the classical L2 projection used for
such operations.
Consider a fine grid Ω f and a coarse grid Ωc . In the following, it will be assumed
that a nodal discontinuous element type basis is used and that there are associated
interpolation operators I f←c from the coarse to the fine grid and Ic← f from the fine grid
to the coarse grid. Numerical solutions and operators on the coarse/fine grid will be
written using upper indices c/ f .
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While standard interpolation and L2 projection operators conserve the total mass for
reasonable choices of the basis functions and quadrature rule, it is in general impossible
to obtain strict inequalities for entropies. Hence, it is of interest to apply an optimisation
approach similar to the one described in the previous section.
However, there are important differences concerning the optimisation approach to
entropy dissipativity between computations of spatial semidiscretisations and refine-
ment/coarsening operators:
• Computing the time derivative of the entropy results in a linearisation of the
problem, making it much easier. In fact, a closed solution is given in the previous
sections. For the refinement/coarsening operators, such a closed form solution
does not seem to be available in general.
• The spatial semidiscretisation has to be evaluated for every element and every time
step, possibly multiple times. Contrary, the refinement/coarsening operators will
be evaluated significantly fewer times.
To sumup, entropy stable refinement/coarsening operators aremore expensive but also
used less often. Hence, they can be of interest in applications requiring strict entropy
inequalities.
5.1 Refinement
Given a solution uc on the coarse grid, an optimisation problem for the solution u f on
the fine grid is
min
u f
1
2
u f − I f←c uc2
M f
s. t. 1TM f u f  1TMcuc , 1TM fU(u f ) ≤ 1TMcU(uc).
(75)
Since the norm ‖·‖M f is strictly convex & coercive and the entropy U is convex, there
exists a unique solution of (75). This convex problem can be solved using standard
constrained optimisation algorithms. For the numerical examples presented below,
Ipopt [39] has been used via the interface provided by JuMP [11].
After some simplifications, the first order necessary condition becomes [24, The-
orem 12.1]
u f  I f←c uc + λ
(
w(u f ) − 1
TM fw(u f )
1TM f 1
1
)
, (76)
where λ ≥ 0 is a Lagrange multiplier. Assuming that I f←c uc is already a good approx-
imation to u f , w(u f ) can be substituted by w(I f←c uc), resulting in the simpler problem
min
λ
1
2λ
2
s. t. 1TM fU
(
I f←c uc + λ
(
w(I f←c uc) −
1TM fw(I f←c uc)
1TM f 1
1
))
≤ 1TMcU(uc).
(77)
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5.2 Coarsening
For a solution u f on the fine grid, an optimisation problem for the solution uc on the
coarse grid is
min
uc
1
2
I f←c uc − u f 2
M f
s. t. 1TMcuc  1TM f u f , 1TMcU(uc) ≤ 1TM fU(u f ).
(78)
This is again a convex optimisation problem possessing a unique solution.
5.3 Numerical Examples
Consider the interval [−1, 1] with Lobatto-Legendre nodes for polynomials of degree
≤ 6 on the fine grid and ≤ 3 on the coarse grid. The interpolation operators are given by
polynomial interpolation and the mass matrices as diagonal matrices using the weights
of the corresponding quadrature rule. The exponential entropy U(u)  exp(u) is used
in the following.
For the refinement experiment in Figure 6a, the solution on the coarse grid is obtained
by evaluating exp(−x2) on the coarse grid. While the standard interpolation produces
spurious entropy, both optimisation approaches satisfy the entropy inequality up to the
tolerances specified for the algorithms. The optimisation results are visually indistin-
guishable and slightly dissipated compared to the interpolant.
The coarsening experiment presented in Figure 6b is initialised by evaluating exp(x)
on the fine grid. Both the interpolation and standard L2 projection produce spurious
amounts of entropy. Contrary, the result obtained by optimisation (78) satisfies the
desired entropy inequality.
6 Summary and Conclusions
In thispaper, a reinterpretationandextensionof entropy correction termsdeveloped/proposed
in [2] is given. Based on a characterisation of these terms as solutions of certain op-
timisation problems, different correction terms are determined by the choice of discrete
norms. Additionally, these terms are adapted to numerical methods such as discon-
tinuous Galerkin and finite difference schemes. In numerical simulations, the various
correction terms are tested and compared also to flux difference approaches [14, 19].
These tests demonstrate that there is no significant difference between the two basic
choices of correction terms (given in (14) and (41), respectively).
However, using a flux difference formulation shows advantages compared to the ap-
plication of these corrections terms to a central scheme. While the correction terms
work and preserve the kinetic energy and/or conserve the entropy for the Euler equa-
tions as expected, they cannot prevent a blow-upof numerical solutions for a demanding
Taylor–Green vortex type initial condition. If a flux difference scheme is used as baseline
scheme that is not entropy conservative, the correction terms can be applied successfully,
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(a) Refinement. The spurious entropy produc-
tion of the interpolation is +3.566e-03, the
optimisation approach (75) yields a slight
entropy decay of -3.980e-08 and the simpli-
fiedproblem (77) results in +2.497e-08. Both
optimisation results deviate from the inter-
polation by +7.562e-03.
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(b) Coarsening. The spurious entropy produc-
tion of the interpolation is +9.749e-02, the
amount of entropy produced by the L2 pro-
jection is +7.767e-02, and the optimisation
approach results in a slight entropy decay
of -3.429e-07.
Figure 6: p refinement and coarsening using polynomials of degree ≤ 6 on the fine grid and of
degree ≤ 3 on the coarse grid with exponential entropy U(u)  exp(u).
yielding an entropy conservative scheme that does not blowup during the computation.
This can be interpreted as follows: Firstly, the correction terms cannot “fix a baseline
schememagically”; if the schemewithout correction is too bad (such as a central scheme
in these test cases), the corrections work but cannot prevent a blow-up due to negative
density/pressure. Secondly, the success of flux difference schemes cannot be attributed
solely to resulting equations for the kinetic energy or entropy across elements. Inter-
element/subcell local equations (which hold for these schemes) might play a role for
the improved numerical stability.
Nevertheless, the flux difference framework includes some assumptions on the quad-
rature, i.e. summation by parts (SBP) property as discrete analogue of integration by
parts. The application of the correction terms does not need these assumptions. Hence,
it is more general. In particular, it can be applied to members of the framework of
residual distribution schemes. However, these experiments are only a first comparison.
Further tests have to be done in this direction but this is not topic of this current paper.
Besides the reinterpretation of the correction terms, their extension to new applica-
tions has been conducted. Here, novel generalisations to entropy inequalities, multiple
constraints, and kinetic energy preservation for the Euler equations are developed and
verified by numerical simulations with a focus on multiple constraints such as con-
serving the entropy and preserving the kinetic energy simultaneously. Finally, the idea
of such an optimisation approach is applied to grid refinement processes and coarsen-
ing operators. An entropy stable/dissipative grid transfer is demonstrated analytically
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and numerically.
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