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En este trabajo se plantea la situación de una empresa comercializadora de 
accesorios y equipos médicos, la cual al distribuir sus productos al mercado local 
desea determinar la ruta de distribución que le permita minimizar los costos de 
transporte. 
 
Debido a la complejidad computacional  se  desarrolla un Algoritmo Genético que 
permite obtener en un tiempo considerable soluciones de buena calidad. 
 
Finalmente se incluye la simulación de los resultados arrojados por el algoritmo 







































Los comerciantes a menudo distribuyen la mercancía de forma centralizada entre 
un gran número de destinatarios, por ejemplo cadenas de tiendas.  También se 
pueden entregar directamente del proveedor al destinatario, de un centro de 
distribución a un destinatario o de un proveedor a un centro de distribución y, a 
continuación, al destinatario.  
 
El proceso de la distribución de mercancías debe ser eficiente desde la fase de 
planificación hasta el envío de las mercancías, generando beneficios para el 
consumidor al llevarle el producto en el momento más adecuado y para la 
empresa proporcionando las utilidades correspondientes. 
 
La investigación de operaciones como herramienta matemática ha permitido 
mejorar diversos sistemas de operación, es así como en este trabajo se propone 
un Algoritmo Genético  que genere una utilización eficiente de los diversos 
recursos involucrados y el personal requerido en las operaciones que vinculan las 
empresas con el consumidor final. 
 
Con el fin de poder entender la complejidad y evolución que ha tenido el tema  
este trabajo véase el numeral 3.1  con la presentación de un recuento de 
experiencias alrededor del mundo, donde se aprecia los desarrollos realizados en 
diferentes países con modelos de gestión logística para transporte de mercancía, 
ayudados con herramientas computacionales y modelación matemática que les 
han permitido disminuir los costos.  
 
Después de tener una visión más amplia del tema de estudio, se describe el 
problema de ruteo que representa el proceso por optimizar  ver sección 4.3  
 
La siguiente secci 4.4  se enfoca en el Algoritmo Genético desarrollado para 
dar respuesta a las decisiones de la operación. En la sección 4.5  se detalla la 
solución encontrada al ejecutar el algoritmo en el programa MATLAB y  finalmente 
en la sección 4.6 se presenta la simulación de los resultados arrojados para 















1. FORMULACIÓN DEL  PROBLEMA Y JUSTIFICACIÓN 
 
 
La empresa en la cual se desarrolla este proyecto se dedica a la producción y 
comercialización de accesorios y equipos médicos para medicina biológica con 
sede en la ciudad de Pereira, tiene un mercado local, nacional e internacional. En 
la operación de distribución de sus productos utiliza un operador logístico para el 
mercado nacional e internacional, pero para el mercado local ella misma se 
encarga de dicha labor. 
 
productos desde ciertos depósitos a sus usuarios finales juega un papel central en 
la gestión de algunos sistemas logísticos, y su adecuada planificación puede 
significar considerables ahorros. Esos potenciales ahorros justifican en gran 
medida la utilización de técnicas de investigación operativa como facilitadoras de 
la planificación, dado que se estima que los costos del transporte representan 
 
 
El desafío  de la empresa incluye no sólo ofrecer un excelente producto sino 
también garantizar la rentabilidad de su  negocio. 
 
Es por esto que al ir aumentando el número de clientes locales la programación de 
ruta para la entrega de la mercancía es más compleja, pues  la combinación de 
clientes cambia cada vez que se debe realizar un recorrido garantizando que los 
costos globales resulten mínimos. 
 
Además teniendo en cuenta los 20 clientes que en la actualidad maneja la 
compañía se tendrían 
1810*4329.2  posibles alternativas de solución. Esta 
cantidad de alternativas de solución genera un problema de explosión 
combinatoria, ya que un computador que tenga un procesador que opere a una 
velocidad de una Giga1, podría analizar 3.15 X 1016 alternativas por año, es decir 
que para poder analizar todas las alternativas, el procesador se demoraría 
aproximadamente 77.23 años. 
 
Dado lo anterior, sería imposible contemplar todo el espacio de soluciones para 
poder evaluar cuál sería la mejor ruta por seguir, que garantice un mínimo costo. 
 
Es así, como la investigación desarrollada en este trabajo presenta un modelo 
matemático que permite explorar una cantidad relevante de alternativas de 
                                            
1
 Una Giga de velocidad en un procesador equivale a realizar 1 X 10
19












































2. OBJETIVOS DE LA INVESTIGACIÓN 
 
 
2.1  OBJETIVO GENERAL 
 
 
Diseñar un modelo de optimización que determine  la  ruta de distribución de 
mercancía en una empresa  comercializadora de accesorios y equipos médicos, 
minimizando los costos de transporte. 
 
 
2.2  OBJETIVOS ESPECÍFICOS 
 
 
 Identificar las variables y parámetros que contemplará el modelo de 
optimización. 
 
 Determinar el problema de ruteo de vehículos  que represente la situación 
de la empresa. 
 
 Diseñar un algoritmo genético para el Problema de ruteo  de vehículos. 
 
 Aplicar el modelo matemático a un caso de estudio particular. 
 
























3. MARCO REFERENCIAL 
 
 
Este capítulo inicia presentando un recuento de experiencias, donde se aprecia los 
desarrollos realizados con problemas de rutas de vehículos, ayudados con 
herramientas computacionales y modelación matemática que les han permitido 
disminuir los costos de operación
se propone un Algoritmo Genético, además de incluir un modelo de Simulación 
para analizar los resultados arrojados por el modelo matemático, se presentan los 
conceptos mínimos requeridos para el abordaje en el capítulo 4 del Enfoque 




3.1 ANTECEDENTES Y REVISIÓN BIBLIOGRÁFICA 
 
 
A continuación se presenta un compendio  de artículos especializados, 
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Considere muy brevemente las siguientes situaciones: 
 
 Un viajante tiene que visitar una serie de ciudades y luego volver a su 
ciudad de origen. ¿Cuál es la ruta que debe seguir el viajante de modo que 
la distancia total recorrida sea mínima? 
 
 Un taladro láser tiene que realizar n perforaciones en un tablero. Si se 
conocen las coordenadas de los puntos a perforar, ¿cuál debe ser el 
recorrido que debe realizar el taladro por los n puntos del tablero para 
minimizar la distancia total recorrida? 
 
 Un cartero tiene que pasar por determinadas calles de su ciudad para 
repartir el correo y luego volver a su oficina. Diseñar la ruta que debe seguir 
el cartero de modo que la distancia total recorrida sea mínima. 
 
 De una plancha hay que cortar ciertas figuras cuya posición en el tablero 
está ya determinada. ¿Cuál debe ser el recorrido que debe hacer el 
instrumento cortante para cortar todas las piezas de forma que la longitud 
total recorrida sea mínima? 
 
Hay una gran cantidad de problemas del mundo real que pueden ser formulados 
en términos parecidos. Pensemos que la mayor parte de organismos públicos y 
empresas privadas tienen que plantearse problemas relacionados con el reparto 
del correo, la recogida de basuras, limpieza, inspección o mantenimiento de calles, 
carreteras, o redes eléctricas, distribución de todo tipo de productos, visitas a 
clientes, transporte de personal, etc. 
 
Todos estos problemas reales pueden ser modelizados mediante un grafo. 
Recuerde que un grafo es un par G= (V, E), donde V es un conjunto de vértices y 
E es un conjunto de pares (i,j) de vértices de V que se llamaran enlaces y que 
pueden ser aristas (si pueden ser recorridas en ambos sentidos) o arcos (si sólo 
pueden ser recorridos en un determinado sentido). En los ejemplos anteriores, 
cada ciudad a visitar o cada punto a perforar se representarían por un vértice y 
cada calle, cada línea a cortar, en general cada trayecto entre dos vértices 
distintos, se representa por un arco o por una arista, con un valor asociado que 
corresponda a su coste o longitud. Así, un grafo puede modelizar de modo 
 redes de calles, de carreteras, de líneas 
férreas, de líneas eléctricas, informáticas, etc. Al mismo tiempo, todos los 
problemas anteriores pueden formularse como Problemas de Rutas. Básicamente, 
estos problemas consisten en el diseño de rutas, o tours, sobre los vértices o los 
enlaces de un grafo que cumplan una serie de condiciones y que tengan un coste 





cumpla todas las condiciones y solución óptima a aquella solución posible que 
tenga coste mínimo, los Problemas de Rutas pueden considerarse también como 
Problemas de Optimización Combinatoria, puesto que el número de soluciones 
posibles de estos problemas es finito (o numerable). 
 
El objetivo ante tales problemas es diseñar algoritmos de resolución que, a partir 
de los datos numéricos de un ejemplo concreto (que se llama instancia), produzca 
la solución óptima. Puesto que se tiene interés en resolver situaciones reales y 
éstas se modelizan con grafos con muchos vértices y enlaces, el número de 
soluciones posibles es tan grande que la evaluación de todas ellas es inviable. Así 
pues se necesitan algoritmos eficientes. 
 
En Teoría de la Complejidad Algorítmica se acepta que los algoritmos polinómicos 
(aquellos en los que el número máximo de operaciones básicas a realizar depende 
polinómicamente del tamaño de la instancia) son eficientes, pues su tiempo de 
ejecución  crece el tamaño de la 
instancia. De este modo se puede  puede ser 
resuelto mediante un algoritmo  
 
Para la mayor parte de los Problemas de Rutas (y de Optimización Combinatoria 
en general), no sólo no se conoce ningún algoritmo que sea polinómico sino que, 
si la mos no existen. Estos problemas se 
conocen como NP-difíciles. 
 
Aunque no sean polinómicos, es importante el desarrollo de algoritmos exactos 
para problemas NP-difíciles. Nótese que el estudio de la complejidad algorítmica 
se hace sobre el comportamiento en el peor caso. Es decir, para un problema NP-
difícil lo que crece exponencialmente con el tamaño de las instancias es el número 
máximo de operaciones necesarias para resolver cualquier instancia de ese 
tamaño. Pero ocurre que algunas instancias concretas de gran tamaño sí se 
resuelven en un tiempo razonable.  
 
Considerando de nuevo los problemas del viajante y del cartero expuestos en la 
Introducción. Nótese que mientras que en el primero la demanda de servicio tiene 
lugar en los vértices del grafo (ciudades), en el segundo la demanda tiene lugar en 
los enlaces (calles). Esta diferencia en la localización de la demanda proporciona 
el principal criterio para la clasificación de los Problemas de Rutas: Problemas de 
Rutas por Vértices y Problemas de Rutas por Arcos (Enlaces). 
 
Frecuentemente, las zonas de demanda son tan grandes que no pueden ser 
atendidas por un solo vehículo. En estos casos, se dispone de una flota de 
vehículos y el problema que se plantea es diseñar una ruta para cada vehículo, de 
modo que se satisfaga la demanda global. De este modo, también se pueden 





Otro criterio de clasificación de los problemas de rutas se basa en las 
características del grafo sobre el que están definidos, es decir, según que el grafo 
sea no dirigido (todos sus enlaces son aristas, que pueden recorrerse en ambos 
sentidos), dirigido (todos sus enlaces son arcos, que sólo pueden recorrerse en un 
sentido), mixto (con aristas y arcos simultáneamente) o un 
no dirigido en el que el coste de atravesar una arista (i,j) desde i a j puede ser 
diferente al de atravesarla de j a i). A modo de resumen, la tabla siguiente 
presenta una clasificación de los Problemas de Rutas básicos, donde cada 



















Fuente: Ángel Corberán y José María Sanchis 
 
 
El Problema del Viajante (Traveling Salesman Problem, TSP) es sin duda el 
problema de rutas de vehículos que más ha sido estudiado en la literatura 
científica. El planteamiento clásico de este problema consiste en construir un grafo 
completo con un vértice representando a cada una de las ciudades y una arista 
(i,j) entre cada par de vértices i, j con un coste asociado igual a la distancia entre 
las respectivas ciudades: 
 
Dado un grafo completo G = (V,E) concostes no negativos ce , e  E, encontrar el 
tour de coste mínimo que pase exactamenteuna vez por cada vértice del grafo. 
 
El Problema del Viajante Gráfico (Graphical Traveling Salesman Problem, GTSP) 
es una variante del TSP introducida por Fleischmann (1985) y Cornuèjols, Fonlupt 
y Naddef (1985) en la que el grafo no tiene por qué ser completo y la ruta debe 






Dado un grafo G = (V,E) con costes no negativos ce , e  E, encontrar un tour en G 
de coste mínimo que pase por cada vértice v  V al menos una vez. 
 
En cuanto a los Problemas de Rutas por Arcos, tenemos el Problema del Cartero 
Chino (Chinese Postman Problem, CPP), planteado por el matemático chino 
Meigu Guan (1962): 
 
Dado un grafo G = (V,E) con costes no negativos ce , e  E, encontrar un tour de 
coste mínimo que recorra cada enlace e  E al menos una vez. 
 
Este problema es resoluble polinómicamente en un grafo no dirigido. También lo 
es en el caso dirigido y se les puede considerar, por lo tanto, problemas resueltos. 
En cambio, el CPP sobre un grafo mixto es un problema NP-difícil. También lo es 
la versión windy, el llamado Problema del Cartero con Viento (Windy Postman 
Problem, WPP), introducido por Minieka (1979). 
 
El Problema del Cartero Rural (Rural Postman Problem, RPP) es una 
generalización del problema anterior en el sentido de que aquí no es necesario 
pasar por todos los enlaces del grafo sino solamente por un subconjunto de ellos 
que llamamos enlaces requeridos: 
 
Dado un grafo G = (V,E) con costes no negativos ce, e  E y dado ER  E un 
subconjunto no vacío de enlaces de G que llamaremos requeridos, encontrar un 
tour en G que recorra cada enlace de ER al menos una vez y que tenga coste 
mínimo. 
 
Propuesto por Orloff (1974), el RPP es NPdifícil tanto sobre un grafo no dirigido 
como dirigido (DRPP), mixto (MRPP) o windy (WRPP). 
 
El Problema General de Rutas (General Routing Problem, GRP) fue también 
definido por primera vez por Orloff (1974) y es el caso más general de problemas 
de rutas con un único vehículo, pues la demanda se puede encontrar tanto en las 
aristas como en los vértices del grafo: 
 
Dado un grafo G = (V,E) con costes no negativos ce, e  E, dados un subconjunto 
de enlaces requeridos ER  E y un subconjunto de vértices requeridos VR  V, 
encontrar un tour en G de coste mínimo que recorra cada enlace requerido y cada 
vértice requerido al menos una vez. 
 
Este problema es una generalización de los anteriores pues, como casos 
particulares, si ER=E resulta el CPP, si VR=  tenemos el RPP y si ER=  y VR=V 
el GTSP. Por lo tanto, el GRP es también un problema NP-difícil, así como sus 






Obviamente, el WGRP generaliza al GRP (si cij = cji), pero también al DGRP, ya 
que cada arco (i,j) con coste c puede ser modelizado con una arista con costes   
 por lo tanto también al MGRP. Así, el WGRP generaliza a todos 
los Problemas de Rutas por Arcos con un sólo vehículo definidos sobre cualquier 
tipo de grafo y también a algunos de Rutas por Vértices. 
 
Respecto de los problemas con varios vehículos, tenemos el Problema de Rutas 
por Arcos con Capacidades (Capacitated Arc Routing Problem, CARP), 
introducido por Golden y Wong (1981), en el que cada enlace (i,j), además de un 
coste que representa su longitud o el tiempo de ser atravesada, tiene asociada 
una demanda qij no negativa. Se dispone de una flota de vehículos de capacidad 
W con base en un determinado vértice (depósito). El objetivo es diseñar una ruta 
para cada vehículo de modo que, conjuntamente, pasen por cada enlace (i,j) con 
qij >0, que la suma de las demandas atendidas por cada vehículo no exceda su 
capacidad W y que la suma de los costes de todas las rutas sea mínima. 
 
El Problema de Rutas de Vehículos con Capacidades (Capacitated Vehicle 
Routing Problem, CVRP), es similar al CARP excepto que ahora es cada vértice 
(cliente) i quien tiene asignado una demanda qi no negativa. Tiene como caso 
particular al TSP y es un problema tremendamente difícil pero con un gran número 
de aplicaciones prácticas. 
 
En todos los problemas anteriores, pueden exigirse otras condiciones adicionales. 
Algunas de ellas, como ciertas relaciones de precedencia entre servicios, pueden 
estar determinadas por la propia naturaleza de los servicios a realizar o por simple 
preferencia de los clientes. También más restrictivos son 
 ventanas de tiempo, en los que cada servicio debe ser realizado entre 
unos determinados márgenes temporales. A veces, determinados movimientos del 
vehículo en el grafo están penalizados o prohibidos, como ocurre a menudo en 
algunos giros de unas calles a otras adyacentes que están prohibidos por las 



















Análisis crítico del artículo: 
 
 
Cuadro 1.  Análisis crítico del artículo La combinatoria poliédrica y los problemas 
de rutas de vehículos 
 
 
Modelo presentado en este artículo  
 
Modelo propuesto en este trabajo  
 
Se incluyen el planteamiento 
conceptual de los Problemas de Rutas 
Se aplicará un algoritmo genético al  
Problema de Ruteo de vehículos que 
más se acomode a los parámetros de la 
empresa. 
 
Además del algoritmo de solución  el 
proyecto contendrá la simulación de la 
mejor solución, como herramienta de 










Criterio de Búsqueda: 
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Presentar algunas técnicas heurísticas de optimización (Algoritmos Genéticos, 
Simulated Annealing, Colonia de Hormigas, Búsqueda Tabú y Grasp) aplicadas a 





Una gran cantidad de problemas importantes de optimización no pueden ser 
resueltos usando métodos exactos, es decir, no es posible encontrar su solución 
óptima con esfuerzos computacionales aceptables aunque se pueda contar con 
computadores de alta velocidad operando en paralelo. Un gran problema de la 
optimización es el fenómeno llamado explosión combinatorial, que significa, que 
cuando crece el número de variables de decisión del problema, el número de 
decisiones factibles y el esfuerzo computacional crecen en forma exponencial. Sin 
embargo, no todos los problemas combinatoriales son tan complejos de resolver; 
existen algunos para los cuales hay algoritmos que resuelven esos problemas con 
un esfuerzo computacional que crece de manera polinomial con el tamaño del 
problema. 
 
Enmarcado dentro de estos problemas combinatoriales se encuentra el problema 
del cartero viajante (TSP). Este problema consiste en encontrar el camino más 
corto (ruta) para visitar n ciudades bajo la condición de visitar cada ciudad una 






Desde la década de los 50`s muchos algoritmos han sido desarrollados para 
encontrar la solución a este problema encontrando buenas soluciones pero no 
necesariamente las soluciones óptimas. En los 80`s las técnicas de solución se 
centraron en la aplicación de metaheurísticas de propósito general incluyendo 
entre estas el simulated annealing, algoritmos genéticos, colonia de hormigas y 
búsqueda tabú entre otros. 
 
En este trabajo se aplican algunas técnicas heurísticas como Simulated Annealing, 
Algoritmos Genéticos, Búsqueda Tabú, Grasp y Colonia de Hormigas para 
encontrar la solución óptima al problema del cartero viajante usando como sistema 
de prueba un conjunto de ocho ciudades. 
 
 
 Sistema de prueba y resultados 
 


































 Algoritmos Genéticos 
 
En forma aleatoria se conformó una población inicial, en la que cada cromosoma 
representa una posible ruta a seguir y cada gen indica el número de la ciudad. 
 
Los datos utilizados por el algoritmo son: 
 
Población inicial: 14 cromosomas (aleatoria) 
Número de genes por cromosoma: 8 
Proceso de selección: Esquema de la ruleta 
Tipo de crossover: Punto simple 
Tasa de  
 
Máximo número de generaciones: 400 
Criterio de parada: 20 generaciones consecutivas sin que mejore la función 
objetivo o máximo número degeneraciones. 
 
Los resultados encontrados por el algoritmo de AG son: 
 
Ruta óptima: 1 4 8 7 6 5 3 2 
Función objetivo: 1490 






El tamaño de N0 (Cadena Inicial de Markov) es estimado en función del número de 
variables del sistema, donde k generalmente asume valores enteros. Entre más 
grande el sistema a resolver mayor debe ser el k, por lo tanto N0 = k*n = 1*8 = 8. 
Para este ejemplo se asumió un valor de k = 1 y el valor de n correspondiente al 
problema es igual a 8 (número de ciudades). 
 
Para calcular el valor de T0 se inició la cadena con N0 = 8 (8 iteraciones) a partir 
de la ruta inicial aleatoria Xi = [1 2 3 4 5 6 7 8] donde F(Xi) = 1830. Las funciones 
objetivo de las transiciones de una ruta a otra (para las 8 transiciones) se ilustran a 
continuación: 
 
1830 - 1830 - 1810 - 2720 - 3550 - 4320 - 3410 - 2580 - 3490 
 
De la lista anterior se puede observar que el número de funciones objetivo que 
empeoraron con respecto al valor anterior fueron 4 y las que mejoraron o 





Adicionalmente se asumió un valor para la tasa de aceptación x = 0.85. El valor de 
T0 se halla según [6], T0 = 2397,1. Como m1 + m2 = N0 = 8 entonces se termina el 
algoritmo con el último valor hallado de T0. 
 
Con la temperatura T0 se repite el procedimiento 8 veces (Tamaño de la cadena 
de Markov). Después de terminado el ciclo se actualizan los valores de N0 y T0. Se 
debe garantizar que la temperatura y la cadena de Markov tengan una relación 
inversa, por lo tanto cuando la temperatura se esté enfriando (disminuyendo) la 
cadena de Markov (número de iteraciones) debe aumentar. Los nuevos valores 
 generalmente es mayor que 1. Asumiendo 
un valor de 1.2 se tiene que Nk+1 = 1.2 * 8 =9.6  10. Para hallar la tasa de 
enfriamiento de T se empleó una relación lineal donde en cada iteración la 
temperatura disminuye un 10%, por lo tanto Tk+1 = 0.9* Tk = 2157,39. Con estos 
nuevos valores de Nk y Tk se inicia otra iteración para el algoritmo. El criterio de 
parada empleado fue de 1000 iteraciones totales de Nk. 
 
Parámetros y respuestas del algoritmo Simulated Annealing: 
 
Ruta óptima: 1 4 8 7 6 5 3 2 
Función Objetivo: 1490 
Número de niveles de temperatura y cadena: 14 
Valor inicial  final de temperatura: [2397.1 - 607.71] 
Ra  
 
Valor inicial - final de cadena: [10 - 122] 
Número de propuestas: 625 
 
 





Respuestas halladas por el algoritmo de ACO: 
 
Ruta óptima: 1 4 8 7 6 5 3 2 
Función objetivo: 1490 














Configuración inicial: Aleatoria 
Máximo número de prohibiciones (Número tabú estático): 4 
Máximo número de vecinos analizados: 3 




Ruta óptima: 1 4 8 7 6 5 3 2 
Función objetivo: 1490 





Se implementaron la fase constructiva y búsqueda local. La fase constructiva se 
resuelve a través de una metaheurística para encontrar una solución de buena 
calidad. La fase constructiva se realiza por medio de un algoritmo de Simulated 
Annealing. 
 
Máximo número de iteraciones: 50 
Indicador de sensibilidad: 0.8 
Temperatura inicial: 1000 
Tasa de aceptación: 0.85 
Criterio de parada: 1000 iteraciones totales de Nk. 
 
Respuesta proporcionada por el algoritmo GRASP: 
 
Ruta óptima: 1 4 8 7 6 5 3 2 




A pesar de que el sistema de prueba es pequeño, se podrán establecer algunas 
conclusiones respecto a los métodos de optimización utilizados en su solución: 
Todos los métodos alcanzan la solución óptima, sin embargo, estos presentan 
inconvenientes si se implementan en su forma natural, por lo que tienen que ser 
usados operadores especializados, como en el caso de los AG, que requieren 
operadores especializados tanto para el crossover como para la mutación con el 
fin de evitar la generación de rutas infactibles, así todos los métodos usados 
requieren que el movimiento que se lleve a cabo no produzca infactibilidades, caso 
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Cuadro 2. Análisis crítico del artículo  Técnicas heurísticas aplicadas al problema 
del cartero viajante (TSP) 
 
 
Modelo presentado en este artículo  
 
Modelo propuesto en este trabajo  
Contempla la solución del problema 
cartero viajante por medio de 5 
métodos (Algoritmos Genéticos, 
Simulated Annealing, Colonia de 
Hormigas, Búsqueda Tabú y Grasp). 
 
La solución a la ruta de distribución de 
la empresa se obtendrá por medio de la 
aplicación de un Algoritmo Genético.  
La función objetivo minimiza el 
kilometraje recorrido (costos de 
transporte)  
La función objetivo también minimizará 
el kilometraje recorrido redundando en 
la disminución de los costos de 
transporte. 
 
Se incluyen los algoritmos  de solución 
de los métodos 
Además del algoritmo de solución  el 
proyecto contendrá la simulación de la 
mejor solución, como herramienta de 










































An important domain in the optimization of distribution and routing arises in real 
world vehicle routing applications that handle the crucial consideration of loading 
constraints.  We discuss the development of Tabu search methods that have 
yielded successes in this domain for problems an order of magnitude larger than 
those capable of being handled by exact algorithms and notably improving on 
previous efforts to solve these problems.  Among the special conditions handled by 
the model, the customer demands are expressed not just by the total weight of the 
items to be delivered, but also by other characteristics depending on the item 
shapes.  Two significant complications of classical models are overcome by: (1) 
ensuring that the transported items can be feasibly allocated within the vehicle 
loading space, and (2) handling the situation where unloading operations may be 
required to be performed without reshuffling the transported items.  
 The problems addressed may be viewed as combinations of the capacitated 
vehicle routing problems with two- and three-dimensional packing problems.  A 
recent survey on exact and approximation algorithms for this emerging research 
area is provided by Iori and Martello (2010).  
To handle rectangular-shaped items that cannot be stacked one on top of the other 
because of their fragility or weight (eg, refrigerators or catering food trolleys), the 
problem asks for routes in which the items transported by each vehicle can be 
feasibly allocated to the vehicle loading surface.  Gendreau, Iori, Laporte and 
Martello (2008) developed a Tabu search algorithm that can accept moves 
producing infeasible routes (carrying a total weight exceeding the vehicle capacity 
and/or requiring a loading surface exceeding that of the vehicle).  Such routes are 





 Two versions of the algorithm were implemented, one just ensuring weight and 
packing constraints, and one additionally imposing an allocation that allows no-
reshuffling unloading operations.  
Exact algorithms can routinely solve only small-size benchmark instances of up to 
25 customers, requiring one hour of CPU time.  By contrast, the Tabu search 
approach could easily solve instances up to 250 customers, and it turned out that 
solution was around 1%.  
In other real-world contexts the customer demands consist of sets of three-
dimensional rectangular boxes of given size and weight that can be superposed, 
leading to a constrained vehicle routing problem with three-dimensional loading 
constraints.  Gendreau, Iori, Laporte and Martello (2006) extended the preceding 
Tabu search approach to this case.  This algorithm too accepts infeasible routes, 
but the loads are determined in a different way by computing loadings for sets of 
transported items through execution of an inner Tabu search.  The algorithm was 
tested both on benchmark instances involving up to 100 customers and on 
challenging real-world instances provided by an Italian furniture company, 
demonstrating its ability to solve problems significantly larger and more complex 
than previous methods.  
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Modelo presentado en este artículo  
 
Modelo propuesto en este trabajo  
 
Contempla la solución del problema de 
Ruteo de vehículos con restricciones de 
carga a partir del enfoque de la 
Búsqueda  Tabú.  
El método de solución que se empleará  
para encontrar la ruta de distribución de 
la empresa será un Algoritmo Genético 
Además del algoritmo de solución  el 
proyecto contendrá la simulación de la 
mejor solución, como herramienta de 
monitoreo y control por parte de la 
empresa. 
 






Criterio de Búsqueda: 
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Dentro del problema de transporte es necesario determinar el tipo de recurso a 
utilizar, la cantidad y las rutas a seguir, lo que se denomina problema de ruteo, y 
es tratado en la literatura como el problema del agente viajero (TSP, por las siglas 
en inglés de Traveling Salesman Problem), o en términos generales, para 
problemas con capacidad definida (Machado et al., 2002), es generalizado el VRP 
(Olivera, 2004). 
El ruteo de vehículos (VRP) es un problema de optimización combinatoria 
complejo, considerado ya un paradigma en la literatura especializada (Hermosilla y 
Barán, s/f), que surgió, según Olivera (2004), desde 1959. Este tipo de situación, 
como se había mencionado anteriormente, es una generalización del problema del 
agente viajero, el mismo que puede ser explicado de la siguiente manera: 
 
Existe un agente de ventas que debe visitar a sus clientes ubicados en diferentes 





a cabo con el menor costo posible (Ahuja et al., 1993); según Hermosilla y Barán 
(s/f) el costo de la ruta puede estar dado por la duración total de la misma (en 
tiempo o distancia). El problema de ruteo de vehículos se representa en un grafo 
con nodos y arcos, los cuales representan la ubicación de los clientes y la red vial 
por la cual pueden circular los vehículos. Una recopilación de técnicas exactas de 
solución existentes para los problemas de ruteo de vehículos puede encontrarse 
en Laporte (1992); no obstante los de gran dimensión resultan imposibles de 
solucionar en tiempo polinomial, por lo que el VRP se denomina NP-hard 
(Machado et al., 2000; Olivera, 2004), donde no es posible alcanzar una solución 
óptima, y, dependiendo de las características especiales de clientes, locaciones y 
producto/servicio, requiere la elaboración de una metodología de solución 
específica con la cual sea posible aproximarse lo mejor posible al óptimo. Las 
diferentes variaciones y restricciones del problema generan una familia  de VRP 
(Medaglia, 2005) de la que vale la pena mencionar ocho casos típicos, los cuales 
al compartir características pueden dar lugar a todo un universo de problemas 
VRP. Los principales problemas de ruteo de vehículos pueden ser descritos así: 
 
CVRP 
(Capacited VRP), es el VRP más general y consiste en uno o varios vehículos con 
capacidad limitada y constante encargados de distribuir los productos según la 
demanda de los clientes (Olivera, 2004; Lee et al., 2002). Este problema ha sido 
resuelto mediante búsqueda Tabú (Olivera, 2004; Rego, s/f), algoritmos genéticos 
(Machado et al, 2002; Machado et al., 2003 (a); Olivera, 2004), algoritmos de 
colonias de hormigas (Olivera, 2004), Constraint programming (Shaw, 1998) y 




(Multi-Depot VRP), o VRP con múltiples depósitos es un caso de ruteo de 
vehículos en el que existen varios depósitos (cada uno con una flota de vehículos 
independiente) que deben servir a todos los clientes, caso resuelto por Tansini et 
al., (s/f) mediante técnicas de cluster firts -routen second. 
 
PVRP 
(Period VRP), contempla en su planteamiento un horizonte de operación de M 
días, periodo durante el cual cada cliente debe ser visitado una vez, problema 




(Split Delivery VRP), o VRP de entrega dividida, donde se permite que un cliente 
pueda ser atendido por varios vehículos si el costo total se reduce, lo cual es 
importante si el tamaño de los pedidos excede la capacidad de un vehículo, (Lee 







(Stochastic VRP), se trata de un VRP en que uno o varios componentes son 
aleatorios; clientes, demandas y tiempos estocásticos son las principales 
inclusiones en este tipo de problemas. El SVRP ha sido resuelto por Bianchi et al., 
(s/f) a través de búsqueda Tabú, recocido simulado, algoritmos de colonias de 
hormigas, algoritmos genéticos y otros algoritmos evolutivos. 
 
VRPPD 
(VRP Pickup and Delivery), o VRP con entrega y recogida, es aquel en el que 
cabe la posibilidad de que los clientes pueden devolver determinados bienes, por 
tanto, se debe tener presente que estos quepan en el vehículo. Esta restricción 
hace más difícil el problema de planificación y puede causar una mala utilización 
de las capacidades de los vehículos, un aumento de las distancias recorridas o a 
un mayor número de vehículos (Volkan, 2005; Dethloff, 200; Halse, 1992; 
Gendreau et.al., 1994; Min, 1989). Una forma de solucionar el VRPPD mediante la 
utilización de algoritmos genéticos fue propuesta por Volkan en 2005, quien afirma 
que si este problema incluye la restricción de culminar todas las entregas antes de 
iniciar las recogidas se da lugar a un VRP con backhauls o VRPB, variación del 
VRP estudiada por Charlotte y Goetschalckx (1998). 
 
MFVRP 
(Mix Fleet VRP), es un VRP en el que se suponen vehículos con distintas 
capacidades o capacidad heterogénea, por lo que es necesario considerar estas 
capacidades en la ruta que seguirá cada recurso, ya que un camión más grande 
podrá realizar una ruta más larga o que tenga mayor concentración de demanda, 
lo cual fue estudiado inicialmente por Liu y Shen (1999) y posteriormente resuelto 
por Barchett y Campion mediante Búsqueda Tabú en 2002. 
 
VRPTW 
(VRP with Time Windows), es aquel en el que se incluye una restricción adicional 
en la que se asocia a cada cliente una ventana de tiempo, es decir, cada cliente 
sólo está dispuesto a recibir el bien o servicio durante un intervalo de tiempo 
predeterminado; este tipo de problema ha sido resuelto por diferentes autores, 
entre los que vale la pena mencionar a Olivera (2004), quien presenta una 
solución mediante búsqueda Tabú, Gendreau et a.,l (1998) proponen una 
heurística de inserción; Olivera (2004), Vacic (2002), Bräysy (2001), Zhu (2000) y 
Louis et al (1999) lo resuelven con algoritmos genéticos y Barán y Schaerer (2003) 
y Gambardella et al., (1999) presentan una propuesta a través de algoritmos de 
colonia de Hormigas. 
 
Los diferentes problemas VRP, y básicamente los que utilizan múltiples vehículos 
(Restori, s/f; Olivera, 2004) y/o depósitos (Tansini et al., s/f), pueden reducir su 
complejidad acotando el universo de soluciones, disminuyendo el conjunto de 
clientes a ser visitados por cada vehículo o desde cada depósito, esto es, asignar 





(2005) llama set covering, o lo que otros autores conocen como clusterizar o 
asignar primero, rutear después cluster firts- routen second (Olivera, 2004). 
 
La clusterización de los clientes puede ser realizada a través de diferentes 
heurísticas, entre las que vale la pena mencionar: 
 
Heurística de barrido o sweep, esta técnica propone establecer un punto de origen 
en el depósito y desde allí realizar un barrido para abarcar toda el área geográfica 
del problema, determinando así cada uno de los clusters (anónimo, s/f). 
 
Heurística de asignación generalizada de Fisher y Jaikumur, basa la generación 
de clusters en la solución de un problema de asignación generalizada (GAP) sobre 
los clientes, fue realizada por Fisher y Jaikumur (1981). 
 
 
Heurística de localización de Bramel y Simchi-Levi, se utiliza una metodología de 
solución similar a la propuesta por Fisher y Jaikumur (1981); sin embargo, la 
solución inicial es determinada por la de un problema de localización de 
concentradores con capacidades (Bramel y Simchi-Levi, 1995). 
 
Una vez definido el conjunto de clientes a atender (cluster) se procede a realizar la 
asignación de la mejor ruta, este subproblema generalmente subyace en un caso 
de problema de agente viajero (TSP) y puede resultar tan pequeño como para ser 
solucionado mediante una técnica de optimización como la programación lineal 
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Modelo presentado en este artículo  
 
Modelo propuesto en este trabajo  
 
Se incluyen el planteamiento 
conceptual de los Problemas de Rutas 
Se aplicará un algoritmo genético al  
Problema de Ruteo de vehículos que 
más se acomode a los parámetros de la 
empresa. 
 
Además del algoritmo de solución  el 
proyecto contendrá la simulación de la 
mejor solución, como herramienta de 









Criterio de Búsqueda: 
 



















3.2 MARCO TEÓRICO 
 
A la luz de la investigación que se desarrolla en este trabajo, se presenta a 
continuación la conceptualización de los Algoritmos Genéticos y  la Simulación  
como herramientas de la Investigación de Operaciones, temática fundamental en 
la cual se apoyó dicho proceso investigativo. 
 
 
3.2.1 Investigación de Operaciones.   
 
La palabra optimización ha sido empleada por diversas áreas de la ciencia entre 
las que se destacan las matemáticas, las ingenierías, la economía, la física, la 
química, etc. Esta ha venido tomando mayor interés con el transcurso de los años 
y se hace cada vez más interesante en la medida en que los diversos recursos 
son cada vez más escasos y costosos.2 
 
Como toda disciplina en desarrollo, la investigación de operaciones ha ido 
evolucionando no sólo en sus técnicas y aplicaciones sino en la forma como la 
conceptualizan los diferentes autores, en la actualidad no existe solamente una 
definición sino muchas, se han seleccionado dos de las mas aceptadas y 
representativas.  
   
Operaciones es la aplicación, por grupos interdisciplinarios, del método científico a 
problemas relacionados con el control de las organizaciones o sistemas (hombre- 
máquina), a fin de que se produzcan soluciones que mejor sirvan a los objetivos 
de la organizaci  3 
 
De ésta definición se pueden destacar los siguientes conceptos:  
 
 Una organización es un sistema formado por componentes que se  
interaccionan, unas de estas interacciones pueden ser controladas y otras no. 
 
 En un sistema la información es una parte fundamental, ya que entre las 
componentes fluye de tal forma que ocasiona la interacción entre ellas. 
También dentro de la estructura de los sistemas se encuentran recursos que 
generan interacciones. Los objetivos de la organización se refieren a la eficacia 
y eficiencia con que las componentes pueden controlarse, el control es un 
mecanismo de autocorrección del sistema que permite evaluar los resultados en 
términos de los objetivos establecidos.  
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 La complejidad de los problemas que se presentan en las organizaciones ya no 
encajan en una sola disciplina del conocimiento, se han convertido en 
multidisciplinario por lo cual para su análisis y solución se requieren grupos 
compuestos por especialistas de diferentes áreas del conocimiento que logran 
comunicarse con un lenguaje común.  
 
 La investigación de operaciones es la aplicación de la metodología científica a 
través modelos matemáticos, primero para representar al problema y luego para 
resolverlo.  
 
La definición de la sociedad de investigación de operaciones de la Gran Bretaña 
es la siguiente: 
 
complejos problemas que surgen en la dirección y en la administración de grandes 
sistemas de hombres, máquinas, materiales y dinero, en la industria, en los 
negocios, en el gobierno y en la defensa. Su actitud diferencial consiste en 
desarrollar un modelo científico del sistema tal, que incorpore valoraciones de 
factores como el azar y el riesgo y mediante el cual se predigan y comparen los 
resultados de decisiones, estrategias o controles alternativos. Su propósito es el 
4 
 
 En relación a ésta definición deben destacarse los siguientes aspectos:  
   
 Generalmente se asocian los conceptos de dirección y administración a las 
empresas de tipo lucrativo, sin embargo, una empresa es un concepto más 
amplio, es algo que utiliza hombres, máquinas, materiales y dinero con un 
propósito específico; desde éste punto de vista, se considera como 
empresa desde una universidad hasta una armadora de automóviles.  
 
 Para tratar de explicar el comportamiento de un sistema complejo, el 
científico debe representarlo en términos de los conceptos que maneja, lo 
hace expresando todos los rasgos principales del sistema por medio de 
relaciones matemáticas. A esta representación formal se le llama modelo.  
 
 La esencia de un modelo es que debe ser predictivo, lo cual no significa 
predecir el futuro, pero si ser capaz de indicar muchas cosas acerca de la 
forma en que se puede esperar que un sistema opere en una variedad de 
circunstancias, lo que permite valorar su vulnerabilidad. Si se conocen las 
debilidades del sistema se pueden tomar cursos de acción agrupados en 
tres categorías: A) Efectuar cambios que lleven a la empresa o parte de ella 
a una nueva ruta;   B)  Realizar  un  plan  de  toma  de  decisiones; C) 







Instalar estrategias que generen decisiones. Cuando se aplica alguno de 
estos remedios, la investigación de operaciones nos ayuda a determinar la 
acción menos vulnerable ante un futuro incierto.  
 
 El objetivo global de la investigación de operaciones es el de apoyar al 
tomador de decisiones, en cuanto ayudarlo a cumplir con su función basado 
en estudios científicamente fundamentados.  
 
En general, la optimización permite alcanzar objetivos con la utilización eficiente 
de recursos limitados, y se enmarca dentro de la denominada programación lineal 
siempre que el sistema pueda ser matemáticamente representado o aproximado a 
través de un modelo lineal.5 
 
 
3.2.2 ALGORITMOS EVOLUTIVOS6 
 
La optimización combinatorial es una de las áreas más jóvenes y activas de las 
matemáticas discretas. Su considerable crecimiento se debe probablemente a su 
gran campo de aplicación dado que muchos problemas de la vida real pueden ser 
formulados como problemas abstractos de optimización combinatorial.  
Adicionalmente, existe un gran interés de la comunidad científica debido al hecho 
que aún quedan numerosos interrogantes por resolver. De hecho el propio término 
metaheurística no ha sido definido con precisión. 
 
En el campo de la ingeniería no es suficiente encontrar la solución de un 
problema, sino que es necesario encontrar la mejor solución posible. Dicha 
solución se denomina como la mejor posible porque, generalmente, se tienen 
restricciones que limitan el espacio de búsqueda. Por tal razón, las soluciones 
obtenidas pueden estar dentro de los límites impuestos por las restricciones y 
pueden ser implementadas en la práctica (soluciones factibles). Otras soluciones 
pueden tener un mejor valor de la función objetivo, pero por estar fuera de los 
límites no pueden ser implementadas en la práctica (soluciones infactibles). 
 
En ingeniería se habla de optimización cuando se desean resolver problemas 
complejos a través de procedimientos que encuentran y comparan soluciones 
hasta que no es posible mejorar la mejor solución encontrada (incumbente). 
 
La complejidad generalmente está asociada al tipo de problema o al tipo de 
solución que se requiere alcanzar. Entre los diferentes tipos están los problemas 
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de programación lineal, no lineal, problemas de gran tamaño y problemas  de 
variables continuas y/o enteras, entre otros. Por otro lado, algunos problemas 
pueden requerir soluciones exactas o aproximadas. 
 
Existen 5 formas básicas que se pueden usar para resolver este tipo de 
problemas: analíticamente, numéricamente, algorítmicamente a través de 
heurísticas, algorítmicamente a través de metaheurísticas o por simulación. 
 
Las soluciones analíticas prácticamente sólo son posibles para problemas simples. 
Para problemas más complejos o de gran tamaño es necesario un mayor esfuerzo 
computacional para su solución. En este tipo de problemas es posible encontrar 
soluciones realizando aproximaciones sucesivas usando métodos numéricos, 
siempre y cuando se cumplan una serie de condiciones matemáticas. 
 
La solución de problemas combinatoriales a través de metaheurísticas se presenta 
como una alternativa para obtener soluciones aproximadas de buena calidad, en 
tiempos computacionales razonables. Dentro de las metaheurísticas existentes se 
pueden mencionar los algoritmos genéticos, recocido simulado (simulated 
annealing), algoritmos meméticos, búsqueda tabú, búsqueda usando vecindario 
variable, reencadenamiento de caminos (path relinking), búsqueda dispersa 
(scatter search), algoritmo GRASP, optimización por colonia de hormigas, 
inteligencia colectiva (swarm intelligence), entre muchos otros. Todos ellos, 
paradigmas que pueden ser usados para resolver una gran cantidad de problemas 
de diversas áreas de aplicación. Algunos de estos problemas son el ruteo de 
vehículos, asignación de recursos, ubicación de dispositivos y corte de materiales. 
 
La búsqueda exhaustiva, resulta ser un método bastante robusto para encontrar la 
solución de problemas de optimización combinatorial. Sin embargo, la 
enumeración de todas las posibles soluciones para escoger la mejor de ellas en la 
mayoría de los casos es inviable porque el número de posibles soluciones crece 
exponencialmente con el número de variables n del problema. En algunos 
problemas específicos de optimización combinatorial, una adecuada codificación 
del problema y la explotación de características específicas del mismo permiten 
definir algoritmos que encuentran una solución óptima mucho más rápido que la 
búsqueda exhaustiva. 
 
Cuando se aborda un problema de optimización combinatorial lo mínimo que se 
debe saber sobre él, es qué tan difícil será encontrar una solución óptima. Una 
forma de medir este grado de dificultad es dada por la noción de complejidad en el 
peor caso, que puede ser explicada como sigue: 
 
La función de complejidad de tiempo de un algoritmo para un problema 
Complejidad en el peor caso 
necesita para encontrar una solución, considerando alternativas de solución de 





complejidad de tiempo de un algoritmo en el peor caso. Se dice que un problema 
de optimización 
de O(g(n)) si el 




Se dice que un algoritmo es un algoritmo de tiempo polinomial si su función de 
complejidad de tiempo es O(g(n)) para alguna función polinomial g(·). Si un 
algoritmo tiene una función de complejidad de tiempo que no es polinomial, 
entonces éste es llamado un algoritmo de tiempo exponencial. 
 
Una importante clasificación que caracteriza la dificultad de los problemas 
combinatoriales genera dos familias de problemas: los que pueden ser resueltos 
en tiempos polinomiales y los que no. La primera familia se conoce como 
problemas de tipo P y la segunda como problemas de tipo NP. Es claro que P  
NP, mientras que nada se puede concluir sobre si la igualdad P=NP es verdadera 
o no.  
 
 
Actualmente muchos investigadores trabajan en tratar de probar que P=NP, ya 
que esta prueba implicaría que todos los problemas en NP pueden ser resueltos 
en tiempos polinomiales. 
 
Un procedimiento conocido como reducción de tiempo polinomial, básicamente, 
transforma un problema, si es posible, en otro que puede ser resuelto en tiempos 
polinomiales. Lo más interesante es que si un n 
un tiempo polinomial y un problema 
procedimiento de reducción de 
también puede ser encontrada en un tiempo polinomial. Se dice que un problema 
es NP-difícil (NP-hard), si cualquier otro problema en NP puede ser transformado 
a éste por el procedimiento de reducción de tiempo polinomial. Por lo tanto, un 
problema NP-difícil es por lo menos tan difícil como cualquiera de los otros 
problemas en NP. Sin embargo, los problemas NP-difícil no necesariamente son 
NP. 
 
Un problema NP-difícil que es NP se dice que es NP-completo. Por lo Problemas 
NP-completos tanto, los problemas NP-completos son los más difíciles dentro de 
los problemas NP. Entonces, si un algoritmo de tiempo polinomial puede ser 
encontrado para un problema NP-completo entonces todos los problemas 
clasificados como NP-completos podrían ser resueltos en tiempos polinomiales. 
Por esta razón la respuesta a la pregunta P=NP ? permanecerá como uno de los 
más importantes interrogantes dentro de la teoría de la ciencia de la computación. 
En la actualidad, una gran cantidad de problemas han podido ser clasificados 





agente viajero, programación de horarios de clase, coloreo de grafos y árboles de 
decisión, entre otros. 
 
 
 Solución de problemas NP-difícil 
 
Existen dos clases de algoritmos para la solución de problemas de optimización 
combinatorial: algoritmos exactos y algoritmos aproximados. En problemas 
Algoritmos exactos de tipo NP-difícil, los algoritmos exactos garantizan encontrar 
la solución óptima. El problema radica en que la complejidad de tiempo del 
algoritmo es dependiente del tamaño del problema. En el peor de los casos, los 
algoritmos requieren tiempos exponenciales para encontrar el óptimo. En los 
últimos años y gracias al gran avance de la tecnología, ha sido posible encontrar, 
en tiempos bastante altos, la solución exacta de algunos problemas específicos de 
tipo NP-difícil. Por tal razón, para la mayoría de problemas de este tipo el 
desempeño de los algoritmos exactos no es satisfactorio. Por ejemplo, para el 
problema de asignación generalizada, discutido en la sección anterior, el actual 
estado del arte de los algoritmos exactos permite resolver problemas con 
dimensiones que estén alrededor de m· n = 30. 
 
Por ejemplo, la solución de un problema particular de asignación conocido como el 
backboard wiring problem fue publicada por Steinberg (1961) para un caso 
ta de este problema requirió 18 días de 
trabajo de un algoritmo avanzado, ejecutándose en un computador pentium III de 
800 MHz. El algoritmo tuvo que considerar cerca de 1.8 billones de sub-
problemas. Los resultados anteriores pueden ser comparados con los resultados 
obtenidos por una metaheurística denominada colonia de hormigas (ACO, ant 
colony optimization) el cual requiere en promedio, para este caso particular, 
alrededor de 10 segundos para encontrar la solución óptima en una máquina con 
iguales características. 
 
Los algoritmos aproximados son comúnmente denominados métodos heurísticos y 
tienen como objetivo encontrar buenas soluciones (soluciones cercanas al óptimo) 
con un esfuerzo computacional relativamente bajo. Estas técnicas no tienen la 
capacidad de garantizar la optimalidad de la solución. Estos algoritmos pueden ser 
clasificados en dos grupos: los algoritmos constructivos y los algoritmos de 
búsqueda local. 
 
Los algoritmos constructivos generan soluciones a través de un proceso iterativo 
que empieza con una solución inicial vacía y paulatinamente suma componentes a 
dicha solución hasta que ésta se completa. Este proceso de adición de 
componentes es un proceso guiado a través de algún criterio adecuado. La 
solución encontrada por los constructivos requiere menor tiempo computacional 
pero es de menor calidad que la encontrada por los algoritmos de búsqueda local. 





algoritmos más sofisticados, es decir que son usados para obtener soluciones 
cercanas al óptimo y a partir de allí un algoritmo de búsqueda local puede 
continuar el proceso de optimización. Los constructivos son naturalmente 
aplicables a problemas que puedan ser modelados como grafos. Por ejemplo, el 
problema del agente viajero y ruteo de vehículos, entre otros. 
 
Un algoritmo de búsqueda local comienza desde una solución inicial y de forma 
iterativa intenta mejorar la solución actual a través de cambios locales. El primer 
paso en la aplicación de un algoritmo de búsqueda local consiste en la definición 
de la estructura de vecindad sobre el conjunto de soluciones candidatas. Esto 
quiere decir que es necesario definir qué es un cambio local para el algoritmo. 
Escoger una adecuada estructura de vecindad es crucial para el desempeño de un 
algoritmo de búsqueda local y es específica del problema y de la codificación 
implementada para el mismo. La estructura de vecindad define el conjunto de 
soluciones que pueden ser consideradas en cada paso del algoritmo de búsqueda. 
Este concepto es precisamente el que evita una exploración exhaustiva del 
espacio de búsqueda. La solución encontrada por un algoritmo de búsqueda local, 
generalmente no es la solución óptima global. Así, la búsqueda local es un método 
general para encontrar soluciones de buena calidad para problemas 
combinatoriales difíciles en un tiempo razonable. La estructura de vecindad cobra 
gran importancia a la hora de aplicar el operador de mutación. 
 
Un algoritmo de búsqueda local también requiere la definición del Esquema de 
aceptación de vecinos el cual determina cómo la vecindad es explorada y cuáles 
soluciones vecinas son aceptadas. Mientras que el vecindario puede ser explorado 
de muchas formas diferentes, en la gran mayoría de casos la regla de aceptación 
es la de mayor mejora, la cual consiste en escoger la solución vecina que 
proporciona el mejoramiento más grande de la función objetivo. También es 
bastante usada la regla del primer mejoramiento, la cual consiste en aceptar la 
solución vecina que primero mejore la solución actual. La principal desventaja de 
estas reglas basadas en un mejoramiento iterativo (reglas elitistas golosas) de las 
soluciones es que el algoritmo puede converger a óptimos locales de baja calidad, 
es decir, puede converger prematuramente. La mejor solución encontrada hasta la 
iteración actual del proceso recibe el nombre de solución incumbente. 
 
Las estrategias basadas en listas de candidatos juegan un papel importante en el 
diseño de heurísticas eficientes de búsqueda local. Cuando se explora el 
vecindario se debe determinar el número de vecinos que serán evaluados. Una 
exploración de todos los vecinos, en algunos problemas particulares, puede llegar 
a consumir tiempos computacionales prohibitivos. Es por esta razón que escoger 
un conjunto de vecinos de interés es importante en este tipo de algoritmos ya que 
reduce considerablemente el esfuerzo computacional. Por ejemplo, una lista de 
candidatos en un problema modelado como un grafo corresponde a la asociación 






 ¿Qué es una metaheurística? 
 
La principal desventaja de los métodos constructivos y de búsqueda local es que 
ellos generan un número muy limitado de soluciones diferentes y generalmente 
convergen a óptimos locales de baja calidad. Este es el caso de las heurísticas 
basadas en reglas golosas o de mejoramiento iterativo. La solución obvia a este 
problema podría ser inicializar el proceso muchas veces desde diferentes puntos 
iniciales. Sin embargo, esta estrategia no produce mejoras significativas en la 
práctica. Es aquí donde surgen nuevos métodos que intentan resolver esta 
dificultad.  
 
Estos métodos son denominados metaheurísticas y se basan en un conjunto de 
conceptos algorítmicos que tienen como finalidad guiar procesos heurísticos para 
evitar la convergencia prematura y explorar regiones del espacio de búsqueda que 
contienen soluciones de alta calidad. Una metaheurística puede ser aplicable a un 
conjunto amplio de diferentes problemas, por lo cual es considerado un método 
heurístico de propósito general el cual puede ser aplicado a diferentes problemas 
de optimización teniendo que hacerse relativamente pocas modificaciones o 
adaptaciones al algoritmo para poder ser aplicado a un problema específico. Las 
metaheurísticas funcionan adecuadamente en problemas donde las mejores 
alternativas de solución están concentradas en regiones. Si las mejores 
alternativas están uniformemente distribuidas en el espacio de búsqueda, las 
técnicas de optimización combinatorial no tienen la posibilidad de llegar al óptimo, 
dado que la posibilidad de resolver el problema es cercana a cero. 
 
Para resolver un problema combinatorial particular se deben definir 4 aspectos 
fundamentales: 
 
1. Definición del espacio de búsqueda: este aspecto está asociado al tamaño 
del problema y su complejidad computacional. 
2. Codificación o representación del problema: este aspecto involucra la 
estructura de una alternativa de solución y la evaluación de restricciones y 
función objetivo. La definición del espacio de búsqueda y la codificación del 
problema son aspectos diferentes a la formulación del modelo matemático. 
3. Población inicial: dado que las metaheurísticas comienzan la búsqueda del 
óptimo a partir de alternativas existentes, entonces es necesario definir un 
conjunto de alternativas iniciales, denominado población inicial. 
Generalmente se aplica una heurística o se genera de forma aleatoria. El 
número de alternativas de esta población es dependiente del problema y de 
la técnica de solución. 
4. Definición de la estructura de vecindad: este aspecto define básicamente 
cómo es la modificación que se debe realizar sobre la alternativa actual 
para obtener una nueva alternativa candidata. Adicionalmente, la estructura 
escogida define el tamaño del vecindario, es decir, se define el número de 





que permita al algoritmo avanzar hacia el óptimo. Existen muchas 
estrategias para escoger un vecino, entre las más conocidas están la del 
mejor vecino y la del primer vecino que mejora la alternativa actual. Esta 
última estrategia tiene la ventaja de que no necesariamente se debe 
explorar todo el vecindario de alternativas. La exploración se realiza sólo 




Algunos ejemplos de metaheurísticas incluyen: recocido simulado (SA,  simulated 
annealing), búsqueda tabú (TB, tabu search), búsqueda local iterativa, algoritmos 
evolucionarios y optimización por colonia de hormigas. El uso de las 
metaheurísticas ha incrementado significativamente la habilidad de encontrar 
soluciones de alta calidad para problemas reales de difícil solución, en tiempos 
computacionales razonables. Esta afirmación es particularmente cierta para 
problemas de gran tamaño y alta complejidad. 
 Algoritmos Genéticos 
 
Básicamente el algoritmo genético es una técnica de búsqueda soportada en la 
teoría de la evolución de Darwin, (En donde los mecanismos de selección que 
utiliza la naturaleza, se enfocan en los individuos más aptos de una población, los 
cuales son los que sobreviven, al adaptarse más fácilmente a los cambios que se 
producen en su entorno) en donde las alternativas de mejor calidad serán las que 
prevalecen en cada generación. 
 
A manera de resumen se puede decir que los Algoritmos Genéticos trabajan con 
una población de individuos, cada uno de los cuales representa una solución 
factible a un problema dado. A cada individuo se le asigna un valor o puntuación, 
relacionado con la bondad de dicha solución. En la naturaleza esto equivaldría al 
grado de efectividad de un organismo para competir por unos determinados 
recursos. Cuanto mayor sea la adaptación de un individuo al problema, mayor 
será la probabilidad de que el mismo sea seleccionado para reproducirse, 
cruzando su material genético con otro individuo seleccionado de igual forma.  
 
Este cruce producirá nuevos individuos (Descendientes de los anteriores), los 
cuales comparten algunas de las características de sus padres. Cuanto menor sea 
la adaptación de un individuo, menor será la probabilidad de que dicho individuo 
sea seleccionado para la reproducción, y por tanto de que su material genético se 






De esta manera se produce una nueva población de posibles soluciones, la cual 
reemplaza a la anterior y verifica la interesante propiedad de que contiene una 
mayor proporción de buenas características en comparación con la población 
anterior. Así a lo largo de las generaciones las buenas características se propagan 
a través de la población. Favoreciendo el cruce de los individuos mejor adaptados, 
van siendo exploradas las áreas más prometedoras del espacio de búsqueda. Si 
el Algoritmo Genético ha sido bien diseñado, la población convergerá hacia una 
solución óptima del problema. 
 
Para que el Algoritmo Genético opere de manera adecuada debe tener en cuenta 
los siguientes aspectos: 
 
 La Codificación de la información. 
 La Población conformada por los individuos de estudio. 
 La Función de desempeño. 
 Los Operadores de evolución. 
 
 
La Codificación de la Información 
 
En general, la codificación de la información debe ser capaz de identificar las 
características constituyentes de un conjunto de soluciones, de forma que distintas 
representaciones dan lugar a distintas perspectivas y por tanto distintas 
soluciones. Se puede considerar tres tipos básicos de codificaciones: 
 
 
 Codificación Binaria. 
 Codificación Entera. 
 Codificación Real. 
 
 
Con base a la información que se maneje en  las variables de estudio, se debe 
elegir el tipo de codificación que mejor se comporte en el algoritmo y respete las 
reglas del caso estudiado. Luego de identificar el tipo de codificación que debe 
manejar el algoritmo, se empieza a generar cada vector que contendrá la 






Lo anterior se puede explicar analógicamente con la naturaleza de la siguiente 
manera. Un vector que indica una alternativa de solución está compuesto por 
forman este crom
figura 6.10 presenta un ejemplo de codificación binaria. 
 








Fuente: Adaptado de 





Se debe establecer una población inicial (Genoma inicial), la cual es generada 
aleatoriamente. Este genoma lo compone una cantidad limitada de alternativas de 
solución (Cromosomas o genotipos). Cada alternativa la compone a su vez un 
grupo de genes que son elegidos aleatoriamente con base al tipo de codificación 
elegida. 
 
Esta población inicial empezará a recibir los operadores de evolución para que en 
cada generación se vaya depurando su genética hasta encontrar la alternativa de 
solución de mejor calidad. 
 
El tamaño de la población debe ser elegido con base a la complejidad del sistema 
y su correspondiente espacio de soluciones. Se aclara el hecho de que un tamaño 
grande de población no hará ni más ni menos eficiente el funcionamiento del 
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algoritmo. Por lo tanto su tamaño debe ser moderado y prestar más interés en el 
número de generaciones establecidas. 
 
La Función de Desempeño 
 
Esta es una parte crucial del algoritmo, ya que es un parámetro de evaluación con 
el que se puede comparar dos alternativas de solución y decidir quién es mejor. 
 
Para la construcción de esta función de desempeño se puede hacer por medio de 
Optimización. Además, si 
el sistema posee restricciones, se deben penalizar aquellas alternativas de 
solución que no las cumplan para no tener soluciones no válidas. Para ello se 
construye una función de adaptación encargada de contener dichas 
penalizaciones. De esta manera se colocan las dos funciones (objetivo y 
adaptación) a trabajar conjuntamente para que el algoritmo tenga la capacidad de 
evaluar optimalidad y factibilidad a la vez en cada alternativa de solución. 
 
 
Operadores de Evolución 
 
Éstos permiten que el algoritmo genere una búsqueda más amplia en el espacio 
de soluciones y no se quede únicamente con la mejor solución de la población 
inicial sin antes haber realizado una mayor exploración.  
 
Los operadores de evolución se pueden catalogar en: 
 
 Operadores de Selección. 
 Operadores de Cruzamiento. 
 Operadores de Mutación. 
 
 de 
mejor calidad e ir eliminando las de mala calidad (Entendiéndose como solución 
de buena calidad aquella que obtuvo mejor valor de la función de desempeño). 
 
Entre los métodos más utilizados para realizar un operador de selección se 
encuentra el operador de selección por torneo, el operador de selección 






En esta investigación se utilizó el operador de selección por torneo, el cual 
consiste en realizar torneos por parejas de alternativas de solución, seleccionadas 
aleatoriamente. Aquella alternativa que presente la mejor función de desempeño 
será la ganadora y se pasará una copia genética de su cromosoma a la otra 
generación. Cada alternativa tiene derecho a dos torneos y si en ambos gana, 
entonces tendrá derecho a dos copias genéticas en la siguiente generación. Por 
otra parte la alternativa con peor función de desempeño termina desapareciendo 
para la próxima generación7. 
 
Este tipo de selección tiene varias características importantes. La primera es que 
quedando solo las alternativas de mejor calidad. Lo que conlleva a la segunda 
característica importante que hace referencia a la propiedad de convergencia.  La 
tercera es que este operador se puede adaptar fácilmente a un problema de 
maximización o minimización, gracias a la valoración de la función de desempeño 
entre dos alternativas con el objetivo de elegir la mejor. 
 
partir de la selección aleatoria de dos padres tomados de la población. Para ello 
se establece una cantidad determinada de puntos de corte en donde se secciona 
cada cromosoma (Padre y madre), para luego realizar la recombinación respectiva 
y obtener una nueva alternativa de solución llamada descendiente. 
 
Se debe tener cuidado en el momento de ejecutar este operador, ya que hay 
casos en que el valor de los genes se puede repetir como lo es en una 
codificación binaria. Pero hay otros casos donde esto no es posible, por ejemplo 
en la generación de una cadena de números enteros que indican una secuencia 
de tareas y por lo tanto no se puede repetir la misma tarea en el mismo 
cromosoma. 
 
Para el primer caso, se utiliza un operador de cruzamiento binario en donde no 
hay problema que los valores de los genes se repitan en el mismo cromosoma. 
significa que no se pueda aplicar a una cadena de números enteros. Realmente 
este tipo de operador se caracteriza por permitir varios genes del mismo 
cromosoma con valores idénticos. 
                                            
7
 Goldberg, D. and Deb, K. 






La figura 2 ilustra el caso en donde los padres tienen cromosomas con 
codificación binaria y algunos genes con los mismos valores para cada uno. 
 




1 0 0 1 1 1 0 0 1  1 0 0 1 1 1 0 1 0 
                   
0 0 0 1 1 1 0 1 0  0 0 0 1 1 1 0 0 1 
 
 
Fuente: Técnicas de S
Arias Montoya Leonel, Portilla Liliana Margarita. 
 
Como se puede observar en la figura 2, se estableció tres puntos de corte 
representados con las tres flechas en la parte superior. De esta manera se hace 
un corte en la respectiva zona de cada cromosoma y luego se recombinan 
generando dos descendientes. Obsérvese que no hay restricción de que algunos 
genes tengan los mismos valores en cada cromosoma. Cabe anotar que las 
posiciones de los puntos de corte son generadas aleatoriamente. 
 
El otro tipo de cruzamiento es cuando sí existe tal restricción, es decir que no se 
puede repetir el valor de un gen en el mismo cromosoma. Para este caso, se 
Correspondencia Pa 8. Este operador 
garantiza que no se encontrará valores repetidos en el cromosoma descendiente 
después del respectivo cruzamiento. Para ello, realiza los siguientes pasos: 
 
1. Se genera aleatoriamente dos puntos de corte. 
2. Los genes que están fuera de la franja limitada por los dos puntos de corte 
son copiados del padre 1 al descendiente, conservando las mismas 
posiciones del padre 1. 
                                            
8
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3. Los genes faltantes en el descendiente son tomados del padre 2, 
conservando el orden en el que se encuentran en el padre 2. 
 
alterar una alternativa de solución de manera local modificando su cromosoma en 
algunos valores de sus genes. Este proceso se realiza con el objetivo de producir 
nuevas soluciones a partir de dicha modificación de un cierto número de genes de 
una solución existente, con la intención de fomentar la variabilidad dentro de la 
población. 
 
Para que el algoritmo reconozca si debe activar este operador, se establece una 
tasa de mutación la cual es comparada con un número aleatorio entre 0 y 1. Si el 
número aleatorio generado es menor a la tasa de mutación se procede a ejecutar 
el operador. 
 
Este operador consiste en primer lugar, en la generación de dos números 
aleatorios los cuales se acomodan de menor a mayor e indican dos posiciones del 
vector de solución del descendiente respectivo. 
 
En segundo lugar, se rota la franja comprendida entre las dos posiciones elegidas 
aleatoriamente obteniendo un nuevo vector de solución mutado. Este vector 
reemplaza el antiguo y entra a ser parte de la población para ser comparado el 
valor de su función objetivo con las demás. 
 
Cabe anotar que este proceso se hace con cada descendiente para saber si se 
muta o no, y así, permitir una mayor exploración del espacio de soluciones. 
 
importante función en el algoritmo a parte de las ya mencionadas. Ésta se refiere a 
balancear la exploración del espacio de búsqueda y la explotación combinatoria, 
de tal manera que pueda encontrar el algoritmo una solución de alta calidad con 
mayor precisión. 
 
La figura 3 sintetiza el funcionamiento de los operadores de evolución, para el 









































 Problema del Agente Viajero (PAV) 
 
Este problema es ampliamente estudiado en la literatura y ha sido abordado por 
una gran cantidad de investigadores para probar nuevas ideas y nuevos 
algoritmos de optimización combinatorial y exacta. El PAV ha llamado la atención 
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seres humanos tienen una habilidad innata de producir soluciones de buena 
calidad muy rápidamente. La idea de estos estudios es caracterizar las variables y 
los algoritmos que el ser humano utiliza en la solución de este problema para 
posteriormente establecer métodos computacionales inspirados en este tipo de 
comportamiento neuronal. 
 
El PAV un problema NP-completo y consiste, en el caso más general, en 
encontrar el menor circuito Hamiltoniano (tour) que debe hacer un agente para 
visitar un conjunto de ciudades interconectadas entre sí. Dicho circuito deberá 
terminar en la ciudad donde comenzó (un circuito cerrado) pasando por todas y 
cada una de las ciudades una única vez. 
 
En términos de un grafo, el problema consiste en que dado un grafo conectado y 
completo G = {V,A} de n vértices con pesos en sus aristas dij , que representan la 
distancia Euclidiana entre el vértice i y el vértice j, se debe encontrar el circuito 
Hamiltoniano más corto. En el caso de un digrafo el problema es conocido como 
PAV asimétrico. Nótese que si el grafo es no-completo, es posible adicionar 
nuevos arcos para conformar un grafo completo que produzca la misma solución 
óptima que G. Esto se puede hacer asignando distancias muy grandes a los 
nuevos arcos para garantizar que sean descartados en cualquier solución óptima. 
 
A continuación se definen los 4 aspectos básicos que describen el PAV: 
 
1. Definición del espacio de búsqueda: para un grafo conectado de n vértices 
(n > 2), las posibles alternativas de solución que pueden ser obtenidas son 
búsqueda, tales como Separar y Sondar (B&B, Branch and Bound), los 
cuales generan un circuito a la vez y utilizan la mejor solución encontrada 
para sondar o limitar la exploración de un conjunto de futuras alternativas. 
Empíricamente se ha establecido que esta estrategia reduce el espacio de 
búsqueda a 1.26n. Muchas versiones del algoritmo B&B han sido 
propuestas y la mayoría obtienen soluciones en tiempos aceptables para 
problemas de alrededor de 60 vértices o ciudades. 
 
Otra forma de reducir el espacio de búsqueda es encontrando casos 
especiales del problema. Es decir, dividir el problema en subproblemas de 
menor complejidad que pueden ser abordados a través de heurísticas que 






2. Codificación o representación del problema: la codificación del problema y 
la definición del espacio de búsqueda son aspectos diferentes a la 
formulación matemática del mismo. Sin embargo, es una práctica común 
presentar, cuando es posible, el modelo matemático utilizando la 
codificación adoptada. 
 
Generalmente, los datos del problema son dados como coordenadas (x, y) 
que representan la ubicación de las ciudades en un plano bidimensional 
como se muestra en la figura 4. 
 
 






Para efectos de presentar un modelo más compacto, el conjunto de coordenadas 
puede ser convertido en una matriz simétrica D de dimensiones n×n, donde cada 
elemento di,j  D representa la distancia Euclidiana entre las ciudades i y j como 




























sidad Tecnológica de Pereira.  
 
 
De esta manera, el objetivo del problema es encontrar una secuencia 
 que también se 
conoce como permutación, es una alternativa de solución y puede ser codificada 
como se muestra en la figura 2.10a. En donde 
establece un circuito que comprende los arcos 5,4, 4,2, 2,6, 6,3, 3,1 y 1,5. En 


































3. Población inicial: Puede ser generada de forma aleatoria. Teniéndose en 
cuenta que el circuito generado debe ser Hamiltoniano. Es decir, no se 
permite visitar una ciudad más de una vez y la alternativa obtenida debe 
incluir todas las ciudades. 
 
Una forma más eficiente es utilizar una heurística constructiva utilizando 
criterios probabilísticos que den preferencia a los arcos con las distancias 
más cortas. Pueden ser algoritmos golosos (voraces) o basados en 
distribuciones probabilísticas, como por ejemplo colonia de hormigas y 
recocido simulado, entre otros. 
 
 
4. Definición de la estructura de vecindad: La definición de la estructura de 
vecindad es un aspecto bastante amplio en la descripción de un problema 
particular. Por esta razón un gran número de propuestas pueden tenerse en 
cuenta a la hora de definir un vecino del problema. 
 
Sin embargo, para el PAV existen unas estrategias, conocidas como 
estrategias de mejoramiento iterativo, que han mostrado ser bastante 
eficientes y que pueden aplicarse de forma general a problemas que se 
pueden representar a través de grafos (Lin and Kernighan, 1973). 
 
2-opt: Esta técnica es una heurística propuesta por Lin and Kernighan 
(1973) y es un caso especial de la técnica k-opt. Consiste en remover 
aleatoriamente dos arcos del grafo, que hacen parte del circuito actual, de 





incorporan dos nuevos arcos diferentes que reconecten las dos regiones, 
obteniéndose así un vecino, como se muestra en la figura 6. 
 
 








La estrategia anterior, aplicada al esquema de codificación adoptado, es 
equivalente a seleccionar aleatoriamente dos posiciones del vector (dos vértices) y 
rotar toda la franja comprendida entre los dos vértices, como se muestra en la 
figura 7. Nótese que el vector obtenido en la figura 7 representa exactamente el 



























k-opt: Esta heurística consiste en remover k arcos que estén mutuamente 
separados. Esto produce k regiones que deben ser reconectadas con arcos 
diferentes a los que fueron removidos en el paso anterior y sin dejar sub-
circuitos desconectados. El hecho de que los arcos estén mutuamente 
separados garantiza que todas las regiones contienen dos o más ciudades.  
 
Esta estrategia permite descomponer el PAV en sub-problemas de menor 
complejidad que pueden ser eventualmente resueltos con procedimientos 
de búsqueda exhaustiva. Cuando el número de arcos k que son removidos 
se considera variable, surge una técnica conocida como variable-opt. 
 
Una observación muy importante es que cualquier movimiento k-opt (k > 2) 
realizado sobre la alternativa actual es equivalente a una secuencia finita de 
movimientos 2-opt.  
 
Lo anterior justifica que en la actualidad el método 2-opt sea el más usado y 
el que mejores resultados presenta en la literatura especializada (Gutin and 
Punnen, 2002). Para el PAV Euclidiano, el número de vecinos que produce 
el método 2-  
 
 
Una modificación al PAV es el problema de enrutamiento óptimo de vehículos, el 
cual se describe como sigue: sea G = {V,A} un digrafo donde V es el conjunto de 






Uno de los vértices representa el depósito de donde parte una flota de m 
vehículos. Cada vehículo tiene una capacidad de transporte qv. A cada vértice 
está asociada una demanda qi y un tiempo de descarga ti. A cada arco está 
asociado un costo cij y un tiempo de transporte tij . El problema consiste en 





 no excede 




Otra versión modificada del PAV es el Problema de la Ruta de Mínimo Costo 
(PRMC). La principal característica es que el recorrido no es un circuito 
Hamiltoniano. Existe un nodo fuente y un nodo destino. El objetivo es encontrar los 
arcos del grafo que conectan esto dos nodos de forma que el costo total de la ruta 





La planeación e implementación de proyectos complejos en las diferentes áreas 
de manufactura y de servicio requieren de grandes inversiones. Por lo tanto es 
indispensable realizar estudios preliminares para asegurar su conveniencia de 
acuerdo a su eficiencia y ejecución económica para proyectos de cualquier 
tamaño. Una técnica para ejecutar estudios piloto, con resultados rápidos y a un 
costo relativamente bajo, está basado en la modelación de escenarios a través de 
la simulación. El proceso de elaboración del modelo involucra un grado de 
abstracción y no necesariamente es una réplica de la realidad; consiste en una 
descripción que puede ser física, verbal o abstracta en forma, junto con las reglas 
de operación. Más aún debido a que el modelo es dinámico, su respuesta a 
diferentes entradas puede ser usada para estudiar el comportamiento del sistema 
del cual fue desarrollado. 
 
Dado lo anterior, es importante tener claro el concepto de sistema del cual se 
habla a continuación. 
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 Los Sistemas. 
 
El té
de acuerdo al escenario en que se desempeñen. A continuación se cita una lista 
de definiciones que buscan de manera práctica explicar este concepto10: 
 
1. Conjunto de elementos interactuantes. 
2. Agrupamiento de partes que operan conjuntamente. 
3. Ensamblaje de componentes que ordenadamente relacionados contribuyen a un 
objetivo determinado. 
4. Conjunto de partes coordinadas para lograr un conjunto de metas. 
5. Integración de un conjunto de elementos en busca de un conjunto de objetivos. 
6. Una parte del Universo real posible. 
 
El autor clasifica esta lista de definiciones en tres grupos dadas sus similitudes. El 
primer grupo lo conforman las definiciones 1 y 2, resaltando la identificación de 
partes, elementos o subsistemas en el sistema y su Interacción u operación 
conjunta que implica relación o interacción entre los elementos o partes del 
sistema. El segundo grupo lo conforman las definiciones 3, 4 y 5, en donde se 
resalta la presencia de un conjunto de objetivos que justifican o requieren las 
interacciones de los elementos. Por último está el tercer grupo que hace alusión a 
la definición número 6 que hace énfasis en la posibilidad de mirar cualquier 
aspecto de la realidad como un sistema. 
 
Con base a lo anterior se puede entender por sistema coma una colección de 
entidades relacionadas, cada una de las cuales se caracteriza por atributos o 
características que pueden estar relacionados entre sí. Los objetivos que se 
persiguen al estudiar uno o varios fenómenos en función de un sistema son 
aprender cómo cambian los estados, predecir el cambio y controlarlo en la medida 
de lo posible. 
 
Para que un sistema a estudiar quede bien definido, se debe tener en cuenta sus 
características y sus propiedades. En cuanto a sus características, se pueden 
resumir en tres aspectos que son: 
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 El Sistema tiene fronteras claramente definidas. 
 
 El Sistema existe dentro de un medio ambiente el cual se refiere al conjunto 
de circunstancias dentro de las cuales está una situación problemática. 
 
 El sistema se compone a la vez de Subsistemas. 
 
En cuanto a sus propiedades se tiene lo siguiente: 
 
 El comportamiento de cada elemento del sistema tiene un efecto en el 
comportamiento del conjunto como un todo. 
 
 La forma en que se afectan los elementos como un todo, dependen de las 
propiedades y comportamiento de al menos otro elemento del sistema. En 
consecuencia, no hay parte alguna que tenga un efecto independiente en el 
todo y cada una está afectada al menos por alguna otra. 
 
 Cada subgrupo posible de elementos del conjunto tienen las dos primeras 
propiedades: cada uno tiene efecto no interdependiente en el total. En 
consecuencia no se puede descomponer el total en subconjuntos 
independientes. No se puede subdividir un sistema en subsistemas 
independientes. 
 
La simulación de sistemas ofrece un método para analizar el comportamiento de 
un sistema específico. Aunque los sistemas varían en sus características y 
complejidades, la síntesis de la formación de modelos, la ciencia de la 
computación, y las técnicas estadísticas que representa este tipo de simulación; 
constituye un conjunto útil de métodos para aprender sobre estas características y 
complejidades e imponerles una estructura. Para comprender las características 
técnicas de este enfoque y aplicarlas a un problema real, es necesario 
familiarizarse con los conceptos que describen un sistema y su respectivo modelo. 
De esta manera la relación de un sistema real con su respectivo modelo para ser 


























Arias Montoya Leonel, Portilla Liliana Margarita. 
 
En la figura 8 se observa como a través de la elaboración de un modelo que 
caracterice de manera adecuada el sistema en cuestión, se puede inferir sobre el 
comportamiento de dicho sistema acertadamente y tomar decisiones confiables. 
 
 
 Tipos de Sistemas en Simulación. 
 
Ya que la simulación se apoya en modelos para representar los sistemas, es 
necesario identificar el tipo de sistema que se va a estudiar para luego conseguir 
un buen modelamiento. Para ello, se puede categorizar los sistemas en dos 
grupos importantes. El primer grupo se enfoca en el tipo de información y el 
segundo en el área de aplicación. Es así, como en el primer grupo se encuentra 
Sistemas de Simulación Continua y Sistemas de Simulación Discreta. 
 
Los Sistemas de Simulación Continua se caracterizan básicamente por lo 
siguiente: 
 
 Los efectos de una variable en el comportamiento del sistema se pueden 





















 Se construyen a partir de ecuaciones diferenciales. 
 
 Ofrecen información del estado del sistema en cualquier instante de tiempo. 
 
Los Sistemas de Simulación Discreta se caracterizan por: 
 
 Los modelos matemáticos se pueden construir bajo distribuciones de 
probabilidad. 
 
 La información del comportamiento del sistema es dada en intervalos de tiempo 
seleccionados o dados por el sistema. 
 
 
En el segundo grupo de clasificación se encuentran los Sistemas de Manufactura 
y los Sistemas de Servicio. Para tener una mayor comprensión de estos dos 







































Entrada Proceso Salida Evaluación 


















Fuente: z Henao Sergio A., 
Arias Montoya Leonel, Portilla Liliana Margarita. 
 
La figura 8 muestra como el modelamiento de un sistema de manufactura tiene 
como objetivo evaluar aquellas medidas de desempeño que tienen relación con 
los costos de fabricación, el inventario en proceso, los tiempos de proceso y la 
demanda satisfecha entre otros. Esto quiere decir que todo gira alrededor de la 
producción. 
 
En cambio, la figura 9 muestra el modelamiento para un sistema de servicio en 
donde las medidas de desempeño giran alrededor del cliente, ya que lo importante 
es analizar el comportamiento de las colas que a la larga permitirán evaluar la 
rapidez del servicio. 
Estos tipos de sistemas de simulación permiten tener una amplia gama de casos a 
simular y para ello solo se necesita saber identificar las características claves del 




 Los Modelos. 
 
Como ya se ha mencionado, un modelo se utiliza como ayuda para organizar y 
clasificar conceptos confusos e inconsistentes. Al realizar un análisis de sistemas, 
se crea un modelo del sistema que muestre las entidades, las interrelaciones y sus 










Tiempo en la cola. 
Tiempo en el 
sistema 
Longitud de la cola 
Ocupación total 
Entrada Proceso Salida Evaluación 





a organizar, evaluar y examinar la validez de pensamientos sobre un sistema 
determinado. 
 
Por lo tanto al explicar ideas o conceptos complejos, los lenguajes verbales a 
menudo presentan ambigüedades e imprecisiones. Un modelo es la 
representación concisa de una situación; por eso representa un medio de 
comunicación más eficiente y efectivo. 
 
Dado lo anterior, es importante tener claro las partes básicas que debe poseer un 
modelo, estas son: 
 
 Los componentes, son las partes constituyentes del sistema. También se les 
denomina elementos o subsistemas. 
 
 Las variables, son aquellos valores que cambian dentro de la simulación y 
forman parte de funciones del modelo o de una función objetivo. 
 
 Los parámetros, son cantidades a las cuales se les asignar valores, una vez 
establecidos los parámetros, son constantes y no varían dentro de la 
simulación. 
 
 Las relaciones funcionales, muestran el comportamiento de las variables y 
parámetros dentro de un componente o entre componentes de un sistema. 
 
 Las restricciones, son limitaciones impuestas a los valores de las variables o la 
manera en la cual los recursos pueden asignarse o consumirse. 
 
 Las funciones de desempeño,  se definen explícitamente los objetivos del 
sistema y cómo se evaluarán, es una medida de la eficiencia del sistema.  
 
En el momento de haber identificado claramente el sistema objeto de estudio y  
estar en el proceso de crear el modelo con las partes ya mencionadas 
(Componentes, variables y demás), se debe tratar el problema de equilibrar la 
necesidad del detalle estructural. Esto debido a que cuanto más detallado sea un 
modelo en forma explícita, mejor será la semejanza del modelo con la realidad. 
Otra razón para incluir el detalle es que se ofrecen mayores oportunidades para 
estudiar la respuesta del sistema cuando una relación estructural dentro del 





mayor número de combinaciones de los cambios estructurales y, segundo, puede 
estudiarse un mayor número de aspectos de la respuesta. 
 
Por otra parte, el detalle por lo general dificulta la solución de los problemas. A 
menudo los detalles agregados cambian el método para resolver un problema de 
un método analítico a otro numérico, de manera que se pierde la generalidad de 
una solución analítica. El detalle también puede aumentar el costo de la solución. 
Sin embargo, el factor que sirve de límite en la utilización del detalle, es que a 
menudo no se tiene suficiente información sobre el sistema que se estudia, como 
para poder especificar otras características que no sean las obvias. 
 
Todo modelo debe limitar el detalle en algún aspecto. Al hacer la descripción de 
un sistema en lugar del detalle, se hacen suposiciones sobre el comportamiento 
del sistema. Como se desea que estas suposiciones no contradigan el 
comportamiento observable del sistema, siempre que se pueda, se deben probar 
comparándolas con la observación. 
 
Adicionalmente, se debe identificar cual es el tipo de modelo que más se ajusta al 
sistema y al grado de detalle con el que se quiere realizar el estudio. 
 
 Tipos de Modelos11. 
 
Los modelos pueden clasificarse de diversas maneras. Existen muchos modelos 
físicos que en términos generales son aquellas réplicas a escala de un sistema. 
Existen modelos esquemáticos que abarcan dibujos, mapas  y diagramas. Existen 
modelos simbólicos, de los cuales los que están basados en las matemáticas o en 
un código de computadora, desempeñan funciones importantes en el diseño de 
los estudios de simulación de sistemas por medio de computadoras. 
 
Algunos modelos son estáticos; otros, dinámicos. Un modelo estático omite ya sea 
un reconocimiento del tiempo o describe un instante del estado de un sistema en 
determinado momento. En contraste, un modelo dinámico reconoce explícitamente 
el transcurso del tiempo. Además de proporcionar una secuencia de instantes del 
sistema en el transcurso del tiempo, algunos modelos dinámicos especifican 
relaciones entre los estados de un sistema en diferentes momentos. 
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Otra distinción es la referente a los modelos deterministas contra modelos 
estocásticos. En los primeros, todas las entidades establecen relaciones 
matemáticas o lógicas constantes. Como consecuencia, estas relaciones 
determinan soluciones. En un modelo estocástico, por lo menos una parte de la 
variación tiene una naturaleza casual. Por tanto, un investigador puede, a lo sumo, 
obtener soluciones promedio mediante modelos estocásticos para resolver los 
problemas. 
 
Por último, se encuentra los modelos de carácter lineal y no-lineal. En los modelos 
lineales las relaciones funcionales entre las variables de estudio son de tipo 
proporcional. En cambio los modelos no-lineales presentan comportamientos 
curvilíneos o no proporcionales en dichas relaciones funcionales. 
 
De esta manera, se establecen unos criterios de elección mínimos para identificar 
qué tipo de modelo es el más apropiado para representar el sistema real que se 
quiere estudiar. Con lo cual se podrá elegir entre una gran cantidad de opciones 
de solución,  aquella que más se ajuste al modelo seleccionado.  
 
 
 Metodología para Simular un Sistema12. 
 
Como en todo proceso de investigación, se debe establecer unos pasos o fases 
que indiquen el curso a seguir durante todo el proceso de estudio. De no ser, la 
simulación de un sistema puede presentar ciertos problemas que causaría uno 
resultados desfavorables y poco confiables al final del estudio. 
 
Algunos de estos problemas que se presentan más a menudo son: 
 
 Definir mal los límites del sistema obteniendo un modelo pobre en 
representatividad del caso real. 
 
 Nivel bajo de detalle del sistema dificultando de tal manera la caracterización de 
las variables y el análisis profundo del sistema. 
 
 Subestimar el tiempo y costos involucrados en el proceso de modelación. 
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 Fallar en la selección del más simple y económico de los modelos para el fin 
establecido. 
 
 Ausencia o pérdida de metodología estadística. 
 
 Considerar como aproximados algunos atributos de un sistema que no existe. 
 
 Entendimiento superficial del sistema a ser modelado. 
 
Con el objetivo de no cometer al máximo los problemas mencionados al momento 
de simular un caso de estudio, es necesario tener en cuenta los siguientes pasos: 
 
 Definición del sistema. Cada estudio debe de comenzar con una descripción del 
problema o del sistema. Debe determinarse los límites o fronteras, restricciones, 
y medidas de efectividad que se usarán. 
 
 Formulación del modelo. Reducción o abstracción del sistema real a un 
diagrama de flujo lógico.  
 
 Preparación de datos.  Identificación de los datos que el modelo requiere y 
reducción de estos a una forma adecuada. 
 
 Selección del lenguaje: De la selección del lenguaje dependerá el tiempo de 
desarrollo del modelo de simulación, es importante utilizar el lenguaje que mejor 
se adecué a las necesidades de simulación  que se requieran. La selección 
puede ser desde usar un lenguaje general como lo es BASIC, MATLAB o 
FORTRAN hasta hacer uso de un paquete específicamente para simular 
sistemas de manufactura como ARENA o PROMODEL entre otros.  
 
 Traslación del modelo. Consiste en generar las instrucciones o código 
computacional o necesario para lograr que el modelo pueda ser ejecutado en la 
computadora.  
 
 Validación del modelo. Es el proceso que tiene como objetivo determinar la 
habilidad que tiene un modelo para representar la realidad. La validación se 
lleva a cabo mediante la comparación estadística de los resultados del modelo y 






 Planeación estratégica. Diseño del un experimento que producirá la información 
deseada. 
 
 Planeación táctica.  Determinación de cómo se realizará cada una de las 
corridas de prueba 
 
 Experimentación. Corrida de la simulación para generar los datos deseados y 
efectuar análisis de sensibilidad. 
 
 Interpretación.  Obtención de inferencias con base en datos generados por la 
simulación 
 
 Implantación. Una vez seleccionada la mejor alternativa es importante llevarla a  
la práctica, en muchas ocasiones este último caso es el más difícil  ya que se 
tiene que convencer  a la alta dirección y al personal de las ventajas  de esta 
puesta en  marcha. Al implantar hay que tener cuidado con las diferencias que 
pueda haber con respecto a los resultados simulados,  ya que estos últimos se 
obtienen, si bien de un modelo representativo, a partir de una suposiciones. 
 
 Monitoreo y control. No hay que olvidar que los sistemas son dinámicos y con el 
transcurso del tiempo es necesario modificar el modelo de simulación, ante los 
nuevos cambios del sistema real, con el fin de llevar a cabo actualizaciones 
periódicas que permitan que el modelo siga  siendo una representación del 
sistema. 
 
Teniendo en cuenta los temas tratados en este numeral, se puede obtener 
resultados de las simulaciones, confiables y acordes al sistema real estudiado. 
Logrando beneficios relevantes como lo son: Poder analizar los casos sin tener 
que parar las operaciones cotidianas de la empresa, poder analizar y explorar 
varias alternativas sin incurrir en costos significativos, realizar análisis de 
sensibilidad entre otros. 
 
Es por eso, que la simulación es empleada en muchas áreas del mundo 
empresarial como lo son: Sistema de colas, Sistema de inventarios, Proyecto de 
inversión, Sistemas económicos, Estados financieros, Problemas industriales, 
Problemas económicos, Problemas conductuales y sociales, Sistemas 






 Componentes de un modelo a Simular. 
 
Finalmente, el modelo que representa el sistema de estudio debe contener unos 
componentes básicos tal como se ilustra en la figura 6.8. El componente de 
producto, una orden, etc.).  
 
las entidades por procesar, el almacenamiento, o alguna otra actividad o 
fabricación (Una máquina, un área de trabajo, un área de espera, una cola, etc.).  
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en qué cantidad llegan nuevas entidades al 
sistema, esto con el fin de alimentar el sistema y activar su procesamiento.  
 
R
operaciones puntuales, mantenimientos o asistencias complementarias para el 















cuales se mueven los recursos (operarios, maquinas, etc.) para transportar 
entidades.  
 
rar y guardar información numérica, de tipo 
real o entera, para ser utilizada en cálculos de ciertas estadísticas detalladas que 
puedan requerirse o para ciertos condicionamientos y/o restricciones del sistema 
analizado.  
 
icial (como una marca), la cual puede ser asignada 
a entidades o a locaciones; entre ellos pueden contarse el peso de un material, su 
dureza, o cualquier otra característica ya sea física, química o de cualquier otro 
tipo que se quiera asignar a una entidad o locación. Este último, también puede 
utilizarse como medio para obtener información más detallada del sistema, por 
ejemplo tiempos de ciclo o niveles de eficiencia de laguna estación de trabajo. 
 
define las rutas y las operaciones que se llevaran a 
cabo en las locaciones para las entidades en su viaje por el sistema. 
Generalmente se apoya en los diagramas de proceso u operación que se tienen 
para cada producto o servicio a simular. Por tal motivo es el último componente 
que se elabora, ya que necesita de los componentes ya mencionados para 
vincularlos en su construcción. 
 
 
3.3 MARCO CONCEPTUAL13 
 
 
Algoritmos Evolutivos (AEs): Imitan los principios evolutivos naturales para 
constituir procedimientos de búsqueda y optimización. 
 
Función de adaptación: Tiene como finalidad hacer un balance entre optimalidad y 
factibilidad. 
 
Operador de mutación: Tiene como objetivo alterar un individuo localmente, 
modificando aleatoriamente un alelo de un pseudo-cromosoma en un gen 
aleatorio, para obtener una solución vecina de mejor calidad. 
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Operador de selección: Tiene como objetivo primario duplicar las buenas 
soluciones y eliminar las malas soluciones en una población, mientras mantiene la 
población en un tamaño constante. 
 
Operadores de variación: Tiene como  tarea es la creación de nuevas soluciones, 
cuyo objetivo es incorporar diversidad en el proceso de optimización, 
construyendo descendientes únicos (individuales), que hereden parcialmente las 
características de los padres. 
 
Óptimo local: El óptimo de una función f(x) en un intervalo [a, b] es conocido con el 
nombre de óptimo local, dado que no es posible garantizar que ese valor sea el 
 para 
óptimos locales son mucho más simples que las de búsqueda de óptimos 
globales. 
 
Problema del Agente viajero (PAV): Consiste en encontrar  un circuito 
Hamiltoniano que debe hacer un agente para visitar un conjunto de ciudades 
interconectadas entre sí. 
 
Simulación: Experimento estadístico donde la muestra ha sido creada 





























4. PRESENTACIÓN DEL ENFOQUE METODOLÓGICO 
 
 
En este capítulo se ilustra el desarrollo de un Algoritmo Genético aplicado al 
Problema de Agente Viajero que determine  la  ruta de distribución de mercancía 
en la empresa objeto de estudio, minimizando los costos de transporte 
 
 
Dicho planteamiento se desarrolla en cinco fases. La primera  
inicia con una breve introducción acerca de la empresa
acercamiento se plantean los componentes que tendrá el modelo de 
 sección 4.2. La 
la metodología utilizada para abordar el modelo y dar respuesta a las decisiones 
planteadas, determinando el problema de Ruteo que mejor representa la situación 
analizada.  Es así como siguiendo los pasos de la metodología descrita se obtiene 
el modelo matem y 
finalmente en el numeral 4.5  se expone el modelo de simulación de los resultados 



















4.1 DESCRIPCIÓN DE LA EMPRESA OBJETO DE ESTUDIO 
 
 
La empresa objeto de estudio se dedica al desarrollo, producción, 
comercialización de accesorios y equipos de alta tecnología, especializados en la 
biomedicina para el servicio de la salud y la belleza,  ofreciendo la más amplia 
garantía y asistencia técnica del mercado en todos sus productos.  
 
Al mercado nacional e internacional  ofrece los siguientes productos: 
 
 















Repuesto, como materia prima,  que hace parte del 
kit para el sistema de colonterapia, hace el acople 
entre el paciente y el equipo permitiendo la entrada 












Repuesto, con el proceso químico, asegurando la 
ausencia de agentes y disponible para ser utilizado 
























Un segundo componente de del kit para el 
procedimiento de colonterapia, con un largo de 1,30 
metros, y cumple con la función del evacuación de 
los desechos en el procedimiento.   
 





El tercer componente del kit para el procedimiento 
de colonterapia, con un largo de 1,30 metros e tá 
conectada del equipo a la cánula o repuesto y se 
encarga de trasladar el agua al paciente. 
 







Está compuesto por dos mangueras y una cánula o 
repuesto que se utilizan en el procedimiento de 






























Es un equipo especialmente diseñado para la 
hidrocolonterapia, completamente confiable; con un 
sistema de control encargada de acondicionar la 
temperatura, filtrar, purificar, regular el caudal.   
Acompañado de un generador de ozono, conforman 
una solución liquida que permite obtener mejores 
beneficios en el proceso terapéutico. 
 




El equipo de ozono, brinda múltiples beneficios, 
permitiendo tratamientos con diversas aplicaciones 
como pueden ser trastornos circulatorios, 
infecciones generalizadas, enfermedades reumáticas 
en general. 
 












Los Campos Magnéticos Pulsantes de Baja 
Frecuencia, están dirigidos al sistema molecular del 
cuerpo humano; mediante una recarga de energía 
agranda el intercambio iónico celular aumentando la 
utilización de oxígeno, contribuye con la 



























La electro-acupuntura, es un procedimiento que 
busca mejorar el sistema nervioso total de cuerpo, 
normalizando y equilibrando el funcionamiento 
general. 
 
Fuente: Archivos empresa 
 
 
Debido a que su operación de distribución cada día aumenta considerablemente, 
la gerencia decide entregar a un operador logístico la tarea de entrega de sus 
productos a nivel nacional e internacional, pero mantiene la operación local, la cual 






























































Beatriz Helena Ladino Peláez 
Biomedic 
Centro de terapias José Celestino Mutis 
Centro Iberoamericano de  Medicina alternativa 
Centro de Medicina alternativa y estética 
Centro Naturista el Enebro 
Clínica los Alpes 
Clínica Soy Salud 
Clínica Vida Plena 
Consultorio Dr. Jair Bedoya Gallego 
Consultorio Dr. Ricardo Antonio Vásquez 
Esplendor spa 











4.2 COMPONENTES DEL MODELO DE OPTIMIZACIÓN 
 
 
Para diseñar un modelo de optimización que determine  la  ruta de distribución de 
mercancía de la empresa, minimizando los costos de transporte, es necesario 
conocer con certeza los siguientes parámetros: 
 
 
a. Número de clientes por visitar. 
b. Ubicación de cada uno de los clientes (matriz de distancias). 
c. Costos asociados al transporte de la mercancía. 




4.3 PROBLEMA DE RUTEO 
 
 
El proceso de la distribución de la mercancía en la empresa, se desarrolla como 
un problema PAV (Problema del Agente Viajero), en donde el vehículo distribuidor 
debe hacer un tour que pase por cada uno de los clientes que representan las 
ciudades en la terminología del PAV, de manera que se minimicen el recorrido 
total. 
 
En la actualidad la empresa cuenta con 20 clientes en la ciudad de Pereira, que es 
en donde se encarga del proceso de distribución, ya que para sus clientes a nivel 
nacional e internacional delega esta labor a un operador logístico. 
 
A continuación se definen los 4 aspectos básicos que describen el PAV para el 
caso de la empresa objeto de estudio: 
 
1. Definición del espacio de búsqueda:  Para un grafo conectado de n 
vértices (n>2), las posibles alternativas de solución que pueden ser 













Teniendo en cuenta los 20 clientes más la empresa el modelo PAV 
contemplará 21 vértices. Partiendo de la fórmula citada las posibles 











Esta cantidad de alternativas de solución genera un problema de explosión 
combinatoria, ya que un computador que tenga un procesador que opere a 
una velocidad de una Giga14, podría analizar 3.15 X 1016 alternativas por 
año, es decir que para poder analizar todas las alternativas, el procesador 





















                                            
14
 Una Giga de velocidad en un procesador equivale a realizar 1 X 10
19










2. Codificación o representación del problema:  
 
A cada nodo  le será asignado un número así: 
 
 


























Fuente: Archivos empresa. 
 
 
La codificación de las distancias de cada cliente será a partir de una matriz 
simétrica D de dimensiones n×n, donde cada elemento di,j  D representa 
la distancia Euclidiana en kilómetros entre los nodos i y j . 
 
Nodo Número 
La Empresa 1 
Artesanar 2 
Beatriz Helena Ladino Peláez 3 
Biomedic 4 
Centro de terapias José Celestino Mutis 5 
Centro Iberoamericano de  Medicina alternativa 6 
Centro de Medicina alternativa y estética 7 
Centro Naturista el Enebro 8 
Clínica los Alpes 9 
Clínica Soy Salud 10 
Clínica Vida Plena 11 
Consultorio Dr. Jair Bedoya Gallego 12 
Consultorio Dr. Ricardo Antonio Vásquez 13 
Esplendor Spa 14 
Franco Gómez Luz Cristina 15 
Miriam Collazos 16 
Nutrivida 17 
Omefa Pereira 18 
Ramírez Tangarife Jorge Gabriel 19 
Salud Morena 20 






Tabla 6. Matriz de Distancias entre los  nodos para el PAV de la empresa objeto de estudio 
 
 
 Empresa 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
Empresa 0 1.2 1.8 0.2 0.8 2.4 2.5 0.3 1.5 1.5 2.4 0.8 0.8 1 0.5 2.4 0.8 1 0.5 0.6 1.2 
2 1.2 0 0.7 1.4 1.6 1.2 1.2 1.4 0.9 0.8 1.5 1.7 1.3 0.7 1.5 1.3 1.4 1.6 1.5 1.6   0.8 
3 1.8 0.7 0 2 2 1.8 1.4 1.8 0.008 0.3 1.8 1.5 1.5 0.008 1.7 1.4 1.6 1.9 1.7 1.8 0.5 
4 0.2 1.4 2 0 0.9 2.8 2.6 0.2 1.7 1.8 2.6 0.15 0.15 1.2 0.1 2.6 1 0.8 0.1 0.2 1.8 
5 0.8 1.6 2 0.9 0 1.7 1.9 0.7 1.9 1.6 1.4 0.6 0.6 1.3 0.8 2.1 0.4 0.3 0.8 0.007 1.2 
6 2.4 1.2 1.8 2.8 1.7 0 1.6 2.7 1.8 1.6 1.7 1.3 1.3 1.2 1.5 1.7 2.6 2.8 1.5 1.7 1 
7 2.5 1.2 1.4 2.6 1.9 1.6 0 2.7 1.9 2.2 1.7 1.8 1.8 1.2 1.8 1.2 2.2 2.2 1.8 1.8 0.9 
8 0.3 1.4 1.8 0.2 0.7 2.7 2.7 0 1.7 1.7 2.4 0.1 0.1 1 0.07 2.5 0.6 0.8 0.07 0.15 1.6 
9 1.5 0.9 0.008 1.7 1.9 1.8 1.9 1.7 0 0.008 1.3 1.8 1.8 0.006 1.7 1.8 1.6 2.5 1.7 1.8 0.008 
10 1.5 0.8 0.3 1.8 1.6 1.6 2.2 1.7 0.008 0 1.4 1.1 1.1 0.006 1.4 2 1.4 2 1.4 1.5 0.55 
11 2.4 1.5 1.8 2.6 1.4 1.7 1.7 2.4 1.3 1.4 0 2.2 2.2 0.8 1.6 1.9 1.7 1.3 1.9 1.4 1.2 
12 0.8 1.7 1.5 0.15 0.6 1.3 1.8 0.1 1.8 1.1 2.2 0 0.015 1.1 0.05 1.9 0.3 0.4 0.015 0.05 1.3 
13 0.8 1.3 1.5 0.15 0.6 1.3 1.8 0.1 1.8 1.1 2.2 0.015 0 1.1 0.05 1.9 0.3 0.4 0.05 0.05 1.2 
14 1 0.7 0.008 1.2 1.3 1.2 1.2 1 0.006 0.006 0.8 1.1 1.1 0 1.2 1.4 1.1 1.4 1.2 1.2 0.6 
15 0.5 1.5 1.7 0.1 0.8 1.5 1.8 0.07 1.7 1.4 1.6 0.05 0.05 1.2 0 2 0.4 0.6 0.015 0.07 1.2 
16 2.4 1.3 1.4 2.6 2.1 1.7 1.2 2.5 1.8 2 1.9 1.9 1.9 1.4 2 0 1.9 1.8 2 1.9 1 
17 0.8 1.4 1.6 1 0.4 2.6 2.2 0.6 1.6 1.4 1.7 0.3 0.3 1.1 0.4 1.9 0 0.4 0.4 0.4 1.1 
18 1 1.6 1.9 0.8 0.3 2.8 2.2 0.8 2.5 2 1.3 0.4 0.4 1.4 0.6 1.8 0.4 0 0.6 0.4 2 
19 0.5 1.5 1.7 0.1 0.8 1.5 1.8 0.07 1.7 1.4 1.9 0.015 0.05 1.2 0.015 2 0.4 0.6 0 0.07 1.3 
20 0.6 1.6   1.8 0.2 0.007 1.7 1.8 0.15 1.8 1.5 1.4 0.05 0.05 1.2 0.07 1.9 0.4 0.4 0.07 0 1.2 





Las alternativas de solución se presentarán como un cromosoma de n 
genes (21 nodos), donde cada uno representa cada cliente que se debe 









El anterior vector o cromosoma indica: Se inicia en La empresa que tiene 
asignado el número 1, luego se visitará en cliente 7: Centro de Medicina 
alternativa y estética, se continúa con el cliente 12: Consultorio Dr. Jair 
Bedoya Gallego y así sucesivamente. Cuando se llega al cliente 6 (último 
gen del cromosoma) se pasa al cliente 3 (primer gen del cromosoma) para 
terminar en la empresa nuevamente. 
 
 
3. Población inicial: Será generada de forma aleatoria. Teniéndose en 
cuenta que el circuito generado es Hamiltoniano. Es decir, no se permite 




4. Definición de la estructura de vecindad: La definición de la estructura de 
vecindad se realizará por medio de la estrategia 2-opt, técnica heurística 
propuesta por Lin and Kernighan (1973), consiste en remover 
aleatoriamente dos arcos del grafo, que hacen parte del circuito actual, de 
manera que éste queda dividido en dos regiones. Posteriormente se 
incorporan dos nuevos arcos diferentes que reconecten las dos regiones, 













4.4 ALGORITMO GENÉTICO PARA EL PROBLEMA DE RUTEO  
 
 
Las Metaheurísticas  toman gran relevancia debi
combinatorial
solución con que se cuenta. Sumándole el hecho de que a medida que se agregue 
más clientes aumentará exponencialmente la complejidad del problema. 
 
Debido a esto se desarrolla un algoritmo genético que permita en un tiempo 
razonable, explorar una gran parte del espacio de soluciones y encuentre la ruta 
de distribución garantizando  una solución de alta calidad. 
 
A continuación, se presenta la adaptación que se realizó con cada uno de los 
componentes en el Algoritmo Genético : 
 
 
4.4.1 Población Inicial 
 
La población inicial es una matriz generada de manera aleatoria, en la cual, la 
cantidad de filas es controlada por u t
(Tamaño de la población) y la cantidad de columnas es controlada por el número 
de nodos mgenes  que se deban visitar  (Número de genes en cada 
cromosoma). Es así, como cada vector de la matriz que forma la población inicial, 
será una alternativa de solución 
 
A continuación se presenta un esquema de la codificación del algoritmo en esta 

















Figura 12. Código en Matlab que muestra la generación de la Población inicial 
 
Fuente: Juliana Buriticá Ruiz 
 
 
cual se conforma por 30 filas y 21 columnas, en donde cada fila contiene una 
permutación de números entre 1 y 21. De esta manera, se genera una población 
inicial con 30 alternativas de solución para. 
 
 
4.4.2 Evaluar Función Objetivo. 
 
Se evalúa la función objetivo de cada una de las alternativas de solución teniendo 
en cuenta la distancia (kilometraje) total recorrida en cada tour. La Figura 13 
muestra el código utilizado. 
 
 
4.4.3 Operadores Genéticos. 
 
En este paso se inician las generaciones (iteraciones) que realizará el algoritmo, 
parámetro que se estableció en 1900 generaciones en total. 
 











Figura 13. Código en Matlab que muestra la evaluación de la Función Objetivo 
 
 
Fuente: Juliana Buriticá Ruiz 
 
 
 Operador de Selección:   Se utiliza Torneo determinístico, técnica 
presentada por  Goldberg and Deb (2004), quien plantea que en este tipo 
de selección se realizan torneos entre parejas de individuos escogidos 
aleatoriamente y la alternativa de mayor calidad (mejor valor de la función 
de objetivo) es seleccionada para pasar su copia genética a la siguiente 
generación. Se debe escoger, usando torneo, un número de alternativas 
igual al tamaño de la población. Por esta razón, si el tamaño de la población 
es n, se deben realizar 2n torneos para conformar el total de individuos. 
Esto quiere decir, en pro de la justicia, que cada individuo deberá participar 
en 2 torneos. En el caso de la mejor solución de toda la población, ésta 
ganará los dos torneos y tendrá derecho a tener dos descendientes dentro 
de la nueva población, lo cual es considerado como una estrategia elitista. 
De forma similar, la peor solución de toda la población perderá los dos 
torneos y será eliminada de la población. En este orden de ideas, cualquier 
individuo de la población tendrá cero, uno o dos descendientes en la nueva 
población. En Goldberg and Deb (2004) se ha podido establecer que la 
selección por torneo tiene las mejores propiedades de convergencia y 
complejidad computacional cuando se compara con otros operadores de 
selección que existen en la literatura. Un interesante aspecto del operador 
de selección por torneo es que permite manejar fácilmente problemas de 
minimización o maximización ya que simplemente depende del operador de 
comparación. Es decir, en el caso de maximización, una alternativa es 





En el caso de minimización, una alternativa es mejor que otra si tiene una 
función de adaptación (u objetivo)  con un valor menor.15 
 
 



























Fuente: Juliana Buriticá Ruiz 
 
 
 Operador de Cruzamiento: Se utiliza el operador PMX  el cual puede ser 
visto como una recombinación de permutaciones que garantiza que todos 
los alelos son encontrados sólo una vez en cada descendiente (Murata and 
Ishibuchi, 1995). En este operador, la creación de los dos descendientes se 
realiza siguiendo los siguientes pasos: 
 
                                            
15
 os y Técnicas Bioinspiradas: De la teoría a la pr





Paso 1: Se escogen aleatoriamente de la población dos cromosomas (alternativas 
de solución), los cuales se llamarán Padre y Madre. 
 
Paso 2: Se generan aleatoriamente dos puntos de corte Pc1 y Pc2.  
 
Paso 3: Los genes que están fuera de la franja limitada por los dos puntos de corte 
son copiados del padre al descendiente, conservando las mismas posiciones. 
 
Paso 4: Los genes faltantes en el descendiente son tomados de la madre, 



















































































 Operador de Mutación: Para ejecutar esta parte del Algoritmo Genético se 
usó un valor de 0.4 como la tasa de mutación y se le asignó a un parámetro 
 
Selección y el Cruzamiento respectivo, se genera un número aleatorio entre 
0 y 1 para ser comparado con la tasa de mutación. Si el valor está por 
debajo de dicha tasa, se inicia el proceso de Mutación. 
 
La Mutación para este caso de estudio se realizará por medio de la 
estrategia 2-opt,   tal cual como se explicó en el numeral 3.2.2,  en donde a 
través de la generación de dos números aleatorios se identifica una porción 
del cromosoma o alternativa de solución, para ser rotada provocando un 
nuevo individuo. 
  
Este nuevo individuo mutado reemplaza el antiguo y entra a ser parte de la 













   
 Operadores de preservación de elitismo: Con el fin de preservar y poder 
usar las soluciones de buena calidad en generaciones posteriores se utiliza 
un operador que incorpore un grado de elitismo al proceso. 
 
La primera consiste en conservar la mejor solución encontrada hasta el 
momento (incumbente) pasando de una generación a otra directamente. 
Esto no sólo conserva la alternativa, sino que permite que ésta interactúe 
con otras para generar nuevas alternativas. 
La otra forma de introducir elitismo consiste en comparar la alternativa hija 
con la peor de las alternativas de la población y luego escoger la mejor. 
 
 
































4.4.4 Criterio de Parada 
 
Se estableció un 
de ciclos de búsqueda a generar. En esta investigación se usó un número de 
generaciones máximo de 1900. Esto permitirá una buena exploración en donde en 
cada iteración se busca obtener la menor función objetivo hasta elegir la solución 
de mejor calidad que indique el tour que se deberá realizar para la entrega de los 
productos a los clientes locales. 
  
 
4.5 SOLUCIÓN DEL MODELO CON LA HERRAMIENTA MATLAB 
 
 
MATLAB, abreviatura de MATrix LABoratory, "laboratorio de matrices" es un 
software matemático muy usado en universidades y centros de investigación y 
desarrollo. Entre sus prestaciones básicas se hallan: la manipulación de matrices, 
la representación de datos y funciones, la implementación de algoritmos, la 
creación de interfaces de usuario (GUI) y la comunicación con programas en otros 
lenguajes y con otros dispositivos hardware. 
 
Para este proyecto  se utilizó   la versión 7.7.0, arrojando el siguiente resultado: 
 
 
Alternativa incumbente (tour que se debe realizar) 
 
4 15 8 19 12 13 20 5 17 18 11 14 10 3 9 21 16 7 6 2 1 
 
 
Para una distancia total recorrida de 9,949 km 
 
El tour por realizar inicia en la empresa (1), luego pasa al cliente (4) Biomedic,  
sigue con (15) Franco Gómez Luz Cristina, (8) Centro Naturista el Enebro , (19) 
Ramírez Tangarife Jorge Gabriel, (12) Consultorio Dr. Jair Bedoya Gallego, (13) 
Consultorio Dr. Ricardo Antonio Vásquez, (20) Salud Morena, (5) Centro de 
terapias José Celestino Mutis, (17) Nutrivida, (18) Omefa Pereira, (11) Clínica Vida 
Plena, (14) Esplendor Spa, (10) Clínica Soy Salud, (3) Beatriz Helena Ladino 
Peláez, (9) Clínica los Alpes, (21) Sol Verde, (16) Miriam Collazos, (7) Centro de 
Medicina alternativa y estética, (6) Centro Iberoamericano de  Medicina alternativa, 






Teniendo en cuenta que  históricamente se recorrían alrededor de 20.93 
kilómetros  en las entregas, con la utilización del algoritmo genético se obtiene una 
reducción del 52.5%. Además el tiempo de las entregas disminuye de una jornada 
completa a media jornada.  
 
 
4.6 MODELO DE SIMULACIÓN PARA LOS RESULTADOS DEL ALGORITMO 
GENÉTICO  DEL CASO DE ESTUDIO  
 
 
Se simularon con la herramienta Promodel, los resultados obtenidos en el 
Algoritmo Genético para observar el comportamiento del sistema. 
 
Para el modelo de simulación se tuvieron en cuenta los siguientes parámetros: 
 
Tiempo de cargue en la empresa: 30 minutos 
Tiempo promedio de entrega a cada cliente: 10 minutos 
 
 




Resultados PROMODEL  





La simulación muestra que el tiempo total de entrega es de 4.18 horas, 
información utilizada para el cálculo de los costos del personal utilizado en el 
proceso. 
 
El siguiente es el View Text Modelo de simulación de los resultados del caso de 
estudio. 
 






















El enfoque metodológico propuesto en esta investigación, resalta la pertinencia de 
utilizar una técnica  metaheurística como es el Algoritmo Genético debido a la 
complejidad computacional del problema. 
  
La construcción  de un modelo de simulación que represente los resultados del 
modelo de optimización, facilita la comprensión del sistema y genera un apoyo de 
control para la empresa cuando este en el desarrollo de la operación. 
 
La aplicación de este modelo, permitió encontrar un escenario que a través de la 
correspondiente asignación de recursos para la distribución de la mercancía, 
presentó una disminución de 52.5%  en el kilometraje recorrido. Además el tiempo 




























 RECOMENDACIONES Y TRABAJOS FUTUROS 
 
 
A continuación se cita a manera de recomendaciones para la realización de 
trabajos futuros, relacionados con la presente investigación, las siguientes 
sugerencias: 
 
Para una implementación efectiva del modelo de optimización, se recomienda 
diseñar un sistema de costos que permita identificar claramente los costos 
operacionales, ociosos y de oportunidad de la operación. 
 
Después de haber estudiado experiencias similares, donde se aprecia los 
desarrollos realizados en diferentes empresas, es de interés observar las 
soluciones que se obtendrían con la aplicación de otras técnicas Metaheurísticas 
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