In this article, we propose the Sample Information Optimal Estimator (SIOE) and the Stochastic Restricted Optimal Estimator (SROE) for misspecified linear regression model when multicollinearity exists among explanatory variables. Further, we obtain the superiority conditions of proposed estimators over some other existing estimators in the Mean Square Error Matrix (MSEM) criterion in a standard form which can apply to all estimators considered in this study. Finally, a real-world example and a Monte Carlo simulation study are presented for the proposed estimators to illustrate the theoretical results.
Introduction
The multiple linear regression model defined as
where y is the n × 1 vector of observations on the predictor variable, X is the n × p matrix of observations on p non stochastic regressor variables, β is a p × 1 vectors of unknown parameters, ǫ is the n × 1 vector of disturbances, such that E(ǫ) = 0 and E(ǫǫ ′ ) = Ω = σ 2 I. The estimator for β considered commonly in practical situations is the ordinary least squares estimator (OLSE)β OLSE = (X ′ X) −1 X ′ y (2) which is unbiased and has the minimum variance among all linear unbiased estimators.
If the columns of the X matrix are nearly linearly dependent, i.e., multicollinear, then the matrix X ′ X is almost singular. Consequently, the numerical computation of (2) will be unstable, and the variance of the OLSE will be large. As a remedial measure to the multicollinearity problem, biased estimators have been used in the literature. Some of the biased estimators are based only on model (1) , namely Ridge Estimator (RE) [1] , Almost Unbiased Ridge Estimator (AURE) [2] , Liu Estimator (LE) [3] , Almost Unbiased Liu Estimator (AULE) [4] , Principal Component Regression Estimator (PCRE) [5] , r-k class estimator [6] and r-d class estimator [7] , and are given asβ
β AU RE = I − k 2 (X ′ X + kI) −2 β OLSE (4)
respectively, where k > 0 and 0 < d < 1 are the shrinkage parameters, and T h = (t 1 , t 2 , ..., t h ) is the first h columns of the standardized eigenvectors of X ′ X represents by T = (t 1 , t 2 , ..., t h , ..., t m ). According to the literature, some other biased estimators are also available based on model (1) and prior information about β in the form of exact linear restrictions or stochastic linear restrictions. Theil and Goldberger [8] have presented the stochastic linear restrictions on β as
where r is the q × 1 vector, R is the given q × l matrix with rank q, and v is the q × 1 random vector of disturbances, such that E(v) = 0, E(vv ′ ) = Ψ = σ 2 W with W is positive definite and E(vu ′ ) = 0. Here, equation (10) represents exact linear restrictions when the random error term v vanishes. Thiel and Goldberger [8] then proposed the Mixed Regression Estimator (MRE) by combining model (1) and stochastic linear restrictions (10) aŝ
Further, to improve the performance of MRE, several researchers have introduced different types of stochastic restricted estimators such as Stochastic Restricted Liu Estimator (SRLE) [9] , Stochastic Restricted Ridge Estimator (SRRE) [10] , Stochastic Restricted Almost Unbiased Ridge Estimator (SRAURE) [11] , Stochastic Restricted Almost Unbiased Liu Estimator (SRAULE) [11] , Stochastic Restricted Principal Component Regression Estimator (SRPCRE) [12] , Stochastic Restricted r-k class estimator (SRrk) [13] and Stochastic Restricted r-d class estimator (SRrd) [13] , and are given as
respectively. The superiority of the biased estimators are usually determined based on the Mean Square Error Matrix (MSEM) criterion, and it is defined as
whereβ is the biased estimator, D(β) is the dispersion matrix ofβ, and Bias(β) = E(β) − β is the bias vector ofβ. The exclusion of some relevant explanatory variables in linear regression model is addressed as another critical issue in the econometric research. Suppose the correct model (1) is written as
where X 1 and X 2 are the n × l and n × p matrices of observations on the m = l + p regressors, β 1 and β 2 are the l × 1 and p × 1 vectors of unknown coefficients. If the researcher misspecifies the regression model (20) by excluding p regressors as
where u = X 2 β 2 +ǫ, then model (21) is a misspecified regression model. Since E(u) = 0 and X 2 may have some correlation with X 1 if the columns of the X matrix are multicollinear, then one or more assumptions of the linear regression model will be violated, which leads to the biased and inconsistent estimation of parameters. Several researchers have examined the consequences of the estimation procedure in this situation. Sarkar [14] compared the performance of OLSE, RE and PCRE when multicollinearity exists in a misspecified regression model. Şiray [15] , Wu [16] and Chandra and Tyagi [17] examined the efficiency of the r-d class estimator and r-k class estimator over some existing estimators in the misspecified regression model. Recently, Kayanan and Wijekoon [18] studied the performance RE, AURE, LE, AULE, PCRE, r-k class estimator and r-d class estimator in the misspecified linear regression model. These studies have shown that r-d class estimator and r-k class estimator outperformed the other biased estimators in the misspecified regression model for the selected range of shrinkage parameters when multicollinearity exists among the regressor variables.
Several researchers have studied the performance of stochastic restricted estimators when model (20) is misspecified by excluding p regressors. Teräsvirta [19] , and Hubert and Wijekoon [9] have written the stochastic linear restrictions (10) for the misspecified regression model (21) as
where g is the q × 1 unknown fixed vector. Teräsvirta [19] , Mittelhmmer [20] , Ohtani and Honda [21] , Kadiyala [22] , Trenkler and Wijekoon [23] and Wijekoon and Trenkler [24] have compared the MRE with the OLSE under misspecified regression model when p regressors are excluded from the model. Further, Hubert and Wijekoon [9] discussed the performance of SRLE over the MRE in the misspecified model. Kayanan and Wijekoon [25] examined the performance of SRRE, SRAURE, SRAULE, SRPCRE, SRrk and SRrd over the other existing estimators in the misspecified regression model. These studies have shown that SRLE and SRRE outperformed the other stochastic restricted estimators in the misspecified regression model for the selected range of shrinkage parameters when multicollinearity exists among the regressor variables.
Arumairajan and Wijekoon [26] have proposed Generalized Optimal Estimator (GOE) based on MSEM of the RE, AURE, LE and AULE for the correctly specified regression model, and they have shown that GOE outperformed those estimators. Their work motivated us to study the optimal estimators under misspecified regression model by considering MSEM of the RE, AURE, LE, AULE, PCRE, r-k class estimator, r-d class estimator, SRRE, SRAURE, SRLE, SRAULE, SRPCRE, SRrk and SRrd.
The main contributions of this work are to introduce two new estimators; the Sample Information Optimal Estimator (SIOE) and the Stochastic Restricted Optimal Estimator (SROE); for the misspecified linear regression model, and to obtain a common form of superiority conditions of the proposed estimators over some existing estimators based on the MSEM criterion. Further, we employ a Monte Carlo simulation study and a real-world example to illustrate the theoretical results. The rest of the article is organized as follows. The canonical form of the misspecified model and estimators are given in section 2. The proposed optimal estimators and MSEM comparisons are presented in section 3. In section 4, a Monte Carlo simulation study and a real-world example to illustrate the theoretical results are given. Section 5 includes concluding remarks. References and Appendix are given at the end of this article.
Canonical form and estimators
Suppose the correct regression model is given in (20) , and further, it is misspecified as (21).
Biased estimators
To get simplified expressions, we apply spectral decomposition to the symmet-
....., λ h ). Let Z = X 1 T and γ = T ′ β 1 then models (20) and (21) can be written in canonical form as
respectively, where δ = X 2 β 2 . Note that when δ = 0 the model is correctly specified. The OLSE of model (24) is given bŷ
According to Kayanan and Wijekoon [18] , the generalized form to represent the estimators RE, AURE, LE, AULE, PCR, r−k class estimator and r−d class estimator for model (24) is given byγ
having the shrinkage parameters k > 0 and 0 < d < 1.
Stochastic Restricted estimators
To get simplified expressions, we apply the simultaneous decomposition for the symmetric matrices
, where X ′ 1 X 1 is a positive definite matrix and R ′ Ψ −1 R is a positive semi-definite matrix. Then we have (20) , (21) and (22) can be written as
respectively. Now the MRE of the model (28) can be written as
By following Kayanan and Wijekoon [25] , the generalized form to represent the stochastic restricted estimators SRRE, SRAURE, SRLE, SRAULE, SRPCR, SRrk and SRrd for model (28) is given bŷ
Stochastic properties of the estimators
Now we define a common fromγG =Gγ (32) to represent bothγ G andγ * G . Note that,γG =γ G whenG = G andγ = γ, and γG =γ * G whenG = G * andγ = γ * . According to Kayanan and Wijekoon [18, 25] , the bias vector, dispersion matrix and MSEM ofγG can be presented as
respectively. Note that, equations (33), (34) and (35) give the bias vector, dispersion matrix and MSEM for the 
Optimal estimators
Note that the Scalar Mean Square Error (SMSE) ofγG in the common form can be written as
Now by differentiating (36) with respect toG we obtain (refer Appendix A for matrix operations)
Since τ is symmetric and positive definite matrix, then
Equating (37) to null matrix, we can find the optimumG, which is
Note that, the only unknown parameter in the above equation isγ.
By substitutingγ = γ, τ = Λ −1 and A = Z ′ δ in equation (38), now we define the Sample Information Optimal estimator (SIOE) aŝ
where
Further, by substitutingγ = γ * , τ = (I + σ 2 Λ * ) −1 and A = (Z ′ * δ + R ′ * W −1 g) in equation (38), we define the Stochastic Restricted Optimal estimator (SROE) aŝ
In equation (38),γ may be either γ = T ′ β 1 or γ * = B −1 β 1 . Since β 1 is an unknown parameter in model (21) , it is necessary to identify an estimated value for β 1 to substitute G opt and G * opt in equation (39) and (40), respectively, when estimating SIOE and SROE. According to the method suggested by Newhouse and Oman [28] , if the MSEM is a function of the true regression coefficient vector β, the error variance σ 2 and shrinkage parameter k, then the MSEM can be minimized when β is the normalized eigenvector corresponding to the largest eigenvalue of X ′ X matrix which satisfy the constraint β ′ β = 1, where X is the standardized matrix of regressor variables. Following this approach, first, we have to standardize the regressor variables before estimating SIOE and SROE to select the vector β 1 . Now, the bias vector, dispersion matrix and MSEM of SIOE and SROE can be obtained by substituting (40), we can obtain the SROE for the correctly specified model.
Mean Square Error Matrix (MSEM) comparison
Now we state the following theorems to present the superiority conditions ofγ SIOE andγ SROE overγ G andγ * G , respectively, in the MSEM criterion.
Proof. Based on equation (34) now we obtain
This completes the proof.
Proof. Again Based on equation (34) we obtain
Since G * τ G ′ * > 0 and G * opt τ G * ′ opt > 0 [see 27, p.366] , G * τ G ′ * − G * opt τ G * ′ opt > 0 if the largest eigenvalue of the matrix G * opt τ G * ′ opt (G * τ G ′ * ) −1 is less than one (see Lemma B.2 in Appendix B). Then according to Lemma 
Illustrations of theoretical results

Monte Carlo simulation study
According to McDonald and Galarneau [29] , now we generate the regressor variables as follows:
; i = 1, 2, ......, n. j = 1, 2, 3, 4, 5.
where z i,j is an independent standard normal pseudo random number, and α is specified so that the theoretical correlation between any two explanatory variables is given by α 2 . A predictor variable is generated by using the following equation
where ǫ i is a normal pseudo random number with mean zero and variance one. Also, we choose β = (β 1 , β 2 , β 3 , β 4 , β 5 ) as the normalized eigenvector corresponding to the largest eigenvalue of X ′ X for which β ′ β = 1. Further, we choose R = (1, 1, 1, 1, 1) and g = (0, 0, 0, 0, 0). To investigate the effects of different degrees of multicollinearity on the estimators, we choose α = (0.9, 0.99, 0.999), and to study effect of misspecification, we choose X 1 = (x 1 , x 2 , x 3 ) and X 2 = (x 4 , x 5 ). For simplicity, we select values k and d in the range(0,1). The simulation is repeated 2000 times by generating new pseudo random numbers and the simulated SMSE values of the estimators are obtained using the following equation: Further, this study shows that the performance of the estimators are different when the model is correctly specified and misspecified.
Real-world example
To illustrate the theoretical results, we further analyse the dataset [30] shown in Table  C3 in Appendix C. This data set gives the total National Research and Development Expenditures as a Percent of Gross National Product by Country from 1972 to 1986. The dependent variable y of this dataset is the percentage spent by the United States, and the regressor variables are x 1 is the percent spent by former Soviet Union, x 2 that spent by France, x 3 that spent by West Germany, and x 4 that spent by the Japan. The dataset has been analysed by Akdeniz and Erol [31] , Li and Yang [10] and among others. They compared the SMSE of estimators based only on the correctly specified model. Therefore, this study based on the same dataset shows the consequences of the performance of estimators when the model is misspecified by excluding relevant 
variables.
The regressor variables mentioned above are multicollinear since the Variance Inflation Factors (VIF) of the regressor variables are 6.91, 21.58, 29.75, and 1.79. Further, we consider R = (1, −2, −2, −2) and g = (0, 0, 0, 0) by following Li and Yang [10] . To study the effect of misspecification, we partition the regressor matrix as The results in Figure 7 demonstrate that SIOE always outperforms the OLSE, RE, AURE, LE, AULE, PCRE, r-k class estimator, and r-d class estimator in both correctly specified model and misspecified model. The results in Figure 8 demonstrate that SROE always outperforms the MRE, SRRE, SRAURE, SRLE, SRAULE, SRPCRE, SRrk, and SRrd estimators in both correctly specified model and misspecified model. However, it is evident that the SMSE comparisons show a significant difference when the model is correctly specified and misspecified.
Conclusion
We showed that proposed optimal estimators SIOE and SROE are the best estimators when the model is correctly specified or misspecified regression model although multicollinearity exists among explanatory variables. Theoretically, we provided the superiority conditions for SIOE and SROE by Theorem 3.1 and Theorem 3.2, respectively. Researchers can easily choose SIOE for the parameter estimation in either correctly specified regression model or misspecified regression model instead of considering several other biased estimators. Further, SROE can be used instead of SIOE if prior information is available on the regression coefficient β. This study clearly shows the consequences of the performance of estimators when the regression model is misspecified by excluding relevant explanatory variables.
Appendices
Appendix A. Matrix Operations • Let x is a n × 1 vector, y is a m × 1 vector and B is an n × m matrix, then ∂x ′ By ∂B = xy ′
• Let x be a m × 1 vector, M a n × n symmetric matrix and B a n × m matrix, then 
