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Abstract—Augmented Reality applications, which were known
to require sophisticated hardware, can now be run on handheld
devices. Although such devices provide the required computer
power, the size or weight of some of them may become a barrier
to user performance, mainly when the interaction is by the touch
on the screen. Inserted in this context, this research consists
of applying a set of subjective experiments in which volunteers
use an application that runs on devices with different sizes and
weights. These experiments aim to measure how much the type
of handheld device influences the performance of the user in
Augmented Reality applications. The main contributions of this
study are (i) we concluded by subjective experiments that users
with previous knowledge of how to interact with a similar AR
application or a game are able to improve their performance
when the device is larger and (ii) we demonstrated the age of the
participant was also a good indicator of the user performance in
AR applications.
Index Terms—Augmented Reality, Device, Interaction
I. INTRODUCTION
AUGMENTED Reality (AR) applications can run on dif-ferent devices [1] and their scenes, which show real
and virtual elements, can be viewed through various types
of displays [2]. Non-immersive desktop applications typically
rely on conventional displays [3] while more sophisticated
immersive systems display their scenes, for example, on Head-
Mounted Displays (HMDs) [4] or on projective displays [5].
The human-computer interaction, or simply interaction,
performed in AR systems, can also be of different types,
varying according to the device available for this purpose [6].
The movement of fiducial markers [3] and the manipulation
of virtual elements through of data gloves [7] or gesture
recognition [8] are examples of ways of interacting with AR
systems.
The increased computational capacity of handheld devices
has made them an important platform for mobile games [9],
including AR applications. The popularity of games such as
Pokemon Go [10] has shown that there is room for develop-
ment of many new applications for entertainment.
Although the computing power on handheld devices is
smaller than on more traditional platforms [11], it is enough
for the execution of many AR applications. However, the
weight and the screen size used to display the scene to the
user may be restrictive features for some applications.
The interaction by the touch on screen, for example, encom-
passes aspects such as ergonomic touch difficulty in handling
due to size or weight of the device. The screen of a handheld
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device is small in size compared to a desktop one. On HMDs,
although the size of the display is not large, its placement close
to the eyes of the user allows a wider viewing area, which does
not occur on handheld devices, since the user places them
away from the eyes. In addition, applications that use HMDs
or desktop displays usually do not use the touch on screen as
a form of interaction.
There are many researches that analyze aspects of the
user’s perception that influence user’s performance in hand-
held devices [12], [13]. Among the studies on perception in
AR systems, some authors have investigated, for example,
the influence of the quality of the rendering on the scene
understanding [14] and the depth perception among the objects
of the scene viewed through different sizes of displays [15].
However, these works do not specifically address the effects
of the size of screens and device weight on user performance
(or on specific groups of users) when the interaction is the
touch on screen, which is the most common type of interaction
in AR applications. Information about the most appropriate
type of device may be important, especially for users seeking
the best possible performance in the application, for example,
game users. The games represent a large number of the AR
applications developed for handheld devices.
The objective of this research is to identify, through con-
trolled experiments, how much the user performance is af-
fected by the type of device. AR engineers have already
studied some factors of display size, so their applications can
be adjusted accordingly. However, even with the best possible
adjustment, smaller screens may compromise the interaction,
at least for a specific group of users (e.g. those who explore
the limits of the application). Another feature to be considered
is the weight, since the users handle these devices (they held
and movement) for interacting with the applications.
The results shown that new users are not able to improve
their performance when the device is larger. Advanced users,
on the other hand, presented improvement in the performance
in the accomplishment of the assigned task. In addiction, we
concluded that the age of the participant was also a good
indicator of the user performance.
II. RELATED WORK
We can find studies that analyze different aspects of the
user’s perception in the literature [14]. The work of Findlater
and McGrenere [12], for example, shows that adaptive menus
are especially important when devices with small screens are
used. Raptis et al. [16] concluded that users interacting with
screens larger than 4.3 inch are more efficient during informa-
tion retrieval tasks. Maniar et al. [13] have demonstrated that
devices equipped with larger screens can facilitate learning.
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A lot of work in literature is focused on the study of
perception in AR systems, some of them are related to the
device used as platform. In Kruijff et al. [14], the authors
perform a research whose results can be used as a guide on
perception issues in AR. Their work deals with issues such
as the influence of rendering quality and pixel density for the
“correct perception” of the scene.
Ghazi and Glinz [17] show in a study not related to AR
that a significant number of artifacts cannot be viewed entirely,
even on large screens. This means that this type of factor can
influence the performance of the user interaction.
Dey et al. [15] analyzed the impact of different sizes of
screens of handheld devices in relation to depth perception,
which is directly related to the user performance. However, the
work did not investigate the most common form of interaction
in applications, the touch on screen, which encompasses
aspects such as ergonomic touch difficulty in handling due
to size.
Raneburger et al. [18] evaluated different Graphical User
Interfaces (GUIs) adapted for smartphones and tablets. The
experiment consisted of each participant performing the same
task in two different layouts of the same GUI. The results
pointed to some influence of screen size.
In our research, we analyzed how much the performance of
one user (or a specific group of users) is affected by the type
of device in AR applications that run on handheld devices.
Here, we considered in our experiments the interaction by the
touch on virtual objects which is the most common type of
interaction in these applications.
III. EXPERIMENTS WITH USERS
A case study with controlled experiments was conducted,
involving users and different types of devices. In the following
subsections, the details on experiments are mentioned.
A. Objective, Hypotheses and Assumptions
The main objective of this work is to check how much the
user performance is affected according to the type of device
used in a handheld AR environment, taking into account the
weight and the screen size of the device.
Two hypotheses were formulated:
‚ H0: the size of the display of a handheld device affects
the performance of users with and without previous
knowledge of how to interact with an AR application (or
wich a similar aplication such as game);
‚ H1: we can correlate user’s characteristics (height and
age) with their performance in AR applications.
We defined the following assumptions for the current work:
‚ interaction resources, such as zoom, are not available. The
size of the virtual objects cannot be modified during the
experiments;
‚ a previous session before experiments must not be carried
out. Only oral instructions must be provided for the
volunteers;
‚ the camera of the devices must be directed to the same
real object, a table, in all sessions of the experiments;
‚ the illumination must be the same in all sessions;
‚ the same fiducial marker must be used in the experiments.
B. Software Apparatus
For user performance evaluation on different screen sizes
and weights, a prototype that simulates an AR application
was created using Unity [19] and Vuforia [20] software. The
interaction between user and prototype was defined after a
search for AR applications of the most important virtual stores,
Google Play and Apple Store. Table I shows the first 10
applications with the features of an AR system found on
Google Play and Apple Store when the term “Augmented
Reality” is searched. Applications found on Google Play were
excluded from search results on Apple Store.
We identified that, in addition to moving the smartphone,
the interaction by the touch on screen is the most common type
in AR applications developed for handheld devices. Figure 1
shows some frames of the prototype application.
The purpose of the user in the application was to touch a
virtual sphere, which was bouncing on the table (Figure 1b).
The bouncing speed of the ball remained the same in all
experiments. Once the user touched the sphere, the texture
of the object was changed. The application has 5 steps, each
of them displaying a ball textured like the ones used in some
sports, such as: soccer (Figure. 1c), basketball (Figure 1d),
golf, baseball and tennis. By clicking on the last sphere, the
system displayed a black texture on it (Figure. 1e), finished
the experiment and recorded the time taken to complete all
the steps. We chose to analyze a single application in which
the main type of interaction is the touch on virtual objects.
This way of interacting occurs in most applications listed in
the Tab. I.
C. Hardware Apparatus
The same prototype was executed on three handheld devices
with different specifications:
‚ A Moto G4 plus Smartphone, 5.5-inch display, 157grams,
32GB, Octa-Core 1.5GHz processor, Android 6.0;
‚ A Samsung Galaxy Tablet, 7-inch display, 345grams,
8GB, Android 4.1, Dual-Core 1.0GHz processor;
‚ A Samsung Galaxy Tablet, 10.1-inch display, 587grams,
16GB, 1.0GHz Dual-Core processor, Android 4.1;
Although there were differences in hardware and software
all of them executed the application comfortably, keeping the
frame rate about thirty frames per second. Figure 2 shows the
scene of the application on one of the devices used in our
experiments.
D. Volunteers and Task
The volunteers were students, professors and administrative
staff of the research institution, besides some external people.
Each volunteer participated in a single application run so
that a previous experiment did not facilitate their subsequent
performance. One hundred forty-five people were recruited for
the experiments.
The task was about interacting with the device, touching on
the screen of a handheld device to select and move the virtual
sphere, from an initial position to a specified target.
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Table I
TEN FIRST APPLICATIONS WITH THE FEATURES OF AN AR SYSTEM FOUND ON GOOGLE PLAY AND THE APPLE STORE WHEN THE SEARCH IS
PERFORMED USING THE TERM “AUGMENTED REALITY”. THE SEARCH WAS CONDUCTED ON AUGUST 6, 2018.
Google Play
Name Description Main Interactions
Ghost Snap AR Horror
Survival
The user searches for ghosts and tries to take snapshots of
them
Smartphone movement and touch screen to take snapshots
Snaappy The user creates characters and inserts them into the real
world
Smartphone movement to find characters and touch screen to
edit videos
Knightfall AR The user participates in a medieval battle Smartphone movement and touch screen to fire weapons and
move characters
The Walking Dead: Our
World
The user performs a zombie hunt Smartphone movement and touch screen to fire weapons
Sketchfab The user chooses virtual objects from a library and visualizes
them in the real world
Smartphone movement and touch screen to choose the virtual
objects
WOORLD The user creates an AR environment by inserting virtual
objects in the scene
Smartphone movement and touch screen to choose the objects
and interact with them
Crayola Color Blaster The user escapes from virtual characters and can decorate the
environment with virtual elements
Smartphone movement and touch screen to interact with the
characters and insert objects into the game environment
Pokémon GO The user searches the location of characters on a map and
attempts to capture them by following the sounds they emit
Smartphone movement and touch screen to throw objects
NYTimes - Latest News The user views videos or 3D elements by smartphone when
a pattern is identified on the newspaper
Smartphone positioning and touch screen to perform actions
My Cardiac Coach The user visualizes a cardiac massage procedure and interacts
with some virtual elements inserted in the real environment
Touch screen to perform actions as directed by the application
Apple Store
Name Description Main Interactions
Measure The user finds the distance between points of the environment
and visualizes this distance information superimposed on the
real environment
Touch screen to mark the points to be measured
INKHUNTER The user chooses tattos and visualizes them on any part of
the body
Touch screen to choose tattoos stored
CSR Racing 2 The user inserts virtual vehicles in the real environment and
can modify some of the vehicles
Touch screen to select and edit models of vehicles
Star Walk 2 The user visualizes astronomical data superimposed on the
real environment
Smartphone positioning to visualize parts of the sky and touch
screen to interact with menus
3d brush The user adds and visualizes virtual elements in the real
environment
Smartphone movement and touch screen to create virtual
objects
Dinosaurs Everywhere The user inserts and visualizes dinosaurs in the real environ-
ment
Smartphone movement and touch screen on dinosaurs to
visualize information about them
Stack AR The user must stack some virtual objects Touch screen to insert a new virtual object on the stack
Layar The user inserts information about a particular real object.
This information is visualized in the real environment super-
imposed on the object
Smartphone movement and touch screen to interact with
objects
SatFinder 3D The user finds the direction of satellites to align satellite
dishes
Smartphone movement and touch screen with menus
Blippar The user visualizes information about objects that are identi-
fied by the application
Smartphone movement and touch screen with menus
E. Experimental Environment Specifications
Since the same application was used by several volunteers,
we kept the same characteristics of the testing environment in
all evaluations. Details such as brightness of the environment,
brightness of the screen and distance from the user to the
screen followed the recommendations of the International
Telecommunication Union (ITU) [21], which provides guide-
lines for subjective experiments in multimedia applications.
Each volunteer was instructed orally on how to proceed
in the task. All were seated, arms slightly flexed, holding the
device at a distance of approximately 20 centimeters (cm) from
the fiducial marker, 15 cm above the table and 40 cm between
the screen and the eyes of the volunteer. The application
occupied the screen in landscape mode, as a result, the device
was handled the same way, held by one hand. Figure 3 shows
the environment of the experiments.
The volunteers held the device as shown in Figure 3. The
time spent by each volunteer for each device was measured.
The volunteers answered a post-test questionnaire, providing
information about height, age, experience with mobile games
and AR applications.
IV. RESULTS
To verify the hypothesis H0, we analyzed (i) if considering
the data of all the users, there is correlation between the
size of the display and the performance; (ii) if considering
the data grouped according to the level of prior knowledge
of the user in interacting with games, there is a correlation
between the size of the display and the performance of the
user; and (iii) if considering the data grouped according to
the level of prior knowledge of the user in interacting with
AR applications, there is a correlation between the size of
the display and the performance of the user. First analysis
aimed to show that larger devices (with larger displays) may
facilitate the performance of tasks in AR systems in which the
interaction is performed by touch on the screen. The number
of volunteers that used the displays with sizes of 5.5, 7 and
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Figure 1. Some frames of the prototype application viewed by volunteers
during the experiment. (a) scene without the virtual object, (b) application
start screen, (c) soccer ball, (d) basketball and (e) final application screen.
Figure 2. Scene of the application on one of the devices used in our
experiments.
Figure 3. Environment of the experiments
10.1 inch were 56, 43 and 46 respectively. Therefore, the time
spent by volunteers to perform the task was calculated for each
device. Figure 4 shows the results obtained from this analysis.
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Figure 4. Times spent by volunteers using 5.5, 7 and 10.1 inch.
As it can be seen, when we considered the whole data
set the average performance is best when larger displays are
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used by the handheld devices. Although some volunteers have
stated that ergonomically smaller devices are easier to handle,
average performance has gradually improved as the device and
its display have been increased, even when the weight of the
device have been increased.
The task execution times were analyzed based on different
display sizes of the devices (5.5, 7 and 10.1 inch). The
Shapiro-Wilk normality test was applied, showing that the data
does not have normal distribution. A test that does not depend
on the normal distribution of the data was used, called Kruskal-
Wallis H test, that also considers random independent samples
and more than two samples. Each sample represents the task
execution times of the volunteers for one display, resulting in
three samples. The test evidenced that there is a statistically
significant difference between two samples, with p “ 0.0952,
i.e., p ă 0.1. A p ´ value less than 0.1 indicates that this
value is statistically significant at the 90% level.
Aiming at identifying the two samples that differ between
themselves, comparisons of these samples were made using
Wilcoxon rank-sum test, that does not depend on the normal
distribution of the data, combined with an adjustment through
Bonferroni correction. The correction considered three com-
parisons between the three samples, and a significant value
at the 90% level. The results showed a significant difference
between 5.5 and 10.1 inch displays, with p “ 0.087, i.e.,
p ă 0.1.
The following analysis aimed to verify if the size of the
display influenced on the performance of the volunteers when
considering previous knowledge in the use of handheld ap-
plications with characteristics similar to the prototype (games
and different AR applications).
Thus, the results of the experiments were grouped according
to the following criteria: “High”, the volunteer uses mobile
games more than twice a week (26 volunteers); “Low”, the
volunteer uses mobile games less than twice a week (67
volunteers); and “None”, the volunteer never used mobile
games (52 volunteers). Figure 5 shows the results of this
analysis.
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Figure 5. Results of the analysis considering groups of volunteers according
to their experience with mobile games.
As it can be seen, the volunteers habituated to use mobile
games have taken advantage of the device with larger display.
Since they are familiar with the dynamics of interactive
applications, such as games, the scenes displayed on the 10.1
inch display facilitated the performance. This is possibly due
to the increased object size (sphere) that must be touched by
the user, even if, for reasons of ergonomics, the larger device
is difficult to handle. On the other hand, when the volunteers
have no experience with mobile games, they do not take much
advantage of the display size.
The following analysis is similar to the previous one,
however, the results were grouped according to the level
of experience of the volunteer with AR applications. The
criteria used for grouping are: “High”, the volunteer uses
AR mobile applications (6 volunteers); “Low”, the volunteer
knows the AR technology and has already had some contact
(32 volunteers); and “None”, the volunteer does not know or
has never used an AR mobile application (107 volunteers).
Some volunteers are students who have had contact with
AR applications besides games with this technology. However,
most of the participants are in the group “None”. Figure 6
shows the results of this analysis.
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Figure 6. Results of the analysis considering groups of volunteers according
to their experience with AR applications.
The results obtained in this analysis are relatively similar to
the previous one. As it can be seen, users with more experience
with AR applications are able to improve their performance
when they use devices with larger displays.
However, statistical tests were applied to check the signifi-
cant statistical differences related to user performance (task
execution time) and user experience with games and AR
technologies. Wilcoxon rank-sum test was used because the
data does not have normal distribution and the samples are
independent.
Regarding the user experience with games, we worked with
two experience levels (“None”/“Low” experience and “High”
experience) for the task execution times of the volunteers in
each display, resulting in two samples for each display size.
The test showed significant differences of performance in the:
‚ 5.5 inch display, with p “ 0.05238, i.e., p « 0.05;
‚ 7 inch display, with p “ 0.0366, i.e., p ă 0.05;
‚ 10.1 inch display, with p “ 0.00528, i.e., p ă 0.05.
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A p ´ value less than 0.05 indicates that this value is
statistically significant at the 95% level.
Regarding the experience with AR technologies, we also
worked with two experience levels (“None”/“Low” experience
and “High” experience) for the task execution times of the
volunteers in each display, resulting in two samples for each
display size. The statistical test did not identified significant
differences of performance in 5.5 and 10.1 inch displays.
Significant difference was observed for performance in the 7
inch display, with p “ 0.05118, i.e., p « 0.05.
To verify the hypothesis H1, we analyzed (i) if there is a
correlation between user height and performance, regardless
of device type; (ii) if there is correlation between the age of
the user and the performance of the user, regardless of the type
of device; and (iii) if, considering a specific device, there is a
correlation between the age of the user and the performance
of the user.
Some characteristics such as the height of an user can
influence the angle at which this user sees the fiducial marker.
This detail can be more relevant than the type of device and,
as a consequence, this angle influences his/her performance
in the application. To verify the hypothesis considering the
characteristic of height, the following strategy was adopted.
As the volunteers used the same experimental environment,
those with higher height theoretically viewed the marker less
oblique than those of lower height. In other words, the angle
of inclination between the device and the marker placed on
the table is higher for taller people. Therefore, this peculiarity
could facilitate the interaction and decrease the time spent
to accomplish the task. Pearson and Spearman correlation
coefficients were calculated to verify the correlation between
height and performance. The results of this analysis can be
seen in Figure 7.
As it can be observed, there is no correlation between the
height factor and the ability to perform the task more effi-
ciently even when we considered the data grouped according
to the type of device (Figures 7b, 7c and 7d). In this way, it is
understood that the angle at which the user views the marker
in the scene has less influence than the type of device used.
The target audience for computer games, which are good
examples of interactive applications, has long been teenagers.
This reality has changed considerably in the last decade,
although such applications still arouse great interest in the
users of this age group.
Another characteristic to be considered in hypothesis H1
is the possibility that the age of the user can be used as a
good measure of performance [22]. In other words, the we
consider that there is a correlation between the age of the
user and their performance in the application, since the visual
acuity decreases significantly with age and can impair the
performance of older people on devices with small displays.
On the other hand, younger users tend to be more habituated
to the technology in general. Therefore, factors such as expe-
rience with games, the ease of handling devices with different
display sizes, for example, may be implicitly considered when
comparing the age and performance of the volunteers. Figure 8
shows the results of this analysis.
As it can be observed, Figure 8a shows that there is a
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Figure 7. Correlation between the height of the volunteers and their perfor-
mance. (a) data from all volunteers, (b) data from volunteers that used a 5.5
inch display, (c) data from volunteers that used a 7 inch display and (c) data
from volunteers that used a 10.1 inch display.
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Figure 8. Pearson’s and Spearman’s correlation coefficients: correlation be-
tween age and volunteer performance in accomplishing tasks of experiments..
certain correlation between the age factor and the volunteer
performance, although this correlation is not extremely high
when we considered the data from all volunteers in our
analysis. To verify if the display size is still more relevant
than the age factor, the correlation coefficients were calculated
considering separately the data of the volunteers who used the
prototype with the 5.5, 7 and 10.1 inch displays. Figure 8
shows the results of this analysis.
The results showed that the correlation between age factor
and volunteer performance increased only when the use of a
larger display was considered (Figures 8b, 8c and 8d). There
was greater variation in the Spearman coefficient when the
device had a 10.1 inch display (Figure 8d). These results
indicate that, although age is an important factor, the display
size of the device still has to be considered more relevant.
V. CONCLUSION
AR applications that are executed on handheld devices are
becoming more common. A major challenge in developing
applications in the area is to enable user-friendly visualization
and interaction with the system, even if handheld devices have
small displays compared to laptops and desktop computers.
Since the touch on the screen is the most common form of
interaction in AR handheld applications, the present work has
used subjective experiments based on prototype execution in
a controlled environment to identify the impact of the type of
device on user performance.
Regarding our hypothesis H0, results show that although
some volunteers have stated that ergonomically smaller de-
vices are easier to handle, average performance has gradually
improved as the device and its display has been increased,
even when the weight of the device has been increased. The
user performance is statistically significant when we compared
the data from the volunteers that used a 5.5 inch display with
the data from the volunteers that used a 10.1 inch display.
Related to the hypothesis H1 , we showed that there is no
correlation between the height of the users and their ability
to perform the task more efficiently. In addiction, the angle
at which the user views the marker in the display has less
influence than type of device. On the other hand, the volunteers
habituated to use mobile games or AR applications have taken
advantage of the device with larger displays.
The results also showed that there is a certain correlation
between the age and the performance of a user. This correla-
tion is not extremely high when we considered the data from
all volunteers. However, when we grouped the data by the type
of device this correlation is larger.
We concluded that new users are not able to improve their
performance when the device is larger. Advanced users, on
the other hand, presented improvement in the performance
in the accomplishment of the assigned task. The age of the
participant was also a good indicator of the user performance,
since it may include other factors such as experience with
technology, handling of mobile devices etc. However, the type
of device is even more relevant.
The results obtained from this work may help developers
to indicate to their users (or a group of users) when a type
of device can affect their performance in an AR application.
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For example, when the AR application is a game in which
the interaction is performed by touch on the screen, users
are motivated to give their best performance. In this case,
developers could recommend the use of large screens. On the
other hand, there are applications where the interaction only
aims to use a menu. Applications as “NYTimes - Latest News”
or “Blippar” (see Tab I) do not encourage users to improve
their performance. Information about possible performance
improvement when larger screens are used are less relevant
for these applications.
Future work include experiments without fiducial markers.
Markless approaches may be used, such as the ARKit [23]
(version 2 is available) and ARCore [24] frameworks, used in
smartphones for mapping objects in the real environment.
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