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Introduction
On se propose de ge´ne´raliser au cas tordu les re´sultats d’Arthur contenus dans les
articles [A1] et [A7]. Soient F un corps local, G un groupe re´ductif connexe de´fini sur F
et G˜ un espace tordu sur G, au sens de Labesse (cf. 2.1). Nous imposons une condition
a` G˜ (2.1(2)) qui revient a` dire qu’il existe un groupe alge´brique non connexe G+ de´fini
sur F , de composante neutre G, tel que G˜ soit une composante connexe de G+. Mais la
structure de groupe sur G+ ne joue aucun roˆle, seules importent les actions a` droite et a`
gauche de G sur G˜. Notons ZG le centre de G et ZG(F )
θ le sous-groupe des z ∈ ZG(F ) tels
que zγ = γz pour tout γ ∈ G˜. On fixe un caracte`re unitaire ω de G(F ) dont la restriction
a` ZG(F )
θ est triviale. On s’inte´resse aux ”distributions” ω-e´quivariantes sur G˜(F ). Ce
sont des formes line´aires l : C∞c (G˜(F ))→ C telles que, pour tout f ∈ C
∞
c (G˜(F )) et tout
g ∈ G(F ), on ait l’e´galite´ l(gf) = ω(g)−1l(f), ou` gf est la fonction gf(γ) = f(g−1γg).
Il y a deux types basiques de telles distributions. D’abord les inte´grales orbitales. On
fixe γ ∈ G˜(F ), disons fortement re´gulier. On note ZG(γ) son commutant dans G et on
munit le quotient ZG(γ, F )\G(F ) d’une mesure invariante a` droite. Pour f ∈ C∞c (G˜(F )),
l’inte´grale orbitale de f au point γ est
IG˜(γ, ω, f) = D
G˜(γ)1/2
∫
ZG(γ,F )\G(F )
ω(x)f(x−1γx) dx.
La fonction DG˜(γ) est la variante tordue de la fonction habituelle. Il y a aussi les ca-
racte`res de repre´sentations. Soit π une repre´sentation admissible et irre´ductible de G(F ).
Pour γ ∈ G˜(F ), notons adγ l’automorphisme de G tel que γg = adγ(g)γ pour tout g ∈ G.
La classe d’e´quivalence de la repre´sentation π ◦ adγ ne de´pend pas de γ. Supposons que
π ◦ adγ soit isomorphe a` ω ⊗ π. On peut alors prolonger π en une ”ω-repre´sentation” π˜
de G˜(F ), c’est-a`-dire une application π˜ de G˜(F ) dans le groupe des automorphismes de
l’espace de π qui ve´rifie la condition π˜(gγg′) = π(g)π˜(γ)π(g′)ω(g′) pour tous γ ∈ G˜(F )
et g, g′ ∈ G(F ). Pour f ∈ G˜(F ), on de´finit l’ope´rateur π˜(f) =
∫
G˜(F )
f(γ)π˜(γ) dγ (une
mesure de Haar e´tant fixe´e sur G(F ) et transporte´e a` G˜(F )), puis le caracte`re
IG˜(π˜, f) = trace(π˜(f)).
La formule des traces locale tordue e´tablit une e´galite´ entre deux expressions, l’une
contenant des inte´grales orbitales, l’autre des caracte`res de ω-repre´sentations tempe´re´es.
Pre´cisons un tout petit peu. Soient f1, f2 ∈ C∞c (G˜(F )). On de´finit une expression
J G˜ge´om(ω, f1, f2) =
∑
M˜∈P(M˜0)
|W˜M ||W˜G|−1J G˜
M˜,ge´om
(ω, f1, f2).
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L’ensemble P(M˜0) est celui des ”ensembles de Levi” M˜ de G˜ contenant un ensemble de
Levi minimal fixe´ M˜0. Si M˜ = G˜, J
G˜
G˜,ge´om
(ω, f1, f2) est une certaine inte´grale d’expressions
IG˜(γ, ω, f1)IG˜(γ, ω, f2)
en des points γ ∈ G˜(F ) qui sont fortement re´guliers et elliptiques. Si M˜ 6= G˜, l’expression
est plus complique´e : elle fait intervenir des inte´grales orbitales ponde´re´es, qui ge´ne´ralisent
les inte´grales orbitales de´finies ci-dessus, mais ne sont plus ω-e´quivariantes. On de´finit
aussi une expression
J G˜spec(ω, f1, f2) =
∑
M˜∈P(M˜0)
|W˜M ||W˜G|−1J G˜
M˜,spec
(ω, f1, f2).
Dans le cas ou` M˜ = G˜ et ou` ZG(F )
θ est compact, le terme J G˜
G˜,spec
(ω, f1, f2) est une
somme de produits
IG˜(π˜, f1)IG˜(π˜, f2),
ou` π˜ de´crit un certain ensemble de ω-repre´sentations de G˜(F ). Meˆme dans ce cas simple,
la de´finition de ces caracte`res doit eˆtre un peu ge´ne´ralise´e, car les repre´sentations sous-
jacentes aux π˜ ne sont pas irre´ductibles mais seulement de longueur finie. Dans le cas ou`
ZG(F )
θ n’est plus compact, il faut inte´grer les produits ci-dessus selon des parame`tres
re´miniscents de l’existence de ce centre. Dans le cas ou` M˜ 6= G˜, l’expression fait intervenir
des ge´ne´ralisations des caracte`res, a` savoir les caracte`res ponde´re´s qui, eux non plus, ne
sont pas ω-e´quivariants.
La formule des traces locale tordue (the´ore`me 5.1) affirme l’e´galite´
J G˜ge´om(ω, f1, f2) = J
G˜
spec(ω, f1, f2).
La premie`re conse´quence en est le ”the´ore`me 0” de Kazhdan : pour f ∈ C∞c (G˜(F )), si
f ve´rifie IG˜(π˜, f) = 0 pour toute ω-repre´sentation tempe´re´e π˜ de G˜(F ), alors IG˜(γ, ω, f) =
0 pour tout γ fortement re´gulier (the´ore`me 5.5).
Pour aller plus loin, on doit transformer la formule pre´ce´dente en une formule inva-
riante, comme dans [A7]. Pour cela, on doit utiliser le the´ore`me de Paley-Wiener tordu.
Celui-ci a e´te´ de´montre´ par Rogawski ([R]) dans le cas ou` F est non-archime´dien et
ω = 1. Il est de´montre´ toujours dans le cas non-archime´dien, mais pour tout ω, dans
le travail en cours de Henniart et Lemaire ([HL]). Dans le cas ou` F est archime´dien,
il est de´montre´ par Delorme et Mezo pour ω = 1 ([DM]). Nous montrons en 6.3 que
leur re´sultat s’e´tend aise´ment au cas ω quelconque. A partir de ce point, les fonctions
f1 et f2 sont suppose´es K-finies quand F est archime´dien. En utilisant le the´ore`me de
Paley-Wiener tordu, on transforme la formule en l’e´galite´ suivante (the´ore`me 6.6) :
IG˜ge´om(ω, f1, f2) = I
G˜
disc(ω, f1, f2).
Le terme de gauche est de la forme∑
M˜∈P(M˜0)
|W˜M ||W˜G|−1IG˜
M˜,ge´om
(ω, f1, f2).
Il ne contient que des distributions ω-e´quivariantes (inte´grales orbitales ponde´re´es inva-
riantes). Mais le terme principal est le meˆme que pre´ce´demment :
IG˜
G˜,ge´om
(ω, f1, f2) = J
G˜
G˜,ge´om
(ω, f1, f2).
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Du coˆte´ spectral, on a simplement
IG˜disc(ω, f1, f2) = J
G˜
G˜,spec
(ω, f1, f2).
Il ne contient que d’honneˆtes caracte`res de ω-repre´sentations tempe´re´es.
Supposons pour simplifier que ZG(F )
θ soit compact. L’ensemble des ω-repre´sentations
qui interviennent ici contient le sous-ensemble des repre´sentations elliptiques au sens
d’Arthur. Notons-le ici Eell(G˜, ω) (cette notation changera de sens dans le corps de l’ar-
ticle). On sait que le caracte`re d’une ω-repre´sentation π˜ de longueur finie est localement
inte´grable, donc donne´ par une fonction γ 7→ Θ(π˜, γ). D’apre`s le the´ore`me de Paley-
Wiener, on peut associer a` tout e´le´ment π˜ ∈ Eell(G˜, ω) un ”pseudo-coefficient” fπ˜. La
formule ci-dessus permet d’exprimer Θ(π˜, γ) au moyen des inte´grales orbitales ponde´re´es
invariantes de fπ˜ (the´ore`me 7.2). Notons G˜(F )ell l’ensemble des e´le´ments fortement
re´guliers et elliptiques de G˜(F ). On peut munir l’espace des fonctions ω-e´quivariantes sur
G˜(F )ell d’un produit hermitien raisonnable. Notons Icusp(G˜(F ), ω) l’espace des fonctions
sur G˜(F )ell de la forme γ 7→ IG˜(γ, ω, f), ou` f est une fonction cuspidale sur G˜(F ) (c’est-
a`-dire que IG˜(γ, ω, f) = 0 si γ est fortement re´gulier et non elliptique). On montre que
la famille des restrictions a` G˜(F )ell des caracte`res Θ(π˜, γ) forme une base orthonormale
de Icusp(G˜(F ), ω) et on calcule la norme de chaque e´le´ment de base (the´ore`me 7.3).
Une bonne partie de l’article n’est qu’un de´calque des travaux d’Arthur. On s’est
autorise´ a` passer rapidement sur les points dont les de´monstrations sont similaires a` celles
du cas non tordu. Le point qui me´rite attention est l’e´tablissement de la partie spectrale
de version non invariante de la formule des traces locale tordue (paragraphe 3). Comme
dans le cas de la formule des traces d’Arthur-Selberg, l’utilisation dans le cas tordu de
la combinatoire du cas non tordu ne conduit a` rien de fructueux. On doit profonde´ment
modifier cette combinatoire. Heureusement pour nous, la bonne combinatoire a e´te´ mise
au point par les re´dacteurs du Morning Seminar, principalement dans la lecture 15 de
Langlands. Ces notes ont e´te´ re´dige´es re´cemment (cf. [LW]). On utilise ici exactement la
meˆme me´thode, dont la mise en oeuvre est e´videmment beaucoup plus simple que dans
le cas global.
1 Ge´ne´ralite´s
1.1 Notations
Soit F un corps local de caracte´ristique nulle. On note |.|F sa valeur absolue usuelle.
Soit G un groupe re´ductif connexe de´fini sur F . On note ZG le centre de G et AG le
plus grand tore contenu dans ZG et de´ploye´ sur F . On pose AG = X∗(AG) ⊗Z R, ou`
X∗(AG) de´signe selon l’usage le groupe des sous-groupes a` un parame`tre de AG. On note
aG la dimension de AG. Notons X∗F (G) le groupe des caracte`res alge´briques de´finis sur
F de G. Par restriction a` AG, il s’envoie dans le groupe X
∗(AG) des caracte`res de AG,
donc dans le dual A∗G de AG. De fac¸on ge´ne´rale, on note < ., . > l’accouplement naturel
entre un espace vectoriel et son dual. On de´finit l’homomorphisme HG : G(F ) → AG
par la condition : e<χ,HG(g)> = |χ(g)|F pour tout g ∈ G(F ) et tout χ ∈ X∗F (G). On note
AG,F l’image de G(F ) par cet homomorphisme et AAG,F l’image de AG(F ). Si F est
archime´dien, AG,F = AAG,F = AG. Si F est non archime´dien, AG,F et AAG,F sont des
re´seaux dans AG. Plus pre´cise´ment, ce sont des re´seaux dans log(q)X∗(AG) ⊗Z Q, ou` q
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est le nombre d’e´le´ments du corps re´siduel de F . Pour tout sous-groupe ferme´ L dans
AG, on note L∨ le groupe des λ ∈ A∗G tels que < λ,H >∈ 2πZ pour tout H ∈ L. Ainsi,
via l’exponentielle, iA∗G/iL
∨ s’identifie au groupe dual de L. On pose A∗G,F = A
∗
G/A
∨
G,F .
Sauf mention expresse du contraire, tous les sous-groupes alge´briques de G que l’on
conside´rera seront suppose´s de´finis sur F . Un Levi de G est une composante de Levi
d’un sous-groupe parabolique de G. Une paire parabolique est un couple (P,M) ou` P
est un sous-groupe parabolique et M est une composante de Levi de P . L’expression
”soit P =MUP un sous-groupe parabolique” signifie que M est une composante de Levi
de P et que UP est le radical unipotent de P . Plus pre´cise´ment, si une paire parabolique
minimale (P0,M0) est fixe´e, l’expression ”soit P = MUP un sous-groupe parabolique
semi-standard (ou standard)” signifie que P contient M0 (ou P0), que M est la compo-
sante de Levi de P qui contient M0 et que UP est le radical unipotent de P . On utilise
les notations habituelles d’Arthur. Par exemple, pour un Levi M , on note P(M), resp.
F(M), l’ensemble des sous-groupes paraboliques P dont M est une composante de Levi,
resp. qui contiennent M . Pour un sous-groupe parabolique P = MUP , on note δP le
module usuel, qui est une fonction sur P (F ).
Fixons une paire parabolique minimale (P0,M0) et un sous-groupe compact maximal
K de G(F ). On suppose :
- si F est non-archime´dien, K est le fixateur d’un point spe´cial dans l’appartement
attache´ a` AM0 de l’immeuble de G ;
- si F est archime´dien, les alge`bres de Lie de K et de AM0 sont orthogonales pour la
forme de Killing.
On simplifie les notations en notant par un simple indice 0 les objets relatifs a` M0
ou P0. Par exemple A0 = AM0 , A0 = AM0, H0 = HM0 , δ0 = δP0 . On note ∆0 l’ensemble
des racines simples de A0 associe´ a` P0. On note A
≥
0 l’ensemble des H ∈ A0 tels que
< α,H >≥ 0 pour tout α ∈ ∆0. On note M0(F )≥ l’ensemble des m ∈ M0(F ) tels que
H0(m) ∈ A
≥
0 . On a l’e´galite´ G(F ) = KM0(F )
≥K. Plus pre´cise´ment, pour g ∈ G(F ), si
l’on e´crit g = kmk′, avec k, k′ ∈ K et m ∈ M0(F )≥, l’e´le´ment H0(m) est uniquement
de´termine´ par g, on le note h0(g). On note W
G le groupe de Weyl de G relatif au tore
A0, c’est-a`-dire W
G = NormG(F )(A0)/M0(F ) (de fac¸on ge´ne´rale, si un groupe H ope`re
sur un ensemble X et si Y ⊂ X , on note NormH(Y ) le sous-groupe des h ∈ H tels que
h(Y ) = Y ). On fixe une forme quadratique (., .) sur A0 de´finie positive et invariante par
WG. On de´finit la norme |H| = (H,H)1/2 pour tout H ∈ A0. Par dualite´, A∗0 est aussi
muni d’une norme.
Quand on remplace le groupe G par un autre groupe re´ductif, par exemple un Levi
M , on ajoute des exposants M dans les notations. Toutefois, si on remplace G par une
composante de Levi M d’un sous-groupe parabolique P fixe´, il est parfois plus commode
d’ajouter un exposant P au lieu deM , ou de remplacer un indiceM par P . Par exemple,
on pourra noter AP au lieu de AM . Ou encore, si P est standard, on notera ∆M0 ou ∆
P
0
l’ensemble des racines simples de A0 dansM associe´ au parabolique minimal P0∩M . Soit
M un Levi de G. Choissons un e´le´ment x ∈ G(F ) tel que M ′ = x−1Mx contienne M0.
On munit le sous-espace AM ′ de A0 de la restriction de la forme quadratique fixe´e plus
haut. De la conjugaison adx se de´duit fonctoriellement un isomorphisme note´ simplement
H 7→ xH de AM ′ sur AM , graˆce auquel on transporte a` AM la forme quadratique sur
AM ′. La forme obtenue ne de´pend pas du choix de x.
Si M ′ ⊂ M sont deux Levi, l’espace AM est un sous-espace de AM ′ dont on note
AMM ′ l’orthogonal. Pour H ∈ AM ′, on note HM et H
M ses projections sur chacun de ces
sous-espaces. Remarquons que
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(1) l’application H 7→ HM envoie surjectivement AM ′,F sur AM,F .
Preuve. En conjuguant M ′, on peut supposer M0 ⊂ M ′. Si H = HM ′(x), pour
x ∈ M ′(F ), on a HM = HM(x). Inversement, si H = HM(y), pour y ∈ M(F ), on fixe
P ′ ∈ PM (M ′) et on e´crit y = xuk, avec x ∈M ′(F ), u ∈ UP ′(F ) et k ∈ K ∩M(F ). Alors
HM(y) = HM(x) et HM = (HM ′(x))M . D’ou` (1). 
Dualement a` (1), on a
(2) l’injection A∗M → A
∗
M ′ se quotiente en une injection A
∗
M,F → A
∗
M ′,F .
Soit P = MUP est un sous-groupe parabolique semi-standard. En utilisant l’e´galite´
G(F ) = P (F )K, on prolonge la fonction HM en une fonction HP : G(F ) → AM par
HP (muk) = HM(m) pour tousm ∈M(F ), u ∈ UP (F ), k ∈ K. Si de plus P est standard,
on note M0(F )
≥,M ou M0(F )
≥,P l’ensemble des m ∈ M0(F ) tels que < α,H0(m) >≥ 0
pour tout α ∈ ∆P0 .
SiX(x1, x2, ...) et Y (x1, x2, ...) sont deux expressions re´elles positives ou nulles de´pendant
de variables x1, x2,..., on dit queX(x1, x2, ...) est essentiellement majore´e par Y (x1, x2, ...)
et on e´crit X(x1, x2, ...) << Y (x1, x2, ...) s’il existe c > 0 tel que, pour tous x1, x2, ..., on
ait l’ine´galite´ X(x1, x2, ...) ≤ cY (x1, x2, ...). Cette terminologie est quelque peu impre´cise
(la question e´tant en pratique de savoir quelles donne´es sont ”variables”) mais e´vite
d’introduire des kyrielles de constantes c superflues.
On note C∞c (G(F )) l’espace des fonctions f : G(F )→ C qui sont lisses et a` support
compact. Lisse signifie localement constante si F est non-archime´dien, C∞ si F est
archime´dien.
1.2 Mesures
On munit G(F ) d’une mesure de Haar. Pour tout Levi M , on munit l’espace AM
d’une mesure de Haar. On suppose que, si x ∈ G(F ), l’isomorphisme H 7→ xH de AM sur
AxMx−1 identifie les mesures sur ces espaces. L’espace iA
∗
M s’identifie via l’exponentielle
au groupe dual de AM et on le munit de la mesure duale. Cela entraˆıne que, si L est un
re´seau de AM , on a l’e´galite´
mes(AM/L)mes(iA
∗
M/iL
∨) = 1,
les mesures e´tant les quotients des mesures que l’on vient de fixer par les mesures de
comptage sur les re´seaux. On pose AM(F )c = Ker(HM) ∩AM(F ). Dans le cas ou` F est
non-archime´dien, on note mes(iA∗M,F ) la masse totale de iA
∗
M,F . Le groupe AM(F )c est
un sous-groupe ouvert compact de AM (F ). On munit AM(F ) de la mesure de Haar pour
laquelle
mes(AM (F )c) = mes(AM/AAM ,F ).
Si F est archime´dien, on pose mes(iA∗M,F ) = 1. On a la suite exacte
1→ AM(F )c → AM(F )→ AM → 0.
On munit le groupe compact AM(F )c de la mesure de Haar de masse totale 1 et le groupe
AM(F ) de la mesure de Haar compatible avec la suite ci-dessus. En tout cas, soit f une
fonction de Schwartz sur iA∗M,F , de´finissons une fonction fˆ sur AM,F par
fˆ(H) = mes(iA∗M,F )
−1
∫
iA∗M,F
f(Λ)e−<Λ,H> dΛ.
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On a la formule d’inversion
f(Λ) =
∫
AM,F
fˆ(H)e<Λ,H> dH.
Remarquons qu’une inte´grale sur AM,F est en fait une se´rie si F est non-archime´dien.
Pour deux LeviM ′ ⊂M , on munit AMM ′ de la mesure compatible aux mesures sur AM
et AM ′ et a` l’isomorphisme AM ′ = AM⊕AMM ′. On munit iA
M,∗
M ′ de la mesure duale comme
ci-dessus. Dans le cas non archime´dien, la masse totale de iAM,∗M ′ /
(
(iA∨M ′,F + iA
∗
M) ∩ iA
M,∗
M ′
)
est mes(iA∗M ′,F )mes(iA
∗
M,F )
−1.
Soit α une racine re´duite de A0 dans G. Comme on le sait, il est attache´ a` α un Levi
Mα qui est minimal parmi les e´le´ments de L(M0)−{M0} et un sous-groupe parabolique
Pα = M0Uα de Mα. On munit Uα(F ) d’une mesure de Haar. On suppose que si α et β
sont deux telles racines re´duites et si k ∈ K ve´rifie kM0k
−1 =M0, kPαk
−1 = Pβ, alors la
conjugaison par k identifie les mesures sur Uα(F ) et Uβ(F ). Conside´rons un sous-groupe
unipotent U de G qui est produit de tels groupes Uαi , pour i = 1, ..., n. On munit U(F )
de la mesure pour laquelle le produit∏
i=1,...,n
Uαi(F )→ U(F )
pre´serve les mesures. Cela ne de´pend pas de l’ordre du produit. L’hypothe`se sur U est
ve´rifie´e si U est le radical unipotent d’un sous-groupe parabolique semi-standard de G,
ou si U est le radical unipotent d’un sous-groupe parabolique semi-standard d’un Levi
semi-standard de G, ou si U est une intersection de tels groupes.
Pour tout Levi M ∈ L(M0), on munit M(F ) d’une mesure. On impose les conditions
suivantes, dont on ve´rifie aise´ment qu’elles sont loisibles. D’abord, si M et M ′ sont deux
e´le´ments de L(M0) et si x ∈ G(F ) ve´rifie xMx−1 = M ′, on suppose que la conjugaison
par x identifie les mesures sur M(F ) et M ′(F ). Ensuite, si M ⊂ L sont deux e´le´ments
de L(M0) et si P = MUP ∈ PL(M), on impose que l’on ait l’e´galite´∫
L(F )
f(l) dl =
∫
UP¯ (F )
∫
M(F )
∫
UP (F )
f(u¯mu)δP (m) du dmdu¯
pour toute f ∈ C∞c (L(F )), ou` P¯ = MUP¯ est le parabolique oppose´ a` P .
On munit le groupeK de la mesure de Haar de masse totale 1. Remarquons que, dans
le cas ou` F est non-archime´dien, on n’impose pas que la mesure sur G(F ) se restreigne
en cette mesure sur K. Plus ge´ne´ralement, pour tout Levi semi-standard M de G, on
pose KM = K ∩M(F ) et on munit ce groupe de la mesure de Haar de masse totale 1.
On ve´rifie que, pour deux Le´vi semi-standard M ⊂ L, il existe un re´el γ(L|M) > 0 tel
que, pour tout P = MUP ∈ PL(M), on ait l’e´galite´∫
L(F )
f(l) dl = γ(L|M)
∫
M(F )
∫
UP (F )
∫
KL
f(muk) dk du dm
pour toute f ∈ C∞c (L(F )). On a l’e´galite´ γ(G|M) = γ(G|L)γ(L|M).
On introduit la fonction D0 sur M0(F )
≥, a` valeurs re´elles positives, telle que l’on ait
l’e´galite´ ∫
G(F )
f(g) dg =
∫
K×K
∫
M0(F )≥
D0(m)f(kmk
′) dmdk dk′
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pour toute f ∈ C∞c (G(F )). Elle ve´rifie la majoration
(1) D0(m) << δ0(m)
1/2 pour tout m ∈M0(F )≥.
Cf. [A1] corollaire 1.2.
Remarque. Nos mesures ne sont pas normalise´es comme en [A1] : pourM ∈ L(M0),
Arthur prend pour mesure sur M(F ) celle que l’on a de´finie multiplie´e par γ(G|M)2.
Cela entraˆıne que notre fonction D0 est e´gale a` celle d’Arthur multiplie´e par γ(G|M0)
2.
1.3 De´finitions combinatoires
Les proprie´te´s e´nonce´es dans ce paragraphe sont aujourd’hui bien connues. La plupart
sont dues a` Arthur, Langlands et Labesse. On donne pour re´fe´rence l’article re´cent [LW]
qui les a rassemble´es.
Soit P = MUP un sous-groupe parabolique semi-standard de G. On note ∆P l’en-
semble des racines simples de AM associe´ a` P . Il s’agit d’une base de A
G,∗
M . On note
{ ˇ̟ α;α ∈ ∆P} sa base duale. A toute racine α ∈ ∆P , on peut associer une coracine
αˇ ∈ AGM . Dans le cas ou` P = P0 et M = M0, l’ensemble des racines de A0 est un vrai
syste`me de racines et on definit les coracines selon l’usage. Dans le cas ge´ne´ral, quitte a`
conjuguer P , on peut supposer P standard. Alors ∆P est l’ensemble des projections non
nulles sur AM d’e´le´ments de ∆0 et on de´finit les coracines comme les projections non
nulles des coracines associe´es aux e´le´ments de ∆0. Cela ne de´pend pas de la conjugaison.
On introduit la base {̟α;α ∈ ∆P} de A
G,∗
M duale de celle des coracines. Une proprie´te´
essentielle est que (α, β) ≤ 0 et (̟α, ̟β) ≥ 0 pour tous α 6= β ∈ ∆P .
Soient P = MUP ⊂ Q = LUQ deux sous-groupes paraboliques semi-standard. On
note ∆QP ⊂ ∆P l’ensemble des racines simples de AM dans l’alge`bre de Lie de L ∩ UP .
On de´finit les fonctions suivantes sur AM :
τQP fonction caracte´ristique de l’ensemble des H ∈ AM tels que < α,H >> 0 pour
tout α ∈ ∆QP ;
τˆQP fonction caracte´ristique de l’ensemble des H ∈ AM tels que < ̟
L
α , H >> 0 pour
tout α ∈ ∆QP ;
φQP fonction caracte´ristique de l’ensemble des H ∈ AM tels que < ̟
L
α , H >≤ 0 pour
tout α ∈ ∆QP ;
δQM fonction caracte´ristique du sous-ensemble AL de AM .
Si P ′ = M ′UP ′ est un sous-groupe parabolique semi-standard contenu dans P , ces
fonctions peuvent eˆtre conside´re´es comme des fonctions sur AM ′, en les identifiant avec
leurs compose´es avec la projection orthogonale de AM ′ sur AM . On supprimera souvent
les indices P quand P = P0.
On a
(1)
∑
R;M⊂R⊂Q
δRM(H)τ
Q
R (H) = 1.
Cela traduit la de´composition de AM en chambres positives relatives aux paraboliques
R indique´s. On a l’e´galite´ (qui est un lemme de Langlands) :
(2)
∑
R;P⊂R⊂Q
φRP (H)τ
Q
R (H) = 1.
On de´finit la fonction ΓQP sur AM ×AM par
ΓQP (H,X) =
∑
R;P⊂R⊂Q
(−1)aR−aQτRP (H)τˆ
Q
R (H −X).
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On rappelle que aR, resp. aQ, est la dimension de AR, resp. AQ. Sur le support de cette
fonction, on a une majoration |HLM | << |X
L
M |. On a
(3)
∑
R;P⊂R⊂Q
ΓQR(H,X)φ
R
P (H) = φ
Q
P (H −X).
Preuve. Il re´sulte de la formule du binoˆme que la de´finition de φQP (H) peut s’e´crire
(4) φQP (H) =
∑
S;P⊂S⊂Q
(−1)aS−aQ τˆQS (H).
On applique cette de´finition en remplac¸ant Q par R ainsi que la de´finition de ΓQR(H,X).
Le membre de gauche de (3) devient∑
S,R,S′;P⊂S⊂R⊂S′⊂Q
(−1)aS−aR+aS′−aQ τˆRS (H)τ
S′
R (H)τˆ
Q
S′(H −X).
Pour S, S ′ fixe´s, la somme ∑
R;S⊂R⊂S′
(−1)aS−aR τˆRS (H)τ
S′
R (H)
vaut 1 si S = S ′ et 0 sinon (cf. [LW] proposition 1.7.2). L’expression pre´ce´dente se
simplifie en ∑
S;P⊂S⊂Q
(−1)aS−aQ τˆQS (H −X).
En appliquant de nouveau (4), c’est φQP (H −X). Cela prouve (3). 
On a
(5)
∑
R;P⊂R⊂Q
ΓRP (H,X)τ
Q
R (H −X) = τ
Q
P (H).
La preuve est similaire a` celle de (3).
Soit M un Levi semi-standard. Conside´rons une famille Y = (Y [P ])P∈P(M) ou`, pour
tout P , Y [P ] est un e´le´ment de AM . On dit qu’elle est (G,M)-orthogonale si elle ve´rifie
les conditions suivantes. Soient P, P ′ ∈ P(M) deux e´le´ments adjacents. Soit α l’unique
racine re´duite de AM qui est positive pour P et ne´gative pour P
′. Alors Y [P ] − Y [P ′]
appartient a` la droite porte´e par αˇ. On dit que Y est positive si Y [P ]−Y [P ′] appartient
a` la demi-droite porte´e par αˇ. Si F est non-archime´dien, on dit que Y est p-adique
si Y [P ] ∈ AM,F ⊗Z Q pour tout P ∈ P(M). Pour une famille (G,M)-orthogonale Y
et pour Q = LUQ ∈ F(M), on pose Y [Q] = Y [P ]L, ou` P est un e´le´ment de P(M)
tel que P ⊂ Q. Cela ne de´pend pas du choix de P . Si on fixe L ∈ L(M), la famille
(Y [Q])Q∈P(L) est encore (G,L)-orthogonale et est positive si la famille de de´part l’est.
Dans le cas particulier ou`M =M0, on associe a` tout e´le´ment T ∈ A0 une famille (G,M0)-
orthogonale T = (T [P ])P∈P(M0) de la fac¸on suivante. Pour P ∈ P(M0), soit w ∈ W
G
tel que w(P0) = P . On pose T [P ] = wT . Cette famille est positive si et seulement si
T ∈ A≥0 .
Pour une famille (G,M)-orthogonale Y = (Y [P ])P∈P(M) et pour Q = LUQ ∈ F(M),
on de´finit une fonction ΓQM(.,Y) sur AM par
ΓQM(H,Y) =
∑
R∈F(M);R⊂Q
δRM(H)Γ
Q
R(H, Y [R]).
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Sur le support de cette fonction, on a une majoration |HL| << supP∈P(M);P⊂Q|Y (P )
L|.
Dans le cas ou` la famille est positive, c’est la fonction caracte´ristique de l’ensemble des
H ∈ AM tels que HL appartient a` l’enveloppe convexe de la famille des points Y [P ]L
pour P ∈ P(M), P ⊂ Q. On a l’e´galite´
(6)
∑
Q∈F(M)
ΓQM(H,Y)τ
G
Q (H − Y [Q]) = 1.
Cf. [LW] lemme 1.8.4(3).
Fixons P1 ∈ P(M), ce qui de´finit un ordre sur l’ensemble des racines de AM , note´
α >P1 0. Pour P ∈ P(M), notons φ
G
P,P1
la fonction caracte´ristique de l’ensemble des
H ∈ AM tels que
- pour α ∈ ∆P tel que α >P1 0, < ̟α, H >≤ 0 ;
- pour α ∈ ∆P tel que α <P1 0, < ̟α, H >> 0.
Notons s(P, P1) le nombre de α ∈ ∆P tel que α <P1 0. On a l’e´galite´
(7) ΓGM(H,Y) =
∑
P∈P(M)
(−1)s(P,P1)φGP,P1(H − Y [P ]).
Cf. [LW] proposition 1.8.7(2).
Pour H ∈ A0, on note CG(H) l’enveloppe convexe des wH pour w ∈ WG. Supposons
H ∈ A≥0 . Alors, pour tout H
′ ∈ A0, H ′ appartient a` CG(H) si et seulement si on a
φGw(P0)(H
′ − wH) = 1 pour tout w ∈ WG. Pour H ′ ∈ A≥0 , H
′ appartient a` CG(H) si et
seulement si φGP0(H
′ −H) = 1.
Lemme. Pour tout m ∈M0(F ), tout k ∈ K et tout P ∈ P(M0), HP (km) appartient a`
CG(H0(m)).
Preuve. On utilise les deux ingre´dients suivants.
(8) Pour tous g ∈ G(F ) et tous P, P ′ ∈ P(M0), on a φ
G
P (HP (g)−HP ′(g)) = 1.
Autrement dit, la famille (−HP (g))P∈P(M0) est (G,M0)-orthogonale et positive, cf.
[A2] p. 40.
(9) Supposons m ∈M0(F )≥ ; alors, pour tout k ∈ K, φGP0(HP¯0(km)−H0(m)) = 1.
Ceci est un ingre´dient de la the´orie de la transforme´e de Satake, cf. [HC] lemme 35
et [BT] corollaire 4.3.17.
Venons-en a` la preuve du lemme. Conjuguer m par un e´le´ment de NormK(M0)
ne change pas le proble`me. On peut donc supposer m ∈ M0(F )≥. Soit w ∈ WG. On
doit prouver que φGw(P0)(HP (km) − wH0(m)) = 1. Ou encore que φ
G
P0
(w−1HP (km) −
H0(m)) = 1. Or w
−1HP (km) = Hw−1(P )(w˙
−1km), ou` w˙ est un repre´sentant de w dans
K. Quitte a` remplacer k par w˙k et P par w(P ), on est ramene´ a` prouver φGP0(HP (km)−
H0(m)) = 1 pour tous k, P . D’apre`s (8), on a φ
G
P¯0
(HP¯0(km) − HP (km)) = 1. C’est
e´quivalent a` φGP0(HP (km) − HP¯0(km)) = 1. En utilisant (9) et le fait que φ
G
P0
est la
fonction caracte´ristique d’un coˆne (qui est stable par addition), on en de´duit la relation
φGP0(HP (km)−H0(m)) = 1 cherche´e. 
1.4 (G,M)-familles
SoitM un Levi deG. D’apre`s Arthur, une (G,M)-famille est une famille (ϕ(Λ, P ))P∈P(M)
ve´rifiant les conditions suivantes :
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- pour tout P , Λ 7→ ϕ(Λ, P ) est une fonction C∞ sur iA∗M ;
- soient P, P ′ ∈ P(M) deux paraboliques adjacents, soit H ⊂ A∗M le mur se´parant les
chambres positives associe´es a` P et P ′ ; alors ϕ(Λ, P ) = ϕ(Λ, P ′) pour Λ ∈ iH.
Pour P ∈ P(M), le re´seau engendre´ par les coracines associe´es aux e´le´ments de ∆P
ne de´pend pas de P . On le note Z(∆ˇM ). On de´finit la fonction me´romorphe ǫ
G
P sur
A∗M,C = A
∗
M ⊗R C par
ǫGP (Λ) = mes(A
G
M/Z[∆ˇM ])
∏
α∈∆P
< Λ, αˇ >−1 .
Remarque. Arthur note cette fonction θGP (Λ)
−1. On re´serve la lettre θ pour un autre
usage.
Pour une (G,M)-famille comme ci-dessus, on de´finit la fonction ϕGM sur iA
∗
M par
ϕGM(Λ) =
∑
P∈P(M)
ϕ(Λ, P )ǫGP (Λ).
Le point essentiel est qu’il s’agit d’une fonction C∞ (les singularite´s des fonctions ǫGP
disparaissent). Dans le cas ou` F est archime´dien, on a aussi :
Lemme. Supposons F archime´dien. Si les fonctions ϕ(Λ, P ) sont de Schwartz, ϕGM l’est
aussi. Si les fonctions ϕ(Λ, P ) ainsi que leurs de´rive´es sont a` croissance mode´re´e, ϕGM et
ses de´rive´es le sont aussi.
Cela re´sulte par exemple du lemme 13.2.2 de [LW].
1.5 Variantes des fonctions ǫGP
Soient M un Levi semi-standard et Y ∈ AM . Si F est non-archime´dien, on suppose
plus pre´cise´ment que Y ∈ AM,F ⊗Z Q. Soit X ∈ AG,F . On pose
AGM,F (X) = {H ∈ AM,F ;HG = X}.
Si F est non-archime´dien, on munit cet ensemble de la mesure de comptage. Si F est
archime´dien, cet ensemble est e´gal a` X + AGM et on le munit de la mesure de´duite de
celle sur AGM .
Pour P ∈ P(M) et Λ ∈ A∗M,C, conside´rons l’inte´grale
ǫG,YP (X ; Λ) =
∫
AGM,F (X)
φGP (H − Y )e
<Λ,H> dH.
Elle est absolument convergente si < Λ, αˇ >> 0 pour tout α ∈ ∆P . Dans ce domaine,
elle ne de´pend que de la projection de Λ dans A∗M,C/iA
∨
M,F . Si F est archime´dien, on
calcule
ǫG,YP (X ; Λ) = e
<Λ,X+Y G>ǫGP (Λ).
Supposons F non archime´dien. On peut fixer X ′ ∈ AM,F tel que X
′
G = X (cf. 1.1(1)).
Notons AGM,F = A
G
M,F (0) = AM,F ∩A
G
M . Alors A
G
M,F (X) = X
′+AGM,F . Par le changement
de variables H 7→ H +X ′,
ǫG,YP (X ; Λ) = e
<Λ,X′>ǫG,Y−X
′
P (0; Λ).
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Fixons un entier k ≥ 1, posons Lk =
1
k
log(q)Z[∆ˇM ] ou` q est le nombre d’e´le´ments du
corps re´siduel de F . Si k est assez grand, ce re´seau contient AGM,F et Y
G − (X ′)G. On
fixe k de sorte qu’il en soit ainsi. Par inversion de Fourier, on a
ǫG,YP (X ; Λ) = [Lk : A
G
M,F ]
−1e<Λ,X
′>
∑
ν∈iAG,∨M,F /iL
∨
k
∑
H∈Lk
φGP (H +X
′ − Y )e<Λ+ν,H>
= [Lk : A
G
M,F ]
−1e<Λ,X
′>
∑
ν∈iAG,∨M,F /iL
∨
k
∑
H∈Lk
φGP (H)e
<Λ+ν,H+Y G−(X′)G>.
Les ensembles AG,∨M,F et L
∨
k sont des re´seaux dans A
G,∗
M . L’ensemble des H ∈ Lk tels que
φGP (H) = 1 est celui des
∑
α∈∆P
κnααˇ pour des entiers nα ≤ 0, ou` κ =
1
k
log(q). La se´rie∑
H∈Lk
φGP (H)e
<Λ,H>
se calcule. Elle vaut ǫGP,k(Λ), ou`
ǫGP,k(Λ) =
∏
α∈∆P
(1− e−<Λ,καˇ>)−1.
On obtient
(1) ǫG,YP (X ; Λ) = [Lk : A
G
M,F ]
−1e<Λ,X
′>
∑
ν∈iAG,∨M,F /iL
∨
k
e<Λ+ν,Y
G−(X′)G>ǫGP,k(Λ + ν).
Cette expression se prolonge me´romorphiquement a` tout Λ ∈ A∗M,C.
Fixons P1 ∈ P(M). Pour P ∈ P(M) et Λ ∈ A∗M,C, posons
ǫG,YP,P1(X ; Λ) =
∫
AGM,F (X)
φGP,P1(H − Y )e
<Λ,H> dH.
Elle est absolument convergente si < Λ, αˇ >> 0 pour tout α ∈ ∆P1 . Montrons que
(2) cette fonction se prolonge me´romorphiquement a` tout Λ ∈ A∗M,C ; on a l’e´galite´
ǫG,YP,P1(X ; Λ) = (−1)
s(P,P1)ǫG,YP (X ; Λ).
On traite le cas ou` F est non-archime´dien, le cas archime´dien e´tant plus facile.
Le meˆme calcul qui a conduit a` l’e´galite´ (1) conduit a` une e´galite´ similaire exprimant
ǫG,YP,P1(X ; Λ). La fonction ǫ
G
P,k(Λ) y est remplace´e par une fonction ǫ
G
P,P1,k
(Λ). Supposons
< Λ, αˇ >> 0 pour tout α ∈ ∆P1 . Alors cette fonction est de´finie par
ǫGP,P1,k(Λ) =
∑
H∈Lk
φGP,P1(H)e
<Λ,H>.
L’ensemble des H ∈ Lk tels que φGP,P1(H) = 1 est celui des
∑
α∈∆P
κnααˇ, ou` κ est comme
ci-dessus et les entiers nα ve´rifient
- nα ≤ 0 si < Λ, αˇ >> 0 ;
- nα > 0 si < Λ, αˇ >< 0.
Pour un re´el t 6= 0, on a les e´galite´s e´le´mentaires∑
n>0 e
nt = −(1− e−t)−1, si t < 0 ;∑
n≤0 e
nt = (1− e−t)−1, si t > 0.
On calcule alors ǫGP,P1,k(Λ) = (−1)
s(P,P1)ǫGP,k(Λ). Cette e´galite´ se prolonge a` tout Λ.
Cela entraˆıne (2).
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1.6 Variantes des fonctions ϕGM
Soient M un Levi semi-standard, X ∈ AG,F , Y = (Y [P ])P∈P(M) une famille (G,M)-
orthogonale et (ϕ(Λ, P ))P∈P(M) une (G,M)-famille.
Supposons d’abord F archime´dien. De´finissons la fonction
(1) ϕG,YM (X ; Λ) =
∑
P∈P(M)
ϕ(Λ, P )ǫ
G,Y [P ]
P (X ; Λ).
Si l’on pose ϕ(Y ; Λ, P ) = ϕ(Λ, P )e<Λ,Y [P ]
G>, la famille (ϕ(Y ; Λ, P ))P∈P(M) est une (G,M)-
famille et on a l’e´galite´ ϕG,YM (X ; Λ) = e
<Λ,X>ϕGM(Y ; Λ). Cette fonction est donc C
∞.
Supposons maintenant F non-archime´dien. On suppose que la famille Y est p-adique,
cf. 1.3. On suppose aussi que la famille (ϕ(Λ, P ))P∈P(M) est p-adique, notion que l’on
de´finit de la fac¸on suivante : on suppose que
- pour tout P , la fonction Λ 7→ ϕ(Λ, P ) est invariante par iA∨M,F , autrement dit se
descend en une fonction sur iA∗M,F .
On de´finit la fonction ϕG,YM (X ; Λ) par l’e´galite´ (1).
Lemme. On suppose que F est non-archime´dien, que Y est une famille (G,M)-orthogonale
p-adique et que (ϕ(Λ, P ))P∈P(M) est une (G,M)-famille p-adique. Alors la fonction
ϕG,YM (X ; Λ) est C
∞ sur iA∗M et invariante par iA
∨
M,F .
Preuve. L’invariance est e´vidente puisque toutes nos fonctions le sont. Reprenons le
re´seau Lk de 1.5. On utilise le lemme 10.2 de [A1]. Il affirme l’existence d’une (G,M)-
famille (uk(Λ, P ))P∈P(M), ou` Λ 7→ uk(Λ, P ) appartient a` C
∞
c (iA
∗
M/iA
∗
G), ve´rifiant les
proprie´te´s suivantes :
- pour tout P et tout Λ,
∑
µ∈iL∨k
uk(Λ + µ, P ) = 1 ;
- pour tout P , la fonction vk(Λ, P ) = uk(Λ, P )ǫ
G
P,k(Λ)ǫ
G
P (Λ)
−1 est lisse sur iA∗M/iA
∗
G.
On peut glisser la somme ∑
µ∈iL∨k
uk(Λ + ν + µ, P )
dans la formule 1.5(1). En regroupant les deux sommes de la formule obtenue, on obtient
ǫG,YP (X ; Λ) = [Lk : A
G
M,F ]
−1e<Λ,X
′>
∑
ν∈iAG,∨M,F
e<Λ+ν,Y
G−(X′)G>ǫGP,k(Λ + ν)uk(Λ + ν, P )
= [Lk : A
G
M,F ]
−1e<Λ,X
′>
∑
ν∈iAG,∨M,F
e<Λ+ν,Y
G−(X′)G>vk(Λ + ν, P )ǫ
G
P (Λ + ν).
Notons que la somme est localement finie d’apre`s la compacite´ du support de uk(Λ, P ).
On en de´duit
(2) ϕG,YM (X ; Λ) = [Lk : A
G
M,F ]
−1e<Λ,X>
∑
ν∈iAG,∨M,F
e−<ν,(X
′)G>
∑
P∈P(M)
ϕ(Λ, P )e<Λ+ν,Y [P ]
G>vk(Λ + ν, P )ǫ
G
P (Λ + ν).
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Posons
ϕ(ν,Y ; Λ, P ) = ϕ(Λ− ν, P )e<Λ,Y [P ]
G>vk(Λ, P ).
Montrons que
(3) (ϕ(ν,Y ; Λ, P ))P∈P(M) est une (G,M)-famille.
La famille (e<Λ,Y [P ]
G>)P∈P(M) est une (G,M)-famillle. La famille (vk(Λ, P ))P∈P(M)
aussi : cela re´sulte aise´ment du fait que (uk(Λ, P ))P∈P(M) en est une. Il reste a` montrer
que (ϕ(Λ − ν, P ))P∈P(M) en est une. Or iA
G,∨
M,F = (iA
∨
M,F + iA
∗
G) ∩ iA
G,∗
M . Il suffit de
montrer que (ϕ(Λ − ν, P ))P∈P(M) est une (G,M)-famille pour ν ∈ iA
∨
M,F + iA
∗
G. Par
hypothe`se, nos fonctions sont invariantes par iA∨M,F . On peut donc se limiter a` ν ∈ iA
∗
G.
Mais il est clair que les conditions de´finissant une (G,M)-famille sont invariantes par
translation par iA∗G. D’ou` (3).
Alors (2) se re´crit
ϕG,YM (X ; Λ) = [Lk : A
G
M,F ]
−1e<Λ,X>
∑
ν∈iAG,∨M,F
e−<ν,(X
′)G>ϕGM(ν,Y ; Λ + ν)
et ces fonctions sont C∞ d’apre`s les proprie´te´s des (G,M)-familles habituelles. 
Remarque Pour Z ∈ AAG,F , on a l’e´galite´
ϕG,YM (X + Z; Λ) = e
<Λ,Z>ϕG,YM (X ; Λ).
En particulier, si l’on restreint la variable Λ a` l’ensemble (iAG,∗M + iA
∨
M,F )/iA
∨
M,F , la
fonction X 7→ ϕG,YM (X ; Λ). devient invariante par AAG,F .
1.7 De´veloppement en fonction d’un parame`tre T
Si F est archime´dien, notons PolExp l’ensemble des fonctions f : A0 → C pour
lesquelles il existe une famille (pΛ)Λ∈iA∗0 de polynoˆmes sur A0 de sorte que
- l’ensemble des Λ tels que pΛ 6= 0 est fini ;
- pour tout T , on a l’e´galite´
f(T ) =
∑
Λ∈iA∗0
e<Λ,T>pΛ(T ).
La famille (pΛ)Λ∈iA∗0 est uniquement de´termine´e. Plus pre´cise´ment, la connaissance
de f dans un ouvert non vide de A0 suffit a` de´terminer cette famille. En particulier, le
polynoˆme p0 est bien de´termine´. On pose c0(f) = p0(0).
Si Ξ ⊂ iA∗0 est un ensemble fini et N est un entier naturel, on note plus pre´cise´ment
PolExpΞ,N l’ensemble des f ∈ PolExp tels que, avec les notations ci-dessus, le degre´ des
pΛ soit infe´rieur ou e´gal a` N et pΛ soit nul si Λ 6∈ Ξ.
Si F est non-archime´dien, notons PolExp l’ensemble des fonctions f : AM0,F ⊗ZQ→
C qui ve´rifient la condition suivante. Pour tout re´seau R ⊂ AM0,F ⊗Z Q, il existe une
famille (pR,Λ)Λ∈iA∗0/iR∨ telle que
- l’ensemble des Λ tels que pR,Λ 6= 0 est fini ;
- pour tout T ∈ R, on a l’e´galite´
f(T ) =
∑
Λ∈iA∗0/iR
∨
e<Λ,T>pR,Λ(T ).
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De nouveau, la famille (pR,Λ)Λ∈iA∗0/iR∨ est uniquement de´termine´e. Plus pre´cise´ment,
la connaissance de f dans l’intersection de AM0,F ⊗Z Q et d’un coˆne ouvert non vide de
A0 suffit a` de´terminer cette famille. On pose cR,0(f) = pR,0(0).
Soit Ξ = (ΞR)R une famille indexe´e par les re´seaux dans AM0,F ⊗Z Q, ou` ΞR est
un sous-ensemble fini de iA∗0/iR
∨. Soit N un entier naturel. On note plus pre´cise´ment
PolExpΞ,N l’ensemble des f ∈ PolExp tels que, avec les notations ci-dessus et pour tout
R, le degre´ des pR,Λ soit infe´rieur ou e´gal a` N et que l’on ait pR,Λ = 0 si Λ 6∈ ΞR.
Soient M un Levi semi-standard, Y = (Y [P ])P∈P(M) une famille (G,M)-orthogonale,
(ϕ(Λ, P ))P∈P(M) une (G,M)-famille, T ∈ A0 et X ∈ AG,F . Dans le cas ou` F est non-
archime´dien, on suppose que les deux familles sont p-adiques et que T ∈ AM0,F ⊗Z Q.
On de´duit de T une famille (G,M)-orthogonale (T [P ])P∈P(M), cf. 1.3. On de´finit la fa-
mille Y(T ) = (Y [P ] + T [P ])P∈P(M). Elle est encore (G,M)-orthogonale, p-adique si F
est non-archime´dien. On a de´fini dans le paragraphe pre´ce´dent un terme ϕ
G,Y(T )
M (X ; Λ).
D’autre part, pour P ∈ P(M), posons ϕ(Y ; Λ, P ) = ϕ(Λ, P )e<Λ,Y [P ]
G>. La famille
(ϕ(Y ; Λ, P ))P∈P(M) est une (G,M)-famille. On a de´fini en 1.4 la fonction ϕ
G
M(Y ; Λ).
Remarque. On appliquera souvent ces constructions a` la famille Y nulle, c’est-a`-
dire Y [P ] = 0 pour tout P . Dans ce cas on a ϕGM(Y ; Λ) = ϕ
G
M(Λ) et on note simplement
ϕG,TM (X ; Λ) = ϕ
G,Y(T )
M (X ; Λ).
Supposons F non-archime´dien. Fixons une base de l’espace des ope´rateurs diffe´rentiels
a` coefficients constants sur iA∗M , de degre´ borne´ par aM − aG. Appelons norme de la
(G,M)-famille (ϕ(Λ, P ))P∈P(M) le sup des |Dϕ(Λ, P )|, quand Λ parcourt iA
∗
M,F , P par-
court P(M) et D parcourt la base fixe´e.
Lemme. (i) Supposons F archime´dien. Pour tout Λ0 ∈ iA∗M , la fonction f : T 7→
ϕ
G,Y(T )
M (X ; Λ0) appartient a` PolExp. Plus pre´cise´ment, il existe un entier N et un sous-
ensemble fini Ξ ⊂ iA∗0 ne de´pendant que de Λ0 tels que f ∈ PolExpΞ,N . On a
c0(f) =
{
e<Λ0,X>ϕGM(Y ; Λ0), si Λ0 ∈ iA
∗
G,
0, sinon.
(ii) Supposons F non-archime´dien. Pour tout Λ0 ∈ iA
∗
M , la fonction f : T 7→
ϕ
G,Y(T )
M (X ; Λ0) appartient a` PolExp. Plus pre´cise´ment, il existe un entier N et une
famille d’ensembles finis Ξ ne de´pendant que de Λ0 tels que f ∈ PolExpΞ,N . Soit
R ⊂ AM0,F⊗ZQ un re´seau. Si Λ0 6∈ iA
∨
M,F+iA
∗
G, il existe un entier k1 ne de´pendant que de
R tel que c 1
k
R,0(f) = 0 pour tout entier k ≥ k1. Supposons maintenant Λ0 ∈ Λ1+ iA
∨
M,F ,
ou` Λ1 ∈ iA∗G. Alors, il existe un re´el c > 0 ne de´pendant que de R tel que, pour tout
entier k ≥ 1, on ait la majoration
|c 1
k
R,0(f)−mes(iA
∗
M,F )mes(iA
∗
G,F )
−1e<Λ1,X>ϕGM(Y ; Λ1)| ≤ cNk
−1,
ou` N est la norme de la (G,M)-famille (ϕ(Y ; Λ, P ))P∈P(M).
Preuve. Rappelons comment on calcule un terme tel que ϕGM(Λ0). Pour tout P ∈
P(M), notons ∆P (Λ0) l’ensemble des α ∈ ∆P tels que < Λ0, αˇ >= 0. Notons nP (Λ0) le
nombre d’e´le´ments de cet ensemble. On fixe un e´le´ment ξ ∈ iAG,∗M en position ge´ne´rale.
Pour t ∈ R, posons
ϕ(t,Λ0, P ) = ϕ(Λ0 + tξ, P )

 ∏
α∈∆P−∆P (Λ0)
< Λ0 + tξ, αˇ >
−1



 ∏
α∈∆P (Λ0)
< ξ, αˇ >−1

 .
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Cette fonction est C∞ en t = 0. Alors
(1) ϕGM(Λ0) = mes(A
G
M/Z[∆ˇM ])
∑
P∈P(M)
(nP (Λ0)!)
−1
(
dnP (Λ0)
dtnP (Λ0)
ϕ(t,Λ0, P )
)
t=0
.
Cela re´sulte simplement de l’e´galite´
ϕGM(Λ0) = limt→0
∑
P∈P(M)
ϕ(Λ0 + tξ, P )ǫ
G
P (Λ0 + tξ).
Preuve de (i). On a dit en 1.6 que l’on avait l’e´galite´ f(T ) = e<Λ,X>ϕGM(Y(T ); Λ0). La
formule (1) montre que ϕGM(Y(T ); Λ0) est combinaison line´aire de termesDϕ(Y(T ); Λ0, P )
ou` P parcourt P(M) et D parcourt les ope´rateurs diffe´rentiels sur iA∗M , a` coefficients
constants et de degre´ borne´ par aM − aG. Comme fonction de T , un tel terme est de la
forme e<Λ0,T [P ]
G>p(T ), ou` p est un polynoˆme de degre´ infe´rieur ou e´gal a` aM − aG. Cette
fonction appartient a` PolExp, donc f aussi. Plus pre´cise´ment, f ∈ PolExpΞ,aM−aG ou`
Ξ = {wΛG0 ;w ∈ W
G}. Le coefficient c0(f) ne voit que les termes dont la partie exponen-
tielle est triviale. Il n’y en a que si que si ΛG0 = 0. Supposons cette condition ve´rifie´e.
Alors toutes les exponentielles sont triviales et c0(f) est simplement f(0). Mais on a
f(0) = e<Λ0,X>ϕGM(Y ; Λ0). D’ou` (i).
Preuve de (ii). Soit R un re´seau dans AM0,F ⊗ZQ. On a de´fini en 1.5 des re´seaux Lk
pour tout entier k ≥ 1. On peut fixer k0 de sorte que T [P ]G ∈ Lk0 pour tout T ∈ R. On
a alors l’e´galite´ 1.6(2) que l’on re´crit
f(T ) = [Lk0 : A
G
M,F ]
−1e<Λ0,X>
∑
ν∈iAG,∨M,F
e−<ν,(X
′)G>ϕGM(ν,Y(T ); Λ0 + ν),
ou`, pour tout P ∈ P(M),
ϕ(ν,Y(T ); Λ, P ) = ϕ(Λ− ν, P )e<Λ,Y [P ]
G+T [P ]G>vk0(Λ, P ).
La somme en ν est finie. En appliquant (1), on obtient
(2) f(T ) = mes(AGM/Z[∆ˇM ])[Lk0 : A
G
M,F ]
−1e<Λ0,X>
∑
ν∈iAG,∨M,F
e−<ν,(X
′)G>
∑
P∈P(M)
(nP (Λ0 + ν)!)
−1
(
dnP (Λ0+ν)
dtnP (Λ0+ν)
ϕ(ν,Y(T ); t,Λ0 + ν, P )
)
t=0
.
Comme dans le cas archime´dien une fonction
T 7→
(
dnP (Λ0+ν)
dtnP (Λ0+ν)
ϕ(ν,Y(T ); t,Λ0 + ν, P )
)
t=0
est produit de e<Λ0+ν,T [P ]
G> et d’un polynoˆme en T de degre´ infe´rieur ou e´gal a` aM −aG.
Une telle fonction appartient a` PolExp, donc la fonction f appartient aussi a` cet espace.
Plus pre´cise´ment, f ∈ PolExpΞ,aM−aG , ou` Ξ = (ΞR)R est la famille telle que ΞR soit
l’ensemble des projections dans iA∗0/iR
∨ des w(ΛG0 + ν) pour w ∈ W
G et ν ∈ iAG,∨M,F .
Pour tout P ∈ P(M), notons S(P ) l’image de R par l’application T 7→ T [P ]G. C’est un
re´seau de AGM . Le coefficient cR,0(f) se´lectionne les termes de la formule (2) pour lesquels
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les exponentielles sont triviales pour tout T ∈ R, c’est-a`-dire les couples (ν, P ) tels que
ΛG0 + ν ∈ iS(P )
∨. Supposons Λ0 6∈ iA∨M,F + iA
∗
G = iA
G,∨
M,F ⊕ iA
∗
G. Si R est assez grand,
on a S(P )∨ ⊂ AG,∨M,F pour tout P et aucun ν ∈ iA
G,∨
M,F ne contribue. Donc cR,0(f) = 0
ce qui prouve la premie`re assertion du (ii). Supposons maintenant Λ0 ∈ Λ1 + iA∨M,F , ou`
Λ1 ∈ iA
∗
G. On a les e´galite´s
ϕ
G,Y(T )
M (X ; Λ0) = ϕ
G,Y(T )
M (X ; Λ1) = e
<Λ1,X>(ϕ′)
G,Y(T )
M (X ; 0),
ou` (ϕ′(Λ, P ))P∈P(M) est la (G,M)-famille de´duite de la famille initiale par translation
par Λ1. Cela nous rame`ne au cas ou` Λ0 = 0, ce que l’on suppose de´sormais. Le calcul
pre´ce´dent conduit a` l’e´galite´
cR,0(f) = mes(A
G
M/Z[∆ˇM ])[Lk0 : A
G
M,F ]
−1
∑
P∈P(M)
∑
ν∈iS(P )∨
e−<ν,(X
′)G>(nP (ν)!)
−1
(
dnP (ν)
dtnP (ν)
ϕ(ν,Y ; t, ν, P )
)
t=0
.
Remplac¸ons R par 1
k
R. Cela remplace S(P )∨ par kS(P )∨. On remarque que ∆P (kν) =
∆P (ν) et nP (kν) = nP (ν). On peut remplacer l’entier k0 par kk0. On peut choisir
ukk0(Λ, P ) = uk0(
Λ
k
, P ). Alors vkk0(Λ, P ) = k
aM−aGvk0(
Λ
k
, P ). Puisqu’on a aussi
[Lkk0 : A
G
M,F ] = k
aM−aG [Lk0 : A
G
M,F ],
l’e´galite´ ci-dessus devient
(3) c 1
k
R,0(f) = mes(A
G
M/Z[∆ˇM ])[Lk0 : A
G
M,F ]
−1
∑
P∈P(M)
∑
ν∈iS(P )∨
e−<kν,(X
′)G>(nP (ν)!)
−1
(
dnP (ν)
dtnP (ν)
fk(t, ν, P )
)
t=0
,
ou`
fk(t, ν, P ) = ϕ(tξ, P )e
<kν+tξ,Y [P ]G>vk0(ν +
t
k
ξ, P )

 ∏
α∈∆P−∆P (ν)
< kν + tξ, αˇ >−1



 ∏
α∈∆P (ν)
< ξ, αˇ >−1

 .
Notons que puisque vk0(Λ, P ) est a` support compact, la somme est limite´e a` un en-
semble fini inde´pendant de k. Fixons ν et P . Si k est assez grand, on a e−<kν,(X
′)G> =
e<kν,Y [P ]
G> = 1 et ces termes disparaissent. Dans la de´finition de fk(t, ν, P ), le produit
ϕ(tξ, P )e<kν+tξ,Y [P ]
G> devient ϕ(Y ; tξ, P ). Le terme
(
dnP (ν)
dtnP (ν)
fk(t, ν, P )
)
t=0
est combinai-
son line´aire de produits
(
da
dta
ϕ(Y ; tξ, P )
)
t=0
(
db
dtb
vk0(ν +
t
k
ξ, P )
)
t=0

 dc
dtc
∏
α∈∆P−∆P (ν)
< kν + tξ, αˇ >−1


t=0
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pour des entiers naturels a, b, c tels que a + b + c = nP (ν). On voit qu’un tel produit
est borne´ par CNk−m, ou` N est la norme de la (G,M)-famille (ϕ(Y ; Λ, P ))P∈P(M), C
ne de´pend que de m et vk0 , et m = b + c + |∆P − ∆P (ν)|. Les termes pour lesquels m
est strictement positif sont ne´gligeables pour la conclusion du lemme. Si ν 6= 0, on a
∆P 6= ∆P (ν) et tous les termes sont donc ne´gligeables. Pour ν = 0, on ne conserve que
les termes ou` les de´rivations ne s’appliquent qu’a` la fonction ϕ(Y ; tξ, P ). Si on e´limine
les termes ne´gligeables, le membre de droite de (3) devient
mes(AGM/Z[∆ˇM ])[Lk0 : A
G
M,F ]
−1
∑
P∈P(M)
vk0(0, P )n!
−1
(
dn
dtn
ϕ(Y ; tξ, P )
)
t=0
∏
α∈∆P
< ξ, αˇ >−1,
ou` n = aM − aG. On va montrer que
(4) on a l’e´galite´ [Lk0 : A
G
M,F ]
−1vk0(0, P ) = mes(iA
∗
M,F )mes(iA
∗
G,F )
−1.
En admettant cette relation et en utilisant (1), l’expression ci-dessus n’est autre que
ϕGM(Y ; 0) et on obtient la conclusion de (ii).
Il reste a` prouver (4). Pour ν ∈ iL∨k0 , ν 6= 0, la fonction t 7→ ǫ
G
P,Lk0
(ν + tξ) a un
poˆle d’ordre n = aM − aG en t = 0. La fonction t 7→ ǫGP (ν + tξ)
−1 a un ze´ro d’ordre
strictement infe´rieur. Puisque vk0(ν + tξ, P ) = uk0(ν + tξ, P )ǫ
G
P,Lk0
(ν + tξ)ǫGP (ν + tξ)
−1
est re´gulie`re, on a ne´cessairement uk0(ν, P ) = 0. Puisque
∑
ν∈iL∨k0
uk0(ν, P ) = 1, on en
de´duit uk0(0, P ) = 1. On calcule alors
vk0(0, P ) = mes(A
G
M/Z[∆ˇM ])
−1 lim
Λ→0
∏
α∈∆P
< Λ, αˇ >
1− e−<Λ,καˇ>
= mes(AGM/Z[∆ˇM ])
−1κ−n,
ou` κ = 1
k0
log(q). Or Lk0 = κZ[∆ˇM ], d’ou`
κnmes(AGM/Z[∆ˇM ]) = mes(A
G
M/κZ[∆ˇM ]) = mes(A
G
M/Lk0).
D’apre`s les relations de compatibilite´ de nos mesures, on a
mes(AGM/A
G
M,F ) = mes(iA
∗
M,F )
−1mes(iA∗G,F ),
d’ou` mes(AGM/Lk0) = [Lk0 : A
G
M,F ]
−1mes(iA∗M,F )
−1mes(iA∗G,F ). En assemblant ces cal-
culs, on obtient (4). 
1.8 (G,M)-familles et inversion de Fourier
Soient M un Levi semi-standard et X un e´le´ment de AG,F . Appliquons les construc-
tions du paragraphe 1.6 a` la famile Y = (Y [P ])P∈P(M) nulle, c’est-a`-dire Y [P ] = 0 pour
tout P , et a` la famille (ϕ(Λ, P ))P∈P(M) forme´e des fonctions constantes e´gales a` 1. On
en de´duit une fonction que l’on note
ǫG,0M (X ; Λ) =
∑
P∈P(M)
ǫG,0P (X ; Λ).
On a l’e´galite´
(1) ǫG,0M (X ; Λ) =


e<Λ,X>, si F est non-archime´dien et X ∈ AM,F ∩AG,
ou si F est archime´dien et M = G,
0, sinon.
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.
Preuve. On peut fixer un e´le´ment P1 ∈ P(M) et supposer < Λ, αˇ >> 0 pour tout
α ∈ ∆P1 . En utilisant 1.5(2), on a
ǫG,0M (X ; Λ) =
∑
P∈P(M)
(−1)s(P,P1)ǫG,0P,P1(X ; Λ)
=
∑
P∈P(M)
(−1)s(P,P1)
∫
AGM,F (X)
φGP,P1(H)e
<Λ,H> dH
=
∫
AGM,F (X)
e<Λ,H>
∑
P∈P(M)
(−1)s(P,P1)φGP,P1(H)dH.
D’apre`s 1.3(7), la somme inte´rieure est e´gale a` ΓGM(H,Y), ou` Y est la famille nulle. Ce
n’est autre que δGM(H). Si F est archime´dien et M 6= G, l’inte´grale est nulle. Si F est
non archime´dien, elle vaut e<Λ,X> s’il existe H ∈ AGM,F (X) avec H
G = 0 et elle vaut 0
sinon. Cette condition e´quivaut a` X ∈ AM,F ∩ AG. 
Soit T un e´le´ment de A0 et soit (ϕ(Λ, P ))P∈P(M) une (G,M)-famille. Dans le cas ou`
F est non-archime´dien, on suppose que T ∈ AM0,F ⊗Z Q et que la (G,M)-famille est
p-adique. Dans le cas archime´dien, on suppose que les fonctions Λ 7→ ϕ(Λ, P ) sont de
Schwartz. Pour un sous-groupe parabolique Q = LUQ ∈ F(M), on de´finit ϕ(Λ, Q) pour
Λ ∈ iA∗L,F comme la restriction a` iA
∗
L,F de ϕ(Λ, P ) pour n’importe quel P ∈ P(M)
tel que P ⊂ Q. On de´finit sa transforme´e de Fourier ϕˆ(H,Q), qui est une fonction de
H ∈ AL,F , par
ϕˆ(H,Q) = mes(iA∗L,F )
−1
∫
iA∗L,F
ϕ(Λ, Q)e−<Λ,H> dΛ.
C’est une fonction de Schwartz sur AL,F .
Lemme. L’expression
∑
Q=LUQ∈F(M)
∫
AL,F
∫
AGM,F (X+HG)
δQM(H
′)ΓGQ(H
′, H + T [Q])ϕˆ(H,Q)e<Λ,H
′> dH ′ dH
est convergente et e´gale a` ϕG,TM (X ; Λ).
Preuve. La condition ΓGQ(H
′, H + T [Q]) 6= 0 implique une majoration |(H ′)GL | <<
1+ |HG| (T est ici conside´re´ comme une constante). Jointe aux conditions δQM (H
′) = 1 et
H ′G−HG = X , cela implique |H
′| << 1+ |H|. L’inte´grale en H ′ est donc essentiellement
borne´e par (1 + |H|)D pour un entier D convenable. Puisque H 7→ ϕˆ(H,Q) est de
Schwartz, l’inte´grale en H est convergente. Cela prouve la convergence e´nonce´e.
Rappelons que, pour Λ en position ge´ne´rale,
ϕG,TM (X ; Λ) =
∑
P∈P(M)
ϕ(Λ, P )ǫ
G,T [P ]
P (X ; Λ).
Fixons P . Par inversion de Fourier
ϕ(Λ, P ) =
∫
AM,F
ϕˆ(H,P )e<Λ,H> dH.
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On va prouver l’e´galite´
(2) ǫ
G,T [P ]
P (X ; Λ)e
<Λ,H> =
∑
Q=LUQ;P⊂Q
∫
AGL,F (X+HG)
ΓGQ(H
′, H + T [Q])ǫQ,0P (H
′; Λ) dH ′.
En admettant cela, on obtient
ϕG,TM (X ; Λ) =
∑
P∈P(M)
∫
AM,F
ϕˆ(H,P )ǫ
G,T [P ]
P (X ; Λ)e
<Λ,H> dH
=
∑
P∈P(M)
∫
AM,F
ϕˆ(H,P )
∑
Q=LUQ;P⊂Q
∫
AGL,F (X+HG)
ΓGQ(H
′, H + T [Q])ǫQ,0P (H
′; Λ) dH ′ dH.
Cette expression est absolument convergente pour Λ en position ge´ne´rale pour les meˆmes
raisons que ci-dessus, la fonction H ′ 7→ ǫQ,0P (H
′; Λ) e´tant borne´e. On sort la somme en Q
des inte´grales et on la permute avec celle en P . On obtient
ϕG,TM (X ; Λ) =
∑
Q=LUQ∈F(M)
∑
P∈P(M);P⊂Q
∫
AM,F
ϕˆ(H,P )
∫
AGL,F (X+HG)
ΓGQ(H
′, H + T [Q])ǫQ,0P (H
′; Λ) dH ′ dH.
On remarque que H n’intervient que par sa projection HL dans l’inte´grale inte´rieure.
De´composons la premie`re inte´grale en une inte´grale sur H ∈ AL,F et une inte´grale sur
ALM,F (H). On obtient
(3) ϕG,TM (X ; Λ) =
∑
Q=LUQ∈F(M)
∑
P∈P(M);P⊂Q
∫
AL,F
∫
ALM,F (H)
ϕˆ(H ′′, P )
∫
AGL,F (X+HG)
ΓGQ(H
′, H + T [Q])ǫQ,0P (H
′; Λ) dH ′ dH ′′ dH.
On voit apparaˆıtre l’inte´grale ∫
ALM,F (H)
ϕˆ(H ′′, P ) dH ′′.
Par inversion de Fourier, ceci n’est autre que
mes(iA∗L,F )
−1
∫
iA∗L,F
ϕ(Λ, P )e−<Λ,H> dΛ.
Puisque le domaine d’inte´gration est restreint a` iA∗L,F , on peut aussi bien remplacer
ϕ(Λ, P ) par ϕ(Λ, Q). L’inte´grale ci-dessus devient ϕˆ(H,Q), en particulier est inde´pendante
de P . Dans la formule (3), la somme en P ne porte plus que sur les termes ǫQ,0P (H
′; Λ).
Leur somme vaut ǫQ,0M (H
′; Λ). Supposons F non archime´dien. L’e´galite´ (1) dit que ǫQ,0M (H
′; Λ)
vaut e<Λ,X> si H ′ ∈ AM,F , 0 sinon. La formule (3) devient
ϕG,TM (X ; Λ) =
∑
Q=LUQ∈F(M)
∫
AL,F
∫
AGL,F (X+HG)∩AM,F
ΓGQ(H
′, H+T [Q])ϕˆ(H,Q)e<Λ,H
′> dH ′ dH.
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Mais AGL,F (X+HG)∩AM,F est l’ensemble des H
′ ∈ AGM,F (X+HG) tels que δ
Q
M(H
′) = 1.
La formule ci-dessus est donc e´quivalente a` celle de l’e´nonce´. Supposons maintenant F
archime´dien. L’e´galite´ (1) transforme directement la formule (3) en celle de l’e´nonce´, a`
ceci pre`s que l’on ne somme que sur les Q ∈ P(M). Mais si Q 6∈ P(M), le support de
la fonction δQM est de mesure nulle et la contribution de Q a` la formule de l’e´nonce´ est
nulle.
Prouvons (2). Puisqu’il s’agit de fonctions me´romorphes en Λ, on peut supposer
Re < Λ, αˇ >> 0 pour tout α ∈ ∆P . Alors
ǫG,TP (X ; Λ)e
<Λ,H> =
∫
AGM,F (X)
φGP (H
′ − T )e<Λ,H
′+H> dH ′
=
∫
AGM,F (X+HG)
φGP (H
′ −H − T )e<Λ,H
′> dH ′.
On utilise 1.3(3), d’ou`
ǫG,TP (X ; Λ) =
∫
AGM,F (X+HG)
∑
Q=LUQ;P⊂Q
ΓGQ(H
′, H + T )φQP (H
′)e<Λ,H
′> dH ′.
On sort la somme en Q de l’inte´grale et on de´compose celle-ci en une inte´grale sur
H ′ ∈ AGL,F (X +HG) et une inte´grale sur H
′′ ∈ ALM,F (H
′). On obtient
ǫG,TP (X ; Λ) =
∑
Q=LUQ;P⊂Q
∫
AGL,F (X+HG)
ΓGQ(H
′, H + T )
∫
ALM,F (H
′)
φQP (H
′′)e<Λ,H
′′> dH ′′ dH ′.
La dernie`re inte´grale n’est autre que ǫQ,0P (H
′; Λ) et on obtient la formule (2). 
1.9 Repre´sentations
Si π est une repre´sentation admissible de G(F ) et si F est non-archime´dien, on note
Vπ un espace dans lequel elle se re´alise. Dans le cas ou` F est archime´dien, pour eˆtre
correct, il faudrait introduire deux espaces : un espace dans lequel π se re´alise et le sous-
espace des vecteurs K-finis, qui est celui qui nous inte´resse mais qui n’est pas invariant
par l’action de G(F ). Pour simplifier, on n’introduit que ce dernier, que l’on note Vπ,
et on convient qu’il est plonge´ dans un espace implicite plus gros ou` π se re´alise. Si π
est irre´ductible et unitaire, on fixe un produit hermitien (., .) sur Vπ invariant par π(g)
pour tout g ∈ G(F ) (avec la convention ci-dessus dans le cas archime´dien). Pour nous,
un tel produit est line´aire en la seconde variable et antiline´aire en la premie`re. On note
Πdisc(G(F )) l’ensemble des classes de repre´sentations irre´ductibles de la se´rie discre`te de
G(F ). Pour σ ∈ Πdisc(G(F )), son degre´ formel d(σ) est de´fini par l’e´galite´∫
AG(F )\G(F )
(e1, σ(g)e2)(σ(g)e
′
1, e
′
2) dg = d(σ)
−1(e1, e
′
2)(e
′
1, e2)
pour tous e1, e2, e
′
1, e
′
2 ∈ Vσ.
Le groupe A∗G,C agit sur l’ensemble des classes d’isomorphisme de repre´sentations
admissibles de G(F ) : a` une repre´sentation π et a` λ ∈ A∗G,C, on associe la repre´sentation
πλ de´finie par πλ(g) = e
<λ,HG(g)>π(g). Cette action se quotiente en une action de
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A∗G,C/iA
∨
G,F . Pour deux repre´sentations π, π
′, conside´rons l’ensemble des λ ∈ iA∗G tels que
π ≃ π′−λ. Il est stable par iA
∨
G,F agissant par addition et on note [π, π
′] son quotient par
cette action. Si π = π′, c’est un groupe et il est plus suggestif de le noter Stab(iA∗G,F , π).
Ce groupe ne de´pend que de l’orbite de π pour l’action de iA∗G,F . L’action du groupe
iA∗G,F conserve l’ensemble Πdisc(G(F )). On note Πdisc(G(F ))/iA
∗
G,F l’ensemble des or-
bites.
Soit P = MUP un sous-groupe parabolique semi-standard deG et soit σ une repre´sentation
admissible de M(F ). Pour λ ∈ A∗M,C/iA
∨
M,F , introduisons la repre´sentation induite
πλ = Ind
G
P (σλ) de G(F ). Elle se re´alise naturellement dans un espace Vπλ de fonctions
e : G(F ) → Vσ se transformant a` gauche par P (F ) selon la formule usuelle. On de´finit
l’espace Vσ,P des fonctions e : K → Vσ telles que
- e(muk) = σ(m)e(k) pour tous m ∈M(F ) ∩K, u ∈ U(F ) ∩K, k ∈ K ;
- si F est non archime´dien, e est localement constante ;
- si F est archime´dien, e est lisse et K-finie.
Par l’homomorphisme Vπλ → Vσ,P de restriction a` K, πλ se re´alise dans Vσ,P pour tout
λ. Supposons σ irre´ductible et unitaire. Si λ ∈ iA∗M,F , πλ est unitaire. Plus pre´cise´ment,
πλ conserve le produit hermitien sur Vσ,P de´fini par
(e1, e2) =
∫
K
(e1(k), e2(k)) dk.
Revenons a` σ admissible et λ ∈ A∗M,C/iA
∨
M,F . Soit P
′ = MUP ′ ∈ P(M). Posons
π′λ = Ind
G
P ′(σλ). On de´finit l’ope´rateur d’entrelacement
JP ′|P (σλ) : Vσ,P → Vσ,P ′.
Modulo les isomorphismes
Vσ,P → Vπλ Vσ,P ′ → Vπ′λ
e 7→ eλ e′ 7→ e′λ,
il existe un re´el c tel que, pour Re(< λ, αˇ >) > c pour tout α ∈ ∆P , cet ope´rateur soit
donne´ par la formule
< ǫ, (JP ′|P (σλ)(e))λ(g) >=
∫
(UP (F )∩UP ′ (F ))\UP ′ (F )
< ǫ, eλ(ug) > du
pour tout e ∈ Vσ,P et tout ǫ ∈ Vσˇ, ou` σˇ est la contragre´diente de σ. Il se prolonge
me´romorphiquement a` tout A∗M,C/iA
∨
M,F . Les ope´rateurs d’entrelacement ve´rifient de
multiples proprie´te´s, cf. par exemple [A3] paragraphe 1.
Soit x ∈ G(F ). Posons M ′ = xMx−1, P ′ = xPx−1 et supposons M ′ semi-standard.
On note xσ la repre´sentation m′ 7→ σ(x−1m′x) de M ′(F ) dans Vσ. On note λ 7→ xλ
l’application deA∗M,C dansA
∗
M ′,C de´duite par fonctorialite´ de la conjugaison par x. Posons
π′xλ = Ind
G
P ′((xσ)xλ). On re´alise πλ et π
′
xλ dans leurs mode`les Vπλ et Vπ′xλ. Notons ∂P (x)
le jacobien de l’application adx : UP → UxPx−1 (en fait, on peut e´crire x = m
′k′ = km,
avec m′ ∈ M ′(F ), m ∈ M(F ), k, k′ ∈ K ; on a ∂P (x) = δP (m) = δP ′(m′)). De´finissons
l’ope´rateur
γ(x) : Vπλ → Vπ′xλ
par (γ(x)e)(g) = ∂P (x)
1/2e(x−1g). Il ve´rifie la relation γ(x) ◦ πλ(g) = π′xλ(g) ◦ γ(x).
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Supposons σ irre´ductible et unitaire et limitons-nous a` λ ∈ iA∗M,F . En identifiant Vπλ
a` Vσ,P et Vπ′xλ a` Vxσ,P ′ , ces espaces sont munis de produits hermitiens de´finis positifs pour
lesquels les repre´sentations πλ et π
′
xλ sont unitaires. Alors l’application γ(x) est unitaire.
On appliquera ces constructions a` des e´le´ments du groupe de WeylWG. Soit w ∈ WG.
On choisit un repre´sentant w˙ de w dans K. Le Levi M ′ = w(M) est semi-standard. Par
abus de notation, on pose simplement wσ = w˙σ et γ(w) = γ(w˙). Notons que γ(w),
vu comme un ope´rateur de Vσ,P dans Vwσ,w(P ), ne de´pend pas de λ. On pourra aussi
appliquer cette construction a` des quotients tels que WG/WM . On pourra ve´rifier que
nos formules ne de´pendent pas des choix des rele`vements w˙.
1.10 Ope´rateurs normalise´s
Soient M un Levi semi-standard et σ ∈ Πdisc(M(F )). Pour P ∈ P(M), l’ope´rateur
JP |P¯ (σλ) ◦ JP¯ |P (σλ) est une homothe´tie qui ne de´pend pas de P . On de´finit m
G(σλ)
comme le produit du degre´ formel d(σ) et de l’inverse du rapport de cette homothe´tie.
Remarquons qu’en vertu des relations de compatibilite´ de nos mesures,mG(σλ) ne de´pend
que des mesures sur G(F ) et AM(F ).
On introduit des ope´rateurs normalise´s RP ′|P (σλ) et des fonctions de normalisation
rP ′|P (σλ), pour P, P
′ ∈ P(M), comme en [A3] paragraphe 2. On a l’e´galite´ JP ′|P (σλ) =
rP ′|P (σλ)RP ′|P (σλ). Pour λ ∈ iA
∗
M,F , RP ′|P (σλ) est unitaire. On sait que, pour toute
racine re´duite α de AM , on peut de´finir une fonction rα(σλ) de sorte que
(1) rP ′|P (σλ) =
∏
α>P 0,α<P ′0
rα(σλ),
la notation signifiant que α parcourt les racines re´duites qui sont positives pour P et
ne´gatives pour P ′.
Il est utile de rappeler quelle est la forme des fonctions rα(σλ) dans le cas ou` F = R.
Fixons un sous-tore fondamental S de M . Son alge`bre de Lie s se de´compose de fac¸on
unique en une somme directe aM ⊕ sM stable par l’action galoisienne. On pose hM =
aM(R), h
M = isM(R), on de´finit l’alge`bre de Lie re´elle h = hM ⊕ hM et sa complexifie´e
hC. Remarquons que AM s’identifie a` hM . A la se´rie discre`te σ est associe´ un caracte`re
infinite´simal qui est une orbite dans ih∗ pour l’action du groupe de Weyl absolu de S.
Choisissons µσ dans cette orbite. On sait que la projection µ
M
σ de µσ sur ih
M,∗ appartient
a` un re´seau fixe de cet espace, plus pre´cise´ment a` un re´seau de (X∗(S) ⊗Z Q) ∩ ihM,∗.
Soit α une racine re´duite de AM . D’apre`s [A3] paragraphe 3, pour un choix convenable
du point µσ, la fonction rα(σλ) est produit d’une constante uniforme´ment borne´e (c’est-
a`-dire borne´e inde´pendamment de σ et λ), d’un nombre fini de fonctions
1
< µσ + λ, βˇ >
,
ou` βˇ est une coracine de S se restreignant a` hM en un multiple positif et non nul de αˇ,
et, e´ventuellement, d’une fonction
Γ(
< µσ + λ, βˇ > +N
2
)Γ(
< µσ + λ, βˇ > +N + 1
2
)−1
ou` βˇ est une coracine de S e´gale a` un multiple positif et non nul de αˇ et N ∈ {0, 1}.
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On utilisera les proprie´te´s suivantes, pour λ ∈ iA∗M,F .
(2) La fonction λ 7→ mG(λ) est re´gulie`re, a` croissance mode´re´e et a` valeurs positives
ou nulles.
Les premie`re et troisie`me proprie´te´s sont dues a` Harish-Chandra. La deuxie`me (qui ne
concerne que le cas ou` F est archime´dien) re´sulte de la formule explicite [A3] proposition
3.1.
(3) On a l’e´galite´ rP |P ′(σλ) = rP ′|P (σλ).
Cela re´sulte des relations d’adjonction ve´rifie´es tant par les ope´rateurs d’entrelace-
ment que par les ope´rateurs normalise´s.
(4) On a l’e´galite´ |rP¯ |P (σλ)|
2 = d(σ)mG(σλ)
−1.
Cela re´sulte de (3) et de la de´finition de mG(σλ).
(5) Pour P, P ′ ∈ P(M), la fonction
λ 7→ rP |P¯ (σλ)rP ′|P¯ ′(σλ)
−1
est re´gulie`re de valeur absolue 1. Si F est archime´dien, ses de´rive´es sont a` croissance
mode´re´e.
La premie`re assertion re´sulte de (4). Pour la seconde, on peut supposer F = R car
dans le cas ou` F = C, les fonctions de normalisation sont les meˆmes que pour le groupe
sur R de´duit de G par restriction des scalaires. La de´composition (1) nous rame`ne a`
conside´rer une fonction rα(σλ)r−α(σλ)
−1, ou encore, d’apre`s (3), rα(σλ)rα(σλ)
−1
. D’apre`s
ce que l’on a dit ci-dessus, une telle fonction est produit fini de termes
< µM , βˇ > − < µM + λ, βˇ >
< µM , βˇ > + < µM + λ, βˇ >
et e´ventuellement d’un terme
Γ(<µM+λ,βˇ>
2
)Γ(−<µM+λ,βˇ>+1
2
)
Γ(−<µM+λ,βˇ>
2
)Γ(<µM+λ,βˇ>+1
2
)
.
C’est un simple exercice de montrer que les de´rive´es de telles fonctions sont a` croissance
mode´re´e en λ.
(6) La fonction λ 7→ rP ′|P (σλ)−1 est re´gulie`re et a` croissance mode´re´e.
Par la de´composition (1), on peut supposer P ′ et P adjacents. Il y a alors un pa-
rabolique Q = LUQ ∈ F(M), qui est minimal parmi les paraboliques contenant stric-
tement M , de sorte que P, P ′ ⊂ Q et P ′ ∩ L = P ∩ L. Par les proprie´te´s habituelles,
rP ′|P (σλ) = r
L
P∩L|P∩L
(σλ). Alors la proprie´te´ cherche´e re´sulte de (2) et (4) applique´es au
groupe L.
(7) Pour quatre e´le´ments P1, P2, P3, P4 ∈ P(M), la fonction
λ 7→ mG(σλ)rP1|P2(σλ)rP3|P4(σλ)
est re´gulie`re et a` croissance mode´re´e.
On peut l’e´crire comme produit de
rP¯2|P1(σλ)
−1rP¯4|P3(σλ)
−1
et de
mG(σλ)rP¯2|P2(σλ)rP¯4|P4(σλ).
La premie`re fonction ve´rifie les proprie´te´s requises d’apre`s (6). La seconde est de valeur
absolue constante d’apre`s (4).
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1.11 R-groupes
Soient M un Levi semi-standard et σ une repre´sentation irre´ductible de M(F ) de la
se´rie discre`te. On note NG(σ) l’ensemble des couples (A, n) ou` A est un automorphisme
unitaire de Vσ et n ∈ NormG(F )(M) (le normalisateur de M dans G(F )) qui ve´rifient la
condition
A ◦ nσ(x) = σ(x) ◦ A
pour tout x ∈ M(F ). C’est un groupe pour le produit (A, n)(A′, n′) = (AA′, nn′). Il
y a un homomorphisme naturel M(F ) → NG(σ) qui, a` x ∈ M(F ), associe (σ(m), m).
L’image est un sous-groupe distingue´ de NG(σ). On note WG(σ) le quotient. On a une
suite exacte
(1) 1→ U→WG(σ)→ WG(σ)→ 1,
ou` U est le groupe des nombres complexes de module 1 et
WG(σ) = {w ∈ WG;w(M) =M,wσ ≃ σ}/WM .
Soit P ∈ P(M), posons π = IndGP (σ) que l’on re´alise dans l’espace naturel Vπ. Pour
(A, n) ∈ NG(σ), on de´finit l’automorphisme rP (A, n) de Vπ par rP (A, n) = RP |nPn−1(σ)◦
γ(n) ◦ A. Expliquons que A de´signe ici l’ope´rateur de´duit de A par fonctorialite´, c’est-
a`-dire celui qui, a` une fonction e : G(F )→ Vσ associe la fonction g 7→ Ae(g). On ve´rifie
que rP (A, n) est un entrelacement, c’est-a`-dire que
rP (A, n) ◦ π(g) = π(g) ◦ rP (A, n)
pour tout g ∈ G(F ). On ve´rifie que l’application rP ainsi de´finie est une repre´sentation
unitaire de NG(σ). Si on remplace P par un autre P ′ ∈ P(M), les repre´sentations rP et
rP ′ sont e´quivalentes : on a rP (A, n) ◦ RP |P ′(σ) = RP |P ′(σ) ◦ rP ′(A, n). Le sous-groupe
des (A, n) ∈ NG(σ) tels que rP (A, n) soit l’identite´ de Vπ est donc inde´pendant de P . Il
contient M(F ) (identifie´ comme ci-dessus a` un sous-groupe de NG(σ)). On note WG0 (σ)
le quotient de ce sous-groupe par M(F ). On pose
RG(σ) =WG(σ)/WG0 (σ).
Par la suite (1), WG0 (σ) s’identifie a` un sous-groupe distingue´ de W
G(σ). On pose
RG(σ) =WG(σ)/WG0 (σ). C’est le R-groupe de σ. On a une suite exacte
1→ U→ RG(σ)→ RG(σ)→ 1.
La repre´sentation rP se quotiente en une repre´sentation de RG(σ) telle que z ∈ U agisse
par l’homothe´tie de rapport z.
Dans la suite, toutes les repre´sentations de RG(σ) seront suppose´es ve´rifier
cette condition.
On note Irr(RG(σ)) l’ensemble des classes d’isomorphisme de repre´sentations irre´ductibles
de RG(σ). Le re´sultat principal de la the´orie du R-groupe est qu’il existe une bijection
ρ 7→ πρ de Irr(RG(σ)) sur l’ensemble des classes de repre´sentations irre´ductibles de
G(F ) qui sont des sous-repre´sentations de π, de sorte que la repre´sentation rP ⊗ π de
RG(σ)×G(F ) dans Vπ se de´compose en
(2) ⊕ρ∈Irr(RG(σ)) ρ⊗ πρ.
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Notons que la correspondance ρ 7→ πρ ne de´pend pas de P : si on remplace P par P
′,
l’ope´rateur RP |P ′(σ) entrelace les repre´sentations de R
G(σ)×G(F ) dans Vπ et dans Vπ′,
ou` π′ = IndGP ′(σ).
Harish-Chandra a de´crit les groupes WG0 (σ) et R
G(σ). Soit α une racine re´duite de
AM dans G. Il lui est associe´ un groupe de Levi Mα ∈ L(M) qui est minimal dans
L(M) − {M}. Suposons que la mesure de Plancherel mMα(σ) soit nulle. On montre
qu’alors WMα(M) a deux e´le´ments : l’identite´ et une syme´trie sα. L’ensemble des α
ve´rifiant les conditions ci-dessus forme un syste`me de racines et WG0 (σ) est le groupe de
Weyl de ce syste`me. En particulier, WG0 (σ) est engendre´ par ces syme´tries sα. Fixons un
ensemble de racines positives dans ce syste`me de racines. On peut identifier RG(σ) au
sous-ensemble des w ∈ WG(σ) qui conservent l’ensemble fixe´ de racines positives. On a
alors la de´composition
WG(σ) = WG0 (σ)⋊ R
G(σ).
Remarque. Les de´finitions ci-dessus de´pendent de choix d’ope´rateurs d’entrelace-
ment normalise´s. Si on change de choix, on obtient une nouvelle repre´sentation, notons-
la rP . On ve´rifie qu’il existe un caracte`re unitaire χ de W
G(σ), que l’on remonte en un
caracte`re de NG(σ), de sorte que rP (A, n) = χ(A, n)rP (A, n). On peut introduire l’au-
tomorphisme χ de NG(σ) qui a` (A, n) associe (χ(A, n)A, n). On a alors rP = rP ◦ χ. A
l’automorphisme χ pre`s, nos de´finitions sont donc inde´pendantes des choix d’ope´rateurs
normalise´s. En tout cas, dans la suite, ces choix sont fixe´s.
Soit λ ∈ iA∗G,F . L’application
NG(σ) → NG(σλ)
(A, n) 7→ (Ae<λ,HG(n)>, n)
est un isomorphisme. A cause de la torsion par e<λ,HG(n)>, cet isomorphisme est com-
patible avec les plongements de M(F ) dans les deux groupes NG(σ) et NG(σλ). Il se
quotiente en un isomorphisme R(σ) ≃ R(σλ) compatible avec l’identite´ R(σ) = R(σλ).
1.12 Coefficients
Rappelons qu’Harish-Chandra a de´fini une fonction Ξ sur G(F ). Elle ve´rifie les pro-
prie´te´s :
(1) la fonction Ξ est biinvariante par K.
(2) il existe d ∈ N tel que l’on ait les majorations
δ0(m)
−1/2 << Ξ(m) << δ0(m)
−1/2(1 + |H0(m)|)
d
pour tout m ∈M0(F )≥.
Soient P = MUP un sous-groupe parabolique semi-standard et σ ∈ Πdisc(M(F )).
Pour λ ∈ iA∗M,F , posons πλ = Ind
G
P (σλ), que l’on re´alise dans l’espace Vσ,P . Pour u, v ∈
Vσ,P , on de´finit une fonction coefficient sur G(F ) qui, a` g ∈ G(F ), associe le produit
scalaire (u, πλ(g)v). On a
(3) |(u, πλ(g)v)| << Ξ(g) pour tout g ∈ G(F ) et tout λ ∈ iA
∗
M,F ;
plus pre´cise´ment
(4)
∫
K
|(u(k), (πλ(g)v)(k))| dk << Ξ(g) pour tout g ∈ G(F ) et tout λ ∈ iA∗M,F .
Cela re´sulte de la preuve du lemme VI.2.2 de [W].
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Soit Q = LUQ un sous-groupe parabolique standard. Notons W
G(L|P ) = {s ∈
WG; s(M) ⊂ L, P0 ∩L ⊂ s(P )∩L}/WM . Rappelons que pour tout s dans cet ensemble,
on fixe un rele`vement de s dans K, que l’on note encore s. On pose Qs = (s(P ) ∩ L)UQ
et Q
s
= (s(P ) ∩ L)UQ¯. On introduit la repre´sentation π
L
sλ = Ind
L
s(P )∩L((sσ)sλ), que l’on
re´alise dans l’espace V Lsσ,s(P )∩L. Le terme
JQs|s(P )((sσ)sλ) ◦ γ(s)u
est une fonction sur K appartenant a` l’espace de la repre´sentation IndGQs((sσ)sλ). Sa
restriction a` K ∩L(F ) appartient a` V Lsσ,s(P )∩L. On note us(λ) cette restriction. De meˆme,
on note vs(λ) la restriction de
JQ
s
|s(P )((sσ)sλ) ◦ γ(s)v
a` K ∩ L(F ). Pour l ∈ L(F ), posons
E♭(l, λ) = γ(G|L)
−1
∑
s∈WG(L|P )
(us(λ), π
L
sλ(l)vs(λ)).
On appelle cette fonction le terme constant faible du coefficient (u, πλ(g)v).
Proposition. Soit ν > 0 un re´el. Il existe c > 0 et une fonction C sur iA∗M,F , lisse, a`
croissance mode´re´e et a` valeurs positives de sorte que l’on ait la majoration
|(u, πλ(m)v)− δQ(m)
−1/2E♭(m, λ)| ≤ C(λ)δQ(m)
−1/2ΞL(m)e−c|H0(m)|
pour tout λ ∈ iA∗M,F et tout m ∈M0(F )
≥ ve´rifiant la condition
< α,H0(m) >≥ ν|H0(m)|
pour tout α ∈ ∆0 −∆
Q
0 .
Cf. [A1] lemme 7.1 et [W] lemme VI.2.3 dans le cas non-archime´dien.
1.13 La formule de Plancherel
Cette formule exprime toute fonction K-finie f ∈ C∞c (G(F )) a` l’aide de ses actions
dans les repre´sentations induites unitaires de repre´sentations de la se´rie discre`te des Levi
de G (la condition que f est K-finie n’est une restriction que si F est archime´dien). Dans
la formule ci-dessous, pour tout Mdisc ∈ L(M0), on fixe un parabolique S ∈ P(Mdisc)
et, pour tout e´le´ment de Πdisc(Mdisc(F ))/iA∗Mdisc,F , on fixe un point-base σ dans cette
orbite. Alors, pour toute fonction K-finie f ∈ C∞c (G(F )) et tout g ∈ G(F ), on a l’e´galite´
f(g) =
∑
Mdisc∈L(M0)
|WMdisc||WG|−1
∑
σ∈Πdisc(Mdisc(F ))/iA
∗
Mdisc,F
|Stab(iA∗Mdisc,F , σ)|
−1
∫
iA∗Mdisc,F
mG(σλ)trace(Ind
G
S (σλ, g
−1)IndGS (σλ, f)) dλ.
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1.14 La formule du produit scalaire d’Arthur
Pour exprimer cette formule sous une forme suffisamment ge´ne´rale, on fixe un sous-
tore D ⊂ AG et un caracte`re unitaire ω de G(F ) dont la restriction a` D(F ) est triviale.
On adapte nos notations en notant par exemple AD0 l’orthogonal du sous-espace AD ⊂ A0
et HD, H
D les projections d’un e´le´ment H ∈ A0 sur AD et AD. On conside`re un e´le´ment
T ∈ A0 que l’on traite comme une variable. Mais on suppose qu’il reste dans un sous-
ensemble fixe de A0 de´fini par des relations
< α, T >> 0 pour tout α ∈ ∆0 ;
< α, T >> c⋆|T | pour tout α ∈ ∆0, ou` c⋆ > 0 est un re´el fixe´ ;
T ∈ AM0,F ⊗Z Q si F est non-archime´dien.
Remarquons que, dans un tel domaine, les fonctions |T | et < α, T >, pour α ∈ ∆0,
sont e´quivalentes. On note κT la fonction caracte´ristique de l’ensemble des g ∈ G(F ) tels
que φG(h0(g)− T ) = 1, cf. 1.1 pour la de´finition de h0(g).
Soient P = MUP et P
′ = M ′UP ′ deux sous-groupes paraboliques semi-standard et
soient σ ∈ Πdisc(M(F )), σ′ ∈ Πdisc(M ′(F )). On suppose que :
- les restrictions a` D(F ) des caracte`res centraux de σ et σ′ co¨ıncident.
Fixons u, v ∈ Vσ,P et u′, v′ ∈ Vσ′,P ′. Pour λ ∈ iA∗M,F et λ
′ ∈ iA∗M ′,F tels que λD−λ
′
D ∈
iA∨D,F , posons πλ = Ind
G
P (σλ) et π
′
λ′ = Ind
G
P ′(σ
′
λ′). Pour X ∈ AG,F , notons G(F ;X)
l’ensemble des g ∈ G(F ) tels que HG(g) = X . On munit cet ensemble d’une mesure de
sorte que l’on ait l’e´galite´∫
G(F )
f(g) dg =
∫
AG,F
∫
G(F ;X)
f(g) dg dX
pour toute f ∈ C∞c (G(F )). On note D(F )c = Ker(HG) ∩ D(F ). On munit ce groupe
d’une mesure de Haar, et l’ensemble D(F )c\G(F ;X) de la mesure quotient. Remarquons
que D(F )c\G(F ;X) = D(F )\D(F )G(F ;X), ce dernier quotient est donc muni d’une
mesure.
Posons
ωT (X ;λ, λ′) =
∫
D(F )\D(F )G(F ;X)
(v, πλ(g)u)(π
′
λ′(g)v
′, u′)ω(g)κT (g) dg.
Cette expression ne de´pend que de la classe X +AD,F .
La formule d’Arthur calcule une valeur approche´e de ωT (X ;λ, λ′). Rappelons ce
re´sultat.
Soit S = MSUS un sous-groupe parabolique standard. Notons W
G(MS|M) = {s ∈
WG; s(M) =MS}/W
M . On de´finit de meˆme WG(MS|M
′). Soient s ∈ WG(MS|M), s
′ ∈
WG(MS|M ′), k, k′ ∈ K. De´finissons les e´le´ments us(k′, λ), vs(k, λ) ∈ Vσ et u′s′(k, λ
′), v′s′(k
′, λ′) ∈
Vσ′ par les formules suivantes
us(k
′, λ) = (JS¯|s(P )((sσ)sλ) ◦ γ(s)u)(k
′),
vs(k, λ) = (JS|s(P )((sσ)sλ) ◦ γ(s)v)(k),
u′s′(k, λ
′) = (JS|s′(P ′)((s
′σ′)s′λ′) ◦ γ(s
′)u′)(k),
v′s′(k
′, λ′) = (JS¯|s′(P ′)((s
′σ′)s′λ′) ◦ γ(s
′)v′)(k′).
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On rappelle que les termes entre parenthe`ses sont des fonctions sur K ; cela a donc
un sens de les e´valuer en k ou k′. Pour des e´le´ments ǫ, η ∈ Vσ et ǫ′, η′ ∈ Vσ′ , et pour
Λ ∈ A∗MS ,C tel que ΛD ∈ iA
∨
D,F , posons
rTS,s,s′(X ; ǫ, η, ǫ
′, η′; Λ) =
∫
D(F )\D(F )MGS (F ;X)
(η, sσ(x)ǫ)(s′σ′(x)η′, ǫ′)
φGS (H0(x)− T )e
<Λ,H0(x)>ω(x) dx,
ou` MGS (F ;X) =MS(F )∩G(F ;X) et la mesure est de´finie de fac¸on analogue a` celle sur
D(F )\D(F )G(F ;X). Cette inte´grale est absolument convergente si Re < Λ, αˇ >> 0 pour
tout α ∈ ∆S et se prolonge en une fonction me´romorphe de´finie pour tout Λ ∈ A∗MS ,C
tel que ΛD ∈ iA∨D,F . Posons
rTS,s,s′(X ;λ, λ
′; Λ) =
∫
K×K
ω(k′k−1)
rTS,s,s′(X, us(k
′, λ), vs(k, λ), u
′
s′(k, λ
′), v′s′(k
′, λ′); Λ) dk dk′.
Pour des points λ et λ′ ou` les ope´rateurs d’entrelacement intervenant ci-dessus n’ont pas
de poˆles, cette expression est holomorphe au point Λ = sλ− s′λ′. On pose
rT (X ;λ, λ′) =
∑
S;P0⊂S
∑
s∈WG(MS |M),s′∈WG(MS |M ′)
rTS,s,s′(X ;λ, λ
′; sλ− s′λ′).
On obtient ainsi une fonction me´romorphe en λ et λ′.
The´ore`me (Arthur). Il existe c > 0 et une fonction lisse et a` croissance mode´re´e C
sur iA∗M,F × iA
∗
M ′,F , a` valeurs positives, de sorte que, pour tous λ ∈ iA
∗
M,F , λ
′ ∈ iA∗M ′,F
pour tous X , T , u, v, u′, v′, on ait la majoration
|ωT (X ;λ, λ′)− rT (X ;λ, λ′)| ≤ mG(σλ)
−1/2mG(σλ′)
−1/2C(λ, λ′)e−c|T ||u||v||u′||v′|.
On peut exprimer plus explicitement le terme rTS,s,t(X ;λ, λ
′; Λ). Commenc¸ons par
calculer rTS,s,s′(X ; ǫ, η, ǫ
′, η′; Λ). Pour simplifier les notations, on fixe ǫ, η, ǫ′, η′. Pour Y ∈
AMS ,F , posons
rS,s,s′(Y ) =
∫
D(F )\D(F )MS(F ;Y )
(η, sσ(x)ǫ)(s′σ′(x)η′, ǫ′)ω(x) dx,
ou` MS(F ; Y ) = {x ∈MS(F );HMS(x) = Y }. Posons comme en 1.6
AGMS ,F (X) = {Y ∈ AMS,F ; YG = X}.
On a les e´galite´s
rTS,s,s′(X ; ǫ, η, ǫ
′, η′; Λ) =
∫
(AGMS,F
(X)+AD,F )/AD,F
φGS (Y − T )e
<Λ,Y >rS,s,s′(Y ) dY
=
∫
AGMS,F
(X)
φGS (Y − T )e
<Λ,Y >rS,s,s′(Y ) dY.
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Notons ωσ et ωσ′ les caracte`res centraux de σ et σ
′. Il est clair que, pour Y ∈ AMS ,F ,
rS,s,s′(Y ) = 0 si la restriction de s(ωσ)s
′(ωσ′)
−1ω a` AMS(F )c est non triviale. Supposons
cette condition ve´rifie´e. Il existe alors un e´le´ment Λs,s′ ∈ iA∗MS tel que
(s(ωσ)s
′(ωσ′)
−1ω)(a) = e<Λs,s′ ,HMS (a)>
pour tout a ∈ AMS(F ). Cet e´le´ment est uniquement de´termine´ modulo iA
∨
AMS ,F
et ve´rifie
(Λs,s′)D ∈ iA∨D,F . La fonction
Y 7→ e−<Λs,s′ ,Y >rS,s,s′(Y )
ne de´pend que de la classe Y + AAMS ,F . L’ensemble AMS(F )MS(F ; Y ) est ouvert dans
MS(F ) et donc muni d’une mesure. On ve´rifie que, pour une fonction f sur le quotient
AMS(F )\AMS(F )MS(F ; Y ), on a la formule d’inte´gration∫
D(F )\D(F )MS(F ;Y )
f(x) dx = C
∫
AMS (F )\AMS (F )MS(F ;Y )
f(x) dx,
ou`
C = mes(D(F )c)
−1mes(iA∗MS ,F )
−1[AMS ,F : AAMS ,F ].
De ces conside´rations re´sulte l’e´galite´
e−<Λs,s′ ,Y >rS,s,s′(Y ) =
C
∫
AMS (F )\AMS (F )MS(F ;Y )
(η, sσ(x)ǫ)(s′σ′(x)η′, ǫ′)ω(x)e−<Λs,s′ ,HMS (x)> dx.
Pour µ ∈ iA∨AMS ,F
/iA∨MS ,F , posons
rTS,s,s′(µ) =
∑
Y ∈AMS,F /AAMS ,F
e−<Λs,s′+µ,Y >rTS,s,s′(Y ).
Par inversion de Fourier, on a l’e´galite´
(1) rS,s,s′(Y ) = [AMS ,F : AAMS ,F ]
−1
∑
µ∈iA∨AMS ,F
/iA∨MS,F
e<Λs,s′+µ,Y >rTS,s,s′(µ).
L’e´galite´ s(M) = MS entraˆıne mes(iA∗MS ,F ) = mes(iA
∗
M,F ). D’autre part, on a
rTS,s,s′(µ) = C
∫
AMS (F )\MS(F )
(η, sσ(x)ǫ)(s′σ′(x)η′, ǫ′)e−<Λs,s′+µ,HMS (x)>ω(x) dx.
Cette dernie`re expression est le produit scalaire de deux coefficients de repre´sentations de
la se´rie discre`te. Il est nul si la repre´sentation s′σ′ n’est pas e´quivalente a` la repre´sentation
(ωsσ)−Λs,s′−µ, autrement dit si Λs,s′ + µ 6∈ [s
′σ′, ωsσ]. Soit ν ∈ [s′σ′, ωsσ]. Introduisons
un isomorphisme unitaire Aν : Vσ → Vσ′ tel que (s′σ′)(x)◦Aν = ω(x)Aν ◦ (sσ)−ν(x) pour
tout x ∈ M ′(F ). Alors
rTS,s,s′(ν − Λs,s′) = Cd(σ)
−1(Aνη, ǫ
′)(η′, Aνǫ).
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La formule (1) se re´crit
rS,s,s′(Y ) = mes(D(F )c)
−1mes(iA∗M,F )
−1d(σ)−1
∑
ν∈[s′σ′,ωsσ]
e<ν,Y >(Aνη, ǫ
′)(η′, Aνǫ).
On a de´fini ǫG,TS (X ; Λ) en 1.6. On obtient finalement
rTS,s,s′(X ; ǫ, η, ǫ
′, η′; Λ) = mes(D(F )c)
−1mes(iA∗M,F )
−1d(σ)−1
∑
ν∈[s′σ′,ωsσ]
(Aνη, ǫ
′)(η′, Aνǫ)ǫ
G,T
S (X ; Λ + ν).
Pour calculer rTS,s,s′(X ;λ, λ
′; Λ), on doit remplacer ǫ, η, ǫ′, η′ par us(k
′, λ), vs(k, λ),
u′s′(k, λ
′), v′s′(k
′, λ′), multiplier par ω(k′k−1) puis inte´grer en k, k′ ∈ K. Il apparaˆıt des
inte´grales ∫
K
(v′s′(k
′, λ′), Aνus(k
′, λ))ω(k′) dk′,
∫
K
(Aνvs(k, λ), u
′
s′(k, λ
′))ω(k)−1 dk.
Conside´rons la premie`re, la seconde e´tant analogue. L’ope´rateur Aν de´finit par fonc-
torialite´ un ope´rateur de Vsσ,S¯ dans Vω−1s′σ′,S¯, que nous notons encore Aν . Notons ω
l’ope´rateur qui, a` une fonction f sur K, associe la fonction k 7→ ω(k)f(k). Alors ω ◦ Aν
envoie Vsσ,S¯ dans Vs′σ′,S¯. L’inte´grale ci-dessus se re´crit∫
K
((JS¯|s′(P ′)((s
′σ′)s′λ′) ◦ γ(s
′)v′)(k′), (ω ◦ Aν ◦ JS¯|s(P )((sσ)sλ) ◦ γ(s)u)(k
′)) dk′.
Par de´finition du produit scalaire dans Vs′σ′,S¯, ce n’est autre que
(JS¯|s′(P ′)((s
′σ′)s′λ′) ◦ γ(s
′)v′, ω ◦ Aν ◦ JS¯|s(P )((sσ)sλ) ◦ γ(s)u).
On obtient alors
(2) rTS,s,s′(X ;λ, λ
′; Λ) = mes(D(F )c)
−1mes(iA∗M,F )
−1d(σ)−1
∑
ν∈[s′σ′,ωsσ]
(JS¯|s′(P ′)((s
′σ′)s′λ′) ◦ γ(s
′)v′, ω ◦ Aν ◦ JS¯|s(P )((sσ)sλ) ◦ γ(s)u)
(ω ◦ Aν ◦ JS|s(P )((sσ)sλ) ◦ γ(s)v, JS|s′(P ′)((s
′σ′)s′λ′) ◦ γ(s
′)u′)ǫG,TS (X ; Λ + ν).
2 Espaces tordus
2.1 Notations
Soit G˜ un espace tordu sous G. Rappelons qu’un tel espace est une varie´te´ alge´brique
sur F munie d’actions alge´briques de G a` droite et a` gauche
G× G˜×G → G˜
(g, γ, g′) 7→ gγg′
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pour chacune desquelles G˜ est un espace principal homoge`ne. On impose la condition
(1) G˜(F ) 6= ∅.
Pour γ ∈ G˜, on note adγ l’automorphisme de G tel que γg = adγ(g)γ pour tout
g ∈ G. Il arrive que adγ induise sur certains objets des automorphismes inde´pendants de
γ. On note alors θ ces automorphismes. Par exemple, G˜ de´termine un automorphisme θ
de ZG ou de AG. On impose la condition
(2) l’automorphisme θ de ZG est d’ordre fini.
Remarque. Les hypothe`ses (1) et (2) impliquent qu’il existe un groupe alge´brique
non connexe G+ de´fini sur F , de composante neutre G, tel que G˜ s’identifie a` une
composante connexe de G+, cf. [L] paragraphe 3.4. Cela nous permet d’utiliser pour
notre espace G˜ les re´sultats de´montre´s dans la litte´rature pour les groupes non connexes.
Il est ne´anmoins tre`s probable que ces re´sultats restent vrais sous une hypothe`se plus
faible que (2).
On note AG˜ le sous-tore de AG tel que X∗(AG˜) = X∗(AG)
θ, l’exposant signifiant selon
l’usage l’ensemble des invariants par θ. On pose AG˜ = X∗(AG˜)⊗Z R = A
θ
G. On note aG˜
la dimension de AG˜. On note HG˜ : G(F ) → AG˜ la compose´e de HG et de la projection
orthogonale de AG sur AG˜. On note AG˜,F l’image de G(F ) par l’application HG˜.
Soit (P,M) une paire parabolique de G. Notons P˜ le normalisateur de P dans G˜,
c’est-a`-dire l’ensemble des γ ∈ G˜ tels que adγ conserve P . Notons M˜ le normalisateur
commun de P et M dans G˜. Si P˜ n’est pas vide, les ensembles M˜ , P˜ (F ), M˜(F ) ne le
sont pas non plus. On dit alors que P˜ est un espace parabolique et M˜ est un espace de
Levi. Dans le cas de la paire minimale (P0,M0), il est toujours vrai que P˜0 n’est pas vide.
Soit γ0 ∈ M˜0(F ). Un sous-groupe parabolique standard P donne naissance a` un espace
parabolique P˜ si et seulement si adγ0(P ) = P . On peut supposer et on suppose que la
forme quadratique fixe´e sur A0 est invariante par l’automorphisme de´duit de adγ0 par
fonctorialite´.
On adopte pour les espaces de Levi et les espaces paraboliques des notations similaires
a` celles introduites pour les groupes. Par exemple, on note P(M˜) l’ensemble des espaces
paraboliques de composante de Levi M˜ . Ou bien, pour H ∈ AM , on note HM˜ et H
M˜ ses
projections sur l’espace AM˜ , resp. sur son orthogonal A
M˜
M dans AM . On munit les espaces
AM˜ , iA
∗
M˜
et le groupe AM˜(F ) de mesures de Haar ve´rifiant des conditions similaires a`
celles de 1.2.
Soient L un Levi de G et γ ∈ G˜(F ) tel que adγ(L) = L. Notons θ l’automorphisme
de AL de´duit fonctoriellement de adγ. Posons AθL = {H ∈ AL; θH = H}. Notons M le
plus grand Levi contenant L tel que AθL ⊂ AM . Posons M˜ = Mγ. On a
(3) l’ensemble M˜ est un ensemble de Levi ;
(4) on a l’e´galite´ AθL = AM˜ ;
(5) l’ensemble des espaces paraboliques P˜ tels que L ⊂ P et adγ(P ) = P est e´gal a`
F(M˜).
Preuve. Notons T le sous-tore de AL tel que X∗(T ) = X∗(AL)∩AθL. Le Levi M est le
commutant de ce tore dans G. Par de´finition de T et θ, adγ fixe tout point de T . Donc M˜
est le commutant de T dans G˜ (c’est-a`-dire l’ensemble des γ′ ∈ G˜ tels que adγ′ fixe tout
point de T ). On sait qu’un tel commutant est un espace de Levi, pourvu qu’il ne soit pas
vide. Cette dernie`re condition est ve´rifie´e. D’ou` (1). Evidemment T est inclus dans AM˜ ,
donc AθL ⊂ AM˜ . Inversement, un e´le´ment H ∈ AM˜ appartient a` AM donc aussi a` AL.
Puisque γ ∈ M˜ , on a aussi θH = H , donc H ∈ AθL. Cela prouve (2). Soit P˜ = M˜PUP
un espace parabolique tel que L ⊂ MP et adγ(P ) = P . Puisque adγ conserve L et que
MP est l’unique composante de Levi de P contenant L, on a aussi adγ(MP ) = MP . Donc
31
M˜P = MPγ. Alors AM˜P est un sous-espace de AL sur lequel θ agit trivialement. D’ou`
AM˜P ⊂ A
θ
L = AM˜ . D’ou` M˜ ⊂ M˜P , ce qui e´quivaut a` P˜ ∈ F(M˜). La re´ciproque est
claire. 
On a fixe´ une paire parabolique minimale (P0,M0) et un groupe compact maximal
K. On a
(6) si F est archime´dien, il existe γ0 ∈ M˜0(F ) tel que adγ0 conserve la composante
neutre de K.
Cf. [DM] lemme 1.
2.2 De´finitions combinatoires
Soit P˜ = M˜U un espace parabolique tel que M0 ⊂ M . Pour α ∈ ∆P , on note α˜ la
restriction de α a` AM˜ . On note ∆P˜ l’ensemble de ces α˜ pour α ∈ ∆P . Si on fixe γ ∈ M˜ ,
l’automorphisme adγ de´finit par fonctorialite´ une permutation de ∆P inde´pendante de γ,
que l’on peut noter θ. Alors ∆P˜ s’identifie a` l’ensemble des orbites dans ∆P pour l’action
du groupe de permutations engendre´ par θ. Pour α ∈ ∆P , on note ̟α˜ la restriction de
̟α a` AM˜ . Cette restriction ne de´pend en effet que de la restriction α˜ de α. Les ensembles
∆P˜ et {̟α˜; α˜ ∈ ∆P˜} sont des bases de A
G˜,∗
M˜
.
Soient P˜ = M˜UP ⊂ Q˜ = L˜UQ deux espaces paraboliques tels queM0 ⊂M . On de´finit
naturellement le sous-ensemble ∆Q˜
P˜
⊂ ∆P˜ . On de´finit les fonctions τ
Q˜
P˜
, τˆ Q˜
P˜
, φQ˜
P˜
, δQ˜
P˜
sur
AM˜ et Γ
Q˜
P˜
sur AM˜ ×AM˜ en remplac¸ant α par α˜ et ̟α par ̟α˜ dans les de´finitions de 1.3.
On de´finit aussi la notion de famille de points (G˜, M˜)-orthogonale. Pour une telle famille
Y , on de´finit la fonction ΓQ˜
M˜
(.,Y). Toutes les relations e´nonce´es dans le paragraphe 1.3
restent valables pour ces nouvelles fonctions. Evidemment, toutes ces fonctions peuvent
eˆtre conside´re´es comme des fonctions sur AM ou meˆme sur A0, par composition avec la
projection orthogonale sur AM˜ .
Soient maintenant Q = LUQ ⊂ R deux sous-groupes paraboliques tels que M0 ⊂ L
et soit P˜ = M˜UP un espace parabolique tel que Q ⊂ P ⊂ R. Notons σ˜RQ la fonction
caracte´ristique du sous-ensemble des H ∈ AL qui ve´rifient les conditions suivantes :
< α,H >> 0 pour tout α ∈ ∆RQ ;
< α,H >≤ 0 pour tout α ∈ ∆Q −∆RQ ;
< ̟α˜, HM˜ >> 0 pour tout α˜ ∈ ∆P˜ .
On de´montre que cette fonction ne de´pend pas de P˜ ve´rifiant les conditions ci-dessus,
cf. [LW] lemme 2.10.3. Soulignons que cette fonction n’est de´finie que s’il existe au moins
un P˜ ve´rifiant ces conditions. Pour un sous-groupe parabolique Q = LUQ et un espace
parabolique P˜ tel que Q ⊂ P , on a l’e´galite´
(1) τPQ (H)τˆP˜ (H) =
∑
R;P⊂R σ˜
R
Q(H) pour tout H ∈ AL,
cf. [LW] lemme 2.10.5.
2.3 (G˜, M˜)-familles
Les de´finitions et re´sultats des paragraphes 1.4 a` 1.8 s’adaptent aux espaces tor-
dus. Pour un espace de Levi M˜ , on de´finit une notion de (G˜, M˜)-famille : c’est une
famille (ϕ(Λ, P˜ ))P˜∈P(M˜) ou` Λ 7→ ϕ(Λ, P˜ ) est une fonction C
∞ sur iA∗
M˜
; pour deux
espaces paraboliques adjacents P˜ et P˜ ′, les fonctions ϕ(Λ, P˜ ) et ϕ(Λ, P˜ ′) se recollent
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sur le mur se´parant les chambres positives associe´es aux deux espaces paraboliques.
Pour une telle famille, on de´finit la fonction ϕG˜
M˜
(Λ). Pour X ∈ AG˜,F et pour une fa-
mille (G˜, M˜)-orthogonale Y , on de´finit la fonction ϕG˜,Y
M˜
(X ; Λ). Ces fonctions ve´rifient les
meˆmes proprie´te´s que dans le cas non tordu.
Conside´rons un Levi L contenu dans M˜ . Soit (ϕ(Λ, Q))Q∈P(L) une (G,L)-famille. Pour
P˜ ∈ P(M˜), choisissons Q ∈ P(L) tel que Q ⊂ P . La restriction de Λ 7→ ϕ(Λ, Q) a` iA∗
M˜
ne de´pend pas du choix de Q. On la note ϕ(Λ, P˜ ). Alors la famille (ϕ(Λ, P˜ ))P˜∈P(M˜) est
une (G˜, M˜)-famille.
2.4 Une construction auxiliaire
Pour un caracte`re µ de G(F ) et pour γ ∈ G˜(F ), le caracte`re µ ◦ adγ ne de´pend pas
de γ, on le note µ ◦ θ. On note µ ◦ (1 − θ) le caracte`re µ(µ ◦ θ)−1. Dans la suite, on
conside´rera un caracte`re unitaire ω de G(F ) dont la restriction a` ZG(F )
θ est triviale.
Certains aspects de la the´orie se simplifient quand ce caracte`re est de la forme µ◦(1−θ).
Ce n’est pas toujours le cas mais nous allons voir que l’on peut se ramener a` ce cas en
effectuant des extensions.
Soient (G′, G˜′) un couple ve´rifiant les meˆmes hypothe`ses que notre couple (G, G˜). Soit
p : G′ → G un homomorphisme de groupes alge´briques et p˜ : G˜′ → G˜ un homomorphisme
de varie´te´s alge´briques (tous deux de´finis sur F ). On dit que (p, p˜) est un homomorphisme
d’espaces tordus si et seulement si on a l’e´galite´
p˜(x′γ′y′) = p(x′)p˜(γ′)p(y′)
pour tous γ′ ∈ G˜′ et x′, y′ ∈ G′.
Proposition. Soit ω un caracte`re unitaire de G(F ) dont la restriction a` ZG(F )
θ est
triviale. Il existe un espace tordu (G′, G˜′) ve´rifiant les hypothe`ses (1) et (2) de 2.1, et
un homomorphisme d’espaces tordus (p, p˜) : (G′, G˜′) → (G, G˜) ve´rifiant les conditions
suivantes :
(i) l’homomorphisme p s’inse`re dans une suite exacte
1→ C → G′
p
→ G→ 1
ou` C est un sous-tore central de G′ ;
(ii) pour toute extension F ′ de F , l’homomorphisme p : G′(F ′)→ G(F ′) est surjectif ;
(iii) il existe un caracte`re unitaire µ′ de G′(F ) tel que ω ◦ p = µ′ ◦ (1− θ′) (en notant
θ′ l’analogue de θ pour (G′, G˜′)).
Preuve. On commence par montrer
(1) il existe (G′, G˜′) ve´rifiant (i) et (ii) et tel que le groupe de´rive´ de G′ soit simplement
connexe.
C’est une simple adaptation de la the´orie des z-extensions. Fixons γ ∈ G˜(F ), posons
θ = adγ . Notons GSC le reveˆtement simplement connexe du groupe de´rive´ de G. On sait
que l’on a un isomorphisme
(GSC × Z
0
G)/Ξ ≃ G,
ou` Ξ est un sous-goupe abe´lien fini de GSC × Z0G. L’automorphisme θ se rele`ve en un
automorphisme de GSC , donc aussi en un automorphisme de GSC × Z
0
G qui pre´serve
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Ξ. On note tous ces automorphismes θ. Fixons une cloˆture alge´brique F¯ de F , posons
ΓF = Gal(F¯ /F ). Fixons une extension galoisienne finie F
′ de F telle que ΓF ′ agisse
trivialement sur Ξ. Notons Ξˆ le groupe Hom(Ξ, F¯×) des caracte`res alge´briques de Ξ et
Z[Ξˆ] le Z-module libre de base Ξˆ. Pour plus de clarte´, si µ ∈ Ξˆ, on note µ l’e´le´ment de base
de Z[Ξˆ]. Le module Z[Ξˆ] est muni d’une action de ΓF triviale sur ΓF ′. Notons Λ l’ensemble
des fonctions f : ΓF ′\ΓF → Z[Ξˆ]. On le munit de l’action galoisienne par translations a`
droite. On note C le tore sur F tel que X∗(C) = Λ, muni de cette action galoisienne.
Par ailleurs θ se transporte en une permutation de Ξˆ, puis en un automorphisme de
Z[Ξˆ], puis en un automorphisme de Λ (par action sur l’espace d’arrive´e), enfin en un
automorphisme θC de C. Il est clair que θC est de´fini sur F . On de´finit deux applications
Ξ→ Z[Ξˆ]⊗Z F¯
×
Z[Ξˆ]⊗Z F¯
× → C.
La premie`re envoie ξ ∈ Ξ sur
∑
µ∈Ξˆ µ ⊗ µ(ξ). La seconde est de´duite de l’application
Z[Ξˆ] → Λ qui a` x ∈ Z[Ξˆ] associe la fonction f de´finie par f(σ) = σx. Notons ι : Ξ →
C la compose´e des deux applications. Elle est injective, e´quivariante pour les actions
galoisiennes et ve´rifie ι ◦ θ = θC ◦ ι. Posons
G′ = (GSC × Z
0
G × C)/{(ξ, ι(ξ)); ξ ∈ Ξ}.
On a bien la suite exacte
1→ C → G′
p
→ G→ 1.
La condition (ii) est ve´rifie´e parce que C est un tore induit, donc H1(ΓF ′, C) = 0 pour
toute extension F ′ de F . Enfin, le groupe de´rive´ de G′ est simplement connexe parce que
l’homomorphisme naturel GSC → G
′ est injectif. Le produit des automorphismes θ de
GSC ×Z0G et θC de C se descend en un automorphisme θ
′ de G′. Sa restriction a` ZG′ est
d’ordre fini. On introduit une varie´te´ G˜′ muni d’un isomorphisme de´fini sur F de G′ sur
G˜′. On note g 7→ gθ′ cet isomorphisme. On de´finit les actions a` gauche et a` droite de
G′ sur G˜′ par (x, gθ, y) 7→ xgθ′(y)θ′. On de´finit p˜ : G˜′ → G˜ par p˜(gθ′) = gγ. Le couple
(p, p˜) est un homomorphisme d’espaces tordus. Cela prouve (1).
On montre ensuite
(2) les assertions de la proposition sont ve´rifie´es si le groupe de´rive´ de G est simple-
ment connexe.
On fixe de nouveau γ ∈ G˜(F ) et on en de´duit un automorphisme θ de G. On introduit
le tore D = Z0G/(ZGSC ∩ Z
0
G). On a la suite exacte
1→ GSC → G
d
→ D → 1,
d’ou`
1→ GSC(F )→ G(F )
d
→ D(F ).
De θ se de´duit un automorphisme encore note´ θ de D. Tout caracte`re de GSC(F ) e´tant
trivial, ω se factorise en un caracte`re du quotient GSC(F )\G(F ), que l’on peut prolonger
en un caracte`re de D(F ). On note ωD ce prolongement. Notons Z
θ,0
G et D
θ,0 les compo-
santes neutres des sous-groupes de points fixes par θ dans ZG et D. L’homomorphisme
Zθ,0G → D
θ,0 est surjectif, donc d(Zθ,0G (F )) est d’indice fini dans D
θ,0(F ). Par hypothe`se,
ω est trivial sur ZG(F )
θ, a fortiori sur Zθ,0G (F ). Donc la restriction de ωD a` D
θ,0(F ) est
d’ordre fini. Notons n1 l’ordre de ωD, n2 celui de l’automorphisme θ de D et posons
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N = n1n2. Si N = 1, on a D = D
θ,0 puis ω = 1. On prend G′ = G, G˜′ = G˜ et c’est
termine´. Supposons N > 1. Posons
C = {(x1, ..., xN) ∈ D
N ;
∏
i=1,...,N
θiDxi = 1}.
C’est un tore isomorphe a` DN−1. Posons G′ = G× C. L’extension
1→ C → G′
p
→ G→ 1
ve´rifie les conditions (i) et (ii). De´finissons un automorphisme θ′ de G′ par
θ′(g, x1, ..., xN) = (θ(g), d(g)xN , x1, ..., xN−2, d ◦ θ(g
−1)xN−1).
On ve´rifie que
(θ′)N(g, x1, ..., xN ) = (θ
N(g), x1, ..., xN).
Il en re´sulte que la restriction de θ′ a` ZG′ est d’ordre fini. On de´finit l’espace tordu G˜
′ et
l’application p˜ comme dans la preuve de (1). De´finissons un caracte`re µ′ de G′(F ) par
µ′(g, x1, ..., xN ) =
∏
i=1,...,N−1
∏
j=0,...,i−1
ω−1D ◦ θ
j(xi).
On calcule
µ′ ◦ (1− θ′)(g, x1, ..., xN) = ω
−1
D (x1x
−1
N d(g)
−1)
∏
i=2,...,N−1
∏
j=0,...,i−1
ω−1D ◦ θ
j(xix
−1
i−1)
= ωD ◦d(g)ωD(x
−1
1 xN )
( ∏
i=2,...,N−1
∏
j=0,...,i−1
ω−1D ◦ θ
j(xi)
)( ∏
i=1,...,N−2
∏
j=0,...,i
ω−1D ◦ θ
j(x−1i )
)
= ω(g)ωD(xN )
( ∏
i=1,...,N−2
ωD ◦ θ
i(xi)
) ∏
j=0,...,N−2
ω−1D ◦ θ
j(xN−1).
On utilise la relation
xN =
∏
i=1,...,N−1
θi(x−1i )
et on obtient
µ′ ◦ (1− θ′)(g, x1, ..., xN) = ω(g)
∏
j=0,...,N−1
ω−1D ◦ θ
j(xN−1).
L’application x 7→
∏
j=0,...,n2−1
θj(x) envoie D dans Dθ,0, donc D(F ) dans Dθ,0(F ). Donc,
pour tout x ∈ D(F ),
∏
j=0,...,N−1 θ
j(x) est la puissance n1-ie`me d’un e´le´ment de D
θ,0(F ).
Il en re´sulte que ∏
j=0,...,N−1
ωD ◦ θ
j(x) = 1
pour tout x ∈ D(F ). L’e´galite´ ci-dessus devient
µ′ ◦ (1− θ′)(g, x1, ..., xN ) = ω(g),
comme on le voulait. Cela prouve (2).
Dans le cas ge´ne´ral, on commence par construire un couple ve´rifiant (1). On affecte
les objets relatifs a` ce couple d’un indice 1 : G′1, G˜
′
1, p1, p˜1. On applique (2) a` ce couple
et au caracte`re ω ◦ p1. On obtient des objets G
′, G˜′, µ′ et des applications p2 : G
′ → G′1,
p˜2 : G˜
′ → G˜′1. On pose p = p1 ◦ p2, p˜ = p˜1 ◦ p˜2 et on note C l’image re´ciproque de C1
dans G′. Il est clair que les objets G′, G˜′, C, p et p˜ ve´rifient les conditions de l’e´nonce´. 
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2.5 Repre´sentations
Soit ω un caracte`re unitaire de G(F ). On suppose que sa restriction a` ZG(F )
θ
est triviale. On appelle ω-repre´sentation lisse de G˜(F ) un couple (π, π˜), ou` π est une
repre´sentation lisse de G(F ) dans un espace Vπ et π˜ est une application de G˜(F ) dans
le groupe des automorphismes de Vπ telle que π˜(gγg
′) = π(g)π˜(γ)π(g′)ω(g′) pour tous
g, g′ ∈ G(F ) et γ ∈ G˜(F ).
Remarque. Dans le cas ou` F est archime´dien, il faudrait distinguer, comme on l’a
dit en 1.9, l’espace de la repre´sentation et son sous-espace Vπ des vecteurs K-finis.
En pratique, on parlera plutoˆt de la ω-repre´sentation π˜, en occultant la repre´sentation
π sous-jacente. Pour une ω-repre´sentation lisse π˜ et pour z ∈ C×, on de´finit zπ˜ par
(zπ˜)(γ) = zπ˜(γ).
Variante. On dira que π˜ est unitaire s’il existe un produit hermitien de´fini positif
sur Vπ tel que π˜(γ) soit un ope´rateur unitaire pour tout γ ∈ G˜(F ). Notons U le groupe
des nombres complexes de module 1. Pour une ω-repre´sentation lisse unitaire π˜ et pour
z ∈ U, zπ˜ est encore unitaire.
On dit que π˜ est admissible si et seulement si π l’est. On dit que π˜ est tempe´re´e si
et seulement si π˜ est unitaire et π est tempe´re´e. Nos hypothe`ses que ω unitaire et que
l’automorphisme θ de AG est d’ordre fini impliquent que π˜ est de longueur finie si et
seulement si π l’est. Il y a une notion naturelle d’irre´ductibilite´ et une notion plus fine
de G-irre´ductibilite´ : π˜ est G-irre´ductible si et seulement si π est irre´ductible. Notons
Irr(G(F ); θ, ω) l’ensemble des classes de repre´sentations lisses irre´ductibles π de G(F )
telles que ω ⊗ π ≃ π ◦ θ, ou` π ◦ θ est la classe de π ◦ adγ pour un quelconque γ ∈ G˜(F ).
L’application π˜ 7→ π est une surjection de l’ensemble des ω-repre´sentations lisses G-
irre´ductibles de G˜(F ) sur Irr(G(F ); θ, ω). Les fibres sont isomorphes a` C×.
La mesure de Haar fixe´e sur G(F ) de´termine une mesure sur G˜(F ). Pour f ∈
C∞c (G˜(F )), on de´finit l’ope´rateur
π˜(f) =
∫
G˜(F )
f(γ)π˜(γ)dγ.
Supposons π˜ admissible. Alors la trace de cet ope´rateur est bien de´finie. A π˜ est associe´
son caracte`re, qui est la distribution sur C∞c (G˜(F )) de´finie par
IG˜(π˜, f) = trace(π˜(f)).
Si g ∈ G(F ) et si l’on note gf la fonction de´finie par gf(γ) = f(g−1γg), on a
IG˜(π˜,
gf) = ω(g)−1IG˜(π˜, f).
On noteDspec(G˜(F );ω) l’espace de distributions engendre´ par les caracte`res de ω-repre´sentations
admissibles de longueur finie. Il est e´videmment engendre´ par les caracte`res de ω-repre´sentations
irre´ductibles. Une ω-repre´sentation irre´ductible a un caracte`re non nul si et seulement
si elle est G-irre´ductible, cf. [L] proposition A.4.1. Tout e´le´ment π ∈ Irr(G(F ); θ, ω)
de´termine une droite Dπ dans Dspec(G˜(F );ω), a` savoir la droite porte´e par le caracte`re
de π˜, ou` π˜ est un prolongement quelconque de π en une repre´sentation de G˜(F ). On a
(1) Dspec(G˜(F );ω) = ⊕π∈Irr(G(F );θ,ω)Dπ;
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cf. [L] proposition A.4.1 dans le cas non archime´dien ; la preuve est similaire dans le cas
archime´dien ;
(2) l’espace Dspec(G˜(F );ω) est forme´ de distributions localement inte´grables sur G˜(F )
et lisses sur les e´le´ments fortement re´guliers.
Preuve. Notons 1 le caracte`re trivial de G(F ). Si ω = 1, l’assertion est due a` Bouaziz
dans le cas archime´dien ([B] the´ore`me 2.1.1) et a` Clozel dans le cas non-archime´dien
([C]). Supposons qu’il existe un caracte`re unitaire µ de G(F ) tel que ω = µ ◦ (1 − θ)
(cf. 2.4). Soit π˜ une ω-repre´sentation de G˜(F ) de repre´sentation sous-jacente π. Posons
π1 = π⊗µ. Fixons γ0 ∈ G˜(F ) et de´finissons π˜1 par π˜1(gγ0) = µ(g)π˜(gγ0). On ve´rifie que
π˜1 est une 1-repre´sentation de G˜(F ), de repre´sentation sous-jacente π1. Son caracte`re est
localement inte´grable, donc associe´ a` une fonction localement inte´grable γ 7→ Θ(π˜1, γ)
sur G˜(F ). Le caracte`re de π˜ est alors associe´ a` la fonction gγ0 7→ µ(g)−1Θ(π˜1, gγ0), qui
est elle-aussi localement inte´grable. Dans le cas ge´ne´ral, on introduit des objets G′, G˜′,
C, p, p˜ ve´rifiant la proposition 2.4. On pose π′ = π ◦ p, π˜′ = π˜ ◦ p˜, ω′ = ω ◦ p. Le
terme π˜′ est une ω′-repre´sentation de G˜′(F ). L’hypothe`se du cas pre´ce´dent est ve´rifie´e :
ω′ est de la forme µ′ ◦ (1− θ′). Donc le caracte`re de π˜′ est localement inte´grable, associe´
a` une fonction localement inte´grable γ′ 7→ Θ(π˜′, γ′) sur G˜′(F ). Le caracte`re central de
la repre´sentation π′ est trivial sur C(F ) par construction. Il en re´sulte que la fonction
ci-dessus est invariante par translations (a` droite ou a` gauche) par C(F ). Il existe donc
une fonction γ 7→ Θ(π˜, γ) sur G˜(F ) telle que l’on ait l’e´galite´ Θ(π˜′, γ′) = Θ(π˜, p˜(γ′))
pour tout γ′ ∈ G˜′(F ). On ve´rifie aise´ment que cette fonction est elle-aussi localement
inte´grable et que sa distribution associe´e est le caracte`re de π˜. 
Soit M˜ un espace de Levi de G˜ tel que M0 ⊂ M et soit σ˜ une ω-repre´sentation
lisse de M˜(F ). Pour P˜ ∈ P(M˜), on de´finit l’induite habituelle IndGP (σ). On de´finit une
repre´sentation π˜ = IndG˜
P˜
(σ˜) de G˜(F ) dans l’espace de cette induite par la formule
(3) (π˜(γ)f)(g) = ω(g′)δP (γ
′)1/2σ˜(γ′)f(g′),
ou` :
- on a e´crit gγ = γ′g′, avec γ′ ∈ M˜(F ) ;
- δP (γ
′) est la valeur absolue du de´terminant de l’action de adγ′ dans l’alge`bre de Lie
du radical unipotent de P .
Remarque. Il peut arriver que σ˜ soit M-irre´ductible mais que IndG˜
P˜
(σ˜) ait un ca-
racte`re nul. Cela se produit quand IndGP (σ) n’est pas irre´ductible et que l’action de G˜(F )
permute sans point fixe ses composantes irre´ductibles. Donnons un exemple. Supposons
F non-archime´dien et G = SL2, prenons pour M le tore diagonal et pour P le Bo-
rel supe´rieur. Soient χ un caracte`re quadratique non trivial de F× et D ∈ F× tel que
χ(D) = −1. Supposons G˜ = {x ∈ GL2; det(x) = D}. Prenons pour σ le caracte`re(
a 0
0 a−1
)
7→ χ(a)
de M(F ) et pour σ˜ la repre´sentation(
a 0
0 d
)
7→ χ(a)
de M˜(F ). On ve´rifie que le caracte`re de IndG˜
P˜
(σ˜) co¨ıncide avec la restriction a` G˜(F ) du
caracte`re de la repre´sentation π de GL2(F ) induite du caracte`re χ×1 du tore diagonal. Or
π ≃ (χ◦det)π, donc le caracte`re de π est nul sur les e´le´ments de GL2(F ) de de´terminant
D.
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2.6 Torsion par un caracte`re
Notons G(F )1 le noyau de l’homomorphisme HG˜. Il est invariant par adγ pour tout
γ ∈ G˜(F ). Posons A˜G˜,F = G(F )
1\G˜(F ) = G˜(F )/G(F )1 et notons H˜G˜ : G˜(F ) → A˜G˜,F
la projection naturelle. L’ensemble A˜G˜,F est un espace principal homoge`ne sous l’action
de AG˜,F (les actions a` gauche et a` droite co¨ıncident). On pose A˜G˜ = AG˜ ⊗AG˜,F A˜G˜,F .
C’est un espace affine sous AG˜. Par abus de notation, on note A˜
∗
G˜
l’espace des fonctions
affines sur A˜G˜, c’est-a`-dire les fonctions
λ˜ : A˜G˜ → R
H˜ 7→ < λ˜, H˜ >
telles qu’il existe λ ∈ A∗
G˜
de sorte que < λ˜,H + H˜ >=< λ,H > + < λ˜, H˜ > pour tout
H ∈ AG˜ et H˜ ∈ A˜G˜. On de´finit de fac¸on e´vidente le complexifie´ A˜
∗
G˜,C
et son sous-espace
imaginaire iA˜∗
G˜
. On note A˜∨
G˜,F
le sous-groupe des λ˜ ∈ A˜∗
G˜
tels que λ˜(A˜G˜,F ) ⊂ 2πZ. On
pose iA˜∗
G˜,F
= (iA˜∗
G˜
)/(iA˜∨
G˜,F
). On a des suites exactes
0→ R→ A˜∗
G˜
→ A∗
G˜
→ 0,
0→ C→ A˜∗
G˜,C
→ A∗
G˜,C
→ 0,
0→ iR/2πiZ→ iA˜∗
G˜,F
→ iA∗
G˜,F
→ 0.
Le choix d’un point-base γ ∈ G˜(F ) scinde ses suites : on identifie par exemple A˜∗
G˜
au sous-
espace des fonctions affines qui valent 0 au point H˜G˜(γ). Pour λ˜ ∈ A˜
∗
G˜
(ou λ˜ ∈ iA˜∗
G˜,F
),
on note sans plus de commentaire λ son image dans A∗
G˜
(ou iA∗
G˜,F
).
Soit π˜ une ω-repre´sentation lisse de G˜(F ). Pour λ˜ ∈ A˜∗
G˜,C
, on de´finit la repre´sentation
π˜λ˜ par π˜λ˜(γ) = e
<λ˜,H˜G˜(γ)>π˜(γ). Sa repre´sentation sous-jacente de G(F ) est πλ. Evidem-
ment, π˜λ˜ ne de´pend que de l’image de λ˜ dans A˜
∗
G˜,C
/iA˜∨
G˜,F
. Remarquons que :
(1) si π est irre´ductible, le stabilisateur de π˜ dans iA˜∗
G˜,F
s’identifie au stabilisateur
Stab(iA∗
G˜,F
, π) de π dans iA∗
G˜,F
.
Preuve. Il est clair que le premier groupe se projette injectivement dans le second.
Inversement, soit λ ∈ Stab(iA∗
G˜,F
, π) et fixons arbitrairement λ˜ ∈ iA˜∗
G˜,F
au-dessus de λ.
Alors π˜λ˜ est isomorphe a` une repre´sentation prolongeant π, donc a` zπ˜ pour un certain
z ∈ C×. On en de´duit π˜nλ˜ ≃ z
nπ˜ pour tout n ∈ N. On choisit n tel que nλ = 0 dans
iA∗
G˜,F
. Alors nλ˜ ∈ iR/2πiZ et π˜nλ˜ = e
nλ˜π˜, donc zn = enλ˜ et z est de module 1. En
e´crivant z = ex, avec x ∈ iR/2πiZ, l’e´le´ment λ˜− x appartient au stabilisateur de π˜. 
On devra conside´rer des fonctions a` valeurs complexes ϕ de´finies sur A˜G˜,C, resp.
iA˜∗
G˜,F
. La plupart ve´rifieront la condition
(2) pour tout z ∈ C ⊂ A˜∗
G˜,C
et tout λ˜ ∈ A˜∗
G˜,C
, ϕ(z + λ˜) = ezϕ(λ˜)
resp. une condition similaire. Modulo le choix d’un point-base permettant de scinder les
suites exactes ci-dessus, une telle fonction s’identifie a` une fonction sur A∗
G˜,C
, resp. iA∗
G˜,F
.
Une fonction ϕ : iA˜∗
G˜,F
→ C est dite de Paley-Wiener si et seulement s’il existe une
fonction b : A˜G˜,F → C, lisse et a` support compact, de sorte que
ϕ(λ˜) =
∫
A˜G˜,F
b(X)e<λ˜,X> dX.
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Il revient au meˆme de demander que ϕ ve´rifie (2) et que la fonction sur iA∗
G˜,F
de´duite
de ϕ comme ci-dessus soit de Paley-Wiener.
2.7 Caracte`res ponde´re´s
Soit M˜ un espace de Levi de G˜ tel que M0 ⊂ M . Soit π˜ une ω-repre´sentation ad-
missible et de longueur finie de M˜(F ). Fixons P˜ ∈ P(M˜), introduisons la repre´sentation
IndG˜
P˜
(π˜), que l’on re´alise dans l’espace Vπ,P . Supposons dans un premier temps que π˜ est
en position ge´ne´rale, en ce sens que les ope´rateurs d’entrelacement intervenant ci-dessous
sont bien de´finis. Pour Q˜ ∈ P(M˜), l’ope´rateur JP |Q(π)JQ|P (π) est un automorphisme de
Vπ,P . Notons µQ|P (π) son inverse. Pour Λ ∈ iA
∗
M˜
, posons
M(π; Λ, Q˜) = µQ|P (π)
−1µQ|P (πΛ/2)JQ|P (π)
−1JQ|P (πΛ).
On souligne la pre´sence d’un indice Λ/2 dans cette formule. La famille (M(π; Λ, Q˜))Q˜∈P(M˜ )
est une (G˜, M˜)-famille a` valeurs ope´rateurs. On en de´duit un ope´rateur MG˜
M˜
(π; Λ). On
poseMG˜
M˜
(π) =MG˜
M˜
(π; 0). Si F est archime´dien, notons C∞c (G˜(F ), K) le sous-espace des
e´le´ments de C∞c (G˜(F )) qui sont K-finis a` droite et a` gauche. Pour unifier les notations,
posons C∞c (G˜(F ), K) = C
∞
c (G˜(F )) dans le cas ou` F est non-archime´dien. Le caracte`re
ponde´re´ de π˜ est la distribution sur C∞c (G˜(F ), K) de´finie par
J G˜
M˜
(π˜, f) = trace(MG˜
M˜
(π)IndG˜
P˜
(π˜, f)).
On a choisi un parabolique P˜ , mais on ve´rifie que cette trace ne de´pend pas de ce choix.
Remarque. On verra en 5.4 que cette de´finition s’e´tend a` tout C∞c (G˜(F )) au moins
si π˜ est tempe´re´e.
Levons l’hypothe`se que π˜ est en position ge´ne´rale. Pour π˜ quelconque et pour λ˜ ∈
A˜∗
M˜,C
, π˜λ˜ est en position ge´ne´rale pour λ˜ hors d’un sous-ensemble ferme´ de mesure nulle.
On peut donc de´finir l’ope´rateurMG˜
M˜
(πλ) et la distribution f 7→ J G˜M˜(π˜λ˜, f) pour λ˜ dans
un ouvert dense. Il est clair que ces termes ve´rifient la condition (2) de 2.6 et s’e´tendent
en des fonctions me´romorphes de λ˜ de´finies pour tout λ˜. Si ces fonctions sont re´gulie`res
en λ˜ = 0, on de´finit MG˜
M˜
(π) et J G˜
M˜
(π˜, f) comme leurs valeurs en ce point λ˜ = 0.
Proposition. Si π˜ est unitaire, les fonctions ci-dessus sont re´gulie`res en λ˜ = 0.
Cf. [A4] proposition 2.3. Arthur traite le cas d’une repre´sentation irre´ductible d’un
groupe connexe mais sa preuve s’e´tend a` notre situation.
Remarquons que, dans notre construction, on n’a pas impose´ a` π˜ d’eˆtre irre´ductible.
On ve´rifie que l’ope´rateurMG˜
M˜
(π) de´pend fonctoriellement de π˜, pourvu qu’il soit de´fini,
et que, si l’on a une suite exacte
1→ π˜1 → π˜2 → π˜3 → 1,
on a l’e´galite´
(1) J G˜
M˜
(π˜2, f) = J
G˜
M˜
(π˜1, f) + J
G˜
M˜
(π˜3, f),
pourvu que tous les termes soient de´finis.
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On a :
(2) supposons que π˜ soit irre´ductible mais pas M-irre´ductible ; alors J G˜
M˜
(π˜, f) = 0
pourvu que ce terme soit de´fini.
Preuve. Puisque π˜λ˜ ve´rifie les meˆmes hypothe`ses que π˜, il suffit de conside´rer le
cas ou` π˜ est en position ge´ne´rale. La de´composition de π en composantes irre´ductibles
pour M(F ) induit une de´composition de IndGP (π). L’ope´rateur M
G˜
M˜
(π) pre´serve chaque
composante tandis que IndG˜
P˜
(π˜, f) les permute sans point fixe. 
Plus ge´ne´ralement,
(3) supposons que le caracte`re de π˜ soit nul ; alors J G˜
M˜
(π˜, f) = 0 pourvu que ce terme
soit de´fini.
Preuve. On peut encore supposer π˜ en position ge´ne´rale. Graˆce a` (1), on peut sup-
poser que π˜ est somme d’irre´ductibles. On peut supprimer les irre´ductibles non M-
irre´ductibles : cela ne modifie pas l’hypothe`se puisque leur caracte`re est nul, ni la conclu-
sion d’apre`s (2). Notons ρ1, ..., ρk les diffe´rentes repre´sentations irre´ductibles de M(F )
intervenant dans π. Pour chaque ρi, fixons un prolongement ρ˜i de ρi a` M˜(F ). Alors on
a une e´galite´
π˜ = ⊕i=1,...,k ⊕j=1,...,li zi,jρ˜i,
pour des familles (zi,j)j=1,...,li de nombres complexes. On a alors
J G˜
M˜
(π˜, f) =
∑
i=1,...,k
(
∑
j=1,...,lj
zi,j)J
G˜
M˜
(ρ˜i, f).
D’apre`s 2.5(1), l’hypothe`se implique que
∑
j=1,...,lj
zi,j = 0 pour tout i. D’ou` la conclusion.

Remarque. Le terme J G˜
M˜
(σ˜, f) de´pend de la mesure sur G(F ) (ne´cessaire pour de´finir
IndG˜
P˜
(σ˜, f)) et de la mesure sur AG˜
M˜
(ne´cessaire pour de´finir le terme MG˜
M˜
(σ)). Il ne
de´pend d’aucune autre mesure.
2.8 R-groupes tordus
Soient M un Levi semi-standard de G et σ une repre´sentation irre´ductible et de
la se´rie discre`te de M(F ). On note N G˜(σ) l’ensemble des couples (A, γ) ou` A est un
automorphisme unitaire de Vσ et γ ∈ NormG˜(F )(M) (c’est-a`-dire γ ∈ G˜(F ) et adγ(M) =
M) qui ve´rifient la condition
σ(adγ(x)) ◦ A = ω(x)A ◦ σ(x)
pour tout x ∈M(F ). Le groupe NG(σ) agit a` gauche et a` droite sur N G˜(σ) par
NG(σ)×N G˜(σ)×NG(σ) → N G˜(σ)
((A′, n′), (A, γ), (A′′, n′′)) 7→ (A′AA′′ω(n′′), n′γn′′).
L’ensemble N G˜(σ) peut eˆtre vide. Supposons qu’il ne l’est pas. C’est alors un espace
principal homoge`ne sous NG(σ), pour l’une ou l’autre des deux actions.
Soit P ∈ P(M), posons π = IndGP (σ). On de´finit une application ∇˜P de N
G˜(σ) dans
le groupe des ope´rateurs unitaires de Vπ de la fac¸on suivante. Soit (A, γ) ∈ N G˜(σ). Alors
∇˜P (A, γ) est la compose´e des ope´rateurs suivants :
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- l’ope´rateur e 7→ A ◦ e de Vπ dans Vπ1, ou` π1 = Ind
G
P (ω
−1(σ ◦ adγ)) ;
- l’ope´rateur ω de Vπ1 dans Vπ2, ou` π2 = Ind
G
P (σ ◦ adγ), qui a` e ∈ Vπ1, associe la
fonction g 7→ ω(g)e(g) ;
- l’ope´rateur e 7→ ∂P (γ)1/2e ◦ ad−1γ de Vπ2 dans Vπ′, ou` π
′ = IndGadγ(P )(σ) et ∂P (γ) est
le jacobien de l’application adγ : UP (F )→ Uadγ(P )(F ) ;
- l’ope´rateur RP |adγ(P )(σ) : Vπ′ → Vπ.
On ve´rifie les relations
(1) π(adγ(g)) ◦ ∇˜P (A, γ) = ω(g)∇˜P (A, γ) ◦ π(g) pour tout g ∈ G(F ) ;
(2) π(n′)rP (A
′, n′)∇˜P (A, γ)rP (A′′, n′′)π(n′′)ω(n′′) = ∇˜P (A′AA′′ω(n′′), n′γn′′) pour
tous (A′, n′), (A′′, n′′) ∈ NG(σ) et (A, γ) ∈ N G˜(σ).
Il s’en de´duit que si (A′, n′)(A, γ) = (A, γ)(A′′, n′′), on a l’e´galite´
(3) rP (A
′, n′)∇˜P (A, γ) = ∇˜P (A, γ)rP (A
′′, n′′).
On ve´rifie directement que les orbites dans N G˜(σ) pour l’action du sous-groupe
M(F ) ⊂ NG(σ) sont les meˆmes, que l’on conside`re l’action a` gauche ou l’action a`
droite. Notons WG˜(σ) l’ensemble de ces orbites. Graˆce a` (3), les orbites dans WG˜(σ)
pour l’action de WG0 (σ) sont les meˆmes, que l’on conside`re l’action a` gauche ou l’ac-
tion a` droite. Notons RG˜(σ) l’ensemble de ces orbites. L’ensemble RG˜(σ) est un espace
principal homoge`ne sous l’action a` droite ou a` gauche de RG(σ). Posons
W G˜(σ) = {γ ∈ G˜(F ); adγ(M) = M,σ ◦ adγ ≃ σ ⊗ ω}/M(F ),
et RG˜(σ) =W G˜(σ)/WG0 (σ). On a une application surjective
RG˜(σ)→ RG˜(σ)
dont les fibres sont isomorphes a` U.
Soit λ˜ ∈ iA˜∗
G˜,F
. L’application
N G˜(σ) → N G˜(σλ)
(A, γ) 7→ (Ae<λ˜,H˜G˜(γ)>, γ)
est bijective. Il s’en de´duit une bijection RG˜(σ) ≃ RG˜(σλ) compatible avec l’identite´
RG˜(σ) = RG˜(σλ). Ces bijections sont aussi compatibles avec les isomorphismes N
G(σ) ≃
NG(σλ) et RG(σ) ≃ RG(σλ).
Soit g ∈ G(F ) tel que M ′ = gMg−1 soit semi-standard. Posons σ′ = gσ = σ ◦ ad−1g .
On de´finit une application
N G˜(σ) → N G˜(σ′)
(A, γ) 7→ (Aω(g), gγg−1).
Elle est bijective et se quotiente en des bijections RG˜(σ) ≃ RG˜(σ′), RG˜(σ) ≃ RG˜(σ′). On
note toutes ces applications adg. Ce sont ces applications qui servent a` de´finir les notions
de conjugaison par G(F ) utilise´es dans la suite. Par exemple, pour r˜ ∈ RG˜(σ), on dit
que les triplets (M,σ, r˜) et (M ′, σ′, adg(r˜)) sont conjugue´s.
Appelons repre´sentation de RG˜(σ) un couple (ρ, ρ˜), ou` ρ est une repre´sentation (di-
sons unitaire et de dimension finie) de RG(σ) et ρ˜ est un homomorphisme de RG˜(σ) dans
le groupe des automorphismes de Vρ ve´rifiant la condition
ρ(r′)ρ˜(r˜)ρ(r′′) = ρ˜(r′r˜r′′)
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pour tous r′, r′′ ∈ RG(σ), r˜ ∈ RG˜(σ). On dit que ρ˜ est RG(σ)-irre´ductible si ρ est
irre´ductible. Le groupe U agit par multiplication sur ces repre´sentations. Par ailleurs, tout
e´le´ment r˜ ∈ RG˜(σ) de´termine un automorphisme θr˜ de RG(σ) par l’e´galite´ r˜r = θr˜(r)r˜.
Notons θR sa classe modulo automorphismes inte´rieurs, qui ne de´pend pas du choix de r˜.
Alors les orbites de U dans l’ensemble des classes de repre´sentations RG(σ)-irre´ductibles
deRG˜(σ) sont en bijection avec l’ensemble Irr(RG(σ); θR) des repre´sentations irre´ductibles
ρ de RG(σ) telles que ρ ◦ θR ≃ ρ.
Conside´rons la de´composition 1.11(2) de l’espace Vπ. Soit ρ ∈ Irr(R
G(σ)). La relation
(3) implique que, pour (A, γ) ∈ N G˜(σ), ∇˜P (A, γ) envoie la composante ρ-isotypique ρ⊗πρ
sur la composante isotypique (ρ◦θR)⊗πρ◦θR . La relation (1) entraˆıne alors que πρ◦θR ◦θ ≃
ωπρ. En particulier, πρ ◦ θ ≃ ωπρ si et seulement si ρ ∈ Irr(RG(σ), θR). Supposons cette
relation ve´rifie´e et choisissons une repre´sentation ρ˜ de RG˜(σ) prolongeant ρ. Alors il
existe une unique repre´sentation π˜ρ˜ de G˜(F ) prolongeant πρ de sorte que, pour tout
(A, γ) ∈ N G˜(σ), la restriction de ∇˜P (A, γ) a` ρ ⊗ πρ soit e´gale a` ρ˜(r˜) ⊗ π˜ρ˜(γ), ou` r˜ est
l’image de (A, γ) dans RG˜(σ).
Ainsi, a` un triplet (M,σ, ρ), ou`M est un Levi semi-standard, σ est une repre´sentation
irre´ductible de la se´rie discre`te de M(F ) telle que N G˜(σ) 6= ∅ et ρ ∈ Irr(RG(σ); θR),
on a associe´ une repre´sentation G-irre´ductible et tempe´re´e π˜ρ˜ de G˜(F ), uniquement
de´finie a` multiplication pre`s par U. Comme en 1.11, on voit que cette correspondance ne
de´pend pas du sous-groupe parabolique P choisi. Sur l’ensemble des triplets (M,σ, ρ), on
de´finit de fac¸on e´vidente la relation de conjugaison par G(F ). La construction ci-dessus se
quotiente en une bijection entre l’ensemble des classes de conjugaison par G(F ) de triplets
(M,σ, ρ) et l’ensemble des orbites de U dans l’ensemble des classes d’isomorphisme de
repre´sentations G-irre´ductibles et tempe´re´es de G˜(F ).
2.9 L’ensemble E(G˜, ω)
Soient M et σ comme dans le paragraphe pre´ce´dent. On suppose N G˜(σ) 6= ∅. On fixe
P ∈ P(M) et on note π = IndGP (σ). Soit (A, γ) ∈ N
G˜(σ). Graˆce a` 2.7(1), on peut de´finir
une ω-repre´sentation π˜ de G˜(F ) par la formule
π˜(gγ) = π(g)∇˜P (A, γ)
pour tout g ∈ G(F ). Notons que cette repre´sentation n’est pas irre´ductible en ge´ne´ral.
La relation 2.7(2) montre que π˜ ne de´pend que de l’image r˜ de (A, γ) dans RG˜(σ). Elle
ne de´pend donc que du triplet τ = (M,σ, r˜) et on peut la noter π˜τ . On voit aussi que sa
classe ne de´pend pas de P . On ve´rifie que la classe de π˜τ ne de´pend que de la classe de
conjugaison par G(F ) du triplet τ (cf. 2.8 pour cette notion de conjugaison). Il est tout
aussi clair que la correspondance est e´quivariante pour les actions de U : pour z ∈ U, la
repre´sentation correspondant a` (M,σ, zr˜) est zπ˜τ . Le groupe RG(σ) agissant a` gauche et
a` droite sur RG˜(σ), il agit aussi par conjugaison. Pour r˜ ∈ RG˜(σ), il peut exister z ∈ U,
z 6= 1, tel que zr˜ soit conjugue´ a` r˜. Dans ce cas, zπ˜ ≃ π˜ donc le caracte`re de π˜ est nul.
On dit que le triplet (M,σ, r˜) est essentiel si la classe de conjugaison de r˜ par RG(σ)
ne coupe Ur˜ qu’en le point r˜. On note E(G˜, ω) l’ensemble des triplets (M,σ, r˜) qui sont
essentiels.
Soit τ = (M,σ, r˜) un triplet comme ci-dessus et soit λ˜ ∈ iA˜∗
G˜,F
. A l’aide de λ˜, on a
de´fini en 2.8 un isomorphisme RG˜(σ) ≃ RG˜(σλ). En identifiant ces deux ensembles, le
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triplet τ λ˜ = (M,σλ, r˜) ve´rifie encore les conditions requises. On ve´rifie que τ est essentiel
si et seulement si τ λ˜ l’est et qu’on a l’e´galite´ π˜τ λ˜ = (π˜τ )λ˜.
On note E(G˜, ω) l’ensemble des triplets (M,σ, r˜), ou` (M,σ) est comme ci-dessus,
r˜ ∈ RG˜(σ) et il existe r˜ ∈ RG˜(σ) relevant r˜ de sorte que le triplet (M,σ, r˜) soit essentiel.
Autrement dit, E(G˜, ω) est le quotient de E(G˜, ω) par l’action naturelle de U. On note
E(G˜, ω)/conj l’ensemble des classes de conjugaison par G(F ) dans l’ensemble E(G˜, ω).
Pour τ ∈ E(G˜, ω), l’espace porte´ par le caracte`re de π˜τ , c’est-a`-dire {0} si ce caracte`re
est nul et une droite sinon, ne de´pend que de l’image τ de τ dans E(G˜, ω). On le
note Dτ . Il ne de´pend aussi que de la classe de conjugaison de τ . On a de´fini l’espace
Dspec(G˜(F );ω) en 2.5. On note Dtemp(G˜(F );ω) le sous-espace engendre´ par les caracte`res
de ω-repre´sentations tempe´re´es.
Proposition. (i) Pour tout τ ∈ E(G˜, ω), le caracte`re de π˜τ est non nul.
(ii) On a l’e´galite´
Dtemp(G˜(F );ω) = ⊕τ∈E(G˜,ω)/conjDτ .
Preuve. Pour tout couple (M,σ) comme en 2.8 et pour tout ρ ∈ Irr(RG(σ), θR), on
fixe une extension ρ˜ de ρ a` RG˜(σ). Pour tout r˜ ∈ RG˜(σ), on fixe aussi un rele`vement
r˜ ∈ RG˜(σ). Pour tout triplet β = (M,σ, ρ) comme en 2.8, on pose π˜β = π˜ρ˜ et, pour
tout τ = (M,σ, r˜) ∈ E(G˜, ω), on pose π˜τ = π˜τ , ou` τ = (M,σ, r˜). On a de´crit les ω-
repre´sentations tempe´re´es et G-irre´ductibles en 2.8, a` l’aide de triplets β = (M,σ, ρ).
L’espace Dtemp(G˜(F );ω) est somme directe des Dπ˜β quand β de´crit les classes de conju-
gaison de triplets β. Il nous suffit de prouver l’assertion suivante. Fixons un couple
(M,σ). Notons (τi)i=1,...,n les diffe´rents e´le´ments de E(G˜, ω) de la forme (M,σ, r˜i) et no-
tons (βj)j=1,...,m les differents triplets comme ci-dessus de la forme (M,σ, ρj). Notons X
la matrice colonne a` n lignes dont les coefficients sont les caracte`res trace(π˜τi) des π˜τi et
notons Y la matrice colonne a` m lignes dont les coefficients sont les caracte`res trace(π˜βj )
des π˜βj . Alors
(1) il existe une matrice a` coefficients complexes M telle que X = MY et M est
inversible.
Soit (Ai, γi) ∈ N G˜(σ) se projetant sur r˜i. On a vu en 2.8 que l’ope´rateur ∇˜P (Ai, γi)
se restreint a` une composante ρj ⊗ πρj en l’ope´rateur ρ˜j(r˜i) ⊗ π˜βj (γ) et qu’il permute
sans point fixe les composantes ρ ⊗ πρ pour ρ 6∈ Irr(RG(σ), θR). Il re´sulte alors de la
de´finition de π˜τi que l’on a l’e´galite´
trace(π˜τi) =
∑
j=1,...,m
trace(ρ˜j(r˜i))trace(π˜βj ).
Autrement dit, la matrice M = (trace(ρ˜j(r˜i)))i=1,...,n;j=1,...,m ve´rifie X = MY . On va
montrer que M est inversible. Le groupe RG(σ) est une extension de RG(σ) par U. Le
groupe RG(σ) e´tant fini, l’extension provient d’une extension par un sous-groupe fini
Z ⊂ U. Substituons ce groupe Z a` U dans toutes les constructions. Fixons r˜ ∈ RG˜(σ).
On en de´duit un automorphisme θr˜ de RG(σ). Fixons un entier N ≥ 2 tel que l’ordre de
θr˜ divise N . Introduisons le produit semi-direct H = RG(σ)⋊(Z/NZ) ou` k ∈ Z/NZ agit
par (θr˜)
k. On identifie RG˜(σ) a` la composante RG(σ) × {1} en envoyant rr˜ sur (r, 1),
pour tout r ∈ RG(σ). On est ramene´ a` un proble`me concernant les repre´sentations
irre´ductibles du groupe fini H . Sa solution est bien connue, indiquons simplement le
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re´sultat. Pour tout r˜ ∈ RG˜(σ), notons Stab(RG(σ), r˜) le stabilisateur de r˜ dans RG(σ)
(agissant par conjugaison dans RG˜(σ)). Introduisons la matrice
M ′ = (|Stab(RG(σ), r˜i)|
−1trace(ρ˜j(r˜i)))i=1,...,n;j=1,...,m.
Alors la transpose´e de M ′ est l’inverse de M . 
Le groupe iA∗
G˜,F
agit naturellement sur E(G˜, ω) : pour λ ∈ iA∗
G˜,F
et pour τ =
(M,σ, r˜), on pose τλ = (M,σλ, r˜). Ainsi, on dispose d’une action de W
G × iA∗
G˜,F
sur
E(G˜, ω). Pour τ ∈ E(G˜, ω), on note Stab(WG × iA∗
G˜,F
, τ) son stabilisateur dans WG ×
iA∗
G˜,F
. C’est un groupe fini qui contient le stabilisateur Stab(iA∗
G˜,F
, σ) de σ dans iA∗
G˜,F
.
Il contient aussi le groupe WM comme sous-groupe distingue´ et son quotient Stab(WG×
iA∗
G˜,F
, τ)/WM contient WG0 (σ) comme sous-groupe distingue´. On pose
Stab(WG × iA∗
G˜,F
, τ) = (Stab(WG × iA∗
G˜,F
, τ)/WM)/WG0 (σ).
Remarquons que Stab(WG × iA∗
G˜,F
, τλ) = Stab(W
G × iA∗
G˜,F
, τ) pour λ ∈ iA∗
G˜,F
et que
|Stab(WG × iA∗
G˜,F
, τ)| ne de´pend que de l’image de τ dans E(G˜, ω)/conj.
Remarque. Le groupe Stab(WG × iA∗
G˜,F
, τ) peut eˆtre plus gros que le produit des
stabilisateurs de τ dans chacun des groupes WG et iA∗
G˜,F
: on peut avoir une relation
wσ ≃ σλ 6≃ σ.
2.10 Triplets et induction
Soit L˜ un espace de Levi de G˜ contenant M˜0, soit M un Levi semi-standard de
L et soit σ une repre´sentation irre´ductible et de la se´rie discre`te de M(F ). Le groupe
N L(σ) est contenu dans NG(σ) et l’ensemble N L˜(σ) est contenu dans l’ensemble N G˜(σ).
Fixons Q˜ ∈ P(L˜) et P ∈ P(M) tel que P ⊂ Q. Posons Π = IndGP (σ), π = Ind
L
P∩L(σ).
On sait que IndGQ(π) ≃ Π. Dans les mode`les naturels, l’isomorphisme envoie une fonction
e du premier espace sur la fonction g 7→ (e(g))(1). Soit (A, n) ∈ N L(σ). On dispose de
l’entrelacement rLP∩L(A, n) de π et de l’entrelacement rP (A, n) de Π. On a
(1) rP (A, n) s’identifie a` l’ope´rateur de´duit par fonctorialite´ de r
L
P∩L(A, n).
C’est un simple calcul utilisant le fait que l’ope´rateur RP |adn(P )(σ) se de´duit par
fonctorialite´ de RLP |adn(P )(σ).
Puisque WG0 (σ) est par de´finition le noyau de (A, n) 7→ rP (A, n) dans N
G(σ)/M(F )
et de meˆme pour WL0 (σ) , on de´duit de (1) que W
L
0 (σ) = W
G
0 (σ) ∩ (N
L(σ)/M(F )).
Alors, d’apre`s les de´finitions, les plongements N L(σ) → NG(σ) et N L˜(σ) → N G˜(σ) se
quotientent en des plongements RL(σ) → RG(σ) et RL˜(σ) → RG˜(σ). Evidemment, on
a aussi des plongements RL(σ)→ RG(σ) et RL˜(σ)→ RG˜(σ). Supposons RL˜(σ) 6= ∅.
Remarque. Cette hypothe`se entraˆıne que la restriction de ω a` ZL(F )
θ est triviale.
Soit r˜ ∈ RL˜(σ), posons τ = (M,σ, r˜). On peut conside´rer ce triplet relativement
a` chacun des espaces ambiants L˜ ou G˜. Remarquons que la notion de triplet essentiel
de´pend de l’espace ambiant. Si le triplet est essentiel relativement a` G˜, il l’est relativement
a` L˜, mais la re´ciproque semble fausse en ge´ne´ral (je dis semble car je n’ai pas d’exemple).
Notons qu’associer une ω-repre´sentation a` un triplet ne ne´cessite pas que le triplet soit
essentiel (s’il ne l’est pas, le caracte`re de cette repre´sentation est nul). Ainsi, on associe
a` τ une repre´sentation π˜τ de L˜(F ), resp. Π˜τ de G˜(F ).
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Lemme. La repre´sentation Π˜τ est isomorphe a` l’induite Ind
G˜
Q˜
(π˜τ ).
Preuve. Fixons (A, γ) ∈ N G˜(σ) se projetant sur r˜. On construit les repre´sentations
Π˜τ et π˜τ a` l’aide de ces e´le´ments comme en 2.8. Leurs repre´sentations sous-jacentes de
G(F ) sont respectivement Π et π. Comme on l’a dit ci-dessus, Π ≃ IndGQ(π). L’action de
γ sur IndG˜
Q˜
(π˜τ ) se de´duit de ∇˜L˜P (A, γ) par la formule 2.5(3). Il suffit de ve´rifier que, par
l’isomorphisme pre´ce´dent, cette action co¨ıncide avec Π˜τ (γ) = ∇˜P (A, γ). Comme pour
(1), c’est un simple calcul reposant sur le fait que l’ope´rateur RP |adγ(P )(σ) se de´duit par
fonctorialite´ de RLP |adγ(P )(σ). 
2.11 Les ensembles Edisc(G˜, ω) et Eell(G˜, ω)
Soient M un Levi semi-standard de G et σ une repre´sentation irre´ductible et de la
se´rie discre`te de M(F ). Un e´le´ment w˜ ∈ W G˜(σ) agit naturellement sur AM . Notons
Aw˜M le sous-espace des points fixes par cette action. Il contient AG˜. On note W
G˜
reg(σ)
l’ensemble des w˜ ∈ W G˜(σ) tels que Aw˜M = AG˜. Rappelons que R
G˜(σ) = WG0 (σ)\W
G˜(σ),
en particulier RG˜(σ) = W G˜(σ) si WG0 (σ) = {1}.
Lemme. Soit r˜ ∈ RG˜(σ). Les conditions suivantes sont e´quivalentes :
(a) il n’existe pas d’espace de Levi L˜ tel que M ⊂ L ( G et r˜ ∈ RL˜(σ) ;
(b) WG0 (σ) = {1} et r˜ ∈ W
G˜
reg(σ).
Preuve. Fixons w˜ ∈ W G˜(σ) d’image r˜. Pour un espace de Levi L˜ tel queM ⊂ L ( G,
l’image de RL˜(σ) dans RG˜(σ) est WG0 (σ)\(W
G
0 (σ)W
L˜(σ)). La condition (a) e´quivaut
donc a`
(1) pour tout w′ ∈ WG0 (σ), il n’existe pas de L˜ comme ci-dessus tel que w
′w˜ ∈ W L˜(σ).
D’apre`s 2.1(4), la condition w′w˜ ∈ W L˜(σ) e´quivaut a` AL˜ ⊂ A
w′w˜
M . Donc (1) est
e´quivalent a`
(2) pour tout w′ ∈ WG0 (σ), w
′w˜ ∈ W G˜reg(σ).
Si WG0 (σ) = {1}, (2) est e´quivalente a` (b). Si W
G
0 (σ) 6= {1}, (b) n’est pas ve´rifie´e et
on doit prouver que (2) ne l’est pas non plus. Comme on l’a dit en 1.11, WG0 (σ) est le
groupe de Weyl d’un syste`me de racines inclus dans l’ensemble des racines de AM dans
G. Il re´sulte des de´finitions que l’action de w˜ conserve ce syste`me de racines. Fixons une
base de ce syste`me. On peut alors trouver w′ ∈ WG0 (σ) tel que w
′w˜ conserve cette base
(en permutant ses e´le´ments). La somme des coracines associe´es aux e´le´ments de cette
base est alors un e´le´ment de Aw
′w˜
M qui n’appartient pas a` AG˜. Donc w
′w˜ 6∈ W G˜reg(σ) et
(2) n’est pas ve´rifie´e. 
Soit w˜ ∈ W G˜(σ). Comme on vient de le dire, l’action de w˜ conserve l’ensemble de
racines associe´ a` WG0 (σ), cf.1.11. En fixant un sous-ensemble positif, on pose ǫσ(w˜) =
(−1)n(w˜), ou` n(w˜) est le nombre de racines positives α telles que w˜(α) soit ne´gative. Ce
signe ne de´pend pas de l’ensemble positif choisi. Soit τ = (M,σ, r˜) ∈ E(G˜, ω). On choisit
w˜ ∈ WG˜(σ) se projetant sur r˜ et on pose
ι(τ) = |WG0 (σ)|
−1
∑
w˜′∈WG0 (σ)w˜∩W
G˜
reg(σ)
ǫσ(w˜
′)|det((1− w˜′)|AG˜M
)|−1.
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On dit que le triplet τ ∈ E(G˜, ω) est discret si WG0 (σ)w˜ ∩ W
G˜
reg(σ) 6= ∅. On dit
que τ est elliptique s’il est discret et de plus WG0 (σ) = {1}. On note Edisc(G˜, ω), resp.
Eell(G˜, ω), l’ensemble des triplets (M,σ, r) qui sont discrets, resp. elliptiques. On note
Edisc(G˜, ω)/conj, resp. Eell(G˜, ω)/conj, l’ensemble des classes de conjugaison par G(F )
dans Edisc(G˜, ω), resp. Eell(G˜, ω).
2.12 Repre´sentations elliptiques
Posons, avec les notations de 2.9,
Dell(G˜(F );ω) = ⊕τ∈Eell(G˜,ω)/conjDτ .
Pour tout ensemble de Levi L˜ ∈ L(M˜0), posons WG(L˜) = NormG(F )(L˜)/L(F ). Suppo-
sons que ω soit trivial sur ZL(F )
θ. Le groupe NormG(F )(L˜) agit sur Dtemp(L˜(F );ω) : a`
n ∈ NormG(F )(L˜) et d ∈ Dtemp(L˜(F );ω), on associe la distribution f 7→ ω(n)
−1d(fn), ou`
fn(γ) = f(nγn−1). Cette action se descend en une action de WG(L˜) sur Dtemp(L˜(F );ω).
Cette action conserve le sous-espaceDell(L˜(F );ω). Selon l’usage, on noteDell(L˜(F );ω)
WG(L˜)
le sous-espace des invariants.
De´finissons une action du groupe NormG(F )(L˜) sur l’ensemble E(L˜)/conj des classes
de conjugaison par L(F ) dans E(L˜). Soient n ∈ NormG(F )(L˜) et τ = (M,σ, r˜) ∈ E(L˜).
Posons M ′ = nMn−1, σ′ = nσ. Quitte a` multiplier n a` gauche par un e´le´ment de L(F ),
on peut supposer M ′ semi-standard. On de´finit une bijection adn : N L˜(σ) ≃ N L˜(σ′)
comme en 2.8 : a` (A, γ), on associe (Aω(n), nγn−1). Cette bijection se descend en une
bijection adn : RG˜(σ) → RG˜(σ′). La classe de conjugaison par L(F ) du triplet τ ′ =
(M ′, σ′, adn(r˜)) ne de´pend pas de la modification de n faite ci-dessus et ne de´pend que
de la classe de conjugaison par L(F ) de τ . L’action cherche´e est celle qui associe a` la
classe de τ celle de τ ′. Cette action se quotiente en une action de WG(L˜).
Notons L(M˜0;ω) l’ensemble des L˜ ∈ L(M˜0) tels que ω soit trivial sur ZL(F )θ. Soit
L˜ ∈ L(M˜0;ω). Pour Q˜ ∈ P(M˜), l’ope´ration d’induction Ind
G˜
Q˜
de´finit une application de
Dtemp(L˜(F );ω) dans Dtemp(G˜(F );ω) qui ne de´pend pas du choix de Q˜. On note
IndG˜
L˜
: Dtemp(L˜(F );ω)→ Dtemp(G˜(F );ω)
cette application. Posons simplement W˜G = WG(M˜0). Ce groupe agit sur L(M˜0) et
conserve L(M˜0, ω).
Proposition. (i) Pour tout L˜ ∈ L(M˜0, ω), l’application IndG˜L˜ est injective surDell(L˜(F );ω)
WG(L˜).
(ii)On a l’e´galite´
Dtemp(G˜(F ), ω) = ⊕L˜∈L(M˜0,ω)/W˜GInd
G˜
L˜
(Dell(L˜(F );ω)
WG(L˜)).
Preuve. D’apre`s la proposition 2.9, l’espaceDtemp(G˜(F );ω) a une base parame´tre´e par
E(G˜, ω)/conj. On note ici (eG˜(τ))τ∈E(G˜,ω)/conj une telle base. Alors (e
G˜(τ))τ∈Eell(G˜,ω)/conj
est une base de Dell(G˜(F );ω). Soit L˜ ∈ L(M˜0, ω). Le groupe W
G(L˜) agit tant sur
Dell(L˜(F );ω) que sur Eell(L˜)/conj. Pour w ∈ WG(L˜) et τ ∈ Eell(L˜)/conj, on a une
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e´galite´ w(eL˜(τ)) = z(w, τ)eL˜(wτ), avec z(w, τ) ∈ C×. Posons eL˜(τ) =
∑
w∈WG(L˜)w(e
L˜(τ)).
Cet e´le´ment peut eˆtre nul : la restriction de l’application w 7→ z(w, τ) au stabilisateur de
τ est un caracte`re de ce groupe ; eL˜(τ) est nul si et seulement si ce caracte`re est non tri-
vial. Notons Eell(L˜) l’ensemble des τ ∈ Eell(L˜) dont la classe ve´rifie e
L˜(τ) 6= 0. L’action
de WG(L˜) respecte cet ensemble. Identifions l’ensemble quotient (Eell(L˜)/conj)/W
G(L˜)
a` un ensemble de repre´sentants (on fera d’autres identifications similaires dans la suite).
Alors (eL˜(τ))τ∈(Eell(L˜)/conj)/WG(L˜) est une base de Dell(L˜(F );ω)
WG(L˜).
Pour ce qui est des triplets (M,σ, r˜), il y a une correspondance naturelle entre triplets
pour L˜ et triplets pour G˜ : c’est l’identite´, modulo l’identification de RL˜(σ) a` un sous-
ensemble de RG˜(σ). On a de´ja` dit qu’un triplet pouvait eˆtre essentiel pour L˜ mais pas
pour G˜. Notons EG˜(L˜) l’ensemble des triplets pour L˜ qui sont essentiels dans G˜. De la
correspondance pre´ce´dente se de´duit une application ιG˜
L˜
: EG˜(L˜)/conj → E(G˜, ω)/conj.
Celle-ci est invariante par l’action de WG(L˜) sur l’espace de de´part. D’apre`s le lemme
2.10, l’application IndG˜
L˜
se de´crit ainsi : pour τ ∈ E(L˜, ω)/conj, elle envoie eL˜(τ) sur
0 si τ 6∈ EG˜(L˜)/conj et sur zG˜
L˜
(τ)eG˜(ιG˜
L˜
(τ)) si τ ∈ EG˜(L˜)/conj, ou` zG˜
L˜
(τ) ∈ C×. Soit
τ ∈ EG˜ell(L˜)/conj (= (E
G˜(L˜)/conj) ∩ (Eell(L˜)/conj)). Puisque l’induction est insensible
a` l’action deWG(L˜), IndG˜
L˜
envoie eL˜(τ) sur |WG(L˜)|zG˜
L˜
(τ)eG˜(ιG˜
L˜
(τ)). A fortiori eL˜(τ) 6= 0,
ce qui de´montre l’inclusion EG˜ell(L˜) ⊂ Eell(L˜).
On a de´crit des bases de chacun de nos espaces et les matrices des applications
d’induction dans ces bases. Le lemme re´sulte alors des deux assertions suivantes :
(1) pour tout L˜ ∈ L(M˜0, ω), on a l’e´galite´ EG˜ell(L˜) = Eell(L˜) ;
(2) notons
ι :
⊔
L˜∈L(M˜0,ω)/W˜G
(EG˜ell(L˜)/conj)/W
G(L˜)→ E(G˜, ω)/conj
l’application qui co¨ıncide avec ιG˜
L˜
sur le sous-ensemble indexe´ par L˜ de l’ensemble de
de´part ; alors ι est bijective.
Prouvons (2). Soit τ = (M,σ, r˜) ∈ E(G˜, ω). Parmi les espaces de Levi L˜ tels que
M ⊂ L et r˜ ∈ RL˜(σ), conside´rons un e´le´ment minimal L˜. Quitte a` conjuguer τ par un
e´le´ment de G(F ), on peut supposer L˜ ∈ L(M˜0, ω). Notons τ L˜ le meˆme triplet vu comme
un e´le´ment de E(L˜, ω). On a τ = ιG˜
L˜
(τ L˜). Le lemme 2.11 et la minimalite´ de L˜ assurent que
τ L˜ ∈ Eell(L˜) (et force´ment τ L˜ ∈ EG˜ell(L˜)). Cela prouve la surjectivite´ de ι. De´montrons
l’injectivite´. On identifie L(M˜0, ω)/W˜G a` un ensemble de repre´sentants dans L(M˜0, ω).
Soient L˜, L˜′ dans cet ensemble, τ = (M,σ, r˜) ∈ EG˜ell(L˜), τ
′ = (M ′, σ′, r˜′) ∈ EG˜ell(L˜
′),
supposons les triplets (M,σ, r˜) et (M ′, σ′, r˜′) conjugue´s par un e´le´ment de G(F ). On
doit prouver qu’alors L˜ = L˜′ et que τ et τ ′ sont conjugue´s par l’action du normalisateur
NormG(F )(L˜). Soit g ∈ G(F ) qui conjugue le premier triplet en le second. On a gMg−1 =
M ′, gσ = σ′. Notons que, puisque τ est elliptique, r˜ est au de´part un e´le´ment deW L˜reg(σ).
Mais, apre`s passage a` G˜, le triplet n’est plus elliptique et r˜ devient une classe modulo
WG0 (σ). De meˆme pour r˜
′. En continuant a` conside´rer r˜ et r˜′ comme des e´le´ments de
W L˜reg(σ) et W
L˜′
reg(σ
′), la condition de conjugaison est adg(W
G
0 (σ)r˜) = W
G
0 (σ
′)r˜′. On a dit
queWG0 (σ) est le groupe de Weyl d’un sous-syste`me de racines Σ de l’ensemble des racines
de AM dans G. Puisque W
L
0 (σ) = {1} (condition d’ellipticite´), aucune de ces racines
n’intervient dans L. On peut donc trouver un e´le´ment H ∈ AL˜ qui n’annule aucune
de ces racines. Fixons un tel e´le´ment. Il de´termine un sous-ensemble positif Σ+ ⊂ Σ :
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l’ensemble des α ∈ Σ tels que < α,H >> 0. Puisque r˜ ∈ W L˜ fixe H , l’action de r˜
conserve Σ+. On a des objets analogues pour τ
′, que l’on affecte d’un ′. La conjugaison
par g envoie Σ sur Σ′. Quitte a` multiplier g a` gauche par un e´le´ment de WG0 (σ
′), on peut
supposer qu’elle envoie Σ+ sur Σ
′
+. Ecrivons adg(r˜) = wr˜
′, avec w ∈ WG0 (σ). Puisque r˜
conserve Σ+, adg(r˜) conserve Σ
′
+. Il en est de meˆme de r˜
′. Donc aussi de w. Un e´le´ment
du groupe de Weyl qui conserve un ensemble positif est l’identite´. D’ou` w = 1. Puisque
r˜ ∈ W L˜(σ), L˜ est le plus petit espace de Levi contenant a` la fois M et r˜. De meˆme
pour L˜′. Alors g conjugue L˜ en L˜′. Deux e´le´ments de L(M˜0) qui sont conjugue´s par un
e´le´ment de G(F ) le sont par un e´le´ment de W˜G. Puisque les deux espaces de Levi L˜
et L˜′ appartiennent a` notre ensemble de repre´sentants, on a L˜ = L˜′ et g appartient a`
NormG(F )(L˜). C’est ce que l’on voulait prouver.
Prouvons (1). Soient L˜ ∈ L(M˜0, ω) et τ ∈ Eell(L˜)−EG˜ell(L˜). On veut prouver que τ 6∈
Eell(L˜), autrement dit que la fonction w 7→ z(w, τ) n’est pas constante sur le stabilisateur
Stab(WG(L˜), τ) de τ dans WG(L˜) (en notant encore τ la classe de conjugaison de τ par
L(F )). Relevons τ en un e´le´ment τ = (M,σ, r˜) ∈ E(L˜). Il re´sulte des de´finitions que,
pour w ∈ Stab(WG(L˜), τ), w(τ ) est e´gal a` (M,σ, z(w, τ)r˜), a` conjugaison pre`s par
un e´le´ment de L(F ). Il s’agit donc de trouver un e´le´ment g ∈ NormG(F )(L˜) tel que
adg(τ ) = (M,σ, zr˜), avec z 6= 1. Puisque τ 6∈ EG˜ell(L˜), il existe en tout cas un e´le´ment
g ∈ G(F ) qui ve´rifie cette dernie`re relation. La preuve de l’injectivite´ de ι montre que,
quitte a` modifier g par un e´le´ment de WG0 (σ) (ce qui ne change par adg(τ )), on peut
supposer g ∈ NormG(F )(L˜). C’est ce qu’on voulait. 
3 Le calcul spectral
3.1 Position du proble`me
On conside`re un e´le´ment T ∈ A0, qui intervient dans ce qui suit comme un parame`tre.
On lui impose de ve´rifier les proprie´te´s suivantes :
θ(T ) = T ;
< α, T >> 0 pour tout α ∈ ∆0 ;
< α, T >≥ c⋆|T |, ou` c⋆ > 0 est un re´el fixe´ ;
si F est non-archime´dien, T ∈ AM0,F ⊗Z Q.
On note κ˜T la fonction caracte´ristique du sous-ensemble des g ∈ G(F ) tels que
φG˜(h0(g) − T ) = 1. Ce sous-ensemble est invariant par AG(F ) et sa projection dans
AG(F )\G(F ) est compact.
On de´finit le sous-espace C∞c (G˜(F );K) de C
∞
c (G˜(F )) comme en 2.7. Soient f1, f2 ∈
C∞c (G˜(F ), K). On pose
JT (ω, f1, f2) =
∫
AG˜(F )\G(F )
∫
G˜(F )
f¯1(γ)f2(g
−1γg)ω(g)κ˜T (g) dγ dg.
C’est une inte´grale a` support compact. En effet, l’inte´gration en γ est a` support compact
puisque f1 l’est. A cause de la fonction κ˜
T , on peut e´crire g = ay, ou` y reste dans un
compact et a ∈ AG(F ). La condition f2(g−1γg) 6= 0 impose alors que a−1θ(a) reste dans
un compact ce qui entraˆıne que l’image de a dans AG˜(F )\AG(F ) reste dans un compact.
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On se propose dans cette section de montrer que la fonction T 7→ JT (ω, f1, f2) est
asymptote a` un e´le´ment de PolExp et de calculer une expression ”spectrale” du terme
constant de cet e´le´ment.
3.2 Utilisation de la formule de Plancherel
On fixe un e´le´ment γ0 ∈ M˜0(F ), ve´rifiant la condition 2.1(6) quand F est archime´dien.
On note simplement θ = adγ0 .
On de´finit les fonctions ϕ1 et ϕ2 sur G(F ) par ϕi(x) = fi(xγ0) pour i = 1, 2. Alors
JT (ω, f1, f2) =
∫
AG˜(F )\G(F )
∫
G(F )
ϕ¯1(x)ϕ2(g
−1xθ(g))ω(g)κ˜T (g) dx dg.
On utilise la formule de Plancherel-Harish-Chandra pour exprimer ϕ2. C’est-a`-dire
ϕ2(g) =
∑
Mdisc∈L(M0)
|WMdisc||WG|−1
∑
σ∈Πdisc(Mdisc(F ))/iA
∗
Mdisc,F
|Stab(iA∗Mdisc,F , σ)|
−1
∫
iA∗Mdisc,F
mG(σλ)trace(Ind
G
S (σλ, g
−1)IndGS (σλ, ϕ2)) dλ.
Pour tous M , σ, l’expression∫
AG˜(F )\G(F )
∫
G(F )
|ϕ1(x)|
|
∫
iA∗Mdisc,F
mG(σλ)trace(Ind
G
S (σλ, θ(
−1x−1g)IndGS (σλ, ϕ2)) dλ|κ˜
T (g) dx dg
est convergente. En effet, l’inte´grale en x est a` support compact puisque ϕ1 l’est. L’inte´grale
inte´rieure de´finit une fonction de Schwartz-Harish-Chandra en θ(g)−1x−1g. Comme dans
le paragraphe pre´ce´dent, on peut e´crire g = ay ou` y reste dans un compact. L’inte´grale
restante en a est celle d’une fonction essentiellement borne´e par (1+|θ(H0(a))−H0(a)|)−r
pour tout re´el r. Une telle inte´grale est convergente. On pose
JTMdisc,σ(ω, f1, f2) =
∫
AG˜(F )\G(F )
∫
G(F )
ϕ¯1(x)
∫
iA∗Mdisc,F
mG(σλ)trace(Ind
G
S (σλ, θ(g)
−1x−1g)IndGS (σλ, ϕ2)) dλω(g)κ˜
T(g) dx dg
et on a
(1) JT (ω, f1, f2) =
∑
Mdisc∈L(M0)
|WMdisc||WG|−1
∑
σ∈Πdisc(Mdisc(F ))/iA
∗
Mdisc,F
|Stab(iA∗Mdisc,F , σ)|
−1JTMdisc,σ(ω, f1, f2).
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3.3 Apparition d’inte´grales de coefficients
Nous fixons maintenant un Levi semi-standard Mdisc et σ ∈ Πdisc(Mdisc(F )). On fixe
aussi S ∈ P(Mdisc). On pose πλ = IndGS (σλ) que l’on re´alise dans l’espace Vσ,S. On pose
S ′ = θ−1(S), σ′ = σ ◦ θ, λ′ = θ−1λ, π′λ′ = Ind
G
S′(σ
′
λ′), que l’on re´alise dans l’espace
Vσ′,S′. On fixe des bases orthonorme´es B de Vσ,S et B′ de Vσ′,S′, re´unions de bases des
diffe´rents K-types intervenant. On introduit l’ope´rateur Vπ′
λ′
→ Vπλ qui a` e ∈ Vπ′λ′
associe la fonction g 7→ e(θ−1(g)). Par restriction a` K, on obtient un ope´rateur unitaire
Uθ,σλ : Vσ′,S′ → Vσ,S, qui ve´rifie Uθ,σλπ
′
λ′(g) = πλ(θ(g))Uθ,σλ. Si K est stable par θ, il
est inde´pendant de λ. Mais on n’a pas pose´ cette hypothe`se sur K et l’ope´rateur peut
de´pendre de λ.
Pour x, g ∈ G(F ), on a
trace(IndGS (σλ, θ(g)
−1x−1g)IndGS (σλ, ϕ2)) = trace(U
−1
θ,σλ
IndGS (σλ, θ(g)
−1x−1g)IndGS (σλ, ϕ2)Uθ,σλ)
=
∑
v′∈B′
(v′, U−1θ,σλπλ(θ(g)
−1x−1g)πλ(ϕ2)Uθ,σλv
′)
=
∑
v′∈B′
(πλ(xθ(g))Uθ,σλv
′, πλ(g)πλ(ϕ2)Uθ,σλv
′).
Cette somme est finie : ϕ2 est K-finie a` droite donc πλ(ϕ2)Uθ,σλ annule presque tout
v′ ∈ B′. L’expression∫
G(F )
ϕ¯1(x)
∫
iA∗Mdisc,F
mG(σλ)
∑
v′∈B′
(πλ(xθ(g))Uθ,σλv
′, πλ(g)πλ(ϕ2)Uθ,σλv
′) dλ dx
est absolument convergente. En permutant les inte´grales, on voit qu’elle vaut∫
iA∗Mdisc,F
mG(σλ)
∑
v′∈B′
(πλ(ϕ1)πλ(θ(g))Uθ,σλv
′, πλ(g)πλ(ϕ2)Uθ,σλv
′) dλ.
On a l’e´galite´
(πλ(ϕ1)πλ(θ(g))Uθ,σλv
′, πλ(g)πλ(ϕ2)Uθ,σλv
′) = (πλ(ϕ1)Uθ,σλπ
′
λ′(g)v
′, πλ(g)πλ(ϕ2)Uθ,σλv
′).
On exprime matriciellement tous les ope´rateurs intervenant. L’expression ci-dessus de-
vient ∑
u,v∈B,u′∈B′
(πλ(ϕ1)Uθ,σλu
′, v)(u, πλ(ϕ2)Uθ,σλv
′)(v, πλ(g)u)(π
′
λ′(g)v
′, u′).
Cette somme est en fait finie d’apre`s les proprie´te´s de K-finitude des fonctions ϕ1 et ϕ2
et de l’ope´rateur Uθ,σλ . Posons
Bu,v,u′,v′(λ) = (πλ(ϕ1)Uθ,σλu
′, v)(u, πλ(ϕ2)Uθ,σλv
′).
C’est une fonction de Schwartz sur iA∗Mdisc,F . On obtient l’e´galite´
(1) JTMdisc,σ(ω, f1, f2) =
∑
u,v∈B,u′,v′∈B′
∫
AG˜(F )\G(F )∫
iA∗Mdisc,F
mG(σλ)Bu,v,u′,v′(λ)(v, πλ(g)u)(π
′
λ′(g)v
′, u′) dλ dxω(g)κ˜T(g) dg.
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3.4 Une premie`re approximation d’une inte´grale de coefficients
Fixons u, v ∈ B, u′, v′ ∈ B′ et une fonction de Schwartz B sur iA∗Mdisc,F . On pose
jT =
∫
AG˜(F )\G(F )
∫
iA∗Mdisc,F
mG(σλ)B(λ)(v, πλ(g)u)(π
′
λ′(g)v
′, u′) dλω(g)κ˜T(g) dg,
ou` on rappelle que λ′ = θ−1λ. Cette expression est convergente dans l’ordre indique´ pour
les meˆmes raisons que pre´ce´demment. La formule (1) du paragraphe pre´ce´dent exprime
JTMdisc,σ(ω, f1, f2) comme combinaison line´aire de telles expressions j
T .
On de´finit une fonction ΩG sur M0(F ) par
ΩG(m) =
∫
K×K
∫
iA∗Mdisc,F
mG(σλ)B(λ)(v, πλ(kmk
′)u)(π′λ′(kmk
′)v′, u′) dλω(kmk′) dk dk′.
Alors
jT =
∫
AG˜(F )\M0(F )
≥
ΩG(m)D0(m)κ˜
T (m) dm.
Soit Q = LUQ un sous-groupe parablique standard de G. Comme en 1.12, notons
WG(L|S) l’ensemble des w ∈ WG/WMdisc tels que w(Mdisc) ⊂ L, w(S) ∩ L ⊃ P0 ∩ L.
On identifiera souvent cet ensemble a` un sous-ensemble de WG forme´ d’e´le´ments w de
longueur minimale dans leur classe WLw. Pour un e´le´ment w de cet ensemble, on note
Qw = (w(S)∩L)UQ, Qw = (w(S)∩L)UQ¯. Notons πw = Ind
G
Qw(wσ) et πw = Ind
G
Q
w
(wσ),
re´alise´es dans leurs espaces habituels Vwσ,Qw et Vwσ,Qw . Pour v ∈ Vwσ,Qw et v ∈ Vwσ,Qw ,
on pose
(v, v)L =
∫
K∩L(F )
(v(k), v(k)) dk.
Le produit inte´rieur est le produit hermitien sur Vwσ. On pose des de´finitions analogues
en remplac¸ant S par S ′ = θ−1(S). On prendra garde que les de´finitions de Qw et Qw
changent : pour w ∈ WG(L|S ′), on a Qw = (w(S ′) ∩ L)UQ.
Soient w ∈ WG(L|S) et w′ ∈ WG(L|S ′). On de´finit une fonction ωQ,w,w′ sur G(F )×
K ×K ×A∗Mdisc,C par
ωQ,w,w′(g, k, k
′, λ) = (JQw|w(S)((wσ)wλ)◦γ(w)◦πλ(k)v, JQw|w(S)((wσ)wλ)◦γ(w)◦πλ(gk
′)u)L
(JQ
w′
|w′(S′)((w
′σ′)w′λ′) ◦ γ(w
′) ◦ π′λ′(gk
′)v′, JQw′ |w′(S′)((w
′σ′)w′λ′) ◦ γ(w
′) ◦ π′λ′(k)u
′)L.
Cette fonction est me´romorphe en λ. Pour comprendre les questions de re´gularite´ et de
croissance en λ, il est commode de re´crire cette de´finition en utilisant les ope´rateurs
normalise´s et les facteurs de normalisation. Pour λ ∈ iA∗Mdisc,F , on a l’e´galite´
(1) ωQ,w,w′(g, k, k
′, λ) = rw,w′(σλ)
(RQw|w(S)((wσ)wλ) ◦ γ(w) ◦ πλ(k)v, RQw|w(S)((wσ)wλ) ◦ γ(w) ◦ πλ(gk
′)u, )L
(RQ
w′
|w′(S′)((w
′σ′)w′λ′) ◦ γ(w
′) ◦ π′λ′(gk
′)v′, RQw′ |w′(S′)((w
′σ′)w′λ′) ◦ γ(w
′) ◦ π′λ′(k)u
′)L,
ou`
rw,w′(σλ) = rQ
w
|Qw((wσ)wλ)rQw′ |Qw′ ((w
′σ′)w′λ′).
Les ope´rateurs normalise´s sont holomorphes et unitaires sur iA∗Mdisc,F . Les produits sca-
laires de l’expression ci-dessus sont donc holomorphes et borne´s en λ. On a
51
(2) le produit mG(σλ)rw,w′(σλ) est holomorphe et a` croissance mode´re´e sur iA
∗
Mdisc,F
.
En effet, par transport de structure, on a aussi
rw,w′(σλ) = rS1|S2(σλ)rS3|S4(σλ),
ou` S1 = w
−1(Q
w
), S2 = w
−1(Qw), S3 = θ((w
′)−1(Qw′)), S4 = θ((w
′)−1(Q
w′
)). Ces quatre
paraboliques appartiennent a` P(Mdisc) et il reste a` appliquer 1.10(7).
On pose
ωQ,w,w′(g) =
∫
K×K
∫
iA∗Mdisc,F
ωQ,w,w′(g, k, k
′, λ)mG(σλ)B(λ)ω(k
−1gk′) dλ dk dk′.
Pour tout sous-groupe parabolique standard Q′ = L′UQ′ ⊃ Q, on noteW
Q′
Q l’ensemble
des (w,w′) ∈ WG(L|S)×WG(L|S ′) tels que θ(WL
′
w′)∩WL
′
w 6= ∅. On pose simplement
WQ =W
Q
Q .
Soit R un parabolique standard contenant Q. Pour w ∈ WG(L|S) et w′ ∈ WG(L|S ′),
notons sRQ(w,w
′) la somme des (−1)aP˜−aG˜ sur les ensembles paraboliques P˜ tels que
Q ⊂ P ⊂ R et (w,w′) ∈ WPQ . Remarquons que, si cet ensemble d’ensembles paraboliques
n’est pas vide, il existe P˜− ⊂ P˜+ de sorte que cet ensemble soit simplement celui des P˜
tels que P˜− ⊂ P˜ ⊂ P˜+. Donc sRQ(w,w
′) est nul si l’ensemble est vide ou si P˜− 6= P˜+ et
est e´gal a` (−1)
aP˜+
−aG˜ si l’ensemble est non vide et P˜− = P˜+. Posons
jT⋆ =
∑
Q=LUQ,R;P0⊂Q⊂R
∑
w∈WG(L|S),w′∈WG(L|S′)
sRQ(w,w
′)
∫
AG˜(F )\M0(F )
≥,Q
δQ(m)D
L
0 (m)σ˜
R
Q(H0(m)− T )φ
Q(H0(m)− T )ωQ,w,w′(m) dm.
Proposition. L’expression ci-dessus est absolument convergente. Pour tout re´el r, on
a la majoration
|jT − jT⋆ | << |T |
−r
pour tout T .
La preuve de cette proposition sera donne´e en 3.15.
3.5 Un lemme de majoration
Soit Q = LUQ un parabolique standard. Pour H ∈ A0, on note CL(H) l’enveloppe
convexe des sH pour s ∈ WL. On pose
NL(H) = 1 + inf{|θH ′ −H ′′|;H ′, H ′′ ∈ CL(H)}.
Soient w ∈ WG(L|S) et w′ ∈ WG(L|S ′), que l’on rele`ve en des e´le´ments de WG. On pose
NLw,w′(H) = 1 + inf{|w ◦ θ ◦ (w
′)−1H ′ −H ′′|;H ′, H ′′ ∈ CL(H)}.
Ce terme ne de´pend pas des rele`vements choisis : changer de rele`vement multiplie w et
w′ a` gauche par des e´le´ments de WL dont l’action conserve CL(H). Remarquons que,
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dans le cas ou` WLw∩ θ(WLw′) 6= ∅, on peut pour la meˆme raison remplacer w′ et w par
des e´le´ments tels que w = θ(w′) et on obtient NLw,w′(H) = N
L(H).
Lemme. Soit Q = LUQ un sous-groupe parabolique standard.
(i) Soient w ∈ WG(L|S) et w′ ∈ WG(L|S ′) et soit P˜ = M˜UP le plus petit espace
parabolique standard tel que Q ⊂ P et (w,w′) ∈ WPQ . Alors on a une majoration
|(H − T )ML | << N
L
w,w′(H)
pour tout T et tout H ∈ A0 tel que φQ(H − T )τPQ (H − T ) = 1 et < α,H >≥ 0 pour
tout α ∈ ∆Q0 .
(ii) Soit P˜ = M˜UP le plus petit espace parabolique standard tel que Q ⊂ P . Alors
on a une majoration
|(H − T )ML | << N
L(H)
pour tout T et tout H ∈ A0 tel que φQ(H − T )τPQ (H − T ) = 1 et < α,H >≥ 0 pour
tout α ∈ ∆Q0 .
(iii) Soient w ∈ WG(L|S) et w′ ∈ WG(L|S ′) et soit P˜ = M˜UP le plus petit espace
parabolique standard tel que Q ⊂ P et (w,w′) ∈ WPQ . Supposons (w,w
′) 6∈ WQ. Alors
on a une majoration
|T |+ |(H − T )ML | << N
L
w,w′(H)
pour tout T et tout H ∈ A0 tel que φQ(H − T )τPQ (H − T ) = 1 et < α,H >≥ 0 pour
tout α ∈ ∆Q0 .
(iv) Soient w ∈ WG(L|S) et w′ ∈ WG(L|S ′) et soit R un sous-groupe parabolique
contenant Q. Supposons sRQ(w,w
′) 6= 0. Alors on a une majoration
|(H − T )G˜L | << N
L
w,w′(H)
pour tout T et tout H ∈ A0 tel que φQ(H − T )σ˜RQ(H − T ) = 1 et < α,H >≥ 0 pour
tout α ∈ ∆Q0 .
Preuve de (i). Les hypothe`ses φQ(H − T ) = 1 et < α,H >≥ 0 pour tout α ∈ ∆Q0
entraˆınent que HL appartient a` CL(TL). Donc CL(H) ⊂ CL(HL+TL). Posons H⋆ = HL−
TL. On obtient CL(H) ⊂ CL(T +H⋆). Soient H ′, H ′′ ∈ CL(T +H⋆). Posons s = wθ(w′)−1.
On veut minorer |H ′ − sθH ′′|. On a
(1) |H ′ − sθH ′′| ≥ |X|,
ou` X = (H ′ − sθH ′′)ML . On a H
′M
L = T
M
L + H
M
⋆ parce que H
′ ∈ CL(T + H⋆), d’ou`
X = TML + H
M
⋆ − (sθH
′′)ML . L’hypothe`se que H
′′ ∈ CL(T + H⋆) signifie que l’on peut
e´crire H ′′ = H⋆ +
∑
u∈WL yuuT , avec des yu ≥ 0 tels que
∑
u∈WL yu = 1. Donc
X = TML +H
M
⋆ − (sθH⋆)
M
L −
∑
u∈WL
yu(sθuT )
M
L .
Posons Yu = T
M
L − (sθuT )
M
L et Y =
∑
u∈WL yuYu. Alors X = H
M
⋆ − (sθH⋆)
M
L + Y .
Pour tout u ∈ WL, on a Yu = (T − sθuT )ML = (T − u
′T )ML , ou` u
′ = sθ(u), puisque
θT = T . L’hypothe`se (w,w′) ∈ WPQ entraˆıne que s ∈ W
M donc aussi u′ ∈ WM . Puisque
T est dominant, T − u′T est combinaison line´aire a` coefficients positifs ou nuls de αˇ
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pour α ∈ ∆P0 . Donc Yu est combinaison line´aire a` coefficients positifs ou nuls de αˇL
pour α ∈ ∆P0 − ∆
Q
0 . L’e´le´ment Y ve´rifie la meˆme proprie´te´. Par ailleurs, l’hypothe`se
τPQ (H−T ) = 1 signifie que H
M
⋆ est combinaison line´aire a` coefficients strictement positifs
de ˇ̟Mα pour α ∈ ∆
P
0 − ∆
Q
0 . Soit U =
∑
α∈∆P0 −∆
Q
0
uα ˇ̟
M
α et V =
∑
α∈∆P0 −∆
Q
0
vααˇL avec
des coefficients uα et vα positifs ou nuls. Montrons que l’on a une majoration
(2) |U |+ |V | << |U − (sθU)L + V |.
Il suffit de prouver que le coˆne engendre´ par les ˇ̟Mα − (sθ ˇ̟
M
α )L et les αˇL est un ”vrai”
coˆne, c’est-a`-dire ne contient pas d’espace vectoriel non nul. Il revient au meˆme de prouver
que, pour U et V comme ci-dessus, l’e´galite´ U − (sθU)L+ V = 0 entraˆıne U = 0, V = 0.
Or le produit scalaire (U, V ) est positif ou nul. Par produit scalaire avec U , l’e´galite´
U − (sθU)L + V = 0 entraˆıne donc (U, U − (sθU)L) ≤ 0, d’ou` (U, U) ≤ (U, (sθU)L). Par
Cauchy-Schwartz, cela implique U = (sθU)L puis U = sθU . Si U 6= 0, notons ∆0(U)
l’ensemble des α ∈ ∆P0 tels que < α,U >> 0. Cet ensemble est non vide et inclus dans
∆P0 −∆
Q
0 . Introduisons le sous-groupe parabolique standard P
′ =M ′UP ′ tel que ∆
M ′
0 =
∆P0 − ∆0(U).On a Q ⊂ P
′ ( P . L’e´le´ment U appartient a` la chambre positive relative
au sous-groupe parabolique M ∩ P ′ de M . L’e´galite´ U = sθU entraˆıne P ′ = sθ(P ′).
Puisque P ′ et sθ(P ′) sont standard, cela implique P ′ = θ(P ′) et s ∈ WM
′
. Mais alors
(w,w′) ∈ WP
′
Q , ce qui contredit l’hypothe`se de minimalite´ de P˜ . Cette contradiction
prouve que U = 0. L’e´galite´ U − (sθU)L+V = 0 entraˆıne alors que V = 0, ce qui prouve
(2).
On applique (2) a` U = HM⋆ et V = Y . En abandonnant le terme |Y |, on obtient la
majoration |HM⋆ | << |X|. Graˆce a` (1), cela entraˆıne la majoration du (i) de l’e´nonce´.
La preuve du (ii) est similaire, il suffit de supprimer le terme s des calculs.
Preuve de (iii). On reprend la preuve de (i). A la fin de cette preuve, on avait aban-
donne´ le terme |Y |. Re´tablissons-le. Pour obtenir le (iii) de l’e´nonce´, il suffit de prouver
que, pour tout u ∈ WL, on a une majoration
(3) |T | << |Yu|.
Notons ΣM l’ensemble des racines de A0 dans l’alge`bre de Lie deM , muni de la positivite´
de´finie par P0 ∩M . On sait plus pre´cise´ment que T − u
′T est combinaison line´aire des
αˇ pour toutes les racines α ∈ ΣM telles que α > 0 et (u′)−1α < 0. Les coefficients sont
de la forme < β, T > pour des β ∈ ΣM , β > 0, donc sont essentiellement minore´s par
|T |. L’assertion (3) s’en de´duit pourvu qu’il y ait au moins une racine α telle que α > 0,
(u′)−1α < 0 et αˇL 6= 0. S’il n’en est pas ainsi, on a u′ ∈ WL. L’e´galite´ u′ = wθ(w′)−1θ(u),
jointe au fait que u ∈ WL, entraˆıne alors que WLw ∩ θ(WLw′) 6= ∅, contrairement a`
l’hypothe`se. Cela prouve (3) et ache`ve la preuve du (iii) de l’e´nonce´.
Preuve de (iv). L’hypothe`se sRQ(w,w
′) 6= 0 signifie qu’il existe un unique espace
parabolique P˜ = M˜UP tel que Q ⊂ P ⊂ R et (w,w′) ∈ WPQ . On reprend la preuve du
(i). On a encore s ∈ WM . Pour H ′, H ′′ ∈ CL(T +H⋆), on a
|H ′ − sθH ′′| >> |(H ′ − sθH ′′)ML |+ |(H
′ − sθH ′′)M |.
La preuve de (i) s’applique au premier terme : on a une majoration
(4) |(H ′ − sθH ′′)ML | >> |H
M
⋆ |,
ou` H⋆ = (H − T )L. On a (H ′ − sθH ′′)M = H⋆,M − θ(H⋆,M) puisque s ∈ WM . Ecrivons
H⋆,M = H1 + H2 ou` H1 ∈ AM˜ et H2 appartient a` l’orthogonal A
M˜
M de ce sous-espace
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dans AM . On a H⋆,M − θ(H⋆,M) = H2 − θH2 et 1 − θ est injective sur A
M˜
M , d’ou` une
majoration
(5) |H2| << |H⋆,M − θ(H⋆,M)|.
La condition σ˜RQ(H⋆) = 1 entraˆıne que
(6) < ̟α, H1 >> 0 pour tout α ∈ ∆0 −∆P0 .
Elle entraˆıne aussi que < α,H⋆ >≤ 0 pour tout α ∈ ∆0−∆
R
0 . On remarque que, pour
tout α ∈ ∆0−∆P0 , il existe i ≥ 1 tel que θ
iα 6∈ ∆R0 : sinon l’espace parabolique standard
P˜ ′ associe´ a` la re´union de ∆˜P0 et de {α˜} ve´rifierait P ( P
′ ⊂ R, ce qui contredirait
l’hypothe`se d’unicite´ de P˜ . Pour α ∈ ∆0 −∆
P
0 et i ≥ 1 comme ci-dessus, on a
(7) < α,H1 >=< θ
iα,H1 >=< θ
iα,H⋆ −H2 −H
M
⋆ >≤ − < θ
iα,H2 +H
M
⋆ > .
Les conditions (6) et (7) bornent |HG˜1 | : on a une majoration
|HG˜1 | << |H2|+ |H
M
⋆ |.
Graˆce a` (5), on en de´duit
|HG˜⋆,M | << |H⋆,M − θ(H⋆,M)|+ |H
M
⋆ |.
D’ou`, graˆce a` (4),
|HG˜⋆ | << |H⋆,M − θ(H⋆,M)|+ |(H
′ − sθH ′′)ML | << |H
′ − sθH ′′|.
Cela prouve l’assertion (iv) de l’e´nonce´. 
3.6 Majoration de coefficients
Lemme. Soient Q = LUQ un parabolique standard, w ∈ WG(L|S) et w′ ∈ WG(L|S ′).
Quel que soit le re´el r, il existe c > 0 tel que l’on ait la majoration
|ωQ,w,w′(m)| ≤ cδQ(m)
−1ΞL(m)2NLw,w′(H0(m))
−r
pour tout m ∈M0(F ).
Preuve. Notons ρGwλ = Ind
G
Q
w
((wσ)wλ), ρ
′G
w′λ′ = IndQw′ ((w
′σ′)w′λ′), ρwλ = Ind
L
w(S)∩L((wσ)wλ),
ρ′w′λ′ = Ind
L
w′(S′)∩L((w
′σ′)w′λ′) que l’on re´alise dans leurs espaces habituels Vwσ,Q
w
, Vw′σ′,Q
w′
,
V Lwσ,w(S)∩L, V
L
w′σ′,w′(S′)∩L. D’apre`s 3.4(1) et (2), ωQ,w,w′(m, k, k
′, λ)mG(σλ) est combinaison
line´aire de termes
(v0, ρ
G
wλ(m)u0)
L(ρ′
G
w′λ′(m)v
′
0, u
′
0)
L
pour des e´le´ments u0, v0 ∈ Vwσ,Q
w
et u′0, v
′
0 ∈ Vw′σ′,Qw′ . Les coefficients sont des fonctions
C∞ de λ, k et k′ et sont a` croissance mode´re´e en λ. On dispose d’applications
Vwσ,Q
w
→ V Lwσ,w(S)∩L, Vw′σ′,Qw′ → V
L
w′σ′,w′(S′)∩L
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qui sont les restrictions a` K ∩ L(F ). En notant e, f, e′, f ′ les images de u0, v0, u
′
0, v
′
0 par
ces applications, on a les e´galite´s
(v0,ρ
G
wλ(m)u0)
L = δQ(m)
−1/2(f, ρwλ(m)e),
(ρ′
G
w′λ′(m)v
′
0, u
′
0)
L = δQ(m)
−1/2(ρ′w′λ′(m)f
′, e′).
Quitte a` remplacer la fonction de Schwartz B par son produit avec une fonction a` crois-
sance mode´re´e, on est ramene´ a` e´valuer
(1) δQ(m)
−1
∫
iA∗Mdisc,F
(f, ρwλ(m)e)(ρ
′
w′λ′(m)f
′, e′)B(λ) dλ.
On a
(f, ρwλ(m)e) =
∫
K∩L(F )
(f(k), (ρwλ(m)e)(k)) dk,
ou` le produit inte´rieur est le produit hermitien sur Vwσ. On a
(ρwλ(m)e)(k) = e
<wλ,HQ
w
(km)>(ρw(m)e)(k),
ou` on a note´ ρw la repre´sentation ρwλ pour λ = 0. En utilisant des formules similaires
pour le terme (ρ′w′λ′(m)f
′, e′), on obtient que (1) est e´gal a`
δQ(m)
−1
∫
(K∩L(F ))×(K∩L(F ))
(f(k), (ρw(m)e)(k))((ρ
′
w′(m)f
′)(k′), e′(k′))β(m, k, k′) dk dk′,
ou`
β(m, k, k′) =
∫
iA∗Mdisc,F
B(λ)e<wλ,HQw (km)>−<w
′λ′,HQ
w′
(k′m)> dλ.
On va prouver que, pour tout re´el r, il existe c > 0 tel que
(2) |β(m, k, k′)| ≤ cNLw,w′(H0(m))
−r.
Admettons cela et finissons la de´monstration. De (2) re´sulte que (1) est essentiellement
majore´ par
δQ(m)
−1NLw,w′(H0(m))
−r∫
(K∩L(F ))×(K∩L(F ))
|(f(k), (ρw(m)e)(k))((ρ
′
w′(m)f
′)(k′), e′(k′))| dk dk′.
En utilisant 1.12(4), la double inte´grale est essentiellement majore´e par ΞL(m)2 et on
obtient la majoration de l’e´nonce´.
De´montrons (2). On commence par prouver
(3) pour tout parabolique standard Q′ = L′UQ′ ⊂ Q et tout k ∈ K ∩L(F ), HQ′(km)
appartient a` CL(H0(m)).
Quitte a` conjuguer m par un e´le´ment de K ∩ NormL(F )(M0), ce qui ne change pas
notre proble`me, on peut supposer < α,H0(m) >≥ 0 pour tout α ∈ ∆
Q
0 . D’apre`s le lemme
1.3, H0(km) appartient a` CL(H0(m)). L’e´le´ment HQ′(km) est la projection orthogonale
de H0(km) sur AL′. On est ramene´ a` montrer que, pour H ∈ CL(H0(m)), alors la
projection HL′ de H sur AL′ appartient aussi a` CL(H0(m)). L’espace ALL′ est re´union
des chambres positives associe´es aux paraboliques Q′′ ∈ PL(L′). On fixe un tel Q′′ tel
56
que HLL′ appartienne a` la chambre associe´e a` Q
′′ et on fixe s ∈ WL tel que s(Q′′) soit
standard. Alors HL′ = s
−1((sH)s(L′)). Puisque C
L(H0(m)) est invariant par l’action de s,
on peut aussi bien remplacer H par sH et L′ par s(L′). En oubliant cette construction,
on est ramene´ au cas ou` < α,HL′ >≥ 0 pour tout α ∈ ∆
Q
0 . Dans ce cas, l’appartenance
a` CL(H0(m)) e´quivaut a` ce que H0(m)−HL′ soit une combinaison line´aire a` coefficients
positifs ou nuls de αˇ pour α ∈ ∆Q0 . On a
H0(m)−HL′ = H0(m)−H0(m)L′ +H0(m)L′ −HL′ .
La premie`re diffe´rence est e´gale a` H0(m)
L′ qui appartient a` la chambre positive ferme´e de
AL
′
0 , a fortiori est combinaison line´aire a` coefficients positifs ou nuls de αˇ pour α ∈ ∆
Q′
0 . La
deuxie`me diffe´rence est la projection de H0(m)−H . Puisque H ∈ CL(H0(m)), H0(m)−H
est une combinaison line´aire a` coefficients positifs ou nuls de αˇ pour α ∈ ∆Q0 . Donc
H0(m)L′ − HL′ est une telle combinaison line´aire de αˇL′ , pour α ∈ ∆
Q
0 . Il suffit de
voir qu’une telle projection est de la forme voulue. C’est clair si α ∈ ∆Q
′
0 puisqu’alors
αˇL′ = 0. Soit α ∈ ∆
Q
0 −∆
Q′
0 . Alors αˇL′ = αˇ − αˇ
L′ . Parce que {αˇ;α ∈ ∆Q0 } est une base
obtuse de AL0 , −αˇ
L′ appartient a` la chambre positive ferme´e de AL
′
0 . A fortiori, −αˇ
L′ est
combinaison line´aire a` coefficients positifs ou nuls de βˇ pour β ∈ ∆Q
′
0 . Cela prouve (3).
Le terme β(m, k, k′) est la transforme´e de Fourier de B e´value´e en θ((w′)−1H ′) −
w−1H , ou` H = HQ
w
(km) et H ′ = HQ
w′
(k′m). Il est donc essentiellement majore´ par
(1+|θ((w′)−1H ′)−w−1H|)−r pour tout re´el r, ou encore par (1+|(w◦θ◦(w′)−1)H ′−H|)−r.
Puisque k′m et km appartiennent a` L(F ), on a les e´galite´s H = HQw(km) et H
′ =
HQw′ (k
′m). Les paraboliques Qw et Qw′ sont standard. Graˆce a` (3), H et H
′ appar-
tiennent a` CL(H0(m)). Donc 1+ |θ((w′)−1H ′)−w−1H| ≥ NLw,w′(H0(m)) et la majoration
(2) s’ensuit. 
Pour tout parabolique standard Q = LUQ et pour m ∈M0(F ), posons
ΩQ(m) =
∑
(w,w′)∈WQ
ωQ,w,w′(m).
Remarquons que, dans le cas ou` Q = G, on retrouve la fonction ΩG de´ja` de´finie.
Corollaire. Pour tout parabolique standard Q = LUQ et pour tout re´el r, il existe c > 0
tel que l’on ait la majoration
|ΩQ(m)| ≤ cδQ(m)
−1ΞL(m)2NL(H0(m))
−r
pour tout m ∈M0(F ).
3.7 Un lemme d’e´quivalence
Soient xT (m) et yT (m) deux fonctions des variables T et m ∈ M0(F )≥. On dit que
ces fonctions sont e´quivalentes si et seulement si elles ve´rifient la condition suivante :
pour tout re´el ν > 0 et pour tout re´el r, il existe c > 0 de sorte que l’on ait l’ine´galite´
|xT (m)− yT (m)| ≤ c|T |−r
pour tout T et tout m ∈M0(F )
≥ tel que |H0(m)| ≤ ν|T |.
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Lemme. Soit P˜ = M˜UP un espace parabolique contenant P˜0, soit Q = LUQ un sous-
groupe parabolique tel que P0 ⊂ Q ⊂ P et soit ǫ > 0.
(i) Les fonctions φQ(H0(m)−ǫT )τPQ (H0(m)−ǫT )ΩP (m)δP0(m) et γ(M |L)
2φQ(H0(m)−
ǫT )τPQ (H0(m)− ǫT )ΩQ(m)δP0(m) sont e´quivalentes.
(ii) Soient w ∈ WG(L|S) et w′ ∈ WG(L|S ′). Supposons (w,w′) ∈ WPQ −WQ. Alors
la fonction φQ(H0(m)− ǫT )τ
P
Q (H0(m)− ǫT )ωQ,w,w′(m)δP0(m) est e´quivalente a` 0.
Preuve. On fixe ν > 0. Les m a` conside´rer ve´rifient
- m ∈M0(F )
≥ ;
- φQ(H0(m) − ǫT )τPQ (H0(m) − ǫT ) = 1, ce qui entraˆıne < α,H0(m) >>< α, ǫT >
pour tout α ∈ ∆P0 −∆
Q
0 ;
- |H0(m)| ≤ ν|T |.
En conse´quence
(1) il existe un re´el ν ′ ne de´pendant que de ν tel que l’on ait < α,H0(m) >> ν
′|H0(m)|
pour α ∈ ∆P0 −∆
Q
0 .
On peut donc approximer les produits scalaires intervenant dans ΩP (m) par leurs
termes constants faibles. Pre´cise´ment, soient (w,w′) ∈ WP . Conside´rons le terme
Xw(m, k, k
′, λ) = (RPw|w(S)((wσ)wλ)◦γ(w)◦σλ(k)v, RPw|w(S)((wσ)wλ)◦γ(w)◦σλ(mk
′)u)M
qui intervient dans ωP,w,w′(m, k, k
′, λ). On a vu dans la preuve pre´ce´dente que l’on pouvait
aussi l’e´crire
δP (m)
−1/2(vw(k, λ), ρP,wλ(m)uw(k
′, λ)),
ou` ρP,wλ = Ind
M
w(S)∩M((wσ)wλ), uw(k
′, λ) est la restriction a` K ∩M(F ) de
RPw|w(S)((wσ)wλ) ◦ γ(w) ◦ σλ(k
′)u,
et vw(k, λ) est la restriction a` K ∩M(F ) de
RPw|w(S)((wσ)wλ) ◦ γ(w) ◦ σλ(k)v.
Notons YQ,w(m, k, k
′, λ) le terme constant faible relatif a` Q de
(vw(k, λ), ρP,wλ(m)uw(k
′, λ)),
multiplie´ par δQ(m)
−1/2. Remarquons que les e´le´ments uw(k
′, λ) et vw(k, λ) restent dans
des espaces de dimension finie et, quand on les e´crit dans une base de ces espaces, leurs
coefficients sont des fonctions borne´es de k, k′ et de λ. D’apre`s (1), on peut appliquer
la proposition 1.12 ou` l’on remplace G par M . Il existe donc c > 0 et une fonction C1
sur iA∗Mdisc,F , lisse, a` croissance mode´re´e et a` valeurs positives, de sorte que l’on ait la
majoration
|Xw(m, k, k
′, λ)− YQ,w(m, k, k
′, λ)| ≤ C1(λ)δQ(m)
−1/2ΞL(m)e−c|H0(m)|
pour tous k, k′, λ et tout m dans le domaine de´crit ci-dessus. Notons que la condition
τPQ (H0(m) − ǫT ) = 1 entraˆıne une minoration |H0(m)| >> |T | (sauf dans le cas ou`
P = Q, mais alors le lemme est tautologique). Pour m ∈ M0(F )≥, on a aussi
ΞL(m) << (1 + |H0(m)|)
D1δQP0(m)
−1/2 << |T |νD1δQP0(m)
−1/2
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pour un entier D1 convenable. Quitte a` re´duire c, on a donc
(2) |Xw(m, k, k
′, λ)− YQ,w(m, k, k
′, λ)| ≤ C1(λ)δP0(m)
−1/2e−c|T |.
D’apre`s 1.2(2) et 1.12(3), on a aussi
(3) |Xw(m, k, k
′, λ)| << (1 + |H0(m)|)
D2δP0(m)
−1/2 << |T |νD2δP0(m)
−1/2,
pour un autre entier D2. Par diffe´rence, on en de´duit
(4) |YQ,w(m, k, k
′, λ)| << C2(λ)|T |
νD2δP0(m)
−1/2,
pour une autre fonction C2.
On traite de la meˆme fac¸on le terme
Xw′(m, k, k
′, λ) =
(RPw′ |w′(S′)((w
′σ′)w′λ′) ◦ γ(w
′) ◦ π′λ′(mk
′)v′, RPw′ |w′(S′)((w
′σ′)w′λ′) ◦ γ(w
′) ◦ π′λ′(k)u
′)M
qui intervient dans ωP,w,w′(m, k, k
′, λ). On de´finit YQ,w′(m, k, k
′, λ), qui ve´rifie des majo-
rations analogues a` celles ci-dessus.
Rappelons l’e´galite´
ωP,w,w′(m) =
∫
K×K
∫
iA∗Mdisc,F
mG(σλ)B(λ)rw,w′(σλ)Xw(m, k, k
′, λ)
Xw′(m, k, k
′, λ)ω(k−1mk′) dλ dk dk′.
Posons
ωQ,w,w′(m) = γ(M |L)
2
∫
K×K
∫
iA∗Mdisc,F
mG(σλ)B(λ)rw,w′(σλ)YQ,w(m, k, k
′, λ)
YQ,w′(m, k, k
′, λ)ω(k−1mk′) dλ dk dk′.
En utilisant les majorations pre´ce´dentes, on obtient
|ωP,w,w′(m)−γ(M |L)
−2ωQ,w,w′(m)|δP0(m) ≤ e
−c|T |
∫
iA∗Mdisc,F
|C(λ)B(λ)mG(σλ)rw,w′(σλ)| dλ
pour une certaine fonction C a` croissance mode´re´e. L’inte´grale ci-dessus est convergente,
donc les fonctions φQ(H0(m)−ǫT )τPQ (H0(m)−ǫT )ωP,w,w′(m)δP0(m) et γ(M |L)
−2φQ(H0(m)−
ǫT )τPQ (H0(m)− ǫT )ωQ,w,w′(m)δP0(m) sont e´quivalentes.
On calcule YQ,w(m, k, k
′, λ) en utilisant les de´finitions de 1.12. On doit y remplacer
G par M , P par w(S) ∩ M , Q par Q ∩ M et σλ par (wσ)wλ. Notons que, pour s ∈
WM(L|w(S)∩M), les ope´rateurs JM(Q∩M)s|sw(S)∩M((swσ)swλ) et J
M
(Q∩M)
s
|sw(S)∩M((swσ)swλ)
qui interviennent en 1.12 de´finissent par induction les ope´rateurs JQsw|s(Pw)((swσ)swλ) et
JQ
sw
|s(Pw)
((swσ)swλ), avec les meˆmes de´finitions qu’en 3.4. En re´tablissant les ope´rateurs
d’entrelacement non normalise´s dans la de´finition de Xw(m, k, k
′, λ) et en utilisant les
proprie´te´s habituelles de ces ope´rateurs, on obtient l’e´galite´
YQ,w(m, k, k
′, λ) = γ(M |L)−1rPw|w(S)((wσ)wλ)
−1rw(S)|Pw((wσ)wλ)
−1
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∑
s∈WM(L|w(S)∩M)
(JQsw|sw(S)((swσ)swλ)◦γ(sw)◦πλ(k)v, JQsw |sw(S)((swσ)swλ)◦γ(sw)◦πλ(mk
′)u)L.
Remarquons que l’appication s 7→ sw est une bijection de WM(L|w(S) ∩M) sur l’en-
semble des s ∈ WG(L|S) tels que s ∈ WMw. On calcule de meˆme YQ,w′(m, k, k′, λ).
Notons WPQ,w,w′ l’ensemble des (s, s
′) ∈ WG(L|S)×WG(L|S ′) tels que s ∈ WMw et
s′ ∈ WMw′. Les calculs pre´ce´dents conduisent a` l’e´galite´
ωQ,w,w′(m) =
∑
(s,s′)∈WP
Q,w,w′
ωQ,s,s′(m).
Le terme ΩP (m) est la somme des ωP,w,w′(m) sur les (w,w
′) ∈ WP . On a ∪(w,w′)∈WPWQ,w,w′ =
WPQ . Posons
ΩPQ(m) =
∑
(s,s′)∈WPQ
ωQ,s,s′(m).
On obtient que les fonctions φQ(H0(m)−ǫT )τPQ (H0(m)−ǫT )ΩP (m)δP0(m) et γ(M |L)
−2φQ(H0(m)−
ǫT )τPQ (H0(m)−ǫT )Ω
P
Q(m)δP0(m) sont e´quivalentes. Pour obtenir le (i) de l’e´nonce´, il reste
a` prouver que la dernie`re fonction est e´quivalente a` γ(M |L)−2φQ(H0(m)−ǫT )τPQ (H0(m)−
ǫT )ΩQ(m)δP0(m). Or il suffit pour cela de prouver le (ii) de l’e´nonce´.
Soient maintenant w, w′ comme en (ii). En utilisant le lemme 3.6 et la majoration
ΞL(m)2 << (1+|H0(m)|)
DδQP0(m)
−1 pourm ∈M0(F )
≥,Q, cf. 1.2(2), il suffit pour prouver
(ii) que, pour m dans le domaine qui nous inte´resse, on ait une minoration
NLw,w′(H0(m)) >> |T |.
Mais soit P˜ ′ = M˜ ′UP ′ le plus petit espace parabolique standard tel que Q ⊂ P ′ et
(w,w′) ∈ WP
′
Q . On a P
′ ⊂ P . La condition τPQ (H0(m) − ǫT ) = 1 entraˆıne τ
P ′
Q (H0(m) −
ǫT ) = 1. On peut appliquer le lemme 3.5(iii) qui nous fournit la minoration
NLw,w′(H0(m)) >> ǫ|T |+ |(H0(m)− T )
M ′
L |
plus forte que celle dont on a besoin. 
3.8 Un deuxie`me lemme d’e´quivalence
Lemme. Soit P˜ = M˜UP un espace parabolique contenant P˜0, soit Q = LUQ un sous-
groupe parabolique tel que P0 ⊂ Q ⊂ P et soit ǫ > 0.
(i) Les fonctions φQ(H0(m)−ǫT )τPQ (H0(m)−ǫT )ΩP (m)δP (m)D
M
0 (m) et φ
Q(H0(m)−
ǫT )τPQ (H0(m)− ǫT )ΩQ(m)δQ(m)D
L
0 (m) sont e´quivalentes.
(ii) Soient w ∈ WG(L|S) et w′ ∈ WG(L|S ′). Supposons (w,w′) ∈ WPQ −WQ. Alors
la fonction φQ(H0(m)− ǫT )τ
P
Q (H0(m)− ǫT )ωQ,w,w′(m)δQ(m)D
L
0 (m) est e´quivalente a` 0.
Preuve. On a une majoration δP (m)D
M
0 (m) << δP0(m) pour tout m ∈ M0(F )
≥,
cf. 1.2(1). On peut donc multiplier les deux fonctions du (i) l’e´nonce´ pre´ce´dent par
la fonction borne´e δP0(m)
−1δP (m)D
M
0 (m), elles restent e´quivalentes. On obtient que la
premie`re fonction du (i) du pre´sent e´nonce´ est e´quivalente a` la fonction
(1) γ(M |L)−2φQ(H0(m)− ǫT )τ
P
Q (H0(m)− ǫT )ΩQ(m)δP (m)D
M
0 (m).
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Comme on l’a vu dans la preuve pre´ce´dente, une fois fixe´ un re´el ν, on a une minoration
< α,H0(m) >>> ν
′|H0(m)| pour les m intervenant. D’apre`s [A1] lemme 1.1 et en tenant
compte de la remarque 1.2, il existe c > 0 tel que l’on ait une majoration
|γ(M |L)−2δP (m)D
M
0 (m)− δQ(m)D
L
0 (m)| << δP0(m)e
−c|H0(m)|.
De nouveau, on a vu dans la preuve pre´ce´dente que l’on avait une minoration |H0(m)| >>
|T |, sauf si P = Q auquel cas le lemme est tautologique. On peut remplacer la majoration
ci-dessus par
|γ(M |L)−2δP (m)D
M
0 (m)− δQ(m)D
L
0 (m)| << δP0(m)e
−c|T |
pour un autre c > 0. Il re´sulte du corollaire 3.6 et de 1.2(2) que l’on a une majoration
|ΩQ(m)| << (1 + |H0(m)|)
DδP0(m)
−1
pour un entier D convenable. De ces deux dernie`res majorations re´sulte que la fonction
(1) est e´quivalente a` la deuxie`me fonction du (i) de l’e´nonce´. Cela de´montre ce (i).
Le (ii) re´sulte du (ii) du lemme pre´ce´dent par multiplication par la fonction borne´e
δP0(m)
−1δP (m)D
M
0 (m). 
3.9 Un troisie`me lemme d’e´quivalence
Lemme. Soient Q = LUQ un sous-groupe parabolique standard, P˜ = M˜UP et P˜
′ =
M˜ ′UP ′ deux espaces paraboliques standard et soit ǫ > 0. Notons P˜− = M˜−UP− le plus
grand espace parabolique standard tel que P− ⊂ Q. On suppose Q ⊂ P et P− ⊂ P
′ ⊂ P .
Alors les fonctions
φQ(H0(m− ǫT )τ
P
Q (H0(m)− ǫT )ΩP ′(m)δP ′(m)D
M ′
0 (m)
et
φQ(H0(m− ǫT )τ
P
Q (H0(m)− ǫT )ΩP−(m)δP−(m)D
M−
0 (m)
sont e´quivalentes.
Preuve. Fixons ǫ′ > 0 que l’on pre´cisera plus tard. On utilise l’e´galite´∑
Q′;P0⊂Q′⊂P ′
φQ
′
(H0(m)− ǫ
′T )τP
′
Q′ (H0(m)− ǫ
′T ) = 1
cf. 1.3(2). On peut fixer Q′ = L′UQ′ et prouver que les produits de nos fonctions avec
φQ
′
(H0(m) − ǫ′T )τP
′
Q′ (H0(m) − ǫ
′T ) sont e´quivalentes. D’apre`s le lemme pre´ce´dent, les
fonctions
φQ
′
(H0(m)− ǫ
′T )τP
′
Q′ (H0(m)− ǫ
′T )ΩP ′(m)δP ′(m)D
M ′
0 (m)
et
φQ
′
(H0(m)− ǫ
′T )τP
′
Q′ (H0(m)− ǫ
′T )ΩQ′(m)δQ′(m)D
L′
0 (m)
sont e´quivalentes. La premie`re fonction de l’e´nonce´, multiplie´e par φQ
′
(H0(m)−ǫ′T )τP
′
Q′ (H0(m)−
ǫ′T ), est alors e´quivalente a`
(1) φQ(H0(m− ǫT )τ
P
Q (H0(m)− ǫT )φ
Q′(H0(m)− ǫ
′T )
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τP
′
Q′ (H0(m)− ǫ
′T )ΩQ′(m)δQ′(m)D
L′
0 (m).
Supposons que Q′ ⊂ P−. Alors l’e´galite´ φQ
′
(H0(m)− ǫ′T )τP
′
Q′ (H0(m)− ǫ
′T ) = 1 entraˆıne
φQ
′
(H0(m)− ǫ′T )τ
P−
Q′ (H0(m)− ǫ
′T ) = 1. On peut appliquer le raisonnement ci-dessus en
remplac¸ant P ′ par P−. On obtient que la deuxie`me fonction de l’e´nonce´, multiplie´e par
φQ
′
(H0(m)− ǫ′T )τP
′
Q′ (H0(m)− ǫ
′T ), est e´quivalente a` (1), d’ou` la conclusion cherche´e.
Supposons maintenant que Q′ 6⊂ P−. Il nous suffit de prouver que la fonction (1)
est e´quivalente a` 0 et que la deuxie`me fonction de l’e´nonce´, multiplie´e par φQ
′
(H0(m)−
ǫ′T )τP
′
Q′ (H0(m) − ǫ
′T ), est elle-aussi e´quivalente a` 0. En utilisant le corollaire 3.6 et les
majorations maintenant familie`res portant sur les fonctions D0 et Ξ, on voit qu’il suffit
de prouver que, pour m ∈M0(F )
≥ tel que
φQ(H0(m− ǫT )τ
P
Q (H0(m)− ǫT )φ
Q′(H0(m)− ǫ
′T )τP
′
Q′ (H0(m)− ǫ
′T ) = 1,
on a des minorations
(2) NL
′
(H0(m)) >> |T |, N
M−(H0(m)) >> |T |.
Remarquons que la condition φQ
′
(H0(m)− ǫ
′T ) = 1 entraˆıne < α,H0(m) >≤ c1ǫ
′|T |
pour un certain c1 > 0 et pour tout α ∈ ∆
Q′
0 , tandis que la condition φ
Q(H0(m) −
ǫT )τPQ (H0(m) − ǫT ) = 1 entraˆıne < α,H0(m) >> c2|T | pour un certain c2 > 0 et pour
tout α ∈ ∆P0 − ∆
Q
0 . En supposant c1ǫ
′ < c2, nos fonctions sont nulles sauf si Q
′ ⊂ Q.
On suppose donc Q′ ⊂ Q. L’hypothe`se Q′ 6⊂ P− signifie qu’il existe α ∈ ∆
Q′
0 tel que
α 6∈ ∆P−0 . Fixons un tel α, qui appartient a` ∆
Q
0 par l’hypothe`se Q
′ ⊂ Q que l’on vient
de poser. Par de´finition de P−, ∆
P−
0 est l’ensemble des e´le´ments de ∆0 dont les images
par les puissances de θ appartiennent toutes a` ∆Q0 . Puisque α 6∈ ∆
P−
0 , on peut fixer un
entier k > 0 tel que θ−kα 6∈ ∆Q0 .
Notons P˜ ′′ = M˜ ′′UP ′′ le plus petit espace parabolique tel que Q
′ ⊂ P ′′. Il est inclus
dans P˜ ′ et l’hypothe`se φQ
′
(H0(m) − ǫ′T )τP
′
Q′ (H0(m) − ǫ
′T ) = 1 entraˆıne φQ
′
(H0(m) −
ǫ′T )τP
′′
Q′ (H0(m)− ǫ
′T ) = 1. Appliquons le lemme 3.5(i). On obtient
(3) NL
′
(H0(m)) >> |(H0(m)− ǫ
′T )M
′′
L′ |.
Des hypothe`ses m ∈M0(F )≥ et φQ
′
(H0(m)− ǫ′T ) = 1 re´sulte une majoration
|(H0(m)− ǫ
′T )M
′′
L′ | ≥ |H0(m)
M ′′ | − c3ǫ
′|T |
pour une constante c3 > 0 convenable. Puisque α ∈ ∆
Q′
0 , on a θ
−kα ∈ ∆P
′′
0 . Donc
< θ−kα,H0(m)
M ′′ >=< θ−kα,H0(m) > .
Puisque θ−kα ∈ ∆P0 −∆
Q
0 , l’hypothe`se τ
P
Q (H0(m)− ǫT ) = 1 entraˆıne
< θ−kα,H0(m) >>< θ
−kα, ǫT > .
On en de´duit une majoration |H0(m)M
′′
| ≥ c4ǫ|T | pour une constante c4 > 0 convenable.
On obtient
|(H0(m)− ǫ
′T )M
′′
L′ | ≥ (c4ǫ− c3ǫ
′)|T |.
En supposant c3ǫ
′ < c4ǫ, on en de´duit
|(H0(m)− ǫ
′T )M
′′
L′ | >> |T |.
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Jointe a` (3), cette minoration entraˆıne la premie`re relation de (2).
Soient maintenant H ′, H ′′ ∈ CM−(H0(m)). Parce que P− est stable par θ, on a
(θH ′)M− = θ(H
′
M−
). On a aussi H ′M− = H
′′
M−
= HM−(m). D’ou`
|θH ′−H ′′| ≥ |(θH ′)M− −H
′′
M− | = |θHM−(m)−HM−(m)| ≥ |θ(HM−(m)
M)−HM−(m)
M |.
Parce que φQ(H0(m− ǫT )τPQ (H0(m)− ǫT ) = 1, on peut e´crire H0(m)
M = ǫTM +X−Y ,
avec X =
∑
β∈∆P0 −∆
Q
0
xβ ˇ̟
M
β , Y =
∑
β∈∆Q0
yββˇ, les coefficients xβ et yβ e´tant positifs ou
nuls. Donc HM−(m)
M = ǫTMM− +X − YM−, avec YM− =
∑
β∈∆L0−∆
M
0
yββˇM . Remarquons
que TMM− est fixe par θ puisque T l’est. D’ou`
|θHM−(m)
M −HM−(m)
M |2 = |θX −X + YM− − θ(YM )|
2
= |θX −X|2 + |θ(YM−)− YM−|
2 + 2(θX −X, YM− − θ(YM−)).
Les e´le´ments X et YM− sont orthogonaux, et les e´le´ments θX et θ(YM−) aussi. L’e´le´ment
θX est combinaison line´aire a` coefficients positifs ou nuls de ˇ̟ β pour β ∈ ∆P0 − ∆
P−
0 .
Donc (θX, YM−) ≥ 0. Pour une raison analogue, (X, θ(YM−)) ≥ 0. On obtient alors
|θHM−(m)−HM−(m)| ≥ |θ(YM−)− YM−|.
Puisque α ∈ ∆Q0 , on a
< α,H0(m) >= ǫ < α, T > −2yα −
∑
β∈∆Q0 ,β 6=α
yβ < α, βˇ >≥ c5ǫ|T | − 2yα
pour un certain c5 > 0, puisque les < α, βˇ > sont ne´gatifs ou nuls. Puisque α ∈ ∆
Q′
0 , on
a aussi < α,H0(m) >≤ c1ǫ′|T |. D’ou`
yα ≥
1
2
(c5ǫ− c1ǫ
′)|T |.
En supposant c1ǫ
′ < c5ǫ, on obtient une minoration yα >> |T |. Puisque θ
−kα 6∈ ∆Q0 ,
on a < θ−k̟α, YM− >= 0, d’ou` < ̟α, θ
k(YM−) >= 0. Alors < ̟α, YM− − θ
k(YM−) >=
yα >> |T |, d’ou` |YM− − θ
k(YM−)| >> |T |. L’e´galite´ 1 − θ
k = (1 − θ)(1 + θ + ... + θk−1)
et le fait que θ soit une isome´trie entraˆıne |YM− − θ
k(YM−)| ≤ k|YM− − θ(YM−)|. D’ou`
|YM− − θ(YM−)| >> |T |. En rassemblant nos calculs, on obtient la minoration
|θH ′ −H ′′| >> |T |,
qui de´montre la seconde assertion de (2) et le lemme. 
3.10 Une fonction ET
Pour m ∈M0(F ), posons
ET (m) =
∑
P˜=M˜UP ;P˜0⊂P˜
(−1)dim(aM˜ )−dim(aG˜)ΩP (m)τˆP˜ (H0(m)− T )δP (m)D
M
0 (m).
Proposition. Les fonctions ET (m) et ΩG(m)φ
G˜(H0(m)− T )D
G
0 (m) sont e´quivalentes.
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Preuve. Fixons ǫ > 0 que l’on pre´cisera plus tard. Pour m ∈M0(F )≥, on a l’e´galite´∑
Q;P0⊂Q
φQ(H0(m)− ǫT )τQ(H0(m)− ǫT ) = 1,
cf. 1.3(2). On peut donc fixer Q et montrer que les fonctions φQ(H0(m)−ǫT )τQ(H0(m)−
ǫT )ET (m) et φQ(H0(m)−ǫT )τQ(H0(m)−ǫT )φG˜(H0(m)−T )ΩG(m)DG0 (m) sont e´quivalentes.
Soit P˜− = M˜−UP− le plus grand espace parabolique tel que P0 ⊂ P ⊂ Q. On introduit
la fonction φG˜
P˜−
, cf. 2.2. On de´compose encore le proble`me en deux. On va prouver :
(1) les fonctions φG˜
P˜−
(H0(m)−T )φQ(H0(m)−ǫT )τQ(H0(m)−ǫT )ET (m) et φG˜P˜−(H0(m)−
T )φQ(H0(m)−ǫT )τQ(H0(m)−ǫT )φ
G˜(H0(m)−T )ΩG(m)D
G
0 (m) sont e´gales surM0(F )
≥ ;
(2) les fonctions (1 − φG˜
P˜−
(H0(m) − T ))φQ(H0(m) − ǫT )τQ(H0(m) − ǫT )ET (m) et
(1−φG˜
P˜−
(H0(m)−T ))φQ(H0(m)− ǫT )τQ(H0(m)− ǫT )φG˜(H0(m)−T )ΩG(m)DG0 (m) sont
toutes deux e´quivalentes a` 0.
Traitons (1). On se limite a` conside´rer des m ∈ M0(F )≥ tels que φG˜P˜−(H0(m) −
T )φQ(H0(m)− ǫT )τQ(H0(m)− ǫT ) = 1. Pour α ∈ ∆
P−
0 , on a une e´galite´
̟α = ̟
M−
α +
∑
β∈∆G0 −∆
P−
0
xβ̟β.
Parce que les poids fondamentaux forment une base aigue¨ de A∗0, les coefficients xβ sont
positifs ou nuls. On en de´duit une formule analogue
̟α˜ = ̟
M−
α˜ +
∑
β˜∈∆G˜0 −∆
P˜−
0
xβ˜̟β˜.
Puisque φG˜
P˜−
(H0(m)− T ) = 1, on a < ̟β˜, H0(m)− T >≤ 0 pour tous les β˜ intervenant,
donc
(3) < ̟α˜, H0(m)− T >≤< ̟
M−
α˜ , H0(m)− T > .
Les hypothe`sesm ∈M0(F )≥ et φQ(H0(m)−ǫT ) = 1 entraˆınent une majoration |H0(m)L| ≤
cǫ|T | pour un certain c > 0, a fortiori |H0(m)
M−| ≤ cǫ|T |. D’ou` | < ̟M−α˜ , H0(m) > | ≤
cα˜ǫ|T | pour un certain cα˜ > 0. On pre´cise ǫ en imposant que pour tout T , on ait l’ine´galite´
cα˜ǫ|T | ≤< ̟
M−
α˜ , T > ( pour tout α˜). Graˆce a` (3), cela entraˆıne
< ̟α˜, H0(m)− T >≤ 0.
On avait suppose´ α˜ ∈ ∆P˜−0 , mais cette relation est aussi vraie pour α˜ ∈ ∆
G˜
0 −∆
P˜−
0 graˆce
a` l’hypothe`se φG˜
P˜−
(H0(m) − T ) = 1. Mais alors on a τˆP˜ (H0(m) − T ) = 0 pour tout P˜
propre. Dans la somme de´finissant ET (m), il ne reste que la contribution de P˜ = G˜, qui
est simplement ΩG(m)D
G
0 (m). Comme on vient de le voir, on a φ
G˜(H0(m)−T ) = 1 donc
ΩG(m) = φ
G˜(H0(m)− T )ΩG(m) et la conclusion de (1) s’ensuit.
Traitons (2). On peut supposer P− 6= G, sinon 1 − φG˜P˜−(H0(m) − T ) = 0. Pour la
deuxie`me fonction, l’assertion est e´vidente car (1−φG˜
P˜−
(H0(m)−T ))φG˜(H0(m)−T ) = 0.
Pour tout α˜ ∈ ∆G˜0 −∆
P˜−
0 , notons simplement τˆα˜ la fonction caracte´ristique de l’ensemble
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des H ∈ A0 tels que ̟α˜(H) > 0. Le support de 1 − φ
G˜
P˜−
(H0(m) − T ) est contenu dans
la re´union des supports des τˆα˜(H0(m)− T ) quand α˜ de´crit ∆G˜0 −∆
P˜−
0 . On peut fixer α˜
dans cet ensemble et se contenter de prouver que la fonction
τˆα˜(H0(m)− T )φ
Q(H0(m)− ǫT )τQ(H0(m)− ǫT )E
T (m)
est e´quivalente a` 0. Dans la somme de´finissant ET (m), on regroupe les P˜ en paires (P˜ ′, P˜ )
de sorte que ∆˜P0 = ∆˜
P ′
0 ⊔ {α˜}. Il nous suffit de prouver que, pour une telle paire,
(4) la fonction
τˆα˜(H0(m)− T )φ
Q(H0(m)− ǫT )τQ(H0(m)− ǫT )(
ΩP (m)τˆP˜ (H0(m)− T )δP (m)D
M
0 (m)− ΩP ′(m)τˆP˜ ′(H0(m)− T )δP ′(m)D
M ′
0 (m)
)
est e´quivalente a` 0.
On fixe ǫ′ > 0 que l’on pre´cisera par la suite. En utilisant le de´coupage de´ja` maintes
fois utilise´, on peut fixer un sous-groupe parabolique standard Q′ ⊂ P et montrer que
la fonction (4) multiplie´e par φQ
′
(H0(m) − ǫ′T )τPQ′(H0(m) − ǫ
′T ) est e´quivalente a` 0.
Par hypothe`se, α˜ 6∈ ∆P˜−0 . Par de´finition de P˜−, il existe donc une racine α ∈ ∆0 − ∆
Q
0
telle que sa restriction a` AM˜0 soit α˜. Fixons une telle racine. L’hypothe`se φ
Q(H0(m) −
ǫT )τQ(H0(m) − ǫT ) = 1 entraˆıne une minoration < α,H0(m) >>> ǫ|T |. Si α ∈ ∆
Q′
0 ,
l’hypothe`se φQ
′
(H0(m) − ǫ′T ) = 1 entraˆıne une majoration < α,H0(m) ><< ǫ′|T |.
On impose que ǫ′ soit assez petit pour que ces deux ine´galite´s soient contradictoires.
Alors α 6∈ ∆Q
′
0 . Notons P˜
′
− = M˜
′
−UP ′− le plus grand espace parabolique standard tel que
P ′− ⊂ Q
′. Alors α˜ 6∈ ∆P˜
′
−. Cette relation, jointe aux inclusions P ′− ⊂ Q
′ ⊂ P et a` l’e´galite´
∆P˜ = ∆P˜
′
⊔ {α˜}, entraˆıne que P ′− ⊂ P
′. On peut alors appliquer le lemme 3.9 : les
fonctions
φQ
′
(H0(m)− ǫ
′T )τPQ′(H0(m)− ǫ
′T )ΩP (m)δP (m)D
M
0 (m)
et
φQ
′
(H0(m)− ǫ
′T )τPQ′(H0(m)− ǫ
′T )ΩP ′(m)δP ′(m)D
M ′
0 (m)
sont toutes deux e´quivalentes a`
φQ
′
(H0(m)− ǫ
′T )τPQ′(H0(m)− ǫ
′T )ΩP ′−(m)δP ′−(m)D
M ′−
0 (m).
Leur diffe´rence est donc e´quivalente a` 0. Par ailleurs, on a l’e´galite´
τˆα˜(H0(m)− T )τˆP˜ (H0(m)− T ) = τˆα˜(H0(m)− T )τˆP˜ ′(H0(m)− T )
d’apre`s l’hypothe`se sur P et P ′. Donc la fonction (4), multiplie´e par φQ
′
(H0(m) −
ǫ′T )τPQ′(H0(m) − ǫ
′T ), est e´gale a` la diffe´rence des deux fonctions ci-dessus, multipie´e
par une fonction borne´e. Cela prouve (4) et la proposition. 
3.11 Controˆle de la partie centrale
On sait que AAG,F est un sous-groupe d’indice fini dans AG,F (ces groupes sont tous
deux e´gaux a` AG si F est archime´dien). Fixons un ensemble de repre´sentants b du groupe
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quotient. Pour tout sous-ensemble X ⊂ G(F ), notons X b l’ensemble des g ∈ X tels que
HG(g) ∈ b. Notons HG˜G la compose´e de HG et de la projection sur l’orthogonal de AG˜.
Lemme. SoientQ un sous-groupe parabolique standard, w ∈ WG(L|S) et w′ ∈ WG(L|S ′).
Il existe un entier D et, quel que soit le re´el r, il existe c > 0 tel que l’on ait la majoration
|ωQ,w,w′(am)|δQ(am)D
L(am) ≤ c(1 + |H0(m)|)
D(1 + |HG˜G (a)|)
−r
pour tout m ∈M0(F )≥,b et tout a ∈ AG˜(F )\AG(F ).
Preuve. Il re´sulte des de´finitions que, pour tout λ ∈ iA∗Mdisc,F et tous k, k
′ ∈ K, on a
l’e´galite´
ωQ,w,w′(am, k, k
′, λ) = e−<λ
′,HG(a)>+<λ,HG(a)>ωQ,w,w′(m, k, k
′, λ)
= e<λ,HG(a)−θHG(a)>ωQ,w,w′(m, k, k
′, λ).
Alors
ωQ,w,w′(am) =
∫
K×K
∫
iA∗Mdisc
/i(A∗G+A
∨
Mdisc,F
)
ωQ,w,w′(m, k, k
′, λ)mG(σλ)
B′(λ, a)ω(k−1amk′) dλ dk dk′,
ou`
B′(λ, a) =
∫
iA∗G,F
B(λ+ µ)e<λ+µ,HG(a)−θHG(a)> dµ.
On peut remplacer l’ensemble d’inte´gration en λ par un domaine fondamental X dans
iA∗Mdisc . Alors B
′(λ, a) est de Schwartz en les deux variables. On remarque que les
fonctions |HG(a) − θHG(a)| et |HG˜G(a)| sont e´quivalentes. On peut alors trouver une
fonction B′′ de Schwartz sur X , a` valeurs positives, de sorte que l’on ait l’ine´galite´
|B′(λ, a)| ≤ B′′(λ)(1 + |HG˜G(a)|)
−r. Alors ωQ,w,w′(am) est majore´e par le produit de
(1 + |HG˜G(a)|)
−r et d’une fonction qui a essentiellement la meˆme forme que ωQ,w,w′(m),
sauf que l’on a supprime´ l’inte´gration centrale. Cette dernie`re fonction est essentiel-
lement majore´e par δQ(m)
−1ΞL(m)2 par le meˆme argument qu’au lemme 3.6. On en
de´duit l’e´nonce´. 
3.12 Un lemme de convergence
Soient Q = LUQ ⊂ R deux sous-groupes paraboliques standard et soient w ∈
WG(L|S) et w′ ∈ WG(L|S ′). On suppose sRQ(w,w
′) 6= 0. Il existe donc un unique es-
pace parabolique P˜ = M˜UP tel que Q ⊂ P ⊂ R et (w,w′) ∈ WPQ . Pour m ∈ M0(F ), on
pose
ETQ,R,w,w′(m) = φ
Q(H0(m)− T )σ˜
R
Q(H0(m)− T )δQ(m)D
L
0 (m)ωQ,w,w′(m).
Lemme. Sous ces hypothe`ses, l’inte´grale∫
AG˜(F )\M0(F )
≥,Q
|ETQ,R,w,w′(m)| dm
est convergente.
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Preuve. Le lemme 3.5(iv) nous fournit une majoration
|(H0(m)− T )
G˜
L | << N
L
w,w′(H0(m))
pour tout T et tout m ∈ M0(F )≥,Q tel que φQ(H0(m) − T )σ˜RQ(H0(m) − T ) = 1. On
a (H0(m) − T )G˜L = H
G˜
0 (m) − H
L
0 (m) − T
G˜
L . Les hypothe`ses φ
Q(H0(m) − T ) = 1 et
m ∈M0(F )
≥,Q entraˆınent une majoration |HL0 (m)| << |T |. D’ou`
|HG˜0 (m)| << |T |+ |(H0(m)− T )
G˜
L |,
puis
(1) |HG˜0 (m)| << |T |+N
L
w,w′(H0(m)).
Remarquons que, si l’on conside`re T comme fixe´ (comme on le peut ici), la majoration
(1) entraˆıne plus simplement
|HG˜0 (m)| << N
L
w,w′(H0(m))
dans le domaine conside´re´. En utilisant cette majoration, le lemme 3.6 et les majorations
familie`res concernant les fonctions DL0 et Ξ
L, on voit que l’inte´grale de l’e´nonce´ est
essentiellement majore´e par∫
AG˜F )\M0(F )
≥,Q
(1 + |HG˜0 (m)|)
−r dm
pour tout re´el r. Cette inte´grale est convergente, d’ou` le lemme. 
3.13 Comparaison de deux inte´grales
On conserve les hypothe`ses du paragraphe pre´ce´dent. Soit ν un re´el strictement
positif. Notons 1νT la fonction caracte´ristique de l’ensemble des m ∈ M0(F ) tels que
|HG˜0 (m)| ≤ ν|T |.
Lemme. Sous ces hypothe`ses, si ν est assez grand, la diffe´rence entre les deux inte´grales∫
AG˜(F )\M0(F )
≥,Q
ETQ,R,w,w′(m) dm
et ∫
AG˜(F )\M0(F )
≥
ETQ,R,w,w′(m)1νT (m) dm
est essentiellement majore´e par |T |−r pour tout re´el r.
Preuve. On peut conside´rer que le domaine d’inte´gration de la seconde inte´grale est
l’ensemble des m ∈ AG˜(F )\M0(F )
≥ tels que 1νT (m) = 1. Ce domaine est contenu
dans le domaine d’inte´gration AG˜(F )\M0(F )
≥,Q de la premie`re inte´grale. Notons DT le
comple´mentaire du premier domaine dans le second. On va prouver plus pre´cise´ment :
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(1) pour ν assez grand, on a pour tout re´el r une majoration∫
DT
|ETQ,R,w,w′(m)| dm << |T |
−r.
L’ensemble DT est re´union disjointe des deux sous-ensembles
DT1 = AG˜(F )\{m ∈M0(F )
≥,Q; 1νT (m) = 0} ;
DT2 = AG˜(F )\{m ∈M0(F )
≥,Q −M0(F )≥; 1νT (m) = 1}.
Compte tenu de la de´finition de ETQ,R,w,w′(m), on peut ajouter la condition φ
Q(H0(m)−
T )σ˜RQ(H0(m)− T ) = 1. Sur D
T
1 , on utilise la relation (1) du paragraphe pre´ce´dent, que
l’on e´crit plus pre´cise´ment
|HG˜0 (m)| ≤ c1(|T |+N
L
w,w′(H0(m))).
Jointe a` la condition 1νT (m) = 0, elle nous dit que
(ν − c1)|T | ≤ c1N
L
w,w′(H0(m))
et
(1−
c1
ν
)|HG˜0 (m)| ≤ c1N
L
w,w′(H0(m)).
On suppose ν > c1. On en de´duit une majoration
|HG˜0 (m)|+ |T | << N
L
w,w′(H0(m)).
En utilisant le lemme 3.6 et les majorations habituelles des fonctions DL0 et Ξ
L, on voit
que l’inte´grale ∫
DT1
|ETQ,R,w,w′(m)| dm
est essentiellement majore´e par
|T |−r
∫
AG˜(F )\M0(F )
(1 + |HG˜0 (m)|)
−r dm
pour tout re´el r. Cette dernie`re inte´grale est convergente, d’ou` la majoration∫
DT1
|ETQ,R,w,w′(m)| dm << |T |
−r.
Traitons maintenant l’inte´grale sur DT2 . Le lemme 3.5(iv) nous fournit la majoration
|(H0(m)− T )
G˜
L | << N
L
w,w′(H0(m))
pour tout T et toutm ∈M0(F )≥,Q tel que φQ(H0(m)−T )σ˜RQ(H0(m)−T ) = 1. Supposons
de plus m 6∈ M0(F )≥. Il existe donc α ∈ ∆0 tel que < α,H0(m) >≤ 0. Ne´cessairement,
α 6∈ ∆Q0 (puisque m ∈M0(F )
≥,Q). On a
< α, (H0(m)− T )
G˜
L >=< α,H0(m)− T > + < α, (T −H0(m))
L > .
Le premier terme est infe´rieur ou e´gal a` − < α, T >. Le second est ne´gatif ou nul :
l’hypothe`se φQ(H0(m) − T ) = 1 entraˆıne que (T − H0(m))L est combinaison line´aire a`
coefficients positifs ou nuls de βˇ pour β ∈ ∆Q0 et on a < α, βˇ >≤ 0 pour tout tel β. Donc
< α, (H0(m)− T )
G˜
L >≤ − < α, T > .
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A fortiori |(H0(m)− T )
G˜
L | >> |T |, ce qui prouve la majoration
|T | << NLw,w′(H0(m))
pour tout m ∈ M0(F )≥,Q −M0(F )≥ tel que φQ(H0(m) − T )σ˜RQ(H0(m) − T ) = 1. En
utilisant encore le lemme 3.6 et les majorations habituelles des fonctions DL0 et Ξ
L, on
voit que l’inte´grale ∫
DT2
|ETQ,R,w,w′(m)| dm
est essentiellement majore´e par
|T |−r
∫
AG˜(F )\M0(F )
(1 + |HG˜0 (m)|)
D1νT (m) dm
pour un certain entier D et pour tout re´el r. La dernie`re inte´grale est convergente et
essentiellement borne´e par |T |D
′
pour un certain entier D′. On en de´duit∫
DT2
|ETQ,R,w,w′(m)| dm << |T |
−r
pour tout re´el r. Cela prouve (1) et le lemme. 
3.14 Un lemme d’e´quivalence
Posons
ET (m) =
∑
Q,R;P0⊂Q⊂R
∑
w∈WG(L|S),w′∈WG(L|S′)
sRQ(w,w
′)ETQ,R,w,w′(m)
=
∑
Q,R;P0⊂Q⊂R
∑
w∈WG(L|S),w′∈WG(L|S′)
sRQ(w,w
′)φQ(H0(m)− T )σ˜
R
Q(H0(m)− T )
δQ(m)D
L
0 (m)ωQ,w,w′(m).
Lemme. Les fonctions ET (m) et ΩG(m)φ
G˜(H0(m)− T )DG0 (m) sont e´quivalentes.
Preuve. Dans la somme de´finissant ET (m), on peut glisser une sous-somme∑
Q;P0⊂Q⊂P
φQ(H0(m)− T )τ
P
Q (H0(m)− T )
puisque celle-ci vaut 1. En utilisant le lemme 3.7 (i) et (ii), on peut alors, a` e´quivalence
pre`s, remplacer la fonction ΩP (m)δP (m)D
M
0 (m) par∑
(w,w′)∈WPQ
ωQ,w,w′(m)δQ(m)D
L
0 (m).
On a aussi l’e´galite´
τPQ (H0(m)− T )τˆP˜ (H0(m)− T ) =
∑
R;P⊂R
σ˜RQ(H0(m)− T ),
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cf. 2.2(1). A ce point, on a montre´ que ET (m) est e´quivalente a`∑
Q,R;P0⊂Q⊂R
∑
w∈WG(L|S),w′∈WG(L|S′)
φQ(H0(m)− T )σ˜
R
Q(H0(m)− T )
δQ(m)D
L
0 (m)ωQ,w,w′(m)
∑
P˜ ;Q⊂P⊂R,(w,w′)∈WPQ
(−1)dim(aP˜ )−dim(aG˜).
La dernie`re somme est e´gale par de´finition a` sRQ(w,w
′), donc l’expression ci-dessus est
e´gale a` ET (m). Donc ET (m) est e´quivalente a` ET (m). La proposition 3.10 nous dit que
ET (m) est e´quivalente a` la deuxie`me fonction de l’e´nonce´. 
3.15 Preuve de la proposition 3.4
Que l’expression de´finissant jT⋆ soit absolument convergente re´sulte du lemme 3.12.
Fixons un re´el ν > 0 que l’on pre´cisera plus tard. Introduisons l’expression
jT1 =
∫
AG˜(F )\M0(F )
≥
ET (m)1νT (m) dm.
Elle aussi est absolument convergente. Le lemme 3.13 nous dit que
limT→∞j
T
⋆ − j
T
1 = 0.
Pour m ∈M0(F )≥, posons
ψ(m) = ΩG(m)D
G
0 (m)κ˜
T (m)− ET (m)1νT (m).
Remarquons que toute inte´grale sur AG˜(F )\M0(F )
≥ se de´compose en produit d’une
inte´grale sur M0(F )
≥,b et d’une inte´grale sur AG˜(F )\AG(F ), cf. 3.11 pour la de´finition
de M0(F )
≥,b. On de´compose jT − jT1 en j
T
2 + j
T
3 , ou`
jT2 =
∫
M0(F )≥,b
∫
a∈AG˜(F )\AG(F );|H
G˜
G (a)|>|T |
ψ(am) da dm,
jT3 =
∫
M0(F )≥,b
∫
a∈AG˜(F )\AG(F );|H
G˜
G (a)|≤|T |
ψ(am) da dm.
Dans la premie`re, on utilise le lemme 3.11. On peut l’appliquer a` chaque fonction inter-
venant dans la de´finition de ET (m), ainsi qu’a` la fonction ΩG(m)D
G
0 (m) qui en est un
cas particulier. Ce lemme nous fournit une majoration
|ψ(am)| << (1 + |H0(m)|)
D(1 + |HG˜G(a)|)
−r
pour un certain entier D et pour tout re´el r. L’inte´grale en a est essentiellement majore´e
par |T |−r pour tout re´el r. L’inte´grale en m porte sur un domaine ou` |H0(m)| << |T | car
une telle ine´galite´ est ve´rifie´e sur l’intersection deM0(F )
≥,b et des supports des fonctions
κ˜T (am) ou 1νT (am). L’inte´grale en m est donc essentiellement borne´e par |T |D
′
pour un
certain entierD′. Il en re´sulte que limT→∞j
T
2 = 0. Conside´rons j
T
3 . Si ν est assez grand, les
conditions m ∈ M0(F )≥,b, |HG˜G(a)| ≤ |T | et κ˜
T (am) = 1 impliquent |H0(am)G˜| ≤ ν|T |.
On ne change alors rien en multipliant la fonction ΩG(am)D
G
0 (am)κ˜
T (am) par 1νT (am).
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Pour m ∈M0(F )
≥, on a κ˜T (m) = φG˜(H0(m)−T ). Le lemme 3.14 nous fournit pour tout
r une majoration
|ψ(am)| << |T |−r
sur le domaine d’inte´gration de jT3 , pour un certain entier D et pour tout r. De nouveau,
l’inte´grale de cette fonction sur le domaine 1νT (am) = 1 est majore´e par |T |−r pour tout
r. Donc limT→∞j
T
3 = 0. Cela ache`ve la preuve. 
3.16 De´finition de (G,M)-familles
PosonsM ′disc = θ
−1(Mdisc). Soit t ∈ WG(Mdisc|M ′disc), c’est-a`-dire que t ∈ W
G/WM
′
disc
et t(M ′disc) = Mdisc. Soit ν ∈ [tσ
′, ωσ]. On fixe un automorphisme unitaire Aν de Vσ tel
que (tσ′)(x) ◦ Aν = ω(x)Aν ◦ σ−ν(x) pour tout x ∈Mdisc(F ). Par fonctorialite´, il de´finit
des homomorphismes entre diffe´rentes repre´sentations induites. Notons ω l’ope´rateur qui,
a` une fonction ϕ sur G(F ), associe la fonction g 7→ ω(g)ϕ(g). Lui-aussi de´finit des ho-
momorphismes entre certaines repre´sentations induites. Pour Λ ∈ iA∗Mdisc,F , introduisons
l’ope´rateur
A(t, ν; Λ) : π′t−1(Λ+ν) = Ind
G
S′(σ
′
t−1(λ+ν))→ πΛ = Ind
G
S (σΛ)
de´fini par
A(t, ν; Λ) = RS|t(S′)(σΛ) ◦ γ(t) ◦ A
−1
ν ω
−1.
Il ve´rifie la relation d’entrelacement ω(g)πΛ(g) ◦A(t, ν; Λ) = A(t, ν; Λ) ◦ π′t−1(Λ+ν)(g).
Pour S ′′ ∈ P(Mdisc), on de´finit la fonction (λ,Λ) 7→ φ(t, ν;λ,Λ, S ′′) des deux variables
λ,Λ ∈ iA∗Mdisc,F par
φ(t, ν;λ,Λ, S ′′) = (A(t, ν; tλ′ − ν)v′, JS¯′′|S(σtλ′−ν)
−1 ◦ JS¯′′|S(σtλ′−ν+Λ)u)
(JS′′|S(σtλ′−ν)
−1 ◦ JS′′|S(σtλ′−ν+Λ)v, A(t, ν; tλ
′ − ν)u′).
Pour λ fixe´, la famille (φ(t, ν;λ,Λ, S ′′))S′′∈P(Mdisc) de fonctions en Λ est presque une
(G,Mdisc)-famille et meˆme presque une (G,Mdisc)-famille p-adique dans le cas ou` F
est non-archime´dien. ”Presque” parce que les fonctions ne sont pas force´ment C∞ : il
peut y avoir des singularite´s. Etudions cette question de re´gularite´. En convertissant
les ope´rateurs d’entrelacement en ope´rateurs normalise´s, on peut re´crire la de´finition de
φ(t, ν;λ,Λ, S ′′) sous la forme
φ(t, ν;λ,Λ, S ′′) = rS¯′′|S′′(σtλ′−ν)
−1rS¯′′|S′′(σtλ′−ν+Λ)
(A(t, ν; tλ′ − ν)v′, RS¯′′|S(σtλ′−ν)
−1 ◦RS¯′′|S(σtλ′−ν+Λ)u)
(RS′′|S(σtλ′−ν)
−1 ◦RS′′|S(σtλ′−ν+Λ)v, A(t, ν; tλ
′ − ν)u′).
Posons
rS′′,reg(σλ) = rS¯′′|S′′(σλ)rS¯|S(σλ)
−1.
On peut e´crire
φ(t, ν;λ,Λ, S ′′) = rS¯|S(σtλ′−ν)
−1rS¯|S(σtλ′−ν+Λ)φreg(t, ν;λ,Λ, S
′′),
ou`
φreg(t, ν;λ,Λ, S
′′) = rS′′,reg(σtλ′−ν)
−1rS′′,reg(σtλ′−ν+Λ)
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(A(t, ν; tλ′ − ν)v′, RS¯′′|S(σtλ′−ν)
−1 ◦RS¯′′|S(σtλ′−ν+Λ)u)
(RS′′|S(σtλ′−ν)
−1 ◦RS′′|S(σtλ′−ν+Λ)v, A(t, ν; tλ
′ − ν)u′).
Graˆce a` 1.10(5), la fonction φreg(t, ν;λ,Λ, S
′′) est re´gulie`re en λ et Λ. La famille
(φreg(t, ν;λ,Λ, S
′′))S′′∈P(Mdisc) est vraiment une (G,M)-famille, p-adique dans le cas ou`
F est non-archime´dien. Toutes les singularite´s de la famille de de´part se concentrent dans
la fonction rS¯|S(σtλ′−ν)
−1rS¯|S(σtλ′−ν+Λ) en facteur.
Soit Q = LUQ ∈ F(Mdisc). On de´duit de la famille (φ(t, ν;λ,Λ, S ′′))S′′∈P(Mdisc) une fa-
mille (φ(t, ν;λ,Λ, S ′′L))S′′L∈PL(Mdisc), qui n’est autre que (φ(t, ν;λ,Λ, S
′′))S′′∈P(Mdisc),S′′⊂Q.
Pour X ∈ AL,F et S
′′ ∈ P(Mdisc) tel que S
′′ ⊂ Q, on a de´fini en 1.6 la fonction
ǫ
Q,T [S′′]
S′′ (X ; Λ) =
∫
ALMdisc,F
(X)
φLS′′(Y − T [S
′′])e<Λ,Y > dY
(φLS′′ est la fonction combinatoire de 1.3, qui n’a rien a` voir avec les fonctions de la
(G,Mdisc)-famille). On pose
φQ,TMdisc(t, ν,X ;λ,Λ) =
∑
S′′∈P(Mdisc),S′′⊂Q
φ(t, ν;λ,Λ, S ′′)ǫ
Q,T [S′′]
S′′ (X ; Λ).
On de´finit de meˆme φQ,Treg,Mdisc(t, ν,X ;λ,Λ). Rappelons que l’on a pose´ λ
′ = θ−1λ. On
pose
ǫ(t, ν;λ) = rS¯|S(σλ)rS¯|S(σtλ′−ν)
−1.
Lemme. (i) Pour λ en position ge´ne´rale, la fonction Λ 7→ φQ,TMdisc(t, ν,X ;λ,Λ) est
re´gulie`re en Λ = λ− tλ′ + ν.
(ii) Les fonctions
λ 7→ φQ,TMdisc(t, ν,X ;λ, λ− tλ
′ + ν),
λ 7→ φQ,Treg,Mdisc(t, ν,X ;λ, λ− tλ
′ + ν),
λ 7→ ǫ(t, ν;λ)
sont C∞ sur iA∗M,F . Si F est archime´dien, toutes leurs de´rive´es sont a` croissance lente.
(iii) On a l’e´galite´
φQ,TMdisc(t, ν,X ;λ, λ− tλ
′ + ν) = ǫ(t, ν;λ)φQ,Treg,Mdisc(t, ν,X ;λ, λ− tλ
′ + ν).
(iv) Comme fonction de X , φQ,TMdisc(t, ν,X ;λ, λ− tλ
′ + ν) ne de´pend que de la classe
X +AAG˜,F .
Preuve. Supposons d’abord F non-archime´dien. La discussion ci-dessus montre que
l’on a l’e´galite´
φQ,TMdisc(t, ν,X ;λ,Λ) = rS¯|S(σtλ′−ν+Λ)rS¯|S(σtλ′−ν)
−1φQ,Treg,Mdisc(t, ν,X ;λ,Λ).
La dernie`re fonction est C∞ en λ et Λ d’apre`s le lemme 1.6. Le facteur rS¯|S(σtλ′−ν+Λ)rS¯|S(σtλ′−ν)
−1
est e´videmment re´gulier en Λ = λ − tλ′ + ν pour λ en position ge´ne´rale. Il vaut alors
rS¯|S(σλ)rS¯|S(σtλ′−ν)
−1. Pour prouver (ii) et (iii), il reste a` montrer que ce dernier terme
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est re´gulier en λ. Par l’isomorphisme ωσ−ν ≃ tσ
′, on a σtλ′−ν ≃ ω
−1t(σλ ◦ θ). Par trans-
port de structure et parce que les facteurs de normalisation sont insensibles a` la torsion
par le caracte`re ω, on a rS¯|S(σtλ′−ν) = rθt−1(S¯)|θt−1(S)(σλ). Mais alors, le quotient
rS¯|S(σλ)rS¯|S(σtλ′−ν)
−1 = rS¯|S(σλ)rθt−1(S¯)|θt−1(S)(σλ)
−1
est re´gulier d’apre`s 1.10(5).
Supposons maintenant F archime´dien. Le meˆme raisonnement prouve les assertions
de re´gularite´. Pour montrer l’assertion de croissance lente, le lemme 1.4 nous rame`ne a`
prouver que que
- les de´rive´es des fonctions intervenant dans la de´finitions des termes φreg(t, ν;λ,Λ, S
′′)
sont a` croissance lente ;
- les de´rive´es de la fonction rS¯|S(σλ)rS¯|S(σtλ′−ν)
−1 sont a` croissance lente.
Les ope´rateurs d’entrelacement normalise´s ont des de´rive´es a` croissance lente. Les
autres fonctions intervenant sont toutes de la forme rS¯1|S1(σµ)rS¯2|S2(σµ)
−1 ou` S1, S2 ∈
P(Mdisc) et µ de´pend line´airement de λ. L’assertion re´sulte de 1.10(5).
Preuve de (iv). Pour Y ∈ AAG˜,F , l’e´galite´ suivante re´sulte des de´finitions
φQ,TMdisc(t, ν,X + Y ;λ, λ− tλ
′ + ν) = e<λ−tλ
′+ν,Y >φQ,TMdisc(t, ν,X ;λ, λ− tλ
′ + ν).
Evidemment e<λ−tλ
′,Y > = 1. En comparant les restrictions a` AG˜(F ) des caracte`res cen-
traux des repre´sentations ωσ et tσ′, l’isomorphisme ωσ−ν ≃ tσ′ et le fait que ω soit trivial
sur AG˜(F ) entraˆıne que νG˜ ∈ iA
∨
AG˜,F
. Donc e<ν,Y > = 1. Cela prouve (iii). 
3.17 De´finition d’une nouvelle inte´grale
Pour deux sous-groupes paraboliques Q = LUQ, R ∈ F(Mdisc) tels que Q ⊂ R et
pour t ∈ WG(Mdisc|M ′disc), notons s
R
Q(t) la somme des
(−1)dim(aM˜ )−dim(aG˜)
sur les espaces paraboliques P˜ = M˜UP tels que Q ⊂ P ⊂ R et tθ−1(P ) = P . Cette
dernie`re condition e´quivaut a` γ0t
−1 ∈ P˜ (F ) (ou` on identifie t a` un rele`vement dans K).
La condition sRQ(t) 6= 0 e´quivaut a` ce qu’il existe un et un seul P˜ ve´rifiant ces conditions.
Soient t ∈ WG(Mdisc|M ′disc) et ν ∈ [tσ
′, ωσ]. Posons
ETQ,R,t,ν = mes(iA
∗
Mdisc,F
)−1
∫
AL,F /AA
G˜
,F
σ˜RQ(X − T [Q])
∫
iA∗Mdisc,F
B(λ)φQ,TMdisc(t, ν,X ;λ, λ− tλ
′ + ν) dλ dX.
Lemme. Si sRQ(t) 6= 0, l’expression E
T
Q,R,t,ν est convergente dans l’ordre indique´.
Preuve. La convergence absolue de l’inte´grale inte´rieure re´sulte du (ii) du lemme
pre´ce´dent et du fait que B est de Schwartz. Puisque AAL,F est d’indice fini dans AL,F ,
on peut fixer X0 ∈ AL,F et prouver que l’expression∫
AAL,F /AAG˜,F
σ˜RQ(X +X0−T [Q])|
∫
iA∗Mdisc,F
B(λ)φQ,TMdisc(t, ν,X +X0;λ, λ− tλ
′+ ν) dλ| dX
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est convergente. Il re´sulte des de´finitions que
φQ,TMdisc(t, ν,X +X0;λ, λ− tλ
′ + ν) = e<λ−tλ
′+ν,X>φQ,TMdisc(t, ν,X0;λ, λ− tλ
′ + ν).
Ainsi l’expression ci-dessus est de la forme∫
AAL,F /AAG˜,F
σ˜RQ(X +X0 − T [Q])|
∫
iA∗Mdisc,F
B′(λ)e<λ−tλ
′,X> dλ| dX,
ou` B′ est une fonction de Schwartz. En utilisant l’e´galite´
< λ− tλ′, X >=< λ, (1− θt−1)X >,
on voit que l’inte´grale inte´rieure est essentiellement majore´e par (1 + |(1 − θt−1)X|)−r
pour tout re´el r. Pour de´montrer la convergence cherche´e, et puisque T peut eˆtre ici
conside´re´ comme une constante, il suffit de prouver que l’on a une majoration
(1) |XG˜| << 1 + |T |+ |(1− θt−1)X|
pour tout T et tout X ∈ AAL,F tel que σ˜
R
Q(X + X0 − T [Q]) = 1. Puisque X0 est fixe´,
cela re´sulte par translation par −X0 d’une majoration
|(X − T [Q])G˜L | << 1 + |(1− θt
−1)X|
pour tout X ∈ AL tel que σ˜RQ(X − T [Q]) = 1. Pour mieux comprendre la situation,
introduisons un e´le´ment s ∈ WG tel que s(Q) soit standard. Posons Q′ = s(Q) = L′UQ′,
R′ = s(R). La majoration pre´ce´dente re´sulte de la majoration
(2) |(X − T )G˜L′| << 1 + |(sθt
−1s−1 − 1)X| pour tout X ∈ AL′ tel que σ˜R
′
Q′(X) = 1.
La condition sRQ(t) 6= 0 se traduit ainsi : il existe un unique espace parabolique P˜ =
M˜UP tel que Q
′ ⊂ P ⊂ R′ et θ(st)s−1 ∈ WM , autrement dit sR
′
Q′(s, st) 6= 0. On applique
le lemme 3.5(iv) en y remplac¸ant les termes Q,R, S, w, w′, H par Q′, R′, P0, s, st, X (ces
donne´es ve´rifient les conditions de ce lemme). Ce lemme implique
|(X − T )G˜L′| << N
L′
s,st(X).
Mais, par de´finition de ce dernier terme, on a
NL
′
s,st(X) << 1 + |(sθt
−1s−1 − 1)X|.
Cela prouve (2) et le lemme. 
3.18 Apparition des (G,M)-familles
Soient Q = LUQ ⊂ R deux sous-groupes paraboliques standard et soient w ∈
WG(L|S), w′ ∈ WG(L|S ′) deux e´le´ments tels que sRQ(w,w
′) 6= 0. On note P˜ = M˜UP
l’unique espace parabolique tel que Q ⊂ P ⊂ R et (w,w′) ∈ WPQ . On pose
ETQ,R,w,w′ =
∫
AG˜(F )\M0(F )
≥,Q
ETQ,R,w,w′(m) dm
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=∫
AG˜(F )\M0(F )
≥,Q
σ˜RQ(H0(m)− T )φ
Q(H0(m)− T )δQ(m)D
L
0 (m)ωQ,w,w′(m) dm.
Le but du paragraphe est de de´finir une approximation plus explicite de ETQ,R,w,w′. On
pose
ET⋆;Q,R,w,w′ =
∑
t∈WG(Mdisc|M
′
disc)∩w
−1WLw′
∑
ν∈[tσ′,ωσ]
ETw−1(Q),w−1(R),t,ν .
On identifie comme toujours un e´le´ment t ∈ WG(Mdisc|M ′disc) a` un rele`vement dans W
G.
La condition que t appartienne a` w−1WLw′ ne de´pend pas du rele`vement choisi. D’autre
part, on voit que, pour t dans l’ensemble de sommation, on a s
w−1(R)
w−1(Q)(t) = s
R
Q(w,w
′).
Notre hypothe`se est que ce nombre est non nul. Les termes ETw−1(Q),w−1(R),t,ν sont donc
bien de´finis d’apre`s le lemme pre´ce´dent.
Lemme. On a une majoration
|ETQ,R,w,w′ −mes(AG˜(F )c)
−1ET⋆;Q,R,w,w′| << |T |
−r
pour tout re´el r.
Preuve. Fixons un re´el ζ > 0. Notons ici 1ζT la fonction caracte´ristique de l’ensemble
des H ∈ A0 tels que |H| ≤ ζ |T | (ce n’est pas la meˆme fonction qu’en 3.13). Notons
ET,ζQ,R,w,w′ la variante de l’expression E
T
Q,R,w,w′ ou` on glisse la fonction 1ζT (H
G˜
L (m)) dans
l’inte´grale. Notons ET,ζ⋆;Q,R,w,w′ la variante de E
T
⋆;Q,R,w,w′ ou` on glisse la fonction 1ζT (X
G˜)
dans les inte´grales de´finissant chaque ETw−1(Q),w−1(R),t,ν . Il re´sulte de 3.13(1) que, si ζ est
assez grand, on a la majoration
|ETQ,R,w,w′ − E
T,ζ
Q,R,w,w′| << |T |
−r
pour tout re´el r. De meˆme, en reprenant la preuve du lemme 3.17, il re´sulte de 3.17(1)
que, si ζ est assez grand, on a la majoration
|ET⋆;Q,R,w,w′ − E
T,ζ
⋆;Q,R,w,w′| << |T |
−r
pour tout re´el r. On fixe ζ tel qu’il en soit ainsi. Il nous suffit alors de majorer
|ET,ζQ,R,w,w′ −mes(AG˜(F )c)
−1ET,ζ⋆;Q,R,w,w′|.
Pour m ∈ M0(F )≥,Q, on a l’e´galite´ φQ(H0(m) − T ) = κL,T (m), ce dernier terme
e´tant l’analogue de κT (m) quand on remplace G par L, cf. 1.14. On a aussi trivialement
σ˜RQ(H0(m)− T ) = σ˜
R
Q(HL(m)− T ). Alors E
T,ζ
Q,R,w,w′ est l’inte´grale sur AG˜(F )\M0(F )
≥,Q
du produit de DL0 (m) et de
1ζT (H
G˜
L (m))σ˜
R
Q(HL(m)− T )κ
L,T (m)δQ(m)ωQ,w,w′(m).
Cette dernie`re fonction est de´finie non seulement pour m ∈ M0(F ), mais en tout point
de L(F ). Elle est biinvariante par K ∩ L(F ) (cela re´sulte de la pre´sence d’une inte´grale
sur K ×K dans la de´finition de ωQ,w,w′(g), cf. 3.4). En se rappelant la de´finition de la
fonction DL0 (m), cf. 1.2, on voit que
ET,ζQ,R,w,w′ =
∫
AG˜(F )\L(F )
1ζT (H
G˜
L (l))σ˜
R
Q(HL(l)− T )κ
L,T (l)δQ(l)ωQ,w,w′(l) dl.
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L’inte´grale sur AG˜(F )\L(F ) se de´compose en une inte´grale surX ∈ AL,F/AAG˜,F d’inte´grales
portant sur AG˜(F )\AG˜(F )L(F ;X) (on rappelle que L(F ;X) est l’ensemble des l ∈ L(F )
tels que HL(l) = X). Pre´cise´ment
ET,ζQ,R,w,w′ =
∫
AL,F /AA
G˜
,F
1ζT (X
G˜)σ˜RQ(X − T )e
T
Q,w,w′(X) dX,
ou`
eTQ,w,w′(X) =
∫
AG˜(F )\AG˜(F )L(F ;X)
δQ(l)κ
L,T (l)ωQ,w,w′(l) dl.
Fixons X . Revenons a` la de´finition de ωQ,w,w′(l), cf. 3.4. C’est une inte´grale portant
sur K ×K × iA∗Mdisc,F . Ces inte´grales commutent entre elles et commutent a` l’inte´grale
ci-dessus sur AG˜(F )\AG˜(F )L(F ;X) car celle-ci est a` support compact a` cause de la
fonction κL,T (l). On obtient
eTQ,w,w′(X) =
∫
iA∗Mdisc,F
B(λ)mG(σλ)ω
T
Q,w,w′(X, λ) dλ,
ou`
ωTQ,w,w′(X, λ) =
∫
K×K
∫
AG˜(F )\AG˜(F )L(F ;X)
ωQ,w,w′(l, k, k
′, λ)ω(l)δQ(l)κ
L,T (l) dl ω(k−1k′) dk dk′.
Fixons λ que l’on suppose provisoirement en position ge´ne´rale. Introduisons les repre´sentations
ρwλ = Ind
L
w(S)∩L((wσ)wλ) et ρ
′
w′λ′ = Ind
L
w′(S′)∩L((w
′σ′)w′λ′) de L(F ), que l’on re´alise
dans les espaces V Lwσ,w(S)∩L et V
L
w′σ′,w′(S′)∩L. Pour k, k
′ ∈ K, introduisons des e´le´ments
uw(k
′, λ), vw(k, λ) ∈ V Lwσ,w(S)∩L et u
′
w′(k, λ
′), v′w′(k
′, λ′) ∈ V Lw′σ′,w′(S′)∩L de´finis par
uw(k
′, λ) = (RQ
w
|w(S)((wσ)wλ) ◦ γ(w) ◦ πλ(k
′)u)K∩L(F ),
vw(k, λ) = (RQw|w(S)((wσ)wλ) ◦ γ(w) ◦ πλ(k)v)K∩L(F ),
u′w′(k, λ
′) = (RQw′ |w′(S′)((w
′σ′)w′λ′) ◦ γ(w
′) ◦ π′λ′(k)u
′)K∩L(F ),
v′w′(k
′, λ′) = (RQ
w′
|w′(S′)((w
′σ′)w′λ′) ◦ γ(w
′) ◦ π′λ′(k
′)v′)K∩L(F ).
Les termes entre parenthe`ses de ces expressions sont des e´le´ments de Vwσ,Q
w
, resp. Vwσ,Qw ,
Vw′σ′,Qw′ , Vw′σ′,Qw′ . Par de´finition de ces espaces, ce sont des fonctions sur K. L’indice
final K ∩ L(F ) signifie que l’on prend leurs restrictions a` K ∩ L(F ). On obtient des
e´le´ments des espaces indique´s. Avec ces notations, la de´finition de ωTQ,w,w′(X, λ) se re´crit
ωTQ,w,w′(X, λ) = rw,w′(σλ)
∫
K×K
∫
AG˜(F )\AG˜(F )L(F ;X)
(vw(k, λ), ρwλ(l)uw(k
′, λ))
(ρ′w′λ′(l)v
′
w′(k
′, λ′), u′w′(k, λ
′))ω(l)κL,T (l) dl ω(k′k−1) dk dk′.
Notons que le δQ(l) disparaˆıt dans la transition entre induites pour G(F ) et induites
pour L(F ). L’inte´grale inte´rieure est de la forme de celles conside´re´es en 1.14, le groupe
ambiant G de ce paragraphe e´tant remplace´ par L et le tore D e´tant AG˜. On de´duit
des constructions de 1.14 une valeur approche´e de ωTQ,w,w′(X, λ), notons-la r
T
Q,w,w′(X, λ).
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On l’e´tudiera plus loin. Le the´ore`me 1.14 entraˆıne l’existence d’un re´el c > 0 et d’une
fonction lisse et a` croissance mode´re´e C sur iA∗Mdisc,F de sorte que l’on ait la majoration
|ωTQ,w,w′(X, λ)− r
T
Q,w,w′(X, λ)| ≤ rw,w′(σλ)m
L((wσ)wλ)
−1/2mL((w′σ′)w′λ′)
−1/2C(λ)e−c|T |.
De´finissons au moins formellement
rTQ,w,w′(X) =
∫
iA∗Mdisc,F
B(λ)mG(σλ)r
T
Q,w,w′(X, λ) dλ,
RT,ζQ,R,w,w′ =
∫
AL,F /AA
G˜
,F
1ζT (X
G˜)σ˜RQ(X − T )r
T
Q,w,w′(X) dX.
On obtient
|ET,ζQ,R,w,w′ − R
T,ζ
Q,R,w,w′| ≤ e
−c|T |
∫
AL,F /AA
G˜
,F
1ζT (X
G˜)σ˜RQ(X − T ) dX
∫
iA∗Mdisc,F
|B(λ)mG(σλ)rw,w′(σλ)m
L((wσ)wλ)
−1/2mL((w′σ′)w′λ′)
−1/2C(λ)| dλ.
Ces calculs sont justifie´s par le re´sultat suivant :
(1) le membre de droite de l’expression ci-dessus est convergent ; il est essentiellement
majore´ par |T |−r pour tout re´el r.
A cause de la fonction 1ζT (X
G˜), l’inte´grale en X est convergente et essentiellement
majore´e par |T |D pour un certain entier D. Il suffit donc de prouver la convergence de
l’inte´grale en λ. Puisque B est de Schwartz, celle-ci re´sulte de :
(2) |mG(σλ)rw,w′(σλ)mL((wσ)wλ)−1/2mL((w′σ′)w′λ′)−1/2| = 1.
On rappelle que
rw,w′(σλ) = rQ
w
|Qw((wσ)wλ)rQw′ |Qw′ ((w
′σ′)w′λ′).
On a l’e´galite´
rQw|Qw((wσ)wλ) = rQw|Qw
((wσ)wλ)rQ
w
|Qw((wσ)wλ).
D’apre`s la de´finition de Q
w
et les proprie´te´s usuelles des facteurs de normalisation, on a
rQw|Qw
((wσ)wλ) = r
L
(w(S)∩L)|(w(S)∩L)
((wσ)wλ).
On utilise 1.10(4) dans G et dans L. Parce que d(σ) = d(wσ) et mG(σλ) = m
G((wσ)wλ),
on en de´duit
|rQ
w
|Qw((wσ)wλ)| = m
G(σλ)
−1/2mL((wσ)wλ)
1/2.
De meˆme, on a
|rQw′ |Qw′ ((w
′σ′)w′λ′)| = m
G(σλ)
−1/2mL((w′σ′)w′λ′)
1/2.
L’assertion (2) en re´sulte, puis (1).
Pour de´montrer le lemme, il nous reste a` prouver l’e´galite´
(3) RT,ζQ,R,w,w′ = mes(AG˜(F )c)
−1ET,ζQ,R,w,w′.
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Pour cela, il faut revenir a` la de´finition du membre de gauche, et d’abord du terme
rTQ,w,w′(X, λ). On suppose λ en position ge´ne´rale et on de´double la variable λ. Plus
pre´cise´ment, on conserve inchange´s les termes ou` intervient la variable λ′ = θ−1λ et,
dans les autres termes, on remplace λ par µ ∈ iA∗Mdisc,F . En particulier, on effectue cette
substitution dans la de´finition de rw,w′(σλ), qui devient un terme de´pendant de λ
′ et µ,
notons-le rw,w′(λ
′, µ). D’apre`s les de´finitions ci-dessus, d’apre`s celles de 1.14 et la formule
(2) de ce paragraphe, rTQ,w,w′(X, λ) est la valeur en µ = λ d’une expression compose´e de :
- une inte´grale sur (k, k′) ∈ K ×K ;
- une somme sur les sous-groupes paraboliques S1 = M1U1 tels que P0 ⊂ S1 ⊂ Q ;
- une somme sur s ∈ WL(M1|w(Mdisc)), s′ ∈ WL(M1|w′(M ′disc)) ;
- une somme sur ν ∈ [s′w′σ′, ωswσ] ;
le terme que l’on somme est
(4) Crw,w′(λ
′, µ)ω(k′k−1)d(σ)−1ǫQ,TS1 (X ; swµ− s
′w′λ′ + ν)
(JL(S¯1∩L)|(s′w′(S′)∩L)((s
′w′σ′)s′w′λ′)◦γ(s
′)v′w′(k
′, λ′), ω◦Aν◦J
L
(S¯1∩L)|(sw(S)∩L)
((swσ)swµ)◦γ(s)uw(k
′, µ))
(ω◦Aν◦J
L
(S1∩L)|(sw(S)∩L)((swσ)swµ)◦γ(s)vw(k, µ), J
L
(S1∩L)|(s′w′(S′)∩L)((s
′w′σ′)s′w′λ′)◦γ(s
′)u′w′(k, λ
′)),
ou`
C = mes(iA∗Mdisc,F )
−1mes(AG˜(F )c)
−1.
On fait disparaˆıtre le terme rw,w′(λ
′, µ) en re´tablissant les ope´rateurs d’entrelace-
ment non normalise´s dans les de´finitions des e´le´ments uw(k
′, µ), etc... Notons uw(k
′, µ)
etc... les e´le´ments de´finis a` l’aide des ope´rateurs non normalise´s. La proprie´te´ usuelle de
compatibilite´ des ope´rateurs d’entrelacement a` l’induction conduit a` l’e´galite´
JL(S¯1∩L)|(sw(S)∩L)((swσ)swµ) ◦ γ(s)uw(k
′, µ) =
(JS¯1|s(Qw)
((swσ)swµ) ◦ γ(s) ◦ JQ
w
|w(S)((wσ)wµ) ◦ γ(w) ◦ πµ(k
′)u)K∩L(F ).
D’apre`s les de´finitions, la distance entre les deux sous-groupes paraboliques S¯1 et sw(S)
est la somme des distances entre S¯1 et s(Qw) et entre s(Qw) et sw(S). Par composition
des ope´rateurs d’entrelacement, on obtient
JL(S¯1∩L)|(sw(S)∩L)((swσ)swµ)◦γ(s)uw(k
′, µ) = (JS¯1|sw(S)((swσ)swµ)◦γ(sw)◦πµ(k
′)u)K∩L(F ),
puis
ω ◦ Aν ◦ JL(S¯1∩L)|(sw(S)∩L)((swσ)swµ) ◦ γ(s)uw(k
′, µ) =
(ω ◦ Aν ◦ JS¯1|sw(S)((swσ)swµ) ◦ γ(sw) ◦ πµ(k
′)u)K∩L(F ).
Il y a la` un abus d’e´criture : le premier ω porte sur des fonctions sur K ∩L(F ), le second
sur des fonctions sur K. De meˆme
JL(S¯1∩L)|(s′w′(S′)∩L)((s
′w′σ′)s′w′λ′) ◦ γ(s
′)v′w′(k
′, λ′) =
(JS¯1|s′w′(S′)((s
′w′σ′)s′w′λ′) ◦ γ(s
′w′) ◦ π′λ′(k
′)v′)K∩L(F )
Le premier produit scalaire de l’expression (4) (transforme´ comme on l’a dit ci-dessus)
s’e´crit donc ∫
K∩L(F )
((JS¯1|s′w′(S′)((s
′w′σ′)s′w′λ′) ◦ γ(s
′w′) ◦ π′λ′(k
′)v′)(h),
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(ω ◦ Aν ◦ JS¯1|sw(S)((swσ)swµ) ◦ γ(sw) ◦ πµ(k
′)u)(h)) dh.
On peut commuter l’ope´rateur π′λ′(k
′) aux ope´rateurs qui le pre´ce`dent et remplacer le
premier terme par
(JS¯1|s′w′(S′)((s
′w′σ′)s′w′λ′) ◦ γ(s
′w′)v′)(hk′).
On peut commuter l’ope´rateur πµ(k
′) aux ope´rateurs qui le pre´ce`dent, mais, d’apre`s la
de´finition de ω, la commutation a` cet ope´rateur fait sortir un terme ω(k′)−1. On peut
donc remplacer le deuxie`me terme par
ω(k′)−1(ω ◦Aν ◦ JS¯1|sw(S)((swσ)swµ) ◦ γ(sw)u)(hk
′).
On se rappelle que dans (4) figure une multiplication par ω(k′) et que l’on doit inte´grer
tout cela en k′ ∈ K. Apre`s ces ope´rations, le premier produit scalaire de (4) devient plus
simplement le produit scalaire
(JS¯1|s′w′(S′)((s
′w′σ′)s′w′λ′) ◦ γ(s
′w′)v′, ω ◦ Aν ◦ JS¯′|sw(S)((swσ)swµ) ◦ γ(sw)u),
ou encore
(A−1ν ◦ ω
−1 ◦ JS¯1|s′w′(S′)((s
′w′σ′)s′w′λ′) ◦ γ(s
′w′)v′, JS¯′|sw(S)((swσ)swµ) ◦ γ(sw)u).
On traite de meˆme le second produit scalaire. On obtient que rTQ,w,w′(X, λ) est la
valeur en µ = λ d’une expression compose´e de sommes sur les S1, s, s
′, ν de termes
(5) Cd(σ)−1ǫQ,TS1 (X ; swµ− s
′w′λ′ + ν)
(A−1ν ◦ ω
−1 ◦ JS¯1|s′w′(S′)((s
′w′σ′)s′w′λ′) ◦ γ(s
′w′)v′, JS¯′|sw(S)((swσ)swµ) ◦ γ(sw)u)
(JS1|sw(S)((swσ)swµ) ◦ γ(sw)v, A
−1
ν ◦ ω
−1 ◦ JS1|s′w′(S′)((s
′w′σ′)s′w′λ′) ◦ γ(s
′w′)u′).
L’ensemble de sommation [s′w′σ′;ωswσ] est celui des ν ∈ iA∗M1,F tels que s
′w′σ′ ≃
ω(swσ)−ν. Posons t = w
−1s−1s′w′. C’est un e´le´ment de WG(Mdisc|M ′disc). L’application
[tσ′;ωσ] → [s′w′σ′;ωswσ]
ν 7→ swν
est bijective. Plus pre´cise´ment, remarquons que toutes les repre´sentations σ, tσ′, swσ et
s′w′σ′ se re´alisent naturellement dans le meˆme espace Vσ. Soit ν ∈ [tσ′;ωσ], introduisons
un automorphisme unitaire Aν de Vσ tel que (tσ
′)(x) ◦ Aν = ω(x)Aν ◦ σ−ν(x) pour
tout x ∈ Mdisc(F ). Alors Aν ve´rifie aussi s′w′σ′(x) ◦ Aν = ω(x)Aν ◦ (swσ)−swν(x) pour
tout x ∈ M1(F ). On peut donc remplacer l’ensemble de sommation [s′w′σ′;ωswσ] par
[tσ′;ωσ], en remplac¸ant ν par swν, tout en prenant Aswν = Aν . Rappelons que les
ope´rateurs intervenant dans (5) sont en fait de´duits par fonctorialite´ de ces ope´rateurs
Aν . On ve´rifie l’e´galite´
A−1ν ◦ω
−1◦JS¯1|s′w′(S′)((s
′w′σ′)s′w′λ′)◦γ(s
′w′) = JS¯1|s′w′(S′)((swσ)s′w′λ′−swν)◦γ(s
′w′)◦A−1ν ◦ω
−1.
Comme en 3.16, on introduit l’ope´rateur
A(t, ν; Λ) = RS|t(S′)(σΛ) ◦ γ(t) ◦ A
−1
ν ◦ ω
−1 : IndGS′(σ
′
t−1(Λ+ν))→ Ind
G
S (σΛ).
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On calcule
JS¯1|s′w′(S′)((swσ)s′w′λ′−swν) ◦ γ(s
′w′) ◦ A−1ν ◦ ω
−1 = rS¯1|s′w′(S′)((swσ)s′w′λ′−swν)
RS¯1|s′w′(S′)((swσ)s′w′λ′−swν) ◦ γ(s
′w′) ◦ A−1ν ◦ ω
−1
= rS¯1|s′w′(S′)((swσ)s′w′λ′−swν)RS¯1|sw(S)((swσ)s′w′λ′−swν) ◦ γ(sw) ◦ A(t, ν; tλ
′ − ν)
= rS¯1|s′w′(S′)((swσ)s′w′λ′−swν)Rsw(S)|S¯1((swσ)s′w′λ′−swν)
−1 ◦ γ(sw) ◦ A(t, ν; tλ′ − ν)
= rS¯1|s′w′(S′)((swσ)s′w′λ′′−swν)rsw(S)|S¯1((swσ)s′w′λ′−swν)
Jsw(S)|S¯1((swσ)s′w′λ′−swν)
−1 ◦ γ(sw) ◦ A(t, ν; tλ′ − ν).
La deuxie`me e´galite´ ne´cessite que nos rele`vements ve´rifient t = w−1s−1s′w, ce que l’on
peut supposer. Un calcul analogue vaut si l’on remplace S¯ ′ par S ′. En utilisant en-
suite les proprie´te´s d’adjonction des ope´rateurs d’entrelacement, on voit que rTQ,w,w′(X, λ)
est la valeur en µ = λ d’une expression compose´e de sommes sur les S1, s, s
′ comme
pre´ce´demment et sur ν ∈ [tσ′, ωσ] de termes
(6) CǫQ,TS1 (X ; swµ− s
′w′λ′ + swν)r(S1, s, s
′; s′w′λ′ − swν)
(A(t, ν; tλ′− ν)v′, γ(w−1s−1) ◦ JS¯1|sw(S)((swσ)s′w′λ′−swν)
−1 ◦ JS¯1|sw(S)((swσ)swµ) ◦ γ(sw)u)
(γ(w−1s−1) ◦JS1|sw(S)((swσ)s′w′λ′−swν)
−1 ◦JS′|sw(S)((swσ)swµ) ◦ γ(sw)v, A(t, ν, tλ
′− ν)u′),
ou`, pour ξ ∈ iA∗MS′ ,F , on a pose´
r(S1, s, s
′; ξ) = d(σ)−1rS1|s′w′S′((swσ)ξ)rsw(S)|S1((swσ)ξ)rS¯1|s′w′S′((swσ)ξ)rsw(S)|S¯1((swσ)ξ).
En utilisant 1.10(3), on obtient
r(S1, s, s
′; ξ) = d(σ)−1rS1|S¯1((swσ)ξ)rS¯1|S1((swσ)ξ).
Puisque d(σ) = d(swσ), ceci n’est autre quemG((swσ)ξ)
−1, lui-meˆme e´gal a`mG(σw−1s−1ξ).
Pour ξ = s′w′λ′ − swν, on a σw−1s−1µ = σtλ′−ν ≃ ω
−1(tσ′)tλ′ = ω
−1t((σλ) ◦ θ). La mesure
de Plancherel est invariante par automorphisme et on ve´rifie facilement qu’elle est aussi
invariante par torsion par un caracte`re unitaire. On obtient r(S1, s, s
′; s′w′λ′ − swν) =
mG(σλ)
−1.
On peut remplacer la sommation sur s′ par une sommation sur t = w−1s−1s′w′. Cet
e´le´ment de´crit l’ensemble WG(Mdisc|M ′disc) ∩ w
−1WLw′, en identifiant pour simplifier
le premier ensemble a` un ensemble de repre´sentants dans WG. On peut remplacer la
somme en S1 et s par une somme sur S
′′ = w−1s−1(S1). Ce parabolique de´crit l’ensemble
Pw
−1(Q)(Mdisc) des S
′′ ∈ P(Mdisc) tels que S ′′ ⊂ w−1(Q). On a les e´galite´s
γ(w−1s−1) ◦ JS¯1|sw(S)((swσ)s′w′λ′−swν)
−1 ◦ JS¯1|sw(S)((swσ)swµ) ◦ γ(sw) =
JS¯′′|S(σtλ′−ν)
−1 ◦ JS¯′′|S(σµ),
γ(w−1s−1) ◦ JS1|sw(S)((swσ)s′w′λ′−swν)
−1 ◦ JS1|sw(S)((swσ)swµ) ◦ γ(sw) =
JS′′|S(σtλ′−ν)
−1 ◦ JS′′|S(σµ),
ǫQ,TS1 (X, swµ− s
′w′λ′ + swν) = ǫ
w−1(Q),T [S′′]
S′′ (w
−1X, µ− tλ′ + ν).
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En utilisant les de´finitions de 3.16, l’expression (6) se re´crit
CmG(σλ)
−1ǫ
w−1(Q),T [S′′]
S′′ (w
−1X, µ− tλ′ + ν)φ(t, ν;λ, µ− tλ′ + ν, S ′′).
En sommant sur S ′′, on obtient
CmG(σλ)
−1φ
w−1(Q),T
Mdisc
(t, ν, w−1(X);λ, µ− tλ′ + ν).
A ce point, le lemme 3.16 nous autorise a` e´galer µ a` λ. On obtient finalement
rTQ,w,w′(X, λ) = Cm
G(σλ)
−1
∑
t∈WG(Mdisc|M
′
disc)∩w
−1WLw′∑
ν∈[tσ′,ωσ]
φ
w−1(Q),T
Mdisc
(t, ν, w−1(X);λ, λ− tλ′ + ν).
En appliquant les de´finitions, on obtient ensuite
RT,ζQ,R,w,w′ = C
∑
t∈WG(Mdisc|M
′
disc)∩w
−1WLw′
∑
ν∈[tσ′,ωσ]
∫
AL,F /AA
G˜
,F
1ζT (X
G˜)σ˜RQ(X − T )
∫
iA∗Mdisc,F
B(λ)φ
w−1(Q),T
Mdisc
(t, ν, w−1(X);λ, λ− tλ′ + ν) dλ dX.
On a σ˜RQ(X−T ) = σ˜
w−1(R)
w−1(Q)(w
−1X−T [w−1(Q)]). Par le changement de variablesX 7→ wX ,
la double inte´grale multiplie´e par C devientmes(AG˜(F )c)
−1ETw−1(Q),w−1(R),t,ν et on obtient
l’e´galite´ cherche´e
RT,ζQ,R,w,w′ = mes(AG˜(F )c)
−1ET⋆;Q,R,w,w′.
Cela ache`ve la preuve. 
3.19 Une nouvelle expression approchant jT
Pour Q = LUQ ∈ F(Mdisc) et t ∈ WG(Mdisc|M ′disc), de´finissons une fonction H 7→
SQ(t;H) sur A0 par
SQ(t;H) =
∑
R;Q⊂R
sRQ(t)σ˜
R
Q(H).
En de´vissant la de´finition de sRQ(t), on a aussi
SQ(t;H) =
∑
P˜=M˜UP ;Q⊂P,tθ−1(P )=P
(−1)dim(aM˜ )−dim(aG˜)
∑
R;P⊂R
σ˜RQ(H),
ou encore, en utilisant 2.2(1),
SQ(t;H) =
∑
P˜=M˜UP ;Q⊂P,tθ−1(P )=P
(−1)dim(aM˜ )−dim(aG˜)τPQ (H)τˆP˜ (H).
Pour ν ∈ [tσ′, ωσ], posons
ETt,ν = mes(iA
∗
Mdisc,F
)−1
∑
Q=LUQ∈F(Mdisc)
∫
AL,F /AA
G˜
,F
SQ(t;X − T [Q])
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∫
iA∗Mdisc,F
B(λ)φQ,TMdisc(t, ν,X ;λ;λ− tλ
′ + ν) dλ dX.
Ceci n’est autre que ∑
Q,R∈F(Mdisc);Q⊂R
sRQ(t)E
T
Q,R,t,ν
qui est une expression convergente d’apre`s le lemme 3.18. Posons
ET =
∑
t∈W (Mdisc|M
′
disc)
∑
ν∈[tσ′,ωσ]
ETt,ν .
Lemme. On a la majoration
|jT −mes(AG˜(F )c)
−1ET | << |T |−r
pour tout re´el r.
Preuve. La proposition 3.4 nous dit que l’on peut aussi bien remplacer jT par jT⋆ ,
c’est-a`-dire par ∑
Q=LUQ,R;P0⊂Q⊂R
∑
w∈WG(L|S),w′∈WG(L|S′)
sRQ(w,w
′)ETQ,R,w,w′.
Le lemme 3.18 nous dit que l’on peut aussi bien remplacer ETQ,R,w,w′ parmes(AG˜(F )c)
−1ET⋆;Q,R,w,w′.
L’expression ci-dessus est alors remplace´e par
mes(AG˜(F )c)
−1
∑
Q=LUQ,R;P0⊂Q⊂R
∑
w∈WG(L|S),w′∈WG(L|S′)
sRQ(w,w
′)
∑
t∈WG(Mdisc|M
′
disc)∩w
−1WLw′
∑
ν∈[tσ′,ωσ]
ETw−1(Q),w−1(R),t,ν .
Comme on l’a remarque´ en 3.18, pourQ, ..., t intervenant ci-dessus, on a l’e´galite´ sRQ(w,w
′) =
s
w−1(R)
w−1(Q)(t). On peut donc re´crire l’expression pre´ce´dente sous la forme
mes(AG˜(F )c)
−1
∑
t∈W (Mdisc|M
′
disc)
∑
ν∈[tσ′,ωσ]
ET⋆;t,ν ,
ou`
ET⋆;t,ν =
∑
Q=LUQ,R;P0⊂Q⊂R
∑
w∈WG(L|S),w′∈WG(L|S′);t∈w−1WLw′
s
w−1(R)
w−1(Q)(t)E
T
w−1(Q),w−1(R),t,ν .
Fixons t et ν. Pour tous Q,R et tout w ∈ WG(L|S) il y a un et un seul w′ ∈ WG(L|S ′)
tel que t ∈ w−1WLw′ : en identifiant tous ces e´le´ments a` des rele`vements dans WG, w′
est l’e´le´ment de longueur minimale dans la classe WLwt. On peut donc supprimer la
somme en w′ et la condition t ∈ w−1WLw′. L’application
{Q = LUQ, R, w;P0 ⊂ Q ⊂ R,w ∈ WG(L|S)} → {Q′, R′;Mdisc ⊂ Q′ ⊂ R′}
(Q,R,w) 7→ (w−1(Q), w−1(R))
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est bijective. On voit alors que ET⋆;t,ν = E
T
t,ν . Cela de´montre le lemme. 
Dans toutes nos expressions intervient la fonction B fixe´e en 3.4. Il peut eˆtre utile
de pre´ciser la de´pendance en B de la majoration du lemme. Pour cela, notons pour
quelques instants jT (B) et ET (B) les termes note´s pre´ce´demment jT et ET . Introduisons
un ensemble N de semi-normes sur l’espace des fonctions de Schwartz sur iA∗Mdisc,F . Dans
le cas ou` F est non-archime´dien, ces semi-normes sont
B 7→ sup{|(XB)(λ)|;λ ∈ iA∗Mdisc,F},
ou` X parcourt les ope´rateurs diffe´rentiels a` coefficients constants sur iA∗Mdisc . Dans le cas
ou` F est archime´dien, ce sont les
B 7→ sup{|(XB)(λ)|(1 + |λ|)N ;λ ∈ iA∗Mdisc},
ou` X parcourt les meˆmes ope´rateurs que ci-dessus et N parcourt les entiers naturels. Le
lemme se pre´cise en
(1) pour tout re´el r ≥ 1, il existe cr > 0 et un sous-ensemble fini Nr ⊂ N de sorte
que l’on ait la majoration
|jT (B)−mes(AG˜(F )c)
−1ET (B)| ≤ crsup{n(B);n ∈ Nr}|T |
−r
pour tout T et toute fonction de Schwartz B sur iA∗Mdisc,F .
Il suffit de reprendre patiemment toutes nos majorations. A chaque fois que B y
intervient, c’est par l’interme´diaire d’une semi-norme appartenant a` l’ensemble N et il est
clair que, pour r fixe´, il n’y a qu’un nombre fini de telles semi-normes qui interviennent.
3.20 Un lemme d’inversion de Fourier
Dans ce paragraphe et jusqu’en 3.23, on fixe un e´lement t ∈ WG(Mdisc|M ′disc) et un
e´le´ment ν ∈ [tσ′, ωσ]. On de´finit un Levi Mt : c’est le plus grand Levi contenant Mdisc
tel que AMt contienne l’ensemble
{H ∈ AMdisc ; tθ
−1H = H}.
On pose M˜t = Mtγ0t
−1, ou` on rele`ve t en un e´le´ment de G. D’apre`s 2.1(3) et (5), M˜t
est un ensemble de Levi et l’ensemble des espaces paraboliques P˜ tels que Mdisc ⊂ P et
tθ−1(P ) = P n’est autre que F(M˜t).
Conside´rons l’ensemble des couples (λ,Λ) ∈ iA∗Mdisc× iA
∗
M˜t
tels que Λ−λ+ tλ′− ν ∈
iA∨Mdisc,F . Il est invariant par translation par (iA
∨
Mdisc,F
+iA∗
M˜t
)×iA∨
M˜t,F
. Conside´rons son
quotient par l’action de ce groupe. Parce que 1− tθ−1 se restreint en un automorphisme
de iAM˜t,∗Mdisc , on voit que ce quotient est fini, re´duit a` un e´le´ment si F est archime´dien.
On voit aussi que la projection (λ,Λ)→ λ est injective. Autrement dit, si on note {ν}t
l’image de cette projection, il existe une application λ 7→ Λ(λ) de {ν}t dans iA∗M˜t,F de
sorte que le quotient ci-dessus soit e´gal a` {(λ,Λ(λ));λ ∈ {ν}t}.
Lemme. Soit f une fonction de Schwartz sur iA∗Mdisc,F et soit X ∈ AM˜t,F . L’inte´grale
mes(iA∗Mdisc,F )
−1
∫
A
M˜t
Mdisc,F
(X)
∫
iA∗Mdisc,F
e<λ−tλ
′+ν,Y >f(λ) dλ dY
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est convergente dans cet ordre. Elle est e´gale a`
mes(iA∗
M˜t,F
)−1|det((1− tθ−1)
|A
M˜t,∗
Mdisc
)|−1
∑
λ∈{ν}t
e<Λ(λ),X>
∫
iA∗
M˜t,F
f(λ+ ξ) dξ.
Preuve. On suppose F non-archime´dien, le cas archime´dien e´tant plus simple. On
fixe un rele`vement de ν dans iA∗Mdisc , que l’on note encore ν. On fixe µ ∈ iA
∗
Mdisc
tel
que νM˜t = tθ−1µ − µ. On fixe X ′ ∈ AMdisc,F tel que (X
′)M˜t = X . On a AM˜tMdisc,F (X) =
X ′ +AM˜tMdisc,F (ou` A
M˜t
Mdisc,F
= AMdisc,F ∩ A
M˜t
Mdisc
) et l’inte´grale de l’e´nonce´ se re´crit
mes(iA∗Mdisc,F )
−1
∑
Y ∈A
M˜t
Mdisc,F
e<νM˜t ,X
′>
∫
iA∗Mdisc,F
e<(λ−µ)−tθ
−1(λ−µ),Y+X′>f(λ) dλ.
Toutes les inte´grations se font sur des groupes compacts. Une inte´grale sur iA∗Mdisc,F se
de´compose en le produit d’une inte´grale sur iA∗Mdisc/(iA
∨
Mdisc,F
+ iA∗
M˜t
) et d’une inte´grale
sur iA∗
M˜t,F
(avec des ponde´rations provenant de nos choix de mesures). L’expression
ci-dessus se transforme en
(1) mes(iA∗Mdisc,F )
−1mes(iA∗
M˜t,F
)
∑
Y ∈A
M˜t
Mdisc,F
e<νM˜t ,X
′>
∫
iA∗Mdisc
/(iA∨Mdisc,F
+iA∗
M˜t
)
e<(λ−µ)−tθ
−1(λ−µ),Y +X′>f ′(λ) dλ,
ou`
f ′(λ) = mes(iA∗
M˜t,F
)−1
∫
iA∗
M˜t,F
f(λ+ ξ) dξ.
La fonction f ′ est lisse sur iA∗Mdisc/(iA
∨
Mdisc,F
+ iA∗
M˜t
). L’accouplement
(iA∗Mdisc/(iA
∨
Mdisc,F
+ iA∗
M˜t
))×AM˜tMdisc,F → C
×
(λ, Y ) 7→ e<λ−tθ
−1λ,Y >
n’est pas parfait. Son noyau K est l’ensemble des λ ∈ iA∗Mdisc/(iA
∨
Mdisc,F
+ iA∗
M˜t
) tels
que λ − tθ−1λ ∈ iA∨Mdisc,F + iA
∗
M˜t
. A ce de´faut pre`s, la formule (1) est une inversion de
Fourier. Elle est donc convergente dans l’ordre indique´. On la calcule selon la formule
usuelle. Elle vaut
|K|−1e<νM˜t ,X
′>
∑
λ∈µ+K
e<(λ−µ)−tθ
−1(λ−µ),X′>f ′(λ).
Notons p : iA∗Mdisc → iA
M˜t,∗
Mdisc
la projection orthogonale. Via cette projection, on ve´rifie
que K s’identifie au noyau de 1 − tθ−1 agissant dans iAM˜t,∗Mdisc/p(iA
∨
Mdisc,F
). Donc |K| =
|det((1− tθ−1)
|A
M˜t,∗
Mdisc
)|. D’autre part, en comparant les de´finitions, on voit que µ+ K =
{ν}t. Notre expression vaut donc
(2) |det((1− tθ−1)
|A
M˜t,∗
Mdisc
)|−1e<νM˜t ,X
′>
∑
λ∈{ν}t
e<(λ−µ)−tθ
−1(λ−µ),X′>f ′(λ).
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Pour λ ∈ {ν}t, on introduit comme ci-dessus Λ(λ) ∈ A
∗
M˜t,F
tel que Λ(λ)− λ+ tλ′ − ν ∈
iA∨Mdisc,F , ou encore Λ(λ)−λ+µ+ tθ
−1(λ−µ)−νM˜t ∈ iA
∨
Mdisc,F
. Puisque X ′ ∈ AMdisc,F ,
on a
e<(λ−µ)−tθ
−1(λ−µ),X′> = e<Λ(λ)−νM˜t ,X
′>,
d’ou`
e<νM˜t ,X
′>e<(λ−µ)−tθ
−1(λ−µ),X′> = e<Λ(λ),X
′> = e<Λ(λ),X>.
L’expression (2) se transforme en celle de l’e´nonce´. 
3.21 Transformation de ETt,ν
Dans la de´finition de ETt,ν intervient la (G,Mdisc)-famille (φ(t, ν;λ,Λ, S
′′))S′′∈P(Mdisc)
de 3.16. Les fonctions qui composent celle-ci ont le de´faut d’avoir des singularite´s et,
quand F est archime´dien, de ne pas eˆtre de Schwartz en Λ : elles sont seulement a`
croissance mode´re´e. Modifions cette famille. On fixe une fonction C sur iA∗Mdisc,F , qui est
C∞ et a` support compact et telle que C(0) = 1. On pose
φ⋆(t, ν;λ,Λ, S
′′) = rS¯|S(σtλ′−ν+Λ)
−1rS¯|S(σλ)C(Λ− λ
′ + tλ′ − ν)B(λ)φ(t, ν;λ,Λ, S ′′).
On a aussi
φ⋆(t, ν;λ,Λ, S
′′) = ǫ(t, ν;λ)C(Λ− λ′ + tλ′ − ν)B(λ)φreg(t, ν;λ,Λ, S
′′).
Les lemmes 1.6 et 3.16(ii) montrent que φ⋆(t, ν;λ,Λ, S
′′) est C∞ en les deux variables
λ,Λ ∈ iA∗Mdisc,F . Les proprie´te´s de B et C assurent qu’elle est de Schwartz en ces deux
variables. D’apre`s le lemme 3.16(iii), on a l’e´galite´
φQ,T⋆,Mdisc(t, ν,X ;λ, λ− tλ
′ + ν) = B(λ)φQ,TMdisc(t, ν,X ;λ, λ− tλ
′ + ν)
pour tout Q = LUQ ∈ F(Mdisc) et tout X ∈ AL,F . La de´finition de ETt,ν se re´crit
ETt,ν = mes(iA
∗
Mdisc,F
)−1
∑
Q=LUQ∈F(Mdisc)
∫
AL,F \AA
G˜
,F
SQ(t;X − T [Q])
∫
iA∗Mdisc,F
φQ,T⋆,Mdisc(t, ν,X ;λ, λ− tλ
′ + ν) dλ dX.
En utilisant le lemme 1.8, on peut e´crire
φQ,T⋆,Mdisc(t, ν,X ;λ, λ− tλ
′ + ν) =
∑
Q′=L′UQ′ ;Mdisc⊂Q
′⊂Q
∫
AL′,F
∫
ALMdisc,F
(X+HL)
δQ
′
Mdisc
(H ′)ΓQQ′(H
′, H + T [Q′])φˆ⋆(t, ν;λ,H,Q
′)e<λ−tλ
′+ν,H′> dH ′ dH,
ou`
φˆ⋆(t, ν;λ,H,Q
′) = mes(iA∗L′,F )
−1
∫
iA∗
L′,F
φ⋆(t, ν;λ,Λ, Q
′)e−<Λ,H> dΛ.
Fixons Q,Q′ ∈ F(Mdisc), avec Q′ ⊂ Q.
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Lemme. (i) Pour X ∈ AL,F , l’inte´grale∫
iA∗Mdisc,F
∫
AL′,F
∫
ALMdisc,F
(X+HL)
|δQ
′
Mdisc
(H ′)ΓQQ′(H
′, H + T [Q′])φˆ⋆(t, ν;λ,H,Q
′)| dH ′ dH dλ
est convergente.
(ii) L’inte´grale∫
AL,F \AA
G˜
,F
∫
AL′,F
∫
ALMdisc,F
(X+HL)
∣∣∣δQ′Mdisc(H ′)SQ(t;X − T [Q])ΓQQ′(H ′, H + T [Q′])
∫
iA∗Mdisc,F
φˆ⋆(t, ν;λ,H,Q
′)e<λ−tλ
′+ν,H′> dλ
∣∣∣ dH ′ dH dX
est convergente.
Preuve de (i). Les deux conditions δQ
′
Mdisc
(H ′)ΓQQ′(H
′, H+T [Q′]) = 1 etH ′ ∈ ALMdisc,F (X+
HL) entraˆınent une majoration |H ′| << 1+ |H|, les e´le´ments T et X e´tant ici conside´re´s
comme constants. L’inte´grale en H ′ est donc convergente et est essentiellement borne´e
par (1 + |H|)D pour un certain entier D. Puisque φ⋆(t, ν;λ,Λ, Q′) est de Schwartz en
les deux variables λ et Λ, φˆ⋆(t, ν;λ,H,Q
′) est de Schwartz en les deux variables λ et H .
Alors l’inte´grale ∫
iA∗Mdisc,F
∫
AL′,F
(1 + |H|)D|φˆ⋆(t, ν; tλ
′ − ν,H,Q′)| dH dλ
est convergente, ce qui prouve (i).
Preuve de (ii). L’inte´grale inte´rieure en λ est le produit de e<ν,H
′>, qui est de valeur
absolue 1, et de la transforme´e de Fourier en λ de φˆ⋆(t, ν;λ,H,Q
′), e´value´e au point
(θt−1 − 1)H ′. Puisque φˆ⋆(t, ν;λ,H,Q′) est de Schwartz en λ et H , on peut fixer des
fonctions de Schwartz h sur AL′,F et h′ sur AMdisc,F , a` valeurs positives, de sorte que la
valeur absolue de cette inte´grale inte´rieure soit majore´e par h′((θt−1 − 1)H ′)h(H). Les
conditions H ′ ∈ ALMdisc,F (X+HL) et δ
Q′
Mdisc
(H ′) = 1 entraˆınent que H ′ = X+HL+(H
′)LL′ .
La condition ΓQQ′(H
′, H+T [Q′]) implique une majoration |(H ′)LL′| << 1+ |H
L|, l’e´le´ment
T e´tant conside´re´ comme constant. On en de´duit
(θt−1 − 1)H ′ = (θt−1 − 1)X + Y (H ′),
avec |Y (H ′)| << 1 + |H|. D’autre part, on a une majoration
1 + |U + V | >> (1 + |U |)(1 + |V |)−1
pour tous U, V ∈ AMdisc . Pour tout re´el r > 0, on a une majoration
h′((θt−1 − 1)H ′) << (1 + |(θt−1 − 1)H ′|)−r.
En utilisant les majorations pre´ce´dentes, on obtient
h′((θt−1 − 1)H ′) << (1 + |(θt−1 − 1)X|)−r(1 + |H|)r.
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A ce point, on a montre´ que l’expression du (ii) de l’e´nonce´ e´tait majore´e par∫
AL,F /AA
G˜
,F
∫
AL′,F
∫
ALMdisc,F
(X+HL)
|δQ
′
Mdisc
(H ′)SQ(t;X − T [Q])Γ
Q
Q′(H
′, H + T [Q′])|
(1 + |(θt−1 − 1)X|)−r(1 + |H|)rh(H) dH ′ dH dX.
Par des raisonnements de´ja` faits, l’inte´grale en H ′ est convergente et essentiellement
majore´e par (1 + |H|)D pour un certain entier D. L’inte´grale en H est convergente quel
que soit r puisque h est de Schwartz. L’expression ci-dessus est donc essentiellement
majore´e par ∫
AL,F /AA
G˜
,F
|SQ(t;X − T [Q])|(1 + |(θt
−1 − 1)X|)−r dX.
Il reste a` montrer que l’on peut choisir r tel que cette inte´grale soit convergente. En re-
venant a` la de´finition de SQ(t;X), on voit qu’il suffit de fixer un sous-groupe parabolique
R tel que Q ⊂ R et sRQ(t) 6= 0 et de prouver la meˆme assertion pour l’inte´grale∫
AL,F /AA
G˜
,F
σ˜RQ(X − T [Q])(1 + |(θt
−1 − 1)X|)−r dX.
Or il re´sulte de 3.17(1) que, pour σ˜RQ(X − T [Q]) = 1, on a une majoration
1 + |XG˜| << 1 + |(θt−1 − 1)X|.
L’inte´grale ci-dessus est donc essentiellement majore´e par∫
AL,F /AA
G˜
,F
(1 + |XG˜|)−r dX.
Pour r assez grand, ceci est convergent. 
Ce lemme nous autorise a` re´crire ETt,ν sous la forme
(1) ETt,ν = mes(iA
∗
Mdisc,F
)−1
∑
Q=LUQ,Q′=L′UQ′∈F(Mdisc);Q
′⊂Q
∫
AL,F /AA
G˜
,F
∫
AL′,F
∫
ALMdisc,F
(X+HL)
δQ
′
Mdisc
(H ′)SQ(t;X − T [Q])Γ
Q
Q′(H
′, H + T [Q′])
∫
iA∗Mdisc,F
e<λ−tλ
′+ν,H′>φˆ⋆(t, ν;λ,H,Q
′) dλ dH ′ dH dX,
ou` on peut permuter librement la somme en Q, Q′ et les trois premie`res inte´grales.
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3.22 Calcul de ETt,ν
On a de´fini en 3.16 une (G,M)-famille (φreg(t, ν;λ,Λ, S
′))S′∈P(Mdisc). Il s’en de´duit
une (G˜, M˜t)-famille (φreg(t, ν;λ,Λ, P˜ ))P˜∈P(M˜t), cf. 2.3 . Les e´le´ments λ et Λ appartiennent
ici a` iA∗Mdisc,F et iA
∗
M˜t,F
, λ jouant un roˆle de parame`tre. Pour X ∈ AG˜,F , on construit la
fonction
φG˜,T
reg,M˜t
(t, ν,X ;λ,Λ) =
∑
P˜∈P(M˜t)
φreg(t, ν;λ,Λ, P˜ )ǫ
G˜,T [P˜ ]
P˜
(X ; Λ).
C’est une fonction lisse en λ et Λ. Si F est archime´dien, toutes ses de´rive´es sont a`
croissance mode´re´e.
Proposition. On a l’e´galite´
ETt,ν = mes(iA
∗
M˜t,F
)−1|det((1− tθ−1)
|A
M˜t,∗
Mdisc
)|−1
∑
λ∈{ν}t
∑
X∈AG˜,F /AAG˜,F∫
iA∗
M˜t,F
B(λ+ ξ)ǫ(t, ν;λ+ ξ)φG˜,T
reg,M˜t
(t, ν,X ;λ+ ξ,Λ(λ)) dξ.
Remarque. On ve´rifie que, pour λ intervenant ci-desus, on a e<Λ(λ),Z> = 1 pour
tout Z ∈ AAG˜,F . La fonction que l’on somme en X est donc bien invariante par AAG˜,F .
Preuve. On part de la formule (1) du paragraphe pre´ce´dent. Permutons les inte´grales
en X et H . Effectuons ensuite le changement de variables X 7→ X − HL. L’inte´grale
en H ′ devient une inte´grale sur ALMdisc,F (X). La composition de l’inte´grale en X et de
cette inte´grale en H ′ devient une unique inte´grale en X ∈ AMdisc,F/AAG˜,F . Cela conduit
a` l’e´galite´
ETt,ν = mes(iA
∗
Mdisc,F
)−1
∑
Q=LUQ,Q′=L′UQ′∈F(Mdisc);Q
′⊂Q
∫
AL′,F
∫
AMdisc,F /AAG˜,F
δQ
′
Mdisc
(X)
SQ(t;X−HL−T [Q])Γ
Q
Q′(X,H+T [Q
′])
∫
iA∗Mdisc,F
e<λ−tλ
′+ν,X>φˆ⋆(t, ν;λ,H,Q
′) dλ dX dH.
On peut toujours permuter librement les sommes en Q et Q′ et les deux premie`res
inte´grales, d’ou`
ETt,ν = mes(iA
∗
Mdisc,F
)−1
∫
AMdisc,F /AAG˜,F
∑
Q′=L′UQ′∈F(Mdisc)
∫
AL′,F
δQ
′
Mdisc
(X)
∑
Q=LUQ;Q′⊂Q
SQ(t;X−HL−T [Q])Γ
Q
Q′(X,H+T [Q
′])
∫
iA∗Mdisc,F
e<λ−tλ
′+ν,X>φˆ⋆(t, ν;λ,H,Q
′) dλ dH dX.
Fixons Q′. En se reportant a` la de´finition de SQ(t, X) et en utilisant 3.20(3), on a l’e´galite´∑
Q=LUQ;Q′⊂Q
SQ(t;X −HL − T [Q])Γ
Q
Q′(X,H + T [Q
′]) =
∑
P˜∈F(M˜t);Q′⊂P
(−1)aP˜−aG˜ τˆP˜ (X−H−T [P˜ ])
∑
Q=LUQ;Q′⊂Q⊂P
τPQ (X−H−T [Q])Γ
Q
Q′(X,H+T [Q
′]).
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D’apre`s 1.3(4), la dernie`re somme en Q vaut τPQ′(X). D’ou`
ETt,ν =
∫
AMdisc,F /AAG˜,F
ETt,ν(X) dX,
ou`
ETt,ν(X) = mes(iA
∗
Mdisc,F
)−1
∑
Q′=L′UQ′∈F(Mdisc)
∫
AL′,F
δQ
′
Mdisc
(X)
∑
P˜=M˜UP∈F(M˜t);Q′⊂P
(−1)aP˜−aG˜ τˆP˜ (X −H − T [P˜ ])τ
P
Q′(X)
∫
iA∗Mdisc,F
e<λ−tλ
′+ν,X>φˆ⋆(t, ν;λ,H,Q
′) dλ dH.
Fixons X . Puisque φˆ⋆(t, ν;λ,H,Q
′) est de Schwartz en λ et H , l’expression ETt,ν(X) est
absolument convergente. On peut donc e´crire
ETt,ν(X) = mes(iA
∗
Mdisc,F
)−1
∫
iA∗Mdisc,F
e<λ−tλ
′+ν,X>ETt,ν(X, λ) dλ,
ou`
ETt,ν(X, λ) =
∑
Q′=L′UQ′∈F(Mdisc)
∫
AL′,F
δQ
′
Mdisc
(X)
∑
P˜=M˜UP∈F(M˜t);Q′⊂P
(−1)aP˜−aG˜ τˆP˜ (X−H−T [P˜ ])
τPQ′(X)φˆ⋆(t, ν;λ,H,Q
′) dH.
Fixons λ. On peut permuter les sommes en P˜ et en Q′, puis de´composer l’inte´grale en
H ∈ AL′,F en une inte´grale sur H ∈ AM˜,F et une inte´grale en H
′ ∈ AM˜L′,F (H) et on peut
permuter la premie`re avec la somme en Q′ On obtient
ETt,ν(X, λ) =
∑
P˜=M˜UP∈F(M˜t)
(−1)aP˜−aG˜
∫
AM˜,F
τˆP˜ (X −H − T [P˜ ])
∑
Q′=L′UQ′ ;Mdisc⊂Q
′⊂P
δQ
′
Mdisc
(X)τPQ′(X)
∫
AM˜
L′,F
(H)
φˆ⋆(t, ν;λ,H
′, Q′) dH ′ dH.
En se rappelant la de´finition de φˆ⋆(t, ν;λ,H
′, Q′) et par inversion de Fourier partielle, on
a ∫
AM˜
L′,F
(H)
φˆ⋆(t, ν;λ,H
′, Q′) dH ′ = mes(iAM˜,F )
−1
∫
iA∗
M˜,F
φ⋆(t, ν;λ,Λ, Q
′)e−<Λ,H> dΛ.
Puisque Λ ne parcourt plus que iA∗
M˜,F
, on peut aussi bien remplacer φ⋆(t, ν;λ,Λ, Q
′) par
φ⋆(t, ν;λ,Λ, P˜ ) et l’expression ci-dessus est e´gale a` φˆ⋆(t, ν;λ,H, P˜ ). Notons que Q
′ a ici
disparu donc, dans l’expression pre´ce´dente de ETν,t, la somme en Q
′ n’est plus que∑
Q′;Mdisc⊂Q′⊂P
δQ
′
Mdisc
(X)τPQ′(X).
Celle-ci est e´gale a` ∑
P˜ ′;M˜t⊂P˜ ′⊂P˜
δP˜
′
M˜t
(X)τ P˜
P˜ ′
(X).
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En effet, les deux expressions sont e´gales a` 1 d’apre`s 1.3(1) et sa variante tordue. On
obtient
ETt,ν(X, λ) =
∑
P˜=M˜UP∈F(M˜t)
(−1)aP˜−aG˜
∫
AM˜,F
τˆP˜ (X −H − T [P˜ ])
∑
P˜ ′=M˜ ′UP ′ ;M˜t⊂P˜
′⊂P˜
δP˜
′
M˜t
(X)τ P˜
P˜ ′
(X)φˆ⋆(t, ν;λ,H, P˜ ) dH.
On remonte maintenant le calcul ci-dessus : on permute les sommes en P˜ et P˜ ′ ; on
remplace φˆ⋆(t, ν;λ,H, P˜ ) par l’expression e´gale∫
AM˜
M˜′,F
(H)
φˆ⋆(t, ν;λ,H
′, P˜ ′) dH ′;
a` partir des inte´grales en H ∈ AM˜,F et H
′ ∈ AM˜
M˜ ′,F
(H), on reconstitue une inte´grale en
H ∈ AM˜ ′,F . On obtient
ETt,ν(X, λ) =
∑
P˜ ′=M˜ ′UP ′∈F(M˜t)
∫
AM˜′,F
δP˜
′
M˜t
(X)
∑
P˜ ;P˜ ′⊂P˜
(−1)aP˜−aG˜ τˆP˜ (X −H − T [P˜
′])τ P˜
P˜ ′
(X)φˆ⋆(t, ν;λ,H, P˜
′) dH.
Par de´finition,∑
P˜ ;P˜ ′⊂P˜
(−1)aP˜−aG˜ τˆP˜ (X −H − T [P˜
′])τ P˜
P˜ ′
(X) = ΓG˜
P˜ ′
(X,H + T [P ′]).
Cela fait disparaˆıtre les P˜ de la formule ci-dessus et nous autorise a` abandonner les ′ des
P˜ ′. D’ou`
ETt,ν(X, λ) =
∑
P˜=M˜UP∈F(M˜t)
∫
AM˜,F
δP˜
M˜t
(X)ΓG˜
P˜
(X,H + T [P˜ ])φˆ⋆(t, ν;λ,H, P˜ ) dH.
Revenons a` ETt,ν qui est l’inte´grale en λ puis X de l’expression ci-dessus, multiplie´e
par mes(iA∗Mdisc,F )
−1e<λ−tλ
′+ν,X>. On peut de´composer l’inte´grale en X en une inte´grale
en X ∈ AM˜t,F/AAG˜,F et une inte´grale en Y ∈ A
M˜t
Mdisc,F
(X). Remarquons que pour Y
dans cet ensemble, on a ETt,ν(Y, λ) = E
T
t,ν(X, λ). On a alors
ETt,ν = mes(iA
∗
Mdisc,F
)−1
∫
AM˜t,F
/AA
G˜
,F
∫
A
M˜t
Mdisc,F
(X)
∫
iA∗Mdisc,F
e<λ−tλ
′+ν,Y >ETt,ν(X, λ) dλ dY dX.
Pour tout X , la fonction λ 7→ ETt,ν(X, λ) est de Schwartz. La double inte´grale inte´rieure
est calcule´e par le lemme 3.20. On obtient
ETt,ν = mes(iA
∗
M˜t,F
)−1|det((1− tθ−1)
|A
M˜t∗
Mdisc
|−1
∫
AM˜t,F
/AA
G˜
,F
∑
λ∈{ν}t
e<Λ(λ),X>
∫
iA∗
M˜t,F
ETt,ν(X, λ+ ξ) dξ dX.
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En de´veloppant le dernier terme, on obtient
ETt,ν = mes(iA
∗
M˜t,F
)−1|det((1− tθ−1)
|A
M˜t∗
Mdisc
|−1
∫
AM˜t,F
/AA
G˜
,F
∑
λ∈{ν}t
e<Λ(λ),X>
∫
iA∗
M˜t,F∑
P˜=M˜UP∈F(M˜t)
∫
AM˜,F
δP˜
M˜t
(X)ΓG˜
P˜
(X,H + T [P˜ ])φˆ⋆(t, ν;λ+ ξ,H, P˜ ) dH dξ dX.
Cette expression est absolument convergente. En effet, pour P˜ fixe´, l’inte´grale en X
est a` support compact et est essentiellement borne´e par (1 + |H|)D pour un entier D
convenable. Les inte´grales restantes en H et ξ sont convergentes puisque φˆ⋆(t, ν;λ +
ξ,H, P˜ ) est de Schwartz en ξ et H . On peut donc commencer par inte´grer en ξ, puis en
H , puis enX . On de´compose ensuite l’inte´grale enX en une somme sur X ∈ AG˜,F/AAG˜,F
d’inte´grales en Y ∈ AG˜
M˜t,F
(X +HG˜). Apre`s encore quelques permutations, on obtient
ETt,ν = mes(iA
∗
M˜t,F
)−1|det((1− tθ−1)
|A
M˜t∗
Mdisc
|−1
∑
λ∈{ν}t
∑
X∈AG˜,F /AAG˜,F
∫
iA∗
M˜t,F
∑
P˜=M˜UP∈F(M˜t)∫
AM˜,F
∫
AG˜
M˜t,F
(X+HG˜)
e<Λ(λ),Y >δP˜
M˜t
(Y )ΓG˜
P˜
(Y,H + T [P˜ ])φˆ⋆(t, ν;λ+ ξ,H, P˜ ) dY dH dξ.
L’expression inte´rieure (somme en P˜ et inte´grales en Y et H) est calcule´e par la variante
tordue du lemme 1.8. C’est φG˜,T
⋆,M˜t
(t, ν,X ;λ+ ξ,Λ(λ)). D’ou`
ETt,ν = mes(iA
∗
M˜t,F
)−1|det((1− tθ−1)
|A
M˜t∗
Mdisc
|−1
∑
λ∈{ν}t
∑
X∈AG˜,F /AAG˜,F∫
iA∗
M˜t,F
φG˜,T
⋆,M˜t
(t, ν,X ;λ+ ξ,Λ(λ)) dξ.
En revenant aux de´finitions des fonctions φreg(t, ν;λ,Λ, S
′) et φ⋆(t, ν;λ,Λ, S
′), on voit
que la seconde est le produit de la premie`re et de ǫ(t, ν;λ)B(λ)C(Λ− λ+ tλ′− ν). Mais,
pour λ ∈ {ν}t et ξ ∈ iA∗M˜t,F , on a par de´finition Λ(λ)−λ−ξ+tθ
−1(λ+ξ)−ν ∈ iA∨Mdisc,F .
Donc C(Λ(λ)− λ− ξ + tθ−1(λ+ ξ)− ν) = 1 et
φG˜,T
⋆,M˜t
(t, ν,X ;λ+ ξ,Λ(λ)) = B(λ+ ξ)ǫ(t, ν;λ+ ξ)φG˜,T
reg,M˜t
(t, ν,X ;λ+ ξ,Λ(λ)).
La formule ci-dessus devient celle de l’e´nonce´. 
3.23 Le ”terme constant” de ETt,ν
Posons
jspec,t,ν = |det((1− tθ
−1)
|A
M˜t,∗
Mdisc
)|−1
∑
λ∈{ν}t;Λ(λ)=0
∫
iA∗
M˜t,F
B(λ+ ξ)φG˜
reg,M˜t
(t, ν;λ+ ξ, 0) dξ.
Cette expression est absolument convergente, la fonction ξ 7→ φG
reg,M˜t
(t, ν;λ+ ξ, 0) e´tant
lisse et a` croissance mode´re´e.
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Lemme. Il existe une unique fonction T 7→ f(T ) qui appartient a` PolExp et qui co¨ıncide
avec mes(AG˜(F )c)
−1ETt,ν dans le coˆne ou` celle-ci est de´finie. Si F est archime´dien, on a
c0(f) = jspec,t,ν. Si F est non-archime´dien, pour tout re´seau R ⊂ AM0,F ⊗Z Q, on a
l’e´galite´
limk→∞c 1
k
R,0(f) = jspec,t,ν.
Remarque. Pour simplifier, on appellera ”terme constant” de f le terme c0(f) si F
est archime´dien, limk→∞c 1
k
R,0(f) si F est non-archime´dien.
Preuve. On suppose F non-archime´dien, le cas archime´dien e´tant similaire. Conside´rons
la formule de la proposition pre´ce´dente. Pour tous λ, X et pour tout ξ ∈ iA∗
M˜t,F
, la fonc-
tion T 7→ fλ,X,ξ(T ) = φTreg,M˜t(t, ν,X ;λ + ξ,Λ(λ)) est de´finie pour T ∈ AM0,F ⊗Z Q
et elle appartient a` PolExp, cf. lemme 1.7. Plus pre´cise´ment, elle appartient a` un es-
pace PolExpΞ,N , ou` Ξ et N ne de´pendent pas de ξ. Autrement dit, pour tout re´seau
R ⊂ AM0,F ⊗Z Q, on peut e´crire
fλ,X,ξ(T ) =
∑
µ∈XR
e<µ,T>pR,µ(T )
pour T ∈ R, avec un ensemble XR inde´pendant de ξ et des polynoˆmes pR,µ de degre´ borne´
inde´pendamment de ξ. Les coefficients de ces polynoˆmes se calculent par interpolation
et ve´rifient donc les meˆmes proprie´te´s que la fonction fλ,X,ξ elle-meˆme. Ils sont donc
C∞ en ξ. Il en re´sulte que le de´veloppement en T commute a` l’inte´grale en ξ. Cela
implique que, si on note f(T ) le membre de droite de l’e´galite´ de la proposition 3.22
multiplie´ par mes(AG˜(F )c)
−1, la fonction T 7→ f(T ) appartient a` PolExp et que son
coefficient cR,0(f) se calcule en remplac¸ant fλ,X,ξ par son coefficient cR,0(fλ,X,ξ) dans
la formule inte´grale. Remarquons que la norme (au sens de 1.7) de la (G˜, M˜t)-famille
(φreg(t, ν;λ+ξ,Λ, P˜ ))P˜∈P(M˜t) est borne´e inde´pendamment de ξ. Il re´sulte donc du lemme
1.7 que limk→∞c 1
k
R,0(f) se calcule en remplac¸ant fλ,X,ξ par limk→∞c 1
k
R,0(fλ,X,ξ) dans la
formule inte´grale (multiplie´e par mes(AG˜(F )c)
−1). Cette dernie`re limite est 0 si Λ(λ) 6∈
(iA∨
M˜t,F
+ iA∗
G˜
)/iA∨
M˜t,F
. Si Λ(λ) ∈ (Λ1(λ) + iA∨M˜t,F )/iA
∨
M˜t,F
, avec Λ1(λ) ∈ iA∗G˜, c’est
mes(AG˜(F )c)
−1mes(iA∗
M˜t,F
)mes(iA∗
G˜,F
)−1e<Λ1(λ),X>φG˜
reg,M˜t
(t, ν;λ+ ξ,Λ1(λ)).
La somme en X devient simplement∑
X∈AG˜,F /AAG˜,F
e<Λ1(λ),X>.
Cette somme vaut [AG˜,F : AAG˜,F ] = mes(iA
∗
G˜,F
)mes(AG˜(F )c) si Λ1(λ) ∈ iA
∨
G˜,F
, 0 sinon.
La condition Λ1(λ) ∈ iA
∨
G˜,F
e´quivaut a` Λ(λ) = 0. Ces calculs conduisent a` l’e´galite´ de
l’e´nonce´. 
3.24 Le terme constant de jT
Conside´rons l’ensemble des λ ∈ iA∗Mdisc tels que t(σλ ◦ θ) ≃ ωσλ. Il est invariant par
translations par iA∨Mdisc,F + iA
∗
M˜t
. On note [σ]t son quotient par l’action de ce groupe.
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Ce quotient est fini. On ve´rifie que l’application λ 7→ (tλ′−λ, λ) est une bijection de [σ]t
sur l’ensemble des couples (ν, λ), ou`
- ν ∈ [tσ′, ωσ] ;
- λ ∈ {ν}t ;
- Λ(λ) = 0.
Posons
jspec =
∑
t∈WG(Mdisc|M
′
disc)
|det((1− tθ−1)
|A
M˜t,∗
Mdisc
)|−1
∑
λ∈[σ]t∫
iA∗
M˜t,F
B(λ+ ξ)ǫ(t, tλ′ − λ;λ+ ξ)φG˜
reg,M˜t
(t, tλ′ − λ;λ+ ξ, 0) dξ.
Ce terme est bien de´fini d’apre`s les proprie´te´s ci-dessus.
Corollaire. Il existe une unique fonction T 7→ f(T ) qui appartient a` PolExp et qui
ve´rifie la majoration
|jT − f(T )| << |T |−r
pour tout re´el r et tout T dans le coˆne ou` jT est de´finie. Si F est archime´dien, on a
c0(f) = jspec. Si F est non-archime´dien, pour tout re´seau R ⊂ AM0,F ⊗ZQ, on a l’e´galite´
limk→∞c 1
k
R,0(f) = jspec.
Preuve. L’existence de la fonction f re´sulte du lemme 3.19, de la de´finition de ET
et du lemme pre´ce´dent. L’unicite´ est claire : un e´le´ment de PolExp est nul s’il est a`
de´croissance rapide dans un coˆne. On calcule le terme constant en utilisant le lemme
pre´ce´dent. Ce calcul conduit a` une formule similaire a` jspec ci-dessus, a` ceci pre`s que la
somme en λ ∈ [σ]t y est remplace´e par une double somme sur ν ∈ [σ, ωtθσ] et λ ∈ {ν}t
tel que Λ(λ) = 0. Comme on l’a dit ci-dessus, cette double somme co¨ıncide avec une
somme en λ ∈ [σ]t. 
3.25 De´finition d’une expression spectrale
Soit M˜ un espace de Levi de G˜. On suppose que M0 ⊂ M . Soit τ = (Mdisc, σ, r) un
triplet forme´ d’un Levi semi-standard Mdisc ⊂ M , d’une repre´sentation σ de Mdisc(F )
irre´ductible et de la se´rie discre`te et d’un e´le´ment r˜ ∈ RM˜(σ). On fixe un rele`vement r˜ ∈
RM˜(σ) et on pose τ = (Mdisc, σ, r˜). Fixons aussi un e´le´ment P˜ ∈ P(M˜), puis un e´le´ment
S ∈ P(Mdisc) tel que S ⊂ P . Posons πτ = Ind
M
S∩M(σ) et Πτ = Ind
G
S (σ) ≃ Ind
G
P (πτ ). A
l’aide de τ , on a de´fini en 2.9 une repre´sentation de M˜(F ) dans l’espace Vσ,S∩P de πτ
et une repre´sentation de G˜(F ) dans l’espace Vσ,P de Πτ . Notons-les respectivement π˜τ
et Π˜τ . On a Π˜τ = Ind
G˜
P˜
(π˜τ ). Soit λ˜ ∈ iA˜∗M˜,F en position ge´ne´rale. On peut remplacer τ
par τλ = (M,σλ, r˜) et τ par τ λ˜ = (M,σλ, r˜) cf. 2.9. On de´finit comme en 2.7 la (G˜, M˜)-
famille (M(πτλ ; Λ, Q˜))Q˜∈P(M˜ ) dont les fonctions prennent leurs valeurs dans l’espace des
endomorphismes de Vσ,S∩P . Rappelons que l’on a fixe´ deux fonctions f1, f2 ∈ C∞c (G˜(F )).
On de´finit une (G˜, M˜)-famille (J (πτλ , f1, f2; Λ, Q˜))Q˜∈P(M˜) par
J (πτλ , f1, f2; Λ, Q˜) = trace(M(πτλ ; Λ,
˜¯Q))Π˜τ λ˜(f1)trace(M(πτλ ; Λ, Q˜)Π˜τ λ˜(f2)).
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On en de´duit une fonction J G˜
M˜
(πτλ , f1, f2; Λ). On pose
J G˜
M˜
(πτλ , f1, f2) = J
G˜
M˜
(πτλ , f1, f2; 0).
Remarque. A cause de la double apparition de π˜τ λ˜ dans les de´finitions ci-dessus, les
fonctions ainsi de´finies ne de´pendent ni du rele`vement τ de τ , ni du rele`vement λ˜ de λ.
On rappelle que l’on a de´fini la notion de triplet essentiel, cf. 2.9. Cette notion de´pend
de l’espace ambiant. Ici, c’est l’espace M˜ . On a
(1) si le triplet τ n’est pas essentiel pour M˜ , les fonctions ci-dessus sont nulles.
Le caracte`re de π˜τ λ˜ e´tant nul pour tout λ˜, la preuve est la meˆme que celle de 2.7(3).
On suppose de´sormais τ essentiel, c’est-a`-dire τ ∈ E(M˜, ω). Il est clair que la fonction
λ 7→ J G˜
M˜
(πτλ , f1, f2) est la restriction a` iA
∗
M˜,F
d’une fonction me´romorphe.
Lemme. La fonction λ 7→ J G˜
M˜
(πτλ , f1, f2) est re´gulie`re sur tout iA
∗
M˜,F
. Si F est ar-
chime´dien, c’est une fonction de Schwartz sur cet espace.
Preuve. Convertissons tous les ope´rateurs d’entrelacement qui interviennent dans les
de´finitions en produits d’ope´rateurs nomalise´s et de facteurs de normalisation. On obtient
une expression
J (πτλ , f1, f2; Λ, Q˜) = r(πτλ ; Λ, Q˜)Jreg(πτλ , f1, f2; Λ, Q˜),
ou` on a regroupe´ dans r(πτλ ; Λ, Q˜) les facteurs de normalisation. On calcule r(πτλ ; Λ, Q˜).
C’est le produit de
rP |Q(σλ)rQ|P (σλ+Λ)rP |Q(σλ+Λ/2)
−1rQ|P (σλ+Λ/2)
−1
et du conjugue´ de
rP |Q¯(σλ)rQ¯|P (σλ+Λ)rP |Q¯(σλ+Λ/2)
−1rQ¯|P (σλ+Λ/2)
−1.
On obtient
r(πτλ ; Λ, Q˜) = rQ¯|Q(σλ)rQ|Q¯(σλ+Λ)rQ|Q¯(σλ+Λ/2)
−1rQ¯|Q(σλ+Λ/2)
−1.
Le produit des deux derniers termes est inde´pendant de Q˜. On peut donc e´crire
r(πτλ ; Λ, Q˜) = C(λ,Λ)rreg(πτλ ; Λ, Q˜),
ou`
C(λ,Λ) = rP¯ |P (σλ)rP |P¯ (σλ+Λ)rP |P¯ (σλ+Λ/2)
−1rP¯ |P (σλ+Λ/2)
−1
et
rreg(πτλ ; Λ, Q˜) = rQ¯|Q(σλ)rP¯ |P (σλ)
−1rQ|Q¯(σλ+Λ)rP |P¯ (σλ+Λ)
−1.
En un point λ ge´ne´ral, J G˜
M˜
(ρτλ , f1, f2) est donc le produit de C(λ, 0) et d’un terme issu
de la (G˜, M˜)-famille
(rreg(ρτλ ; Λ, Q˜)Jreg(ρτλ , f1, f2; Λ, Q˜))Q˜∈P(M˜).
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Le terme C(λ, 0) vaut 1. La (G˜, M˜)-famille ci-dessus est forme´e de fonctions re´gulie`res en
λ et Λ (d’apre`s 1.10(5)). Elle donne donc naissance a` une fonction re´gulie`re en λ. Dans
le cas ou` F est archime´dien, on de´compose plus finement cette dernie`re (G˜, M˜)-famille
en combinaison line´aire de produit de familles similaires et de coefficients matriciels des
ope´rateurs Π˜τ λ˜(f1) et Π˜τ λ˜(f2). Ces coefficients sont de Schwartz tandis les autres termes
donnent naissance a` des fonctions a` croissance mode´re´e en λ (lemme 1.4). D’ou` le lemme.

Remarque. Dans le cas ou` M˜ = G˜, on a simplement l’e´galite´
J G˜
G˜
(πτλ , f1, f2) = trace(Π˜τ λ˜(f1))trace(Π˜τ λ˜(f2)).
D’apre`s le lemme, le terme J G˜
M˜
(πτλ , f1, f2) est de´fini pour tout λ. On ve´rifie qu’il
ne de´pend pas de l’espace parabolique P˜ choisi et qu’il ne de´pend que de la classe de
conjugaison par M(F ) de l’e´le´ment τλ. On pose
J G˜
M˜,spec
(ω, f1, f2) =
∑
τ∈(Edisc(M˜,ω)/conj)/iA∗M˜,F
|Stab(WM × iA∗
M˜,F
, τ)|−1ι(τ)
∫
iA∗
M˜,F
J G˜
M˜
(πτλ , f1, f2) dλ.
Pour toute classe τ ∈ (Edisc(M˜, ω)/conj)/iA∗M˜,F , on a choisi un point-base que l’on a
e´galement note´ τ . Les termes Stab(WM × iA∗
M˜,F
, τ) et ι(τ) ont e´te´ de´finis en 2.9 et 2.10.
On ve´rifie que l’expression J G˜
M˜,spec
(ω, f1, f2) ne de´pend que de la classe de conjugaison
par G˜(F ) de l’espace de Levi M˜ .
3.26 La formule spectrale
On pose W˜G = NormG(F )(M˜0)/M0(F ) (on ne confondra pas ce groupe avec le quo-
tient par M0(F ) du normalisateur de M0 dans G˜(F )). Posons
J G˜spec(ω, f1, f2) =
∑
M˜∈L(M˜0)
|W˜M ||W˜G|−1(−1)aM˜−aG˜J G˜
M˜,spec
(ω, f1, f2).
Proposition. Il existe une unique fonction T 7→ ϕ(T ) qui appartient a` PolExp et qui
ve´rifie pour tout re´el r la majoration
|JT (ω, f1, f2)− ϕ(T )| << |T |
−r
pour tout T dans le coˆne ou` JT (ω, f1, f2) est de´finie. Si F est archime´dien, on a l’e´galite´
c0(ϕ) = J
G˜
spec(ω, f1, f2).
Si F est non-archime´dien, pour tout re´seau R ⊂ AM0,F ⊗Z Q, on a l’e´galite´
limk→∞c 1
k
R,0(ϕ) = J
G˜
spec(ω, f1, f2).
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Preuve. Il re´sulte des formules 3.2(1) et 3.3(1) que JT (ω, f1, f2) est somme finie de
termes jT tels qu’en 3.4. L’existence de la fonction ϕ re´sulte donc du corollaire 3.24.
Comme toujours, l’unicite´ de ϕ est e´vidente. Le terme constant de ϕ se calcule en
sommant les termes constants des diffe´rents jT intervenant, lesquels sont calcule´s par
le meˆme corollaire 3.24. Commenc¸ons par calculer le terme constant de l’e´le´ment de
PolExp asymptote a` l’expression JTMdisc,σ(ω, f1, f2) de 3.3(1). Il est e´gal a`
(1)
∑
u,v∈B,u′,v′∈B′
∑
t∈WG(Mdisc|M
′
disc)
|det((1− tθ−1)
|A
M˜t,∗
Mdisc
)|−1
∑
λ∈[σ]t∫
iA∗
M˜t,F
Bu,v,u′,v′(λ+ ξ)ǫ(t, tλ
′ − λ;λ+ ξ)φG˜
reg,M˜t
(u, v, u′, v′; t, tλ′ − λ;λ+ ξ, 0) dξ.
On a pre´cise´ la notation en re´tablissant le quadruplet (u, v, u′, v′) dans la fonction note´e
simplement φG˜
reg,M˜t
(t, tλ′ − λ;λ + ξ, 0) dans le corollaire 3.24. Les sommes en u, v, u′ et
v′ sont finies, on peut les faire entrer sous l’inte´grale. Fixons t, λ et ξ, calculons∑
u,v∈B,u′,v′∈B′
Bu,v,u′,v′(λ+ ξ)φ
G˜
reg,M˜t
(u, v, u′, v′; t, tλ′ − λ;λ+ ξ, 0).
C’est la valeur en Λ = 0 de la fonction hG˜
M˜t
(Λ) associe´e a` la (G˜, M˜t)-famille (h(Λ, P˜ ))P˜∈P(M˜t)
de´finie par
h(Λ, P˜ ) =
∑
u,v∈B,u′,v′∈B′
Bu,v,u′,v′(λ+ ξ)φreg(u, v, u
′, v′; t, tλ′ − λ;λ+ ξ,Λ, P˜ ).
Fixons S ′′ ∈ P(Mdisc) tel que S ′′ ⊂ P . Posons pour simplifier ν = tλ′ − λ, σ = σλ,
π = πλ. En revenant aux de´finitions de 3.3 et 3.16, on a
h(Λ, P˜ ) =
∑
u,v∈B,u′,v′∈B′
(πξ(ϕ1)Uθ,σξu
′, v)(u, πξ(ϕ2)Uθ,σξv
′)rS′′,reg(σξ)
−1rS′′,reg(σξ+Λ)
(A(t, ν;λ+ ξ)v′, RS¯′′|S(σξ)
−1 ◦RS¯′′|S(σξ+Λ)u)
(RS′′|S(σξ)
−1 ◦RS′′|S(σξ+Λ)v, A(t, ν;λ+ ξ)u
′).
Les sommes en u et v se simplifient en
(2) h(Λ, P˜ ) =
∑
u′,v′∈B′
rS′′,reg(σξ)
−1rS′′,reg(σξ+Λ)
(A(t, ν;λ+ ξ)v′, RS¯′′|S(σξ)
−1 ◦RS¯′′|S(σξ+Λ)πξ(ϕ2)Uθ,σξv
′)
(RS′′|S(σξ)
−1 ◦RS′′|S(σξ+Λ)πξ(ϕ1)Uθ,σξu
′, A(t, ν;λ+ ξ)u′).
On a ∑
v′∈B′
(A(t, ν;λ+ ξ)v′, RS¯′′|S(σξ)
−1 ◦RS¯′′|S(σξ+Λ)πξ(ϕ2)Uθ,σξv
′)
=
∑
v′∈B′
(v′, A(t, ν;λ+ ξ)−1RS¯′′|S(σξ)
−1 ◦RS¯′′|S(σξ+Λ)πξ(ϕ2)Uθ,σξv
′)
= trace(A(t, ν;λ+ ξ)−1RS¯′′|S(σξ)
−1 ◦RS¯′′|S(σξ+Λ)πξ(ϕ2)Uθ,σξ)
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(3) = trace(RS¯′′|S(σξ)
−1 ◦RS¯′′|S(σξ+Λ)πξ(ϕ2)Uθ,σξA(t, ν;λ+ ξ)
−1).
La condition λ ∈ [σ]t e´quivaut a` l’e´quivalence tσ′ξ ≃ ωσξ, ou encore σξ ◦ adγ ≃ ωσξ,
ou` γ = γ0t
−1 (en identifiant t a` un rele`vement dans G(F )). On ve´rifie que le couple
(Aν , γ) appartient a` N M˜t(σξ) ⊂ N
G˜(σξ). En conside´rant (Aν , γ) comme un e´le´ment de ce
dernier ensemble, on a de´fini l’ope´rateur ∇˜S(Aν , γ) en 2.8. En comparant les de´finitions,
on obtient l’e´galite´
Uθ,σξA(t, ν;λ + ξ)
−1 = ∇˜S(Aν , γ)πξ(t).
Relevons ξ en l’e´le´ment ξ˜ ∈ iA˜∗
M˜t,F
tel que < ξ˜, H˜M˜t(γ) >= 0. A l’aide de cet e´le´ment, on
identifie RM˜t(σ) a`RM˜t(σξ). Notons r˜ l’image de (Aν , γ) dans R
M˜t(σξ) = R
M˜t(σ), posons
τ = (Mdisc, σ, r˜) et τ = (Mdisc, σ, r˜), ou` r˜ est l’image de r˜ dans R
M˜t(σ). Introduisons la
repre´sentation de G˜(F ) associe´e en 2.8 a` τ ξ˜, vu comme un triplet pour G˜, que l’on note
ici simplement Π˜ξ. Alors
∇˜S(Aν , γ)πξ(t) = ω(t)
−1Π˜ξ(γ0).
En revenant a` la de´finition de ϕ2 en 3.2, on voit que
πξ(ϕ2)Uθ,σξA(t, ν;λ+ ξ)
−1 = ω(t)−1Π˜ξ(f2).
L’expression (3) devient simplement
ω(t)−1trace(RS¯′′|S(σξ)
−1 ◦RS¯′′|S(σξ+Λ)Π˜ξ(f2)).
On traite de meˆme la somme en u′. Les ope´rateurs portant cette fois sur la premie`re
variable des produits scalaires, on obtient une expression conjugue´e. En particulier, il
sort un facteur ω(t)
−1
, dont le produit avec ω(t)−1 ci-dessus vaut 1. L’expression (2)
devient
(4) h(Λ, P˜ ) = rS′′,reg(σξ)
−1rS′′,reg(σξ+Λ)trace(RS′′|S(σξ)
−1 ◦RS′′|S(σξ+Λ)Π˜ξ(f1))
trace(RS¯′′|S(σξ)
−1 ◦RS¯′′|S(σξ+Λ)Π˜ξ(f2)).
Tous les termes sont relatifs a` un parabolique S de re´fe´rence, que l’on a fixe´ au de´but
du calcul. Fixons un e´le´ment P˜1 ∈ P(M˜t) et un e´le´ment S1 ∈ P(Mdisc) tel que S1 ⊂ P1.
Remplac¸ons S par S1 dans les de´finitions des termes ci-dessus. On obtient une nouvelle
expression h1(Λ, P˜ ). On a
(5) les valeurs en Λ = 0 des fonctions hG˜
M˜
(Λ) et hG˜
1,M˜
(Λ) sont e´gales.
On a
trace(RS¯′′|S(σξ)
−1 ◦RS¯′′|S(σξ+Λ)Π˜ξ(f2)) =
trace(RS1|S(σξ)
−1RS¯′′|S1(σξ)
−1 ◦RS¯′′|S1(σξ+Λ)RS1|S(σξ+Λ)Π˜ξ(f2))
= trace(RS¯′′|S1(σξ)
−1 ◦RS¯′′|S1(σξ+Λ)RS1|S(σξ+Λ)Π˜ξ(f2)RS1|S(σξ)
−1).
Le produit final
RS1|S(σξ+Λ)Π˜ξ(f2)RS1|S(σξ)
−1
ne de´pend pas de S ′′. Un principe ge´ne´ral valable pour toute (G˜, M˜)-famille dit que l’on
ne modifie pas la valeur hG˜
M˜
(0) si on remplace un facteur inde´pendant de S ′′ par sa valeur
en Λ = 0. Mais, en Λ = 0, le produit ci-dessus est e´gal a` Π˜1,ξ(f2), ou` Π˜1,ξ est l’analogue
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de Π˜ξ relatif au parabolique S1. Un meˆme raisonnement s’applique aux autres termes et
(5) s’ensuit.
En oubliant ce changement de S en S1, on suppose pour simplifier que S ⊂ P1. Pour
calculer h(Λ, P˜ ), on a choisi S ′′ avec S ′′ ⊂ P . On peut lui imposer de plus S ′′ ∩Mt =
S ∩Mt. Introduisons l’e´le´ment S
′′ ∈ P(Mdisc) tel que S
′′ ⊂ P¯ et S′′∩Mt = S ∩Mt. On a
RS¯′′|S(σξ)
−1 ◦RS¯′′|S(σξ+Λ) = RS′′|S(σξ)
−1 ◦RS¯′′|S′′(σξ)
−1 ◦RS¯′′|S′′(σξ+Λ) ◦RS′′|S(σξ+Λ).
Mais S¯ ′′ et S′′ sont tous deux contenus dans P¯ . L’ope´rateur RS¯′′|S′′(σξ+Λ) est induit de
l’ope´rateur RMt
S¯′′∩Mt|S′′∩Mt
(σξ+Λ) et celui-ci ne de´pend pas de Λ puisque Λ ∈ iA
∗
M˜t,F
. D’ou`
RS¯′′|S′′(σξ)
−1 ◦RS¯′′|S′′(σξ+Λ) = 1,
puis
RS¯′′|S(σξ)
−1 ◦RS¯′′|S(σξ+Λ) = RS′′|S(σξ)
−1 ◦RS′′|S(σξ+Λ).
Re´tablissons maintenant les ope´rateurs d’entrelacement non normalise´s. La formule (4)
se transforme en
(6) h(Λ, P˜ ) = rS′′(σξ)
−1rS′′(σξ+Λ)trace(JS′′|S(σξ)
−1 ◦ JS′′|S(σξ+Λ)Π˜ξ(f1))
trace(JS′′|S(σξ)
−1 ◦ JS′′|S(σξ+Λ)Π˜ξ(f2)),
ou`
rS′′(σξ) = rS′′,reg(σξ)rS′′|S(σξ)
−1rS|S′′(σξ)
−1 = rS′′,reg(σξ)rS′′|S′′(σξ)
−1,
puisque les distances entre S′′ et S et entre S et S ′′ s’ajoutent. Si l’on suppose ξ en position
ge´ne´rale, tous les termes ci-dessus sont bien de´finis. Introduisons la repre´sentation π˜τ ξ˜
de M˜t(F ) associe´e a` τ ξ˜. On note πτξ la repre´sentation sous-jacente de Mt(F ). On a sim-
plement Π˜ξ = Π˜τ ξ˜ = Ind
G˜
P˜1
(π˜τ ξ˜). En identifiant ces repre´sentations, les proprie´te´s d’in-
duction des ope´rateurs d’entrelacement entraˆınent que JS′′|S(σξ)
−1 ◦JS′′|S(σξ+Λ) co¨ıncide
avec JP¯ |P1(πτξ)
−1 ◦ JP¯ |P1(πτξ+Λ). En appliquant les de´finitions, la formule (6) se re´crit
(7) h(Λ, P˜ ) = C(σξ,Λ, P˜ )trace(M(πτξ ; Λ, P˜ )Π˜ξ(f1))trace(M(πτξ ; Λ,
˜¯P )Π˜ξ(f2)),
ou`
C(σξ,Λ, P˜ ) = rS′′(σξ)
−1rS′′(σξ+Λ)µP¯ |P1(πτξ)µP¯ |P1(πτξ+Λ/2)
−1µP |P1(πτξ)µP |P1(πτξ+Λ/2)
−1.
On a l’e´galite´
µP¯ |P1(πτξ)µP |P1(πτξ) = rP¯ |P (σξ)
−1rP |P¯ (σξ)
−1.
Ce terme est inde´pendant de P˜ : c’est le produit des rα(σξ)
−1 pour toutes les racines
simples α de AMdisc intervenant dans G et pas dans Mt. Pour la meˆme raison, le produit
µP¯ |P1(πτξ+Λ/2)
−1µP |P1(πτξ+Λ/2)
−1
est inde´pendant de P˜ . Comme dans la preuve de (5), on ne change pas le terme hG˜
M˜t
(0)
en remplac¸ant ces termes par leurs valeurs en Λ = 0. Mais alors le produit de ces deux
termes vaut 1. On peut de´finir rS′′(σξ+µ) pour tout µ ∈ iA
∗
Mdisc,F
. Par de´finition rS′′(σξ)
est la valeur de cette fonction en µ = 0. Pour µ en position ge´ne´rale, on a
rS′′(σξ+µ) = rS¯′′|S′′(σξ+µ)rS′′|S′′(σξ+µ)
−1rS¯|S(σξ+µ)
−1.
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On introduit l’e´le´ment S ∈ P(Mdisc) tel que S ⊂ P¯1 et S ∩Mt = S ∩Mt. Les distances
entre S¯ ′′ et S ′′ et entre S ′′ et S ′′ s’ajoutent. De meˆme, les distances entre S¯ et S et entre
S et S s’ajoutent. D’ou`
rS′′(σξ+µ) = rS¯′′|S′′(σξ+µ)rS¯|S(σξ+µ)
−1rS|S(σξ+µ)
−1.
Par les proprie´te´s habituelles d’induction,
rS¯′′|S′′(σξ+µ) = r
Mt
(S¯′′∩Mt)|(S′′∩Mt)
(σξ+µ) = r
Mt
(S¯∩Mt)|(S∩Mt)
(σξ+µ) = rS¯|S(σξ+µ).
D’ou` rS′′(σξ+µ) = rS|S(σξ+µ)
−1. Ce terme est re´gulier en µ = 0 (pour ξ en position
ge´ne´rale), d’ou` rS′′(σξ) = rS|S(σξ)
−1. On obtient
rS′′(σξ)
−1rS′′(σξ+Λ) = rS|S(σξ)rS|S(σξ+Λ)
−1.
Ce terme est inde´pendant de S ′′. Comme ci-dessus, on ne change pas le terme hG˜
M˜t
(0)
en remplac¸ant l’expression pre´ce´dente par sa valeur en Λ = 0. Mais celle-ci est 1. Cela
prouve qu’on peut supprimer le terme C(σξ,Λ, P˜ ) de la formule (7) sans changer la
valeur de hG˜
M˜t
(0). Quand on supprime ce terme C(σξ,Λ, P˜ ), le membre de droite de
(6) devient J (πτξ , f1, f2,
˜¯P ). Si c’e´tait plus simplement J (πτξ , f1, f2, P˜ ), on en de´duirait
hG˜
M˜t
(0) = J G˜
M˜t
(πτξ , f1, f2). A cause du changement de P en P¯ et parce que ǫ
G˜
˜¯P
(Λ) =
(−1)aM˜t−aG˜ǫG˜
P˜
(Λ), on obtient
hG˜
M˜t
(0) = (−1)aM˜t−aG˜J G˜
M˜t
(πτξ , f1, f2).
On doit aussi calculer le terme ǫ(t, ν;λ + ξ) qui intervient dans (1). D’apre`s sa
de´finition en 3.16, c’est la valeur en µ = λ + ξ de rS¯|S(σµ)rS¯|S(σtµ′−ν)
−1. Ou encore
la valeur en µ = 0 de rS¯|S(σξ+µ)rS¯|S(σξ+tµ′)
−1. Le calcul est fait par Arthur en [A1] p.87.
Le rapport pre´ce´dent est e´gal a`
(9)
∏
α>S0
rα(σξ+µ)rα(σξ+tµ′)
−1,
ou` α parcourt les racines simples de AMdisc dans G qui sont positives pour S. Si α
n’intervient pas dans Mt, rα(σξ+µ) est re´gulie`re en µ = 0 puisqu’on a suppose´ ξ en
position ge´ne´rale. Le rapport rα(σξ+µ)rα(σξ+tµ′)
−1 vaut 1 en µ = 0. Supposons que α
intervient dansMt. On de´finit un LeviMα contenantMdisc comme en 1.11. Sim
Mα(σξ) 6=
0, rα(σξ+µ) est encore re´gulie`re en µ = 0 et le rapport rα(σξ+µ)rα(σξ+tµ′)
−1 vaut encore
1 en µ = 0. Supposons mMα(σξ) = 0. On sait qu’alors rα(σξ+µ) a un poˆle d’ordre 1 en
µ = 0. Plus pre´cise´ment, rα(σξ+µ) est e´quivalente au voisinage de µ = 0 a` cα < µ, αˇ >,
ou` cα est un nombre re´el non nul. Le rapport rα(σξ+µ)rα(σξ+tµ′)
−1 est donc e´quivalent a`
< µ, αˇ >< tµ′, αˇ >−1, ou encore a` < µ, αˇ >< µ, θt−1αˇ >−1. En notant Σ l’ensemble des
racines α intervenant dans Mt pour lesquelles m
Mα(σξ) = 0, l’expression (1) est donc
e´quivalente a` ∏
α∈Σ;α>S0
< µ, αˇ >< µ, θt−1αˇ >−1 .
Ce produit est e´gal au signe ǫσ(w) de´fini en 2.9, ou` w est l’image de γ = γ0t
−1 dans
l’ensemble W M˜t(σξ) = W
M˜t(σ). D’ou` l’e´galite´
ǫ(t, ν;λ + ξ) = ǫσ(w).
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A ce point, on a transforme´ la formule (1) en∑
t∈WG(Mdisc|M
′
disc)
(−1)aM˜t−aG˜ |det((1− tθ−1)
|A
M˜t
Mdisc
)|−1
∑
λ∈[σ]t
ǫσλ(w)
∫
iA∗
M˜t,F
J G˜
M˜t
(πτξ , f1, f2) dξ.
On rappelle que w est l’image de γ = γ0t
−1 dans W M˜t(σλ) et que τ = (Mdisc, σλ, r), ou` r
est l’image de w dans RM˜t(σλ). On de´compose la formule ci-dessus selon les espaces de
Levi M˜t. Elle devient
(10)
∑
M˜ ;Mdisc⊂M
X(M˜,Mdisc, σ),
ou` X(M˜,Mdisc, σ) est l’expression obtenue a` partir de l’expression ci-dessus en limitant
la somme aux t tels que M˜t = M˜ . Fixons M˜ . On peut remplacer la double somme
en t ∈ WG(Mdisc,M
′
disc) tels que M˜t = M˜ et en λ ∈ [σ]t par une double somme en
λ ∈ iA∗Mdisc/(iA
∨
Mdisc,F
+ iA∗
M˜
) et en t ∈ WG(Mdisc,M ′disc) tels que M˜t = M˜ et σλ ◦
adγ0t−1 ≃ ωσλ. Fixons λ. L’application t 7→ w est alors une bijection entre l’ensemble
de sommation en t et l’ensemble W M˜reg(σλ). On peut encore de´composer cette somme
en une somme sur r ∈ RM˜(σλ), que l’on e´crit r = WM0 (σλ)w, et une somme sur w
′ ∈
WM0 (σλ)w ∩ W
M˜
reg(σλ). On voit que les seuls termes de l’expression qui de´pendent de
w′ sont ǫσλ(w
′)|det((1 − w′)
|AM˜Mdisc
|−1. Leur somme vaut |WM0 (σλ)|ι(τ) ou` τ est comme
ci-dessus. D’ou`
X(M˜,Mdisc, σ) = (−1)
aM˜−aG˜
∑
λ∈iA∗Mdisc
/(iA∨Mdisc,F
+iA∗
M˜
)
|WM0 (σλ)|
∑
r∈RM˜ (σλ)
ι(τ)
∫
iA∗
M˜,F
J G˜
M˜
(πτξ , f1, f2) dξ.
Notons Πdisc(Mdisc(F ))/iA∗M˜,F l’ensemble des orbites dans Πdisc(Mdisc(F )) pour l’action
de iA∗
M˜,F
. Pour σ ∈ Πdisc(Mdisc(F )), notons Stab(iA∗M˜ ,F , σ) son stabilisateur dans iA
∗
M˜,F
.
Il ne de´pend que de l’image de σ dans l’ensemble d’orbites pre´ce´dent. Notons Oσ l’orbite
de σ pour l’action de iA∗Mdisc,F . Elle se de´compose en orbites pour l’action de iA
∗
M˜,F
, no-
tons Oσ/iA∗M˜,F l’ensemble de ces orbites. Notons que Stab(iA
∗
M˜ ,F
, σ) est inde´pendant de
σ dans cet ensemble. L’application qui, a` λ, associe l’orbite de σλ pour l’action de iA
∗
M˜,F
,
a pour image Oσ/iA∗M˜,F et a un noyau d’ordre |Stab(iA
∗
Mdisc,F
, σ)||Stab(iA∗
M˜,F
, σ)|−1.
Alors
X(M˜,Mdisc, σ) = (−1)
aM˜−aG˜ |Stab(iA∗Mdisc,F , σ)|∑
σ∈Oσ/iA∗
M˜,F
|Stab(iA∗
M˜,F
, σ)|−1|WM0 (σ)|
∑
r∈RM˜ (σ)
ι(τ)
∫
iA∗
M˜,F
J G˜
M˜
(πτξ , f1, f2) dξ,
ou` maintenant τ = (Mdisc, σ, r˜).
Conside´rons la formule 3.2(1). Le terme constant de son membre de droite est la
somme sur Mdisc ∈ L(M0) et sur σ ∈ Πdisc(Mdisc(F ))/iA∗Mdisc,F de l’expression (10),
multiplie´e par |WMdisc||WG|−1|Stab(iA∗Mdisc,F , σ)|
−1. On peut l’e´crire
(11)
∑
M˜ ;M0⊂M
|WM ||WG|−1X(M˜),
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ou`
X(M˜) =
∑
Mdisc;M0⊂Mdisc⊂M
|WMdisc||WM |−1
∑
σ∈Πdisc(Mdisc(F ))/iA
∗
Mdisc,F
|Stab(iA∗Mdisc,F , σ)|
−1X(M˜,Mdisc, σ).
Fixons M˜ . La somme en σ et celle en σ ∈ Oσ/iA∗M˜,F figurant dans X(M˜,Mdisc, σ) se
simplifient en une somme sur l’ensemble Πdisc(Mdisc(F ))/iA∗M˜,F . Conside´rons les triplets
τ qui apparaissent. Ils ne sont pas force´ment essentiels, mais on peut se limiter aux
essentiels (pour M˜) puisque la contribution des autres est nulle d’apre`s 3.25(1). Ils sont
alors discrets, puisque sinon, le terme ι(τ) est nul. On a donc
(12) X(M˜) = (−1)aM˜−aG˜
∑
τ∈(Edisc(M˜,ω)/conj)/iA
∗
M˜,F
C(τ)ι(τ)
∫
iA∗
M˜,F
J G˜
M˜
(πτξ , f1, f2) dξ,
ou` C(τ) est la somme de
(13) |WMdisc||WM |−1|Stab(iA∗
M˜,F
, σ)|−1|WM0 (σ)|
sur les Mdisc tels que M0 ⊂ Mdisc ⊂ M , σ ∈ Πdisc(Mdisc(F ))/iA∗M˜,F , r˜ ∈ R
G˜(σ) tels que
(Mdisc, σ, r˜) ait pour image τ dans (Edisc(M˜, ω)/conj)/iA
∗
M˜,F
. Si on fixe un repre´sentant
(Mdisc, σ, r˜) de τ , l’ensemble de sommation est celui des diffe´rents (w(Mdisc), wσ, w(r˜))
pour w ∈ WM . Ou encore l’ensemble de ces triplets pour w ∈ WM/Stab(WM , τ/iA∗
M˜,F
),
ou` Stab(WM , τ/iA∗
M˜,F
) est le stabilisateur de τ ∈ Edisc(M˜, ω)/iA
∗
M˜,F
dans WM . Le
terme (13) est constant sur l’ensemble de sommation. D’ou`
C(τ) = |WM/Stab(WM , τ/iA∗
M˜,F
)||WMdisc||WM |−1|Stab(iA∗
M˜,F
, σ)|−1|WM0 (σ)|
= |Stab(WM , τ/iA∗
M˜,F
)|−1|WMdisc||Stab(iA∗
M˜,F
, σ)|−1|WM0 (σ)|.
On a de´fini en 2.9 le groupe Stab(WM × iA∗
M˜,F
, τ) des (w, λ) ∈ WM × iA∗
M˜,F
qui
conservent τ . Prenons garde que dans la de´finition de ce groupe, τ est conside´re´ comme
un e´le´ment de Edisc(M˜, ω) tandis que, dans celle ci-dessus de Stab(W
M , τ/iA∗
M˜,F
), τ est
conside´re´ comme un e´le´ment du quotient Edisc(M˜, ω)/iA∗M˜,F . On voit qu’il y a une suite
exacte
1→ Stab(iA∗
M˜ ,F
, σ)→ Stab(WM × iA∗
M˜,F
, τ)→ Stab(WM , τ/iA∗
M˜,F
)→ 1
Donc
|Stab(WM , τ/iA∗
M˜,F
)||Stab(iA∗
M˜,F
, σ)| = |Stab(WM × iA∗
M˜,F
, τ)|.
En appliquant les de´finitions de 2.9, on a aussi
|Stab(WM × iA∗
M˜,F
, τ)| = |WMdisc||WM0 (σ)||Stab(W
M × iA∗
M˜,F
, τ)|.
On conclut
C(τ) = |Stab(WM × iA∗
M˜,F
, τ)|.
Alors (12) devient
X(M˜) = (−1)aM˜−aG˜J G˜
M˜,spec
(ω, f1, f2).
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Ce terme ne de´pendant que de la classe de conjugaison de M˜ , on ve´rifie que la somme
(11) est e´gale a`
(14)
∑
M˜∈L(M˜0)
|W˜M ||W˜G|−1X(M˜)
En effet, les deux termes sont e´gaux a`∑
P˜=M˜UP ;P0⊂P
|P(M˜)|−1X(M˜).
On se rappelle que (11) est le terme constant de l’e´le´ment de PolExp asymptote a`
JT (ω, f1, f2). D’apre`s la formule ci-dessus calculant X(M˜), (14) est e´gal a` J
G˜
spec(ω, f1, f2).
Cela prouve la proposition. 
4 Le calcul ge´ome´trique
4.1 La formule de Weyl
Pour quelques instants, nous allons conside´rer des sous-groupes alge´briques de G qui
ne sont pas force´ment de´finis sur F . Conside´rons un sous-groupe de Borel B de G et un
sous-tore maximal T de B. On suppose T de´fini sur F mais B de´fini seulement sur la
cloˆture alge´brique F¯ de F . On de´finit leur normalisateur commun T˜ = {γ ∈ G˜; adγ(T ) =
T, adγ(B) = B}. On dit que T˜ est un tore tordu maximal de G˜ si et seulement si
T˜ ∩ G˜(F ) 6= ∅. Remarquons que cela entraˆıne que T˜ est de´fini sur F : si on choisit
γ ∈ T˜ ∩ G˜(F ), on a T˜ = Tγ = γT . Remarquons aussi qu’a` tout tore tordu maximal
T˜ est associe´ un sous-tore maximal T de G. Pour γ ∈ T˜ (F ), la restriction de adγ a`
T˜ ne de´pend pas de γ. On la note simplement θ. On note AT le plus grand sous-tore
de´ploye´ de T et AT˜ le plus grand sous-tore contenu dans le sous-groupe A
θ
T des points
fixes par θ (autrement dit, AT˜ est la composante neutre A
θ,0
T de A
θ
T ). On dit que T˜ est
elliptique dans G˜ si AT˜ = AG˜. En ge´ne´ral, notons M le commutant de AT˜ dans G et
posons M˜ = MT˜ . Alors M˜ est un espace de Levi et T˜ est un tordu maximal et elliptique
de M˜ .
Pour tout tore tordu maximal T˜ , on munit le groupe T θ(F ) d’une mesure de Haar.
On suppose que, si deux tores tordus maximaux sont conjugue´s par un e´le´ment de G(F ),
cette conjugaison est compatible aux mesures.
Soit T˜ un tore tordu maximal. Le groupe T (F ) agit sur T˜ (F ) par conjugaison.
L’ensemble des classes de conjugaison est le quotient T˜ (F )/(1 − θ)(T (F )) = (1 −
θ)(T (F ))\T˜ (F ), ou` (1 − θ)(T (F )) = {tθ(t−1); t ∈ T (F )}. Pour γ ∈ T˜ (F ), l’applica-
tion naturelle
T θ,0(F ) → T˜ (F )/(1− θ)(T (F ))
t 7→ tγ
est un isomorphisme local. On munit T˜ (F )/(1 − θ)(T (F )) de la mesure invariante par
translation a` droite ou a` gauche par T (F ) et telle que l’application ci-dessus pre´serve
localement les mesures. Il est imme´diat que cette de´finition ne de´pend pas du choix de
γ. On pose
WG(T˜ ) = NormG(F )(T˜ )/T (F ).
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L’ensemble des classes de conjugaison par G(F ) de tores tordus maximaux est fini.
Fixons un ensemble de repre´sentants T (G˜). On note Tell(G˜) le sous-ensemble des e´le´ments
elliptiques de T (G˜).
Pour γ ∈ G˜, on note ZG(γ) son centralisateur dans G (l’ensemble des x ∈ G tels que
xγx−1 = γ) et Gγ la composante neutre de ZG(γ). On dit que γ est fortement re´gulier si
et seulement si Gγ est un tore et ZG(γ) est commutatif. Un tel e´le´ment est semi-simple.
On note Greg l’ensemble des e´le´ments fortement re´guliers. Un e´le´ment γ ∈ Greg(F )
appartient a` un unique tore tordu maximal : c’est T˜ = Tγ, ou` T est le commutant de Gγ
dans G. On de´finit une fonction DG˜ sur G˜(F ) de la fac¸on suivante. Si γ ∈ G˜(F ) est semi-
simple, DG˜(γ) est la valeur absolue du de´terminant de 1− adγ agissant sur g/gγ , ou` on
note par des lettres gothiques les alge`bres de Lie. Si γ est quelconque, DG˜(γ) = DG˜(γss),
ou` γss est la partie semi-simple de γ.
La formule d’inte´gration de Weyl prend l’une ou l’autre des deux formes suivantes,
pour une fonction f ∈ C∞c (G˜(F )) :
∫
G˜(F )
f(γ) dγ =
∑
T˜∈T (G˜)
|WG(T˜ )|−1
∫
T˜ (F )/(1−θ)(T (F ))
∫
T θ(F )\G(F )
f(x−1γx) dxDG˜(γ) dγ
=
∑
M˜∈L(M˜0)
|W˜M ||W˜G|−1
∑
T˜∈Tell(M˜)
|WM(T˜ )|−1
∫
T˜ (F )/(1−θ)(T (F ))
∫
T θ(F )\G(F )
f(x−1γx) dxDG˜(γ) dγ.
4.2 Quelques majorations
Soient f ∈ C∞c (G˜(F )) et γ ∈ G˜reg(F ) tel que ω soit trivial sur ZG(γ, F ). On pose
IG˜(γ, ω, f) = D
G˜(γ)1/2
∫
ZG(γ,F )\G(F )
ω(x)f(x−1γx) dx.
Par de´finition, c’est l’inte´grale orbitale de f en γ. Si ω n’est pas trivial sur ZG(γ, F ), on
pose IG˜(γ, ω, f) = 0.
Dans le cas ou` le caracte`re ω est trivial, on note simplement IG˜(γ, f) = IG˜(γ, ω, f).
Soit T˜ un tore tordu maximal de G˜. Supposons ω trivial sur T θ(F ). On a
(1) la fonction γ 7→ IG˜(γ, ω, f) est borne´e sur T˜ (F ).
Preuve. Il existe une fonction f ′ ∈ C∞c (G˜(F )), a` valeurs positives ou nulles, de sorte
que |f(γ)| ≤ f ′(γ) pour tout γ ∈ G˜(F ). Alors
|IG˜(γ, ω, f)| ≤ IG˜(γ, f
′).
Il suffit de majorer le membre de droite. En oubliant cette construction, on peut supposer
ω = 1 et f a` valeurs positives ou nulles. La fonction γ 7→ IG˜(γ, f) sur T˜ (F ) se quotiente
en une fonction sur T˜ (F )/(1 − θ)(T (F )) qui est a` support compact. Il suffit de ve´rifier
qu’elle est localement borne´e. Il suffit de fixer γ ∈ T˜ (F ) et de trouver un voisinage U de
0 dans tθ(F ) tel que la fonction soit borne´e sur exp(U)γ. Mais la the´orie de la descente
103
vaut dans le cas tordu. Elle entraˆıne que l’on peut trouver un tel voisinage U et une
fonction ϕ ∈ C∞c (gγ(F )) de sorte que
IG˜(exp(X)γ, f) = IGγ0 (X,ϕ)
pour tout X ∈ U tel que exp(X)γ ∈ G˜reg(F ), avec une de´finition e´vidente de l’inte´grale
de droite. Le membre de droite est borne´ d’apre`s Harish-Chandra. 
On a
(2) il existe η > 0 tel que la fonction γ 7→ DG˜(γ)−η soit localement inte´grable sur
T˜ (F )/(1− θ)(T (F )).
Preuve. Il suffit de prouver l’existence de η > 0 tel que, pour tout γ ∈ T˜ (F ), la
fonction X 7→ DG˜(exp(X)γ)−η est inte´grable au voisinage de 0 dans tθ(F ). Pour X
proche de 0, on aDG˜(exp(X)γ) = DG˜(γ)DGγ(exp(X)). D’apre`s Harish-Chandra, il existe
ηγ > 0 tel que X 7→ DGγ(exp(X))−ηγ soit inte´grable au voisinage de 0. Le re´el ηγ ne
de´pend en fait que du groupe Gγ . Or il n’y a qu’un nombre fini de tels commutants
possibles. En prenant pour η le plus petit des re´els ηγ , on obtient (2). 
On fixe une norme ||.|| sur G(F ) selon la me´thode habituelle. On suppose qu’elle
est biinvariante par K et que ||g|| ≥ 1 pour tout g ∈ G(F ). On rappelle que, pour
tout g ∈ G(F ), on a de´fini h0(g) ∈ A
≥
0 . Les fonctions 1 + log(||g||) et 1 + |h0(g)| sont
e´quivalentes. Fixons γ0 ∈ G˜(F ). On de´finit une norme sur G˜(F ) par ||γ|| = ||g|| si
γ = gγ0 avec g ∈ G(F ). Elle de´pend du point-base γ0 mais sa classe d’e´quivalence (en
un sens plus ou moins clair) n’en de´pend pas.
Lemme. Soit T˜ un tore tordu maximal de G˜. Il existe deux entiers N, k > 0 et un re´el
c > 0 tels que l’on ait les majorations
(i) inft∈T θ,0(F )||tx|| ≤ c(inft∈T θ,0(F )||tγ||)
N ||x−1γx||NDG˜(γ)−k
(ii) inft∈T (F )||tx|| ≤ c||x
−1γx||NDG˜(γ)−k
pour tout x ∈ G(F ) et tout γ ∈ T˜ (F ) ∩ G˜reg(F ).
Preuve. La preuve reprend celle du lemme 4.2 de [A1]. Conside´rons une extension
galoisienne finie F ′ de F que l’on pre´cisera plus tard. On fixe comme pre´ce´demment des
normes sur G(F ′) et G˜(F ′), notons-les pour un instant ||.||F ′. Il existe un entier N1 ≥ 1
tel que l’on ait les majorations
||x|| << ||x||N1F ′ , ||x||F ′ << ||x||
N1
pour tout x ∈ G(F ) et on a des majorations similaires pour γ ∈ G˜(F ). On voit que
l’e´nonce´ est e´quivalent a` celui obtenu en remplac¸ant ||.|| par ||.||F ′ dans les ine´galite´s (i)
et (ii). On peut donc travailler avec les seules normes ||.||F ′ et simplifier la notation pour
le reste de la preuve en abandonnant les indices F ′.
Soit S un sous-tore de G de´fini sur F , pas force´ment maximal. On montre d’abord
(3) il existe un entier N2 tel que l’on ait la majoration
inft∈S(F )||tx|| << (inft∈S(F ′)||tx||)
N2
pour tout x ∈ G(F ).
Notons d le degre´ de l’extension F ′/F et S(F ′)d le sous-groupe des puissances d-ie`mes
dans S(F ′). Le quotient S(F ′)/S(F ′)d est compact, d’ou` une majoration
(4) inft∈S(F ′)d ||tx|| << inft∈S(F ′)||tx||
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pour tout x ∈ G(F ′). Fixons x ∈ G(F ), posons X = inft∈S(F ′)d ||tx|| et choisissons
u ∈ S(F ′) tel que ||udx|| = X (il est a` peu pre`s clair que la borne infe´rieure est atteinte).
Pour σ ∈ Gal(F ′/F ), l’application y 7→ ||σ(y)|| est encore une norme sur G(F ′), il y
a donc un entier N3 ≥ 1 tel que ||σ(y)|| << ||y||N3 pour tout y ∈ G(F ′) et tout σ ∈
Gal(F ′/F ). Donc ||σ(u)dx|| << XN3 pour tout σ. Parce que σ(u)du−d = σ(u)dx(udx)−1,
on en de´duit l’existence de N4 ≥ 1 tel que ||σ(u)
du−d|| << XN4 . On ve´rifie qu’il existe
N5 ≥ 1 tel que ||v|| << ||vd||N5 pour tout v ∈ S(F ′). D’ou` ||σ(u)u−1|| << XN4N5 . Posons
v =
∏
σ∈Gal(F ′/F ) σ(u). On a vx = (
∏
σ∈Gal(F ′/F ) σ(u)u
−1)udx, d’ou` l’existence de N6 ≥ 1
tel que ||vx|| << XN6. Mais v ∈ S(F ). Donc inft∈S(F )||tx|| << XN6 . Jointe a` (4), cette
relation de´montre (3).
On choisit F ′ de sorte que T soit de´ploye´ sur F ′. En appliquant (3) a` S = T θ,0 ou
S = T , on voit que les assertions de l’e´nonce´ sont e´quivalentes aux meˆmes assertions ou`
l’on remplace le corps de base F par F ′. En oubliant cette construction, on peut supposer
que T est de´ploye´ sur F . On fixe un sous-groupe de Borel B = TU de G contenant T .
La de´composition d’Iwasawa montre que l’on peut se limiter a` prouver l’e´nonce´ pour
x ∈ B(F ). Ecrivons x = yu avec y ∈ T (F ) et u ∈ U(F ). Pour S = T θ,0 ou S = T , il
existe N7 ≥ 1 tel que
(5) inft∈S(F )||tx|| << (inft∈S(F )||ty||)
N7||u||N7.
On a x−1γx = u′γ′, ou` γ′ = y−1γy et u′ = u−1adγ′(u). Il re´sulte de la filtration habituelle
du groupe unipotent U que les coefficients de u sont des fractions rationnelles en les
coefficients de γ′ et u′, avec pour de´nominateurs des puissances de det((adγ′ − 1)|g/tθ).
Il y a donc des entiers N8, k1 ≥ 1 tels que ||u|| << ||x−1γx||N8DG˜(γ′)−k1. Puisque
DG˜(γ′) = DG˜(γ), la relation (5) nous rame`ne a` prouver l’existence d’un entier N9 ≥ 1
tel que
(6) inft∈S(F )||ty|| << (inft∈S(F )||tγ||)
N9||y−1γy||N9.
Le cas ou` S = T (qui concerne le (ii) de l’e´nonce´) est trivial puisque le terme de gauche
vaut 1. On suppose maintenant S = T θ,0. Parce que les deux groupes (1 − θ)(T (F )) et
T θ,0(F ) sont d’intersection finie et que leur produit est un sous-groupe d’indice fini de
T (F ), on ve´rifie qu’il existe N10 ≥ 1 tel que
inft∈T θ,0(F )||ty|| << (inft∈T θ,0(F )||ty
−1θ(y)||)N10.
Soit t′ ∈ T θ,0(F ) tel que ||(t′)−1γ|| soit minimal, posons γ′ = (t′)−1γ. Alors
inft∈T θ,0(F )||ty|| << ||t
′y−1θ(y)||N10 << ||t′y−1θ(y)γ′||N11||γ′||N11
pour un certain N11 ≥ 1. Mais t′y−1θ(y)γ′ = y−1γy et ||γ′|| = inft∈T θ,0(F )||tγ||. La
relation pre´ce´dente n’est autre que (6). Cela ache`ve la preuve. 
Le lemme entraˆıne e´videmment
(7) il existe un entier k ≥ 0 et, pour tous sous-ensembles compacts Ω de G˜(F ) et Ω
de T˜ (F ), il existe c > 0 tel que l’on ait la majoration
inft∈T θ,0(F )||tx|| ≤ cD
G˜(γ)−k
pour tout couple (x, γ) tel que x ∈ G(F ), γ ∈ Ω ∩ G˜reg(F ) et x−1γx ∈ Ω.
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4.3 Application de la formule de Weyl
On a de´fini l’inte´grale JT (ω, f1, f2) en 3.1. C’est une inte´grale a` support compact.
On applique la formule de Weyl sous sa deuxie`me forme a` l’inte´grale inte´rieure en γ. On
obtient
(1) JT (ω, f1, f2) =
∑
M˜∈L(M˜0)
|W˜M ||W˜G|−1
∑
S˜∈Tell(M˜)
JT
M˜,S˜
(ω, f1, f2),
ou`
JT
M˜,S˜
(ω, f1, f2) = |W
M(S˜)|−1
∫
S˜(F )/(1−θ)(S(F ))
∫
Sθ(F )\G(F )∫
AG˜(F )\G(F )
f¯1(x
−1γx)f2(g
−1x−1γxg)ω(g)κ˜T (g) dg dxDG˜(γ) dγ.
On a note´ nos tores S˜ plutoˆt que T˜ pour e´viter les confusions avec le parame`tre T .
On fixe jusqu’en 4.8 un espace de Levi M˜ contenant M˜0 et un tore tordu elliptique
S˜ de M˜ . Par changement de variables g 7→ x−1y, on a
JT
M˜,S˜
(ω, f1, f2) = |W
M(S˜)|−1
∫
S˜(F )/(1−θ)(S(F ))
∫
Sθ(F )\G(F )∫
AG˜(F )\G(F )
f¯1(x
−1γx)f2(y
−1γy)ω(x−1y)κ˜T (x−1y) dy dxDG˜(γ) dγ.
Pour tout γ, la fonction y 7→ f2(y−1γy) est invariante par Sθ(F ), a fortiori par AS˜(F ) =
AM˜(F ). D’ou`
JT
M˜,S˜
(ω, f1, f2) = |W
M(S˜)|−1
∫
S˜(F )/(1−θ)(S(F ))
∫
Sθ(F )\G(F )∫
AM˜ (F )\G(F )
f¯1(x
−1γx)f2(y
−1γy)ω(x−1y)uT
M˜
(x, y) dy dxDG˜(γ) dγ,
ou`
uT
M˜
(x, y) =
∫
AG˜(F )\AM˜ (F )
ω(a)κ˜T (x−1ay) da.
Soient x, y ∈ G(F ). Pour P˜ ∈ F(M˜), on a de´fini T [P˜ ] en 1.3. On pose Y (x, y, T ; P˜ ) =
T [P˜ ]+HP˜ (x)−H ˜¯P (y). La famille Y(x, y, T ) = (Y (x, y, T ; P˜ ))P˜∈P(M˜ ) est (G˜, M˜)-orthogonale.
On introduit la fonction H 7→ ΓM˜(H,Y(x, y, T )) sur AM˜ , cf. 2.2. Rappelons que l’on note
AM˜(F )c le plus grand sous-groupe compact de AM˜ (F ), c’est-a`-dire le sous-groupe des
a ∈ AM˜(F ) tels que HM˜(a) = 0. Si la restriction de ω a` ce groupe est non triviale, on
pose
vT
M˜
(x, y) = 0.
Supposons maintenant que la restriction de ω a` AM˜(F )c est triviale. Alors ω se factorise
en un caracte`re de AAM˜ ,F que l’on note encore ω. On pose alors
vT
M˜
(x, y) = C
∫
AA
G˜
,F \AA
M˜
,F
ΓM˜(H,Y(x, y, T ))ω(H) dH,
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ou`
C = mes(AM˜(F )c)mes(AG˜(F )c)
−1.
Posons
JT
v,M˜,S˜
(ω, f1, f2) = |W
M(S˜)|−1
∫
S˜(F )/(1−θ)(S(F ))
∫
Sθ(F )\G(F )∫
AM˜ (F )\G(F )
f¯1(x
−1γx)f2(y
−1γy)ω(x−1y)vT
M˜
(x, y) dy dxDG˜(γ) dγ.
Proposition. L’expression ci-dessus est absolument convergente. Pour tout re´el r, on
a la majoration
|JT
M˜,S˜
(ω, f1, f2)− J
T
v,M˜,S˜
(ω, f1, f2)| << |T |
−r
pour tout T .
Cette proposition sera prouve´e en 4.6.
Dans les formules de´finissant JT
M˜,S˜
(ω, f1, f2) et J
T
v,M˜,S˜
(ω, f1, f2), les variables d’inte´gration
γ, x et y appartiennent a` des ensembles quotients mais il convient de les relever dans
S˜(F ), resp. G(F ). On fixe un sous-ensemble compact Ω de G˜(F ) contenant les supports
de f1 et f2. L’ensemble des e´le´ments de S˜(F )/(1− θ)(S(F )) dont la classe de conjugai-
son coupe Ω est compact. On peut donc fixer un sous-ensemble compact Ω de S˜(F ) et
supposer
(2) γ ∈ Ω.
Appliquons 4.2(7). Puisque Sθ,0(F )/AM˜(F ) est compact, on peut remplacer dans
cette relation le groupe Sθ,0(F ) par AM˜(F ). Cela nous permet de supposer
(3) ||x||, ||y|| ≤ cDG˜(γ)−k.
4.4 Une majoration de uT
M˜
(x, y) et vT
M˜
(x, y)
Fixons ǫ > 0. Notons χTǫ la fonction caracte´ristique des γ ∈ S˜(F )/(1− θ)(S(F )) tels
que DG˜(γ) ≤ e−ǫ|T |.
Lemme. Pour tout re´el r, on a la majoration∫
S˜(F )/(1−θ)(S(F ))
∫
Sθ(F )\G(F )
∫
AM˜ (F )\G(F )
|f1(x
−1γx)f2(y
−1γy)|
(|uT
M˜
(x, y)|+ |vT
M˜
(x, y)|) dy dxχTǫ (γ)D
G˜(γ) dγ << |T |−r
pour tout T .
Preuve. Il suffit de traiter le cas ou` ω = 1 et les fonctions f1 et f2 sont a` valeurs
positives ou nulles. Montrons qu’il existe un entier D > 0 tel que, pour x et y ve´rifiant
4.3(3), on ait la majoration
(1) |uT
M˜
(x, y)| << (|T |+ |log(DG˜(γ))|)D.
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On a une majoration
log(||g||) << |T |+ |HG(g)|
pour tout g ∈ G(F ) tel que κ˜T (g) = 1. Le terme uT
M˜
(x, y) est de´fini par une inte´gration
sur AM˜(F )/AG˜(F ). Il existe un ensemble fini b ⊂ AG˜ tel qu’en posant AM˜(F )
b = {a ∈
AM˜(F );HG˜(a) ∈ b}, on ait
|uT
M˜
(x, y)| <<
∫
AM˜ (F )
b
κ˜T (x−1ay) da.
Pour a dans l’ensemble d’inte´gration, on a
log(||a||) << |T |+ log(||x||) + log(||y||),
d’ou`
log(||a||) << |T |+ |log(DG˜(γ))|
d’apre`s 4.3(3). L’inte´grale est alors essentiellement borne´e par la mesure des H ∈ AAM˜ ,F
tels que |H| soit majore´ par le membre de droite ci-dessus. On en de´duit (1).
Une preuve similaire montre que la fonction vT
M˜
(x, y) ve´rifie la meˆme proprie´te´.
D’apre`s les explications de la fin du paragraphe pre´ce´dent, l’inte´grale de l’e´nonce´ est
donc majore´e par∫
S˜(F )/(1−θ)(S(F ))
∫
Sθ(F )\G(F )
∫
AM˜ (F )\G(F )
f1(x
−1γx)f2(y
−1γy)
(|T |+ |log(DG˜(γ))|)D dy dxχTǫ (γ)D
G˜(γ) dγ
<<
∫
S˜(F )/(1−θ)(S(F ))
IG˜(γ, f1)IG˜(γ, f2)(|T |+ |log(D
G˜(γ))|)DχTǫ (γ) dγ.
On choisit η comme en 4.2(2). Dans le domaine ou` les fonctions a` inte´grer ne sont pas
nulles, on a
(|T |+ |log(DG˜(γ))|)D << |T |DDG˜(γ)−η/2,
χTǫ (γ) ≤ e
−ǫη|T |/2DG˜(γ)−η/2.
En utilisant aussi 4.2(1), on voit que l’inte´grale ci-dessus est donc essentiellement majore´e
par
|T |De−ǫη|T |/2
∫
Ω
DG˜(γ)−η dγ.
La dernie`re inte´grale est convergente et le lemme s’ensuit. 
4.5 Majoration de uM˜(x, y)− vM˜(x, y)
Lemme. Il existe ǫ > 0 tel que, pour tout re´el r, on ait la majoration
|uT
M˜
(x, y)− vT
M˜
(x, y)| << |T |−r
pour tout T et tous x, y ∈ G(F ) tels que ||x||, ||y|| ≤ eǫ|T |.
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Preuve. Fixons ǫ′ > 0 que l’on pre´cisera plus tard. On note ǫ′T la famille de points
(ǫ′T [P˜ ])P˜∈P(M˜ ). Pour Q˜ = L˜UQ ∈ F(M˜), posons
uT
M˜
(x, y, Q˜) =
∫
AM˜ (F )/AG˜(F )
ω(a)κ˜T (x−1ay)ΓQ˜
M˜
(HM˜(a), ǫ
′T )τ G˜
Q˜
(HL˜(a)− ǫ
′T [Q˜]) da.
Si ω est non trivial sur AM˜(F )c, posons v
T
M˜
(x, y, Q˜) = 0. Sinon, posons
vT
M˜
(x, y, Q˜) = C
∫
AA
M˜
,F /AA
G˜
,F
ω(H)ΓG˜
M˜
(H,Y(x, y, T ))ΓQ˜
M˜
(H, ǫ′T )τ G˜
Q˜
(H − ǫ′T [Q˜]) dH.
L’e´galite´ 1.3(6) nous permet d’e´crire
uT
M˜
(x, y) =
∑
Q˜∈F(M˜)
uT
M˜
(x, y; Q˜),
vT
M˜
(x, y) =
∑
Q˜∈F(M˜)
vT
M˜
(x, y; Q˜).
On peut fixer Q˜ et majorer |uT
M˜
(x, y, Q˜)−vT
M˜
(x, y, Q˜)|. Ecrivons x = ulk, y = u¯′l′k′, avec
l, l′ ∈ L(F ), u ∈ UQ(F ), u¯′ ∈ UQ¯(F ), k, k
′ ∈ K. Soit a ∈ AM˜(F ) tel que
(1) ΓQ˜
M˜
(HM˜(a), ǫ
′T )τ G˜
Q˜
(HM˜(a)− ǫ
′T [Q˜]) = 1.
On a x−1ay = k−1hl−1al′h′k′, avec h′ = (au¯′l′)−1uau¯′l′, h = l−1au¯′a−1l. Les e´le´ments
u, u¯′, h′ et h sont unipotents, e´crivons u = exp(Y ), u¯′ = exp(Y ′), h = exp(X), h′ =
exp(X ′). Munissons g(F ) d’une norme |.|. Parce qu’il s’agit d’e´le´ments unipotents, on a
des majorations |Y | << ||u||D, |Y ′| << ||u¯′||D pour un entier D convenable. Fixons ǫ et
supposons ||x||, ||y|| ≤ eǫ|T |. On a essentiellement la meˆme majoration pour l, u, l′, u¯′. On
a donc aussi |Y |, |Y ′| << eDǫ|T |. L’e´le´ment X se de´duit de Y ′ par conjugaison par l−1a.
Dans la suite interviendront des re´els c1, c2 etc... que, pour simplifier, on n’introduira
pas. A chaque fois, cela signifie qu’il existe un re´el c1, c2... > 0, inde´pendant des donne´es,
tel que la relation soit ve´rifie´e. Ainsi, la relation (1) entraˆıne
(2) |α(a)| > ec1ǫ
′|T |
pour toute racine α de AM˜ agissant dans uQ. Ici a agit dans uQ¯ et les racines y sont
infe´rieures a` e−c1ǫ
′|T |. La conjugaison par l−1 est de norme borne´e par eD
′ǫ|T | pour un
entier convenable. On en de´duit des majorations
(3)(a) |X| << e(c2ǫ−c3ǫ
′)|T |.
De meˆme,
(3)(b) |Y | << e(c2ǫ−c3ǫ
′)|T |.
Supposons d’abord F non archime´dien. On suppose c2ǫ− c3ǫ′ < 0. On peut toujours
supposer |T | assez grand (la majoration de l’e´nonce´ e´tant triviale pour |T | borne´). Alors
les relations ci-dessus entraˆınent que h, h′ ∈ K. On a donc κ˜T (x−1ay) = κ˜T (l−1al′).
Fixons un e´le´ment P˜ ∈ P(M˜) tel que P˜ ⊂ Q˜ et un e´le´ment w ∈ W G˜, releve´ en un
e´le´ment de K, tel que P˜0 ⊂ w(P˜ ). Posons M˜ = w(M˜), L˜ = w(L˜), Q˜ = w(Q˜), l = wlw−1,
a = waw−1, l′ = wl′w−1. On a κ˜T (l−1al′) = κ˜T (l−1al′). Fixons u, u′ ∈ K ∩ L(F ) et
m ∈M0(F )
≥,Q tels que l−1al′ = umu′. On a
109
(4) si ǫ < c4ǫ
′ et |T | est assez grand, alors m ∈M0(F )
≥.
Il s’agit de prouver que α(m) ≥ 1 pour toute racine α de A0 intervenant dans uQ. Il
suffit de prouver que, pour tout N ∈ uQ(F ), on a |adm(N)| ≥ |N |. En remplac¸ant N par
adu′(l′)−1(N), il suffit que, pour tout N ∈ uQ(F ), on ait
|adu−1l−1a(N)| ≥ |adu′(l′)−1(N)|.
On a
|adu′(l′)−1(N)| << ||l
′||D|N |
pour un entier D convenable, d’ou`
|adu′(l′)−1(N)| << e
c5ǫ|T ||N |.
Posons N ′ = adu−1l−1a(N). On a ada(N) = adlu(N
′) d’ou`, par le meˆme raisonnement
|ada(N)| << e
c6ǫ|T ||N ′|.
Mais pour α intervenant dans uQ, α(a) est minore´ par la relation (2). On en de´duit
|ada(N)| >> e
c1ǫ′|T ||N |.
Toutes ces relations entraˆınent
|adu′(l′)−1(N)| << e
((c5+c6)ǫ−c1ǫ′)|T ||N ′|.
En supposant (c5+ c6)ǫ− c1ǫ
′ < 0, cela entraˆıne la majoration cherche´e. Cela prouve (4).
On a
(5) si ǫ < ǫ′, alors
|H0(m)
L˜| ≤ c7ǫ
′|T |.
On fixe un ensemble fini b ⊂ AL˜,F tel que AL˜,F ⊂ AAL˜,F + b. On peut choisir un
e´le´ment b ∈ AL˜(F ) tel que HL˜(a)−HL˜(b) ∈ b. Posons a
′ = ab−1. La relation (1) entraˆıne
Γ
Q˜
M˜
(HM˜(a
′), ǫ′T ) = 1. Puisque de plus HL˜(a
′) ∈ b, on a
|HM˜(a
′)| ≤ c8ǫ
′|T |.
On en de´duit une majoration
||a′|| << ec9ǫ
′|T |.
Posons m′ = mb−1. On a H0(m
′)L˜ = H0(m)
L˜. D’ou` une majoration
|H0(m)
L˜| ≤ c10log(||m
′||).
Mais m′ = l−1a′l′. Par un calcul maintenant familier, on en de´duit
log(||m′||) ≤ 1 + (c9ǫ
′ + c11ǫ)|T |.
La relation (5) re´sulte des deux majorations pre´ce´dentes.
On suppose ǫ, ǫ′ et T tels que (4) et (5) soient ve´rifie´s. Montrons que
(6) si ǫ′ est assez petit, on a l’e´galite´ φG˜
P˜0
(H0(m)− T ) = φG˜Q˜(HL˜(m)− T ).
Notons simplement H = HP˜0(m). L’e´galite´ φ
G˜
P˜0
(H0(m)− T ) = 1 e´quivaut a`
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(7) < ̟α˜, H − T >≤ 0 pour tout α˜ ∈ ∆P˜0 .
L’e´galite´ φG˜
Q˜
(HL˜(m)− T ) = 1 e´quivaut a`
(8) < ̟α˜, H − T >≤ 0 pour tout α˜ ∈ ∆P˜0 −∆
Q˜
P˜0
.
Evidemment (7) entraˆıne (8). Inversement, supposons (8) ve´rifie´e. Soit α˜ ∈ ∆
Q˜
P˜0
. On a
< ̟α˜, H − T >=< ̟α˜, H
L˜ − T L˜ > + < ̟α˜, HL˜ − TL˜ > .
On va prouver que ces deux termes sont ne´gatifs pourvu que ǫ′ soit assez petit. Cela
prouvera que (8) entraˆıne (7) et ache`vera la preuve de (6). Le termeH L˜ est une projection
de H0(m)
L˜. D’apre`s (5), on a donc une majoration
| < ̟α˜, H
L˜ > | ≤ c12ǫ
′|T |.
On a aussi facilement
< ̟α˜, T >≥ c13|T |.
Il re´sulte de ces deux ine´galite´s que < ̟α˜, H
L˜ − T L˜ > est ne´gatif si ǫ′ est assez petit.
D’apre`s (7), le terme HL˜ − TL˜ est combinaison line´aire a` coefficients ne´gatifs ou nuls de
termes
ˇ˜
βL˜ pour β˜ ∈ ∆P˜0 −∆
Q˜
P˜0
. Il reste a` voir que, pour un tel β˜, on a < ̟α˜,
ˇ˜
βL˜ >≥ 0.
On a
< ̟α˜,
ˇ˜βL˜ >=< ̟α˜,
ˇ˜β > − < ̟α˜,
ˇ˜βL˜ > .
Le premier terme est nul puisque α˜ ∈ ∆
Q˜
P˜0
et β˜ 6∈ ∆
Q˜
P˜0
. Parce que ∆P˜0 est une base aigue¨,
ˇ˜βL˜ appartient a` la chambre ne´gative ferme´e associe´e a` ∆
Q˜
P˜0
, a fortiori est combinaison
line´aire a` coefficients ne´gatifs ou nuls de ˇ˜α′ pour α˜′ ∈ ∆
Q˜
P˜0
. Donc < ̟α˜,
ˇ˜
βL˜ >≤ 0. Cela
ache`ve la preuve de (6).
On a
(9) si ǫ′ est assez petit, on a l’e´galite´ κ˜T (x−1ay) = φG˜
Q˜
(HL˜(a)−HQ˜(x)+H ˜¯Q(y)−T [Q˜]).
On a vu que κ˜T (x−1ay) = κ˜T (l−1al′) = κ˜T (m). Puisque m ∈M0(F )≥ d’apre`s (4), on
a κ˜T (m) = φG˜
P˜0
(H0(m)−T ). Graˆce a` (5), on a donc κ˜T (x−1ay) = φG˜Q˜(HL˜(m)−T ) pourvu
que ǫ′ soit assez petit. Par conjugaison par w, cela entraˆıne κ˜T (x−1ay) = φG˜
Q˜
(w−1HL˜(m)−
T [Q˜]). Par de´finition de m, on a l’e´galite´
HL˜(m) = −HL˜(l) +HL˜(a) +HL˜(l
′).
On a aussi w−1HL˜(l) = HL˜(l) etc... D’ou`
w−1HL˜(m) = −HL˜(l) +HL˜(a) +HL˜(l
′).
Il re´sulte des de´finitions que HL˜(l) = HQ˜(x) et HL˜(l
′) = H ˜¯Q(y). On obtient alors l’e´galite´
de (9).
Supposons ǫ′ assez petit pour que (9) soit ve´rifie´e. Alors l’inte´grale de´finissant uT
M˜
(x, y; Q˜)
se factorise en
(10) uT
M˜
(x, y; Q˜) = C(ω)
∫
AA
M˜
,F /AA
G˜
,F
φG˜
Q˜
(H −HQ˜(x) +H ˜¯Q(y)− T [Q˜])
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ΓQ˜
M˜
(H, ǫ′T )τ G˜
Q˜
(H − ǫ′T [Q˜]) dH,
ou`
C(ω) =
∫
AM˜ (F )cAG˜(F )/AG˜(F )
ω(a) da.
Si ω n’est pas trivial sur AM˜(F )c, C(ω) est nul. Alors u
T
M˜
(x, y; Q˜) = vT
M˜
(x, y; Q˜) par
de´finition de ce dernier terme. Supposons maintenant ω trivial sur AM˜(F )c. Alors C(ω) =
C. Fixons H ∈ AAM˜ ,F tel que
(11) ΓQ˜
M˜
(H, ǫ′T )τ G˜
Q˜
(H − ǫ′T [Q˜]) = 1.
On va prouver
(12) si ǫ′ et ǫ < ǫ′ sont assez petits, on a l’e´galite´
ΓG˜
M˜
(H,Y(x, y, T )) = φG˜
Q˜
(H −HQ˜(x) +H ˜¯Q(y)− T [Q˜]).
Fixons un sous-espace parabolique P˜ ∈ P(M˜) tel que P˜ ⊂ Q˜ et que H appartienne a`
la cloˆture de la chambre positive associe´e a` l’espace parabolique P˜ ∩ L˜ de L˜. On a alors
l’e´galite´ ΓQ˜
M˜
(H, ǫ′T ) = φQ˜
P˜
(H − ǫ′T [P˜ ]). L’e´galite´ (11) entraˆıne alors que H appartient a`
la cloˆture de la chambre positive associe´e a` l’espace parabolique P˜ . Par des arguments
de´ja` vus, on a des majorations
|HP˜ ′(x)|, |HP˜ ′(y)| ≤ c14ǫ
′|T |
pour tout P˜ ′ ∈ P(M˜). Si ǫ′ est assez petit, il en re´sulte que Y(x, y, T ) est une famille
positive. Donc H ′ 7→ ΓG˜
M˜
(H ′,Y(x, y, T )) est la fonction caracte´ristique de l’ensemble des
H ′ tels que (H ′)G˜ appartient a` l’enveloppe convexe des Y (x, y, T, P˜ ′)G˜. Pour H dans la
cloˆture de la chambre positive associe´e a` P˜ , on a simplement
ΓG˜
M˜
(H,Y(x, y, T )) = φG˜
P˜
(H −HP˜ (x) +H ˜¯P (y)− T [P˜ ]).
Posons X = H − HP˜ (x) + H ˜¯P (y). De la meˆme fac¸on que l’on a prouve´ (5) et (6), on
montre que si ǫ < ǫ′, on a |X L˜| ≤ c15ǫ′|T |, puis que, si ǫ′ est assez petit, on a l’e´galite´
φG˜
P˜
(H −HP˜ (x) +H ˜¯P (y)− T [P˜ ]) = φ
G˜
Q˜
(H −HQ˜(x) +H ˜¯Q(y)− T [Q˜]).
Cela prouve (12).
L’e´galite´ (10) jointe a` (12) prouve l’e´galite´ uT
M˜
(x, y; Q˜) = vT
M˜
(x, y; Q˜). On a duˆ sup-
poser ǫ′ et ǫ/ǫ′ assez petits. Si ǫ lui-meˆme est assez petit, on peut choisir le parame`tre
auxiliaire ǫ′ satisfaisant ces conditions. Cela prouve le lemme. Cela prouve meˆme plus, a`
savoir l’e´galite´ uT
M˜
(x, y; Q˜) = vT
M˜
(x, y; Q˜).
Rappelons que l’on avait suppose´ F non archime´dien. Remarquons que cette hy-
pothe`se n’a e´te´ utilise´e que pour affirmer que exp(X) et exp(Y ) appartenaient a` K. Tout
le reste est valable sans hypothe`se sur F . Ainsi, supposons maintenant F archime´dien
et de´finissons uT
M˜
(x, y, Q˜) comme l’inte´grale analogue a` uT
M˜
(x, y; Q˜) ou` l’on remplace
κ˜T (x−1ay) par κ˜T (l−1al′). On a pour cette inte´grale les meˆmes re´sultats de´montre´s
pre´ce´demment pour uT
M˜
(x, y; Q˜). Revenons a` l’e´galite´ x−1ay = k−1exp(X)l−1al′exp(Y )k′,
qui entraˆıne κ˜T (x−1ay) = κ˜T (exp(X)l−1al′exp(Y )). Fixons un e´le´ment m′ ∈M0(F )≥ tel
que exp(X)l−1al′exp(Y ) ∈ Km′K et de´finissons m comme dans le cas non archime´dien.
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On a encore (4) : m ∈M0(F )
≥ (sous hypothe`ses sur ǫ et ǫ′). Il re´sulte alors de (3)(a) et
(3)(b) et du lemme 5.2 de [A1] que l’on a une majoration
|H0(m)−H0(m
′)| ≤ c15exp
−c16|T |.
Posons η+ = 1 + exp
−c16|T |/2, η− = 1 − exp−c16|T |/2. De l’ine´galite´ ci-dessus re´sulte les
majorations
κ˜η−T (m) ≤
{
κ˜T (m)
κ˜T (m′)
}
≤ κ˜η+T (m),
puis
|κ˜T (m)− κ˜T (m′)| ≤ κ˜η+T (m)− κ˜η−T (m).
Puisque κ˜T (m′) = κ˜T (x−1ay), on en de´duit
|uT
M˜
(x, y; Q˜)− uT
M˜
(x, y; Q˜)| ≤
∫
AM˜ (F )/AG˜,F
(κ˜η+T (l−1al′)− κ˜η−T (l−1al′))
ΓQ˜
M˜
(HM˜(a), ǫ
′T )τ G˜
Q˜
(HL˜(a)− ǫ
′T [Q˜] da.
Le membre de droite est la diffe´rence entre une expression analogue a` uT
M˜
(x, y; Q˜) ou`
l’on remplace ω par 1, T par η+T et ǫ
′ par η−1+ ǫ
′, et l’expression similaire ou` η− remplace
η+. Ces expressions sont calcule´es par (10). On obtient
|uT
M˜
(x, y; Q˜)− uT
M˜
(x, y; Q˜)| ≤∫
AA
M˜
,F /AA
G˜
,F
(φG˜
Q˜
(H −HQ˜(x) +H ˜¯Q(y)− η+T [Q˜])− φ
G˜
Q˜
(H −HQ˜(x) +H ˜¯Q(y)− η−T [Q˜]))
ΓQ˜
M˜
(H, ǫ′T )τ G˜
Q˜
(H − ǫ′T [Q˜]) dH.
Le membre de droite est la diffe´rence entre les volumes de deux polye`dres dont l’un
est inclus dans l’autre. Leurs sommets ont une norme essentiellement borne´e par |T | et
tout point de la frontie`re du petit polye`dre est a` distance au plus c17(η+ − η−)|T | de la
frontie`re du plus grand. La diffe´rence de leur volume est donc essentiellement borne´e par
(η+ − η−)|T |
D pour un entier D convenable. Donc par e−c16|T |/2|T |D. On conclut que,
pour tout re´el r,
|uT
M˜
(x, y; Q˜)− uT
M˜
(x, y; Q˜)| << |T |−r.
Comme on l’a dit, la preuve du cas non-archime´dien montre que uT
M˜
(x, y; Q˜) = vT
M˜
(x, y; Q˜).
Cela prouve le lemme. 
4.6 Preuve de la proposition 4.3
Pour prouver que JT
v,M˜ ,S˜
(ω, f1, f2) est absolument inte´grable, on conside`re T comme
fixe´. L’expression JT
v,M˜,S˜
(ω, f1, f2) est une inte´grale en γ. Elle est a` support compact. Au
voisinage des e´le´ments singuliers, elle est absolument inte´grable d’apre`s le lemme 4.4.
En utilisant la relation 4.3(3), on ve´rifie que la fonction vT
M˜
(x, y) reste borne´e (pour T
fixe´) si γ reste hors d’un voisinage des e´le´ments singuliers. Alors l’inte´grale hors d’un tel
voisinage est essentiellement borne´e par
(1)
∫
S˜(F )/(1−θ)(S(F ))
∫
Sθ(F )\G(F )
∫
AM˜ (F )\G(F )
|f1(x
−1γx)f2(y
−1γy)| dy dxDG˜(γ) dγ,
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ou encore par ∫
S˜(F )/(1−θ)(S(F ))
IG˜(γ, |f1|)IG˜(γ, |f2|)dγ,
qui est convergente d’apre`s 4.2(1).
De´montrons maintenant la majoration de l’e´nonce´ de la proposition 4.3. On fixe ǫ
comme dans le lemme 4.5. On fixe ensuite ǫ′ > 0 tel que la relation DG˜(γ) ≥ e−ǫ
′|T | et la
relation 4.3(3) :
||x||, ||y|| ≤ cDG˜(γ)−k
entraˆınent ||x||, ||y|| ≤ eǫ|T |, du moins si T est grand (on peut supposer T grand pour
de´montrer notre majoration). On de´compose JT
M˜,S˜
(ω, f1, f2)−JTv,M˜,S˜(ω, f1, f2) en somme
de deux inte´grales. Dans la premie`re, on glisse le terme χTǫ′(γ). Dans la seconde, on
glisse le terme 1 − χTǫ′(γ). La premie`re inte´grale est majore´e par le lemme 4.4 : pour
tout re´el r, elle est essentiellement borne´e par |T |−r. Dans la seconde, graˆce a` 4.3(3) et
nos choix de ǫ′ et ǫ, on a la majoration du lemme 4.5. Pour tout r, cette inte´grale est
donc essentiellement majore´e par le produit de |T |−r et de l’inte´grale (1). Celle-ci e´tant
convergente, cela prouve la majoration cherche´e. 
4.7 Terme constant de vT
M˜
(x, y)
Soient x, y ∈ G(F ). Pour P˜ ∈ P(M˜) et Λ ∈ iA∗
M˜
, posons
v(x, y; Λ, P˜) = e<Λ,H ˜¯P (y)−HP˜ (x)>.
La famille (v(x, y; Λ, P˜))P˜∈P(M˜) est une (G˜, M˜)-famille, dont on de´duit une fonction
vG˜
M˜
(x, y; Λ). On pose vG˜
M˜
(x, y) = vG˜
M˜
(x, y; 0).
Lemme. (i) La fonction T 7→ f(T ) = vT
M˜
(x, y) appartient a` PolExp. Plus pre´cise´ment,
elle appartient a` un espace PolExpΞ,N si F est archime´dien, resp. PolExpΞ,N si F est
non-archime´dien, ou` Ξ et N , resp. Ξ et N , sont inde´pendants de x et y.
(ii) Supposons F archime´dien. On a
c0(f) =
{
(−1)aM˜−aG˜vG˜
M˜
(x, y), si ω est trivial sur AM˜(F ),
0, sinon.
(iii) Supposons F non-archime´dien. Soit R ⊂ AM0,F ⊗Z Q un re´seau. Alors il existe
un entier k1 > 0 et un re´el c > 0 ne de´pendant tous deux que de R de sorte que, pour
tout entier k ≥ 1, on ait la majoration
|c 1
k
R,0(f)| ≤ ck
−1(log(||x||) + log(||y||))aM˜−aG˜
si ω est non trivial sur AM˜(F ), respectivement
|c 1
k
R,0(f)− (−1)
aM˜−aG˜vG˜
M˜
(x, y)| ≤ ck−1(log(||x||) + log(||y||))aM˜−aG˜
si ω est trivial sur AM˜(F ).
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Preuve. On traite le cas ou` F est non-archime´dien, le cas archime´dien e´tant plus
simple. Si ω n’est pas trivial sur AM˜(F )c, v
T
M˜
(x, y) = 0 et les assertions sont e´videntes.
Supposons ω trivial sur AM˜(F )c. On a de´duit de ω un caracte`re de AAM˜ ,F , encore note´
ω. Il y a un unique Λω ∈ iA∗M˜/A
∨
AM˜ ,F
tel que ω(H) = e<Λω ,H> pour tout H ∈ AAM˜ ,F .
Notons que, puisque ω est trivial sur AG˜(F ), la projection (Λω)G˜ appartient a` iA
∗
AG˜,F
.
On a
vT
M˜
(x, y) = C
∑
AA
M˜
,F /AA
G˜
,F
ΓG˜
M˜
(H,Y(x, y, T ))e<Λω,H>.
On peut de´composer la somme en une somme sur X ∈ AG˜,F/AAG˜,F suivie d’une somme
sur H ∈ AAM˜ ,F ∩ A
G˜
M˜,F
(X). Par inversion de Fourier, cette dernie`re somme peut eˆtre
remplace´e par la somme sur H ∈ AG˜
M˜,F
(X), suivie de
[AM˜,F : AAM˜ ,F ]
−1
∑
ν∈iA∨A
M˜
,F /iA
∨
M˜,F
e<ν,H>.
Remarquons que C[AM˜,F : AAM˜ ,F ]
−1 = mes(AG˜(F )c)
−1mes(iA∗
M˜,F
)−1. Tout ceci est ab-
solument convergent puisque la fonction H 7→ ΓG˜
M˜
(H,Y(x, y, T )) est a` support compact.
On obtient
vT
M˜
(x, y) = mes(AG˜(F )c)
−1mes(iA∗
M˜,F
)−1
∑
ν∈iA∨A
M˜
,F /iA
∨
M˜,F
∑
X∈AG˜,F /AAG˜,F
IT (x, y,X ; Λω+ν),
ou`, pour Λ ∈ A∗
M˜,C
, on a pose´
IT (x, y,X ; Λ) =
∑
H∈AG˜
M˜,F
(X)
ΓG˜
M˜
(H,Y(x, y, T ))e<Λ,H>.
Cette dernie`re somme est finie donc de´finit une fonction holomorphe en Λ. Fixons P˜1 ∈
P(M˜) et supposons < Λ, ˇ˜α >> 0 pour tout α˜ ∈ ∆P˜1 . La variante tordue de 1.3(7) nous
dit que
ΓG˜
M˜
(H,Y(x, y, T )) =
∑
P˜∈P(M˜)
(−1)s(P˜ ,P˜1)φG˜
P˜ ,P˜1
(H − Y (x, y, T ; P˜ )),
ou` Y (x, y, T ; P˜) = T [P˜ ]−HP˜ (x) +H ˜¯P (y). L’hypothe`se sur Λ nous permet de permuter
les deux sommes :
IT (x, y,X ; Λ) =
∑
P˜∈P(M˜)
(−1)s(P˜ ,P˜1)
∑
H∈AG˜
M˜,F
(X)
φG˜
P˜ ,P˜1
(H − Y (x, y, T ; P˜ ))
=
∑
P˜∈P(M˜)
(−1)s(P˜ ,P˜1)ǫG˜,Y (x,y,T ;P˜ )
P˜ ,P˜1
(X ; Λ).
La variante tordue de 1.5(2) conduit a` l’e´galite´
IT (x, y,X ; Λ) =
∑
P˜∈P(M˜)
ǫ
G˜,Y (x,y,T ;P˜ )
P˜
(X ; Λ).
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Introduisons la (G˜, M˜)-famille (ϕ(Λ; P˜ ))P˜∈P(M˜) forme´e des fonctions constantes valant
1. Alors
IT (x, y,X ; Λ) = ϕ
G˜,Y(x,y,T )
M˜
(X ; Λ).
On a prouve´ cette e´galite´ sous des hypothe`ses portant sur Λ mais elle se prolonge a` tout
Λ, les deux membres e´tant me´romorphes (et en fait holomorphes). Notons simplement
Yx,y = Y(x, y, 0). Avec la de´finition de 1.7 (dans sa version tordue), on a Y(x, y, T ) =
Yx,y(T ). On obtient
vT
M˜
(x, y) = mes(AG˜(F )c)
−1mes(iA∗
M˜,F
)−1
∑
ν∈iA∨A
M˜
,F /iA
∨
M˜,F
∑
X∈AG˜,F /AAG˜,F
ϕ
G˜,Yx,y(T )
M˜
(X ; Λω+ν).
La variante tordue du lemme 1.7 entraˆıne l’assertion (i) de l’e´nonce´. Pour un re´seau R et
un entier k, le coefficient c 1
k
R,0(f) est le produit de mes(AG˜(F )c)
−1mes(iA∗
M˜,F
)−1 et de
la somme des coefficients analogues pour les fonctions T 7→ ϕ
G˜,Yx,y(T )
M˜
(X ; Λω+ν), lesquels
sont calcule´s par le meˆme lemme. Notons N l’ensemble des ν ∈ iA∨AM˜ ,F/iA
∨
M˜,F
tel que
Λω + ν ∈ iA∨M˜,F + iA
∗
G˜
. Pour ν ∈ N , fixons Λω,ν ∈ iA∗G˜ tel que Λω + ν ∈ Λω,ν + iA
∨
M˜,F
.
Posons
(1) c(f) = mes(AG˜(F )c)
−1mes(iA∗
G˜,F
)−1
∑
ν∈N
∑
X∈AG˜,F /AAG˜,F
e<Λω,ν ,X>ϕG˜
M˜
(Yx,y; Λω,ν).
Notons N(x, y) la norme de la (G˜, M˜)-famille (ϕ(Yx,y; Λ, P˜ ))P˜∈P(M˜). La variante du
lemme 1.7 implique qu’il existe un entier k1 > 0 et un re´el c > 0, ne de´pendant tous
deux que de R, de sorte que, si k ≥ k1, on ait la majoration
(2) |c 1
k
R,0(f)− c(f)| ≤ cN(x, y)k
−1.
En comparant les de´finitions, on voit que ϕ(Yx,y; Λ, P˜ ) = v(x, y;−Λ, P˜ ) pour tout P˜ .
Parce que ǫG˜
P˜
(−Λ) = (−1)aM˜−aG˜ǫG˜
P˜
(Λ), on en de´duit
ϕG˜
M˜
(Yx,y; Λω,ν) = (−1)
aM˜−aG˜vG˜
M˜
(x, y;−Λω,ν).
Dans la formule (1), la somme en X vaut [AG˜,F : AAG˜,F ] si Λω,ν ∈ iA
∨
G˜,F
, 0 sinon.
Notons que si Λω,ν ∈ iA∨G˜,F , on a Λω + ν ∈ iA
∨
M˜,F
, d’ou` Λω ∈ iA∨AM˜ ,F . Cela e´quivaut
a` ce que ω soit trivial sur AM˜ (F ). Donc, si ω n’est pas trivial sur AM˜(F ), c(f) = 0.
Supposons ω trivial sur AM˜(F ). On peut supposer Λω = 0. La condition ν ∈ N signifie
que ν ∈ (iA∨AM˜ ,F ∩ iA
∗
G˜
)/iA∨
G˜,F
. La condition Λω,ν ∈ iA∨G˜,F se´lectionne le terme ν = 0.
En remarquant que mes(AG˜(F )c)
−1mes(iA∗
G˜,F
)−1[AG˜,F : AAG˜,F ] = 1, on obtient
c(f) = (−1)aM˜−aG˜vM˜(x, y).
La majoration
N(x, y) << supP˜∈P(M˜ )(1 + |HP˜ (x)|+ |H ˜¯P (y)|)
aM˜−aG˜
re´sulte des de´finitions. Il est clair que l’on a
(3) 1 + |HP˜ (x)|+ |H ˜¯P (y)| << 1 + log(||x||) + log(||y||).
Alors les assertions de l’e´nonce´ re´sultent de (2). 
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4.8 Terme constant de JT
v,M˜,S˜
(ω, f1, f2)
Supposons d’abord ω trivial sur Sθ(F ). Pour γ ∈ S˜(F ), posons
J G˜
M˜
(γ, ω, f1, f2) = D
G˜(γ)
∫
Sθ(F )\G(F )
∫
Sθ(F )\G(F )
f¯1(x
−1γx)f2(y
−1γy)ω(x−1y)vG˜
M˜
(x, y) dy dx.
Posons
J G˜
M˜,S˜
(ω, f1, f2) = |W
M(S˜)|−1mes(AM˜ (F )\S
θ(F ))
∫
S˜(F )/(1−θ)(S(F ))
J G˜
M˜
(γ, ω, f1, f2) dγ.
Si ω n’est pas trivial sur Sθ(F ), on pose simplement
J G˜
M˜,S˜
(ω, f1, f2) = 0.
Lemme. (i) Les expressions ci-dessus sont absolument convergentes.
(ii) La fonction T 7→ f(T ) = JT
v,M˜,S˜
(ω, f1, f2) appartient a` PolExp. Si F est ar-
chime´dien, on a l’e´galite´ c0(f) = (−1)aM˜−aG˜J G˜M˜,S˜(ω, f1, f2). Si F est non-archime´dien,
pour tout re´seau R ⊂ AM0,F ⊗Z Q, on a l’e´galite´
limk→∞c 1
k
R,0(f) = (−1)
aM˜−aG˜J G˜
M˜,S˜
(ω, f1, f2).
Remarque. Comme en 3.23, on appellera ”terme constant” de f le terme c0(f) si F
est archime´dien, limk→∞c 1
k
R,0(f) si F est non-archime´dien.
Preuve. Pour l’assertion (i), on peut supposer ω trivial sur Sθ(F ). Il re´sulte de la
variante tordue de 1.7(1) et de 4.7(3) que l’on a une majoration
|vM˜(x, y)| << (1 + log(||x||) + log(||y||))
D
pour tous x, y ∈ G(F ), ou` D = aM˜ −aG˜. En tenant compte de 4.3(3), il suffit de prouver
la convergence de
(1)
∫
Sθ(F )\G(F )
∫
AM˜ (F )\G(F )
|f1(x
−1γx)f2(y
−1γy)|(1 + |log(DG˜(γ))|)D dy dxDG˜(γ) dγ.
Graˆce a` 4.2(1), on est ramene´ a` celle de l’inte´grale∫
Ω
(1 + |log(DG˜(γ))|)D dγ.
Puisqu’on a sur Ω une majoration (1 + |log(DG˜(γ))|)D << DG˜(γ)−η, cela re´sulte de
4.2(2).
Prouvons (ii), en supposant comme souvent F non-archime´dien. Le lemme pre´ce´dent
nous dit que chaque fonction T 7→ vT
M˜
(x, y) appartient a` PolExp. Plus pre´cise´ment, pour
tout re´seau R ⊂ AM0,F ⊗Z Q, on peut e´crire
vT
M˜
(x, y) =
∑
µ∈χR
e<µ,T>pR,µ,x,y(T ),
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ou` χR est inde´pendant de x et y et les polynoˆmes pR,µ,x,y ont un degre´ borne´ inde´pendamment
de x et y. Comme en 3.23, les coefficients de ces polynoˆmes se calculent par interpola-
tion, donc ont les meˆmes proprie´te´s de croissance que les fonctions vT
M˜
(x, y) elles-meˆmes.
Il en re´sulte que, dans la formule inte´grale de´finissant JT
v,M˜,S˜
(ω, f1, f2), les inte´grales com-
mutent au de´veloppement en T . Cela entraˆıne que la fonction T 7→ f(T ) = JT
v,M˜,S˜
(ω, f1, f2)
appartient a` PolExp. Cela entraˆıne aussi que le terme c 1
k
R,0(f) se calcule en remplac¸ant
dans l’inte´grale les fonctions vT
M˜
(x, y) par leurs termes similaires. Ceux-ci sont calcule´s
par le lemme 4.7, a` une erreur pre`s. L’inte´grale des termes d’erreurs est essentiellement
majore´e par le produit de k−1 et de l’inte´grale (1) ci-dessus. Puisque celle-ci est conver-
gente, ce terme d’erreur tend vers 0 quand k tend vers l’infini. Le terme principal est nul
si ω n’est pas trivial sur AM˜(F ) et on obtient dans ce cas la formule cherche´e. Supposons
ω trivial sur AM˜(F ). On obtient dans ce cas pour terme constant
(2) (−1)aM˜−aG˜ |WM(S˜)|−1
∫
S˜(F )/(1−θ)(S(F ))∫
Sθ(F )\G(F )
∫
AM˜ (F )\G(F )
f¯1(x
−1γx)f2(y
−1γy)ω(x−1y)vG˜
M˜
(x, y) dy dxDG˜(γ) dγ.
On remarque que la fonction y 7→ vM˜ (x, y) est invariante a` gauche par M(F ), donc par
S(F ). En factorisant l’inte´grale en y en une inte´grale sur Sθ(F )\G(F ) et une inte´grale
en AM˜(F )\S
θ(F ), on voit apparaˆıtre l’inte´grale∫
AM˜ (F )\S
θ(F )
ω(y) dy.
Elle est nulle (et donc aussi le terme constant), si ω n’est pas trivial sur Sθ(F ). Si ω est tri-
vial sur Sθ(F ), elle vautmes(AM˜(F )\S
θ(F )). La formule (2) devient (−1)aM˜−aG˜J G˜
M˜,S˜
(ω, f1, f2).

4.9 La formule ge´ome´trique
Pour tout M˜ ∈ L(M˜0), on note Tell(M˜, ω) l’ensemble des S˜ ∈ Tell(M˜) tels que ω soit
trivial sur Sθ(F ). On pose
J G˜
ge´om,M˜
(ω, f1, f2) =
∑
S˜∈Tell(M˜,ω)
|WM(S˜)|−1mes(AM˜(F )\S
θ(F ))
∫
S˜(F )/(1−θ)(S(F ))
J G˜
M˜
(γ, ω, f1, f2) dγ.
On pose
J G˜ge´om(ω, f1, f2) =
∑
M˜∈L(M˜0)
|W˜M ||W˜G|−1(−1)aM˜−aG˜J G˜
ge´om,M˜
(ω, f1, f2).
Proposition. Il existe une unique fonction T 7→ ϕ(T ) qui appartient a` PolExp et qui
ve´rifie pour tout re´el r la majoration
|JT (ω, f1, f2)− ϕ(T )| << |T |
−r
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pour tout T dans le coˆne ou` JT (ω, f1, f2) est de´finie. Si F est archime´dien, on a l’e´galite´
c0(ϕ) = J
G˜
ge´om(ω, f1, f2).
Si F est non-archime´dien, pour tout re´seau R ⊂ AM0,F ⊗Z Q, on a l’e´galite´
limk→∞c 1
k
R,0(ϕ) = J
G˜
ge´om(ω, f1, f2).
Preuve. Cela re´sulte de 4.3(1) et du lemme pre´ce´dent. 
5 La formule des traces locale tordue, version non
invariante
5.1 Le the´ore`me
On a de´fini des expressions J G˜spec(ω, f1, f2) et J
G˜
ge´om(ω, f1, f2) en 3.26 et 4.9.
The´ore`me. On a l’e´galite´ J G˜spec(ω, f1, f2) = J
G˜
ge´om(ω, f1, f2).
Il suffit de comparer les propositions 3.26 et 4.9. 
Remarque. Nos mesures ve´rifiant les conditions de cohe´rence de 1.2, on voit que les
expressions du the´ore`me sont proportionnelles au carre´ de la mesure sur G(F ), en un
sens e´vident, et inversement proportionnelles a` la mesure sur AG˜(F ). Elles ne de´pendent
d’aucune autre mesure.
5.2 Extension de la formule des traces locale tordue aux fonc-
tions C∞ a` support compact
Dans ce paragraphe, F est archime´dien. Notons U l’alge`bre enveloppante de l’alge`bre
de Lie re´elle de G(F ). Elle agit a` droite et a` gauche sur les fonctions C∞ sur G˜(F ). Pour
X, Y ∈ U et f une telle fonction, on note XfY l’image de f par les actions a` gauche de
X et a` droite de Y . Soit Ω un sous-ensemble compact de G˜(F ). Notons C∞c (Ω) l’espace
des e´le´ments de C∞c (G˜(F )) a` support dans Ω. On munit C
∞
c (Ω) de la topologie de´finie
par les semi-normes
f 7→ supγ∈Ω|XfY (γ)|,
pour X, Y ∈ U. On a l’e´galite´
C∞c (G˜(F )) =
⋃
Ω
C∞c (Ω)
ou` Ω de´crit les sous-ensembles compacts de G˜(F ). On munit C∞c (G˜(F )) de la topologie
limite inductive des topologies que l’on vient de de´finir sur les sous-espaces C∞c (Ω).
Autrement dit, une suite (fn)n∈N d’e´le´ments de C
∞
c (G˜(F )) converge vers f ∈ C
∞
c (G˜(F ))
si et seulement si les deux conditions suivantes sont satisfaites :
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- il existe un sous-ensemble compact Ω ⊂ G˜(F ) tel que f et chaque fn soient a` support
dans Ω ;
- pour tous X, Y ∈ U, on a limn→∞supγ∈G˜(F )|XfY (γ)−XfnY (γ)| = 0.
Comme dans le cas non tordu, le the´ore`me de Peter-Weyl entraˆıne que C∞c (G˜(F ), K)
est dense dans C∞c (G˜(F )).
Proposition. Soient f1, f2 ∈ C∞c (G˜(F )).
(i) Toutes les expressions intervenant dans la de´finition de J G˜spec(ω, f1, f2) et J
G˜
ge´om(ω, f1, f2)
sont convergentes et ces expressions elles-meˆmes le sont.
(ii) On a l’e´galite´ J G˜spec(ω, f1, f2) = J
G˜
ge´om(ω, f1, f2).
Preuve. Le coˆte´ ge´ome´trique est a` peu pre`s trivial. Pour i = 1, 2, on peut majorer
|fi| par une fonction f ′i ∈ C
∞
c (G˜(F ), K) a` valeurs positives ou nulles. Chaque terme
de J G˜ge´om(ω, f1, f2) est majore´ par le meˆme terme relatif aux fonctions f
′
1 et f
′
2 et au
caracte`re ω trivial. La convergence de ces termes entraˆıne celle des termes initiaux. On
voit de meˆme que J G˜ge´om(ω, f1, f2) est continu en f1 et f2.
Passons aux termes spectraux. Dans le cas ou` F = C, on voit que notre proble`me est
e´quivalent a` celui concernant les objets de´duits de G et G˜ par restriction des scalaires
de C a` R. On suppose donc F = R. On peut fixer un sous-ensemble compact Ω ⊂ G˜(R)
et supposer nos fonctions f1 et f2 a` support dans Ω. On a une formule de la forme
(1) J G˜spec(ω, f1, f2) =
∑
M˜∈L(M˜0)
∑
τ∈(Edisc(M˜,ω)/conj)/iA
∗
M˜
c(τ)
∫
iA∗
M˜
J G˜
M˜
(πτλ , f1, f2) dλ,
ou` les c(τ) sont des coefficients uniforme´ment borne´s. On fixe γ0 ∈ M˜0(R) ve´rifiant la
condition 2.1(4) et on de´finit des fonctions ϕi sur G(R) pour i = 1, 2 par ϕi(x) = fi(xγ0).
Fixons M˜ et τ intervenant dans la formule ci-dessus. On a une e´galite´
J G˜
M˜
(πτλ , f1, f2) = trace(X
G˜
M˜
(πτλ)(Π˜τ λ˜(f1)⊗ Π˜τ λ˜(f2))),
ou` X G˜
M˜
(πτλ) est l’ope´rateur de´duit de la (G˜, M˜) famille (X (πτλ ; Λ, Q˜))Q˜∈P(M˜ ) de´finie par
X (πτλ ; Λ, Q˜) =M(πτλ ; Λ,
˜¯Q)⊗M(πτλ ; Λ, Q˜).
On a aussi
Π˜τ λ˜(f1)⊗ Π˜τ λ˜(f2) =
(
Πτλ(ϕ1)⊗Πτλ(ϕ2)
)
Uτλ ,
ou`
Uτλ = Π˜τ λ˜(γ0)⊗ Π˜τ λ˜(γ0).
On a donc
J G˜
M˜
(πτλ , f1, f2) = trace(j
G˜
M˜
(πτλ , ϕ1, ϕ2)),
ou`
jG˜
M˜
(πτλ , ϕ1, ϕ2) = X
G˜
M˜
(πτλ)
(
Πτλ(ϕ1)⊗ Πτλ(ϕ2)
)
Uτλ .
On peut bien suˆr fixer M˜ et ne conside´rer que la sous-somme de l’expression (1)
indexe´e par M˜ . Un e´le´ment τ ∈ Edisc(M˜, ω) est de la forme (Mdisc, σ, r˜), ou` Mdisc ⊂ M
et σ est de la se´rie discre`te de Mdisc(R). On peut encore fixer Mdisc, que l’on suppose
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semi-standard, et ne conside´rer que la sous-somme des τ issus de ce Levi. On peut
identifier la composante neutre de AMdisc(R) a` AMdisc . Puisque τ est discret, l’ensemble
W M˜reg(σ) n’est pas vide. La restriction du caracte`re central de σ a` AMdisc est naturellement
parame´tre´e par un e´le´ment de iA∗Mdisc . Cette restriction e´tant fixe´e par tout e´le´ment de
W M˜reg(σ) et l’ensemble des points fixes de l’action d’un tel e´le´ment dans iA
∗
Mdisc
e´tant e´gal
a` iA∗
M˜
, le parame`tre en question appartient a` iA∗
M˜
. Puisque seule intervient la classe de
τ modulo ce groupe, on peut supposer que la restriction du caracte`re central de σ a`
AMdisc est triviale. Fixons comme en 1.10 une sous-alge`bre de Cartan hC de l’alge`bre de
Lie complexifie´e de Mdisc(R). Pour toute repre´sentation irre´ductible σ de Mdisc(R), on
choisit un e´le´ment µσ ∈ hC dont la classe modulo un certain groupe de Weyl parame`tre le
caracte`re infinite´simal de σ. Notons Kˆ l’ensemble des repre´sentations irre´ductibles de K.
De meˆme, un e´le´ment κ ∈ Kˆ a un parame`tre µκ ∈ hC. Rappelons que les ope´rateurs qui
interviennent dans l’inte´grale de (3) agissent dans la repre´sentation IndGS (σλ)⊗Ind
G
S (σλ),
ou` S est un e´le´ment fixe´ de P(Mdisc). On de´compose cette repre´sentation selon les espaces
isotypiques pour l’action de K×K. Ces espaces sont donc indexe´s par (κ1, κ2) ∈ Kˆ× Kˆ.
On note pκ1,κ2 le projecteur sur l’espace isotypique indexe´ par (κ1, κ2). Posons
jG˜
M˜
(πτλ , ϕ1, ϕ2; κ1, κ2) = pκ1,κ2j
G˜
M˜
(πτλ , ϕ1, ϕ2)pκ1,κ2 .
On a
(2) J G˜
M˜
(πτλ , f1, f2) =
∑
κ1,κ2∈Kˆ
trace(jG˜
M˜
(πτλ , ϕ1, ϕ2; κ1, κ2)).
Remarquons que l’ope´rateur X G˜
M˜
(πτλ) conserve les espaces isotypiques par construction,
tandis que Uτλ envoie l’espace de type (κ1, κ2) sur celui de type (κ
′
1, κ
′
2), ou`, pour i = 1, 2,
κ′i = adγ0(κi ⊗ ω). On a donc
jG˜
M˜
(πτλ , ϕ1, ϕ2; κ1, κ2) = X
G˜
M˜
(πτλ ; κ1, κ2)Πτλ(ϕ1, ϕ2; κ1, κ2)Uτλ(κ1, κ2),
ou`
X G˜
M˜
(πτλ ; κ1, κ2) = pκ1,κ2X
G˜
M˜
(πτλ)pκ1,κ2;
Πτλ(ϕ1, ϕ2; κ1, κ2) = pκ1,κ2
(
Πτλ(ϕ1)⊗ Πτλ(ϕ2)
)
pκ′1,κ′2;
Uτλ(κ1, κ2) = pκ′1,κ′2Uτλpκ1,κ2.
Puisque Π˜τ λ˜ est unitaire, ce dernier ope´rateur est de norme uniforme´ment borne´e. Il est
clair que les parame`tres associe´s a` κi et κ
′
i sont de meˆme norme, pour i = 1, 2. D’apre`s
[A8] p.174, pour tout re´el r, il existe une fonction cr : C
∞
c (G(R)) × C
∞
c (G(R)) → R≥0
qui est borne´e par le sup d’un ensemble fini de semi-normes et qui est telle que l’on ait
la majoration
||Πτλ(ϕ1, ϕ2; κ1, κ2)|| ≤ cr(ϕ1, ϕ2)(1 + ||µσ||)
−r(1 + ||µκ1||)
−r(1 + ||µκ2||)
−r(1 + ||λ||)−r.
On montrera ci-dessous qu’il existe C ≥ 0 et un entier D ≥ 0 de sorte que l’on ait la
majoration
(3) ||X G˜
M˜
(πτλ ; κ1, κ2)|| ≤ C(1 + ||µσ||)
D(1 + ||µκ1||)
D(1 + ||µκ2||)
D(1 + ||λ||)D.
Donc trace(jG˜
M˜
(πτλ , ϕ1, ϕ2; κ1, κ2)) est borne´e par le produit des deux expressions ci-
dessus et des dimensions de κ1 et κ2. On sait que la dimension de κ est essentiellement
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borne´e par (1 + ||µκ||)
D′ pour un entier D′ convenable. On en de´duit pour tout re´el r
une majoration
|trace(jG˜
M˜
(πτλ , ϕ1, ϕ2; κ1, κ2))| ≤ c
′
r(ϕ1, ϕ2)(1+||µσ||)
−r(1+||µκ1||)
−r(1+||µκ2||)
−r(1+||λ||)−r,
ou` c′r(ϕ1, ϕ2) est borne´e par le sup d’un ensemble fini de semi-normes. Graˆce a` (2), on
obtient
|J G˜
M˜
(πτλ , f1, f2)| ≤ c
′
r(ϕ1, ϕ2)(1 + ||µσ||)
−r(1 + ||λ||)−r

∑
κ∈Kˆ
(1 + ||µκ||)
−r


2
.
Si r est assez grand, la dernie`re se´rie est convergente. L’inte´grale en λ de l’expression
ci-dessus l’est aussi et on obtient simplement∫
iA∗
M˜
|J G˜
M˜
(πτλ , f1, f2)| dλ ≤ C
′c′r(ϕ1, ϕ2)(1 + ||µσ||)
−r,
pour une certaine constante absolue C ′. Remarquons que chaque repre´sentation σ de
la se´rie discre`te de Mdisc(R) ne donne naissance qu’a` un nombre uniforme´ment borne´
de triplets τ . La sous-somme de J G˜spec(ω, f1, f2) ou` on a fixe´ M˜ et Mdisc, mais ou` on
a remplace´ la fonction que l’on inte`gre par sa valeur absolue, est donc essentiellement
majore´e par
c′r(ϕ1, ϕ2)
∑
σ
(1 + ||µσ||)
−r,
ou` on somme sur les repre´sentations irre´ductibles σ deMdisc(R) de la se´rie discre`te et dont
la restriction du caracte`re central a` AMdisc est triviale. Cette dernie`re condition signifie
que µσ,Mdisc = 0. Comme on l’a dit en 1.10, la projection µ
Mdisc
σ parcourt un re´seau de
ihM,∗. De plus, on sait qu’il n’y a qu’un nombre uniforme´ment borne´ de se´ries discre`tes
d’un parame`tre donne´. Donc, si r est assez grand, la se´rie ci-dessus est convergente. Cela
prouve les assertions du (i) de l’e´nonce´ concernant J G˜spec(ω, f1, f2). La proprie´te´ du terme
c′r(ϕ1, ϕ2) prouve en meˆme temps la continuite´ de cette expression en f1 et f2.
Puique les deux membres de l’e´galite´ du (ii) de l’e´nonce´ sont continus en f1 et f2, cette
e´galite´ re´sulte par continuite´ du the´ore`me 5.1, les fonctions lisses a` support compacts et
K-finies e´tant denses dans C∞c (G˜(R)).
Il reste a` prouver la majoration (3). Tout d’abord, en reprenant la preuve du lemme
3.25, on voit que l’on peut remplacer la (G˜, M˜)-famile (X (πτλ ; Λ, Q˜))Q˜∈P(M˜) par
(rreg(πτλ ; Λ, Q˜)Xreg(πτλ ; Λ, Q˜))Q˜∈P(M˜),
ou` Xreg(πτλ ; Λ, Q˜) ne contient que des ope´rateurs d’entrelacement normalise´s et
rreg(πτλ : Λ, Q˜) = rQ¯|Q(σλ)rP¯ |P (σλ)
−1rQ|Q¯(σλ+Λ)rP |P¯ (σλ+Λ)
−1
(P˜ est un e´le´ment fixe´ de P(M˜ ), cf. 3.25). Notons que cette fonction est produit de fonc-
tions rα(σλ)r−α(σλ)
−1 et rα(σλ+Λ)r−α(σλ+Λ)
−1 comme en 1.10. Evidemment, X G˜
M˜
(πτλ ; κ1, κ2)
se de´duit de la (G˜, M˜)-famille (rreg(πτλ : Λ, Q˜)pκ1,κ2Xreg(πτλ ; Λ, Q˜)pκ1,κ2)Q˜∈P(M˜). La for-
mule 1.7(1) montre qu’il nous suffit de majorer les valeurs en Λ = 0 des de´rive´es en Λ
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d’ordre au plus aM˜ − aG˜ de tous les termes intervenant dans la de´finition de la (G˜, M˜)-
famille ci-dessus. Les ope´rateurs d’entrelacement normalise´s e´tant unitaires, cela nous
rame`ne a` majorer les ope´rateurs
(4) D(pκ1,κ2RQ|P (σλ)pκ1,κ2)
et les fonctions
(5) D(rα(σλ)r−α(σλ)
−1)
ou` D est une de´rivation d’ordre au plus aM˜ −aG˜ s’appliquant a` la variable λ. Comme on
l’a dit ci-dessus, nos hypothe`ses entraˆınent µσ,Mdisc = 0, donc µσ est orthogonal a` λ. La
majoration cherche´e de (4) re´sulte alors du lemme 2.1 de [A5]. On a de´crit les fonctions
rα(σλ)r−α(σλ)
−1 en 1.10. Compte tenu de l’e´galite´ µσ,Mdisc = 0, elles sont produit de
termes
(6)
< µσ, βˇ > − < λ, βˇ >
< µσ, βˇ > + < λ, βˇ >
et e´ventuellement d’un terme
Γ(<λ,βˇ>
2
)Γ(−<λ,βˇ>+1
2
)
Γ(−<λ,βˇ>
2
)Γ(<λ,βˇ>+1
2
)
.
Ce dernier terme a des de´rive´es a` croissance mode´ree et ne de´pend pas de µσ. Il ve´rifie
donc la majoration requise. Conside´rons une fonction (6). Il re´sulte de ce que l’on a
rappele´ en 1.10 que le produit < µσ, βˇ > appartient a` un sous-groupe discret fixe de R,
tandis que < λ, βˇ > est imaginaire. Ou bien < µσ, βˇ >= 0 et la fonction est constante
e´gale a` −1. Ou bien < µσ, βˇ > 6= 0 et alors la valeur absolue du de´nominateur est
uniforme´ment minore´e par une constante strictement positive. La majoration (5) requise
s’ensuit. Cela ache`ve la preuve. 
5.3 Formules de descente pour les (G˜, M˜)-familles
On rappelle dans ce paragraphe plusieurs formules ge´ne´rales d’Arthur concernant
les (G˜, M˜)-familles. Pour i = 1, 2, soient M˜i ∈ L(M˜0) et (xi(Λ; P˜ ))P˜∈P(M˜i) une (G˜, M˜i)-
famille. Soit L˜ ∈ L(M˜0) tel que M˜i ⊂ L˜ pour i = 1, 2. De la (G˜, M˜i)-famille (xi(Λ; P˜ ))P˜∈P(M˜i)
se de´duit une (G˜, L˜)-famille (xi(Λ; Q˜))Q˜∈P(L˜). Pour Λ ∈ iA
∗
L˜
, on a xi(Λ; Q˜) = xi(Λ; P˜ )
pour P˜ ∈ P(M˜i) tel que P ⊂ Q. Notons (y(Λ, Q˜))Q˜∈P(L˜) la famille produit, c’est-a`-dire
y(Λ, Q˜) = x1(Λ, Q˜)x2(Λ, Q˜). De cette (G˜, L˜)-famille se de´duit une fonction y
G˜
L˜
(Λ) sur
iA∗
L˜
. Rappelons que, pour i = 1, 2 et pour tout Q˜i = L˜iUQi ∈ F(M˜i), on de´duit de
(xi(Λ; P˜ ))P˜∈P(M˜i) une (L˜i, M˜i)-famille (x
Q˜i
i (Λ; P˜ ))P˜∈PQ˜i(M˜i), ou` P
Q˜i(M˜i) est l’ensemble
des P˜ ∈ P(M˜i) tels que P˜ ⊂ Q˜i. D’ou` une fonction x
Q˜i
i,M˜i
(Λ) sur iA∗
M˜i
. Dans l’espace
AG˜
M˜1
⊕ AG˜
M˜2
, introduisons l’image ∆(AG˜
L˜
) de AG˜
L˜
par le plongement diagonal. Notons
∆(AG˜
L˜
)⊥ son orthogonal. Pour tout couple (L˜1, L˜2) ∈ L(M˜1) × L(M˜2), conside´rons les
conditions suivantes
(1) ∆(AG˜
L˜
)⊕ (AG˜
L˜1
⊕AG˜
L˜2
) = AG˜
M˜1
⊕AG˜
M˜2
;
(2) ∆(AG˜
L˜
)⊥ ⊕ (AL˜1
M˜1
⊕AL˜2
M˜2
) = AG˜
M˜1
⊕AG˜
M˜2
;
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(3) l’application
AL˜1
M˜1
⊕AL˜2
M˜2
→ AG˜
L˜
(H1, H2) 7→ H1,L˜ +H2,L˜
est un isomorphisme.
On ve´rifie qu’elles sont e´quivalentes. Si elles le sont, on note dG˜
M˜1,M˜2
(L˜; L˜1, L˜2) le
jacobien de l’isomorphisme (3), chaque espace e´tant muni des mesures fixe´es en 1.2.
Si les conditions ne sont pas ve´rifie´es, on pose dG˜
M˜1,M˜2
(L˜; L˜1, L˜2) = 0. Fixons un point
ξ ∈ AG˜
M˜1
⊕ AG˜
M˜2
en position ge´ne´rale. Si les conditions ci-dessus sont ve´rifie´es, notons
(ξ1, ξ2) ∈ A
G˜
L˜1
⊕AG˜
L˜2
la projection (non orthogonale) de ξ relativement a` la de´composition
(1). Puisque ξ est en position ge´ne´rale, il existe pour i = 1, 2 un unique Q˜i ∈ P(L˜i) tel
que ξi soit dans la chambre positive associe´e a` cet espace parabolique. Cela de´finit une
application qui, a` (L˜1, L˜2) tel que d
G˜
M˜1,M˜2
(L˜; L˜1, L˜2) 6= 0, associe un couple (Q˜1, Q˜2) ∈
P(L˜1)× P(L˜2).
On a l’e´galite´
(4) yG˜
L˜
(Λ) =
∑
L˜1∈L(M˜1),L˜2∈L(M˜2)
dG˜
M˜1,M˜2
(L˜; L˜1, L˜2)x
Q˜1
1,M˜1
(Λ)xQ˜2
2,M˜2
(Λ)
pour tout Λ ∈ iA∗
L˜
.
Dans le cas non tordu, cela re´sulte de [A6] proposition 7.1, applique´e au groupe G×G,
a` son Levi M1 ×M2 et a` l’espace b = ∆(A
G
L) ⊕ (AG ⊕ AG). La preuve s’e´tend au cas
tordu.
On utilisera un cas particulier de la relation (4) ou` les de´finitions se simplifient. Soient
M˜, M˜1, M˜2 ∈ L(M˜0) tels que M˜ ⊂ M˜i pour i = 1 = 2 et A
M˜1
M˜
∩ AM˜2
M˜
= 0. Il existe un
unique L˜ ∈ L(M˜) tel que
AL˜ = AM˜1 ∩AM˜2,
a` savoir le commutant dans G˜ du tore (AM˜1 ∩AM˜2)
0. On a les e´galite´s e´quivalentes
AL˜
M˜
= AL˜
M˜1
⊕AL˜
M˜2
,
(5) AL˜
M˜
= AM˜1
M˜
⊕AM˜2
M˜
.
On voit que les conditions e´quivalentes (1), (2) et (3) sont e´quivalentes aux deux e´galite´s
e´quivalentes
(6) AG˜
M˜
= AG˜
L˜1
⊕AG˜
L˜2
,
(7) AG˜
M˜
= AL˜1
M˜
⊕AL˜2
M˜
.
Supposons ces conditions ve´rifie´es. On note dG˜
M˜
(L˜1, L˜2) le jacobien de l’application somme
AL˜1
M˜
⊕AL˜2
M˜
→ AG˜
M˜
qui est un isomorphisme d’apre`s (7). De meˆme, graˆce (5), on de´finit le jacobien dL˜
M˜
(M˜1, M˜2).
On ve´rifie qu’alors
(8) dG˜
M˜1,M˜2
(L˜; L˜1, L˜2) = d
G˜
M˜
(L˜1, L˜2)d
L˜
M˜
(M˜1, M˜2)
−1.
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Fixons H ∈ AG˜
M˜
en position ge´ne´rale. Graˆce a` (6), on peut l’e´crire H = H1 − H2, ou`
Hi ∈ A
G˜
L˜i
pour i = 1, 2. Comme pre´ce´demment, Hi de´termine un espace parabolique
Q˜i ∈ P(L˜i). On ve´rifie que (Q˜1, Q˜2) co¨ıncide avec le couple de´termine´ pre´ce´demment
pour un choix convenable de ξ.
Un cas encore plus particulier est celui ou` M˜1 = M˜2 = M˜ . Alors L˜ = M˜ et la relation
(4) prend la forme
(9) yG˜
M˜
(Λ) =
∑
L˜1,L˜2∈L(M˜)
dG˜
M˜
(L˜1, L˜2)x
Q˜1
1,M˜
(Λ)xQ˜2
2,M˜
(Λ).
Cf. [A6] corollaire 7.4.
Soient maintenant M˜, L˜ ∈ L(M˜0) tels que M˜ ⊂ L˜ et soit (x(Λ; P˜ ))P˜∈P(M˜) une (G˜, M˜)-
famille. On en de´duit une (G˜, L˜)-famille puis une fonction xG˜
L˜
(Λ) sur iA∗
L˜
. On a l’e´galite´
(10) xG˜
L˜
(Λ) =
∑
L˜′∈L(M˜)
dG˜
M˜
(L˜, L˜′)xQ˜
′
M˜
(Λ),
ou` Q˜′ est le second terme de l’image de couple (L˜, L˜′) par l’application de´crite ci-dessus.
5.4 Application des formules de descente
Soit M˜ ∈ L(M˜0). Pour x ∈ G(F ), on de´finit la (G˜, M˜)-famille (v(x; Λ, P˜ ))P˜∈P(M˜), ou`
v(x; Λ, P˜ ) = e−<Λ,HP˜ (x)>. On en de´duit une fonction vG˜
M˜
(x; Λ). On pose vG˜
M˜
(x) = vG˜
M˜
(x; 0).
Pour f ∈ C∞c (G˜(F )) et γ ∈ M˜(F )∩G˜reg(F ) tel que ω soit trivial sur ZG(γ, F ), on de´finit
l’inte´grale orbitale ponde´re´e
(1) J G˜
M˜
(γ, ω, f) = DG˜(γ)1/2
∫
ZG(γ,F )\G(F )
ω(x)f(x−1γx)vG˜
M˜
(x) dx.
Si ω est non trivial sur ZG(γ, F ), on pose J
G˜
M˜
(γ, ω, f) = 0.
D’autre part, pour une ω-repre´sentation tempe´re´e et de longueur finie π˜ de M˜(F ), on
a de´fini en 2.7 le caracte`re ponde´re´ J G˜
M˜
(π˜, f) dans le cas ou` f est K-finie. Les calculs du
paragraphe 5.2 montrent que cette distribution s’e´tend continuˆment a` toutes les fonctions
f ∈ C∞c (G˜(F )).
Soient f ∈ C∞c (G˜(F )) et P˜ = M˜UP ∈ P(M˜0). On de´finit une fonction fP˜ sur M˜(F )
par la formule habituelle
fP˜ (x) = δP˜ (x)
1/2
∫
UP (F )
∫
K
ω(k)f(k−1xuk) dk du.
Cette fonction appartient a` C∞c (M˜(F )).
Lemme. (i) Soient f1, f2 ∈ C∞c (G˜(F )) et γ ∈ M˜(F ) ∩ G˜reg(F ). On a l’e´galite´
J G˜
M˜
(γ, ω, f1, f2) =
∑
L˜1,L˜2∈L(M˜)
dG˜
M˜
(L˜1, L˜2)J
L˜1
M˜
(γ, ω, f
1, ˜¯Q1
)J L˜2
M˜
(γ, ω, f2,Q˜2).
(ii) Soient f1, f2 ∈ C
∞
c (G˜(F )), τ ∈ Edisc(M˜, ω) et λ˜ ∈ iA˜
∗
M˜,F
. On a l’e´galite´
J G˜
M˜
(πτλ , f1, f2) =
∑
L˜1,L˜2∈L(M˜)
dG˜
M˜
(L˜1, L˜2)J
L˜1
M˜
(π˜τ λ˜ , f1, ˜¯Q1)J
L˜2
M˜
(π˜τ λ˜ , f2,Q˜2).
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(iii) Soient f ∈ C∞c (G˜(F )), γ ∈ M˜(F ) ∩ G˜reg(F ) et L˜ ∈ L(M˜). On a l’e´galite´
J G˜
L˜
(γ, ω, f) =
∑
L˜′∈L(M˜)
dG˜
M˜
(L˜, L˜′)J L˜
′
M˜
(γ, ω, fQ˜′).
(iv) Soient f ∈ C∞c (G˜(F )), π˜ une ω-repre´sentation tempe´re´e de longueur finie de
M˜(F ) et L˜ ∈ L(M˜). Posons Π˜ = IndL˜
P˜
(π˜), ou` P˜ est un e´le´ment de P L˜(M˜). Alors on a
l’e´galite´
J G˜
L˜
(Π˜, f) =
∑
L˜′∈L(M˜)
dG˜
M˜
(L˜, L˜′)J L˜
′
M˜
(π˜, fQ˜′).
La preuve est base´e sur les formules 5.3(9) et (10) applique´es aux (G˜, M˜)-familles
intervenant dans les de´finitions des membres de gauche. On la laisse au lecteur.
On aura besoin plus tard des proprie´te´s suivantes. Soient M˜ ∈ L(M˜0) et T˜ un sous-
tore tordu maximal de M˜ tel que ω soit trivial sur T θ(F ). Alors
(2) pour tout f ∈ C∞c (G˜(F )), la fonction γ 7→ J
G˜
M˜
(γ, ω, f) est lisse sur T˜ (F )∩G˜reg(F ).
En effet, au voisinage d’un point re´gulier, J G˜
M˜
(γ, ω, f) est l’inte´grale sur un compact
d’une fonction lisse en γ et en la variable d’inte´gration.
(3) il existe un entier N ≥ 0 et, pour tout f ∈ C∞c (G˜(F )), il existe c > 0 tel que
|J G˜
M˜
(γ, ω, f)| ≤ c(1 + |log(DG˜(γ))|)N .
Preuve. Comme on l’a de´ja` utilise´ plusieurs fois, il re´sulte de la variante tordue de
1.7(1) et de 4.2(7) qu’il existe N ≥ 0 inde´pendant de f et c′ > 0 tel que, pour x
contribuant a` la formule (1), on ait vG˜
M˜
(x) ≤ c′(1 + |log(DG˜(γ))|)N . Alors
|J G˜
M˜
(γ, ω, f)| ≤ c′(1 + |log(DG˜(γ))|)NDG˜(γ)1/2
∫
ZG(γ,F )\G(F )
|f(x−1γx)| dx.
Il reste a` appliquer 4.2(1) pour obtenir (3). 
5.5 Le the´ore`me 0
The´ore`me. Soit f ∈ C∞c (G˜(F )). Supposons IG˜(π˜, f) = 0 pour toute ω-repre´sentation
irre´ductible tempe´re´e π˜ de G˜(F ). Alors IG˜(γ, ω, f) = 0 pour tout γ ∈ G˜reg(F ).
Remarques. (1) On n’a de´fini dans cet article que les inte´grales orbitales relatives a`
des e´le´ments γ ∈ G˜reg(F ). Mais on sait bien qu’on peut les de´finir pour tout γ ∈ G˜(F ).
Par la the´orie de la descente, on montre que leur comportement local est le meˆme que dans
le cas non tordu. Cest-a`-dire que les inte´grales orbitales aux points singuliers s’expriment
a` l’aide d’inte´grales orbitales aux points re´guliers, soit graˆce aux germes de Shalika dans le
cas non-archime´dien, soit par l’action d’ope´rateurs diffe´rentiels dans le cas archime´dien.
On peut donc renforcer la conclusion du the´ore`me : IG˜(γ, ω, f) = 0 pour tout γ ∈ G˜(F )
tel que ω soit trivial sur ZG(γ, F ).
(2) Dans le cas non-archime´dien, on montre comme dans le cas non tordu qu’une
fonction f ∈ C∞c (G˜(F )) dont toutes les inte´grales orbitales sont nulles est annule´e par
toute forme line´aire l sur C∞c (G˜(F )) qui ve´rifie la relation l(f
x) = ω(x)l(f) pour tout
f ∈ C∞c (G˜(F )) et tout x ∈ G(F ), ou` f
x est la fonction fx(γ) = f(xγx−1).
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(3) Dans le cas non-archime´dien, le the´ore`me a e´te´ prouve´ dans [HL].
Preuve. On raisonne par re´curence sur la dimension de G˜. Soit M˜ un espace de Levi
semi-standard propre. Fixons P˜ ∈ P(M˜). Pour une ω-repre´sentation admisslble π˜ de
M˜(F ), on a l’e´galite´ IM˜(π˜, fP˜ ) = IG˜(Π˜, f), ou` Π = Ind
G˜
P˜
(π˜). La fonction fP˜ ve´rifie
donc la meˆme hypothe`se que f . Donc, par l’hypothe`se de re´currence, IM˜(γ, ω, fP˜ ) = 0
pour tout γ ∈ M˜reg(F ). Mais, pour γ ∈ M˜(F ) ∩ G˜reg(F ), on a l’e´galite´ IG˜(γ, ω, f) =
IM˜(γ, ω, fP˜ ). Donc IG˜(γ, ω, f) = 0. Cela prouve le re´sultat pour tout γ ∈ G˜reg(F ) qui
n’est pas elliptique. Pour traiter le cas des e´le´ments elliptiques, conside´rons une fonction
f2 ∈ C
∞
c (G˜(F )) a` support dans l’ensemble G˜ell(F ) des e´le´ments elliptiques re´guliers de
G˜(F ). Soient M˜ un espace de Levi de G˜, τ ∈ Edisc(M˜, ω) et λ ∈ iA∗M˜,F . On rele`ve τ
en τ ∈ Edisc(M˜, ω) et λ en λ˜ ∈ iA˜∗M˜,F . Le terme J
G˜
M˜
(πτλ , f, f2) est calcule´ par le lemme
5.4(ii). Si Q˜2 est un espace parabolique propre de G˜, l’hypothe`se sur le support de f2
entraˆıne que f2,Q˜2 = 0. La formule se simplifie donc en
J G˜
M˜
(πτλ , f, f2) = J
M˜
M˜
(π˜τ λ˜ , f ˜¯Q)J
G˜
M˜
(π˜τ λ˜ , f2),
ou` Q˜ est un certain e´le´ment de P(M˜). On a
JM˜
M˜
(π˜τ λ˜ , f ˜¯Q) = I
M˜
M˜
(π˜τ λ˜ , f ˜¯Q) = IG˜(Π˜, f),
ou` Π˜ = IndG˜˜¯Q
(π˜τ λ˜). La repre´sentation Π˜ est tempe´re´e, donc IG˜(Π˜, f) = 0. Cela prouve
que J G˜spec(ω, f, f2) = 0. Appliquons la proposition 5.2 : elle entraˆıne J
G˜
ge´om(ω, f, f2) = 0.
Pour un espace de Levi propre M˜ et un e´le´ment S˜ ∈ Tell(M˜, ω), on a JM˜,S˜(ω, f, f2) = 0 :
l’hypothe`se sur le support de f2 entraˆıne que f2(y
−1γy) = 0 pour tout y ∈ G(F ) et tout
γ ∈ S˜(F ). On a donc
J G˜ge´om(ω, f, f2) =
∑
S˜∈Tell(G˜,ω)
|WG(S˜)|−1mes(AG˜(F )\S
θ(F ))
∫
S˜(F )/(1−θ)(S(F ))
IG˜(γ, ω, f)IG˜(γ, ω, f2) dγ.
Soit maintenant γ ∈ G˜ell(F ) tel que ω soit trivial sur ZG(γ, F ). On veut montrer que
IG˜(γ, ω, f) = 0. On peut conjuguer γ et supposer que γ ∈ S˜(F ) pour un S˜ intervenant
dans la formule ci-dessus. On fait maintenant parcourir a` f2 une suite de fonctions
(f2,n)n∈N a` valeurs positives ou nulles, non nulles en γ, et a` supports dans des voisinages
de plus en plus petits de γ. On voit que l’expression ci-dessus est de la forme∫
Sθ,0(F )
IG˜(xγ, ω, f)An(x) dx
ou` An parcourt une suite de fonctions lisses sur S
θ,0(F )) a` valeurs positives ou nulles,
non nulles en x = 1, et a` supports dans des voisinages de plus en plus petits de 1.
Puisque x 7→ IG˜(xγ, ω, f) est lisse, la nullite´ de l’expression ci-dessus pour tout n entraˆıne
IG˜(γ, ω, f) = 0. 
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6 La formule invariante
6.1 Le the´ore`me de Paley-Wiener
Notons K le groupe de Grothendieck de l’ensemble des classes d’isomorphisme de
ω-repre´sentations tempe´re´es de longueur finie de G˜(F ). Notons F l’espace des fonctions
line´aires de K dans C qui sont nulles sur toute ω-repre´sentation tempe´re´e irre´ductible
et non G-irre´ductible. Remarquons que F s’identifie a` l’espace des fonctions a` valeurs
complexes sur l’ensemble des classes d’isomorphisme de ω-repre´sentations tempe´re´es G-
irre´ductibles de G˜(F ). Notons PW(G˜, ω) le sous-ensemble des e´le´ments ϕ ∈ F ve´rifiant
les conditions suivantes :
(1) soient Q˜ = L˜UQ un espace parabolique tel que ω soit trivial sur ZL(F )
θ et π˜ une
ω-repre´sentation tempe´re´e et L-irre´ductible de L˜(F ) ; alors la fonction λ˜ 7→ ϕ(IndG˜
Q˜
(π˜λ˜))
sur iA˜∗
L˜,F
est de Paley-Wiener (cf. 2.6) ;
(2) si F est non-archime´dien, il existe un sous-groupe ouvert compact H de G˜(F )
tel que ϕ(π˜) = 0 pour toute ω-repre´sentation tempe´re´e π˜ telle que le sous-espace des
invariants par H dans π soit nul ;
(3) si F est archime´dien, il existe un ensemble fini κ1, ..., κn de repre´sentations
irre´ductibles de K tel que ϕ(π˜) = 0 pour toute ω-repre´sentation tempe´re´e π˜ telle que,
pour tout i, l’espace isotypique de type κi dans π soit nul.
Notons pw
G˜
: C∞c (G˜(F ), K) → F l’application line´aire qui, a` f ∈ C
∞
c (G˜(F ), K),
associe la fonction π˜ 7→ IG˜(π˜, f). Notons I(G˜(F ), K, ω) le quotient de C
∞
c (G˜(F ), K) par
le sous-espace des f ∈ C∞c (G˜(F ), K) telles que IG˜(γ, ω, f) = 0 pour tout γ ∈ G˜reg(F ).
The´ore`me. L’application line´aire pw
G˜
a pour image PW(G˜, ω) et se quotiente en un
isomorphisme de I(G˜(F ), K, ω) sur cet espace.
Quand F est non-archime´dien, le the´ore`me a e´te´ de´montre´ dans [R] pour ω = 1 et
en ge´ne´ral dans [HL]. Si F = R, la premie`re assertion du the´ore`me est de´montre´e dans
[DM] pour ω = 1. Nous montrerons en 6.4 que le cas ω 6= 1 s’en de´duit. Si F = C,
l’assertion est e´quivalente a` celle pour l’espace tordu sur R de´duit de G˜ par restriction
des scalaires. La deuxie`me assertion est facile : le the´ore`me 5.5 montre que tout e´le´ment
du noyau a des inte´grales orbitales nulles ; la re´ciproque provient de la locale inte´grabilite´
des caracte`res des ω-repre´sentations G-irre´ductibles, cf. 2.5(2).
Comple´ment au the´ore`me. Supposons F non-archime´dien. Soit H un sous-groupe
ouvert compact de G(F ). Notons PW(G˜, ω)H le sous-espace des fonctions ϕ ∈ PW(G˜, ω)
tels que ϕ(π˜) = 0 pour toute ω-repre´sentation tempe´re´e π˜ telle que le sous-espace des
invariants par H dans π soit nul. Notons C∞c (H\G˜(F )/H) le sous-espace des e´le´ments
de C∞c (G˜(F )) qui sont biinvariants par H . Alors, H e´tant donne´, il existe H
′ tel que
PW(G˜, ω)H soit contenu dans pw
G˜
(C∞c (H
′\G˜(F )/H ′)). Cf. [HL].
Supposons F archime´dien. Soit κ un ensemble fini de repre´sentations irre´ductibles
de K. Notons PW(G˜, ω)κ le sous-espace des fonctions ϕ ∈ PW (G˜, ω) tels que ϕ(π˜) = 0
pour toute ω-repre´sentation tempe´re´e π˜ telle que, pour tout κ ∈ κ, l’espace isotypique
de type κ dans π soit nul. Notons C∞c (G˜(F ), κ) le sous-espace des f ∈ C
∞
c (G˜(F ))
tels que la repre´sentation de K × K dans l’espace engendre´ par les translate´s de f a`
droite et a` gauche par des e´le´ments de K n’ait pour composantes irre´ductibles que des
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e´le´ments de κ × κ. Alors, κ e´tant donne´, il existe κ′ tel que PW(G˜(F ))κ soit contenu
dans pw
G˜
(C∞c (G˜(F ), κ
′)). Ceci n’est pas e´nonce´ dans [DM], mais re´sulte clairement de
la preuve.
6.2 Deuxie`me forme du the´ore`me de Paley-Wiener
On rappelle que l’on a de´fini l’ensemble E(G˜, ω) en 2.9. Il est muni d’une action de
iA˜∗
G˜,F
qui, a` τ ∈ E(G˜, ω) et λ˜ ∈ iA˜∗
G˜,F
, associe τ λ˜. Il est aussi muni d’une action de U
qui, a` τ = (M,σ, r˜) et z ∈ U, associe zτ = (M,σ, zr˜). Rappelons que l’action de z ∈
iR/2πiZ ∈ iA˜∗
G˜,F
co¨ıncide avec celle de ez ∈ U. Notons Eell(G˜, ω) l’ensemble des triplets
(M,σ, r˜) ∈ E(G˜, ω) tels que (M,σ, r˜) ∈ Eell(G˜, ω), ou` r˜ est l’image de r˜ dans RG˜(σ).
Notons Eell(G˜, ω)/conj l’ensemble des classes de conjugaison par G(F ) dans Eell(G˜, ω).
On a une surjection (Eell(G˜, ω)/conj) → (Eell(G˜, ω)/conj) dont les fibres sont toutes
isomorphes a` U. Notons PWell(G˜, ω) l’espace des fonctions ϕ : (Eell(G˜, ω)/conj) → C
qui ve´rifient les conditions suivantes :
(1) soient τ ∈ Eell(G˜, ω) et z ∈ U ; alors ϕ(zτ ) = zϕ(τ ) (via la projection Eell(G˜, ω)→
(Eell(G˜, ω)/conj), on a identifie´ ϕ a` une fonction sur Eell(G˜, ω)) ;
(2) soit τ = (M,σ, r˜) ∈ Eell(G˜, ω) ; alors la fonction λ˜ 7→ ϕ(τ λ˜) est de Paley-Wiener
sur iA˜∗
G˜,F
;
(3) le support de ϕ est contenu dans un nombre fini d’orbites pour l’action de iA˜∗
G˜,F
dans Eell(G˜, ω)/conj.
Rappelons (cf. 2.12) que l’on note L(M˜0, ω) l’ensemble des L˜ ∈ L(M˜0) tels que ω
soit trivial sur ZL(F )
θ. Soient L˜, L˜′ deux e´le´ments de L(M˜0, ω) et soit x ∈ G(F ) tel que
xL˜x−1 = L˜′. De la conjugaison par x se de´duit un isomorphisme Tell(L˜, ω) ≃ Tell(L˜′, ω)
(cf. 2.12), puis un isomorphisme PWell(L˜, ω) ≃ PWell(L˜′, ω). Notons que, si L˜ = L˜′ et
x ∈ L(F ), cet isomorphisme est l’identite´. En particulier, si on note WG(L˜) le quotient
par L(F ) du normalisateur de L˜ dans G(F ), ce groupe WG(L˜) agit sur PWell(L˜). On
pose
PW (G˜, ω) = (⊕L˜∈L(M˜0,ω)PWell(L˜, ω))
W˜G
= ⊕L˜∈L(M˜0,ω)/W˜GPWell(L˜, ω)
WG(L˜),
les exposants signifiant selon l’usage que l’on prend les invariants.
Remarque. Soient L˜ ∈ L(M˜0, ω), ϕ ∈ PWell(L˜, ω)W
G(L˜) et τ ∈ Eell(L˜, ω). Le triplet
τ est par de´finition essentiel dans L˜ mais on a de´ja` dit qu’il ne l’e´tait pas force´ment
dans G˜. S’il ne l’est pas, il existe w ∈ WG(L˜) et z ∈ U tels que w(τ ) = zτ , et z 6= 1 (cf.
preuve de la proposition 2.12). Cela entraˆıne ϕ(τ ) = 0.
Soit ψ ∈ PW(G˜, ω). Pour un espace de Levi L˜ ∈ L(M˜0, ω) et un e´le´ment τ ∈
Eell(L˜, ω), rappelons que l’on a de´fini en 2.9 une ω-repre´sentation π˜τ de L˜(F ). Fixons un
espace parabolique Q˜ ∈ P(L˜), posons Π˜τ = IndG˜Q˜(π˜τ ). Cette repre´sentation est tempe´re´e
et sa classe d’isomorphisme ne de´pend pas de Q˜. Posons ϕ(τ ) = ψ(Π˜τ ). On a ainsi une
fonction ϕ sur ⊕L˜∈L(M˜0,ω)Tell(L˜, ω). Cette fonction appartient a` PW (G˜, ω). En effet, les
conditions (1) et (2) re´sultent de 6.1(1) tandis que la condition (3) re´sulte de 6.1(2) et
(3). La condition d’invariance par W˜G re´sulte de l’e´galite´ Π˜w(τ ) = Π˜τ pour tout w ∈ W˜
G.
Notons
res : PW(G˜, ω)→ PW (G˜, ω)
129
l’application ψ 7→ ϕ et
pwG˜ : C
∞
c (G˜(F ), K)→ PW (G˜, ω)
la compose´e pwG˜ = res ◦ pwG˜.
The´ore`me. L’application pwG˜ se quotiente en un isomorphisme de I(G˜(F ), K, ω) sur
PW (G˜, ω).
Preuve. L’e´nonce´ re´sulte du the´ore`me 6.1 pouvu que res soit bijectif. Cette bijectivite´
re´sulte aise´ment de la proposition 2.12. 
Le the´ore`me admet un comple´ment similaire a` celui du the´ore`me 6.1.
6.3 Extension du the´ore`me de Delorme et Mezo au cas ω 6= 1
Dans ce paragraphe, on suppose F = R. On veut prouver
(1) l’application pw
G˜
a pour image PW(G˜, ω).
Delorme et Mezo ont prouve´ l’assertion pour ω = 1, ou` 1 de´signe le caracte`re trivial
de G(R). Supposons d’abord qu’il existe un caracte`re unitaire µ de G(R) tel que ω =
µ ◦ (1 − θ), cf. 2.4. Fixons un e´le´ment γ0 ∈ G˜(R). Comme dans la preuve de 2.5(2), on
associe a` toute ω-repre´sentation π˜ de G˜(R) une 1-repre´sentation π˜1 de´finie par π˜1(gγ0) =
µ(g)π˜(γ0) pour tout g ∈ G(R). L’application π˜ 7→ π˜1 est bijective. Pour plus de pre´cision,
on ajoute des indices ω a` certains objets de´finis en 6.1, par exemple Fω et pwG˜,ω. On
de´finit une application
Fω → F1
ϕ 7→ ϕ1
par ϕ1(π˜1) = ϕ(π˜). On de´finit une application
C∞c (G˜(R), K) → C
∞
c (G˜(R), K)
f 7→ f1
par f1(gγ0) = µ(g)
−1f(gγ0) pour tout g ∈ G(R). Il est clair que IG˜(π˜1, f1) = IG˜(π˜, f)
pour tous f , π˜. Donc le diagramme suivant est commutatif :
C∞c (G˜(R), K)
f 7→f1
→ C∞c (G˜(R), K)
↓ pw
G˜,ω
↓ pw
G˜,1
Fω
ϕ 7→ϕ1
→ F1.
L’application horizontale du haut est bijective. On ve´rifie imme´diatement que celle du
bas se restreint en un isomorphisme de PW(G˜, ω) sur PW(G˜, 1). Alors l’assertion (1)
se de´duit de la meˆme assertion pour le caracte`re 1.
Dans le cas ge´ne´ral, on introduit des objets G′, G˜′, C, p, p˜ ve´rifiant la proposition 2.4.
On pose ω′ = ω ◦ p. Ces termes ve´rifient l’hypothe`se pre´ce´dente : il existe un caracte`re
µ′ de G′(R) tel que ω′ = µ′ ◦ (1− θ′). On note K ′ l’unique sous-groupe compact maximal
de G′(R) contenu dans p−1(K). Pour une ω-repre´sentation π˜ de G˜(R), on note π˜′ la
ω′-repre´sentation π˜ ◦ p˜ de G˜′(R). Dualement, on en de´duit une application
(2)
FG˜′,ω′ → FG˜,ω
ϕ′ 7→ ϕ
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par ϕ(π˜) = ϕ′(π˜′) (on a ajoute´ des indices G˜ et G˜′ aux notations pre´ce´dentes). On de´finit
aussi une application
C∞c (G˜
′(R), K ′) → C∞c (G˜(R), K)
f ′ 7→ f
par
f(γ) =
∫
C(R)
f ′(cγ′) dc,
pour tout γ ∈ G˜(R), ou` γ′ est un rele`vement quelconque de γ dans G˜′(R). La mesure
sur C(F ) doit eˆtre compatible aux mesures choisies sur G(R) et G′(R). On ve´rifie que le
diagramme suivant est commutatif
C∞c (G˜
′(R), K ′)
f ′ 7→f
→ C∞c (G˜(R), K)
↓ pw
G˜′,ω′
↓ pw
G˜,ω
FG˜′,ω′
ϕ′ 7→ϕ
→ FG˜,ω.
L’application horizontale du haut est surjective. Puisque l’application pw
G˜′,ω′
ve´rifie (1)
d’apre`s le cas de´ja` traite´, il nous suffit pour conclure de montrer que l’application (2)
se restreint en une surjection de PW(G˜′, ω′) sur PW(G˜, ω). Que l’image de PW(G˜′, ω′)
par l’application (2) soit contenue dans PW(G˜, ω) re´sulte aise´ment du fait suivant. Soit
Q˜ = L˜UQ un espace parabolique de G˜, notons Q˜
′ = L˜′UQ′ son image re´ciproque dans
G˜′. L’espace iA˜∗
L˜
s’injecte naturellement dans iA˜∗
L˜′
et la restriction a` ce sous-espace
d’une fonction de Paley-Wiener sur iA˜∗
L˜′
est encore de Paley-Wiener. Pour de´montrer la
surjectivite´, on va construire une section s de l’application (2) et montrer que s envoie
PW(G˜, ω) dans PW(G˜′, ω′). On a une suite exacte naturelle
0→ iA˜∗
G˜
→ iA˜∗
G˜′
→ iA∗C → 0.
En choisissant une section de la dernie`re application, on identifie iA∗C a` un supple´mentaire
de iA˜∗
G˜
dans iA˜∗
G˜′
. On fixe une fonction ϕC de Paley-Wiener sur iA∗C telle que ϕC(0) = 1.
Soit ϕ ∈ FG˜,ω. Pour une ω
′-repre´sentation π˜′ de G˜′(R), tempe´re´e et G′-irre´ductible, ou
bien il n’existe aucun ξ˜ ∈ iA∗C tel que π˜
′
ξ˜
se factorise par p˜. On pose alors (s(ϕ))(π˜′) =
0. Ou bien il existe un unique ξ˜ ∈ iA∗C tel que π˜
′
ξ˜
se factorise par p˜. Pour ce ξ˜, on
note π˜ la ω-repre´sentation de G˜(R) telle que π˜′
ξ˜
= π˜ ◦ p˜ et on pose alors (s(ϕ))(π˜′) =
ϕC(ξ˜)ϕ(π˜). La fonction s(ϕ) ainsi de´finie appartient a` FG˜′,ω′ . Cela de´finit une application
s : FG˜,ω → FG˜′,ω′ qui est clairement une section de l’application (2). On doit montrer que,
si ϕ ∈ PW(G˜, ω), alors s(ϕ) ∈ PW(G˜′, ω′). La condition 6.1(3) est imme´diate. Soient
Q˜′ = L˜′UQ′ un espace parabolique et σ˜
′ une ω′-repre´sentation tempe´re´e et L′-irre´ductible
de L˜′(F ). Posons Q˜ = p˜(Q˜′), L˜ = p˜(L˜′). Supposons d’abord que, pour tout λ˜′ ∈ iA˜∗
L˜′
et pour toute composante G′-irre´ductible π˜′ de IndG˜
′
Q˜′
(σ˜′
λ˜′
), il n’existe pas de ξ˜ ∈ iA∗C
tel que π˜′
ξ˜
se factorise par p˜. Alors par de´finition (s(ϕ))(IndG˜
′
Q˜′
(σ˜′
λ˜′
)) = 0 pour tout λ˜′
et cette fonction de λ˜′ est bien de Paley-Wiener. Supposons au contraire qu’il existe
λ˜′, π˜′ et ξ˜ comme ci-dessus tel que π˜′
ξ˜
se factorise par p˜. Fixons de tels objets. Quitte
a` remplacer σ˜′ par σ˜′
λ˜′+ξ˜
, on peut supposer que π˜′ est une composante de IndG˜
′
Q˜′
(σ˜′) et
qu’elle se factorise par p˜. Cette condition e´quivaut a` ce que le caracte`re central de la
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repre´sentation sous-jacente π′ se restreigne en le caracte`re trivial de C(R). Mais cette
restriction est la meˆme que celle du caracte`re central de σ′. Donc σ˜′ se factorise en une
ω-repre´sentation σ˜ de L˜(R). Cela oblige ω a` eˆtre trivial sur ZL(R)
θ. On a encore l’e´galite´
iA˜∗
L˜′
= iA˜∗
L˜
⊕ iA∗C .
Les constructions entraˆınent que, pour tout λ˜′ ∈ iA˜∗
L˜′
, on a l’e´galite´
(s(ϕ))(IndG˜
′
Q˜′
(σ˜′
λ˜′
)) = ϕC(ξ˜)ϕ(Ind
G˜
Q˜
(σ˜λ˜)),
ou` λ˜ et ξ˜ sont les composantes de λ˜′ selon la de´composition ci-dessus. La fonction de λ˜′
ci-dessus est de Paley-Wiener. Cela ache`ve la preuve. 
6.4 L’application φM˜
On note Hac(G˜(F )) l’espace des fonctions f : G˜(F ) → C qui ve´rifient les conditions
suivantes :
(1) si F est non-archime´dien, il existe un sous-groupe ouvert compact H de G(F ) tel
que f soit biinvariante par H ;
(2) si F est archime´dien, il existe un ensemble fini κ de repre´sentations irre´ductibles
de K tel que la repre´sentation de K ×K dans l’espace engendre´ par les translate´s de f
a` droite et a` gauche par des e´le´ments de K n’ait pour composantes irre´ductibles que des
e´le´ments de κ× κ ;
(3) pour toute fonction b ∈ C∞c (A˜G˜,F ), la fonction produit f(b ◦ H˜G˜) appartient a`
C∞c (G˜(F )).
Remarquons que toute forme line´aire sur C∞c (G˜(F ), K) dont le support a une pro-
jection compacte dans A˜G˜,F s’e´tend a` Hac(G˜(F )) : pour une telle forme line´aire l et
pour f ∈ Hac(G˜(F )), on pose l(f) = l(f(b ◦ H˜G˜)), ou` b est un e´le´ment de C
∞
c (A˜G˜,F )
qui vaut 1 sur un voisinage de cette projection. En particulier, les inte´grales orbitales ou
les inte´grales orbitales ponde´re´es sont de´finies sur Hac(G˜(F )). On note Iac(G˜(F ), ω) le
quotient de Hac(G˜(F )) par le sous-espace des f ∈ Hac(G˜(F )) telles que IG˜(γ, ω, f) = 0
pour tout γ ∈ G˜reg(F ).
Les caracte`res de ω-repre´sentations admissibles ne s’e´tendent pas a` l’espaceHac(G˜(F ))
mais nous allons voir que leurs coefficients de Fourier s’y e´tendent. Pre´cise´ment, soit π˜
une ω-repre´sentation admissible de G˜(F ), soit f ∈ C∞c (G˜(F ), K) et soit X ∈ A˜G˜,F .
Pour λ˜ ∈ iA˜∗
G˜,F
, on de´finit π˜λ˜ comme en 2.6. La fonction λ˜ 7→ IG˜(π˜λ˜, f)e
−<λ˜,X> se des-
cend en une fonction sur iA∗
G˜,F
. Cette fonction est C∞, a` de´croissance rapide si F est
archime´dien. Posons
IG˜(π˜, X, f) = mes(iA
∗
G˜,F
)−1
∫
iA∗
G˜,F
IG˜(π˜λ˜, f)e
−<λ˜,X> dλ.
On a
(4) la fonction X 7→ IG˜(π˜, X, f) est a` support compact et est C
∞ dans le cas ou` F
est archime´dien ; son support est contenu dans la projection dans A˜G˜,F de celui de f ;
plus pre´cise´ment, pour une fonction lisse b sur A˜G˜,F , on a l’e´galite´ IG˜(π˜, X, f(b ◦ H˜G˜)) =
b(X)IG˜(π˜, X, f).
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Preuve. Par K-finitude, IG˜(π˜λ˜, f) est de la forme∑
i=1,...,n
< vˇi, π˜λ˜(f)vi >,
pour des e´le´ments vi ∈ Vπ et vˇi ∈ Vπ∨ . Autrement dit
IG˜(π˜λ˜, f) =
∫
G˜(F )
B(λ˜, γ)f(γ) dγ,
ou`
B(λ˜, γ) =
∑
i=1,...,n
< vˇi, π˜λ˜(γ)vi > .
L’espace topologique G˜(F ) est un fibre´ au-dessus de A˜G˜,F , de fibres isomorphes a` G(F )
1
(le noyau de HG˜). Pour tout Y ∈ A˜G˜,F , notons G˜(F ; Y ) la fibre au-dessus de Y . Les
re´sultats habituels de de´composition d’inte´grales sur des fibre´s nous disent que l’on peut
de´finir une inte´grale
I ′
G˜
(π˜λ˜, Y, f) =
∫
G˜(F ;Y )
B(λ˜, γ)f(γ) dγ
qui est a` support compact en Y et C∞ si F est archime´dien, de sorte que
IG˜(π˜λ˜, f) =
∫
A˜G˜,F
I ′
G˜
(π˜λ˜, Y, f) dY.
Mais
I ′
G˜
(π˜λ˜, Y, f) = e
<λ˜,Y >I ′
G˜
(π˜, Y, f).
Par inversion de Fourier, on en de´duit l’e´galite´ IG˜(π˜, X, f) = I
′
G˜
(π˜, X, f) et l’assertion
(4) s’ensuit. 
Il re´sulte de (4) que l’on peut de´finir IG˜(π˜, X, f) pour f ∈ Hac(G˜(F )). Le the´ore`me
5.5 s’e´tend :
(5) un e´le´ment f ∈ Hac(G˜(F )) a une image nulle dans Iac(G˜(F ), ω) si et seulement si
IG˜(π˜, X, f) = 0 pour toute ω-repre´sentation irre´ductible et tempe´re´e π˜ de G˜(F ) et tout
X ∈ A˜G˜,F .
Plus ge´ne´ralement, soit M˜ ∈ L(M˜0), soit π˜ une ω-repre´sentation tempe´re´e de lon-
gueur finie de M˜(F ) et soit X ∈ A˜M˜,F . Pour f ∈ C
∞
c (G˜(F ), K) et λ˜ ∈ iA˜
∗
M˜,F
, on de´finit
J G˜
M˜
(π˜λ˜, f). La fonction λ˜ 7→ J
G˜
M˜
(π˜λ˜, f)e
−<λ˜,X> se descend en une fonction sur iA∗
M˜,F
.
Cette fonction est C∞, a` de´croissance rapide si F est archime´dien. Posons
J G˜
M˜
(π˜, X, f) = mes(iA∗
M˜,F
)−1
∫
iA∗
M˜,F
J G˜
M˜
(π˜λ˜, f)e
−<λ˜,X> dλ.
Comme fonction de X , ce terme n’est pas a` support compact dans A˜M˜,F . Toutefois
(6) la fonction X 7→ J G˜
M˜
(π˜, X, f) est de Schwartz ; la projection dans A˜G˜,F de son
support est contenue dans celle du support de f ; plus pre´cise´ment, pour une fonction
lisse b sur A˜G˜,F , on a l’e´galite´ J
G˜
M˜
(π˜, X, f(b◦H˜G˜)) = b(XG˜)J
G˜
M˜
(π˜, X, f), ou`XG˜ est l’image
naturelle de X dans A˜G˜,F .
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Preuve. La fonction est de Schwartz car c’est la transforme´e de Fourier d’une fonction
de Schwartz. La preuve de la deuxie`me assertion est la meˆme que celle de (4), la fonction
B(λ˜, γ) ayant maintenant la forme
B(λ˜, γ) =
∑
i=1,...,n
< vˇi,M
G˜
M˜
(πλ)Π˜λ˜(γ)vi >,
ou` Π˜λ˜ = Ind
G˜
P˜
(π˜λ˜), cf. 2.7 pour les notations. 
Il re´sulte de (6) que l’on peut de´finir J G˜
M˜
(π˜, X, f) pour f ∈ Hac(G˜(F )).
Proposition. Soit M˜ ∈ L(M˜0, ω). Pour tout f ∈ Hac(G˜(F )), il existe φM˜(f) ∈
Hac(M˜(F )) telle que, pour toute ω-repre´sentation tempe´re´e et de longueur finie π˜ de
M˜(F ) et pour tout X ∈ A˜M˜,F , on ait l’e´galite´
IM˜(π˜, X, φM˜(f)) = J
G˜
M˜
(π˜, X, f).
L’image de φM˜(f) dans Iac(M˜(F ), ω) est uniquement de´termine´e.
Preuve. Soient f ∈ C∞c (G˜(F ), K) et b ∈ C
∞
c (A˜M˜,F ). Pour une ω-repre´sentation
tempe´re´e et de longueur finie π˜ de M˜(F ), posons
ϕf,b(π˜) =
∫
A˜M˜,F
J G˜
M˜
(π˜, X, f)b(X) dX.
Ceci est convergent d’apre`s (6). Par transformation de Fourier, on a l’e´galite´
ϕf,b(π˜) = mes(iA
∗
M˜,F
)−1
∫
iA∗
M˜,F
J G˜
M˜
(π˜λ˜, f)bˆ(λ˜) dλ,
ou`
bˆ(λ˜) =
∫
A˜M˜,F
b(X)e<λ˜,X> dX.
On va montrer
(7) la fonction ϕf,b appartient a` l’espace PW(M˜, ω).
D’apre`s 2.7(1), la fonction s’identifie bien a` une fonction sur le groupe de Grothen-
dieck KM˜ de 6.1. D’apre`s 2.7(2), elle annule les repre´sentations irre´ductibles et non
M-irre´ductibles. Les conditions (2) et (3) de 6.1 sont e´videntes puisque f est K-finie. Il
faut ve´rifier 6.1(1). D’apre`s la bijectivite´ de l’application res de 6.2, il suffit de ve´rifier
l’assertion suivante :
(8) soit Q˜ = L˜UQ ∈ F M˜(M˜0) et soit τ ∈ Eell(L˜, ω) ; alors la fonction µ˜ 7→ ϕf,b(IndM˜Q˜ (π˜τ µ˜))
sur iA˜∗
L˜,F
est de Paley-Wiener.
Posons simplement π˜ = π˜τ . Remarquons que, pour λ˜ ∈ iA˜
∗
M˜,F
, on a l’e´galite´ (IndM˜
Q˜
(π˜τ µ˜))λ˜ =
IndM˜
Q˜
(π˜µ˜+λ˜). On utilise la formule de descente du lemme 5.4(iv) (ou` les roˆles de M˜ et L˜
sont e´change´s). C’est-a`-dire
J G˜
M˜
((IndM˜
Q˜
(π˜µ˜+λ˜), f) =
∑
M˜ ′∈L(L˜)
dG˜
L˜
(M˜, M˜ ′)JM˜
′
L˜
(π˜µ˜+λ˜, fP˜ ′).
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On peut fixer M˜ ′ ∈ L(L˜) tel que dG˜
L˜
(M˜, M˜ ′) 6= 0 et prouver que la fonction ψ sur iA˜∗
L˜,F
de´finie par
ψ(µ˜) = mes(iA∗
M˜,F
)−1
∫
iA∗
M˜,F
JM˜
′
L˜
(π˜µ˜+λ˜, fP˜ ′)bˆ(λ˜) dλ
est de Paley-Wiener. Graˆce a` (6), on peut exprimer JM˜
′
L˜
(π˜µ˜+λ˜, fP˜ ′) par inversion de
Fourier :
JM˜
′
L˜
(π˜µ˜+λ˜, fP˜ ′) =
∫
A˜L˜,F
JM˜
′
L˜
(π˜, Y, fP˜ ′)e
<µ˜+λ˜,Y > dY.
D’ou`
ψ(µ˜) = mes(iA∗
M˜,F
)−1
∫
iA∗
M˜,F
∫
A˜L˜,F
JM˜
′
L˜
(π˜, Y, fP˜ ′)e
<µ˜+λ˜,Y >bˆ(λ˜) dY dλ.
Cette expression est absolument convergente. En inte´grant d’abord en λ, on obtient par
inversion de Fourier
ψ(µ˜) =
∫
A˜L˜,F
Ψ(Y )e<µ˜,Y > dY,
ou`, en notant YM˜ la projection naturelle de Y dans A˜M˜,F ,
Ψ(Y ) = JM˜
′
L˜
(π˜, Y, f P˜
′
)b¯(YM˜).
Ainsi, ψ apparaˆıt comme la transforme´e de Fourier de la fonction Ψ sur A˜L˜,F . Il s’agit de
prouver que Ψ est lisse et a` support compact. Elle est lisse car c’est le produit de deux
fonctions lisses. L’hypothe`se sur M˜ ′ implique que
AM˜
L˜
∩ AM˜
′
L˜
= 0,
donc que la somme directe des projections
AL˜,F → AM˜,F ⊕AM˜ ′,F
est injective. La re´plique pour les espaces affines est que le produit des projections
A˜L˜,F → A˜M˜,F × A˜M˜ ′,F
est injectif. Il est clair que c’est une immersion ferme´e. La projection dans A˜M˜ ′,F du
support de la fonction Y 7→ JM˜
′
L˜
(π˜, Y, fP˜ ′) est compacte d’apre`s (6). La projection dans
A˜M˜,F du support de la fonction Y 7→ b¯(YM˜) est compacte puisque b est a` support
compact. Donc Ψ est a` support compact. Cela de´montre (8) et ache`ve la preuve de (7).
D’apre`s le the´ore`me 6.1, on peut choisir une fonction φM˜(f, b) ∈ C
∞
c (M˜(F ), K
M) (ou`
KM = K ∩M(F )) de sorte que IM˜(π˜, φM˜(f, b)) = ϕf,b(π˜) pour toute ω-repre´sentation
tempe´re´e et de longueur finie π˜ de M˜(F ). On peut pre´ciser le comportement de φM˜(f, b)
par translations a` droite ou a` gauche par K. Traitons le cas non-archime´dien (le cas
archime´dien n’en diffe`re que par les notations). Fixons un sous-groupe ouvert compact
H de G(F ) tel que f soit biinvariante par H . Il existe un tel sous-groupe H ′ de M(F ),
ne de´pendant que de H , tel que J G˜
M˜
(π˜, f) = 0 si π n’a pas d’invariant non nul par H ′. A
fortiori, dans ce cas, ϕf,b(π˜) = 0 pour tout b. D’apre`s le comple´ment au the´ore`me 6.1, on
peut fixer un sous-groupe ouvert compact HM de M(F ), ne de´pendant que de H ′, donc
ne de´pendant que de H , et supposer que φM˜(f, b) est biinvariante par H
M .
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Remarquons que la fonction λ˜ 7→ ϕ(π˜λ˜) sur iA˜
∗
M˜,F
est par construction la transforme´e
de Fourier de la fonctionX 7→ JM˜(π˜, X, f)b¯(X) sur A˜M˜,F . Par transformation de Fourier,
l’e´galite´ IM˜(π˜, φM˜(f, b)) = ϕf,b(π˜) est donc e´quivalente a`
(9) IM˜(π˜, X, φM˜(f, b)) = J
G˜
M˜
(π˜, X, f)b¯(X)
pour tout π˜ et tout X ∈ A˜M˜,F .
Fixons une suite (Un)n∈N de sous-ensembles ouverts relativement compacts de A˜M˜,F
de sorte que U¯n ⊂ Un+1 (ou` U¯n est la cloˆture de Un) et que A˜M˜,F = ∪n∈NUn. En posant
U ′n = Un− U¯n−2 pour n ≥ 2 et U
′
1 = U1, on a aussi A˜M˜,F = ∪n≥1U
′
n. On peut choisir une
partition de l’unite´ (bn)n≥1 relative a` ce dernier recouvrement, forme´e de fonctions lisses
(et force´ment a` supports compacts). On choisit une suite (cn)n≥1 de fonctions lisses a`
supports compacts sur A˜M˜,F de sorte que cn vaille 1 sur U
′
n et, pour n ≥ 3, le support de
cn soit contenu dans Un+1 − U¯n−3. On choisit enfin une suite (dn)n≥1 de fonctions lisses
a` supports compacts sur A˜G˜,F de sorte que dn vaille 1 sur un voisinage de la projection
de U ′n dans A˜G˜,F . Soit f ∈ Hac(G˜(F )). Pour tout n ≥ 1, la fonction f(dn ◦ H˜G˜) est a`
support compact, on dispose donc de φM˜(f(dn ◦ H˜G˜), bn). Posons
φM˜(f) =
∑
n≥1
(cn ◦ H˜M˜)φM˜(f(dn ◦ H˜G˜), bn).
Cette se´rie est convergente : elle est localement finie d’apre`s les proprie´te´s de la suite
(cn)n≥1. Pour la meˆme raison, si b ∈ C∞c (A˜M˜,F ), la fonction φM˜(f)(b◦ H˜M˜) est a` support
compact. Enfin, φM˜(f) ve´rifie les proprie´te´s (1) ou (2). Par exemple, dans le cas non-
archime´dien, fixons un sous-groupe ouvert compact H de G(F ) tel que f soit biinvariante
par H . Chaque fonction f(dn◦H˜G˜) ve´rifie la meˆme proprie´te´. Comme on l’a dit ci-dessus,
on peut supposer φM˜(f(dn ◦ H˜G˜), bn) biinvariante par H
M , ou` HM est inde´pendant de n.
Alors φM˜(f) est aussi biinvariante par H
M . Cela prouve que φM˜(f) appartient a` Hac(M˜).
Soit π˜ une ω-repre´sentation tempe´re´e et de longueur finie de M˜(F ) et soit X ∈ A˜M˜,F .
En utilisant (4), on a
IM˜(π˜, X, φM˜(f)) =
∑
n≥1
cn(X)IM˜(π˜, X, φM˜(f(dn ◦ H˜G˜), bn)).
D’ou`, d’apre`s (9),
IM˜(π˜, X, φM˜(f)) =
∑
n≥1
cn(X)bn(X)J
G˜
M˜
(π˜, X, f(dn ◦ H˜G˜)).
D’apre`s les choix de nos fonctions, on a les e´galite´s
cn(X)bn(X) = bn(X),
bn(X)J
G˜
M˜
(π˜, X, f(dn ◦ H˜G˜)) = bn(X)J
G˜
M˜
(π˜, X, f).
Donc
IM˜(π˜, X, φM˜(f)) =
∑
n≥1
bn(X)J
G˜
M˜
(π˜, X, f) = J G˜
M˜
(π˜, X, f),
puisque (bn)n≥1 est une partition de l’unite´. C’est la proprie´te´ requise, ce qui de´montre
la premie`re partie de la proposition. Que l’image de φM˜(f) dans Iac(M˜(F ), ω) soit uni-
quement de´termine´e re´sulte de (5). 
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Remarquons que, pour f ∈ Hac(G˜(F )) et pour une fonction lisse b sur A˜G˜,F ,
(10) les images dans Iac(M˜(F ), ω) de φM˜(f(b ◦ H˜G˜)) et (b ◦ H˜G˜)φM˜(f) co¨ıncident.
Cela re´sulte de (4) et (6).
Pour f ∈ Hac(G˜(F )), on note encore φM˜(f) l’image dans Iac(M˜(F ), ω) de la fonc-
tion ainsi note´e dans l’e´nonce´. Alors φM˜ devient une application line´aire bien de´finie de
Hac(G˜(F )) dans Iac(M˜(F ), ω).
Soit P˜ = M˜UP ∈ F(M˜0). On dispose de l’application f 7→ fP˜ de C
∞
c (G˜(F ), K)
dans C∞c (M˜(F ), K
M). On sait que l’image de fP˜ dans I(M˜(F ), K, ω) ne de´pend que
de M˜ et pas de P˜ . On note cette image fM˜ . Ceci s’e´tend a` l’espace Hac(G˜(F )) : pour
f ∈ Hac(G˜(F )), on de´finit fM˜ ∈ Iac(M˜(F ), ω). Soient maintenant M˜ ∈ L(M˜0, ω) et
L˜ ∈ L(M˜). Pour f ∈ Hac(G˜(F )), on a l’e´galite´ dans Iac(M˜(F ), ω) :
(11) (φG˜
L˜
(f))M˜ =
∑
L˜′∈L(M˜)
dG˜
M˜
(L˜, L˜′)φL˜
′
M˜
(fQ˜′).
La preuve est formelle a` partir de la formule de descente du lemme 5.4(iv).
6.5 Inte´grales orbitales ponde´re´es e´quivariantes
Appelons forme line´aire ω-e´quivariante sur C∞c (G˜(F ), K), resp.Hac(G˜(F )), une forme
line´aire qui se factorise en une forme line´aire sur I(G˜(F ), K, ω), resp. Iac(G˜(F ), ω).
Dans le cas ou` F est non-archime´dien, une forme line´aire l disons sur C∞c (G˜(F )) est
ω-e´quivariante si et seulement si elle ve´rifie la relation l(gf) = ω(g)−1l(f) pour toute
f ∈ C∞c (G˜(F )) et tout g ∈ G(F ) (cf. 5.5 remarque (2)). On identifiera souvent une
forme line´aire ω-e´quivariante a` une forme line´aire sur I(G˜(F ), K, ω), resp. Iac(G˜(F ), ω).
Proposition. Soient M˜ ∈ L(M˜0) et γ ∈ M˜(F ) ∩ G˜reg(F ). Il existe une unique forme
line´aire ω-e´quivariante f 7→ IG˜
M˜
(γ, ω, f) sur Hac(G˜(F )) qui ve´rifie l’e´galite´
IG˜
M˜
(γ, ω, f) = J G˜
M˜
(γ, ω, f)−
∑
L˜∈L(M˜),L˜ 6=G˜
I L˜
M˜
(γ, ω, φL˜(f))
pour tout f ∈ Hac(G˜(F )).
Pour donner un sens a` cet e´nonce´, on doit raisonner par re´currence sur le rang semi-
simple rgss(G) de G. Si ce rang est nul, ou plus ge´ne´ralement si M˜ = G˜, l’e´nonce´ est
tautologique : on a simplement
IG˜
G˜
(γ, ω, f) = J G˜
G˜
(γ, ω, f).
Si rgss(G) > 0, on suppose par re´currence que les formes line´aires I
L˜
M˜
(γ, ω, .) sont de´finies
pour L˜ 6= G˜ (auquel cas rgss(L) < rgss(G)) et qu’elles sont ω-e´quivariantes. D’apre`s la
dernie`re assertion de la proposition pre´ce´dente, le terme I L˜
M˜
(γ, ω, φL˜(f)) est bien de´fini.
Il en est donc de meˆme du membre de droite de l’e´galite´ de l’e´nonce´. Cette e´galite´
de´finit la forme line´aire f 7→ IG˜
M˜
(γ, ω, f). L’assertion de la proposition est que celle-
ci est ω-e´quivariante. Dans le cas ou` F est non-archime´dien, on montre que l’e´galite´
IG˜
M˜
(γ, ω,g f) = ω(g)−1IG˜
M˜
(γ, ω, f) est ve´rifie´e pour tout g ∈ G(F ) : la de´monstration,
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essentiellement formelle, est la meˆme que dans le cas non tordu. On se contente de ren-
voyer a` [A2] proposition 4.1 pour ce cas. Cela suffit pour conclure. Si F est archime´dien,
cette relation n’a plus de sens si on se limite aux fonctions K-finies. On peut l’adapter a`
de telles fonctions, mais elle ne suffit de toute fac¸on pas a` conclure. Pour l’instant, nous
laissons la preuve inacheve´e (on la comple`tera en 7.1).
On conserve pour ce paragraphe et jusqu’a` la fin de 7.1 l’hypothe`se de
re´currence ci-dessus, a` savoir que la proposition est ve´rifie´e si l’on remplace
G˜ par G˜′ avec rgss(G
′) < rgss(G).
Comme on l’a dit, cela suffit a` de´finir la forme line´aire f 7→ IG˜
M˜
(γ, ω, f) surHac(G˜(F )).
Il est clair que IG˜
M˜
(γ, ω, f) = 0 si ω n’est pas trivial sur ZG(γ, F ).
On aura besoin des proprie´te´s suivantes. On ne de´montrera pas les deux premie`res,
leurs preuves e´tant essentiellement formelles. Soient M˜, M˜ ′ ∈ L(M˜0) et g ∈ G(F ). Sup-
posons M˜ ′ = gM˜g−1. Alors
(1) pour tout γ ∈ M˜(F ) ∩ G˜reg(F ) et tout f ∈ Hac(G˜(F )), on a l’e´galite´
IG˜
M˜ ′
(gγg−1, f) = ω(g)IG˜
M˜
(γ, ω, f).
Soient M˜ ∈ L(M˜0) et L˜ ∈ L(M˜). Soit γ ∈ M˜(F )∩ G˜reg(F ). Pour f ∈ Hac(G˜(F )), on
a l’e´galite´
(2) IG˜
L˜
(γ, ω, f) =
∑
L˜′∈L(M˜)
dG˜
M˜
(L˜, L˜′)I L˜
′
M˜
(γ, ω, fL˜′).
Soient M˜ ∈ L(M˜0), γ ∈ M˜(F ) ∩ G˜reg(F ) et b une fonction lisse sur A˜G˜,F . On a
l’e´galite´
(3) IG˜
M˜
(γ, ω, f(b ◦ H˜G˜)) = b(H˜G˜(γ))I
G˜
M˜
(γ, ω, f).
Preuve. La proprie´te´ analogue pour les inte´grales ponde´re´es J G˜
M˜
(γ, ω, .) re´sulte des
de´finitions. D’autre part, pour L˜ ∈ L(M˜), on peut supposer φL˜(f(b ◦ H˜G˜)) = (b ◦
H˜G˜)φL˜(f), cf. 6.4(10). Pour L˜ 6= G˜, on peut supposer par re´currence que (3) est vrai
quand on remplace (G˜, M˜) par (L˜, M˜). Alors, quand on remplace f par f(b ◦ H˜G˜), le
membre de droite de l’e´galite´ de l’e´nonce´ est multiplie´ par b(H˜G˜(γ)). Donc le membre de
gauche aussi. 
Soient M˜ ∈ L(M˜0) et T˜ un tore tordu maximal de M˜ . Alors
(4) il existe un entier N ≥ 0 et, pour f ∈ Hac(G˜(F )) et γ0 ∈ T˜ (F ), il existe c > 0 et
un voisinage Ω de γ0 dans T˜ (F ) tel que l’on ait la majoration
|IG˜
M˜
(γ, ω, f)| ≤ c(1 + |log(DG˜(γ))|)N
pour tout γ ∈ Ω ∩ G˜reg(F ) ;
(5) pour tout f ∈ Hac(G˜(F )), la fonction γ 7→ IG˜M˜(γ, ω, f) est lisse sur T˜ (F )∩G˜reg(F ).
Preuve. En raisonnant par re´currence, il suffit de de´montrer les meˆmes proprie´te´s pour
J G˜
M˜
(γ, ω, f). Au voisinage d’un point γ0, cette fonction co¨ıncide avec J
G˜
M˜
(γ, ω, f(b◦ H˜G˜)),
ou` b ∈ C∞c (A˜G˜,F ) vaut 1 sur un voisinage de H˜G˜(γ0). Cela nous rame`ne au cas ou`
f ∈ C∞c (G˜(F ), K), lequel cas est traite´ par 5.4(2) et (3). 
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6.6 Le the´ore`me
Soient f1, f2 ∈ C∞c (G˜(F ), K). Pour M˜ ∈ L(M˜0), S˜ ∈ Tell(M˜, ω) et pour γ ∈ S˜(F ) ∩
G˜reg(F ), on pose
IG˜
M˜
(γ, ω, f1, f2) =
∑
L˜1,L˜2∈L(M˜)
dG˜
M˜
(L˜1, L˜2)I
L˜1
M˜
(γ, ω, f1,L˜1)I
L˜2
M˜
(γ, ω, f2,L˜2).
Remarque. Pour i = 1, 2, l’e´le´ment fi,L˜i appartient a` I(L˜i(F ), K
L, ω). Si L˜i ( G˜, le
terme I L˜i
M˜
(γ, ω, fi,L˜i) est bien de´fini d’apre`s la proposition 6.5. Si L˜i = G˜, on ne sait pas
encore que f 7→ IG˜
M˜
(γ, ω, f) se factorise par I(G˜(F ), K, ω). Par convention, on suppose
dans ce cas que fG˜ = f et I
G˜
M˜
(γ, ω, fG˜) = I
G˜
M˜
(γ, ω, f).
On pose
IG˜
M˜,S˜
(ω, f1, f2) = |W
M(S˜)|−1mes(AM˜ (F )\S
θ(F ))
∫
S˜(F )/(1−θ)(S(F ))
IG˜
M˜
(γ, ω, f1, f2) dγ.
Montrons que
(1) cette inte´grale est absolument convergente.
Preuve. D’apre`s 6.5(4) et (5) et 4.2(2), la fonction a` inte´grer est localement inte´grable.
Il suffit de prouver qu’elle est a` support compact. Puisque S˜ est elliptique dans M˜ , il
suffit de prouver que la projection de ce support sur A˜M˜ l’est. On peut encore fixer L˜1, L˜2
tels que dG˜
M˜
(L˜1, L˜2) 6= 0 et remplacer la fonction par
I L˜1
M˜
(γ, ω, f1,L˜1)I
L˜2
M˜
(γ, ω, f2,L˜2).
Puisque f1,L˜1 est a` support compact, la relation 6.5(3) entraˆıne que le support de la
premie`re fonction ci-dessus a une projection compacte dans A˜L˜1 . De meˆme, le support
de la seconde fonction a une projection compacte dans A˜L˜2 . La non-nullite´ de d
G˜
M˜
(L˜1, L˜2)
entraˆıne que le produit des projections
A˜M˜ → A˜L˜1 × A˜L˜2
est injective. Donc le support du produit des deux fonctions a bien les proprie´te´s requises.

Posons
IG˜
M˜,ge´om
(ω, f1, f2) =
∑
S˜∈Tell(M˜ ,ω)
IG˜
M˜,S˜
(ω, f1, f2),
puis
IG˜ge´om(ω, f1, f2) =
∑
M˜∈L(M˜0)
|W˜M ||W˜G|−1(−1)aM˜−aG˜IG˜
M˜,ge´om
(ω, f1, f2).
D’autre part, posons
IG˜disc(ω, f1, f2) = J
G˜
G˜,spec
(ω, f1, f2),
cf. 3.25.
The´ore`me. Pour tous f1, f2 ∈ C∞c (G˜(F ), K), on a l’e´galite´
IG˜ge´om(ω, f1, f2) = I
G˜
disc(ω, f1, f2).
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Preuve. Cette preuve est formelle. Compte tenu de l’importance du the´ore`me, nous
la traitons en de´tail. On a besoin de quelques constructions, formelles comme on vient
de le dire. Pour deux espaces vectoriels complexes V et V ′, notons V ⊠ V ′ leur produit
tensoriel ”sesquiline´aire”, pre´cise´ment le produit tensoriel V¯ ⊗ V ′, ou` V¯ est le conjugue´
complexe de V . Posons simplement
C(G˜(F )) = C∞c (G˜(F ), K)⊠ C
∞
c (G˜(F ), K),
Hac(G˜(F )) = Hac(G˜(F ))⊠Hac(G˜(F )),
Iac(G˜(F ), ω) = Iac(G˜(F ), ω)⊠ Iac(G˜(F ), ω).
Pour L˜ ∈ L(M˜0), L˜ 6= G˜, on de´finit une application
φ
L˜
: Hac(G˜(F ))→ Iac(L˜(F ), ω)
par la formule
(2) φ
L˜
(f1 ⊠ f2) =
∑
L˜1,L˜1∈L(L˜)
dG˜
L˜
(L˜1, L˜2)φ
L˜1
L˜
(f
1, ˜¯Q1
)⊠ φL˜2
L˜
(f2,Q˜2).
Le membre de droite de´pend d’un choix de parame`tre auxiliaire de´finissant l’application
(L˜1, L˜2) 7→ (Q˜1, Q˜2). Pour que la de´finition soit correcte, on doit montrer qu’elle est
inde´pendante de ce choix. Fixons des ω-repre´sentations L-irre´ductibles et tempe´re´es π˜1 et
π˜2 de L˜(F ) et des e´le´ments X1, X2 ∈ A˜L˜,F . Conside´rons la forme line´aire sur Iac(L˜(F ), ω)
de´finie par
(ϕ1, ϕ2) 7→ IL˜(π˜1, X1, ϕ1)IL˜(π˜2, X2, ϕ2).
D’apre`s 6.4(5), il suffit de prouver que cette forme line´aire prend sur le membre de
droite de (2) une valeur qui ne de´pend pas du choix du parame`tre auxiliaire. D’apre`s les
de´finitions des applications φL˜i
L˜
pour i = 1, 2, cette valeur est
∑
L˜1,L˜1∈L(L˜)
dG˜
L˜
(L˜1, L˜2)J
L˜1
L˜
(π˜1, X1, f1, ˜¯Q1)J
L˜2
L˜
(π˜2, X2, f2,Q˜2).
On peut remplacer f1 et f2 par leurs produits avec b ◦ H˜G˜, ou` b ∈ C
∞
c (A˜G˜,F ) vaut 1 sur
les images de X1 et X2 dans A˜G˜,F . On peut donc supposer f1 et f2 a` support compacts.
L’expression ci-dessus est alors de´duite par transformation de Fourier de la fonction
(λ˜1, λ˜2) 7→
∑
L˜1,L˜1∈L(L˜)
dG˜
L˜
(L˜1, L˜2)J
L˜1
L˜
(π˜1,λ˜1 , f1, ˜¯Q1)J
L˜2
L˜
(π˜2,λ˜2 , f2,Q˜2)
sur iA˜∗
L˜,F
× iA˜∗
L˜,F
. Il suffit de prouver que cette fonction ne de´pend pas du choix du
parame`tre auxiliaire. Quitte a` tordre π˜1 et π˜2, on est ramene´ a` montrer que l’expression
(3)
∑
L˜1,L˜1∈L(L˜)
dG˜
L˜
(L˜1, L˜2)J
L˜1
L˜
(π˜1, f1, ˜¯Q1)J
L˜2
L˜
(π˜2, f2,Q˜2)
est inde´pendante de ce choix. Fixons P˜ ∈ P(L˜). Pour i = 1, 2, introduisons la (G˜, L˜)-
famille a` valeurs ope´rateurs (M(πi; Λ, Q˜))Q˜∈P(L˜). Posons
M(π1 ⊠ π2; Λ, Q˜) =M(π1; Λ,
˜¯Q)⊠M(π2; Λ, Q˜).
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De la (G˜, L˜)-famille (M(π1⊠π2; Λ, Q˜))Q˜∈P(L˜) se de´duit un ope´rateurM
G˜
L˜
(π1⊠π2) comme
en 2.7. On pose
J G˜
L˜
(π˜1 ⊠ π˜2, f1 ⊠ f2) = trace(M
G˜
L˜
(π1 ⊠ π2)(Ind
G˜
P˜
(f1)⊠ Ind
G˜
P˜
(f2))).
Le lemme 5.4(ii) se ge´ne´ralise a` cette situation : J G˜
L˜
(π˜1 ⊠ π˜2, f1 ⊠ f2) est e´gal a` (3).
Puisque J G˜
L˜
(π˜1 ⊠ π˜2, f1 ⊠ f2) ne de´pend d’aucun choix, il en est de meˆme de (3), ce que
l’on voulait de´montrer.
Remarquons que pour f ∈ Hac(G˜(F )), l’image par H˜G˜ du support Supp(f) de f
est ferme´e : localement, c’est l’image de Supp(f(b ◦ H˜G˜)) pour une fonction b a` sup-
port compact convenable et ce dernier support est compact. On note Hac(G˜(F ))
1, resp.
Hac(G˜(F ))0, le sous-espace de Hac(G˜(F )) engendre´ par les fonctions f1 ⊗ f2 telles que
H˜G˜(Supp(f1)) ∩ H˜G˜(Supp(f2))
soit compact, resp. vide. On a l’e´galite´
(4) Hac(G˜(F ))
1 = C(G˜(F )) +Hac(G˜(F ))0.
En effet, soient f1, f2 ∈ Hac(G˜(F )) tels que H˜G˜(Supp(f1))∩ H˜G˜(Supp(f2)) soit compact.
Choisissons une fonction b′ ∈ C∞c (A˜G˜) valant 1 sur un voisinage de ce compact. Posons
b′′ = 1− b′ et, pour i = 1, 2, f ′i = fi(b
′ ◦ H˜G˜), f
′′
i = fi(b
′′ ◦ H˜G˜). On a l’e´galite´
f1 ⊠ f2 = (f
′
1 ⊠ f
′
2) + (f
′
1 ⊠ f
′′
2 ) + (f
′′
1 ⊠ f
′
2) + (f
′′
1 ⊠ f
′′
2 ).
Le premier terme appartient a` C(G˜(F )), les trois autres a` Hac(G˜(F ))0. D’ou` (4).
Notons Iac(G˜(F ), ω)
1 l’image de Hac(G˜(F ))
1 dans Iac(G˜(F ), ω). Montrons que
(5) l’application φ
L˜
envoie Hac(G˜(F ))
1 dans Iac(L˜(F ), ω)
1.
Preuve. D’apre`s (4), il suffit de montrer que φ
L˜
(f1⊠f2) ∈ Iac(L˜(F ), ω)
1 dans les deux
cas suivants
(6) fi ∈ C
∞
c (G˜(F ), K) pour i = 1, 2 ;
(7) fi ∈ Hac(G˜(F )) pour i = 1, 2 et H˜G˜(Supp(f1)) ∩ H˜G˜(Supp(f2)) = ∅.
Soit (L˜1, L˜2) intervenant dans la formule (2). On pose ϕ1 = φ
L˜1
L˜
(f
1, ˜¯Q1
) et ϕ2 =
φL˜2
L˜
(f2,Q˜2). Dans le cas (6), les fonctions f1, ˜¯Q1 et f2,Q˜2 sont a` supports compacts. D’apre`s
6.4(10), on peut supposer que H˜L˜i(Supp(ϕi)) est compact pour i = 1, 2. Il en re´sulte
que H˜L˜(Supp(ϕ1)) ∩ H˜L˜(Supp(ϕ2)) a une projection compacte dans A˜L˜i pour i = 1, 2.
Comme dans la preuve de (1), la non-nullite´ de dG˜
L˜
(L˜1, L˜2) entraˆıne que l’ensemble
H˜L˜(Supp(ϕ1))∩H˜L˜(Supp(ϕ2)) lui-meˆme est compact. Donc ϕ1⊠ϕ2 ∈ Hac(L˜(F ))
1. Dans
le cas (7), puisque H˜G˜(Supp(fi)) est ferme´ pour i = 1, 2, on peut fixer des fonctions bi sur
A˜G˜,F , lisses, a` supports disjoints, telles que bi vaille 1 sur H˜G˜(Supp(fi)). D’apre`s 6.4(10),
on peut remplacer ϕi par ϕi(bi ◦H˜G˜). Mais alors H˜G˜(Supp(ϕ1))∩H˜G˜(Supp(ϕ2)) est vide,
a fortiori H˜L˜(Supp(ϕ1)) ∩ H˜L˜(Supp(ϕ2)) l’est et ϕ1 ⊠ ϕ2 appartient a` Hac(L˜(F ))
1. Cela
prouve (5).
On a de´fini φ
L˜
pour L˜ 6= G˜. On note simplement φ
G˜
l’identite´ de Hac(G˜(F )).
Les distributions (f1, f2) 7→ J G˜ge´om(ω, f1, f2), (f1, f2) 7→ I
G˜
ge´om(ω, f1, f2) et celles qui
les constituent peuvent eˆtre conside´re´es comme des formes line´aires sur C(G˜(F )). En
fait elles se prolongent a` l’espace H1ac : pour une telle distribution D et pour f ∈ H
1
ac,
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on e´crit f = f
c
+ f
0
avec f
c
∈ C(G˜(F )) et f
0
∈ Hac(G˜(F ))0 et on pose D(f) =
D(f
c
). Pour que cette de´finition soit loisible, il faut e´videmment montrer que D(f) = 0
si f ∈ C(G˜(F )) ∩ Hac(G˜(F ))0. Les distributions en question s’expriment a` l’aide des
distributions basiques f 7→ J G˜
M˜
(γ, ω, f) ou f 7→ IG˜
M˜
(γ, ω, f), il suffit donc de traiter
celles-ci. Chacune d’elles s’e´tend naturellement a` Hac(G˜(F )) tout entier, il suffit donc
de montrer que ces distributions e´tendues annulent Hac(G˜(F ))0. Soient donc f1 et f2
ve´rifiant (7). On choisit des fonctions bi comme dans la preuve de (5). Il re´sulte des
de´finitions et de 6.5(3) que, pour chacune de nos deux distributions D ci-dessus, on a les
e´galite´s
D(f1 ⊠ f2) = D(f1(b1 ◦ H˜G˜)⊠ f2(b2 ◦ H˜G˜)) = b1(H˜G˜(γ))b2(H˜G˜(γ))D(f1 ⊠ f2) = 0,
ce qu’on voulait de´montrer.
Si on admet la proposition 6.5, le prolongement a` Hac(G˜(F ))
1 de la distribution
(f1, f2) 7→ IG˜ge´om(ω, f1, f2) se quotiente en une forme line´aire sur Iac(G˜(F ), ω)
1 parce les
distributions f 7→ IG˜
M˜
(γ, ω, f) qui le constituent se quotientent ainsi.
La distribution (f1, f2) 7→ IG˜disc(ω, f1, f2) peut elle-aussi eˆtre vue comme une forme
line´aire sur C(G˜(F )). Montrons qu’elle se prolonge a` Hac(G˜(F ))
1 par le meˆme proce´de´
que ci-dessus et que ce prolongement se quotiente en une forme line´aire sur l’espace
Iac(G˜(F ), ω)
1. La distribution en question est combinaison line´aire de distributions
(f1, f2) 7→
∫
iA∗
G˜,F
IG˜(π˜λ˜, f1)IG˜(π˜λ˜, f2) dλ,
ou` π˜ est une ω-repre´sentation tempe´re´e de G˜(F ). On transforme celles-ci par inversion
de Fourier en
(f1, f2) 7→ mes(iA
∗
G˜,F
)
∫
A˜L˜,F
IG˜(π˜, X, f1)IG˜(π˜, X, f2) dX.
On montre graˆce a` 6.4(4) qu’une distribution
(8) (f1, f2) 7→ IG˜(π˜, X, f1)IG˜(π˜, X, f2)
annule C(G˜(F )) ∩Hac(G˜(F ))0. Comme pour les distributions ”ge´ome´triques”, cela per-
met de prolonger la distribution (f1, f2) 7→ IG˜disc(ω, f1, f2) a` Hac(G˜(F ))
1. Ce prolonge-
ment se quotiente en une forme line´aire sur Iac(G˜(F ), ω)
1 parce les distributions (8) qui
le constituent se quotientent ainsi.
Remarquons que, si l’e´nonce´ du the´ore`me est vrai, il s’e´tend en l’e´galite´
IG˜ge´om(ω, f) = I
G˜
disc(ω, f)
pour tout f ∈ Hac(G˜(F ))
1 (ou f ∈ Iac(G˜(F ), ω)
1 si on admet la proposition 6.5) puisque
chaque terme est par de´finition le meˆme terme e´value´ sur f
c
ou`, comme plus haut f
c
est
un e´le´ment de C(G˜(F )) tel que f ∈ f
c
+Hac(G˜(F ))0.
Venons-en a` la preuve du the´ore`me. Elle se fait par re´currence sur rgss(G). On suppose
ve´rifie´s le the´ore`me et la proposition 6.5 pour les espaces G˜′ tels que rgss(G
′) < rgss(G).
Soient fi ∈ C∞c (G˜(F ), K) pour i = 1, 2, posons f = f1 ⊠ f2. Soit L˜ ∈ L(M˜0). Montrons
que
(9) J G˜
L˜,spec
(ω, f1, f2) = I
L˜
disc(ω, φL˜(f)).
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C’est tautologique si L˜ = G˜. Supposons L˜ 6= G˜. Les deux coˆte´s sont des combinaisons
line´aires indexe´es par τ ∈ (Edisc(L˜, ω)/conj)/iA∗L˜,F de produits des meˆmes coefficients
et de certaines distributions. La distribution qui intervient dans le membre de gauche
est
(10)
∫
iA∗
L˜,F
J G˜
L˜
(πτλ , f1, f2) dλ.
Relevons τ en un e´le´ment τ ∈ E(L˜, ω). Pour X ∈ A˜L˜,F , notons ϕ 7→ IL˜(πτ , X, ϕ) le
prolongement a` Hac(G˜)
1 de la distribution
(ϕ1, ϕ2) 7→ IL˜(π˜τ , X, ϕ1)IL˜(π˜τ , X, ϕ2).
Alors la distribution intervenant dans le membre de droite de (9) est
(11) mes(iA∗
L˜,F
)
∫
A˜L˜,F
IL˜(πτ , X, φL˜(f)) dX.
Il faut montrer que les expressions (10) et (11) sont e´gales. Par transformation de Fourier,
le lemme 5.4(ii) entraˆıne que (10) est e´gal a`
mes(iA∗
L˜,F
)
∑
L˜1,L˜2∈L(L˜)
dG˜
L˜
(L˜1, L˜2)
∫
A˜L˜,F
J L˜1
L˜
(π˜τ , X, f1, ˜¯Q1)J
L˜2
L˜
(π˜τ , X, f2,Q˜2) dX.
D’apre`s les de´finitions des applications φL˜i
L˜
pour i = 1, 2, c’est aussi
mes(iA∗
L˜,F
)
∑
L˜1,L˜2∈L(L˜)
dG˜
L˜
(L˜1, L˜2)
∫
A˜L˜,F
IL˜(π˜τ , X, φ
L˜1
L˜
(f
1, ˜¯Q1
))IL˜(π˜τ , X, φ
L˜2
L˜
(f2,Q˜2)) dX.
L’e´galite´ de cette expression avec (11) re´sulte alors de la de´finition de φ
L˜
. Cela prouve
(9).
Pour L˜ 6= G˜, on peut par l’hypothe`se de re´currence utiliser le the´ore`me prolonge´
comme indique´ ci-dessus : on a
I L˜disc(ω, φL˜(f)) = I
L˜
ge´om(ω, φL˜(f)).
Alors (9) implique
J G˜spec(ω, f1, f2) = I
G˜
disc(ω, f1, f2)− I
G˜
ge´om(ω, f1, f2) +X,
ou`
X =
∑
L˜∈L(M˜0)
|W˜L||W˜G|−1(−1)aL˜−aG˜I L˜ge´om(φL˜(f))
(rappelons que, par convention, φ
G˜
l’identite´ de Hac(G˜(F ))). En utilisant le the´ore`me
5.1, la relation cherche´e
IG˜ge´om(ω, f1, f2) = I
G˜
disc(ω, f1, f2)
e´quivaut a` l’e´galite´
(12) J G˜ge´om(ω, f1, f2) = X.
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Par de´finition
X =
∑
L˜∈L(M˜0)
|W˜L||W˜G|−1(−1)aL˜−aG˜
∑
M˜∈LL˜(M˜0)
|W˜M ||W˜L|−1(−1)aM˜−aL˜I L˜
M˜,ge´om
(ω, φ
L˜
(f))
=
∑
M˜∈L(M˜0)
|W˜M ||W˜G|−1(−1)aM˜−aG˜XM˜ ,
ou`
XM˜ =
∑
L˜∈L(M˜)
I L˜
M˜,ge´om
(ω, φ
L˜
(f)).
En se rappelant la de´finition de J G˜ge´om(ω, f1, f2), il suffit pour de´montrer (12) de fixer
M˜ ∈ L(M˜0) et de prouver l’e´galite´
(13) J G˜
M˜,ge´om
(ω, f1, f2) = XM˜ .
Les deux membres de cette e´galite´ sont des sommes sur S˜ ∈ Tell(M˜, ω) de coefficients
(qui sont les meˆmes pour les deux membres) et d’inte´grales sur S˜(F )/(1 − θ)(S(F )) de
certaines fonctions. Il suffit de fixer S˜ et de prouver que les fonctions sont les meˆmes.
Fixons donc S˜ et un point γ ∈ S˜(F )∩ G˜reg(F ). La valeur en γ de la fonction relative au
membre de gauche de (13) est
∑
M˜1,M˜2∈L(M˜)
dG˜
M˜
(M˜1, M˜2)J
M˜1
M˜
(γ, ω, f
1, ˜¯P1
)JM˜2
M˜
(γ, ω, f
2, ˜¯P2
),
cela d’apre`s le lemme 5.4(i). On peut exprimer les inte´grales orbitales ponde´re´es a` l’aide
d’inte´grales e´quivariantes graˆce a` la proposition 6.5. On obtient
∑
M˜1,M˜2∈L(M˜)
dG˜
M˜
(M˜1, M˜2)
∑
L˜1∈LM˜1(M˜)
∑
L˜2∈LM˜2(M˜ )
I L˜1
M˜
(γ, ω, φM˜1
L˜1
(f
1, ˜¯P1
)I L˜2
M˜
(γ, ω, φM˜2
L˜2
(f
2, ˜¯P2
)),
en posant la convention que φG˜
G˜
est l’identite´ de C∞c (G˜(F ), K). Si L˜1 et L˜2 sont tous
deux diffe´rents de G˜, la distribution
(ϕ1, ϕ2)→ I
L˜1
M˜
(γ, ω, ϕ1)I
L˜2
M˜
(γ, ω, ϕ2)
peut eˆtre conside´re´e comme une forme line´aire sur Iac(L˜1(F ), ω)⊠Iac(L˜2(F ), ω). Notons-
la ϕ 7→ I L˜1,L˜2
M˜
(γ, ω, ϕ). Dans le cas ou` l’un des L˜i est e´gal a` G˜ (ou les deux), on utilise
la meˆme notation en remplac¸ant la composante Iac(L˜i(F ), ω) de l’espace de de´part par
Hac(G˜(F )). Alors l’expression pre´ce´dente s’e´crit
(14)
∑
L˜1,L˜2∈L(M˜)
I L˜1,L˜2
M˜
(γ, ω, ϕ(L˜1, L˜2)),
ou`
ϕ(L˜1, L˜2) =
∑
M˜1∈L(L˜1),M˜2∈L(L˜2)
dG˜
M˜
(M˜1, M˜2)φ
M˜1
L˜1
(f
1, ˜¯P1
)⊠ φM˜2
L˜2
(f2,P˜2).
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La valeur de la fonction intervenant dans le membre de droite de (13) est∑
L˜∈L(M˜)
I L˜
M˜
(γ, ω, φ
L˜
(f)).
D’apre`s les de´finitions, cela s’e´crit encore∑
L˜∈L(M˜)
∑
L˜1,L˜2∈LL˜(M˜)
dL˜
M˜
(L˜1, L˜2)I
L˜1,L˜2
M˜
(γ, ω, (φ
L˜
(f))L˜1,L˜2),
ou` on a note´ ϕ 7→ ϕ
L˜1,L˜2
l’application line´aire de Hac(L˜(F )) dans Iac(L˜1(F ), ω) ⊠
Iac(L˜2(F ), ω) qui envoie ϕ1⊠ϕ2 sur ϕ1,L˜1⊠ϕ2,L˜2 . Ici encore, on doit modifier la de´finition
si l’un des L˜i est e´gal a` G˜ : on remplace Iac(L˜i(F ), ω) par Hac(G˜(F )) et ϕi,L˜i par ϕi.
L’expression ci-dessus s’e´crit encore
(15)
∑
L˜1,L˜2∈L(M˜)
I L˜1,L˜2
M˜
(γ, ω, ϕ′(L˜1, L˜2)),
ou`
ϕ′(L˜1, L˜2) =
∑
L˜∈L(M˜);L˜1,L˜2⊂L˜
dL˜
M˜
(L˜1, L˜2)(φL˜(f))L˜1,L˜2.
On doit prouver que les expressions (14) et (15) sont e´gales. Il suffit de fixer L˜1 et L˜2 et
de prouver l’e´galite´
(16) ϕ(L˜1, L˜2) = ϕ
′(L˜1, L˜2).
Fixons donc L˜1 et L˜2. On voit d’abord que les deux membres sont nuls si la condition
(17) AL˜1
M˜
∩ AL˜2
M˜
= {0}
n’est pas ve´rifie´e. En effet, dans ce cas, il n’y a pas de couples (M˜1, M˜2) intervenant
dans la de´finition de ϕ(L˜1, L˜2) pour lesquels on ait d
G˜
M˜
(M˜1, M˜2) 6= 0 et il n’y a pas de L˜
intervenant dans la de´finition de ϕ′(L˜1, L˜2) pour lequel d
L˜
M˜
(L˜1, L˜2) 6= 0. On suppose donc
que (17) est ve´rifie´e. Il y a alors un unique L˜ intervenant dans la de´finition de ϕ′(L˜1, L˜2)
pour lequel dL˜
M˜
(L˜1, L˜2) 6= 0 : celui pour lequel
AL˜ = AL˜1 ∩AL˜2 ,
cf. 5.3. Dans la suite L˜ de´signe cet ensemble de Levi.
Supposons L˜1 = L˜2 = G˜. L’e´galite´ (17) entraˆıne M˜ = G˜ et on ve´rifie que les deux
membres de (16) sont simplement e´gaux a` f1 ⊠ f2. Supposons par exemple L˜1 = G˜ et
L˜2 6= G˜. L’e´galite´ (17) entraˆıne L˜2 = M˜ . On a aussi L˜ = G˜. D’ou` ϕ′(G˜, M˜) = f1 ⊠ f2,M˜ .
Seul le couple (M˜1, M˜2) = (G˜, M˜) contribue a` la de´finition de ϕ(G˜, M˜), d’ou` ϕ(G˜, M˜) =
f1 ⊠ φ
M˜
M˜
(f2,P˜2) = f1 ⊠ f2,M˜ , d’ou` (16) dans ce cas.
On suppose maintenant L˜1 et L˜2 tous deux diffe´rents de G˜. Les deux termes de (16)
appartiennent a` Iac(L˜1(F ), ω) ⊠ Iac(L˜2(F ), ω). Pour prouver (16), on peut fixer pour
i = 1, 2 une ω-repre´sentation tempe´re´e π˜i de L˜i(F ) et un e´le´ment Xi ∈ A˜L˜i et prouver
que la forme line´aire
(18) ϕ1 ⊠ ϕ2 7→ IL˜1(π˜1, X1, ϕ1)IL˜2(π˜2, X2, ϕ2)
145
prend la meˆme valeur sur les deux membres. Sa valeur sur ϕ(L˜1, L˜2) est∑
M˜1∈L(L˜1),M˜2∈L(L˜2)
dG˜
M˜
(M˜1, M˜2)IL˜1(π˜1, X1, φ
M˜i
L˜1
(f
1, ˜¯P1
))IL˜2(π˜2, X2, φ
M˜i
L˜2
(f
2, ˜¯P2
)).
En utilisant les de´finitions des applications φM˜i
L˜i
, on obtient
∑
M˜1∈L(L˜1),M˜2∈L(L˜2)
dG˜
M˜
(M˜1, M˜2)J
M˜i
L˜1
(π˜1, X1, f1, ˜¯P1)J
M˜i
L˜2
(π˜2, X2, f2, ˜¯P2).
C’est la valeur en (−X1, X2) (le signe − provenant de la conjugaison complexe figurant
dans la formule ci-dessus) de la transforme´e de Fourier de la fonction sur iA˜∗
L˜1,F
× iA˜∗
L˜2,F
qui, a` (λ˜1, λ˜2), associe∑
M˜1∈L(L˜1),M˜2∈L(L˜2)
dG˜
M˜
(M˜1, M˜2)J
M˜i
L˜1
(π˜1,λ˜1 , f1, ˜¯P1)J
M˜i
L˜2
(π˜2,λ˜2 , f2, ˜¯P2).
Fixons des espaces paraboliques Q˜i ∈ P(L˜i) pour i = 1, 2 contenus dans des espaces
paraboliques d’espaces de Levi L˜ et introduisons les repre´sentations induites Π˜i,λ˜i =
IndG˜
Q˜i
(π˜i,λ˜i) dans l’espace Vi = Vπi,Q˜i. On dispose des (G˜, L˜i)-familles a` valeurs ope´rateurs
(M(πi,λi; Λ, Q˜))Q˜∈P(L˜i). On ve´rifie que l’expression pre´ce´dente n’est autre que
(19) trace(N (λ1, λ2)(Π˜1,λ˜1(f1)⊠ Π˜2,λ˜2(f2)),
ou` N (λ1, λ2) est l’ope´rateur de V1 ⊠ V2 de´fini par
N (λ1, λ2) =
∑
M˜1∈L(L˜1),M˜2∈L(L˜2)
dG˜
M˜
(M˜1, M˜2)M
˜¯P1
L˜1
(π1,λ1)⊠M
P˜2
L˜2
(π2,λ2).
Pour calculer la valeur sur ϕ′(L˜1, L˜2) de la forme line´aire (18), on doit d’abord calculer
IL˜i(π˜i, Xi, ϕi,L˜i) pour ϕi ∈ Hac(L˜(F )). On introduit une fonction b ∈ C
∞
c (A˜L˜,F ) telle que
b(H˜L˜(Xi)) = 1. On a alors
IL˜i(π˜i, Xi, ϕi,L˜i) = IL˜i(π˜i, Xi, ϕi,L˜i(b ◦ H˜L˜)) = IL˜i(π˜i, Xi, (ϕi(b ◦ H˜L˜))L˜i).
Maintenant, ϕi(b ◦ H˜L˜) est a` support compact, d’ou`
IL˜i(π˜i, Xi, (ϕi(b ◦ H˜L˜))L˜i) = mes(iA
∗
M˜ i,F
)−1
∫
iA∗
L˜i,F
IL˜i(π˜i,λ˜i, (ϕi(b ◦ H˜L˜))L˜i)e
−<λ˜i,Xi> dλi.
En introduisant la repre´sentation π˜L˜
i,λ˜i
= IndL˜
Q˜i∩L˜
(π˜i,λ˜i), l’expression ci-dessus devient
mes(iA∗
M˜ i,F
)−1
∫
iA∗
L˜i,F
IL˜(π˜
L˜
i,λ˜i
, ϕi(b ◦ H˜L˜))e
−<λ˜i,Xi> dλi.
On peut aussi l’e´crire
mes(iA∗
M˜ i,F
)−1
∫
iA∗
L˜i,F
∫
A˜L˜,F
IL˜(π˜
L˜
i,λ˜i
, Yi, ϕi(b ◦ H˜L˜)) dYi e
−<λ˜i,Xi> dλi,
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puis, par inversion de Fourier,
mes(iA∗
M˜ i,F
)−1mes(iA∗
L˜,F
)
∫
iA∗
L˜i,F
/iA∗
L˜,F
IL˜(π˜
L˜
i,λ˜i
, Xi,L˜, ϕi(b ◦ H˜L˜))e
−<λ˜i,Xi> dλi,
ou` Xi,L˜ est la projection de Xi dans A˜L˜,F . Maintenant, on peut faire disparaˆıtre la
fonction (b ◦ H˜L˜) et on obtient simplement
mes(iA∗
M˜ i,F
)−1mes(iA∗
L˜,F
)
∫
iA∗
L˜i,F
/iA∗
L˜,F
IL˜(π˜
L˜
i,λ˜i
, Xi,L˜, ϕi)e
−<λ˜i,Xi> dλi.
En appliquant ce calcul et les de´finitions, on obtient que la valeur sur ϕ′(L˜1, L˜2) de la
forme line´aire (18) est
(20) mes(iA∗
M˜1,F
)−1mes(iA∗
M˜2,F
)−1mes(iA∗
L˜,F
)2
∫
iA∗
L˜1,F
/iA∗
L˜,F
∫
iA∗
L˜2,F
/iA∗
L˜,F
IL˜(π˜
L˜
1,λ˜1
⊠ π˜L˜
2,λ˜2
, X1,L˜, X2,L˜, φL˜(f))e
<λ˜1,X1>−<λ˜2,X2> dλ1 dλ2,
ou` on a note´ ϕ 7→ IL˜(π˜
L˜
1,λ˜1
⊠ π˜L˜
2,λ˜2
, X1,L˜, X2,L˜, ϕ) la forme line´aire
ϕ1 ⊠ ϕ2 7→ IL˜(π˜
L˜
1,λ˜1
, X1,L˜, ϕ1)IL˜(π˜
L˜
2,λ˜2
, X2,L˜, ϕ2)
sur Hac(L˜(F )). Mais on a calcule´ la compose´e de φL˜ avec cette forme line´aire dans la
preuve suivant la relation (2). Le re´sultat est le suivant. On de´duit des (G˜, L˜i)-familles
(M(πi,λ′i; Λ, Q˜))Q˜∈P(L˜i) (ou` λ
′
i ∈ iA
∗
L˜i,F
) des (G˜, L˜)-familles et on introduit leur produit
sesquiline´aire
M(π1,λ′1 ⊠ π2,λ′2 ; Λ, Q˜) =M(π1,λ′1; Λ, Q˜)⊠M(π2,λ′2 ; Λ, Q˜)
pour Q˜ ∈ P(L˜). On pose
N ′(λ′1, λ
′
2) =M
G˜
L˜
(π1,λ′1 ⊠ π2,λ′2 ; 0).
Alors IL˜(π˜
L˜
1,λ˜1
⊠ π˜L˜
2,λ˜2
, X1,L˜, X2,L˜, φL˜(f)) est la valeur en (−X1, X2) de la transforme´e de
Fourier de la fonction
(µ˜1, µ˜2) 7→ trace(N
′(λ1 + µ1, λ2 + µ2)(Π˜1,λ˜1+µ˜1(f1)⊠ Π˜2,λ˜2+µ˜2(f2)))
sur iA˜∗
L˜,F
× iA˜∗
L˜,F
. En inse´rant cette valeur dans l’expression (20), on voit que la valeur
de la forme line´aire (18) sur ϕ′(L˜1, L˜2) est la valeur en (−X1, X2) de la transforme´e de
Fourier de la fonction sur sur iA˜∗
L˜1,F
× iA˜∗
L˜2,F
qui, a` (λ˜1, λ˜2), associe
(21) trace(N ′(λ1, λ2)(Π˜1,λ˜1(f1)⊠ Π˜2,λ˜2(f2))
sur iA˜∗
L˜1,F
× iA˜∗
L˜2,F
.
On a montre´ que les valeurs de la forme line´aire (18) sur les deux membres de (16)
e´taient les valeurs en (−X1, X2) des transforme´es de Fourier des fonctions en (λ˜1, λ˜2)
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de´finies par (19) et (21). Pour de´montrer leur e´galite´, il suffit de prouver l’e´galite´ de ces
dernie`res expressions. Il suffit encore de prouver l’e´galite´
N (λ1, λ2) = N
′(λ1, λ2).
Mais c’est ce qu’affirme la relation 5.3(1) simplifie´e dans notre situation comme explique´
dans ce paragraphe (et e´tendue aux familles a` valeurs ope´rateurs, ce qui ne pose pas de
difficulte´). Cela ache`ve la preuve. 
6.7 Variante avec caracte`re central
Pour tout sous-groupe H de G contenant AG˜, on pose H = AG˜\H . Pour tout sous-
varie´te´ H˜ de G˜ invariante par translations par AG˜, on pose H˜ = AG˜\H˜. On a simplement
H(F ) = AG˜(F )\H(F ), H˜(F ) = AG˜(F )\H˜(F ) puisque AG˜ est de´ploye´ donc cohomologi-
quement trivial.
Pour une fonction f sur G˜(F ) et pour z ∈ AG˜(F ), de´finissons la fonction f
[z] par
f [z](γ) = f(zγ) = f(γz). Soit µ un caracte`re unitaire de AG˜(F ). On note C
∞
µ (G˜(F ), K)
l’espace des fonctions f : G˜(F ) → C qui sont lisses, K-finies a` droite et a` gauche,
qui ve´rifient la relation f [z] = µ(z)−1f et dont le support est compact modulo AG˜(F ).
Soit π une repre´sentation irre´ductible et unitaire de G(F ). Pour z ∈ AG˜(F ), π(z) est
une homothe´tie dont on note µπ(z) le rapport. L’application z 7→ µπ(z) est un caracte`re
unitaire. Appelons-le le A-caracte`re central de π. Soit maintenant π˜ une ω-repre´sentation
unitaire de G˜(F ), de longueur finie. Supposons que toutes les composantes irre´ductibles
de la repre´sentation sous-jacente π aient le meˆme A-caracte`re central. On dit alors que
c’est le A-caracte`re central de π˜. Supposons qu’il en soit ainsi et que ce caracte`re soit µ.
On peut alors de´finir l’ope´rateur π˜(f) pour f ∈ C∞µ (G˜(F ), K) par
π˜(f) =
∫
AG˜(F )\G˜(F )
f(g)π˜(g) dg.
On de´finit aussi sa trace IG˜(π˜, f) = trace(π˜(f)). Pour τ ∈ E(G˜, ω), la repre´sentation
π˜τ n’est pas G-irre´ductible, mais admet un A-caracte`re central, qui ne de´pend bien suˆr
que de l’image τ de τ dans E(G˜, ω). Notons-le µτ . On note Edisc,µ(G˜, ω) l’ensemble
des τ ∈ Edisc(G˜, ω) tels que µτ = µ. On note Edisc,µ(G˜, ω)/conj l’ensemble des classes
de conjugaison par G(F ) dans Edisc,µ(G˜, ω). Pour τ = (M,σ, r˜) ∈ Edisc,µ(G˜, ω) (ou
Edisc,µ(G˜, ω)/conj), notons Stab(W
G, τ) le stabilisateur de τ dans WG, puis, comme en
2.9,
Stab(WG, τ) = (Stab(WG, τ)/WM)/WG0 (σ).
Pour f1, f2 ∈ C∞µ (G˜,K), posons
IG˜disc(ω, f1, f2) =
∑
τ∈Edisc,µ(G˜,ω)/conj
|Stab(WG, τ)|−1ι(τ)IG˜(π˜τ , f1)IG˜(π˜τ , f1).
Soient M˜ ∈ L(M˜0) et S˜ ∈ Tell(M˜). On dispose de mesures sur Sθ,0(F ) et sur AG˜(F ),
donc aussi sur AG˜(F )\S
θ,0(F ) = Sθ,0(F ). Comme en 4.1, on munit S˜(F )/AG˜(F )(1 −
θ)(S(F )) = S˜(F )/(1−θ)(S(F )) de la mesure telle que, pour tout γ ∈ S˜(F ), l’application
Sθ,0(F ) → S˜(F )/(1− θ)(S(F ))
t 7→ tγ
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pre´serve localement les mesures au voisinage de l’origine. Supposons ω trivial sur Sθ(F ).
Remarquons que C∞µ (G˜,K) ⊂ Hac(G˜). Les inte´grales ponde´re´es e´quivariantes de 6.5 sont
donc de´finies pour f1 et f2 et γ ∈ S˜(F ) ∩ G˜reg(F ), ainsi que les termes IG˜M˜(γ, ω, f1, f2)
de 6.6. On ve´rifie que
IG˜
M˜
(zγ, ω, f1, f2) = I
G˜
M˜
(γ, ω, f1, f2)
pour tout z ∈ AG˜(F ). Remarquons que l’inclusion AG˜(F )\S
θ(F ) ⊂ Sθ(F ) n’est pas
force´ment une e´galite´. On pose
IG˜
M˜
(γ, ω, fi) = [S
θ(F ) : (AG˜(F )\S
θ(F ))]−1IG˜
M˜
(γ, ω, fi)
pour i = 1, 2 et
IG˜
M˜
(γ, ω, f1, f2) = [S
θ(F ) : (AG˜(F )\S
θ(F ))]−2IG˜
M˜
(γ, ω, f1, f2).
Remarque. On a de´fini les inte´grales orbitales comme des inte´grales sur Sθ(F )\G(F ).
On doit ici les convertir en inte´grales sur Sθ(F )\G(F ), ce qui justifie les facteurs intro-
duits ci-dessus.
On pose, au moins formellement,
(1) IG˜
M˜,S˜
(ω, f1, f2) = |W
M(S˜)|−1mes(AM˜(F )\S
θ(F ))
∫
S˜(F )/AG˜(F )(1−θ)(S(F ))
I
G˜
M˜
(γ, ω, f1, f2) dγ.
Comme en 6.6, on de´finit ensuite
IG˜
M˜,ge´om
(ω, f1, f2) =
∑
S˜∈Tell(M˜,ω)
IG˜
M˜,S˜
(ω, f1, f2)
et
IG˜ge´om(ω, f1, f2) =
∑
M˜∈L(M˜0)
|W˜M ||W˜G|−1(−1)aM˜−aG˜IG˜
M˜,ge´om
(ω, f1, f2).
The´ore`me. Pour f1, f2 ∈ C∞µ (G˜(F ), K), les expressions (1) sont absolument conver-
gentes. On a l’e´galite´
I
G˜
ge´om(ω, f1, f2) = I
G˜
spec(ω, f1, f2).
Preuve. On ne de´taillera que l’aspect combinatoire de la preuve. On note
pµ : C
∞
c (G˜(F ), K)→ C
∞
µ (G˜(F ), K)
l’application qui, a` ϕ ∈ C∞c (G˜(F ), K), associe la fonction f de´finie par
f(γ) =
∫
AG˜(F )
f(zγ)µ(z) dz.
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Elle est surjective. Ainsi on peut introduire pour i = 1, 2 une fonction ϕi ∈ C
∞
c (G˜(F ), K)
telle que pµ(ϕi) = fi. Le the´ore`me 6.6 nous fournit l’e´galite´
IG˜ge´om(ω, ϕ1, ϕ
[z]
2 ) = I
G˜
spec(ω, ϕ1, ϕ
[z]
2 )
pour tout z ∈ AG˜(F ). On ve´rifie que le membre de gauche (donc aussi celui de droite)
est a` support compact en z et borne´. On a donc l’e´galite´
(2)
∫
AG˜(F )
IG˜ge´om(ω, ϕ1, ϕ
[z]
2 )µ(z) dz =
∫
AG˜(F )
IG˜spec(ω, ϕ1, ϕ
[z]
2 )µ(z) dz.
On va montrer que le membre de gauche est e´gal a` I
G˜
ge´om(ω, f1, f2), tandis que celui de
droite est e´gal a` IG˜spec(ω, f1, f2).
Commenc¸ons par les termes ge´ome´triques. On peut fixer M˜ ∈ L(M˜0) et S˜ ∈ Tell(M˜, ω)
et prouver l’e´galite´
(3) mes(AM˜(F )\S
θ(F ))
∫
AG˜(F )
∫
S˜(F )/(1−θ)(S(F ))
IG˜
M˜
(γ, ω, ϕ1, ϕ
[z]
2 ) dγ dz =
mes(AM˜ (F )\S
θ(F ))
∫
S˜(F )/(1−θ)(S(F ))
IG˜
M˜
(γ, ω, f1, f2) dγ.
Il existe une constante C > 0 telle que l’on ait la formule d’inte´gration
(4)
∫
S˜(F )/(1−θ)(S(F ))
φ(γ) dγ = C
∫
S˜(F )/(1−θ)(S(F ))
∫
AG˜(F )
φ(z′γ) dz′ dγ
pour toute fonction inte´grable φ sur S˜(F )/(1 − θ)(S(F )). Le membre de gauche de (3)
devient
Cmes(AM˜(F )\S
θ(F ))
∫
S˜(F )/(1−θ)(S(F ))
∫
AG˜(F )
∫
AG˜(F )
IG˜
M˜
(z′γ, ω, ϕ1, ϕ
[z]
2 ) dz
′ dz dγ.
On ve´rifie que
IG˜
M˜
(z′γ, ω, ϕ1, ϕ
[z]
2 ) = I
G˜
M˜
(γ, ω, ϕ
[z′]
1 , ϕ
[z′z]
2 ),
puis que∫
AG˜(F )
∫
AG˜(F )
IG˜
M˜
(z′γ, ω, ϕ1, ϕ
[z]
2 ) dz
′ dz = [Sθ(F ) : (AG˜(F )\S
θ(F ))]2IG˜
M˜
(γ, ω, f1, f2).
Alors le membre de gauche de (3) devient celui de droite, a` ceci pre`s que la constante
mes(AM˜ (F )\S
θ(F )) y est remplace´e par Cmes(AM˜(F )\S
θ(F ))[Sθ(F ) : (AG˜(F )\S
θ(F ))]2.
Il reste a` montrer que ces deux termes sont e´gaux, autrement dit, on doit calculer C.
Fixons un point base γ0 ∈ S˜(F ), ce qui permet d’identifier S(F ) a` S˜(F ) par x 7→ xγ0 et
de meˆme S(F ) a` S˜(F ). Conside´rons le diagramme
Sθ,0(F )
ւ ց
Sθ,0(F ) S(F )/(1− θ)(S(F ))
ց ւ
S(F )/(1− θ)(S(F ))
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Pour chaque fle`che
X
ւ
Y
de ce diagramme, on de´finit une application
C∞c (X) → C
∞
c (Y )
ψX 7→ ψY
par
ψY (y) =
∫
AG˜(F )
ψX(zyX) dz,
ou` yX est une image re´ciproque de y dans X . Pour chaque fle`che
X
ց
Y
de ce diagramme, on de´finit une application
C∞c (X) → C
∞
c (Y )
ψX 7→ ψY
par ψY (y) =
∑
x ψX(x), ou` x parcourt l’image re´ciproque de y dans X . Soit ψ ∈
C∞c (S
θ,0(F )). En appliquant ces constructions au coˆte´ gauche, du diagramme, on de´duit
de ψ une fonction ψg sur S(F )/(1 − θ)(S(F )). En appliquant ces constructions au coˆte´
droit du diagramme, on obtient d’abord une fonction φ sur S(F )/(1 − θ)(S(F )), puis
une fonction ψd sur S(F )/(1−θ)(S(F )). Appliquons (4) a` φ. Par de´finition de la mesure
sur S(F )/(1− θ)(S(F )), on a∫
S(F )/(1−θ)(S(F ))
φ(γ) dγ =
∫
Sθ,0(F )
ψ(γ) dγ.
Par de´finition de la mesure sur S(F )/(1− θ)(S(F )), c’est aussi∫
S(F )/(1−θ)(S(F ))
ψg(γ) dγ.
L’inte´grale inte´rieure du membre de droite de (4) n’est autre que ψd(γ) et ce membre de
droite est e´gal a` ∫
S(F )/(1−θ)(S(F ))
ψd(γ) dγ.
Les fonctions ψd et ψg sont proportionnelles et les calculs ci-dessus montrent que la
constante C est celle pour laquelle ψg = Cψd. L’action de AG˜(F ) sur S
θ,0(F ) est libre, tan-
dis que celle sur S(F )/(1−θ)(S(F )) se quotiente en une action libre de AG˜(F )/(AG˜(F )∩
(1− θ)(S(F ))). Il re´sulte alors des de´finitions que C = |AG˜(F )∩ (1− θ)(S(F ))|
−1. Pour
x ∈ Sθ(F ), soit y ∈ S(F ) relevant x, posons z = (1 − θ)y. L’application x 7→ z envoie
Sθ(F ) dans AG˜(F ) ∩ (1 − θ)(S(F )). Parce que l’application S
θ,0(F ) → Sθ,0(F ) est sur-
jective, l’application pre´ce´dente se quotiente en une application de Sθ(F )/Sθ,0(F ) dans
AG˜(F ) ∩ (1− θ)(S(F )). On obtient une suite d’applications
1→ Sθ(F )/Sθ,0(F )→ Sθ(F )/Sθ,0(F )→ AG˜(F ) ∩ (1− θ)(S(F ))→ 1.
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On ve´rifie aise´ment que cette suite est exacte. Donc
|AG˜(F )∩(1−θ)(S(F ))| = [S
θ(F ) : (AG˜(F )\S
θ(F ))] = [Sθ(F ) : Sθ,0(F )][Sθ(F ) : Sθ,0(F )]−1.
D’autre part, on a les e´galite´s
mes(AM˜(F )\S
θ(F )) = [Sθ(F ) : Sθ,0(F )]mes(AM˜(F )\S
θ,0(F ))
= [Sθ(F ) : Sθ,0(F )]mes(AM˜(F )\S
θ,0(F ))
= [Sθ(F ) : Sθ,0(F )][Sθ(F ) : Sθ,0(F )]−1mes(AM˜(F )\S
θ(F )).
De ces calculs re´sulte l’e´galite´
C = mes(AM˜(F )\S
θ(F ))mes(AM˜(F )\S
θ(F ))−1[Sθ(F ) : (AG˜(F )\S
θ(F ))]−2
que l’on voulait prouver. Cela ache`ve la preuve de (3) et l’identification du membre de
gauche de (2) avec IG˜ge´om(ω, f1, f2).
Montrons maintenant que le membre de droite de (2) est e´gal a` IG˜spec(ω, f1, f2). Ce
membre de droite est e´gal a`∑
τ∈(Edisc(G˜,ω)/conj)/iA∗G˜,F
|Stab(WG × iA∗
G˜,F
, τ)|−1ι(τ)
∫
AG˜(F )
∫
iA∗
G˜,F
IG˜(π˜τ λ˜ , ϕ1)IG˜(π˜τ λ˜ , ϕ
[z]
2 ) dλ µ(z) dz.
On identifie (Edisc(G˜, ω)/conj)/iA∗G˜,F a` un ensemble de repre´sentants E dans Edisc(G˜, ω).
On a
IG˜(π˜τ λ˜ , ϕ
[z]
2 ) = IG˜(π˜τ λ˜ , ϕ2)µτ (z)
−1e−<λ,HG˜(z)>.
L’inte´grale sur le plus grand sous-groupe compact de AG˜(F ) se´lectionne les τ ∈ E tels
que µτ co¨ıncide avec µ sur ce sous-groupe. Notons E
′ ce sous-ensemble. L’expression
ci-dessus devient
mes(AG˜(F )c)
∑
τ∈E′
|Stab(WG × iA∗
G˜,F
, τ)|−1ι(τ)
∫
AA
G˜
,F
∫
iA∗
G˜,F
IG˜(π˜τ λ˜ , ϕ1)IG˜(π˜τ λ˜ , ϕ2) dλ (µ
−1
τ µ)(H)e
−<λ,H> dH,
ou` on a quotiente´ µ−1τ µ en un caracte`re de AAG˜,F . Par inversion de Fourier, on obtient
le produit de
(5) mes(AG˜(F )c)mes(iA
∗
G˜,F
)[AG,F : AAG,F ]
−1
et de ∑
τ∈E′
|Stab(WG × iA∗
G˜,F
, τ)|−1ι(τ)
∑
λ∈Λµ(τ)
IG˜(π˜τ λ˜ , ϕ1)IG˜(π˜τ λ˜ , ϕ2),
ou` Λµ(τ) est l’ensemble des λ ∈ iA
∗
G˜,F
tels que µτλ = µ, ou encore tels que τλ ∈
Edisc,µ(G˜, ω). L’expression (5) vaut 1 d’apre`s les normalisations de 1.2. L’ensemble Λµ(τ)
est un espace principal homoge`ne sous le groupe iA∨AG˜,F/iA
∨
G˜,F
. On ve´rifie que, pour λ
dans cet ensemble, on a l’e´galite´
IG˜(π˜τ λ˜ , ϕi) = IG˜(π˜τ λ˜ , fi)
pour i = 1, 2. Notons X l’ensemble des couples (τ, λ), ou` τ ∈ E ′ et λ ∈ Λµ(τ).
Conside´rons l’application de X dans Edisc,µ(G˜, ω)/conj qui, a` (τ, λ) ∈ X, associe la
classe de conjugaison de τλ. On ve´rifie qu’elle est surjective. Notons Xτ sa fibre au-
dessus d’un e´le´ment τ ∈ Edisc,µ(G˜, ω)/conj. A ce point, on a transforme´ le membre de
droite de (2) en
(6)
∑
τ∈Edisc,µ(G˜,ω)/conj
C(τ)IG˜(π˜τ , f1)IG˜(π˜τ , f1),
ou`
C(τ) =
∑
(τ ,λ)∈Xτ
|Stab(WG × iA∗
G˜,F
, τ )|−1ι(τ ).
Fixons τ ∈ Edisc,µ(G˜, ω)/conj que l’on rele`ve en un e´le´ment de Edisc(G˜, ω). L’ensemble
Xτ est celui des (τ , λ) tels que τ ∈ E
′, λ ∈ Λµ(τ) et τλ est conjugue´ a` τ . Cette re-
lation entraˆıne que les images de τ et τ dans (Edisc(G˜, ω)/conj)/iA∗G˜,F sont e´gales.
Donc τ est bien de´termine´ : c’est l’e´le´ment de E ′ qui repre´sente l’image de τ dans
(Edisc(G˜, ω)/conj)/iA∗G˜,F . Cela simplifie C(τ) en
C(τ) = |Xτ ||Stab(W
G × iA∗
G˜,F
, τ)|−1ι(τ).
On peut fixer λ ∈ iA∗
G˜,F
tel que τλ soit conjugue´ a` τ . Notons Λ
′(τ) l’ensemble des
λ ∈ iA∗
G˜,F
tels que τλ soit conjugue´ a` τ . Alors Xτ est l’ensemble des (τ , λ + λ) pour
λ ∈ Λ′(τ). D’ou` |Xτ | = |Λ
′(τ)|. Remarquons que τ et τλ sont conjugue´s par G(F ) si et
seulement s’ils le sont par WG. On a de´fini le groupe Stab(WG× iA∗
G˜,F
, τ) en 2.9, forme´
des (w, λ) ∈ Stab(WG × iA∗
G˜,F
, τ) tels que wτ = τλ. L’application qui, a` (w, λ), associe
λ fournit une suite exacte
1→ Stab(WG, τ)→ Stab(WG × iA∗
G˜,F
, τ)→ Λ′(τ)→ 1.
On en de´duit aise´ment
|Λ′(τ)| = |Stab(WG × iA∗
G˜,F
, τ)||Stab(WG, τ)|−1.
D’ou`
C(τ) = |Stab(WG, τ)|−1ι(τ).
Alors (6) devient IG˜disc(ω, f1, f2). 
7 Conse´quences
7.1 Fonctions cuspidales
Rappelons que l’on note G˜(F )ell l’ensemble des e´le´ments semi-simples re´guliers et
elliptiques de G˜(F ). Une fonction f ∈ C∞c (G˜(F ), K) est dite cuspidale si et seulement
153
si IG˜(γ, ω, f) = 0 pour tout γ ∈ G˜reg(F ) tel que γ 6∈ G˜(F )ell. Cela e´quivaut a` ce que,
pour tout espace parabolique P˜ = M˜UP ∈ F(M˜0), avec P˜ 6= G˜, l’image de fP˜ dans
I(M˜(F ), KM , ω) soit nulle (en convenant que cet espace lui-meˆme est nul si ω n’est pas
trivial sur ZM(F )
θ). Graˆce au the´ore`me 5.5, cela e´quivaut aussi a` IG˜(Ind
G˜
P˜
(π˜), f) = 0
pour tout P˜ comme ci-dessus et toute ω-repre´sentation π˜ de M˜(F ), tempe´re´e et de lon-
gueur finie. On note Icusp(G˜(F ), K, ω) l’image dans I(G˜(F ), K, ω) de l’espace des fonc-
tions cuspidales. D’apre`s le the´ore`me 6.2, de l’application pwG˜ se de´duit un isomorphisme
Icusp(G˜(F ), K, ω) ≃ PWell(G˜, ω).
Dans le cas ou` f2 est cuspidale, le the´ore`me 6.6 se simplifie. Pour M˜ ∈ L(M˜0),
S˜ ∈ Tell(M˜, ω) et γ ∈ S˜(F ) ∩ G˜reg(F ), on a simplement
IG˜
M˜
(γ, ω, f1, f2) = IG˜(γ, ω, f1)I
G˜
M˜
(γ, ω, f2).
En effet, dans la somme de´finissant le membre de gauche (cf. 6.6), les termes pour L˜2 6= G˜
sont nuls parce que f2,L˜2 = 0. Si L˜2 = G˜, on a L˜1 = M˜ et I
M˜
M˜
(γ, ω, f1,M˜) = IG˜(γ, ω, f1).
D’autre part, on a
IG˜disc(ω, f1, f2) =
∑
τ∈(Eell(G˜,ω)/conj)/iA
∗
G˜,F
|Stab(WG × iA∗
G˜,F
, τ)|−1ι(τ)
∫
iA∗
G˜,F
IG˜(π˜τ λ˜ , f1)IG˜(π˜τ λ˜ , f2) dλ.
En effet, si τ ∈ Edisc(G˜(F )) − Eell(G˜(F )), une repre´sentation π˜τ λ˜ est induite a` partir
d’un espace parabolique propre (cf. lemmes 2.10 et 2.11), donc son caracte`re annule f2.
Remarquons que, pour un triplet τ = (Mdisc, σ, r˜) ∈ Eell(G˜(F )), on a simplement
ι(τ) = |det((1− r˜)
|AG˜M
)|−1,
puisque WG0 (σ) = {1}.
Rappelons que les caracte`res de ω-repre´sentations de longueur finie de G˜(F ) sont
des distributions localement inte´grables. Pour une telle ω-repre´sentation π˜, notons γ 7→
Θ(π˜, γ) la fonction sur G˜(F ) telle que
IG˜(π˜, f) =
∫
G˜(F )
Θ(π˜, γ)f(γ) dγ.
On suppose, ainsi qu’il est loisible, que cette fonction est lisse sur G˜reg(F ).
The´ore`me. Soient f ∈ C∞c (G˜(F ), K), M˜ ∈ L(M˜0) et γ ∈ M˜(F )∩ G˜reg(F ). On suppose
f cuspidale. Alors
(i) si γ 6∈ M˜(F )ell, I
G˜
M˜
(γ, ω, f) = 0 ;
(ii) si γ ∈ M˜(F )ell,
mes(AM˜(F )\ZG(γ, F ))I
G˜
M˜
(γ, ω, f) = (−1)aM˜−aG˜DG˜(γ)1/2
∑
τ∈(Eell(G˜,ω)/conj)/iA
∗
G˜,F
|Stab(WG × iA∗
G˜,F
, τ)|−1ι(τ)
∫
iA∗
G˜,F
Θ(π˜τ λ˜ , γ)IG˜(π˜τ λ˜ , f) dλ.
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Preuve. Si γ 6∈ M˜(F )ell, on peut conjuguer γ de sorte que γ ∈ L˜(F ), ou` L˜ ∈ L(M˜0)
et L˜ ( M˜ . La formule de descente 6.5(2) (ou` on e´change les roˆles de M˜ et L˜) et la
cuspidalite´ de f entraˆınent la conclusion de (i).
De´finissons une fonction ϕ sur G˜reg(F ) de la fac¸on suivante. Soit γ ∈ G˜reg(F ). Si ω est
non trivial sur ZG(γ, F ), on pose ϕ(γ) = 0. Sinon, choisissons g ∈ G(F ) et M˜ ∈ L(M˜0)
de sorte que gγg−1 ∈ M˜(F )ell. Posons
ϕ(γ) = (−1)aM˜−aG˜mes(AM˜ (F )\ZG(gγg
−1, F ))DG˜(γ)1/2ω(g)−1IG˜
M˜
(gγg−1, ω, f).
Cette de´finition est loisible d’apre`s 6.5(1). Soit f ′ ∈ C∞c (G˜(F ), K). Comme on l’a dit
ci-dessus, le terme IG˜ge´om(ω, f
′, f) se simplifie puisque f est cuspidale. Graˆce a` la formule
de Weyl (cf. 4.1), on a simplement
IG˜ge´om(ω, f
′, f) =
∫
G˜(F )
f ′(γ)ϕ(γ) dγ.
D’autre part
IG˜spec(ω, f
′, f) =
∑
τ∈(Eell(G˜,ω)/conj)/iA
∗
G˜,F
|Stab(WG × iA∗
G˜,F
, τ)|−1ι(τ)
∫
iA∗
G˜,F
IG˜(π˜τ λ˜ , f)
∫
G˜(F )
Θ(π˜τ λ˜ , γ)f
′(γ) dγ dλ.
Cette formule est absolument convergente, d’ou`
IG˜spec(ω, f
′, f) =
∫
G˜(F )
f ′(γ)ϕ′(γ) dγ,
ou`
ϕ′(γ) =
∑
τ∈(Eell(G˜,ω)/conj)/iA
∗
G˜,F
|Stab(WG × iA∗
G˜,F
, τ)|−1ι(τ)
∫
iA∗
G˜,F
Θ(π˜τ λ˜ , γ)IG˜(π˜τ λ˜ , f) dλ.
Le the´ore`me 6.6 entraˆıne l’e´galite´∫
G˜(F )
f ′(γ)ϕ(γ) dγ =
∫
G˜(F )
f ′(γ)ϕ′(γ) dγ.
Si F est non-archime´dien, f ′ est n’importe quel e´le´ment de C∞c (G˜(F )) et cette e´galite´
entraˆıne ϕ(γ) = ϕ′(γ) pour tout γ, ce qui est l’assertion (2) du the´ore`me. Si F est
archime´dien, il y a un petit proble`me car f ′ est suppose´e K-finie. Quelques calculs simi-
laires a` ceux du paragraphe 5.2 montrent que l’e´galite´ ci-dessus se prolonge continuˆment
a` f ′ ∈ C∞c (G˜(F )) tout entier. La conclusion est alors la meˆme que dans le cas non-
archime´dien. 
Preuve de la proposition 6.5 Soient M˜ ∈ L(M˜0), γ ∈ M˜(F ) ∩ G˜reg(F ) et f ∈
Hac(G˜(F )) dont l’image dans Iac(G˜(F ), ω) soit nulle. On veut montrer que IG˜M˜(γ, ω, f) =
0. La relation 6.5(3) nous rame`ne au cas ou` f ∈ C∞c (G˜(F ), K). Son image dans I(G˜(F ), K, ω)
est nulle, a fortiori f est cuspidale. Si γ n’est pas elliptique dans M˜(F ), l’assertion
cherche´e re´sulte du (i) du the´ore`me ci-dessus. Si γ est elliptique dans M˜(F ), elle re´sulte
du (ii) puisque IG˜(π˜τ λ˜ , f) = 0 pour tous τ et λ˜. 
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7.2 Fonctions cuspidales, variante avec caracte`re central
On introduit le groupe G de 6.7 et les notations affe´rentes. Soit µ un caracte`re unitaire
de AG˜(F ). On de´finit comme au paragraphe pre´ce´dent la notion de cuspidalite´ pour
une fonction f ∈ C∞µ (G˜(F ), K). On note C
∞
µ,cusp(G˜(F ), K) le sous-espace des fonctions
cuspidales. On note Iµ,cusp(G˜(F ), K, ω) le quotient de C
∞
µ,cusp(G˜(F ), K) par le sous-espace
des fonctions dont toutes les inte´grales orbitales re´gulie`res sont nulles. Une variante
avec caracte`re central du the´ore`me 6.2 conduit a` l’assertion suivante. On de´finit de
fac¸on e´vidente l’ensemble Eell,µ(G˜, ω). Pour tout τ ∈ Eell,µ(G˜, ω)/conj, fixons un e´le´ment
τ ∈ E(G˜, ω) qui rele`ve τ . Conside´rons l’application
C∞µ,cusp(G˜(F ), K) →
∑
τ∈Eell,µ(G˜,ω)/conj
C
f 7→ ⊕τ∈Eell,µ(G˜,ω)/conjIG˜(π˜τ , f).
Alors
(1) cette application se quotiente en un isomorphisme
Iµ,cusp(G˜,K, ω) ≃ ⊕τ∈Eell,µ(G˜,ω)/conjC.
Autrement dit, pour tout τ ∈ Eell,µ(G˜, ω)/conj, il existe un unique pseudo-coefficient
fτ ∈ Iµ,cusp(G˜(F ), K, ω) tel que, pour τ
′ ∈ Eell,µ(G˜, ω)/conj, on ait
IG˜(π˜τ ′ , fτ ) =
{
1, si τ ′ = τ,
0, si τ ′ 6= τ.
Et la famille (fτ )τ∈Eell,µ(G˜,ω)/conj est une base de Iµ,cusp(G˜(F ), K).
The´ore`me. Soient τ ∈ Eell,µ(G˜, ω)/conj, M˜ ∈ L(M˜0) et γ ∈ M˜(F )ell ∩ G˜reg(F ). On a
l’e´galite´
mes(AM˜ (F )\ZG(γ, F ))I
G˜
M˜
(γ, ω, fτ) = (−1)
aM˜−aG˜DG˜(γ)1/2|Stab(WG, τ)|−1ι(τ)Θ(π˜τ , γ).
C’est la version avec caracte`re central du (ii) du the´ore`me pre´ce´dent, applique´ au
pseudo-coefficient fτ . Remarquons que, pour τ = (Mdisc, σ, r˜) ∈ Eell,µ(G˜, ω), Stab(WG, τ)
n’est autre que le commutant de r˜ dans RG(σ).
7.3 Produit scalaire elliptique
Notons G˜(F )ell/conj l’ensemble des classes de conjugaison par G(F ) dans G˜(F )ell =
G˜(F )ell/AG˜(F ). On munit cet ensemble d’une structure de varie´te´ analytique sur F de
sorte que, pour tout γ ∈ G˜(F )ell, l’application qui, a` x ∈ Gγ(F ), associe la classe de
conjugaison de xγ, se quotiente en un isomorphisme local de Gγ(F ) sur G˜(F )ell/conj
au voisinage de x = 1. De meˆme, on munit G˜(F )ell/conj de la mesure pour laquelle ces
applications pre´servent la mesure au voisinage de x = 1. On de´finit une fonction m sur
G˜(F )ell/conj de la fac¸on suivante. Pour γ ∈ G˜(F ), soit S˜ l’unique tore tordu maximal
de G˜ contenant γ. Alors
m(γ) = mes(Sθ(F )).
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Pour une fonction ϕ ∈ C∞c (G(F )ell/conj), l’inte´grale∫
G(F )ell/conj
m(γ)−1ϕ(γ) dγ
ne de´pend d’aucune mesure. Elle est e´gale a`
∑
S∈Tell(G˜)
|WG(S˜)|−1mes(Sθ(F ))−1
∫
S˜(F )/(1−θ)(S(F ))
ϕ(γ) dγ.
Soient µ un caracte`re unitaire de AG˜(F ). Soient π˜1 et π˜2 deux ω-repre´sentations de
G˜(F ), de longueur finie et de A-caracte`re central µ. La fonction γ 7→ Θ(π˜1, γ)Θ(π˜2, γ)
sur G˜(F )ell se quotiente en une fonction sur G˜(F )ell/conj. On pose
(π˜1, π˜2)ell =
∫
G˜(F )ell/conj
m(γ)−1DG˜(γ)Θ(π˜1, γ)Θ(π˜2, γ) dγ.
Cette expression ne de´pend d’aucune mesure.
Rappelons que, pour tout τ ∈ Eell,µ(G˜, ω), on a choisi un rele`vement τ de τ dans
Eell(G˜, ω).
The´ore`me. (i) Soient τ1, τ2 ∈ Eell,µ(G˜, ω). Supposons qu’ils ne sont pas conjugue´s par
G(F ). Alors on a l’e´galite´ (π˜τ 1, π˜τ 2)ell = 0.
(ii) Soit τ ∈ Eell,µ(G˜, ω). On a l’e´galite´
(π˜τ , π˜τ )ell = |Stab(W
G, τ)|ι(τ)−1.
Preuve. En appliquant le the´ore`me 7.2, on voit que
(π˜τ 1, π˜τ 2)ell = |Stab(W
G, τ1)||Stab(W
G, τ2)|ι(τ1)
−1ι(τ2)
−1X,
ou`
X =
∫
G˜(F )ell/conj
m(γ)IG˜(γ, ω, fτ1)IG˜(γ, ω, fτ2) dγ.
Il re´sulte des de´finitions que X = IG˜
G˜,ge´om
(ω, fτ1, fτ2). Par le meˆme argument qu’en 7.1 et
parce que les fonctions fτ1 et fτ2 sont toutes deux cuspidales, les termes I
G˜
M˜,ge´om
(ω, fτ1, fτ2)
sont nuls pour M˜ 6= G˜. Donc X = IG˜ge´om(ω, fτ1, fτ2). Appliquons le the´ore`me 6.7 :
X = I
G˜
disc(ω, fτ1 , fτ2). Mais cette expression se calcule graˆce a` la de´finition des pseudo-
coefficients. On obtient IG˜disc(ω, fτ1, fτ2) = 0 si τ1 et τ2 ne sont pas conjugue´s. Si τ1 = τ2 =
τ , on obtient
IG˜disc(ω, fτ , fτ ) = |Stab(W
G, τ)|−1ι(τ).
Le the´ore`me en re´sulte. 
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7.4 Produit elliptique pour les ω-repre´sentations irre´ductibles
Soit µ un caracte`re unitaire de AG˜(F ). Pour i = 1, 2, soient Mi ∈ P(M0) et σi
une repre´sentation irre´ductible et de la se´rie discre`te de Mi(F ). On suppose que la
restriction a` AG˜(F ) du caracte`re central de σi est e´gale a` µ. On suppose N
G˜(σi) non
vide. Soit ρ˜i une repre´sentation RG(σi)-irre´ductible de RG˜(σi). De´finissons un terme
(ρ˜1, ρ˜2)ell de la fac¸on suivante. Supposons d’abord que les couples (M1, σ1) et (M2, σ2)
soient e´gaux. On les note simplement (M,σ). Supposons de plus WG0 (σ) = {1}. La
fonction r˜ 7→ trace(ρ˜1(r˜))trace(ρ˜2(r˜)) sur RG˜(σ) se descend en une fonction sur RG˜(σ).
On pose
(ρ˜1, ρ˜2)ell = |R
G(σ)|−1
∑
r˜∈RG˜(σ)∩W G˜reg(σ)
|det((1− r˜)
|AG˜M
)|trace(ρ˜1(r˜))trace(ρ˜2(r˜)).
Supposons maintenant que WG0 (σi) = {1} pour i = 1, 2 et que les couples (M1, σ1) et
(M2, σ2) sont conjugue´s par un e´le´ment de G(F ). En effectuant une telle conjugaison, on
remplace (M2, σ2, ρ˜2) par (M1, σ1, ρ˜
′
2). On pose
(ρ˜1, ρ˜2)ell = (ρ˜1, ρ˜
′
2)ell.
Cela ne de´pend pas de la conjugaison choisie. Dans les cas restants, c’est-a`-dire siWG0 (σ1)
ou WG0 (σ2) est non trivial, ou si (M1, σ1) et (M2, σ2) ne sont pas conjugue´s, on pose
(ρ˜1, ρ˜2)ell = 0.
Pour i = 1, 2, on a associe´ en 2.8 a` (Mi, σi, ρ˜i) une repre´sentation G-irre´ductible π˜ρ˜i
de G˜(F ).
Corollaire. On a l’e´galite´ (π˜ρ˜1 , π˜ρ˜2)ell = (ρ˜1, ρ˜2)ell.
Preuve. Pour i = 1, 2 et pour r˜ ∈ RG˜(σi), posons τi(r˜) = (Mi, σi, r˜). Notons RG˜ess(σi)
l’ensemble des r˜ ∈ RG˜(σi) tels que τi(r˜) soit essentiel. Pour r˜ ∈ RG˜ess(σi), on fixe un
rele`vement τ i(r˜) = (Mi, σi, r˜) de τi dans E(G˜, ω). On a vu dans la preuve de la pro-
position 2.9 une formule d’inversion exprimant Θ(π˜ρ˜i) en fonction des Θ(π˜τ i(r˜)) pour
r˜ ∈ RG˜ess(σi). Dans cette formule, on sommait sur les classes de conjugaison dans cet
ensemble. On peut la re´crire comme une somme sur tous les e´le´ments de cet ensemble
sous la forme
Θ(π˜ρ˜i) = |R
G(σi)|
−1
∑
r˜∈RG˜ess(σi)
trace(ρ˜i(r˜))Θ(π˜τ i(r˜)).
Si WG0 (σi) 6= {1}, il re´sulte des lemmes 2.10 et 2.11 que toutes les repre´sentations π˜τ i(r˜)
sont des induites a` partir d’espaces paraboliques propres. Leur caracte`re est donc nul sur
G˜(F )ell. Il en re´sulte que, si W
G
0 (σ1) ou W
G
0 (σ2) est non trivial, (π˜ρ˜1 , π˜ρ˜2)ell = 0. D’ou`
l’e´galite´ de l’e´nonce´ dans ce cas. On suppose maintenantWG0 (σ1) = {1} etW
G
0 (σ2) = {1}.
On a alors RG˜(σi) = W
G˜(σi) pour i = 1, 2. Toujours d’apre`s les lemmes 2.10 et 2.11,
les repre´sentations π˜
τ i(r˜) pour r˜ 6∈ W
G˜
reg(σi) ont un caracte`re nul sur G˜(F )ell. On obtient
l’e´galite´
(π˜ρ˜1 , π˜ρ˜2)ell = |R
G(σ1)|
−1|RG(σ2)|
−1
∑
r˜1∈RG˜ess(σ1)∩W
G˜
reg(σ1)
∑
r˜2∈RG˜ess(σ2)∩W
G˜
reg(σ2)
trace(ρ˜1(r˜1))trace(ρ˜2(r˜2))(π˜τ 1(r˜1), π˜τ2(r˜2))ell.
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Si (M1, σ1) et (M2, σ2) ne sont pas conjugue´s, le (i) du the´ore`me 7.3 dit que le membre
de droite ci-dessus est nul, d’ou` encore l’e´galite´ de l’e´nonce´. Si les deux couples sont
conjugue´s, on peut les supposer e´gaux, on les note simplement (M,σ). Le (i) du the´ore`me
7.3 dit que seuls les couples (r˜1, r˜2) forme´s d’e´le´ments conjugue´s contribuent a` la for-
mule ci-dessus. Pour un couple d’e´le´ments conjugue´s, les valeurs des diffe´rents termes
intervenant sont les meˆmes pour r˜1 et r˜2. On a de´ja` dit que, pour un triplet elliptique
τ = (M,σ, r˜), on a l’e´galite´ Stab(WG, τ) = Stab(RG(σ), r˜), ce dernier groupe e´tant
le commutant de r˜ dans RG(σ). On a aussi ι(τ)−1 = |det((1 − r˜)
|AG˜M
|. Graˆce au (ii)
du the´ore`me 7.3, la contribution d’un couple (r˜1, r˜2) d’e´le´ments conjugue´s a` la formule
ci-dessus est donc
|Stab(RG(σ), r˜1)||det((1− r˜1)|AG˜M
|trace(ρ˜1(r˜1))trace(ρ˜2(r˜1)).
Pour r˜1 fixe´, le nombre de r˜2 conjugue´s a` r˜1 est |RG(σ)||Stab(RG(σ), r˜1)|−1. Notre formule
devient
(π˜ρ˜1 , π˜ρ˜2)ell = |R
G(σ)|−1
∑
r˜∈RG˜ess(σ)∩W
G˜
reg(σ)
|det((1− r˜)
|AG˜M
|trace(ρ˜1(r˜))trace(ρ˜2(r˜)).
C’est presque la de´finition de (ρ˜1, ρ˜2)ell, a` ceci pre`s qu’ici, la somme est limite´e a` r˜ ∈
RG˜ess(σ)∩W
G˜
reg(σ). Mais, si r˜ 6∈ R
G˜
ess(σ), les termes trace(ρ˜1(r˜)) et trace(ρ˜2(r˜)) sont nuls.
On peut donc remplacer la somme sur RG˜ess(σ)∩W
G˜
reg(σ) par celle sur tout W
G˜
reg(σ). Cela
ache`ve la preuve. 
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