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4 I´NDEX
Cap´ıtol 1
Introduccio´: repa`s d’Ana`lisi
real
1.1 Motivacions: Una mica d’histo`ria
A l’assignatura d’Ana`lisi real vam enunciar els teoremes d’aproximacio´ de Weier-
straß per polinomis i el de Stone-Weierstraß. Del primer en vam fer una de-
mostracio´ fent servir polinomis de Bernstein, i del segon en vam fer una de-
mostracio´ fent servir el primer. I sobretot em va cridar la curiositat de trobar
demostracions alternatives del primer teorema, aix´ı com demostracions del segon
que no fessin servir la primera.
Aquest problema d’aproximar funcions per polinomis (i en general per ret-
icles o a`lgebres de funcions) va tenir els seus or´ıgens al mo´n de la topologia,
on donat un espai topolo`gic X, es volien trobar tots els subconjunts densos a
aquest espai, e´s a dir, la clausura dels quals e´s tot l’espai.
Els primers resultats arrel d’aixo` van e´sser gra`cies a Karl Weierstraß (1815-
1897), que va provar al 1885 la densitat dels polinomis amb coeficients i variable
reals a l’espai de funcions cont´ınues en un compacte, i tambe´ dels polinomis
trigonome`trics 2pi-perio`dics. Aixo` va fer augmentar la necessitat de rigor a les
matema`tiques i tambe´ va desenvolupar molt l’ana`lisi.
Durant els segu¨ents me´s o menys 25 anys, d’altres matema`tics famosos
van ensenyar demostracions alternatives del teorema, com ara Picard (1891),
Volterra (1897), Lebesgue (1898), Mittag-Leﬄer (1900), Landau (1908), i De la
Vallee´ Poussin (1912). Pero` les me´s apreses a estudis de grau so´n les de Fe´jer
(1900) i la de Bernstein (1912).
Weierstraß tambe´ va fer generalitzacions del teorema amb funcions cont´ınues
de les menes R→ C i C→ C.
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Aquest treball es divideix en sis cap´ıtols. El primer, que e´s aquest mateix,
recull un repa`s de les demostracions que vam fer a Ana`lisi real. El segon recull
demostracions alternatives del Teorema d’Aproximacio´ de Weierstraß. El ter-
cer recull demostracions del Teorema de Stone-Weierstraß que no fan servir
l’anterior. El quart fa unes generalitzacions d’aquests dos teoremes i planteja
sota quines condicions so´n certs. El cinque` mostra les diferents aplicacions a les
que es poden aplicar aquests teoremes i generalitzacions. I al sise` ja hi apareixen
les conclusions arrel de tota l’explicacio´.
1.2 Teorema d’Aproximacio´ de Weierstraß
Com hem vist anteriorment a l’assignatura d’Ana`lisi real, donats un interval
tancat [a, b], i una funcio´ cont´ınua f en aquest conjunt, diem que el teorema
d’aproximacio´ de Weierstraß enuncia que
∃(pn(x))n∈N ∈ R[x]ω : ∀x ∈ [a, b],∀ > 0,∃n0 ∈ N : ∀n ≥ n0,
|f(x)− pn(x)| < 
I una prova coneguda d’aquest teorema e´s per aproximacio´ amb polinomis
de Bernstein: f definida a [0, 1] (sempre podem reescalar amb
g(x) := f(a+ (b− a)x)),
Bn,f (x) :=
n∑
k=0
f(k/n)
(
n
k
)
xk(1− x)n−k, n ∈ N
I demostrarem que
∀x ∈ [0, 1],∀ > 0,∃n0 ∈ N : ∀n ≥ n0, |f(x)−Bn,f (x))| < 
Lema 1.2.1: ∀x ∈ [0, 1],∀n ∈ N,
n∑
k=0
(
x− k
n
)2(n
k
)
xk(1− x)n−k ≤ 1
4n
Dem.: Del teorema del binomi de Newton,
n∑
k=0
(
n
k
)
xkan−k = (x+ a)n
tenim, derivant respecte x i despre´s multiplicant per x,
n∑
k=0
(
n
k
)
kxkan−k = nx(x+ a)n−1
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Repetint la mateixa operacio´ amb aquesta u´ltima fo´rmula, tenim que:
n∑
k=0
(
n
k
)
k2xkan−k = nx(x+ a)n−1 + n(n− 1)x2(x− a)n−2
Si en aquestes tres relacions canviem a per 1− x, tenim que:
n∑
k=0
(
n
k
)
xk(1− x)n−k = 1 (1.1)
n∑
k=0
(
n
k
)
kxk(1− x)n−k = nx
n∑
k=0
(
n
k
)
k2xk(1− x)n−k = nx+ n(n− 1)x2
Multiplicant aquestes darreres per n2x2, −2nx i 1 respectivament, sumant-
les, i dividint el resultat final entre n2, obtenim:
n∑
k=0
(
x− k
n
)2(n
k
)
xk(1− x)n−k = x(1− x)
n
on el numerador e´s com a molt 1/4 si x ∈ [0, 1].  QED.
Demostracio´ del teorema: De (1.1) tenim que:
f(x) = f(x)
n∑
k=0
(
n
k
)
xk(1− x)n−k =
n∑
k=0
f(x)
(
n
k
)
xk(1− x)n−k
|f(x)−Bn,f (x))| =
∣∣∣ n∑
k=0
(f(x)− f(k/n))
(
n
k
)
xk(1− x)n−k
∣∣∣ ≤
n∑
k=0
|f(x)− f(k/n)|
(
n
k
)
xk(1− x)n−k
Sigui α := ||f ||. Llavors ∀ > 0,∃δ > 0 : |x−y| < δ =⇒ |f(x)−f(y)| < /2.
Sigui n tal que n ≥ max{ 1δ4 , α
2
2 }. Fixat x ∈ [0, 1], definim I ⊆ {0, ..., n} tal que
|x− k/n| < n−1/4 < δ, k ∈ I, i J := {0, ..., n}\I. Llavors bifurquem la suma:
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n∑
k=0
|f(x)− f(k/n)|
(
n
k
)
xk(1− x)n−k =
∑
k∈I
|f(x)− f(k/n)|
(
n
k
)
xk(1− x)n−k
+
∑
k∈J
|f(x)− f(k/n)|
(
n
k
)
xk(1− x)n−k
I llavors pels termes en I tenim:
∑
k∈I
|f(x)− f(k/n)|
(
n
k
)
xk(1− x)n−k < 
2
∑
k∈I
(
n
k
)
xk(1− x)n−k ≤

2
n∑
k=0
(
n
k
)
xk(1− x)n−k = 
2
I pels termes en J , sabent que (x− k/n)2 ≥ n−1/2, tenim que:
∑
k∈J
|f(x)− f(k/n)|
(
n
k
)
xk(1− x)n−k < 2α
∑
k∈J
(
n
k
)
xk(1− x)n−k =
2α
∑
k∈J
(
n
k
)
(x− k/n)2
(x− k/n)2x
k(1− x)n−k ≤
2α
√
n
∑
k∈J
(x− k/n)2
(
n
k
)
xk(1− x)n−k ≤
2α
√
n
n∑
k=0
(x− k/n)2
(
n
k
)
xk(1− x)n−k ≤ α
2
√
n
≤ 
2
d’on a les desigualtats hem fet servir el lema 1.2.1. I sumant els termes, surt
que la dista`ncia e´s menor que .  QED.
1.3 Teorema de Stone-Weierstraß
Tambe´ a Ana`lisi real hem vist una generalitzacio´ d’aquest teorema on les fun-
cions que aproximen no so´n necessa`riament polinomis, sino´ elements d’una
suba`lgebra. Pero` no pot e´sser qualsevol suba`lgebra: cal que compleixi certes
condicions addicionals. Per demostrar aquest teorema, primer farem servir el
Teorema de Stone, on s’utilitzen reticles.
Definim
(f ∨ g)(x) := max{f(x), g(x)}
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(f ∧ g)(x) := min{f(x), g(x)}
I tenim les identitats segu¨ents:
f ∨ g = f + g
2
+
|f − g|
2
(1.2)
f ∧ g = f + g
2
− |f − g|
2
(1.3)
i es dedueix que tambe´ so´n cont´ınues. Direm que B e´s un reticle si e´s tancat
per aquestes operacions.
Teorema de Stone (1.3.1): Sigui B ⊂ C([a, b],R) un reticle tal que
∀x 6= y ∈ [a, b],∀α, β ∈ R,∃f ∈ B : f(x) = α, f(y) = β, i a aquesta propi-
etat se l’anomena interpolar punts. Llavors B e´s dens a C([a, b]).
Dem.: Sigui  > 0, f ∈ C([a, b]). Demostrarem que ∀ξ ∈ [a, b],∃fξ ∈ B:
1. fξ(ξ) = f(ξ)
2. fξ(x) < f(x) +  ∀x ∈ [a, b]
De la hipo`tesi (2), ∀t ∈ [a, b]\{ξ},∃ft ∈ B:
ft(ξ) = f(ξ), ft(t) = f(t)
Amb t donat, la continu¨ıtat de ft ens assegura l’existe`ncia d’un obert B(t, rt)
(dep. t, ) tal que:
∀x ∈ B(t, rt) ∩ [a, b], ft(x)− f(t) < 
El conjunt d’oberts {B(t, rt) : t ∈ [a, b]\{ξ}} e´s un recobriment obert de
[a, b], i com que aquest conjunt e´s compacte, podem obtenir un nombre finit de
punts t1, ..., tn ∈ [a, b] tals que:
[a, b] ⊂
n⋃
i=1
B(ti, rti)
Siguin ft1 , ..., ftn ∈ B les funcions corresponents a aquests punts, i:
fξ =
n∧
i=1
fti
Com que B e´s un reticle, tenim que fξ ∈ B. Com que ft(ξ) = f(ξ) ∀t,
sera` fξ(ξ) = f(ξ), i ja tenim la hipo`tesi 1. Donat x ∈ [a, b],∃ti ∈ [a, b] : x ∈
B(ti, rti). En aquest obert fti(x) < f(x) + , i com que fξ(x) < fti(x), llavors
fξ(x) < f(x) + , i aixo` e´s la hipo`tesi 2.
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Ara considerem les fξ com un conjunt, i amb l’ajut de ∨, constru¨ım g que
aproxima uniformement f :
Com que fξ(ξ) = f(ξ), ∀ξ,∃B(ξ, rξ) (dep. ξ, ):
∀x ∈ B(ξ, rξ) ∩ [a, b], f(ξ)− fξ(x) < 
Amb el mateix argument d’abans, ∃ξ1, ..., ξm:
[a, b] ⊂
m⋃
i=1
B(ξi, rξi)
Posem ara:
g :=
m∨
i=1
fξi
Donat x ∈ [a, b],∃ξi : x ∈ B(ξi, rξi), i en aquest obert,
fξi(x) > f(x)− 
i com que g(x) ≥ fξi(x),
g(x) > f(x)−  ∀x ∈ [a, b] (1.4)
D’altra banda, fξ(x) < f(x) +  ∀x ∈ [a, b], pel que pel mateix argument,
g(x) < f(x) +  ∀x ∈ [a, b] (1.5)
Combinant (1.4) i (1.5) ens queda que:
|g(x)− f(x)| <  ∀x ∈ [a, b]
tal com vol´ıem.  QED.
Definicio´ 1.3.2: B ⊂ C([a, b]),R separa punts si ∀x 6= y ∈ [a, b],∃f ∈ B :
f(x) 6= f(y).
Proposicio´ 1.3.3: Sigui B ⊂ C([a, b]) un subespai vectorial que conte´ les
constants i separa punts. Llavors interpola punts.
Dem.: Siguin x 6= y ∈ [a, b], α, β ∈ R. Com que B separa punts, ∃g ∈ B :
g(x) 6= g(y). Llavors definim:
f(z) :=
α− β
g(x)− g(y) (g(z)− g(y)) + β
I compleix f(x) = α, f(y) = β, i a me´s f ∈ B, ja que B e´s un EV i conte´ la
constant 1.  QED.
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Proposicio´ 1.3.4: Un SEV de funcions e´s reticle ⇐⇒ tancat respecte el
valor absolut.
Dem.: Manipulant les definicions (1.2) i (1.3) degudament:
|f − g| = (f ∨ g)− (f ∧ g)
ja n’hi ha prou.  QED.
Lema 1.3.5: Si B ⊂ C([a, b],R) e´s una suba`lgebra que conte´ les constants,
i f ∈ B, llavors |f | ∈ B¯.
Dem.: De la proposicio´ 1.3.3, cal veure que podem aproximar uniformement
|f | amb elements de B. Sigui  > 0, g ∈ C([−‖f‖, ‖f‖],R) donada per g(x) = |x|.
Pel TAW, ∃p ∈ R[x]:
|p(x)− g(x)| <  ∀x : −‖f‖ ≤ x ≤ ‖f‖
Sigui p(ξ) :=
∑n
k=0 akξ
k. Tenim que:
(p ◦ f)(x) =
n∑
k=0
akf(x)
k
Com que f ∈ B i B e´s una suba`lgebra que conte´ les constants, llavors
p ◦ f ∈ B. Llavors:
|p(f(x))− |f(x)|| <  ∀x ∈ [a, b].  QED.
I ara ens queda demostrar el teorema:
Siguin (fn), (gn) ∈ B, f = lim fn, g = lim gn. Per tant tenim per α ∈ R:
αf = α lim fn = limαfn ∈ B¯
f + g = lim fn + lim gn = lim(fn + gn) ∈ B¯
fg = lim fn lim gn = lim(fngn) ∈ B¯
Per tant, B¯ e´s suba`lgebra, i com conte´ les constants, pel lema 1.3.5, B¯ e´s
tancat pel valor absolut. I com B¯ a me´s e´s subespai vectorial, llavors per la
proposicio´ 1.3.4, e´s reticle i separa punts. I com a me´s e´s subespai vectorial
i conte´ les constants, per la proposicio´ 1.3.3, interpola punts. I com a me´s
e´s reticle, pel teorema de Stone, la seva adhere`ncia e´s C([a, b],R), pero` com
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l’adhere`ncia de tot tancat e´s ell mateix, llavors de fet aquesta e´s una igualtat
de conjunts.  QED.
Pero` al cap´ıtol 3, tractarem de cercar alguna demostracio´ que no faci servir
aquest argument, e´s a dir, que no empri TAW per demostrar TSW.
Cap´ıtol 2
Teorema d’aproximacio´ de
Weierstraß
2.1 Aproximacio´ per polinomis de Landau
En aquesta seccio´ donarem una aproximacio´ de la funcio´ f amb polinomis de
Landau, tot seguint el link de [16], suposant que e´s definida a l’interval tancat
[−1, 1]. Pero` abans cal definir conceptes previs:
Definicio´ 2.1.1: El producte de convolucio´ entre dues funcions integrables
es defineix com:
(f ∗ g)(x) :=
∫ ∞
−∞
f(t)g(x− t)dt
Propietat: El producte de convolucio´ e´s commutatiu.
Definicio´ 2.1.2: Els polinomis de Landau es defineixen com:
Kn(x) := cn(1− x2)nI[−1,1](x)
i cn s’escull de manera que:∫ ∞
−∞
Kn(x)dx = 1
Aixo` vol dir que:
∫ 1
−1
(1− t2)ndt = 2
∫ 1
0
(1− t)n(1 + t)ndt
≥ 2
∫ 1
0
(1− t)n = 2
n+ 1
=⇒ cn ≤ n+ 1
2
(2.1)
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Lema 2.1.3: f : [−1, 1]→ R cont´ınua =⇒ Kn ∗ f ∈ R[x]. Dem.:
(Kn ∗ f)(x) =
∫ 1
−1
Kn(x− t)f(t)dt;Kn ∈ R[x] =⇒
Kn(x− t) =
2n∑
i=0
gi(t)x
i =⇒ (Kn ∗ f)(x) =
∫ 1
−1
2n∑
i=0
f(t)gi(t)x
idt =
2n∑
i=0
xiHi ∈ R[x].  QED
I aqu´ı, amb tot aquest argument de definicions pre`vies, ve una altra prova
del teorema d’aproximacio´ de Weierstraß:
Lema 2.1.4: Kn ∗ f n→∞−−−−→ f uniformement.
Dem.: Com que f e´s cont´ınua a [-1,1], e´s uniformement cont´ınua, i per
tant, ∀ > 0,∃δ > 0 : |t| < δ =⇒ |f(x − t) − f(x)| < /3, i a me´s pel
teorema del ma`xim i el mı´nim de Weierstraß, ‖f‖ ≤ M . Separem l’interval en
[−1,−δ], (−δ, δ) i [δ, 1]. Llavors trenquem la integral en tres parts, i tenim:
∫ 1
δ
Kn(t)dt =
∫ 1
δ
cn(1− t2)ndt ≤ n+ 1
2
∫ 1
δ
(1− δ2)ndt =
n+ 1
2
(1− δ2)n(1− δ) n→∞−−−−→ 0 =⇒ ∀ > 0,∃N ∈ N : ∀n ≥ N,∫ 1
δ
Kn(t)dt ≤ 
6M
I similarment tenim quelcom semblant per [−1,−δ]. I d’aqu´ı fent servir que
f(x) =
∫ 1
−1 f(x)Kn(t)dt, tenim que, per [δ, 1],
∫ 1
δ
|f(x)− f(x− t)|Kn(t)dt ≤ 2M
∫ 1
δ
Kn(t)dt < 2M · 
6M
=

3
i ana`logamen a [−1,−δ]. I per (−δ, δ),
∫ δ
−δ
|f(x− t)− f(x)|Kn(t)dt < 
3
∫ δ
−δ
Kn(t)dt ≤ 
3
∫ 1
−1
Kn(t)dt =

3
El que ens porta a la segu¨ent desigualtat:
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|f(x)− (Kn ∗ f)(x)| ≤
∫ 1
−1
|f(x)− f(x− t)|Kn(t)dt =∫ −δ
−1
|f(x)− f(x− t)|Kn(t)dt+
∫ δ
−δ
|f(x)− f(x− t)|Kn(t)dt+∫ 1
δ
|f(x)− f(x− t)|Kn(t)dt ≤ 
3
+

3
+

3
= 
i aixo` prova un cop me´s el teorema d’aproximacio´ de Weierstraß.  QED.
2.2 Aproximacio´ per polinomis de Tonelli
Aquesta aproximacio´ e´s una generalitzacio´ de l’aproximacio´ de Landau a un in-
terval tancat qualsevol [a, b]. Seguirem el llibre [7] per anar fent la demostracio´.
Definicio´ 2.2.1: Considerem la sequ¨e`ncia de polinomis
tn(x) =
(1− x2)n∫ 1
−1(1− u2)ndu
, n ∈ N
Sigui 0 < δ < 1. Per (2.1),∫ 1
−1
(1− u2)ndu ≥ 2
n+ 1
D’aqu´ı que
|tn(x)| ≤ n+ 1
2
(1− δ2)n, δ ≤ |x| < 1 (2.2)
Per tant, (∫ −δ
−1
+
∫ 1
δ
)
tn(u)du ≤ (n+ 1)(1− δ2)n
i des que ∫ 1
−1
tn(u)du = 1
tenim que: ∣∣∣ ∫ δ
−δ
tn(u)du− 1
∣∣∣ ≤ (n+ 1)(1− δ2)n (2.3)
Ara suposem que tenim una funcio´ f cont´ınua a [a, b], on 0 < b − a < 1.
Podem trobar una extensio´ cont´ınua de la funcio´ a l’interval [α, β], on α < a <
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b < β, β − α < 1. Llavors definim l’ene`ssim polinomi de Tonelli per a la funcio´
f com:
Tn(x) :=
∫ β
α
f(u)tn(u− x)du (2.4)
Teorema 2.2.2: Tn(x)
n→∞−−−−→ f(x) uniformement a [a, b].
Dem.: Com f e´s cont´ınua, llavors |f(x)| ≤ M, x ∈ [a, b] per a alguna con-
stant M > 0. Sigui  > 0. Com f e´s uniformement cont´ınua a [α, β], ∃δ >
0 : |f(y) − f(z)| < 2 si α ≤ z ≤ y ≤ β i |y − z| < δ. Tambe´ demanem que
δ < min(a− α, β − b). Per tant per x ∈ [a, b] hem de tenir:
[x− δ, x+ δ] ⊂ [α, β] ⊂ [x− 1, x+ 1]
Per tant, si x ∈ [a, b], ja que ∫ β
α
tn(u)f(x)du = f(x) degut a que` la integral
sense f(x) do´na 1, tenim:
Tn(x)− f(x) =
∫ β
α
f(u)tn(u− x)du− f(x) =
∫ x−δ
α
f(u)tn(u− x)du+∫ β
x+δ
f(u)tn(u− x)du+
∫ x+δ
x−δ
f(u)tn(u− x)du− f(x) =(∫ −δ
α−x
+
∫ β−x
δ
+
∫ δ
−δ
)
(f(x+ u)− f(x))tn(u)du+ f(x)
(∫ δ
−δ
tn(u)du− 1
)
Fent servir (2.2), (2.3) i (2.4), tenim que:
|Tn(x)− f(x)| ≤ 1
2
M(n+ 1)(1− δ2)n + 
2
+M(n+ 1)(1− δ2)n
Escollint n0 prou gran com perque`
3
2M(n + 1)(1 − δ2)n ≤ 2 per n ≥ n0
tenim que |Tn(x)− f(x)| <  per x ∈ [a, b], n ≥ n0.  QED.
2.3 Aproximacio´ fent servir variables aleato`ries
2.3.1 Definicions pre`vies
Aqu´ı ens centrarem en una se`rie de resultats que no ve´nen del mo´n de l’ana`lisi,
sino´ del de la probabilitat. Per tant, cal donar unes definicions pre`vies i uns
resultats previs abans d’anar cap al teorema d’aproximacio´ de Weierstraß:
Definicio´ 2.3.1: Ω espai mostral, A ⊆ P(Ω) e´s una σ-a`lgebra
d’esdeveniments si:
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1. ∅ ∈ A
2. A1, A2, ... ∈ A =⇒
⋃∞
n=1An ∈ A
3. A ∈ A =⇒ Ac ∈ A
Definicio´ 2.3.2: La probabilitat e´s una funcio´:
Pr : A → R
que satisfa` les condicions de probabilitat:
1. 0 ≤ Pr(A) ≤ 1 ∀A ∈ A
2. Pr(Ω) = 1
i de mesura:
1. Pr(A) ≥ 0 ∀A ∈ A
2. Pr(∅) = 0
3. A1, A2, ... ∈ A, An ∩Am = ∅ ∀n 6= m =⇒
Pr(
⋃∞
n=1An) =
∑∞
n=1 Pr(An)
Definicio´ 2.3.3: {Ai : i ∈ I} e´s independent si ∀J ⊆ I, Pr(
⋂
i∈J Ai) =∏
i∈J Pr(Ai).
Definicio´ 2.3.4: Una variable aleato`ria e´s una funcio´:
X : Ω→ R
ω 7→ X(ω)
tal que {ω ∈ Ω : X(ω) ≤ x} ∈ A ∀x ∈ R. En aquest cas es pot posar
X ≤ x.
Definicio´ 2.3.5: Funcio´ de distribucio´ de X:
FX : R→ [0, 1]
x 7→ Pr(X ≤ x)
Definicio´ 2.3.6: Dues variables aleato`ries X, Y so´n independents si {X ≤
x}, {Y ≤ y} so´n independents ∀x, y ∈ R.
Definicio´ 2.3.7: Dues variables aleato`ries X, Y so´n ide`nticament
distribu¨ıdes si tenen la mateixa funcio´ de distribucio´.
Definicio´ 2.3.8: Funcio´ de probabilitat de X:
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1. Cas discret: Pr(X = x)
2. Cas continu: fX(x) : FX(x) =
∫ x
−∞ f(t)dt
Definicio´ 2.3.9: Esperanc¸a de X: E(X) =
1. Cas discret:
∑
x∈Img(X) xPr(X = x)
2. Cas continu:
∫ +∞
−∞ xfX(x)dx
Teorema de l’esperanc¸a (2.3.10): X variable aleato`ria, g : R → R.
Llavors:
1. Cas discret: E(g(X)) =
∑
x∈Img(X) g(x)Pr(X = x)
2. Cas continu: E(g(X)) =
∫ +∞
−∞ g(x)fX(x)dx
sempre que E(|g(X)|) existeixi.
Definicio´ 2.3.11: X,X1, X2, ... variables aleato`ries. Definim:
1. Converge`ncia quasi segura: Xn
q.s.−−→ X si Pr({ω ∈ Ω : Xn(ω) n→∞−−−−→
X(ω)}) = 1
2. Converge`ncia en mitjana r-e`sima: Xn
r−→ X si E(|Xn −X|r) n→∞−−−−→ 0
2.3.2 Demostracio´ del teorema: GNSL
Teorema 2.3.12 (Llei Forta dels Grans Nombres, GNSL): Siguin
X1, X2, ... variables aleato`ries independents i ide`nticament distribu¨ıdes, amb
E(X1) = µ,E(X21 ) <∞. Aleshores:
1
n
n∑
i=1
Xi
q.s.,2−−−→ µ
I amb tota aquesta bateria de conceptes previs, escollim les variables
aleato`ries Xn amb la distribucio´ B(p), 0 < p < 1, on B(p) e´s la variable aleato`ria
amb funcio´ de distribucio´ 0 per valors negatius, 1-p per valors entre 0 i 1, i 1 per
la resta. Despre´s, sabent que l’esperanc¸a de B(p) e´s p, i aplicant els teoremes
de l’esperanc¸a i de la GNSL, tenim que:
E
(
f
( 1
n
n∑
i=1
Xi
))
→ f(p)
I aquest fet com a corol·lari del GNSL demostra el Teorema d’Aproximacio´
de Weierstraß, ja que podem entendre el polinomi de Bernstein de f com:
Bn,f (p) = E
(
f
( 1
n
n∑
i=1
Xi
))
i a l’e´sser f cont´ınua, el l´ımit quan n→∞ pot entrar a dins.  QED.
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2.4 Demostracio´ original de Weierstraß
Aqu´ı tenim la demostracio´ original que va fer servir en Karl Weierstraß al seu
teorema d’aproximacio´ de funcions per polinomis. Aqu´ı seguirem el llibre [4].
Teorema 2.4.1: Per a una funcio´ f : R → R fitada in uniformement
cont´ınua, i h > 0, definim la seva convolucio´ amb la Gaussiana:
Sh(f)(x) :=
1
h
√
pi
∫
R
f(t)e−
(t−x)2
h2 dt
Notem que
∫
R e
− (t−x)2
h2 dt = h
√
pi. Llavors Sh(f)
h→0−−−→ f .
Dem.: Sigui  > 0. Llavors ∃δ > 0 : |x − y| < δ =⇒ |f(x) − f(y)| < /2.
Com f e´s fitada, tenim que |f(x)| ≤ M ∀x ∈ R. Com h → 0, considerem
h < δ
√
pi/(4M), i llavors tenim:
|Sh(f)(x)− f(x)| =
∣∣∣ 1
h
√
pi
∫
R
|f(t)− f(x)|e− (t−x)
2
h2 dt
∣∣∣ =
1
h
√
pi
∫
|x−t|<δ
|f(t)− f(x)|e− (t−x)
2
h2 dt+
1
h
√
pi
∫
|x−t|≥δ
|f(t)− f(x)|e− (t−x)
2
h2 dt ≤

2
+
2M
h
√
pi
∫
|x−t|≥δ
e−
(t−x)2
h2 dt =

2
+
2M√
pi
∫
|y|≥ δh
e−y
2
dy ≤

2
+
2hM
δ
√
pi
∫
|y|≥ δh
|y|e−y2dy ≤ 
2
+
4hM
δ
√
pi
∫ ∞
0
ye−y
2
dy =

2
+
2hM
δ
√
pi
< 
on hem fet servir el canvi de variables y = (t − x)/h a la tercera igualtat, i
que 1 ≤ h|y|/δ a la segona desigualtat.  QED.
I arrel d’aixo` ja tenim un cop me´s la demostracio´ del Teorema d’Aproximacio´
de Weierstraß:
Per f ∈ C([a, b]), podem extendre-la a una funcio´ fitada i uniformement
cont´ınua a R. En particular, ∃R > 0 : ∀|x| > R, f(x) = 0. Sigui  > 0 i M tal
que |f(x)| < M ∀x ∈ R. Pel teorema anterior, ∃h0 > 0:
|Sh0(f)(x)− f(x)| <

2
Com que f(t) = 0 ∀|t| > R, la se`rie de pote`ncies de e−x2 convergeix uni-
formement a [− 2Rh0 , 2Rh0 ]. D’aqu´ı treiem que ∃N ∈ N:∣∣∣ 1
h0
√
pi
(
e
− (t−x)2
h20 −
N∑
n=0
(−1)n(x− t)2n
k!h2n0
)∣∣∣ < 
4RM
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∀|x| ≤ R,∀|t| ≤ R =⇒ |x− t| ≤ 2R. Aixo` implica que:
∣∣∣Sh0(f)(x)− 1h0√pi
∫ R
−R
f(t)
N∑
n=0
(−1)n(x− t)2n
k!h2n0
dt
∣∣∣ < 
2
∀|x| ≤ R. Definim el polinomi P com:
P (x) :=
1
h0
√
pi
∫ R
−R
f(t)
N∑
n=0
(−1)n(x− t)2n
k!h2n0
dt
I P e´s un polinomi de grau com a molt 2N tal que:
|Sh0(f)(x)− P (x)| <

2
∀|x| ≤ R. D’aqu´ı concloem que |f(x) − P (x)| < ∀x ∈ [a, b]. En altres
paraules, P aproxima f .  QED.
2.5 Demostracio´ de Lebesgue
Per fer les demostracions, seguirem la refere`ncia [2].
Lema 2.5.1: f cont´ınua a [0, 1]. Llavors es pot aproximar mitjanc¸ant splines
lineals.
Dem.: Prenem δ > 0 tal que si |u − v| < δ =⇒ |f(u) − f(v)| < 2 , per
continu¨ıtat uniforme. Prenem xi, i = 0 : n, amb 0 = x0 < x1 < ... < xn = 1
amb |xi+1 − xi| < δ. Definim φ tal que φ(xi) = f(xi) ∀i = 0 : n i tal que φ e´s
lineal entre les xi’s. Per tant si xi < x < xi+1, llavors:
φ(x) =
f(xi+1)− f(xi)
xi+1 − xi (x− xi) + f(xi)
Llavors:
|f(x)− φ(x)| =
∣∣∣f(x)− (f(xi+1)− f(xi)
xi+1 − xi (x− xi) + f(xi)
)∣∣∣ =∣∣∣f(x)− ( x− xi
xi+1 − xi f(xi+1) +
(
1− x− xi
xi+1 − xi
)
f(xi)
)∣∣∣ =∣∣∣ x− xi
xi+1 − xi (f(x)− f(xi+1)) +
(
1− x− xi
xi+1 − xi
)
(f(x)− f(xi))
∣∣∣ ≤
x− xi
xi+1 − xi |f(x)− f(xi+1)|+
(
1− x− xi
xi+1 − xi
)
|f(x)− f(xi)| <
1 · 
2
+ 1 · 
2
= .  QED.
Definicio´ 2.5.2: Per tot real a, definim φa(x) := max(x− a, 0).
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Lema 2.5.3: La funcio´ φ(x) del lema 2.5.1 es pot escriure com:
φ(x) = f(0) +
n−1∑
i=1
aiφxi(x)
Dem.: La funcio´ φ(x) e´s clarament lineal per a x 6∈ {x0, ..., xn}. Tot el que
necessitem saber e´s com trobar a0, ..., an−1 de manera que φ(xi) = f(i). Aixo`
e´s equivalent a resoldre el segu¨ent sistema:
φ(x0) = f(0)
φ(x1) = f(0) + a0φx0(x1) = f(x1)
...
φ(xn) = f(0) + a0φx0(xn) + ...+ an−1φxn−1(xn) = f(xn)
Aquest sistema pot e´sser resolt recursivament, el que demostra el lema.
 QED.
Observacio´: Els lemes 2.5.1 i 2.5.3 diuen que si podem aproximar φa(x)
per polinomis, tambe´ ho podem fer amb f . Pero` φa(x) =
1
2 (|x− a|+ (x− a)),
per aixo` en realitat hem d’aproximar |x− a| a [0, 1]. Per aixo` n’hi ha prou amb
aproximar |x| a un interval de la forma [−A,A]. Pero` si podem aproximar |u| a
[−1, 1], aixo` e´s, si: ∣∣∣|u| − p(u)∣∣∣ < 
A
,−1 ≤ u ≤ 1
llavors prenent u = xA , i:∣∣∣|x| −Ap( x
A
)∣∣∣ < , |x| < A.
Lema 2.5.4: |x| e´s arbitra`riament aproximable per polinomis a |x| < 1.
Dem.: Considerem la funcio´ g(t) :=
√
1− t a 0 ≤ t ≤ 1. Com sabem per
Ana`lisi real que les funcions de la forma (1 + at)α tenen per se`rie de Taylor:
(1 + at)α =
∞∑
k=0
(
α
k
)
aktk (2.5)
particularitzem pel cas a = −1, α = 1/2, i com la successio´ de la se`rie e´s
absolutament convergent a 0, tenim converge`ncia puntual amb radi de con-
verge`ncia 1. Com que la funcio´ a la que convergeix e´s cont´ınua a t = 1, llavors,
pel Teorema d’Abel, convergeix uniformement a [b, 1]∀b > −1, i en particular a
[0, 1].
Ara, com |x| ≤ 1 implica 0 ≤ 1 − x2 ≤ 1, llavors sabent que |x| =√
1− (1− x2), llavors nome´s cal engegar Tn(1−x2), on Tn(t) e´s el polinomi de
Taylor de grau n resultat de truncar (2.5), que e´s un altre polinomi.  QED.
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2.6 Demostracio´ de Vy´borny´
Aqu´ı prendrem la funcio´ f tal com surt a la introduccio´, i.e., definida a [a, b], i
seguirem l’article original de Vy´borny´ (2005) [6] per fer les demostracions.
Lema 2.6.1: Si a < c− k < c ≤ b llavors ∀η > 0,∃U(x) ∈ R[x]:
1− η < U(x) ≤ 1, a ≤ x ≤ c− k (2.6)
0 ≤ U(x) ≤ 1, c− k < x < c (2.7)
0 ≤ U(x) ≤ η, c ≤ x ≤ b (2.8)
Dem.: Primer denotem l := b−a, i d := c− k2 . Primer cerquem un polinomi
p amb valors entre 0 i 12 a [a, d] i entre
1
2 i 1 a [d, b]. Aixo` e´s fa`cil:
p(x) =
1
2
+
x− d
2l
(2.9)
Despre´s definim:
U(x) := (1− (p(x))n)2n (2.10)
per algun n ∈ N que escollirem me´s tard. O`bviament,
0 ≤ U(x) ≤ 1 ∀a ≤ x ≤ b (2.11)
Fent servir la desigualtat de Bernoulli, que e´s (1+h)n ≥ 1+nh, h ≥ −1, n ∈
N, on reemplacem n per 2n, tenim que:
U(x) ≥ 1− (2p(x))n ≥ 1− (2p(c− k))n ∀a ≤ x ≤ c− k (2.12)
Per l’altra banda, tenim per c ≤ x ≤ b que:
U(x) ≤ 1
(2p(x))n
U(x)(1 + (2p(x))n) ≤ 1
(2p(x))n
(1− p(x)2n)2n ≤ 1
(2p(c))n
(2.13)
Des que 2p(c − k) < 1 i 2p(c) > 1, tenim que limn→∞(2p(c − k))n = 0 i
limn→∞(2p(c))−n = 0. Finalment podem trobar n ∈ N tal que:
(2p(c− k))n < η i 1
(2p(c))n
< η (2.14)
Ara les equacions (2.6), (2.7) i (2.8) ve´nen de les equacions (2.11), (2.12),
(2.13) i (2.14).  QED.
Dit aixo`, demostrarem llavors el Teorema d’Aproximacio´ de Weierstraß,
seguint aquest lema:
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Donat  > 0, sigui S el conjunt de tots els t ≤ b tals que ∃P :
|f(x)− P(x)| <  ∀a ≤ x ≤ t. Per continu¨ıtat de f a a, ∃t0 > a :
|f(x) − f(a)| ≤ . Per aixo` f es pot aproximar per la constant f(a) a [a, t0] i
tenim que S 6= ∅. Sigui s := sup(S). Clarament a < s ≤ b. Per continu¨ıtat de
f a s, ∃δ > 0 : |f(x) − f(s)| ≤ 3 per x ∈ B(s, δ) ∩ (−∞, b]. Per la definicio´ de
s, ∃c : s− δ < c ≤ s i s ∈ S. Per tant, P existeix per a ≤ x ≤ c. Sigui
m := max{|f(x)− P(x)|; a ≤ x ≤ c} (2.15)
i M prou gran tal que:
M > |f(x)− P(x)|+ |f(x)− f(s)| ∀x ∈ [a, b] (2.16)
Apliquem el lema per c− k = s− δ per trobar U amb 0 ≤ η ≤ 1 prou petit
com perque`:
m+Mη <  (2.17)
Mη <
2
3
(2.18)
Aixo` e´s possible perque` m < . Ara definim:
P (x) := f(s) + (P(x)− f(s))U(x) (2.19)
i aixo` satisfa` |f(x)− P (x)| <  a [a, b]. Primer tenim que:
|f(x)− P (x)| ≤ |f(x)− P(x)|U(x) + |f(x)− f(s)|(1− U(x)) (2.20)
Aixo` segueix de (2.7) i (2.18) que a l’interval [a, s− δ],
|f(x)− P (x)| ≤ m+Mη <  (2.21)
A l’interval [s− δ, c] clarament:
|f(x)− P (x)| ≤ U(x) + 
3
(1− U(x)) <  (2.22)
Finalment emprant (2.9), (2.19) i |f(x)− f(s)| < 3 tenim que:
|f(x)− P (x)| ≤MU(x) + 
3
(1− U(x)) <  (2.23)
a [c, s + δ] ∩ [c, b]. Aixo` prova que s = b, altrament la desigualtat |f(x) −
P (x)| <  amb P definida a l’equacio´ (2.9) se satisfaria a [a, s+δ], contra`riament
a la definicio´ de s. Per aixo` aquesta equacio´ se satisfa` a [a, s] = [a, b], i la
demostracio´ s’ha completat.  QED.
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Cap´ıtol 3
Teorema de
Stone-Weierstraß
La idea d’aquesta part sera` demostrar el Teorema de Stone-Weierstraß sense fer
servir el Teorema d’Aproximacio´ de Weierstraß, que fa servir polinomis.
Fins ara hem vist demostracions d’aquest teorema fent servir l’altre, ja que
com les funcions dels reticles so´n cont´ınues, llavors pel TAW es poden aproximar
fent servir polinomis, cosa que hem vist a la part anterior.
No obstant aixo`, me´s aviat tractarem demostracions alternatives sense l’u´s
de polinomis, i de fet, l’u´nic que sera` el TAW e´s res me´s que el corol·lari del
TSW espec´ıfic per a polinomis.
3.1 Demostracio´ fent servir compacitat
Ara seguirem el llibre [5].
Lema 3.1.1: Sigui A ⊂ C(K,R) una suba`lgebra unita`ria tancada, amb K
compacte sobre R. Llavors:
1. Si f ∈ A, i f ≥ 0, llavors √f ∈ A.
2. Si f ∈ A, llavors |f | ∈ A.
3. A e´s un reticle.
Dem.: Per veure (1), cal considerar 0 ≤ f ≤ 1, sense restriccio´, i despre´s
podem escriure f = 1 − g, amb 0 ≤ g ≤ 1. Aplicant l’arrel quadrada als dos
costats, podem aplicar el lema 2.5.4 per t = g(x).
25
26 CAPI´TOL 3. TEOREMA DE STONE-WEIERSTRASS
Per demostrar (2), nome´s cal veure que |f | =
√
f2.
Per veure (3), nome´s cal veure aquestes dues igualtats:
f ∧ g = 1
2
(f + g − |f − g|), f ∨ g = 1
2
(f + g + |f − g|) .  QED.
Ara demostrarem el TSW, amb la versio´: si A e´s suba`lgebra tancada que
conte´ les constants i separa punts, llavors A = C(K,R).
Sigui A ⊆ C(K,R) una suba`lgebra tancada que conte´ les constants i que sep-
ara punts de K. Llavors ∀f ∈ C(K,R) demostrarem que ∃g ∈ A : ‖f −g‖∞ < .
Considerem punts s, t ∈ K. Des que A separa punts, ∃h ∈ A : h(s) 6= h(t).
Llavors ∀λ 6= µ ∈ R, definim H : K → R tal que:
H(v) := µ+ (λ− µ)h(v)− h(t)
h(s)− h(t) ∀v ∈ K
Observem que H ∈ A i H(s) = λ,H(t) = µ. Per tant, per s 6= t, particular-
itzant que λ = f(s), µ = f(t),∃fs,t ∈ A :
fs,t(s) = f(s), fs,t(t) = f(t)
Per tant, fs,t aproxima f a entorns de s i t. Ara fixem s i variem t, i definim:
Ut := {v ∈ K : fs,t(v) < f(v) + }
Ut e´s obert perque` e´s la antiimatge d’un conjunt obert. I tambe´ t ∈ Ut. Per
aixo`
⋃
t∈K Ut e´s un recobriment obert de K. Com K e´s compacte, ∃t1, ..., tn :
K ⊆
n⋃
i=1
Uti
Sigui
hs :=
n
min
i=1
fs,ti
Llavors, com A e´s suba`lgebra unita`ria tancada, pel lema 3.1.1, tenim que
hs ∈ A perque` A e´s reticle, i hs(s) = f(s), h(s) < f(s) + . Ara definim:
Vs := {v ∈ K : hs(v) > f(v)− }
Notem que Vs e´s obert, i pel mateix argument que abans, ∃s1, ..., sm :
K ⊆
m⋃
j=1
Vsj
Fent servir la mateixa idea, posem
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g :=
m
max
j=1
hsj
Per tant, g ∈ A, i:
f −  < g < f + 
Aixo` e´s:
‖f − g‖∞ < .  QED.
I d’aqu´ı com a corol·laris surten directament que tant els polinomis en n
variables com els polinomis trigonome`trics 2pi-perio`dics en R so´n densos en
C(K,R).
3.2 Demostracio´ de Brosowski i Deutsch
Aqu´ı farem servir certes te`cniques ja vistes al cap´ıtol dedicat a Vy´borny´. Nome´s
que la notacio´ al llibre que seguirem, [10], canvia lleugerament: aqu´ı T e´s un
espai topolo`gic compacte, i A ∈ C(T ) una suba`lgebra que conte´ les constants i
separa punts.
Lema 3.2.1: Sigui t0 ∈ T i U un entorn obert de t0. Llavors ∃t0 ∈ V ⊂ U
obert tal que ∀ > 0,∃x ∈ A :
• 0 ≤ x(t) ≤ 1 ∀t ∈ T
• x(t) < , t ∈ V
• x(t) > 1− , t ∈ T\U
Dem.: ∀t ∈ U,∃gt ∈ A : gt(t) 6= gt(t0). Per tant ht(s) := gt(s)− gt(t0) ∈ A, i
ht(t) 6= ht(t0) = 0. La funcio´ pt := h
2
t
‖h2t‖ e´s a A, pt(t0) = 0, pt(t) > 0 i 0 ≤ pt ≤ 1.
Sigui Ut := {s ∈ T : pt(s) > 0}. Per tant Ut e´s un entorn de t. Per com-
pacitat de T\U , ∃t1, ..., tm : T\U ⊂
⋃m
i=1 Uti . Sigui p :=
1
m
∑m
i=1 pti . Per tant
p ∈ A, 0 ≤ p ≤ 1, p(t0) = 0, p > 0 a T\U .
Un altre cop fent servir la compacitat de T\U , ∃0 < δ < 1 : p ≥ δ a T\U .
Sigui V := {t ∈ T : p(t) < δ2}. Per tant e´s un entorn de t0, i V ⊂ U .
Sigui k l’enter me´s petit tal que e´s me´s gran que 1δ . Per tant k− 1 ≤ 1δ , que
implica k ≤ 1+δδ < 2/δ =⇒ 1 < kδ < 2. Considerem qn(t) := (1−p(t)n)k
n
, n ∈
N. Llavors tenim:
qn(t) = (1− p(t)n)kn ≥ 1− knp(t)n = 1− (kp(t))n ≥ 1−
(
k
δ
2
)n n→∞−−−−→ 1
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i ho fa uniformement en V, ja que no depe`n de t. Si t ∈ T\U , tenim que
kp(t) ≥ kδ > 1. I per tant tenim:
qn(t) = (1− p(t)n)kn = 1
(kp(t))n
(1− p(t)n)kn · knp(t)n ≤
1
(kp(t))n
(1− p(t)n)kn · (1 + knp(t)n) ≤(a) 1
(kp(t))n
(1− p(t)n)kn ·
(1 + p(t)n)k
n
=
1
(kp(t))n
(1− p(t)2n)kn ≤(b) 1
(kδ)n
n→∞−−−−→(c) 0
a T\U , on a (a) hem aplicat Bernoulli, a (b) que (1−p(t)2n)kn ≤ 1 i p(t) ≥ δ
i a (c) que kδ > 1. Si n e´s prou gran, e´s a dir, ∃n0 ∈ N, tenim que ∀n ≥ n0:
0 ≤ qn(t) ≤ 1 (sempre)
qn(t) <  a T\U
qn(t) > 1−  a V
I llavors prenem x(t) := 1− qn(t), i compleix que:
0 ≤ x(t) ≤ 1
x(t) <  a V
x(t) > 1−  a T\U
 QED.
Lema 3.2.2: Siguin B i C dos subconjunts disjunts tancats de T . Per
0 <  < 1,∃x ∈ A :
• 0 ≤ x(t) ≤ 1, t ∈ T
• x(t) < , t ∈ B
• x(t) > 1− , t ∈ C
Dem.: Sigui U := T\C. Per cada t ∈ B, escollim l’entorn Vt com al lema
3.2.1. ∃t1, ..., tm ∈ B : B ⊂
⋃m
i=1 Vti . Per la seva eleccio´, ∀i ∈ [m],∃xi ∈ B
amb 0 ≤ xi ≤ 1, xi < /m a Vti , xi > 1 − /m a T\U = C. Per tant la funcio´
x :=
∏m
i=1 xi pertany a A, 0 ≤ x ≤ 1, x < /m <  a
⋃m
i=1 Vti ⊃ B, ja que
les xi(t) so´n < /m a Vti i ≤ 1 a la resta de T , i emprant la desigualtat de
Bernoulli, tenim que x ≥ (1− /m)m ≥ 1−m/m = 1−  a C.  QED.
Ara tornem al Teorema de Stone-Weierstraß. Siguin f ∈ C(T ),  > 0. Nome´s
cal veure que ∃g ∈ A : ∀t ∈ T, |f(t)− g(t)| < 2. Podem suposar que f ≥ 0 fent
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el canvi a f + ‖f‖, i tambe´  < 1/3. Escollim un enter n tal que (n− 1) ≥ ‖f‖.
Per a j = 0, ..., n definim els subconjunts:
Bj :=
{
t ∈ T : f(t) ≤
(
j − 1
3
)

}
Cj :=
{
t ∈ T : f(t) ≥
(
j +
1
3
)

}
Notem que Bj , Cj so´n subconjunts disjunts de T ,
∅ = B0 ⊂ B1 ⊂ ... ⊂ Bn = T , i C0 ⊃ C1 ⊃ ... ⊃ Cn = ∅. El lema 3.2.2 implica
que ∃xj ∈ A : 0 ≤ xj ≤ 1, xj < /n a Bj , i xj > 1− /n a Cj .
Per tant la funcio´ g := 
∑n
i=0 xi e´s a A, ja que e´s suba`lgebra. ∀t ∈ T, ∃j ≥
1 : t ∈ Bj\Bj−1, que implica:(
j − 4
3
)
 < f(t) ≤
(
j − 1
3
)
, i
t ∈ Bj ⊂ Bj+1 ⊂ · · · =⇒ xi(t) < /n ∀i ≥ j (3.1)
Tambe´ t ∈ Ci per cada i ≤ j − 2 que implica
xi(t) > 1− /n ∀i ≤ j − 2 (3.2)
Emprant (3.1) obtenim:
g(t) = 
j−1∑
i=0
xi(t) + 
n∑
i=j
xi(t) ≤
j− (n− j + 1)/n ≤ j+ 2 < (j + 1/3)
I d’altra banda, per a j ≥ 2, emprant (3.2) obtenim:
g(t) ≥ 
j−2∑
i=0
xi(t) ≥ (j − 1)(1− /n) =
(j − 1)− ((j − 1)/n)2 > (j − 1)− 2 > (j − 4/3)
La desigualtat g(t) > (j − 43 ) e´s o`bvia per a j = 1. Per tant tenim:
|f(t)− g(t)| ≤
(
j +
1
3
)
−
(
j − 4
3
)
 =
5
3
< 2
d’on hem fet servir (j − 4/3) < f(t) ≤ (j − 1/3), (j − 4/3) < g(t) <
(j + 1/3), i t ∈ Bj .  QED.
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3.3 Demostracio´ en espais me`trics
Tot seguint el llibre [17], procedirem amb una se`rie de lemes per passos. Aqu´ı
suposarem tota l’estona que X e´s un espai me`tric compacte, i A ∈ C(X,R) e´s
una suba`lgebra que conte´ les constants i separa punts.
Lema 3.3.1: El ma`xim i mı´nim puntuals de diverses funcions a la clausura
de la suba`lgebra A es mante´ a la clausura.
Abans de demostrar aquest lema, demostrarem suposant-lo el TSW. N’hi ha
dos passos:
1. Donada f ∈ C(X,R), x ∈ X,  > 0,∃gx ∈ A¯ : gx(x) = f(x), gx(y) ≤
f(y) +  ∀y ∈ X.
2. Fent servir compacitat, ∃x1, ..., xN ∈ X : φ(x) := maxNi=1{gxi(x)} satisfa`
f(y)−  ≤ φ(y) ≤ f(y) +  ∀y ∈ X. Per tant ∀ > 0,∃φ ∈ A¯ : ‖f − φ‖ ≤
 =⇒ f ∈ A¯.
Dem.:
1. Donat z 6= x,∈ X, sigui hz ∈ A¯ satisfent hz(x) = f(x) i hz(z) = f(z)+/2,
de la propietat d’interpolacio´, per la proposicio´ 1.3.3. Per continu¨ıtat,
∃z ∈ Vz ⊂ X : ∀y ∈ Vz, hz(y)− f(y) ≤ |hz(y)− hz(z)|+ |hz(z)− f(y)| ≤
/2+|f(z)+/2−f(y)| ≤ 2. Aixo` defineix un recobriment obert {Vz}z∈X
de X. Agafant un subrecobriment finit {Vzi}Ni=1 de X, pel lema 3.3.1,
trobem la funcio´ g = minNi=1{hzi} desitjada, i e´s a A¯ i satisfa` les condicions
demanades.
2. Sigui f ∈ C(X,R),  > 0, x ∈ X, gx ∈ A¯ la funcio´ del pas 1. Per continu¨ıtat
∃x ∈ Ux ⊂ X : gx(y) ≥ f(y) − ∀y ∈ Ux. Pel mateix argument d’abans,
recobrim X amb un subrecobriment finit {Uxi}Ni=1. I la funcio´ desitjada
φ = maxNi=1{gxi} ∈ A¯ i satisfa` |φ(y)− f(y)| < .  QED.
Ara podem emprar el teorema de Dini per poder demostrar aquest lema:
Pas 1: ∃ una sequ¨e`ncia de funcions (un)n de polinomis reals que aproximen√
t uniformement a [0, 1].
Definim un per recurre`ncia, posant u1 = 0, i:
un+1(t) = un(t) +
1
2
(t− un(t)2)
Podem veure que si calculem el l´ımit d’aquesta successio´, tenim que:
L(t) = L(t) +
1
2
(t− L(t)2) =⇒ L(t) = √t (3.3)
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Demostrem per induccio´ que un+1 ≥ un i un(t) ≤
√
t a [0, 1]. Se segueix de
la relacio´ recursiva que el primer fet se segueix del segon. Per l’altra banda,
(
√
t−un+1(t)) = (
√
t−un(t))− 1
2
(t−un(t)2) = (
√
t−un(t))
(
1− 1
2
(
√
t+un(t))
)
amb la hipo`tesi d’induccio´ que
√
t−un(t) ≥ 0, per tant, un(t) ≤
√
t i juntant
les dues fo´rmules, surt que
√
t+ un(t) ≤ 2
√
t, i com que 1−√t ≥ 0 perque` t e´s
definida a [0, 1], llavors el segon factor e´s positiu. Per tant tenim converge`ncia
puntual de un cap a
√
t, ja que tenim una successio´ creixent i fitada superior-
ment, pel que te´ l´ımit puntual, i la converge`ncia uniforme se segueix del teorema
de Dini, ja que
√
t e´s cont´ınua a [0, 1].
Pas 2: Si f ∈ A¯, llavors |f | ∈ A¯.
Sigui a := ‖f‖∞. La funcio´ f2/a2 e´s a A¯ des que e´s una a`lgebra i pren valors
a [0, 1]. Si un(t) so´n les funcions del pas 1, les composicions un ◦ (f2/a2) so´n a
A¯, i convergeixen uniformement a |f |/a.
Pas 3: Si f, g ∈ A, tenim que max{f, g},min{f, g} ∈ A¯, ja que:
max{f, g} = 1
2
(f + g + |f − g|),min{f, g} = 1
2
(f + g − |f − g|)
Pas 4: El ma`xim i mı´nim puntuals de diverses funcions a A¯ roman a A¯: se
segueix del pas 3, minimitzant des de quantitats finites de conjunts a un nombre
finit de comparacions dos a dos.  QED.
Corol·lari 3.3.2 (TSW): C(X,R) e´s separable. Nome´s cal agafar boles
obertes de radi 1/n centrades a un punt qualsevol de X, i agafar-ne un nombre
finit, per compacitat.  QED.
3.4 TSW per espais me`trics totalment fitats
Per definir els segu¨ents conceptes, seguirem el llibre [18].
Definicio´ 3.4.1: Si f, g ∈ Cu(X) (funcions uniformement cont´ınues), amb
X espai me`tric totalment fitat,  > 0, ∨,∧ ja definides abans, i Φ un espai de
funcions cont´ınues, llavors la clausura uniforme U(Φ) es defineix per:
U(g, f, ) :⇐⇒ ∀x ∈ X, |g(x)− f(x)| ≤ 
U(Φ, f) :⇐⇒ ∀ > 0,∃g ∈ Φ : U(g, f, )
U(Φ) := {f ∈ Cu(X) : U(Φ, f)}
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Obs.: Si Φ e´s suba`lgebra, tambe´ ho e´s U(Φ). I a me´s, si el primer ho e´s per
|.|, tambe´ ho e´s el segon.
Per veure-ho, tenim clar per la desigualtat triangular que les combinacions
lineals de funcions de U(Φ) tambe´ hi son. Cal veure que el producte de funcions
tambe´ hi e´s: si |f1| < M1, |f2| < M2, cosa que e´s certa, perque` X e´s compacte,
tenim que:
|f1f2−g1g2| ≤ |f1f2−f1g2|+ |f1g2−g1g2| < 
2M1
·M1 + 
2M2
·M2 = 
2
+

2
= 
I si a me´s e´s tancat pel valor absolut, llavors tenint en compte que∣∣|f | − |g|∣∣ <  ⇐⇒ − < |f | − |g| <  =⇒ |f | < |g|+ 
tenim que:
−  < f − g <  ⇐⇒ g −  < f < g +  =⇒ |f | < max{|g ± |} ≤ |g|+ 
tal com vol´ıem veure. I les operacions ∨,∧ se segueixen automa`ticament.
Per veure els dos segu¨ents lemes, seguirem el llibre [21].
Lema 3.4.2: Si Φ e´s tancat sota la suma i la multiplicacio´ interna i per
escalars, llavors U(Φ) ho e´s sota |.|,∨,∧.
Dem.: Siguin H := U(Φ), i f ∈ Φ. Clarament H e´s una suba`lgebra, per
l’observacio´ anterior. Agafem c > 0 prou petit com perque` ‖cf‖ ≤ 1. Sigui
 > 0, i p el polinomi de la observacio´ del lema 2.5.3. Per tant,∣∣|cf(x)| − p(cf(x))∣∣ ≤ , x ∈ X
Des que p ◦ (cf) ∈ H, i  e´s arbitrari, llavors |cf | ∈ H, per tant, |f | ∈ H.
Les operacions de ma`xim i mı´nim se segueixen automa`ticament.  QED.
Lema 3.4.3: Si Φ e´s tancat sota la suma i la multiplicacio´ interna i per es-
calars, i f ∈ Cu(X) e´s tal que ∀x ∈ X,∃c > 0 : |f(x)| ≥ c, llavors 1/f ∈ Cu(X).
Dem.: Siguin h ∈ H i λ := h2/‖h‖2. Sigui 0 < c := inf{|h(x)| : x ∈ X}.
Llavors c2/‖h‖2 ≤ λ ≤ 1, per tant, |1− λ| ≤ 1− c2/‖h‖2 < 1. D’aqu´ı tenim la
converge`ncia uniforme de la se`rie:
∞∑
n=0
h(1− λ)n
‖h‖2 =
h
‖h‖2(1− (1− λ)) =
1
h
Des que cada terme de la se`rie pertany a H, i H e´s tancat, llavors 1/h ∈ H.
 QED.
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Definicio´ 3.4.4: Sigui dx0(x) := d(x0, x). Llavors
U0(X) := {dx0 : x0 ∈ X}
U∗0 (X) := U0(X) ∪ {1¯}
Corol·lari 3.4.5: Si x0, y0 ∈ X so´n tals que d(x0, y0) > 0 llavors 1 ∈
U(A(U0(X))).
Dem.: Si x ∈ X, llavors 0 < d(x0, y0) ≤ dx0(x) + dy0(x) ∈ A(U0(X)). Pel
lema 3.4.3 tenim que 1dx0+dy0
∈ U(A(U0(X)). Per tant, 1 ∈ U(A(U0(X)). 
QED.
Definicio´ 3.4.6: Si F(X) denota les funcions reals en X, el conjunt de
funcions Lipschitz Lip(X) a (X, d) es defineix com:
Lip(X, k) := {f ∈ F(X) : ∀x, y ∈ X, |f(x)− f(y)| ≤ kd(x, y)}
Lip(X) :=
⋃
k≥0
Lip(X, k)
Notem que aquest conjunt e´s contingut a les funcions uniformement
cont´ınues, conte´ U0(X) i les constants, i e´s tancat per la suma i la multiplicacio´
interna i per constants. E´s fa`cil de comprovar:
Si x0 ∈ X, llavors |d(x0, x) − d(x0, y)| ≤ d(x, y) ∀x, y ∈ X, per tant,
U0(X) ⊆ Lip(X, 1). Clarament, les constants so´n contingudes a Lip(X, k) ∀k ≥
0. Recordem que f · g = 12 ((f + g)2 − f2 − g2), i si Mf > 0 e´s una fita de f , e´s
immediat veure que:
f ∈ Lip(X, k1), g ∈ Lip(X, k2) =⇒ f + g ∈ Lip(X, k1 + k2)
f ∈ Lip(X, k), λ ∈ R =⇒ λf ∈ Lip(X, |λ|k)
f ∈ Lip(X, k) =⇒ f2 ∈ Lip(X, 2Mfk).  QED.
 QED.
Lema 3.4.7: Si Φ = A(U∗0 (X)), llavors Lip(X) ⊆ U(Φ).
Dem.: N’hi ha prou amb demostrar que Lip(X, 1) ⊆ U(Φ), des que f ∈
Lip(X, k) per cert k > 0, per tant f/k ∈ Lip(X, 1), i tenim ∀ > 0, θ ∈ Φ,
U(θ,
1
k
f,

k
) =⇒ U(kθ, f, )
Suposem despre´s que f ∈ Lip(X, 1),  > 0. Trobem g ∈ U(Φ) tal que
U(g, f, ), per tant, f ∈ U(U(Φ)) = U(Φ). Me´s espec´ıficament, si {z1, ..., zm}
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e´s una /2-aproximacio´ de X, trobem g ∈ U(Φ) tal que g(zi) = f(zi) ∀i =
1 : m, i |g(x) − g(zi)| = |g(x) − f(zi)| ≤ /2∀x ∈ X, zi tal que d(x, zi) ≤ /2.
Consequ¨entment,
|g(x)− f(x)| ≤ |g(x)− g(zi)|+ |g(zi)− f(zi)|+ |f(zi)− f(x)| ≤

2
+ 0 + d(zi, x) ≤ 
2
+

2
= 
Definim:
g :=
m∧
k=1
(f(zk) + dzk)
Des que f(zk) + dzk ∈ Φ, i des que pel lema 3.4.2 U(Φ) e´s tancat respecte
∧, llavors g ∈ U(Φ). A me´s,
g(zi) =
m∧
k=1
(f(zk) + d(zk, zi)) ≤ f(zi) + d(zi, zi) = f(zi)
Per la desigualtat contra`ria suposem que f(zi) < g(zi) i arribem a una
contradiccio´. Si a, b, c ∈ R, hom pot veure que a ∧ b < c =⇒ a < c ∨ b < c.
D’aqu´ı surt que:
m∧
i=1
(f(zk) + d(zk, zi)) < f(zi) =⇒ ∃j ∈ [m] : f(zj) + d(zj , zi) < f(zi)
=⇒ d(zj , zi) < f(zi)− f(zj) ≤ |f(zi)− f(zj)| ≤ d(zj , zi)
que e´s una contradiccio´. Fent servir la igualtat g(zi) = f(zi) tenim que:
g(x) =
m∧
k=1
(f(zk) + dzk(x)) ≤ f(zi) + dzi(x) =⇒
g(x)−g(zi) ≤ f(zi)+dzi(x)−g(zi) = f(zi)+dzi(x)−f(zi) = dzi(x) ≤

2
(3.4)
Si k ∈ [m], llavors f(zi) − f(zk) ≤ |f(zi) − f(zk)| ≤ d(zi, zk) ≤ d(zi, x) +
d(x, zk), per tant,
∀k ∈ [m], f(zi)− d(zi, x) ≤ f(zk)− d(zk, x) =⇒
f(zi)− d(zi, x) ≤
m∧
k=1
(f(zk) + d(zk, x)) ⇐⇒
f(zi)−
m∧
k=1
(f(zk) + d(zk, x)) ≤ d(zi, x) =⇒
g(zi)− g(x) ≤ d(zi, x) =⇒ g(zi)− g(x) ≤ 
2
(3.5)
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De (3.4) i (3.5) surt que |g(x)− g(zi)| ≤ /2.  QED.
Lema 3.4.8: Si f ∈ Cu(X),  > 0, llavors ∃σ > 0, g, g∗ ∈ Lip(X,σ) tals que:
1. ∀x ∈ X, f(x)−  ≤ g(x) ≤ f(x) ≤ g∗(x) ≤ f(x) + .
2. ∀e ∈ Lip(X,σ), e ≤ f =⇒ e ≤ g.
3. ∀e∗ ∈ Lip(X,σ), f ≤ e∗ =⇒ g ≤ e∗.
Dem.: 1. Sigui ωf un mo`dul de continu¨ıtat de f , i Mf > 0 una fita de f .
Definim les funcions hx : X → R i g : X → R per:
hx := f + σdx, amb σ :=
2Mf
ωf ()
> 0
g(x) := inf{hx(y) : y ∈ X}
∀x ∈ X. Notem que g(x) e´s ben definida ja que hx ∈ Cu(X) i ∃ inf{hx}.
Primer vegem que g ∈ Lip(X,σ). Si x1, x2, y ∈ X, llavors la desigualtat
d(x1, y) ≤ d(x2, y)+d(x1, x2) implica que f(y)+σd(x1, y) ≤ (f(y)+σd(x2, y))+
d(x1, x2), d’aqu´ı que g(x1) ≤ (f(y) + σd(x2, y)) + σd(x1, x2), per tant, g(x1) ≤
g(x2) +σd(x1, x2). Amb la desigualtat d(x2, y) ≤ d(x1, y) + d(x1, x2) tenim que
g(x2) ≤ g(x1) + σd(x1, x2), i per tant, juntant-les, tenim que |g(x1)− g(x2)| ≤
σd(x1, x2). Despre´s provem que:
∀x ∈ X, f(x)−  ≤ g(x) ≤ f(x)
Des que f(x) = f(x) +σd(x, x) = hx(x) ≥ inf{hx(y) : y ∈ X} = g(x) ∀x ∈
X, tenim que g ≤ f . Per aixo` fixem la x, i demostrem que f(x) −  6> g(x).
Notem que si A ⊆ R, b ∈ R, llavors b > inf(A) =⇒ ∃a ∈ A : a < b. Per tant,
f(x)−  > g(x) ⇐⇒ f(x)−  > inf{f(y) + σd(x, y) : y ∈ X} =⇒
∃y ∈ X : f(x)−  > f(y) + σd(x, y) ⇐⇒ f(x)− f(y) > + σd(x, y)
Per aquest y demostrem que d(x, y) ≤ ωf (). Si passa el contrari, tenim que:
2Mf ≥ f(x) +Mf ≥ f(x)− f(y) > + 2Mf d(x, y)
ωf ()
> + 2Mf > 2Mf
que e´s una contradiccio´. D’aqu´ı, per la continu¨ıtat uniforme de f , tenim que
|f(x)− f(y)| ≤ , per tant la contradiccio´  >  s’assoleix, des que:
 ≥ |f(x)− f(y)| ≥ f(x)− f(y) > + σd(x, y) ≥ 
Ara definim les funcions h∗x : X → R i g∗ : X → R per:
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h∗x := f − σdx, g∗(x) := sup{h∗x(y) : y ∈ X}
∀x ∈ X,σ := 2Mfωf () . De manera semblant a g, obtenim que g∗ ∈ Lip(X,σ) i:
∀x ∈ X, f(x) ≤ g∗(x) ≤ f(x) + 
2. Sigui e ∈ Lip(X,σ) tal que e ≤ f . Si fixem x ∈ X, llavors ∀y ∈
X, e(x) − e(y) ≤ |e(x) − e(y)| ≤ σd(x, y) =⇒ e(x) ≤ e(y) + d(x, y) ≤
f(x) + d(x, y) =⇒ e(x) ≤ g(x).
3. Sigui e∗ ∈ Lip(X,σ) tal que f ≤ e∗. Si fixem x ∈ X, llavors ∀y ∈
X, e∗(y) − e∗(x) ≤ |e∗(y) − e∗(x)| ≤ σd(x, y) =⇒ f(y) + d(x, y) ≤ e∗(y) −
σd(x, y) ≤ e∗(x) =⇒ g∗(x) ≤ e∗(x).  QED.
Proposicio´ 3.4.9 (Teorema de McShane-Kirszbraun per espais
me`trics totalment fitats): Si σ > 0, A ⊆ X e´s local, i f : A→ R ∈ Lip(A, σ),
llavors ∃g, g∗ ∈ Lip(X,σ) : g|A = g∗|A = f i ∀e ∈ Lip(X,σ) tal que e|A = f tenim
que g∗ ≤ e ≤ g.
Dem.: Les funcions g, g∗ definides per g(x) := inf{f(a) + σd(x, a) : a ∈ A} i
g∗(x) := sup{f(a) − σd(x, a) : a ∈ A},∀x ∈ X, so´n ben definides, i satisfan les
propietats demanades.  QED.
Corol·lari 3.4.10: U(Lip(X)) = Cu(X).
Dem.: Si  > 0, llavors les funcions g, g∗ ∈ Lip(X,σ) del lema 3.4.8 satisfan
U(g, f, ), U(g∗, f, ), respectivament.  QED.
Ara nome´s ens cal demostrar el TSW per espais me`trics totalment fitats.
Per aixo`, nome´s ens cal veure que si Φ = A(U∗0 (X)), llavors Cu(X) = U(Φ).
Primer demostrem que Cu(X) ⊆ U(Φ). Si f ∈ Cu(X),  > 0, per tant
pel corol·lari 3.4.10 ∃h ∈ Lip(X) : U(h, f, 2 ), mentre que pel lema 3.4.6,∃g ∈ Φ : U(g, h, 2 ). Per tant se satisfa` U(g, f, ). La inclusio´ contra`ria se
segueix immediatament del fet que tots els elements de U(Φ) so´n a Cu(X). 
QED.
Cap´ıtol 4
Generalitzacions
Aqu´ı farem generalitzacions on el nostre conjunt de funcions A seguira` essent
un espai vectorial, tot i que ja no cal ni que sigui una suba`lgebra ni un reticle.
Aqu´ı se’ns planteja el segu¨ent problema: donat un espai normat de funcions X
i una sequ¨e`ncia de funcions (fi)i en ell, quan aquesta sequ¨e`ncia e´s fonamental
en X, e´s a dir, ∀g ∈ X,∀ > 0,∃n ∈ N i una sequ¨e`ncia d’escalars (ci)i tal que:
∥∥∥g − n∑
i=1
cifi
∥∥∥ <  ??
Una pregunta que es va fer en Bernstein, que surt al llibre [8], e´s: donada
una successio´ de valors positius (λn)n∈N, quan les funcions 1, xλ1 , xλ2 , xλ3 , ...
so´n fonamentals a C([0, 1])??
4.1 Teoremes de Mu¨ntz
En aquest apartat seguirem primer el llibre [15], i despre´s el llibre [13].
Definicio´ 4.1.1:
Xn :=
{ n∑
k=0
akx
λk : a0, ..., an ∈ R
}
X :=
∞⋃
n=0
Xn
Lema 4.1.2: Sigui m > 0. Llavors d(xm, Xn) ≤
∏n
k=1 |1− mλk |.
Dem.: Podem suposar que m 6= λn ∀n. Llavors prenem una successio´ de
funcions (Pn(x))n tal que P0(x) = x
m i:
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Pn(x) = (λn −m)xλn
∫ 1
x
t−1−λnPn−1(t)dt ∀n ≥ 1
Per exemple,
P1(x) = (λ1 −m)xλ1
∫ 1
x
t−1−λ1P0(t)dt = [−xλ1tm−λ1 ]1x = xm − xλ1
Per induccio´, Pn e´s de la forma x
m −∑nk=0 akxλk per alguns escalars (ak):
Pn(x) = (λn −m)xλn
∫ 1
x
t−1−λnPn−1(t)dt =
(λn −m)xλn
∫ 1
x
t−1−λn
(
tm −
n−1∑
k=0
akt
λk
)
dt =
xm − xλn + (λn −m)
n−1∑
k=0
ak
λn − λk (x
λk − xλn)
Finalment ‖P0‖ = 1 i ‖Pn‖ ≤ |1− mλn |‖Pn−1‖, perque`
|λn −m|xλn
∫ 1
x
t−1−λndt =
|λn −m|
λn
(1− xλn) ≤
∣∣∣1− m
λn
∣∣∣
Per tant,
d(xm, Xn) ≤ ‖Pn‖ ≤
n∏
k=1
∣∣∣1− m
λn
∣∣∣.  QED.
Definicio´ 4.1.3: Determinant de Gram
G(f1, ..., fn) :=
∣∣∣∣∣∣∣
〈f1, f1〉 . . . 〈f1, fn〉
...
. . .
...
〈fn, f1〉 . . . 〈fn, fn〉
∣∣∣∣∣∣∣
Lema 4.1.4 (lema de Gram): g 6∈ F := span(f1, ..., fn). Llavors:
d2(g, F )
2 =
G(g, f1, ..., fn)
G(f1, ..., fn)
Dem.: Sigui f =
∑n
i=1 aifi la millor aproximacio´ de g a F , on els fi so´n base
de F . Llavors g − f e´s ortogonal a F , i tenim que 〈fi, g〉 = 〈fi, f〉, i:
n∑
i=1
ai〈fi, fj〉 = 〈fj , g〉, j = 1 : n
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Com el sistema te´ una u´nica solucio´, llavors hem de tenir que G(f1, ..., fn) 6=
0. Notant les propietats del producte escalar i multiplicant escalarment per g,
tenim un sistema d’equacions lineal:
1 〈g, f1〉 . . . 〈g, fn〉
0 〈f1, f1〉 . . . 〈f1, fn〉
...
...
. . .
...
0 〈fn, f1〉 . . . 〈fn, fn〉


d2
a1
...
an
 =

〈g, g〉
〈f1, g〉
...
〈fn, g〉

I d2 es troba fent servir la regla de Cramer a la primera l´ınia.  QED.
Lema 4.1.5: Siguin m,λn, n = 0, 1, 2, .... Per tant,
d2(x
m, Xn) =
1√
2m+ 1
n∏
k=0
m− λk
m+ λk + 1
Dem.: La demostracio´ es basa merament en la fo´rmula del determinant de
Cauchy´:
n∏
i,j=1
(ai + bj)
∣∣∣∣∣∣∣
1
a1+b1
. . . 1a1+bn
...
. . .
...
1
an+b1
. . . 1an+bn
∣∣∣∣∣∣∣ =
1:n∏
i>j
(ai − aj)(bi − bj) (4.1)
Considerant les ai, bj com a variables, tenim polinomis als dos costats. I
clarament ambdo´s s’anul·len quan ai = aj o bi = bj per alguns i 6= j. Pero`
ambdo´s polinomis tenen grau n − 1 als dos costats amb cadascuna de les vari-
ables!! Per tant, el costat esquerre e´s un mu´ltiple constant del costat dret. Per
demostrar que aquesta constant ha d’e´sser 1, escrivim el costat esquerre com:
1:n∏
i 6=j
(ai + bj)
∣∣∣∣∣∣∣∣∣
1 a1+b1a1+b2 . . .
a1+b1
a1+bn
a2+b2
a2+b1
1 . . . a2+b2a2+bn
...
...
. . .
...
an+bn
an+b1
an+bn
an+b2
. . . 1
∣∣∣∣∣∣∣∣∣
I prenem els l´ımits bi → −ai ∀i. L’expressio´ tendeix a
∏1:n
i 6=j(ai − aj) tal
com fa el costat dret de la fo´rmula (4.1). Ara, integrant, 〈xp, xq〉 = 1p+q+1 per
p, q > −1/2, i tenint en compte que λi + λj + 1 = (λi + 1/2) + (λj + 1/2), per
tant, agafant ai = λi + 1/2, bj = λj + 1/2, tenim que:
G(xλ0 , ..., xλn) = det
([ 1
λi + λj + 1
]
i,j
)
=
∏1:n
i>j(λi − λj)2∏n
i,j=1(λi + λj + 1)
amb una fo´rmula semblant per G(xm, xλ0 , ..., xλn), i apliquem el Lema de
Gram.  QED.
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Teorema 4.1.6 (Primer teorema de Mu¨ntz): Considerem el conjunt
de funcions {xλ1 , xλ2 , ...} on − 12 < λn
n→∞−−−−→ ∞. E´s fonamental amb mı´nims
quadrats a [0, 1] ⇐⇒ ∑1:∞n:λn 6=0 1λn =∞.
Dem.:
( =⇒ ) Podem suposar que λn ≥ 0, ja que hi ha un nombre finit de negatives,
per tant, no afectara` pas a la converge`ncia de la se`rie. Pel contrarrec´ıproc, si
la suma e´s convergent, llavors els productes
∏n
k=1 |1 − mλk | i
∏n
k=1 |1 − (m+1)λk |
tendiran a un l´ımit diferent de 0 per qualsevol m diferent de les λn’s, ja que
n∏
k=1
∣∣∣1− m
λk
∣∣∣ = n∏
k=1
elog |1−m/λk| = e
∑n
k=1 log (|1−m/λk|) convergent ⇐⇒
∣∣∣ n∑
k=1
log
(∣∣∣1−m/λk∣∣∣)∣∣∣ <∞ ⇐⇒ n∑
k=1
∣∣∣m
λk
∣∣∣ <∞ (4.2)
que tambe´ val per
∏n
k=1 |1− (m+1)λk |, ja que la converge`ncia no depe`n de m.
Per tant, d2(x
m, Xn) 6 n→∞−−−−→ 0. En particular, X no pot e´sser dens a L2([0, 1]).
(⇐=) Per λn = n− 1 s’aplica el TAW i prou, ja que n− 1 > − 12∀n ≥ 1, i les
funcions cont´ınues so´n denses a L2, perque`:
‖f − fn‖∞ n→∞−−−−→ 0 =⇒
∫ 1
0
(f − fn)2dx ≤
∫ 1
0
‖f − fn‖2∞ n→∞−−−−→ 0
Tambe´ podr´ıem aplicar (4.2) nome´s canviant convergent per divergent (e´s
a dir, tendeix a 0 o a +∞), i canviar el < per =, el que implicaria que
d2(x
m, Xn)
n→∞−−−−→ 0.  QED.
A me´s haur´ıem d’afegir que X e´s dens a C([0, 1]), ja que nome´s hem vist la
seva densitat a L2([0, 1]). Suposem que
∑∞
n=1 λ
−1
n = +∞, i sigui m ≥ 1. Per
tant,
∣∣∣xm − n∑
k=0
akx
λk
∣∣∣ = ∣∣∣m ∫ x
0
tm−1dt−
n∑
k=0
akλk
∫ x
0
tλk−1dt
∣∣∣
≤
∫ 1
0
∣∣∣mtm−1dt− n∑
k=0
akλkt
λk−1
∣∣∣dt
≤
√√√√∫ 1
0
∣∣∣mtm−1dt− n∑
k=0
akλktλk−1
∣∣∣2dt
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on a l’u´ltima desigualtat hem fet servir Cauchy´-Schwarz. Ara les funcions
xλk−1 generen un espai dens a L2([0, 1]) perque`
∑
λk>1
(λk − 1)−1 = +∞. Per
tant, podem trobar les ak tals que fan el costat dret de la desigualtat < . I
amb aixo` queda demostrat el que vol´ıem.
Lema 4.1.7: Si Ω∗ := {z ∈ C : Re(z) > −2} i (λn)n e´s una successio´
de nombres positius tals que
∑∞
n=1
1
λn
< ∞ llavors ∃f∗ ∈ H(Ω∗) fitada a
Ω0 := {z ∈ C : Re(z) ≥ −1} i que s’anul·la nome´s als punts 0, λn.
Dem.: Per a cada n ∈ N definim:
fn : Ω
∗ → C com:
fn(z) =
λn − z
2 + λn + z
S’ha definit be´ perque` el denominador no s’anul·la mai a Ω∗.
Sigui K un compacte dins Ω∗. Vegem que la se`rie
∑∞
n=1 |1−fn(z)| convergeix
uniformement a K. Com K e´s compacte, ∃M > 0:
M ≥ |2 + 2z|+ |2 + z| ∀z ∈ K
A me´s 1λn
n→∞−−−−→ 0, ja que ∑∞n=1 1λn < ∞, i consegu¨entment λn n→∞−−−−→ ∞.
Sigui n0 ∈ N tal que ∀n ≥ n0, λn ≥ 2M . Llavors es verifica:
1. |2 + 2z| ≤M
2. 0 < λn −M < |2 + λn + z|
3. Mλn−M ≤ 2Mλn
Per tant:
|1− fn(z)| = |2z + 2||2 + λn + z| ≤
M
λn −M ≤
2M
λn
∀n ≥ n0, z ∈ K
I el criteri M de Weierstraß ens diu que
∑∞
n=n0
|1 − fn(z)| convergeix uni-
formement a K, i per tant tambe´ ho fa
∑∞
n=1 |1− fn(z)|.
Ara podem definir la funcio´ f∗ : Ω∗ → C com:
f∗(z) =
z
(2 + z)3
∞∏
n=1
λn − z
2 + λn + z
i a me´s afirmar que f∗ ∈ H(Ω∗), d’altra banda, si z0 = a + bi, amb a, b ∈
R, a ≥ −1, llavors ∀n ∈ N,
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∣∣∣ λn − z0
2 + λn + z0
∣∣∣ ≤ 1 ⇐⇒ (λn − a)2 + b2 ≤ (2 + λn + a)2 + b2 ⇐⇒
λ2n − 2λn ≤ 4 + 4λn + λ2n + 4a+ 2aλn ⇐⇒
0 ≤ 4 + 6λn + 4a+ 2aλn = 4(a+ 1) + 2λn(a+ 3)
Per tant, el seu producte e´s ≤ 1, i aix´ı mateix es demostra que | z0(2+z0)3 | ≤ 1,
concloent amb |f∗(z0)| ≤ 1, i una altra consequ¨e`ncia e´s que f∗ nome´s es can-
cel·la als punts 0 i λn, n ∈ N.  QED.
Lema 4.1.8: Sigui f∗ com al lema 4.1.7. Existeix una mesura de Bo¨rel
complexa µ0 sobre [0, 1] tal que:
f∗(z) =
∫
[0,1]
tzdµ0(t), z ∈ Ω+
Dem.: f∗(z) = h(z)(z+2)2 , z ∈ Ω∗, on h(z) = z1+z
∏∞
n=1
λn−z
2+λn+z
. Sigui z ∈
Ω+ := {z ∈ C : Re(z) > 0} i R ≥ |z + 1|+ 1, com f∗ ∈ H(Ω∗), per la Fo´rmula
Integral de Cauchy´ que vam aprendre a Funcions de variable complexa, podem
afirmar que:
f∗(z) =
1
2pii
(∫
lR
f∗(w)
w − z dw +
∫
CR
f∗(w)
w − z dw
)
(4.3)
On
lR(s) := −1− is, s ∈ [−R,R]; CR(t) := Reit − 1, t ∈ [−pi/2, pi/2]
Ara, si t ∈ [−pi/2, pi/2], llavors:
∣∣∣f∗(CR(t))iReit
Reit − 1− z
∣∣∣ = R∣∣∣ h(CR(t))
(Reit + 1)2(Reit − 1− z)
∣∣∣ ≤
R
(R− 1)2(R− |z − 1|) ≤
R
(R− 1)2
Per tant,∣∣∣ ∫
CR
f∗(w)
w − z dz
∣∣∣ ≤ ∫ pi/2
−pi/2
R
(R− 1)2 dt =
piR
(R− 1)2
R→+∞−−−−−→ 0
Per (4.3) es compleix que:
f∗(z) = lim
R→+∞
1
2pii
∫
lR
f∗(w)
w − z dw =
1
2pii
lim
R→+∞
∫ R
−R
f∗(−1− si)(−i)
−1− si− z ds =
1
2pi
lim
R→+∞
∫ R
−R
f∗(−1 + si)
1− si+ z ds =
1
2pi
∫ +∞
−∞
f∗(−1 + si)
1− si+ z ds
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Per altra banda, per cada s ∈ [−R,R] tenim que:
∫ 1
0
tz−sidt =
[ tz−si+1
z − is+ 1
]1
0
=
1
z − is+ 1;
f∗(z) =
∫ +∞
−∞
(∫ 1
0
tz−isf∗(−1 + si)
2pi
dt
)
ds =∫ 1
0
tz
( 1
2pi
∫ +∞
−∞
f∗(−1 + is)e−is log(t)ds
)
dt
Definim g : R→ C com g(s) = f∗(−1 + is), i tenim:
|g(s)| = |h(−1 + is)||(is+ 1)2| ≤
1
|is+ 1|2 ≤
1
s2 + 1
Com
∫ +∞
−∞
1
s2+1ds <∞, tenim que g ∈ L1 i tambe´ que la seva transformada
de Fourier, G, e´s fitada a tot R:
G(t) :=
∫ +∞
−∞
e−ist
1
s2 + 1
ds;
|G(t)| =
∣∣∣ ∫ +∞
−∞
e−ist
1
s2 + 1
ds
∣∣∣ ≤ ∫ +∞
−∞
∣∣∣ e−ist
s2 + 1
∣∣∣ds =∫ +∞
−∞
1
s2 + 1
ds <∞
(4.4)
i a me´s tambe´ e´s cont´ınua, pel teorema de continu¨ıtat d’integrals depenents
de para`metres. Per tant, tambe´ e´s cont´ınua la funcio´ P (t) = G(log(t)).
Definim
µ(E) :=
∫
E
P (t)
2pi
dt, E ∈ Σt(0,1]
on Σt(0,1] e´s la menor σ-a`lgebra de Bo¨rel a (0, 1] que conte´ la seva topologia
euclidiana subespai, µ e´s una mesura complexa a (0, 1] que podem extendre a
µ0 en [0, 1] obtenint finalment que:
f∗(z) =
∫ 1
0
tzdµ0(t)
ja que si µ e´s una mesura de Bo¨rel positiva sobre un conjunt Y , g∗ ∈ L1(Y ),
i:
λ(E) :=
∫
E
g∗dµ, E ∈ σ-a`lgebra de Bo¨rel a Y
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llavors es te´ que λ e´s una mesura de Bo¨rel complexa sobre Y , i a me´s, ∀f
mesurable Bo¨rel, ∫
E
fdλ =
∫
E
fg∗dµ .  QED.
Teorema 4.1.4 (Segon teorema de Mu¨ntz, 1914): Sigui (λn)
∞
n=1 una
successio´ de nombres positius diferents tals que 1 ≤ λn n→∞−−−−→ ∞. Per tant
la sequ¨e`ncia de funcions {1, xλ1 , xλ2 , xλ3 , ...} e´s fonamental a C([0, 1]) ⇐⇒∑∞
n=1
1
λn
=∞.
Dem.:
( =⇒ ) Fem el contrarrec´ıproc: Suposem que ∑∞n=1 1λn < ∞. Sigui λ 6=
0, λn∀n i definim f∗ com al lema 4.1.7. Sabem que f∗ no s’anul·la a λ, a me´s
pel lema 4.1.8, es te´ la representacio´:
f∗(z) =
∫
[0,1]
tzdµ0(t), z ∈ Ω+ (4.5)
on µ0 e´s una mesura de Bo¨rel complexa a [0, 1]. Despre´s, com µ0 determina
un funcional lineal a C[0, 1]∗, el que per (4.5) no s’anul·la a tλ, concloem que no
pertany a l’adhere`ncia de l’espai vectorial generat per la sequ¨e`ncia de funcions.
(⇐=) Per λn = n s’aplica el TAW i prou, ja que n ≥ 1.  QED.
4.2 Teorema de Wiener
El llibre [14] ens proporciona una demostracio´ del Teorema Tauberia` de Wiener,
amb conceptes previs.
Lema 4.2.1: Sigui A un espai de funcions. L’espai A0, aquelles funcions de
A que tenen suport compacte, so´n denses a A.
Dem.: Tenint en compte que la transformada de Fourier e´s:
F (x) :=
∫
K
e−itxf(t)dt
i l’antitransformada de Fourier e´s:
f(t) :=
1
2pi
∫
R
eitxF (x)dx
tenim que f = 0 ⇐⇒ F = 0. Sigui 0 6= F ∈ A0. Llavors tots els seus
traslladats F (x+a) tambe´ so´n a A0, i tambe´ e
itaF (t), a ∈ R. D’aqu´ı si G ∈ L∞
e´s ortogonal a T−1(A0), on T (F )(x) := F (x+ a), tenim que:
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∫
R
G(x)
∫
K
e−it(x−a)f(t)dtdx =
∫
K
∫
R
e−itxeitaG(x)f(t)dxdt =∫
K
γ(t)eitaf(t)dt = 0 ∀a ∈ R
D’aqu´ı surt que f(t)γ(t) = 0 per quasi tota f i un conjunt numerable i dens
de valors de a. Des que f 6= 0, aixo` demostra que G = 0 µ-g.a. D’aqu´ı que A0
e´s dens a A.  QED.
Lema 4.2.2: Suposem que F ∈ A i G ∈ B0 (el conjunt A0 de segones
derivades de variacio´ fitada). Per tant,
‖(F (x)− F (0))G(x/)‖
tendeix a 0 quan → 0.
Dem.: G(x/) e´s la transformada de Fourier de g(t). D’aqu´ı que (F (x)−
F (0))G(x/) e´s la transformada de:∫
f(s)g((t− s))ds− g(t)
∫
f(s)ds
Amb el canvi de variables t→ t tenim com a norma:∫
dt
∫
|f(s)(g(t− s)− g(t))|ds
Per converge`ncia dominada, aquesta integral tendeix a 0 quan  → 0. 
QED.
Teorema 4.2.3 (Teorema Tauberia` de Wiener, 1932): Sigui f ∈
L1(R). ∀g ∈ L1(R),
 > 0,∃(cj)j , (λj)j ∈ R:∥∥∥g(x)− n∑
j=1
cjf(x− λj)
∥∥∥
L1(R)
< 
si i nome´s si ∫ ∞
−∞
eitxf(t)dt 6= 0 ∀x ∈ R
Dem.:
( =⇒ ) Vegeu lema 4.2.1.
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(⇐=) Sigui P (x) el spline lineal que val 1 a |x| < 1 i s’anul·la a |x| > 2.
Considerem el quocient:
Q(x) :=
P (x/)
F (x)
Notem que per suposicio´, F (x) 6= 0 ∀x. Quan P (x/) 6= 0 llavors P (x/(2)) =
1 i podem reescriure Q(x) com:
Q(x) =
P (x/)
F (0) + P (x/(2))(F (x)− F (0))
Pel lema 4.2.2., la norma de:
G(x) = P (x/(2))(F (x)− F (0))
tendeix a 0 quan → 0. D’aqu´ı que si  e´s prou petit, tenim que expandint
per se`rie geome`trica,
P (x/) = (F (x)/F (0))
∞∑
n=0
(−1)n(G(x)/F (0))n
on la se`rie convergeix, per aixo` el canto´ dret pertany a A. En altres paraules,
P (x/) ∈ F (x)A quan  e´s prou petit. Des que |F (x)| te´ una fita inferior posi-
tiva a cada interval compacte, tots els traslladats P (x+b ) de P (x/) pertanyen
a FA amb b fitat i  prou petit.
Ara P (x/) = 1 a l’interval |x| ≤  i una suma de traslladats adequats donara`
1 a qualsevol interval. D’aqu´ı que a cada interval |x| ≤ N existeix una funcio´ a
FA que equival a 1 en aquest interval. Pero` aixo` significa que qualsevol element
de A0 pertany a FA. I aixo` prova el teorema.  QED.
4.3 Funcions que parteixen la unitat
Si be´ vam definir els polinomis de Bernstein d’una funcio´ f , ara amb l’ajuda
de [19] definim la base de Bernstein per:
Bk,n(x) :=
(
n
k
)
xk(1− x)n−k
Definicio´ 4.3.1: Un conjunt de funcions gk(x) es diu que parteixen la uni-
tat si la seva suma e´s 1.
Lema 4.3.2: Els polinomis de la base de Bernstein es poden escriure recur-
sivament com:
Bk,n(x) = (1− x)Bk,n−1(x) + xBk−1,n−1(x)
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Dem.:
(1− x)Bk,n−1(x) + xBk−1,n−1(x) = (1− x)
(
n− 1
k
)
xk(1− x)n−1−k+
x
(
n− 1
k − 1
)
xk−1(1− x)n−1−(k−1) =
(
n− 1
k
)
xk(1− x)n−k+(
n− 1
k − 1
)
xk(1− x)n−k =
(
n
k
)
xk(1− x)n−k = Bk,n(x).  QED.
Lema 4.3.3: Els polinomis de la base de Bernstein parteixen la unitat.
Dem.: Nome´s cal veure que:
n∑
k=0
Bk,n(x) =
n−1∑
k=0
Bk,n−1(x)
I llavors iterativament, arribem a que` x + (1 − x) = 1. Expandint per la
propietat del lema anterior, tenim que:
n∑
k=0
Bk,n(x) =
n∑
k=0
((1− x)Bk,n−1(x) + xBk−1,n−1(x)) =
(1− x)
n−1∑
k=0
Bk,n−1(x) + x
n∑
k=1
Bk−1,n−1(x) =
(1− x)
n−1∑
k=0
Bk,n−1(x) + x
n−1∑
k=0
Bk,n−1(x) =
n−1∑
k=0
Bk,n−1(x)
d’on hem fet servir que Bn,n−1(x) = B−1,n−1(x) = 0.  QED.
I llavors ens preguntem com a conjectura si podem generalitzar el teo-
rema de Bernstein canviant els polinomis de la base de Bernstein
per una successio´ de funcions particio´ de la unitat qualsevol definida a
qualsevol interval tancat [a, b], que sempre podrem reescalar a [0, 1] mitjanc¸ant
una transformacio´ lineal si cal, amb unes condicions donades: si han d’e´sser
polinomis, si han de formar reticle, si han d’e´sser base d’algun subespai vecto-
rial, si cal que siguin diferenciables i fins a quin grau, etc. Per exemple, amb
el teorema de Bernstein, a me´s de la particio´ de la unitat ens calia veure que
la transformada de la funcio´ x e´s ide`nticament x, i que la transformada de x2
tendeix uniformement a x2.
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4.4 Aproximacio´ per successions d’operadors lin-
eals
Notem primer de tot que els polinomis de Bernstein so´n operadors lineals, ja
que es pot comprovar fa`cilment que Bn(af + bg)(x) = aBn(f)(x) + bBn(g)(x).
Pero` veurem el que passa si generalitzem aquest resultat a operadors lineals
en general, i quines condicions cal que es compleixin. Per a aixo` seguirem la
refere`ncia [20].
Definicio´ 4.4.1: Sigui I ⊆ R un interval no compacte (el definirem aix´ı
durant tota la seccio´). LLavors la funcio´ pes e´s una funcio´ ρ : I → [1,+∞)
diferenciable i creixent.
Definicio´ 4.4.2:
Bρ(I) := {f : I → R : |f(x)| ≤M · ρ(x)} (4.6)
on M > 0 e´s una constant que depe`n de f i ρ, pero` independent de x. Llavors
Bρ(I) e´s un espai de Banach amb la norma:
‖f‖ρ := sup
x∈I
|f(x)|
ρ(x)
(4.7)
Aixo` ho podem veure fa`cilment: si (fn)n e´s de Cauchy´, llavors
supx∈I
|fn(x)−fm(x)|
ρ(x) tendeix a 0 quan x→ +∞, n,m→∞, i fitant inferiorment
l’expressio´ per sup |fn(x)−fm(x)|inf ρ(x) ≥ sup |fn(x) − fm(x)|, es veu fa`cilment que fn
e´s de cauchy´ amb la norma del suprem, i per tant, tambe´ amb ‖ · ‖ρ.
Llavors podem considerar el seu subconjunt continu Cρ(I) := C(I) ∩ Bρ(I).
Sigui (An : Cρ(I) → F(R,R))n≥1 una sequ¨e`ncia d’operadors lineals definida a
Cρ(I). A [Gadjiev, A. D.] de la nostra refere`ncia, es demostra que An porta
elements de Cρ(I) a Bρ(I) ⇐⇒ An(ρ) ∈ Bρ(I).
Definicio´ 4.4.3: Mo`dul de continu¨ıtat: φ : I → J, J ⊂ R difeomorfisme
amb φ′(x) > 0 ∀x ∈ I.
ωφ(f, δ) := sup{|f(t)− f(x)| : t, x ∈ I, |φ(t)− φ(x)| ≤ δ} (4.8)
Ara cal preguntar-nos, per f ∈ Cρ(I), quan passa que ‖An(f)−f‖ρ n→∞−−−−→ 0...
Proposicio´ 4.4.4: Sigui f ∈ B(I), δ > 0. (no dem.)
1. ωφ(f, δ) = ω(f ◦ φ−1, δ), on ω e´s el mo`dul de continu¨ıtat usual.
2. Sigui (δn)n≥1 una successio´ de nombres reals positius amb l´ımit 0. Per
tant f ◦ φ−1 e´s uniformement cont´ınua a J ⇐⇒ ωφ(f, δn) n→∞−−−−→ 0.
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3. |f(t)− f(x)| ≤
(
1 + |φ(t)−φ(x)|δ
)
ωφ(f, δ) ∀t, x ∈ I.
Teorema 4.4.5: Siguin An : Cρ(I) → Bρ(I) operadors lineals positius que
deixen les constants invariants i satisfan les condicions:
sup
x∈I
{An(|φ(t)− φ(x)|)(x)} = an n→∞−−−−→ 0 (4.9)
sup
x∈I
{An(|ρ(t)− ρ(x)|)(x)}
ρ(x)
= bn
n→∞−−−−→ 0 (4.10)
Si An(f)(x) e´s diferenciable amb continu¨ıtat i ∃K(f, ρ, n) constant tal que:
|(An(f))′(x)|
φ′(x)
≤ K(f, ρ, n) · ρ(x) ∀x ∈ I (4.11)
i φ i ρ so´n tals que ∃α > 0 constant:
ρ′(x)
φ′(x)
≤ α · ρ(x) ∀x ∈ I (4.12)
llavors els enunciats segu¨ents so´n equivalents:
1. ‖An(f)− f‖ρ n→∞−−−−→ 0.
2. fρ ◦ φ−1 e´s uniformement cont´ınua a J .
A me´s, tenim que:
‖An(f)− f‖ρ ≤ bn · ‖f‖ρ + 2 · ωφ
(f
ρ
, an
)
∀n ≥ 1 (4.13)
Dem.: (2. =⇒ 1.) Emprant la desigualtat 3 de la proposicio´ 4.4.4, tenim
per una funcio´ f ∈ Cρ(I):
|f(t)− f(x)| ≤ |f(t)|
ρ(t)
· |ρ(t)− ρ(x)|+ ρ(x) ·
∣∣∣f(t)
ρ(t)
− f(x)
ρ(x)
∣∣∣ ≤
‖f‖ρ · |ρ(t)− ρ(x)|+ ρ(x) ·
(
1 +
|φ(t)− φ(x)|
δ
)
ωφ
(f
ρ
, δ
) (4.14)
Aplicant els operadors lineals An a l’u´ltima desigualtat, obtenim que:
|An(f)(x)− f(x)|
ρ(x)
≤ ‖f‖ρ · An(|ρ(t)− ρ(x)|)(x)
ρ(x)
+(
1 +
An(|φ(t)− φ(x)|)(x)
δn
)
ωφ
(f
ρ
, δn
) (4.15)
que demostra la relacio´ (4.13), ja que limn→∞ an = 0; com que fρ ◦ φ−1 e´s
uniformement cont´ınua a J , dedu¨ım que limn→∞ ωφ
(
f
ρ , an
)
= 0. I com que
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limn→∞ bn = 0, llavors tenim que limn→∞ ‖An(f)− f‖ρ = 0.
(1. =⇒ 2.) Per la relacio´:
ωφ
(f
ρ
, δn
)
≤ ωφ
(f −An(f)
ρ
, δn
)
+ ωφ
(An(f)
ρ
, δn
)
≤
‖f −An(f)‖ρ + ωφ
(An(f)
ρ
, δn
) (4.16)
Nome´s falta demostrar que ωφ
(
An(f)
ρ , δn
)
n→∞−−−−→ 0.
Aplicant el Teorema del Valor Mig de Cauchy´, ∃c entre x, t ∈ I tal que:
φ′(c)
(An(f)(t)
ρ(t)
− An(f)(x)
ρ(x)
)
=
(An(f)
ρ
)′
(c)(φ(t)− φ(x)) (4.17)
Tenim que:
ωφ
(An(f)
ρ
, δn
)
= sup
t,x∈I|φ(t)−φ(x)|≤δn
∣∣∣An(f)(t)
ρ(t)
−An(f)(x)
ρ(x)
∣∣∣ ≤ ∥∥∥ 1
φ′
·
(An(f)
ρ
)′∥∥∥·δn
(4.18)
que implica ωφ
(
An(f)
ρ , δn
)
n→∞−−−−→ 0, per una eleccio´ adequada dels δn → 0,
si: ∥∥∥ 1
φ′
·
(An(f)
ρ
)′∥∥∥ <∞ (4.19)
Pero` ∀f ∈ Cρ(I), n ≥ 1,
∥∥∥ 1
φ′
·
(An(f)
ρ
)′∥∥∥ = ∥∥∥ 1
φ′
·
( (An(f))′
ρ
− An(f) · ρ
′
ρ2
)∥∥∥ ≤∥∥∥ (An(f))′
ρ · φ′
∥∥∥+ ‖f‖ρ · ‖An(ρ)‖ρ · ∥∥∥ ρ′
ρ · φ′
∥∥∥ <∞ (4.20)
per les relacions (4.11) i (4.12).  QED.
Observacio´ 4.4.6: La funcio´ φ e´s fortament relacionada amb la sequ¨e`ncia
d’operadors lineals. Es pot obtenir aix´ı: escollim θ tal que:
θ′(x)
√
An((t− x)2)(x) ≤ Kn (4.21)
on Kn e´s una constant que no depe`n de x i tal que θ satisfa` les condicions
(4.11) i (4.12). Aleshores, per la implicacio´ 1. =⇒ 2. del teorema 4.4.5 ens
do´na que fρ ◦θ−1 e´s uniformement cont´ınua. Pero` a la major part dels casos, θ−1
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te´ una forma complicada i la relacio´ (4.9) costa de demostrar. Per solventar-ho,
considerem φ tal que θ ◦ φ−1 e´s uniformement cont´ınua. I per tant tenim que
f
ρ ◦ φ−1 e´s una funcio´ uniformement cont´ınua.
Observacio´ 4.4.7: La classe maximal de pesos e´s ρ(x) = eαφ(x). A l’hora de
demostrar el resultat del teorema per aquest pes, primer demostrem la desigual-
tat An(ρ)(x) ≤ Cαρ(x)∀x ∈ I, α > 0, on Cα > 0 e´s una constant independent
de x. Ara cal demostrar la relacio´:
lim
n→∞ supx∈I
{An(|φ(t)− φ(x)|2)(x)} = 0 (4.22)
Fent servir la desigualtat de Cauchy´-Schwarz per operadors lineals positius,
tenim aquesta converge`ncia de la successio´:
an := sup
x∈I
{An(|φ(t)− φ(x)|)(x)} ≤ sup
x∈I
{
√
An(|φ(t)− φ(x)|2)(x)} n→∞−−−−→ 0
(4.23)
Emprant la desigualtat de mitjanes geome`trica-logar´ıtmica-aritme`tica:
√
u · v ≤ u− v
log(u)− log(v) <
u+ v
2
, 0 < v < u (4.24)
obtenim:
|eαφ(t) − eαφ(x)| ≤ e
αφ(t) + eαφ(x)
2
· α|φ(t)− φ(x)|, t, x,∈ I (4.25)
i
bn = sup
x∈I
{An(|ρ(t)− ρ(x)|)(x)
ρ(x)
}
≤
sup
x∈I
{α
2
√
An(|ρ(t)− ρ(x)|2)(x)
ρ(x)
√
An(|φ(t)− φ(x)|2)(x)
}
≤
sup
x∈I
{α
2
√
Sn(ρ2)(x)
ρ(x)2
+ 2
Sn(ρ)(x)
ρ(x)
+ 1
√
An(|φ(t)− φ(x)|2)(x)
}
≤
α
2
√
C2α + 2Cα + 1 · sup
x∈I
{
√
An(|φ(t)− φ(x)|2)(x)}
(4.26)
Si (4.22) e´s cert, llavors bn tendeix a 0, i per obtenir el resultat del teorema
4.4.5 cal demostrar (4.11).
Lema 4.4.8: ∀α > 0, ρ(x) = eα
√
x, els operadors de Sza´sz-Mirakjan definits
per:
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Sn(f)(x) := e
−nx
∞∑
k=0
(nx)k
k!
f
(k
n
)
, x ∈ [0,+∞) (4.27)
porten Cρ([0,+∞)) a ell mateix.
Dem.: Notem que Sn(ρ)(x) existeix per x ≥ 0. Aixo` e´s cert perque`
Sn(ρ)(x) := e
−nx
∞∑
k=0
(nx)k
k!
e
α
√
k√
n ≤ e−nx
∞∑
k=0
(nx)k
k!
e
α k√
n = enxe
α√
n−nx (4.28)
Perque` Sn(f) convergeix uniformement vers f a [0, 1], tenim que Sn(ρ)(x) ≤
C1,α ·ρ(x)∀x ∈ [0, 1]. Anem a demostrar llavors que Sn(ρ)(x) ≤ C2,α ·ρ(x)∀x ≥
1:
Sn(ρ)(x)
ρ(x)
= e−nx
∑
k>nx
(nx)k
k!
eα(
√
k
n−
√
x) + e−nx
∑
k≤nx
(nx)k
k!
eα
√
k
n
eα
√
x
≤
e−nx
∑
k>nx
(nx)k
k!
e
α√
x
( kn−x) + e−nx
∑
k≤nx
(nx)k
k!
≤ enx(e
α
n
√
x−1)−α x√
x + 1
(4.29)
Fent servir la desigualtat et − 1 ≤ tet tenim per x ≥ 1, n ≥ 1 que:
Sn(ρ)(x)
ρ(x)
≤ enx αn√x e
α
n
√
x−α x√
x +1 ≤ eα
√
x α
n
√
x
e
α
n
√
x
+1 ≤ eα2eα +1 =: Cα (4.30)
Notem que Cα depe`n de α pero` no pas de n.  QED.
Corol·lari 4.4.9: Per α > 0, ρ(x) = eα√x, els operadors de Sza´sz-Mirakjan
Sρ : Cρ([0,+∞))→ Cρ([0,+∞)) tenen la propietat que:
‖Sn(f)− f‖ρ n→∞−−−−→ 0 (4.31)
⇐⇒ f(x2)eαx e´s uniformement cont´ınua a [0,+∞).
A me´s, per f ∈ Cρ([0,+∞)) tenim que:
‖Sn(f)− f‖ρ ≤ ‖f‖ρ · αC√
n
+ 2 · ω
(
f(t2)eαt,
1√
n
)
∀n ≥ 1 (4.32)
on
C := sup
n∈N
(1/2)
√
‖Sn(ρ2)‖ρ2 + 2‖Sn(ρ)‖ρ + 1 (4.33)
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e´s una constant que nome´s depe`n de α.
Dem.: Fixem φ(x) =
√
x. La funcio´ ρ(x) = eα
√
x satisfa` la relacio´ (4.12)
amb igualtat.
Tenim les relacions Sn(1)(x) = 1, Sn((t − x)2)(x) = x/n. Ara provem la
relacio´ (4.22):
sup
x≥0
Sn(|φ(t)− φ(x)|2)(x) = sup
x≥0
Sn
( |t− x|2
(
√
t+
√
x)2
)
(x) ≤
sup
x≥0
Sn(|t− x|2)(x)
x
=
1
n
n→∞−−−−→ 0
(4.34)
Per a una funcio´ f ∈ Cρ(I) la derivada (Sn(f))′(x) satisfa`:
|(Sn(f))′(x)| =
∣∣∣n
x
∞∑
k=0
f
(k
n
)(k
n
− x
)
e−nx
(nx)k
k!
∣∣∣ ≤
n
x
‖f‖ρSn(ρ(t)|t− x|)(x) ≤
√
C2α‖f‖ρρ(x)
√
n√
x
(4.35)
perque`
Sn(ρ(t)|t− x|)(x) ≤
√
Sn(ρ(t)2)(x) ·
√
Sn((t− x)2)(x) ≤√
C2αρ(x)
√
x
n
(4.36)
i obtenim
|(Sn(f))′(x)|
φ′(x)
≤ Cn,f,αρ(x)∀x ≥ 0 (4.37)
Per tant, la relacio´ (4.11) s’ha complert.  QED.
Lema 4.4.10: ∀α > 0, ρ(x) = (1 + x)α, els operadors de Baskakov definits
per
Vn(f)(x) :=
∞∑
k=0
(
n+ k − 1
k
)
xk
(1 + x)n+k
f
(k
n
)
, x ≥ 0 (4.38)
porten Cρ([0,+∞)) a ell mateix.
Dem.: Llegint la refere`ncia [Becker, M] dins la nostra refere`ncia, trobem que
Vn(1 + t
N )(x) ≤ C1(1 + xN )∀x ≥ 0, N ∈ N. D’aqu´ı dedu¨ım que
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Vn((1 + t)
m)(x) ≤ C2Vn(1 + tm)(x) ≤ C3(1 + xm) ≤ C3(1 + x)m
∀x ≥ 0,m ∈ N (4.39)
Ara demostrem que per β ∈ [0, 1), tenim que Vn((1 + t)β)(x) ≤ C4(1 + x)β .
Emprant la desigualtat log(1 + t) ≤ t, t > −1, obtenim:
Vn((1 + t)
β)(x)
(1 + x)β
=
∞∑
k=0
(
n+ k − 1
k
)
xk
(1 + x)n+k
eβ(log(1+
k
n )−log(1+x)) =
∞∑
k=0
(
n+ k − 1
k
)
xk
(1 + x)n+k
e
β log
(
1+
k
n
−x
1+x
)
≤
∞∑
k=0
(
n+ k − 1
k
)
xk
(1 + x)n+k
eβ
k
n
−x
1+x = (1− x(e βn(1+x) − 1))−n · e−βx1+x
(4.40)
L’u´ltima expressio´ esta` ben definida ∀x ≥ 0, n ≥ 1 perque`
1− x(e βn(1+x) − 1) ≥ 1− lim
x→+∞x(e
β
n(1+x) − 1) = 1− β
n
> 0 (4.41)
Degut a la desigualtat
sup
x≥0
{(1− x(e βn(1+x) − 1))−n · e−βx1+x } ≤
(
1− β
n
)−n
· 1 ≤ 1
1− β (4.42)
dedu¨ım que Vn((1 + t)
β)(x) ≤ C4(1 + x)β ∀x ≥ 0, on C4 e´s una constant
que no depe`n ni de x ni de n.
Per α > 0, escollim m = [2α] ∈ N, β = 2α − m ∈ [0, 1). Fent servir la
desigualtat de Cauchy´-Schwarz, tenim que:
Vn((1 + t)
α)(x) = Vn((1 + t)
m
2 · (1 + t) β2 )(x) ≤√
Vn((1 + t)m)(x) · Vn((1 + t)β)(x) ≤√
C3(1 + x)m · C4(1 + x)β = C5(1 + x)α
(4.43)
que prova que Vn(ρ) ∈ Cρ([0,+∞)).  QED.
Corol·lari 4.4.11: Per a un nombre real α > 0, ρ(x) = (1+x)α els operadors
de Baskakov Vn del lema anterior tenen la propietat de que`:
‖Vn(f)− f‖ρ n→∞−−−−→ 0 (4.44)
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⇐⇒ f(ex − 1)e−αx e´s uniformement cont´ınua a [0,+∞). A me´s, per
f ∈ Cρ([0,+∞)) i per n ≥ 2 tenim que:
‖Vn(f)− f‖ρ ≤ ‖f‖ρ · αC√
n− 1 + 2 · ω
(
f(et − 1)e−αt, 1√
n− 1
)
(4.45)
Dem.: Fixant φ(x) = log(1 + x), la funcio´ ρ(x) = (1 + x)α satisfa` la relacio´
4.13 amb igualtat. Tenim les relacions Vn(1)(x) = 1, Vn(t)(x) = x, Vn((t −
x)2)(x) = x(1 + x)/n. Ara demostrem la relacio´ (4.22). Emprant la desigualtat
(4.24), tenim que:
|φ(t)− φ(x)| = | log(1 + t)− log(1 + x)| ≤
|t− x|2
(1 + t)(1 + x)
=
∣∣∣√ 1 + t
1 + x
− 1 + x
1 + t
∣∣∣2 (4.46)
I emprant el fet que:
Vn
( 1
1 + t
)
(x) =
∞∑
k=0
(
n+ k − 1
k
)
xk
(1 + x)n+k
· n
n+ k
≤
n
(n− 1)(1 + x)
∞∑
k=0
(
n+ k − 2
k
)
xk
(1 + x)n−1+k
=
n
(n− 1)(1 + x)
(4.47)
obtenim:
Vn(|φ(t)− φ(x)|2)(x) ≤ Vn(1 + t)(x)
1 + x
− 2Vn(1)(x) + (1 + x)Vn
( 1
1 + t
)
(x) ≤
1− 2 + n
n− 1 =
1
n− 1 , ∀n ≥ 2
(4.48)
La derivada (Vn(f))
′ verifica la relacio´:
|(Vn(f))′| =
∣∣∣ n
x(1 + x)
∞∑
k=0
f
(k
n
)(
x− k
n
)(n+ k − 1
k
)
xk
(1 + x)n+k
∣∣∣ ≤
n
x(1 + x)
‖f‖ρ · Vn(ρ(t)|t− x|)(x) ≤ C1‖f‖ρρ(x)
√
n√
x(1 + x)
(4.49)
perque`:
Vn(ρ(t)|t− x|)(x) ≤
√
Vn(ρ(t)2)(x) ·
√
Vn((t− x)2)(x) ≤ C1ρ(x)
√
x(x+ 1)
n
(4.50)
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Llavors obtenim:
|(Vn(f))′(x)|
θ′(x)
≤ C2ρ(x) ∀x ≥ 0 (4.51)
on
θ(x) = log
(
x+
1
2
+
√
x(1− x)
)
(4.52)
La desigualtat
ρ′(x)
θ′(x)
= α(1 + x)α−1
√
x(1 + x) ≤ α · ρ(x) (4.53)
demostra la relacio´ (4.12) per la funcio´ θ en comptes de per la φ. Fent servir
el fet que:
(θ ◦ φ−1)(x) = log
(
ex − 1
2
+
√
(ex − 1)ex
)
(4.54)
e´s una funcio´ uniformement cont´ınua a [0,+∞) (aixo` e´s cert perque` e´s una
funcio´ cont´ınua tal que (θ ◦ φ−1)(x)− x te´ un l´ımit finit a l’infinit), i fent servir
el teorema 4.4.5 i les observacions 4.4.6 i 4.4.7, s’ha completat la demostracio´
del corol·lari.  QED.
Cap´ıtol 5
Aplicacions dels teoremes
5.1 Aplicacions a xarxes neuronals
La major part del que apareix en endavant se seguira` del llibre [11].
Teorema 5.1.1: Sigui D ⊂ RN compacte, i
F :=
{
f : RN → R : f(~x) =
M∑
m=1
wm exp
(
−
N∑
n=1
wmnxn
)
: wm, wmn ∈ R
}
(5.1)
Per tant F e´s dens a Lp(D), 1 ≤ p <∞.
Dem.: Siguin f, g funcions a F , on f es defineix com a (5.1), i:
g(~x) =
K∑
k=1
wk exp
(
−
N∑
n=1
wknxn
)
Per tant fg es pot expressar com una suma:
(fg)(~x) =
L∑
l=1
wl exp
(
−
N∑
n=1
wlnxn
)
on wl = wmwk i wln = wmnwkn. Per tant, fg ∈ F , i la xarxa satisfa` TSW.
Per tant, com que e´s dens a C(D) per Stone-Weierstraß, i aquest conjunt e´s dens
a Lp(D), 1 ≤ p < ∞, s’aplica la transitivitat de la densitat, i surt la densitat
final.  QED.
Aquest teorema tambe´ es pot generalitzar a casos de funcions de les menes:
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F :=
{
f : RN → R : f(~x) =
M∑
m=1
wmcosig
(
−
N∑
n=1
wmnxn + θm
)
:
wm, wmn, θm ∈ R, θm ≥ 0
}
on cosig(x) :=

0, x ≤ − 12
1+cos (2pix)
2 ,− 12 < x < 0
1, x ≥ 0
 ;
F :=
{
f : RN → R : f(~x) =
M∑
m=1
wm
N∏
n=1
(1 + xn)
wmn : wm, wmn ∈ R
}
;
F :=
{
f : RN → R : f(~x) =
M∑
m=1
wm
N∏
n=1
g(xn)
wmn : wm, wmn ∈ R,
g ∈ C([0, 1]) invertible, g(0) = 1
}
;
F :=
{
f : RN → R : f(~x) =
M∑
m=1
wm
(
1 +
K∑
k=1
exp
(
−
N∑
n=1
wmknxn
))−1
:
wm, wmkn ∈ R
}
;
etc...
Una xarxa neuronal, o estructura d’arbre, on diverses neurones alimenten a
una de segu¨ent, e´s una arquitectura gene`rica de xarxes que satisfan el Teorema
de Stone-Weierstraß. La podem interpretar per un conjunt F definit com els
d’abans.
La xarxa neuronal te´ una o me´s condicions amagades satisfetes per una neu-
rona de sortida. Suposem que alla` n’hi ha un nombre arbitra`riament gran de
neurones, al que hem anomenat M . En condicions amagades, farem servir una
varietat de funcions d’aixafament, que seran les funcions exponencials o cosig
definides abans.
Des que aquestes funcions no so´n fitades, fem servir el terme “funcio´
d’aixafament” d’una forma vaga. Abans de comprovar que l’arquitectura gen-
eral satisfa` el Teorema de Stone-Weierstraß, observem que les capacitats
d’aproximacio´ de les nostres xarxes queden afectades per diverses modificacions
a l’estructura d’arbre.
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1. Com les xarxes en arbre poden unir-se en xarxes totalment connectades,
els nostres teoremes s’hi extenen be´.
2. Si el rang de la funcio´ aproximant e´s apropiadament fitat, podem in-
cloure una funcio´ d’aixafament cont´ınua i invertible a la neurona de sor-
tida. Obtenim aquest resultat observant-ho, prioitzant l’aixafat, tenim
una funcio´ cont´ınua i una neurona de sortida lineal. (Per validar aquest
argument, el rang de la funcio´ aproximant ha d’e´sser contingut al de la
funcio´ d’aixafament.)
3. N co`pies d’una xarxa, situades a cada costat, poden computar funcions
cont´ınues N-dimensionals avaluades en vectors. En altres paraules, xarxes
d’una sola entrada es generalitzen a diverses entrades.
4. El preprocessament d’entrades via qualsevol funcio´ invertible i cont´ınua no
afecta la capacitat d’una arquitectura per aproximar funcions cont´ınues.
La primera hipo`tesi del TSW e´s que podem aproximar la funcio´ identitat
~f(~x) = ~1. Una forma o`bvia de computar aquesta funcio´ e´s agafar tots els pesos
sina`ptics (als que hem anomenat wm i wmn) a la xarxa iguals a zero excepte un
nombre petit d’entrades a l’u´ltima entrada de suma.
Una forma me´s fa`cil de computar aquesta funcio´ e´s emprant una condicio´
final amb una funcio´ d’aixafament el valor de sortida de la qual e´s 1 per una
entrada de 0: podem comprovar-ho a les que hem definit abans.
Per tant, pesos sina`ptics nuls donen sortides iguals a 1. Aixo` elimina la
necessitat de posar entrades estranyes. Excepte a la xarxa log´ıstica, totes les
xarxes que hem vist so´n d’aquesta mena.
S´ı o s´ı, necessitem pel que defineix el llibre [11], que les funcions pertanyin
a un reticle que separa punts i que contingui les constants.
5.2 Aplicacions al Teorema de Picard
El teorema de Picard, explicat a [12], enuncia que si tenim el Problema de Valors
Inicials (PVI):
y′ = f(x, y), y(x0) = y0
i f, ∂f∂y so´n funcions cont´ınues a un rectangle R := {(x, y) : a < x < b, c <
y < d} que conte´ el punt (x0, y0), llavors el PVI te´ una u´nica solucio´ a I :=
[x0 − h, x0 + h], h > 0. Definim la iteracio´ de Picard com a:
yn+1(x) = y0 +
∫ x
x0
f(t, yn(t))dt
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i produeix una sequ¨e`ncia de funcions {yn(x)} que convergeixen uniforme-
ment en I.
E´s cert que vam veure una se`rie de conceptes a l’assignatura de EDOs que
ens va permetre demostrar el teorema, com ara el Lema de Gronwall o el Teo-
rema del Punt Fix de Banach, pero` el que ens interessa aqu´ı e´s veure que pel
TAW, es pot aproximar aquesta f per polinomis en les variables x, y i com la
integral definida al PVI e´s d’un polinomi, llavors sortira` tambe´ un polinomi, i
per n prou gran, la solucio´ aproximara` la de la EDO original, fent servir el lema
que diu que si tenimM espai dens aN , iN espai dens a O, llavorsM e´s dens a O.
5.3 Aproximacio´ per polinomis ortonormals
Volem resoldre la EDP{
∂u
∂t =
∂2u
∂x2 , (x, t) ∈ [−1, 1]× [0,+∞]
u(x, 0) = f(x), x ∈ [−1, 1]
}
I pel que vam veure a l’assignatura d’EDPs, la solucio´ general e´s:
u(x, t) =
∞∑
n=0
anφn(x)e
−n2pi2t/4
on les φn formen un sistema ortonormal de funcions L2, i
an :=
∫ 1
−1 φn(t)f(t)dt. Per t = 0, tenim la solucio´ general:
u(x, 0) =
∞∑
n=0
anφn(x)
que volem igualar a la nostra funcio´ f(x). Per tant, aqu´ı sabem que tota
funcio´ L2 es pot aproximar per combincions lineals d’un sistema ortonormal
complet de funcions (Ana`lisi real, ana`lisi de Fourier), i que la funcio´ f e´s cont´ınua
a [-1,1].
En aquesta solucio´ de la EDP, les funcions ortonormals so´n polinomis
trigonome`trics, degut a la seva resolucio´. I justament es demostra que una
certa combinacio´ lineal d’aquestes funcions aproxima f a L2. Pero` tambe´ n’hi
ha d’altres sistemes ortonormals que no necessa`riament satisfan la EDP, pero` s´ı
que tambe´ satisfan les altres condicions abans descrites.
En tot cas, el que ens cal veure e´s que una funcio´ cont´ınua a un interval
tancat e´s L2.
Proposicio´ 5.3.1: Tota funcio´ cont´ınua en un interval fitat e´s L2.
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De fet, e´s Lp ∀1 ≤ p <∞.
Dem.: Suposem que M e´s la fita de f . Llavors,∫ b
a
f(x)2dx ≤
∫ b
a
M2dx = M2(b− a).  QED.
Noteu que sempre podem reescalar [a, b] a [−1, 1] mitjanc¸ant la transfor-
macio´ lineal.
Existeixen moltes famı´lies de funcions ortonormals, pero` el tipus que ens
interessa so´n polinomis. I hi ha una famı´lia de polinomis que s’anomenen de
Legendre, que tenen per fo´rmula, anomenada Fo´rmula de Rodrigues (la normal-
itzem per fer veure que so´n ortonormals):
pn(x) :=
√
2n+ 1
2n+1n!
dn
dxn
(x2 − 1)n, n ∈ N,−1 ≤ x ≤ 1
an :=
∫ 1
−1
pn(t)f(t)dt
I llavors definim els polinomis aproximadors de les funcions com les sumes
parcials:
Pn(x) :=
n∑
k=0
akpk(x)
I el teorema de Fourier ens diu que aquests polinomis per n prou gran aprox-
imen f , i per tant l’espai vectorial generat pels polinomis de Legendre e´s dens
tant a l’espai de funcions cont´ınues com a L2, pel lema 5.1.2, i pel TAW.  QED.
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Cap´ıtol 6
Conclusions
Com hem vist al llarg d’aquest document, hem apre`s diverses coses. Per una
banda, amb el Teorema d’Aproximacio´ de Weierstraß (aproximacio´ per poli-
nomis), hem vist recurrentment definicions de transformades polino`miques per
integrals. Per altra banda, amb el Teorema de Stone-Weierstraß, hem vist que
efectivament no cal el teorema anterior per demostrar-lo, i a me´s ba`sicament fa
servir la compacitat dels conjunts als quals la funcio´ e´s definida. I tambe´ n’hem
vist generalitzacions d’ambdo´s, com els teoremes de Mu¨ntz, el de Wiener, i el
dels operadors lineals.
A me´s, les generalitzacions d’aquests teoremes ens han obert interrogants
sobre quines condicions han de complir els espais de funcions per e´sser densos a
les cont´ınues en un compacte, i fins i tot un no ha quedat resolt: l’espai generat
per funcions que particionen la unitat hi e´s dens?? Aixo` quedara` com a conjec-
tura o problema obert per possibles recerques futures al respecte...
I amb les aplicacions hem apre`s que gra`cies a aquests teoremes, ja general-
itzats a RN , podem aproximar funcions donades per xarxes neuronals o fins i
tot per equacions diferencials, el que ens pot facilitar molt els ca`lculs, sobretot
a l’emprar-se en computacio´ nume`rica.
Ras i curt, hem pogut veure tant la versatilitat d’aquests teoremes com el
seu grau d’aplicabilitat a problemes de la vida real.
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