High-performance industrial control systems with tens to hundreds of sensors and actuators have stringent communication latency and reliability requirements. Current wireless technologies like WiFi, Bluetooth, LTE are unable to meet these requirements, forcing the use of wired communication in control systems. This paper introduces a wireless communication protocol framework, dubbed "Occupy CoW," based on cooperative communication among nodes in the network to build the diversity necessary to deliver the target reliability. Simultaneous retransmission by many relays achieves this without significantly decreasing throughput or increasing latency. The protocol is analyzed using the communication theoretic delay-limited-capacity framework and compared to baseline schemes that primarily exploit frequency diversity. For a scenario inspired by an industrial printing application with thirty nodes in the control loop, total information throughput of 4.8 Mb/s, and cycle time under 2 ms, an idealized protocol can achieve a system probability of error lower than 10´9 with nominal SNR below 5 dB.
I. INTRODUCTION
The Internet of Things (IoT) envisions enabling a large number of embedded computing devices that are globally distributed to communicate with each other and interact with the physical world. This interaction includes not just sensing but also simultaneous actuation of numerous connected devices. For truly immersive "tactile internet" applications, the latency requirements on the control loop are in the tens of milliseconds [1] . This pushes the demand on the communication link latency to the order of a millisecond, while demanding very high reliability.
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5 to each of the n nodes. This is the downlink stage of the protocol. Each of the n nodes in S must then transmit its unique m bits of information to the controller. This is the uplink stage of the protocol. We define a cycle failure to be the event that at least one node fails to receive its downlink message, the controller fails to receive an uplink message, or both.
We assume that while normally, the controller and all nodes are in-range of each other, bad fading events can cause transmissions to fail. The protocol uses different nodes as relays to overcome this. On the downlink side, nodes that have received messages from the controller act as simultaneous relays to deliver messages to their destinations in a multi-hop fashion. A similar idea is applied for the uplink. When they are not transmitting, all nodes are listening. Nodes that have successfully decoded messages act as simultaneous relays for that message. This protocol is implemented by dividing every communication cycle into three phases each for downlink and uplink, with a small (but critical) scheduling and acknowledgment phase mixed in. 
Resource assumptions
We make a few assumptions regarding the hardware and environment to focus on the conceptual framework of the protocol. All the nodes share a universal addressing scheme and order, and messages contain their destination address. Fundamentally, errors are caused by deep fades. Since the short cycle time puts us in the non-ergodic flat-fading regime, time diversity cannot be used. 6 All nodes are assumed to be capable of instantly decoding variable-rate transmissions [31] . All nodes are half-duplex but can switch instantly from transmit mode to receive mode. Clocks on each of the nodes are perfectly synchronized in both time and frequency. This could be achieved by adapting techniques from [32] . Thus we can schedule time slots for specific nodes without any overhead. The protocol relies on time/frequency synchronization to achieve simultaneous retransmission of messages by multiple relays. We assume that if k relays simultaneously (with consciously introduced jitter 3 or some other distributed space-time coding technique) transmit, then all receivers can extract signal diversity k.
A. Downlink and Uplink Phase I Downlink Phase I (length T D 1 q is used by the controller to broadcast all m-bit messages to all n nodes at rate R D 1 "
. At this point, each of the nodes are listening for information.
This is followed by Uplink Phase I (length T U 1 ), in which the individual nodes transmit their messages (including one bit for an ACK/NAK to the downlink message) to the controller one by one according to a predetermined schedule at rate R U 1 "
by evenly dividing the time slots among all nodes.
In Fig. 1 , Column 1 & 2, only S0, S1, and S2 successfully hear the controller's message and transmit their messages to the controller. When a node is not transmitting, it is trying to listen for the messages being sent -thus S4 and S0 are able to hear each other, and so on. All successes that have occurred thus far have succeeded due to direct connections between nodes and the controller. Due to this, we refer to these types of successes as "one-hop" successesthe messages only traveled a single hop.
B. Scheduling information
The scheduling phase (length T S ) is used by the controller to transmit acknowledgments to the strong users ( Fig. 1, Column 3 ). This is 2 bits of information per node for downlink and uplink.
The information about the system's state transmitted during this phase enables the controller and other nodes to share a common schedule for relaying messages for the remaining nodes.
The strong nodes that are able to help must receive this information, and it doesn't matter that 3 To transform spatial diversity into frequency-diversity [29] . 7 other nodes do not have this information at this time since they have nothing useful to say. This common-information is passed on to the remaining nodes in the downlink phases to follow.
The upcoming phases can have two kinds of schedules: fixed or adaptive. In the fixed scedule, time is divided equally among all nodes irrespective of whether they succeeded in phase Ihence the scheduling phase is optional. In the adaptive schedule, time is divided equally only among the nodes which failed in phase I -hence the scheduling phase is crucial. The strong nodes S0-S2 in Fig. 1 receive the ack information.
C. Downlink Phase II and III
In Dowlink Phase II (length T D 2 ) & III (length T D 3 ), the nodes which have the controller's message, broadcast it simultaneously using a space-time code in order to relay the message across to the nodes which do not have it. If the fixed scheduling scheme is employed, then the transmission rates are R D 2 "
p2`mqn
. If the adaptive scheduling scheme is employed, then the message is altered to include the downlink packets of only the unsuccessful nodes (n 1 of them) along with the acnkowledgements which results in the transmission rates of
It is possible that nodes that were initially unable to directly connect to the controller may now be able to, if the rate during any of these phases is lower than that of the first. This may occur if enough nodes are successful in the first phase since fewer messages must now be sent or if the time allocated for the phases T D 2 or T D 3 is greater than T D 1 resulting in a lower rate.
We use relaying for the first time in downlink phase II -introducing the possibility for "twohop" successes. We refer to them as two-hop successes as the messages are transmitted via two different links to reach their final destination. In our example we select adaptive scheduling and in Fig. 1 , Column 4, node S3 gets its message directly through the controller (due to reduced rate), hence the connection between node S3 and the controller is dashed in the bottom right diagram. In Fig. 1 , S2 (initially successful) is able to reach S4. This means S4 successfully receives the controller's message and the scheduling message in two hops via S2 and so on.
There exists the potential of three-hop relay paths from those who were successful in Phase II.
For example, in Fig. 1 , Column 5, S8 succeeds through S5. At the end of this phase, the nodes who received their messages from the controller have also received the global ack information.
This allows these nodes to participate as relays in the uplink phases since they can calculate the 8 uplink transmission schedule.
D. Uplink Phase II and III
The calculated schedule from earlier phases allocates a slot in Phases II (length T U 2 ) and III (length T U 3 ) for each node (if we choose fixed scheduling) or for each unsuccessful node from Uplink Phase I (if we choose adaptive scheduling). For the rest of the section we will assume that time slots have been evenly divided among the unsuccessful notes and the treatment for the other case is similar. In the slot for each failed node, the node and everyone who heard that node in an earlier uplink phase will simultaneously transmit the relevant message at the new
This creates the potential for two-hop relaying if another node heard the message in Uplink Phase I. For example, S2 and S0 transmit the message for S4 to the controller in Fig. 1 , Column 6, since they already heard S4 in Phase I. Three-hop relaying is also possible in Uplink Phase III, for example the S6 Ñ S4 Ñ S2 Ñ C chain. It is also possible to have new two-hop relay paths emerge due to the creation of new links (e.g. S7 to S3 in Phase II and S3 to controller in Phase III). The uplink phases are similar to their downlink counterparts, but are in a sense inverted. The bottleneck to the controller now occurs on the last-hop, i.e. in Phase III.
IV. ANALYSIS OF OCCUPY COW
We explore Occupy CoW with parameters in the neighborhood of a practical application, the industrial printer case described in [2] . Recall that in one practical scenario, the SERCOS III protocol [33] supports the printer's required cycle time of 2 ms with reliability of 10´8. So we target a 10´9 probability of error for Occupy CoW. The printer has 30 moving printing heads that move at speeds up to 3 m/s over distances of up to 10 m. Every 2 ms cycle, each head's actuator receives 20 bytes from the controller and each head's sensor transmits 20 bytes to the controller. If we assume access to a single 20MHz wireless channel, this 4.8 Mbit/sec throughput corresponds to an overall spectral efficiency of approximately 0.25 bits/sec/Hz.
A. Behavioral assumptions for analysis
We include the following behavioral assumptions in addition to the resource assumptions in Sec. III. We assume a fixed nominal SNR on all links with independent Rayleigh fading on each link. We assume a single tap channel (performance would improve if we reliably had more taps/diversity.) -hence flat-fading. Because the cycle-time is so short, we use the delay-limitedcapacity framework [34] , [35] . We also assume channel reciprocity.
A link with fade h and bandwidth W is deemed good (thus no errors or erasures) if the rate of transmission R is less than or equal to the link's capacity C " W logp1`|h| 2 SNRq.
Consequently, the probability of link failure is defined as
If there are k simultaneous transmissions 4 , then each receiving node harvests perfect sender diversity of k. For analysis purposes this is treated as k independent tries for communicating the message that only fails if all the tries fail. We do not consider any dispersion-style finiteblock-length effects on decoding (justified in spirit by [37] ). A related assumption is that no transmission or decoding errors are undetected [38] -a corrupted packet can be identified (say using a 40 bit hash) and is then completely discarded. Equations for error probabilities corresponding for different hops (both uplink and downlink) are derived in the appendix.
B. Results and comparison
Following [2] and the communication-theoretic convention, we use the minimum SNR required to achieve 10´9 reliability as our metric to compare Occupy CoW to two other baseline schemes. Fig. 3 : The number of hops and minimum SNR to be operating at to achieve a high-performance of 10´9 as aggregate rate and number of users are varied. Here, the time division within a cycle is unoptimized. Uplink and downlink have equal time, 2-hops has a 1:1 ratio across phases, and 3-hops has a 1:1:1 ratio for the 3 phases. Fig. 2 looks at performance with fixed payload size m " 160 bits as the number of nodes n, varies. Initially the minimum required SNR for Occupy CoW decreases with increasing n, even through the throughput increases as b¨n, but the curves then flatten out 5 . The topmost comparison scheme (blue solid curve) restricts uplink and downlink to the first hop of Occupy
CoW. The required SNR shoots off the figure, because the throughput increases linearly with nodes and it still gets only one shot at succeeding. The second scheme (red dashed curve) is purely hypothetical. It allows each node to use the entire 2 ms time slot for its own uplink and downlink message but without any relaying and thus also no diversity. This bounds what could possibly be achieved by using adaptive HARQ techniques and shows why diversity is essential.
The last reference curve (purple dotted line) represents a hypothetical (non-adaptive) frequencyhopping scheme that divides the bandwidth W into k sub-channels that are assumed to be independently faded. The curve is annotated with the optimal k. As k (and thus frequency hops) increases, the available diversity increases, but the added message repetitions force the instantaneous link data rate higher. For low n the scheme prefers more frequency hops because of the diversity benefits. The SNR cost of doing this is not so high because the throughput is low enough (requiring a spectral efficiency less than 1.5bits/s/Hz) that we are still in the emergylimited regime of channel capacity. For fewer than 7 nodes, this says that using frequency-hopping is great -as long as we can reliably count on 20 or more independently faded sub-channels to repeat across. Amongst Occupy CoW schemes, we compare fixed schedule 2-hop protocol with equal times for each phase and 3-hop scheme optimized to minimize SNR. We see that the choice between 2-hop and 3-hop or doing a fixed or adaptible schedule is not very important and we will discuss this in detail in Section V.
It turns out that the aggregate throughput required (overall spectral efficiency considering all users) is the most important parameter for choosing the number of relay hops in our scheme. This is illustrated clearly in Fig. 3 . This table shows the SNR required and the best number of hops to use for a given n. With one node, clearly a 1 phase scheme is all that is possible.
As the number of nodes increases, we transition from 2-phase to 3-phase schemes being better.
For n ě 5, aggregate rate is what matters in choosing a scheme, since 3-phase schemes have to deal with a 3ˆincrease in the instantaneous rate due to each phases' shorter time, and this dominates the choice. In principle, at high enough aggregate rates, even the one-hop scheme will be best with enough users. But when the target reliability is 10´9, this is at absurdly high aggregate rates 6 . In the practical regime, diversity wins.
V. PHASE-LENGTH OPTIMIZATION
We have described uplink and downlink protocols with multiple phases including fixed scheduling and adaptive scheduling -thus providing two protocol selection parameters. A third parameter is the time allocated for different phases. It may seem natural to allocate the same amount of time for each phase so that links in different phases fail with the same probability but 'optimal' allocations can be found which lower the required SNR. We consider downlink and uplink protocols separately and look at the optimal allocation of time for three-hop protocol which minimizes the SNR required to meet the performance specifications. Although the phase length allocations are far from even, we find that the SNR saving that we achieve by having different lengths is minimal. The complexity of building a system which can code (and decode)
at variable rates is a bigger deal and ultimately negates out the small SNR savings achieved by optimization.
We consider that the total time available (2ms) is divided equally between uplink and downlink.
We only look at the adaptive scheduling protocol which allocates time only for the unsuccessful nodes from phase I. Let the time allocated for phase I, II and III of downlink be T D 1 , T D 2 and
Similarly, the time allocated for phase I, II and III of uplink be T U 1 , T U 2 and T U 3 respectively such that T U 1`T U 2`T U 3 " 1ms. Downlink: Figure 4a shows the optimal allocation of time for phase I, II and III for downlink.
The optimization suggests that phase I should be the longest, phase II the shortest and phase III in between (except for network size 1 and 2 where the optimal strategy is 1 hop and 2 hop respectively). Phase III is longer than phase II to make sure that the messages reach everyone possible as more links open up during phase III. Phase I is longest to ensure that the messages are successfully decoded by enough nodes in the beginning to ensure maximal spread. Uplink: Figure 4b shows the optimal allocation of time for phase I, II and III for uplink. Though the order of time allocated is similar to downlink, the absolute numbers are different and we see that phase III is allocated almost as much time as phase I. This is because the critical paths are the ones connecting to the controller rather than inter-node link.
How much SNR does optimization save?
Without loss of generality, let us consider the downlink protocol. 
APPENDIX
To analyze the reliability of Occupy CoW, we consider the uplink and downlink stages of the protocol separately. A downlink failure occurs when at least one node fails to receive its message from the controller in the downlink stage and an uplink failure is vice-a-versa. The method of calculating the probability of error for uplink and downlink depends on the number of protocol hops. Finally, a union bound over the uplink and downlink phases is used to determine the overall 14 probability of cycle failure. This is a slightly conservative estimate, since in reality, each phase reuses channels from previous phases and iterations of the protocol. We consider the adaptive schedule protocol in all our computations as it is more general. The fixed schedule protocol only involves a single tweak in the computation of rates and rest follows.
The crux of this analysis relies on partitioning each stage of the protocol into a number of distinct states. As we saw when stepping through Fig. 1 , our protocol facilitates successful transmission via various different pathways. Successes and failures occur in many different ways.
We account for all means of success by first enumerating all possible paths of success in each phase. We then partition the set of all nodes, S, into sets corresponding to those paths of success (if they succeed), and the set of nodes that fail, E. We refer to any given instantiation of these sets as a state, and the probability of error is calculated by analyzing all possible instantiations of these sets. There are two main methods of analysis used to calculate the probability of error:
by counting the number of failure states, or by calculating the probability of failing given a particular state. We divide the analysis into three sections, corresponding to the one-hop, twohop, and three-hop protocols. We derive the probabilities of error for the downlink and uplink stages for each. Before continuing with the analysis itself, we define some notation.
Notation:
In order to effectively present the derived expressions, we provide a guide to the notation that will be used in the following sections. Let a transmission over a single link be an "experiment."
A binomial distribution with n independent experiments, probability of success 1´p, and number of success m will be referred to as
The probability of at least one out of n independent experiments failing will be denoted as
The probability of a good link has already been described in (1).
We assume that if R i exceeds capacity, the transmission will surely fail (with probability 1). If R i is less than capacity, the transmission will surely succeed and decode to the right codeword.
Recall that when calculating the probability of cycle error, we partition the set of all nodes into various other sets corresponding to their method of success. Through the course of the analysis, 
Successful in Phase 3 
R R R
Succeeds in the lowest rate phase, where R corresponds to this rate (subject to condition R < R') Succeeds in the two lowest rate phases, where R corresponds to the higher of the two rates (subject to condition R < R') Succeeds in all three phases, where R corresponds to the highest rate (subject to condition R < R')
Links of the same color correspond to a union of one or more sets Each node in A is connected to at least one node in either B or C (B U C ) A B D Fig. 6 : This figure enumerates the various sets that we will be using throughout the analysis. In addition, how we represent various links in each of the protocol figures is also found here.
we will be using the sets denoted in Fig. 6 for both uplink and downlink. In addition, all figures used to depict the three protocols (one, two and three-hop) will follow the notation guide in Fig. 6 . Following general convention, for each depicted set, the set itself will be represented in script font. The random variable representing the number of nodes in that set will be presented in uppercase letters. Finally, the instantiation of that random variable (the cardinality of the set), will be in lowercase letters.
A. One-Hop Protocol:
Recall that in this framework the entire protocol consists of stages 1 and 2 of Fig , and the corresponding probability of failure of a single link, denoted by p D , is given by Eq. (1). The probability of cycle failure is then
. Hence, following Eq. (1), we can define probability p D of failure of a single link. The protocol succeeds only if all nodes receive their messages from the controller in a single transmission. Therefore their point-to-point links to the controller must all succeed (see Fig. 7 ). Thus we get that the probability of failure for a one-hop downlink protocol is P pfail, 1Dq " F pn, p D q. 
2) One-Hop Uplink:
Theorem 2: Let the uplink time be T U , the number of non-controller nodes be n, and the message size be m. The transmission rate is given by R U " m¨n T U and the corresponding probability of failure of a single link, denoted by p U , is given by Eq. (1). The probability of cycle failure is then
Proof: For the uplink transmission rate of R U "
, the probability of failure of a single link is denoted as p U . Analogous to downlink, a one-hop uplink protocol succeeds if and only if all nodes get their information to the controller in a single transmission (see Fig. 7 ). Thus we get P pfail, 1Uq " F pn, p U q.
B. Two-Hop Protocol
In a two-hop protocol, both the controller and the nodes get two chances to get their messages across. Phases 5 and 7 in Fig. 1 would not occur. Again we use the union bound to upper bound the total probability of cycle error by adding the probability of downlink failure and the probability uplink failure. If downlink wasn't successful, the nodes would not have the scheduling information thus leading to uplink failure as well. Thus, we see that the union bound is a conservative estimate of the total probability of cycle failure. and the corresponding probability of a single link failure, p D 1 , is given by Eq. (1). The Phase II transmission rate is given by R
, where a is the number of "successful nodes" in Phase I and the corresponding probability of a single failure,
, is given by Eq. (1) (the superscript paq is to indicate the dependence on a). The probability of downlink failure is then
where, p
Proof: A node can succeed by having a direct link to the controller in the first hop (A), or by having a direct link to either the controller or set A in the second hop (B). Note that it is possible for a node to not have a direct link to the controller under the initial rate, but have a direct link under the Phase II rate. In Fig. 8 , we see that this list is exhaustive. We will now derive the probability that there exists at least one node that does not fall in Set A or B.
The rate of transmission in Phase I, R D 1 , is dictated by the time allocated for this phase,
given by
. Let A (cardinality a), be the set of successful nodes in Phase I. The rate in Phase
, depends on the realized a and the time allocated for this phase, T D 2 . The result is
is the rate of the scheduling message sent (1 bit for downlink acknowledgement and 1 bit for uplink acknowledgement).
For ease of analysis, we make use of the fact that the scheduling phase effectively behaves as an extension of the downlink portion of the protocol. Let the probability of link failure corresponding
, respectively, by following Eq. (1)). As mentioned before, a link to the controller may improve in Phase II. The probability that a controller-to-node link fails in phase II, given it failed in phase I, is given by 7 
, 1˙.
7 Recall that the fading distributions are assumed to be Rayleigh. Hence p
. Then we use Eq. (1) to get the final expression. 19 We decouple the two phases of the protocol. An error event can only occur if fewer than n nodes succeed in Phase I -A ă n. The probability of a certain number of nodes succeeding in the first round, P pA " aq can be modeled as a binomial distribution with probability of failure p D 1 , as a node must rely on just its link to the controller. Thus, P pA " aq " Bpn, a, p D 1 q.
Conditioned on the number of nodes that succeeded in Phase I, the probability of a node in
SzA failing in Phase II reduces to the probability of the node failing to reach any of the nodes in is the probability of failing to reach any of the previously successful nodes. Hence the probability that at least one of the remaining n´a is unable to connect to the controller can be expressed with Eq. (3) as, P pfail|A " aq " F´n´a,´p
We then sum over all possible values of a less than or equal to n´1, as a cycle failure only occurs when at least one node fails. The probability of failure of the 2-hop downlink protocol is then given by:
2) Two-Hop Uplink:
Theorem 4: Let the Phase I uplink time be T U 1 , the Phase II uplink time be T U 2 , the number of non-controller nodes be n and the message size be m. The Phase I transmission rate is given
, and the corresponding probability of a single link failure, p U 1 , is given by Eq. (1). The Phase II transmission rate is given by R
, where a is the number of "successful nodes" in Phase I and the corresponding probability of a single failure, p
, is given by Eq. (1). The probability of cycle failure is then
where, .
The derivation of the two-hop uplink error is a little more involved. For the two-hop uplink, the rate of transmission in Phase I, R U 1 , is dictated by the time allocated for this phase,
T U 1 and is equal to
. Let the nodes that were successful in Phase I be in Set A (cardinality a). The rate in Phase II, R paq U 2
, depends on the realization of a, and the time allocated for this
. This means there are two distinct cases to consider, one where the new rate has increased, and one where it has decreased.
If the second phase rate is higher, the means of success can be as depicted in Fig. 9 . We will now derive the probability of error for this case. When R paq U 2 ě R U 1 , some initially successful links will no longer exist as the link between nodes may not be capable of tolerating a higher rate (the rate of transmission may become larger than capacity). In order to enter this case, there exists a threshold, a 0 , of how many users must fail in Phase I. The threshold is derived from the condition for having R
There exist three methods of success in a two-hop uplink protocol with potentially increased rate.
‚ A node can have a direct link to the controller in the first phase, and in the second phase 21 as well, under the higher rate. Let A 2 (cardinality = a 2 ) be the nodes in A that retain their connection to the controller in both phases.
‚ A node can simply have a link to the controller in the first phase, and lose its connection in the second phase. Let the probability of a successful link (in Phase I) failing in Phase II be denoted as 8 
. The nodes that lose their links are in Set AzA 2 " A 1 .
‚ A node can succeed in two-hops if, in the first phase, it connected to a node in A 2 , so its message can be relayed in the second phase. These nodes are denoted by B 1 in Fig. 9 . This method is the only means of succeeding in the second phase, as we are in the case where the rate can only increase, so no new links will be formed.
We now derive the probability that a node is not in any of the above sets. We first expand the quantity we wish to compute into a form that is simpler to work with.
P pfail, 2U case 1q " P pfail 2U |case 1q¨P pcase 1q "
Conditioned on the events that occurred in Phase I, i.e., given some realization of A and A 2 , a failure occurs when a node in SzA fails to reach any of the nodes in A 2 under R U 1 .
This can be expressed with Eq. (3), as P pfail to reach A 2 |A " a, A 2 " a 2 q " F pM U , p
where M U " n´a. Given that A " a nodes succeeded in the first phase, we can calculate the probability of A 2 " a 2 by treating the probability of a given link failing as being distributed Bernoulli(1´q). Using Eq. (2), we get P pA 2 " a 2 |A " aq " B`a, a 2 , q paq˘. The probability that A " a is then distributed as a binomial distribution, just as A " a in the downlink case, meaning P pA " aq " Bpn, a, p U 1 q. This gives us the first portion of Theorem 4, the probability of failure in a two-hop uplink scheme:
where M U " n´a. 8 Recall that the fading distributions are assumed to be Rayleigh. Hence q " P pC ă R paq U 2 |C ą RU 1 q "
Then we use Eq. (1) to get the final expression.
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Case 2:
We are interested in the event that R paq U 2 ă R U 1 . This case arises when A " a ą a 0 . Here, some new links may have been added to the system with probability 9qpaq " P´R
. Let B 2 (cardinality b 2 ) be the nodes in SzA that can directly reach the controller in Phase II. Fig. 10 portrays all possible paths of success. In order to succeed, a node must fall under one of three categories.
‚ A node may succeed directly in the first hop (is in A). In this case, links cannot go bad, so no node in A loses connection to the controller.
‚ A node may also succeed in the second phase by being able to connect to the controller under the new, lower rate (is in B 2 ), even if it did not connect to the controller under the first rate.
‚ A node can succeed in two-hops by reaching any other node in A 2 or B 2 in the first hop, and having its message relayed to the controller in the second hop (is in B 1 in Fig. 10 ).
We derive the probability that a node does not connect to the controller in any of the above ways. We first expand the quantity we wish to compute into a form that is simpler to work with.
P pfail 2U, case 2q " P pfail 2U |case 2q¨P pcase 2q "
The first term in the final expression corresponds to failing to reach a previously successful node in Phase I. Given some instantiation of A 2 and B 2 , the probability that a node fails to reach the controller is the probability that it failed to reach any of the nodes in set A 2 and B 2 under the first rate. This is distributed Bernoulli with parameter p
, so the probability that at least one node failed to reach the controller after two-hops can be expressed with Eq. (3) as
The probability of a node succeeding directly to the controller under R paq U 2
given it was not in A 2 isq paq , so the probability that B 2 " b 2 given A 2 " a can be written with Eq. (2) as 9 Recall that the fading distributions are assumed to be Rayleigh. Henceq
Then we use Eq. (1) to get the final expression. 
paq˘. The probability that A 2 " a is exactly as in the first case, as Set A 2 is the set of nodes that were able to successfully transmit their message to the controller in Phase I. This gives us Bpn, a, p U 1 q, completing the second portion of Theorem 4 as follows.
where M U " n´a. The probability of failure of the two-hop uplink protocol is then given by Eq. (9), where the first term comes from case 1, and the second is from case 2.
where M U " n´a.
C. Three-Hop Protocol
The failed protocol depicted in Fig. 1 is a three-hop protocol, where both the controller and nodes get three chances to get their message across. The total time for downlink and uplink 24 are optimally divided between the three phases to minimize the SNR required to attain a target probability of error. , and the corresponding probability of a single link failure,
given by Eq. (1). The Phase II and Phase III transmission rate is given by R
where a is the number of "successful nodes" in Phase I, and the corresponding probability of a single failure, p D 2 and p D 3 , is given by Eq. (1). The probability 3-hop downlink failure is then , or by connecting to one of the nodes in Set A (is in Set B).
‚ A node can succeed in the third phase from any of the nodes in Set B or Set
In order to calculate the probability of error of a three-hop downlink protocol, we will unroll the state space in a manner similar to the two-hop derivations. To calculate the overall probability of failure in 2-hop downlink, we sum over all possible instantiations of the sets of interest that result in failure. In this case, we are interested in the event that at least one node, which does not fall in Sets A and B, is also not in C (fails given the instantiations of set A and B).
P pfail|A " a, B " bqP pB " b|A " aqP pA " aq where M D " n´a.
Given B " b and A " a, the probability of a node (not in A or B) failing after three-hops is the probability that it cannot receive its message from either a node in Set B or Set The probability of A " a is exactly the same as we have seen before, at it relies on just point to point links to the controller, each of which fails with probability p D 1 (we use Eq. (1)). This gives us Bpn, a, p D 1 q. Therefore, the probability of failure of the 3-phase downlink protocol is 26 given by
here M D " n´a.
2) Three-Hop Uplink:
Theorem 6: Let the Phase I, Phase II and Phase III uplink time be T U 1 , T U 2 and T U 3 respectively, number of non-controller nodes be n, and message size be m. The Phase I transmission rate is given by R U 1 "
. The Phase II and Phase III transmission rate is given by
, and R
where a is the number of "successful nodes" in Phase I.
The probability of cycle failure is then
where
is the probability of failure of the 3-hop uplink protocol if the relationship between the rates is
1˘ˆB pa, a 3 , r 31 qˆB pn´a, b 2 , q 21 qˆBpn, a, p 1 q is the probability of failure of the 3-hop uplink protocol if the relationship between the rates is
pa 2 , a 3 , r 32 qˆB pa, a 2 , r 21 qˆBpn, a, p 1 q is the probability of failure of the 3-hop uplink protocol if the relationship between the rates is
1 qˆB pa´a 2 , r a 1 , m 312 qˆB pa, a 2 , r 21 qˆBpn, a, p 1 q is the probability of failure of the 3-hop uplink protocol if the relationship between the rates is
1 qˆB pa, a 2 , r 21 qˆBpn, a, p 1 q is the probability of failure of the 3-hop uplink protocol if the relationship between the rates is R U 2 ą R U 1 ě R U 3 , where:
g j q where f and g are cardinalities of sets F and G.
Proof: We will now deal with each case one-by-one to understand all the subtle effects that occur in the uplink case.
The rate of transmission in Phase I, R U 1 , is determined by the time allocated for this phase, T U 1 . Let the nodes who were successful in Phase I be in Set A (cardinality a) depends on the realization of a, and the time allocated for the phase, T U 2 and T U 3 . As before, R
. (is in set B 2 ).
‚ A node can succeed in the second phase of the protocol by connecting in the first phase (is in set B 1 ) to one of the nodes in the set A Ť B 2 (the set of nodes which can communicate to the controller in phase II). This ensures that the nodes which can connect to the controller in the second phase already have the message.
‚ A node can succeed in the third phase of the protocol by connecting directly to the controller under the new rate, R
(is in set C 3 ).
‚ A node can succeed in the third phase in a two-hop fashion by connecting to the set
the set of nodes which can connect to the controller in the third phase. Connecting to A Ť B 2 Ť C 3 in phase II ensures that the message to be conveyed in phase III has been conveyed to the relays by phase II.
‚ A node can succeed in the third phase in a three-hop fashion by connecting to the set C 2 Ť B 1 in the first phase under rate R U 1 (is in set C 1 ). The set C 2 Ť B 1 is the set of nodes which can connect to the set A Ť B 2 Ť C 3 (they can connect to the controller in the third phase) in the second phase. Connecting to the set C 2 Ť B 1 in the first phase ensures that the message to be conveyed in the third phase has been conveyed to the right relays by the second phase.
To calculate the probability of error of the three-hop uplink protocol, we will unroll the state space in a manner similar to the three-hop downlink derivations and sum over all possible instantiations of the sets of interest that result in failure. In this case, we are interested in the event that at least one node which does not fall in sets A, B " B 1 Ť B 2 and C 2 Ť C 3 , is also not in C 1 (fails given the instantiations of set A, B, C).
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The probability of A " a is exactly the same as we have seen before, as it relies on just point to point links to the controller, each of which fails independently with probability p 1 " p U 1
(we use Eq. (1)). This gives us Bpn, a, p 1 q. Given A " a, we can calculate the probability of a node not being able to gain a connection to the controller in the second phase given there was no connection in the first phase as
q " pp 2 q{pp 1 q. B 2 is the set which can connect to the controller in the second phase. Hence we calculate the probability that B 2 " b 2 using a binomial distribution with parameter q 21 as Bpn´a, b 2 , q 21 q.
Given A " a and B 2 " b 2 , we can calculate the probability of a node not succeeding in Phase II in two hops as p a`b 2 1
, as it must fail to connect to A Ť B 2 in the first phase. Hence we calculate the probability that B 1 " b 1 using a binomial distribution with parameter p
Given A " a, B 2 " b 2 and B 1 " b 1 , we can calculate the probability of a node not being able to gain a connection to the controller in the third phase given there was no connection in the first two phases as q 32 " P pC ă R
q " pp 3 q{pp 2 q. C 3 is the set which can connect to the controller in the third phase. Hence we calculate the probability that C 3 " c 3 using a binomial distribution with parameter q 32 as Bpn´a´b, c 3 , q 32 q.
Given A " a, B 1 " b 1 , B 2 " b 2 and C 3 " c 3 , we can calculate the probability of a node not succeeding in Phase III in two hops as q a`b 2`c3 21
, as it must fail to connect to
in the second phase having failed to connect in the first phase already. Hence we calculate the probability that C 2 " c 2 using a binomial distribution with parameter q a`b 2`c3 21
as Bpn´ab´c
failing after three-hops is the probability that it cannot connect to C 2 Ť B 1 in the first phase. This is distributed Bernoulli p
, and can be written with Eq. (3) as F pn´a´b´c 2´c3 , p
Thus we have that given the realization A " a, the probability that the protocol fails under Case 2:
The rate of transmission in Phase I, R U 1 , is determined by the time allocated for this phase, T U 1 . Let the nodes who were successful in Phase I be in Set A (cardinality a). The rate in
and Phase III, R paq U 3 depends on the realization of a, and the time allocated for the phase, T U 2 and T U 3 . As before, R
. that the message to be conveyed in phase III has been conveyed to the relays by phase II.
‚ A node can succeed in the third phase in a three-hop fashion by connecting to the set C 2 Ť p B 1 in the first phase under rate R U 1 (is in set C 1 ). The set C 2 Ť p B 1 is the set of nodes which can connect to the set A Ť p B 2 (they can connect to the controller in the third phase)
in the second phase. Connecting to this set in the first phase ensures that the message to be conveyed in the third phase has been conveyed to the right relays by the second phase.
To calculate the probability of error of the three-hop uplink protocol, we will again unroll the state space in a manner similar case 1 and sum over all possible instantiations of the sets of interest that result in failure. In this case, we are interested in the event that at least one node which does not fall in sets A, B " B 1 Ť B 2 and C 2 is also not in C 1 .
q " pp 2 q{pp 1 q. B 2 is the set which can connect to the controller in the second phase. Hence we calculate the probability that B 2 " b 2 using a binomial distribution with parameter q 21 as Bpn´a, b 2 , q 21 q. Given A " a, B 2 " b 2 , we can calculate the probability of a node in B 2 losing connection to the controller 33 in the third phase as r 32 " P pC ă R
q " pp 3´p2 q{p1´p 2 q. This set is denoted as q B 2 and the set that retains the link is denoted as p B 2 . Hence we calculate the probability that p B 2 " p b 2 using a binomial distribution with parameter r 32 as Bpb 2 ,b 2 , r 32 q.
Given A " a, B 2 " b 2 , p B 2 " p b 2 , we can calculate the probability of a node not succeeding in Phase II in two hops as p a`b 2 1
, and B 1 " b 1 we can calculate the probability of a node in B 1 being only connected to q B 2 in the second phase given it connected to the set q
q. Hence we calculate the probability that q B 1 " q b 1 using a binomial distribution with parameter s 22 ra`b 2 , a`b 2 s as
we can calculate the probability of a node not succeeding in Phase III in two hops as q a`p b 2 21 , as it must fail to connect to A Ť p B 2 in the second phase having failed to connect in the first phase already. Hence we calculate the probability that C 2 " c 2 using a binomial distribution with parameter q
and A " a, the probability of a node
failing after three-hops is the probability that it cannot connect to
, and can be written with Eq. (3) as F pn´a´b´c 2 , p
Thus we have that given the realization A " a, the probability that the protocol fails under case 2:
The rate of transmission in Phase I, R U 1 , is determined by the time allocated for this phase,
Let the nodes who were successful in Phase I be in Set A (cardinality a). phase, T U 2 and T U 3 . As before, R
. The probabilities of link error corresponding to each rate R U 1 , R ‚ A node can succeed directly to the controller in the first hop under rate R U 1 (is in set A). This set is then divided into two disjoint sets A 1 (nodes which lose their link to the controller in phase 3) and A 3 (nodes which retain link to the controller in phase 3) such
‚ A node can succeed in the second phase of the protocol by connecting directly to the controller under the new rate, R
(is in set B 2 ).
‚ A node can succeed in the second phase of the protocol by connecting in the first phase (is in set B 1 ) to one of the nodes in the set A Ť B 2 (the set of nodes which can communicate to the controller in phase II). This ensures that the nodes which can connect to the controller in the second phase already have the message. This set is then segregated into two disjoint sets: p B 1 which has good links to the set which has links to the controller in the third phase (set A 3 ) and q B 1 which does not have links to the set which has links to the controller in the third phase (set A 3 ). Thus set q B 1 cannot act as relay for three-hop successes.
‚ A node can succeed in the third phase in a two-hop fashion by connecting to the set A 3 under the lower phase two rate R paq U 2
(is in set C 2 ). The set A 3 is the set of nodes which can connect to the controller in the third phase. Connecting to A 3 in phase II ensures that the message to be conveyed in phase III has been conveyed to the relays by phase II.
‚ A node can succeed in the third phase in a three-hop fashion by connecting to the set C 2 Ť p B 1 in the first phase under rate R U 1 (is in set C 1 ). The set C 2 Ť p B 1 is the set of nodes which can connect to the set A 3 (they can connect to the controller in the third phase) in the second phase. Connecting to this set in the first phase ensures that the message to be conveyed in the third phase has been conveyed to the right relays by the second phase.
To calculate the probability of error of the three-hop uplink protocol, we will unroll the state space as before and sum over all possible instantiations of the sets of interest that result in failure. In this case, we are interested in the event that at least one node which does not fall in sets A, B " B 1 Ť B 2 and C 2 is also not in C 1 .
q " pp 2 q{pp 1 q. B 2 is the set which can connect to the controller in the second phase. Hence we calculate the probability that B 2 " b 2 using a binomial distribution with parameter q 21 as Bpn´a, b 2 , q 21 q. None of the nodes in the set B 2 retain the link to the controller in phase 3. Given A " a we can calculate the probability of a node in A losing connection to the controller in the third phase
q " pp 3´p1 q{p1´p 1 q. This set is denoted as A 1 and the set that retains the link is denoted as A 3 . Hence we calculate the probability that A 3 " a 3 using a 36 binomial distribution with parameter r 31 as Bpa, a 3 , r 31 q.
Given A " a, A 3 " a 3 , B 2 " b 2 , we can calculate the probability of a node not succeeding q. Hence we calculate the probability that q B 1 " q b 1 using a binomial distribution with parameter s 22 ra 3 , a`b 2 s as Bpb 1 , p b 1 , s 22 ra 3 , a`b 2 sq.
we can calculate the probability of a node not succeeding in Phase III in two hops as q a 3
21 , as it must fail to connect to A 3 in the second phase having failed to connect in the first phase already. Hence we calculate the probability that C 2 " c 2 using a binomial distribution with parameter q
Thus we have that given the realization A " a, the probability that the protocol fails under case 3: R U 3 ě R U 1 ą R U 2 is given by
The rate of transmission in Phase I, R U 1 , is determined by the time allocated for this phase, T U 1 . Let the nodes who were successful in Phase I be in Set A (cardinality a). depends on the realization of a, and the time allocated for the phase, T U 2 and T U 3 . As before, R ‚ A node can succeed directly to the controller in the first hop under rate R U 1 (is in set A).
This set is further divided into disjoint sets A 1 (which lose connection to the controller after the first phase), A 3 (the only set to retain connection to the controller in the third phase) and A C 3 (the set of nodes to retain connection to the controller in the second phase but not the third) such that A "
Further, we divide A 1 into disjoint sets p A 1 (the nodes which have a link to A 3 in phase 2) and q A 1 (the nodes which do not have a link to
‚ A node can succeed in the second phase of the protocol by connecting in the first phase (is in set B 1 ) to one of the nodes in the set A 2 " A 3 Ť A C 3 (the set of nodes which can 38 communicate to the controller in phase II). This ensures that the nodes which can connect to the controller in the second phase already have the message. This set is then segregated into two disjoint sets: p B 1 which has good links to the set which has links to the controller in the third phase (set A 3 ) and q B 1 which does not have links to the set which has links to the controller in the third phase (set A 3 ). Thus set q B 1 cannot act as relay for three-hop successes.
‚ A node can succeed in the third phase in a three-hop fashion by connecting to the set
is the set of nodes which can connect to the set A 3 (they can connect to the controller in the third phase) in the second phase. Connecting to this set in the first phase ensures that the message to be conveyed in the third phase has been conveyed to the right relays by the second phase.
To calculate the probability of error of a three-hop uplink protocol, we will unroll the state space as before and sum over all possible instantiations of the sets of interest that result in failure. In this case, we are interested in the event that at least one node which does not fall in sets A and B 1 is also not in C 1 .
(we use Eq. (1)). This gives us Bpn, a, p 1 q. Given A " a we can calculate the probability of a node in A losing connection to the controller in the second phase as r 21 " P pC ă R
q " pp 2´p1 q{p1´p 1 q. This losing link set is denoted as A 1 and the set that retains the link is denoted as A 2 . Hence we calculate the probability that A 2 " a 2 using a binomial distribution with parameter r 21 as Bpa, a 2 , r 21 q. Given A " a and A 2 " a 2 we can calculate the probability of a node in A 2 losing connection to the controller in the second phase as
q " pp 3´p2 q{p1´p 2 q. This set is denoted as A C 3 and the set that retains the link is denoted as A 3 . Hence we calculate the probability that A 3 " a 3 using a binomial distribution with parameter r 32 as Bpa 2 , a 3 , r 32 q.
Given A " a, A 2 " a 2 and A 3 " a 3 , we can calculate the probability of a node not succeeding in Phase II in two hops as p a 2 1 , as it must fail to connect to A 2 in the first phase. Hence we calculate the probability that B 1 " b 1 using a binomial distribution with parameter p q.
Thus we have that given the realization A " a, the probability that the protocol fails under 
The rate of transmission in Phase I, R U 1 , is determined by the time allocated for this phase, depends on the realization of a, and the time allocated for the phase, T U 2 and T U 3 . As before, R have a link to A 2 Ť r A 1 in phase 2) and q A 1 (the nodes which do not have a link to A 2 Ť r A 1 in phase 2) such that
‚ A node can succeed in the second phase of the protocol by connecting in the first phase (is in set B 1 ) to one of the nodes in the set A 2 (the set of nodes which can communicate to the controller in phase II). This ensures that the nodes which can connect to the controller in the second phase already have the message. This set is then segregated into two disjoint sets: p B 1 which has good links to the set which has links to the controller in the third phase (set A 3 " A 2 Ť r A 1 ) and q B 1 which does not have links to the set which has links to the controller in the third phase (set A 3 ). Thus set q B 1 cannot act as relay for three-hop successes.
is the set of nodes 41 which can connect to the set A 3 (they can connect to the controller in the third phase) in the second phase. Connecting to this set in the first phase ensures that the message to be conveyed in the third phase has been conveyed to the right relays by the second phase.
The probability of A " a is exactly the same as we have seen before, as it relies on just point to point links to the controller, each of which fails independently with probability p 1 " p U 1 (we use Eq. (1)). This gives us Bpn, a, p 1 q. Given A " a we can calculate the probability of a node in A losing connection to the controller in the second phase as
pp 2´p1 q{p1´p 1 q. This set is denoted as A 1 and the set that retains the link is denoted as A 2 .
Hence we calculate the probability that A 2 " a 2 using a binomial distribution with parameter r 21 as Bpa, a 2 , r 21 q. Given A " a and A 2 " a 2 we can calculate the probability of a node in A 1 gaining back its connection to the controller in the third phase as m 312 " P pC ă R
q " pp 3´p1 q{pp 2´p1 q. This set is denoted by r A 1 and the probability that r A 1 " r a 1 is calculated using a binomial distribution with parameter m 312 as Bpa´a 2 , r a 1 , m 312 q. The set 2 q. Given A " a, A 2 " a 2 and A 3 " a 3 , we can calculate the probability of a node not succeeding in Phase II in two hops as p a 2 1 , as it must fail to connect to A 2 in the first phase. Hence we calculate the probability that B 1 " b 1 using a binomial distribution with parameter p a 2 1 as Bpn´a, b 1 , p a 2 1 q. Given A " a, A 2 " a 2 , A 3 " a 3 , and B 1 " b 1 we can calculate the probability of a node in B 1 being connected to A 2 in the second phase given it connected to the set A 2 in the first phase as s 21 ra 2 , a 2 s " p1´p a 2 2 q{p1´p a 2 1 q. Hence we calculate the probability that q B 1 " q b 1 using a binomial distribution with parameter s 21 ra 2 , a 2 s as Bpb 1 , p b 1 , s 21 ra 2 , a 2 sq. q.
42
Thus we have that given the realization A " a, the probability that the protocol fails under The rate of transmission in Phase I, R U 1 , is determined by the time allocated for this phase, T U 1 . Let the nodes who were successful in Phase I be in Set A (cardinality a). ‚ A node can succeed directly to the controller in the first hop under rate R U 1 (is in set A). This set is further divided into disjoint sets A 1 (which lose connection to the controller in the second phase) and A 2 (retains link to controller in the second phase) such that
‚ A node can succeed in the second phase of the protocol by connecting in the first phase (is in set B 1 ) to one of the nodes in the set A 2 (the set of nodes which can communicate to the controller in phase II). This ensures that the nodes which can connect to the controller in the second phase already have the message. This set is then segregated into two disjoint sets: p B 1 which has good links to the set which has links to the controller in the third phase (set A 2 ) and q B 1 which does not have links to the set which has links to the controller in the third phase (set A 2 ). Thus set q B 1 cannot act as relay for three-hop successes.
‚ A node can succeed in the third phase of the protocol by connecting directly to the controller under the new rate, R paq U 3
‚ A node can succeed in the third phase in a two-hop fashion by connecting to the set A 1
under the phase one rate of R U 1 (is in set C 2 ). As the set they connect to is the set that doesn't have a connection to the controller in the second phase but does have connection in the third phase, these nodes, succeed in phase 3. These are further divided into disjoint sets p C 2 (nodes that retain this link at the higher rate of R paq U 2
) and q C 2 (nodes that lose this link at the higher rate of R
‚ A node can succeed in the third phase in a three-hop fashion by connecting to the set p B 1 Ť p C 2 in the first phase under rate R U 1 (is in set C 1 ). The set p C 2 Ť p B 1 is the set of nodes which can connect to the set A Ť C 3 (they can connect to the controller in the third phase)
in the second phase. Connecting to this set in the first phase ensures that the message to be conveyed in the third phase has been conveyed to the right relays by the second phase. 44 To calculate the probability of error of the three-hop uplink protocol, we will unroll the state space as before and sum over all possible instantiations of the sets of interest that result in failure. In this case, we are interested in the event that at least one node which does not fall in sets A, B 1 and C 3 Ť C 2 is also not in C 1 .
The probability of A " a is exactly the same as we have seen before, as it relies on just point to point links to the controller, each of which fails independently with probability p 1 " p U 1 (we use Eq. (1)). This gives us Bpn, a, p 1 q. Given A " a we can calculate the probability of a node in A losing connection to the controller in the second phase as r 21 " P pC ă R paq U 2 |C ą R paq U 1 q " pp 2´p1 q{p1´p 1 q. This set is denoted as A 1 and the set that retains the link is denoted as A 2 .
Hence we calculate the probability that A 2 " a 2 using a binomial distribution with parameter r 21 as Bpa, a 2 , r 21 q.
Given A " a and A 2 " a 2 , we can calculate the probability of a node not succeeding in Phase II in two hops as p a 2 1 , as it must fail to connect to A 2 in the first phase. Hence we calculate the probability that B 1 " b 1 using a binomial distribution with parameter p a 2 1 as Bpn´a, b 1 , p a 2 1 q. Given A " a, A 2 " a 2 and B 1 " b 1 we can calculate the probability of a node in B 1 being only connected to A 2 in the second phase given it connected to the set A 2 as s 21 ra 2 , a 2 s " p1´p a 2 2 q{p1´p a 2 1 q. Hence we calculate the probability that q B 1 " q b 1 using a binomial distribution with parameter s 21 ra 2 , a 2 s as Bpb 1 , p b 1 , s 21 ra 2 , a 2 sq.
Given A " a and B 1 " b 1 , we can calculate the probability of a node not being able to gain a connection to the controller in the third phase given there was no connection in the first two phases as q 31 " P pC ă R paq U 3 |C ă R paq U 1 q " pp 3 q{pp 1 q. C 3 is the set which can connect to the controller in the third phase. Hence we calculate the probability that C 3 " c 3 using a binomial distribution with parameter q 31 as Bpn´a´b 1 , c 3 , q 31 q.
Given A " a, A 1 " a 1 , C 3 " c 3 , B 1 " b 1 , p B 1 " p b 1 , we can calculate the probability of a node not succeeding in Phase III in two hops as p
, as it must fail to connect to A 1 Ť B 3 in the first phase. Hence we calculate the probability that C 2 " c 2 using a binomial distribution with parameter p a 1`c3 1
as Bpn´a´b 1´c3 , c 2 , p a 1`c3 1 q. Given C 2 " c 2 , A 1 " a 1 and C 3 " c 3 , the probability of a node in C 2 losing connection in the second phase is given by s 21 ra 1`c3 , a 1`c3 s " p1´p q. Hence we calculate the probability that q C 2 " q c 2 using a binomial distribution with parameter s 21 ra 2 , a 2 s as Bpc 2 , p c 2 , s 21 ra 1`c3 , a 1`c3 sq.
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Given C 2 " c 2 , p C 2 " p c 2 , B 1 " b 1 , p B 1 " p b 1 and A " a, the probability of a node (not in q.
Thus we have that given the realization A " a, the probability that the protocol fails under case 6: R U 2 ą R U 1 ě R U 3 is given by P pfail|Case 6, A " aq "¨a 
