Instead of purchasing and maintaining their own computing infrastructure, scientists can now run data-intensive scientific applications in a hybrid environment such as cloud computing by facilitating its vast storage and computation capabilities. During the scheduling of such scientific applications for execution, various computation data flows will happen between the controller and computing server instances. Amongst various quality-of-service (QoS) metrics, data security is always one of the greatest concerns to scientists because their data may be intercepted or stolen by malicious parties during those data flows, especially for less secure hybrid cloud systems. An existing typical method for addressing this issue is to apply Internet Key Exchange (IKE) scheme to generate and exchange session keys, and then to apply these keys for performing symmetric-key encryption which will encrypt those data flows. However, the IKE scheme suffers from low efficiency due to its low performance of asymmetric-key cryptological operations over a large amount of data and high-density operations which are exactly the characteristics of scientific applications. In this paper, we propose Cloud Computing Background Key Exchange (CCBKE), a novel authenticated key exchange scheme that aims at efficient security-aware scheduling of scientific applications. Our scheme is designed based on randomness-reuse strategy and Internet Key Exchange (IKE) scheme. Theoretical analyses and experimental results demonstrate that, compared with the IKE scheme, our CCBKE scheme can significantly improve the efficiency by dramatically reducing time consumption and computation load without sacrificing the level of security.
Introduction
Great changes are taking place in today's IT and computing industry with the global popularity of hybrid computing environments with the concept of cloud computing [1] . International IT corporations are advertising on their commercial cloud platforms such as Amazon EC2/S3, Microsoft Azure, Google App Engine and IBM SmartCloud, while a large number of enterprises and institutions have established their own private cloud for internal IT services. Cloud computing provides Infrastructure-as-a-service (IaaS), platform-as-a-service (PaaS) and/or software-as-a-service (SaaS), so that users may have computation tasks accomplished on cloud in pay-as-you-go mode and won't bother setting up and maintaining their own computing facilities [2] , which is particularly a cost-saving solution in data-and computation-intensive applications such as applications in scientific research. Several cloud computing projects tailored for scientific users are already in existence, for example, projects Nimbus [3] , Cumulus [4] and Aneka [5] have been proven to be quite resourceful. By utilising cloud computing service, the high cost in building and maintaining a supercomputing or grid computing environment for scientific applications is effectively reduced [6] .
Security and privacy issues have been accompanying the popularisation and development of today's hybrid environments and the paradigm of cloud computing as one of the greatest concerns from people, ever since the start of their very presence [7] [8] [9] . Data in scientific applications particularly need to be carefully protected as they are invaluable intellectual properties which always directly relate to potential scientific discoveries and advanced technologies. The most security threats worried by the users are coming from inside the cloud, because that is where the users lose their direct control over the data. This is especially the case for a hybrid cloud system where part of its structure always lies in less-secure common or public domain. In regard to years of developments in cryptography, keeping data encrypted is the most common and safe choice to secure data in transmission, if encryption keys are managed properly.
Cloud IaaS services can be divided into cloud storage services and cloud computing services. For cloud storage services such as Amazon S3, users could just encrypt their data before putting them on cloud and decrypt them only when they finished using the service, as storage service providers won't need access to the contents of data [10] . Hence, there's no need in exchanging and managing the encryption keys over the risky communication environment in this case, as data are safe when transferring inside the cloud if users keep their encryption keys to themselves. Plus, given the high efficiency of symmetric cryptology algorithms such as stream cipher or even block cipher, encrypting/decrypting the data won't be a very heavy burden, even for entities with only lightweight computation capabilities. However, in cloud computing environments such as Amazon EC2, the cloud service providers need to apply computational operations on submitted user data and return the results. In scientific applications, these operations can be very complex. Therefore, the 'pre-encryption' strategy for cloud storage service is almost not applicable at all, as the resulting data will be no longer decryptable with the original key unless a fully homomorphic encryption scheme is used. Although Gentry [11] proposed a first-in-history fully homomorphic encryption algorithm in 2009 through the use of ideal lattices, there's still a long way to go until we have on earth an implemented fully homomorphic encryption scheme with reasonable efficiency. Current asymmetric-key cryptology allows multiple parties to communicate securely without exchanging keys. However, asymmetric-key encryption algorithms (such as RSA, ElGamal, Rabin, ECC, etc.) contain a number of exponential operations over a large finite field. Therefore, they work very slow with large datasets, which is why current asymmetric-key cryptology based infrastructure such as the PublicKey Infrastructure PKI [12, 13] wasn't incorporated into cloud implementations even if they are now very mature through years of development. To this end, exchanging a session key using asymmetric-key system and utilise it to encrypt data with symmetric-key encryption (we will term it a 'hybrid encryption' in the rest of this paper) is still the most efficient cryptological solution in protecting data confidentiality and integrity, especially in data-intensive scientific applications under the context of cloud computing.
For using hybrid encryption, Internet Key Exchange scheme Version 2 (IKEv2) [14] is a common choice of authenticated key exchange schemes to be used along symmetric-key encryption algorithms. IKE is a widely-adopted key exchange scheme which is being used along with IPSec as the default network-level data protection standard in TCP/IP Suite. Although symmetric-key algorithms (both stream ciphers and block ciphers such as Salsa20, AES and AES's predecessors DES/3DES) encrypt/decrypt very fast, the before-hand user authentication and key exchange steps in IKE are still tedious and timeconsuming, especially we have at least thousands of independent service instances in the cloud running concurrently, where thousands of key-exchange operations are needed to be performed in every single round of communication.
In this paper we present Cloud Computing Background Key Exchange (CCBKE) scheme for security-aware scheduling in the background of cloud computing service providers. Our scheme is developed based on the widely adopted Internet Key Exchange (IKE) scheme [14] . By incorporating randomness-reuse strategy, our scheme reduces the number of modular exponential operations on cloud controller side, thereby reduces the computational load and execution time significantly compared to original IKE, which is the main research contribution of this paper.
The rest of this paper is organised as follows. Section 2 discusses related work. Section 3 provides a motivating example in scientific applications as well as detailed analysis to our research problem. Section 4 describes our CCBKE key exchange scheme in detail based on a series of notations demonstrated at the beginning of this section, as well as providing security analysis. Section 5 evaluates the performance and efficiency of our scheme through experimental results. Section 6 concludes our work and points out future work.
Related Work
Cloud computing, the most popular among recently emerging hybrid environment, has a significant cost benefit compared to traditional distributed systems such as clusters and grids [2] . Scientific applications can utilise this advantage by migrating to the cloud [6] , which is recently attracting a rapidly growing amount of research interest from research scholars. Recent cloud computing projects for scientific applications such as Nimbus [3] , Cumulus [4] and Aneka [5] as well as some very recent research work [15, 16] are all aiming at the transformation from a traditional cluster or data centre to a cloud architecture. Since the advent of cloud computing, a number of scheduling algorithms have been developed for the picture of a cost-effective cloud computing environment. Several most recent examples are the work of Garg et.al [17] and Yuan et.al [18] ; the former work assessed time and cost in cloud QoS, while the latter work investigated the trade-off between data storage, computation and economical cost in the cloud. However, none of them have yet taken into account the cost of security enhancement. Data flows are unprotected in their models which totally neglected the importance of data security. Some outstanding security issues in cloud computing were surveyed in [7] [8] [9] . Recently, much research work has also been done to address cloud security/privacy issues. Most of the approaches amongst them, however, were focusing on cloud storage service. Yao et.al [10] proposed a scheme to ensure cloud storage security by separating the encryption keys from the stored data which were encrypted by the keys. In [19] , a privacy-preserving cloud data querying scheme is proposed from generally a data prospect of view, which aims to protect privacy-sensitive outsourced data. In [20] Wang et.al proposed a scheme to protect data integrity based on bilinear-pairing-based public-key cryptology, which allows a third-party authority to check the outsourced data on cloud service users' behalf. However, to our best knowledge, none has analysed data encryption on the backstage of cloud computing from an efficiency point of view. Our work starts to try and bridge the gap.
Encryption-based data security protection approaches for cloud storage services have been proposed, such as [10, 21] . However, in a cloud computing environment, original input data need to be processed on cloud side. Some encryption schemes allow processing over encrypted data, and it can still be decrypted using the same key thereafter. However, in these schemes only limited operations are allowed. For example the approach in [22] only allows k-NN (k nearest neighbours) algorithm to be applied over encrypted data. Fully homomorphic encryption [11] allows all operations on an encrypted dataset; However, no homomorphic encryption scheme with reasonable complexity has yet been published. Therefore, the efficiency of key exchange still remains as a major obstacle to the efficiency overall.
Key exchange over distrustful communication environment has been a extensively researched problem in public-key cryptography since Diffie and Hellman proposed the very first key exchange scheme [23] in 1976. Our problem here, essentially, is looking for an efficient key exchange scheme for exchanging different keys over participating parties. Although the topic of extending key exchange schemes in multi-party scenarios has been studied a lot in the past, to our best knowledge, this problem has not been well-addressed. This is probably because single key exchange process takes almost no time on modern hardware facility; therefore there was no requirement in doing research on this problem in the past. However, with thousands of independent instances executing different tasks in the cloud, now it is essential to develop an optimised key exchange scheme under this scenario if we are to use hybrid encryption to enhance cloud data security. Some existing key exchange schemes were trying to optimise the multi-party-same-key scenario with users join and leave dynamically, such as [24] [25] [26] [27] . In [28, 29] , extended security standards are formalised and researched for key exchange schemes for the basic 2-party scenario. Some of the most recent research on authenticated key exchange schemes are focusing on password-based key exchange [30, 31] , which allows two parties to share a session key through exchanging a low-entropy password. These approaches are advantageous when humans are involved because a low-entropy password can be easily remembered. Unfortunately, no human action is required in our research problem. Kurosawa [32] and then Bellare et.al [33] studied the problem of asymmetric-key encryption in multi-user-different-data scenario with randomness reuse strategy. Although their schemes cannot be directly applied into cloud computing environments due to the low efficiency of asymmetric-key encryption/decryption over large datasets, this idea is a direct inspiration of our work. IKE is a widely-adopted authenticated key exchange scheme which is being used along with IPSec as the default network-level data protection standard in TCP/IP Suite. A latest updated description of IKE can be found in [14] . It has been known for its high security level [34] , but lack efficiency in distributed environments, especially in cloud. This is the major motivation of this research.
Motivating Example and Problem Analysis

Motivating Example and Research Problem
In a typical cloud computing infrastructure, a central server is employed for not only receiving and processing user requests in the front, but also responsible for scheduling and splitting tasks through MapReduce in the back. This server is named cloud controller (CLC) in Eucalyptus system [35] , we will use this denotation in this paper. Server instances running on clusters of servers are responsible of processing the divided tasks in a parallel fashion and returning the results afterwards, and then CLC is capable of assembling the results and return to the user. A structure of additional hierarchical levels is often employed between CLC and end server instances as well, for more effective data management. However, we will ignore these levels in this paper since they just do task scheduling and "divide and deliver" on data and do not involve additional key management or encryption/decryption operations. Through minor variations, our scheme can easily be applied on a multilayered cloud management system. Figure 1 depicts the structure of a typical cloud system for scientific applications. Scientific research applications are often data and computation intensive, quite a few among which are time-critical. Take astrophysics research for example, Australian astrophysics researchers operate a gigantic 64-metre Parkes telescope [36] which generates a large amount of data through constant observation. In pulsar searching workflow [18] the raw observation data are generated at a 1GB-per-second ratio. The beam file is generated for later pulsar searching through a local real-time compression operation on the raw data file. About 1 to 20GB beam file is generated from 4 to 60 minutes' observation, which is still a large dataset generated in a short time to be executed. We can infer from this example that due to its data-intensive nature, deploying scientific applications in cloud computing is extremely cost-saving, although there are still several challenges standing. First, data generated from scientific research are intellectual properties which may directly lead to scientific discovery, hence their values are inestimable. Therefore, data security, specifically confidentiality and integrity, are of extremely importance. Second, scientists usually need to access the results as early as possible, as a late-coming result may cause an enormous economical waste and loss of scientific discovery. Another example in astrophysics is gravitational wave detection [37] which is especially time-critical. Due to its nature of real-time and streaming, delay in returning of a result of a task may lead to missing of an incoming gravitational wave. This will lead to loss of scientific discovery as the next wave would come after years. Moreover, thousands of hours of data-intensive computation was in vain, which is a terrible economical waste. Hence, efficiency is also important in cloud scheduling for scientific applications. These two challenges constitute the main research problem our work trying to tackle.
We will investigate the security challenge from communication security aspect of view. As cloud is a more open and distributed environment, it is essential to encrypt all data in transfer as well as authenticate each party's identity to ensure their confidentiality and integrity. As was discussed in Section 1, asymmetric-key encryptions are not suitable for our scenario because of their low efficiency. To utilise a symmetric encryption scheme, CLC must at first exchange a session key with each server instance through an authenticated key exchange scheme before distributing the divided data and tasks to server instances. Although there are multiple instances running on the same physical machine, it is better that each instance encrypts its communication with CLC with a distinct session key for risk management purpose. For example, if there's 100 instances each executing 10MB data on one machine and we use different session keys to encrypt this total 1GB data, then a malicious adversary will have access to only 10MB data other than that entire 1GB dataset if she/he gets to know one of the session keys through means such as side-channel attacks. Furthermore, if one of the server instances got hijacked, this adversary will reveal all the following data sent to the same physical machine until she/he get caught, as they are all encrypted with a same session key. The consequence may be hundreds of times more data leakage, depends on how many server instances are running on a single physical machine.
In a cloud computing systems there are always numerous server instances running inside. Small-to-medium-sized cloud systems such as an enterprise cloud or community cloud can have hundreds to thousands of server instances, and this number is even larger in large-scale cloud systems such as public cloud and commercial cloud. As a distinct session key is needed to be exchanged between CLC and each server instance, conducting key exchange between CLC and server instances becomes a tedious and time-consuming task in data-intensive applications such as scientific applications.
Based on the analysis above in this section, we can now see the research problem here -an efficient authenticated key exchange scheme is needed to ensure data security in cloud scheduling, especially for scientific applications. IKE [14] is one of the most efficient, secure, standardised and widely applied authenticated key exchange scheme for communications over an unsecure communication channel. However, when applied in our cloud computing scenario, the efficiency of IKE is very low. Unfortunately, existing research on authenticated key exchange schemes tend not to seek improvements on multiplekey-exchange schemes from an efficiency point of view. Previous research was mainly focusing on either strengthening security in two-party scenario [14, 28, 29] , or multi-user-same-key scenarios [24] [25] [26] [27] . Therefore, an authenticated key exchange (AKE) scheme for efficient cloud scheduling is on demand, especially for data-and operation-intensive scientific applications.
Problem Analysis
As the CLC performs key exchange operations with all server instances and encryptions/decryptions of the entire dataset, it is acting as the bottleneck of the performance of our scheme. By utilising square-and-multiply algorithm, the minimum complexity of a modular exponentiation operation of is (( ) ) for integers where . Therefore, modular exponentiations are by far the most costly, as most other operations in authenticated key exchange schemes are of linear complexity (e.g. symmetric encryptions, pseudorandom functions, etc). According to the fast evolving capability of computation facilities, it is now unsafe to utilise in a typical application a Diffie-Hellman group with its size less than 1024 bits [14] . Hence it all comes down to Diffie-Hellman key exchange operations performed on CLC, which involves n times 1024-bit modular exponentiations for n server instances in each key exchange rounds, as n tends to be very large in typical cloud computing systems.
Digital signatures are always necessary in key exchange schemes for identities authentication. Signing over a message could also be time-consuming if the message is long. In key exchange schemes however, messages to be signed are usually of a short fixed length (typically 128 bits which is the output size of a HMAC function). In this regard, time consumption in signing messages is small compared to those key exchange related computations over 1024-bit keying materials.
Computations on server instances in key exchange processes can be completed almost instantly; Besides, data transfer takes almost no time as well because only kilobytes of data need to be transferred between CLC and server instances in order to complete key exchange.
Based on the analyses above, we argue that the performance of CLC is the bottleneck, mostly because of the amassed Diffie-Hellman operations performed on CLC. In our proposed CCBKE scheme, we will incorporate randomness-reuse strategy to reduce the number of modular exponentiations on CLC, in order to mitigate the workload of CLC and to achieve superior overall efficiency over IKE in cloud computing environment.
Notations.
Before start demonstrating how the CCBKE scheme works, we first define some notations to be used for a formalised description.
: Server instances domain :
The th server instance in :
Cloud controller (CLC) :
Header contains security parameter indexes :
Certificate request, requesting for 's certificate : Certificate :
's one-time nonce :
Security associations, used in negotiating cryptographic algorithms :
Identity information :
's signature, can be verified using pre-defined algorithm and public key within ():
Pseudorandom function { } :
Encrypt message with session key
CCBKE System setup:
The system choose a large prime integer to form a Diffie-Hellman group, and a generator of group , i.e., is a primitive root modulo . Normally is a Sophie Germain prime where ( ) is also prime, so that the group maximises its resilient against square root attack to discrete logarithm problem. A certificate authority (CA) as in PKI is still needed in our security framework so that communicating parties can identify each other through exchanging verifiable certificates and , as the certificates contain public keys which can be used to verify the session partners' signatures, thereby their identities. Certificates are relatively long-termed data which are issued to all participants of communication before the commencing of communication, and CA won't be participating itself unless re-verification of identities and revocation and re-issuing certificates for participants are needed. As these should be done in a much lower frequency (e.g. once a day) than key exchanging (e.g. re-exchanging key in every new session), they won't affect the efficiency of a key exchange scheme for scheduling in general. Therefore, we will ignore all communications involving CA in our scheme and won't be discussing further details on issuing and revoking certificates.
CCBKE Initial Exchange:
Initial exchange is used when a new task is to be executed, because that is when CLC need to decide how to distribute this new task to be executed on existing computation infrastructure, i.e., which of the server instances are involved. CLC picks a secret value , computes its public keying material in , and broadcasts the following message to the domain of server instances S which contains instances :
where and for algorithm negotiation, for Diffie-Hellman key exchange, and for freshness verification. The initiator of a normal IKE scheme will generate secret values , then compute and send out , either through multicast or one by one, to establish separated security channels with each receiver. In our scheme, although we still establish one for each server instance where , we are using only one single secret value for CLC in all messages in order to reduce cost. We will further analyse security and cost reduction for this variation in section 4 and 5, respectively.
Upon receiving Message 1, each server instance generates their secret value , compute key material , then respond within Round 2 as follows:
Note that round 2 involves different messages sent from separately. After exchanging the first two rounds of messages, the session keys are computed for all parties as follows:
The session keys are now shared between CLC and each server instance for the use of encryption of later communications. Although the Diffie-Hellman key exchange is completed, the CCBKE initial exchange is not finished as the participants have to authenticate each other in order to prevent man-in-the-middle (MITM) attacks. Similar as in IKE, CLC generates signatures which are the signatures for these messages, using its secret key from the key pair issued by CA:
and broadcast the following message to S:
The server instances can then verify the identity of the initiator of this conversation by using its session key to decrypt its own part of this message. Signatures can be verified through the public key contained in the certificate. Similarly, server instances will send out their own encrypted ID, signature and certificate to CLC for verification:
where, similar to round 3 but only signed separately, is signatures by to messages:
Note that this round involves messages as well. After the identities of both CLC and server instances are authenticated through round 3 and 4, CLC will send to the split task data which are encrypted with session keys using symmetric encryption such as AES. After task execution, returns to CLC the results which are encrypted using as well. The prf function is often implemented as an HMAC function such as SHA-1 or MD5, which outputs a fixed-length short message (commonly 128 bits) and has high efficiency (around 200MB/s on today's desktop PCs) itself.
CCBKE Rekeying:
Rekeying is often accomplished by running initial exchange all over again. However, in the following cases, alternative strategies need to be applied. We'll also analyse in this section the efficiency of these strategies.
Failure Recovery
If any message that constitutes the initial exchange fails to arrive, the CLC will simply start a one-on-one IKE key exchange session with this specific instance. As this is only an accidentally-happening situation and can be tackled on-therun, this additional time consumption can be considered negligible.
Multi-step Tasks
In a multi-step task data need to be transferred back and forth. In this situation it is not necessary for the participants to reauthenticate each other after the successful authentication in the first round because of the high dependency of data in a same task. Therefore, only rounds 1 and 2 are needed to be performed, with new keying materials and minor changes to SA and HDR fields. Following the analyses in Section 3, as rounds 3 and 4 only contains fast operations such as signature and verification over short messages as well as symmetric-key encryption/decryption and HMAC functions, the computational overhead of rekeying process on CLC is almost identical to the initial exchange from an efficiency point of view.
Security Analysis for CCBKE
We will analyse the security of our scheme in two ways. We will show that our scheme is safe against both outside and inside attackers while maintaining perfect forward secrecy.
Security Proof
As cryptanalysis on symmetric-key encryption algorithms is outside the scope of this paper, the following discussions are under 2 standard cryptographic assumptions as follows.
Assumption 1: Any participant in our scheme cannot retrieve any data that was encrypted by any symmetric-key algorithm, unless it has the session key which was used to encrypt the data in the first place. I.e., cryptanalysis is beyond this security discussion. Assumption 2 (CDH assumption): Given a cyclic group of order , a generator of and two random integers { ( )}, retrieving in polynomial time using only { } is computationally impossible.
Similar to most security analyses to public-key communication protocols, we now define the capabilities of an outsider attacker and an inside attacker.
Definition 1 (cloud outside attacker): A malicious outside attacker
is an adversary who is capable of monitor, intercept, and change all communication traffic in the whole cloud background structure, in order to gain access to protected data in transit. However, does not have access to any of the node machines, and its identity is not legit, i.e. cannot obtain a valid certificate to let itself be authenticate by CLC or any server instance.
Definition 2 (cloud inside attacker): A malicious inside attacker
is an adversary who can be authenticated by CLC and act as a legitimate server instance of the communication. However, does not have access to any other legitimate participants', including server instances' and CLC's, private information.
We now prove that our scheme is secure against both these types of attackers.
Theorem 1: A cloud outside attacker
cannot retrieve in polynomial time any exchanged session key in CCBKE.
Proof: Following Definition 1, we know that an outside attacker can gain access to all public keying materials by monitoring the entire network, but cannot get secret information such as . Considering the computational hardness of computational Diffie-Hellman (CDH) problem, we know that cannot compute any where , in polynomial time, with .
Theorem 2:
Assume is the session key negotiated between a cloud inside attacker and CLC. cannot retrieve in polynomial time any session key other than , unless a negligible probability.
Proof: According to Definition 2, has its own secret value in addition to information controlled by . Since all secret values are generated by individual server instances themselves instead of allocated, there's a probability that a same secret value is generated and used for key exchange by different server instances, which we call a 'collision'. For example, when a collision between and a legitimate server instance (with its secret value ) happens, we have . Therefore can easily retrieve data sent by using its own key . Since are randomly chosen over , the probability for a collision happen will be:
This is a similar situation to the famous birthday attack where depends on √ ⁄ as well. In our CCBKE scheme, p is commonly 1024-bit and n (number of server instances) is usually several thousand which can be considered negligible compared to . To this end, √ ⁄ is very close to 0. Thus, the probability for a collision to happen is negligible, which means an inside attacker cannot retrieve any of others' session key except a negligible possibility. Combining this conclusion with Theorem 1, we have finished proving of Theorem 2.
Since all identity information are encrypted with the session keys in authentication rounds 3 and 4 and both outside attackers and inside attackers cannot retrieve others' session key, we have the following lemma.
Lemma 1 Any pretended participant will fail authentication in rounds 3 and 4.
Once the authentication of rounds 3 or 4 failed, the communication will then be terminated. A man-in-the-middle attack or any kinds of identity forgery attack to our scheme will hence not be successful.
Perfect Forward Secrecy
Same as in IKE, session keys used for encrypting communications are only used once until they are expired and destroyed. Thus, a previously used session key or secret keying material is worthless to a malicious opponent even a previously-used key or a secret keying material is somehow exposed. This is one of the major advantages of using a key exchange scheme in hybrid encryption, which is why we did not choose to simply encrypt the session key with an asymmetric-key encryption algorithm, even though it can be easily done through PKI considering the fact that we have adopted a CA in our CCBKE architecture.
Experiment and Evaluation
The CCBKE scheme proposed in this paper is generic. It can be deployed with varioius scientific application and on various cloud computing platforms to improve efficiency and reduce the cost in guaranteeing communication security.
According to the analyses in section 3.2, time consumption of operations outside CLC can be considered negligible. In CCBKE, Rounds 1 and 3 are carried out on CLC, which both contained n modular exponential operations. Since the CLC used only one randomness instead of { } to conduct Diffie-Hellman key exchange with { }, there are only 1 instead of n modular exponential operations left. Hence, approximately half of the modular exponential operations are cut out. In this regard, intuitively speaking, the CCBKE scheme can have vast efficiency advantage over IKE [14] . We now further conduct experiments to quantitatively demonstrate that CCBKE, when applied in cloud, can indeed improve the efficiency of IKE significantly.
Experiment Environment
U-Cloud is a cloud computing system in University of Technology, Sydney (UTS) on which we built and conducted our experimental environment. The computing facilities of this system are located in several labs in the Faculty of Engineering and IT, UTS. On top of hardware and Linux OS, We installed Xen Hypervisor [38] which virtualises the infrastructure and allows it to provide unified computing and storage resources. Upon virtualised data centres, Hadoop [39] is installed to facilitate MapReduce programming paradigm and distributed data management. Furthermore, we installed Eucalyptus open source cloud platform [35, 40] which is responsible of global management, resource scheduling, task distribution and interaction with users. The structure of U-Cloud system is depicted in Figure 2 . 
2 Experiment Process
It is clear that the actual efficiency improvement brought by our scheme highly depends on the size of dataset and the number of server instances in total. Experiments were conducted on multiple datasets with different number of server instances involved, which will be demonstrated in the next sub-section.
We will compare our scheme to the trivial scheme where CLC exchanges keys with each server instance using IKE in a separated fashion. Asymmetric-key cryptosystems are much slower (approximately 1000 times slower) than symmetric-key cryptosystems, thus large datasets are never encrypted with asymmetric-key cryptosystems in practice. Since our experiments are conducted on datasets of at least gigabytes in size, we will not compare the hybrid encryption scheme to an asymmetrickey encryption scheme because the results will be too predictably obvious.
For evaluating CCBKE scheme, we implemented 2 key exchange schemes using Java: basic multi-user IKE scheme and our CCBKE scheme. For parameters of Diffie-Hellman key exchange we used 1024-bit MODP group [14] with a 1024-bit prime p and generator . We used MD5 as pseudorandom function prf, and RSA algorithm for signature. We ran the two key exchange schemes under our cloud environment with a few astrophysics datasets, and tested total time consumption on CLC.
According to the analysis in Section 3, we will evaluate the performance of our scheme by evaluating the efficiency improvement on CLC because we can infer from the analysis that time consumed elsewhere can be considered negligible. We will show in the next sub-section that our scheme improved the efficiency of key exchange significantly.
Experimental Results and Analysis
We first show that key exchange schemes are taking a large percentage of run time when running under distributed computing environments such as cloud computing, which indicates the significance of research on efficient authenticated key exchange schemes. When applying hybrid encryption to traditional data-intensive applications, key exchange schemes are always being utilised in combination with symmetric-key encryption to ensure data security. In these scenarios, time consumption of key exchange schemes can be neglected compared to the heavy time consumption on encryption. However, the situation is different in cloud computing, which we demonstrate the difference. A cloud computing infrastructure often employs thousands of server instances. For a time-critical data-intensive application such as scientific applications, the GB dataset is split into MB blocks and then distributed and executed on server instances through MapReduce. We use IKE time consumption data from our experiment to represent the efficiency of key exchange scheme. For symmetric-key encryption algorithms, we included two algorithms used for dataset encryption: the most widely-recognized block cipher, AES, in Galois Counter Mode (GCM) with 64K tables, and Salsa20/12, a stream cipher which is a more popular kind in encrypting large datasets because of its high efficiency. Both of the two algorithms were proven to be secure against various kinds of cryptanalysis. For the efficiency of encryption algorithms, we refer to the performance result from Crypto++ benchmarks [41] which indicates the speed of AES/GCM with 64K tables is 108MB/s, and the speed of Salsa20/12 is 643MB/s for data encryption. Experiments are conducted on several datasets taken from astrophysics research; results are listed in Tables I and  II:   TABLE I. ONE-ROUND RUNTIME COMPARASION ON which proved that in hybrid cloud computing environment, key exchange operations indeed take a large percent of time consumption in a hybrid security scheme 1 . This means the overall performance will be significantly improved if a key exchange scheme with better efficiency is used.
As was analysed in section 3, CLC run time is the only predominant factor in comparing the efficiency of an authenticated key exchange scheme for scheduling in cloud computing. Compared by time consumed on CLC, the efficiency of the two key exchange schemes is demonstrated in Figure 3 : We can see that our scheme only consumes about half of the run time on CLC compared to IKE, which is a significant improvement. In time-critical multi-round applications where thousands of server instances are involved, a total of hours of time consumption can be reduced which means much faster results and a much lesser chance of missing a scientific discovery.
Conclusions and Future Work
In this paper we have proposed a novel authenticated key exchange scheme, namely Cloud Computing Background Key Exchange (CCBKE), which aimed at efficient security-aware scheduling of scientific applications in hybrid computing environments such as cloud computing. Our scheme has been designed based on the commonly-used Internet Key Exchange (IKE) scheme and randomness-reuse strategy. Both theoretical analyses and experimental results have demonstrated that, compared with the IKE scheme, our CCBKE scheme has significantly improved the efficiency by dramatically reducing time consumption and computation load with the same level of security.
While we have proposed an efficient key exchange scheme which can significantly reduce time consumption, efficiency of security-aware scheduling for scientific applications in hybrid environments can be pushed further forward by incorporating more cost-efficient encryption which, as the succeeding stage after Key Exchange, still takes a large partition of time consumption, even in cloud computing for scientific applications. Therefore, in the future, we will further investigate new strategies to improve the efficiency of symmetric-key encryption towards more efficient security-aware scheduling.
