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In this paper, we present TiltZoom, a collection of tilt-
based interaction techniques designed for easy one-
handed zooming on mobile devices. TiltZoom represents 
novel gestural interaction techniques, implemented using 
rate-of-rotation readings from a gyroscope, a sensor 
commonly embedded on current generation smart phones. 
We designed and experimented three variants of 
TiltZoom - Tilt Level, Tilt and Hold and Flip Gesture. 
The design decisions for all three variants are discussed in 
this paper and their performance, as well as subjective 
user experience are evaluated and compared against 
conventional touch-based zooming techniques. TiltZoom 
appears to be a worthy addition to current established 
collection of gesture-based mobile interaction techniques 
for zooming controls, especially when user has only one 
hand available when moving about.  
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ACM Classification Keywords 
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INTRODUCTION 
Capacitive multi-touch displays that are commonly 
embedded in mobile devices encourage natural finger-
based interactions. This trend necessitates new interaction 
models and interface design because users are no longer 
limited by physical input peripherals such as buttons and 
keys. Instead, special-purposed virtual controls are 
presented during appropriate situations for efficient input. 
However, these on-screen controls take up precious 
mobile screen real estate, leaving less space for user-
desired content. Thus, it is important to investigate 
effective gestural interaction techniques that do no require 
this control element to be present on screen. 
One notable interaction technique that is first introduced 
by Westerman (1999) and later popularised by Apple 
iPhone for zoom operations is pinching, where the user 
places two fingers on the screen, and the interface zooms 
in when fingers are separated, and zooms out when the 
fingers are brought closer together. Pinch gesture is 
considered intuitive and well received by users, but it 
requires two hands to perform on mobile device, because 
one hand is needed to secure the device while the other 
hand performs the pinch gesture. However, requiring two 
hands to operate makes pinching impractical when users 
are on the move, such as when they are carrying items in 
one hand or holding onto rails, or handles, while taking 
public transport. Although other interaction techniques, 
such as double tap and two-finger tap are available for 
zoom control, they are not as intuitive as the pinch 
operation and are equally challenging to perform single-
handedly. While we acknowledge the existence of 
alternative interaction techniques that employ on-screen 
control elements such as sliders or buttons, we have 
chosen to focus our study on gestural techniques that do 
not depend on such user interface elements in order to 
preserve limited screen real estate on mobile devices. 
RELATED WORKS 
Rekimoto (1996) discussed using tilt gestures as input for 
mobile devices that have limited screen estate. The study 
also highlighted the importance of tilt-based gestures that 
could be performed easily with one hand, making them 
suitable for mobile situations. Alfaro (2010) presented 
potential applications for tilt-based interaction techniques 
including navigating menu interface, changing projection 
perspective for large 2D objects like maps, and changing 
display viewport orientation for 3D-object inspectors. 
Dachselt and Buchholz (2008) and Westerman (1999) 
later proposed that tilting interactions could be 
implemented in both a discrete (stepwise) and continuous 
(fluent) manner, which inspired two of the techniques 
presented in this paper. 
Partridge et al. (2002) and Wigdor and Balakrishnan 
(2003) presented similar solutions of combining motion 
sensing with keypad for efficient data entry on mobile 
phones. Robbins et al. (2004) later introduced ZoneZoom 
which divides visible interface shown on screen into a 
grid of nine zones, with each zones corresponding to a 
number key on the device's keypad in a similar 
arrangement. Pressing the corresponding key will zoom 
in on the corresponding zone. While these techniques 
have shown improvements over conventional methods, 
the designs are deemed unsuitable for current mobile 
devices that have no dedicated hardware input, and rely 
solely on capacitive multi-touch display. 
Miyaki and Rekimoto (2009) proposed GraspZoom, 
which introduced a way to do one-handed zooming and 
scrolling control on multi-touch mobile devices by 
augmenting the back of mobile devices with pressure 
sensor. GraspZoom has a major drawback because it 
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depends on additional hardware and hence limits its 
practicality and usability.  
Eslambolchilar and Murray-Smith (2004) integrated tilt-
based control with speed-dependent automatic zooming 
(SDAZ), but coupling panning and zooming operation 
introduces complexity and thus makes it challenging for 
users to zoom in easily at a particular point of interest. 
Hinckley and Song (2011) presented a technique called 
Tilt-to-zoom which is similar to the Tilt Level technique 
described in this paper, but requires one finger to touch 
the centre of the zooming region to activate it. This 
interaction lets a finger interfere with the screen, which 
would prohibit the user from glancing at the zoomed 
region. Our method adapts their approach and solves the 
aforementioned issue. 
DESIGN 
TiltZoom provides three ways to perform single-handed 
zooming operations using gyroscope readings. The 
decision to base our implementation off gyroscope and 
not accelerometer is due to the limitation of the 
accelerometer. It often confuses acceleration due to 
gravity with linear acceleration, especially when the 
device is being rotated. Gyroscope readings provide a 
better signal-to-noise ratio because it only detects the rate 
of rotation and thus is not susceptible to accidental 
movement, which often occurs in a mobile context. These 
techniques are all based on the device's orientation along 
the x-axis, i.e. the axis perpendicular to thickness of the 
device.  
 
Figure 1. From left to right, device orientations when at rest, 
during zoom out, and during zoom in operations. 
Tilt Level 
Tilt Level couples x-axis orientation of the device directly 
with zoom level of the interface, so zooming happens as 
soon as the device is tilted along x-axis. We have 
designed it such that tilting towards user will be 
interpreted as zooming in and conversely, tilting away 
from user will result in zooming out.  
Tilt Level provides an intuitive and natural interaction 
model to interact with the interface because physical 
movement (tilting) has a direct and immediate effect to 
the interface. Nonetheless, in our previous pilot study, 
users commented that this technique is too sensitive, 
because any slight tilting, which is very common for a 
mobile device that is often used when moving around, 
could result in unintended changes in zoom level of the 
interface, causing frustration among users. 
Tilt and Hold 
Tilt and Hold is designed to solve the hypersensitivity  
issue with Tilt Level. We removed the direct correlation 
between device orientation and zoom level, and time-
delayed zooming operations are used to filter out 
accidental device motions. In this technique, users need to 
tilt the device over a certain threshold angle and maintain 
that position for half a second before the zooming 
operation is applied to the object at the interface.  
Due to slight pauses between subsequent zooms, the Tilt 
and Hold technique could not provide immediate 
feedback on the zoom level as Tilt Level. Although this 
might degrade the overall user experience, as feedback is 
not presented at the same time as the interactions, the 
slight time delay is able to avoid continuous zoom 
operations due to accidental motions and improve 
usability in a mobile context. 
Flip Gesture 
Instead of using raw device orientation data directly, Flip 
Gesture uses a simple algorithm to infer higher-level 
gestural information from the orientation data, and couple 
zooming operations with the gestures instead. 
A flip is defined as an abrupt, mono-directional motion 
along the x-axis of the device, and the motion needs to be 
significant enough such that the change in orientation is 
larger than a certain threshold value. Similar to Tilt Level 
and Tilt and Hold, an increase in x-axis orientation value 
will trigger a zoom in operation and a decrease will 
trigger a zoom out. 
The Flip Gesture technique also avoids the downside of 
Tilt Level, by ignoring any insignificant motions that are 
below the threshold value. In addition, it removes the 
time delay experienced by the user, when performing 
multiple zoom operations in rapid succession, as opposed 
to Tilt and Hold which always requires a constant amount 
of time delay after each operation. 
       
Figure 2. EasyMap showing venues represented as red pins 
and pop-up alert when Flip Gesture is activated. 
IMPLEMENTATION 
For evaluation purposes, and to gather feedback from real 
world applications, we have implemented two proposed 
TiltZoom techniques as part of a mobile application 
called EasyMap on the Apple iOS platform. EasyMap is 
designed to be a local business search application that 
uses the Google Local Search API to search for close by 
venues, which are relevant to keyword(s) entered by the 
user. It is our intention for the application to mimic the 
interface and behaviour of a typical local map search 
mobile application, in order to minimise the user's 
cognitive load during the user study, so they can focus 
their attention on learning about the new tilt-based control 
schemes. 
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Map and Discrete Zoom Levels 
EasyMap map interface is designed to have ten discrete 
zoom levels because both Tilt and Hold and Flip Gesture 
are designed to register discrete zoom operations. 
Therefore, we are able to programmatically zoom the map 
with each discrete zoom operation. In addition, discrete 
levels allow reversible zoom operations for users to easily 
jump back and forth between expected levels of detail. 
Since our techniques are complementing pre-existing 
zoom control, users can always fall back to pinching for 
more accurate zoom level control. 
EasyMap Zoom Control  
EasyMap uses the same basic zoom control as the 
conventional map interfaces on iOS, i.e. double tap on an 
area to zoom in, with that area set as the new centre of the 
map, and two-finger tap to zoom out while maintaining 
the current centre of the map, or two-finger pinch to zoom 
in and out. We implemented two TiltZoom techniques, 
i.e. “Tilt and Hold” and “Flip Gesture” into EasyMap. In 
order to avoid accidental zooming operations when the 
device is carried around, we have decided to have a 
dedicated button on the tab bar at the bottom of the 
application to activate tilt-based controls. Once tilt-based 
control is activated, the dedicated button at the bottom 
will be highlighted, a pop-up alert showing how to 
perform the gesture will be displayed briefly, and a short 
message will appear and will stay at the top of the screen, 
to give the user a brief introduction, as well as acting as a 
secondary indicator to show that tilt-based control is 
active. 
EVALUATION 
We conducted a user study involving fifteen participants 
(4 females, 11 males) with varying degree of familiarity 
with tilt-based control and multi-touch control 
techniques. Using the EasyMap application, participants 
were requested to perform zooming operations that are 
commonly used on mobile map interfaces using five 
techniques in random order. The five zooming techniques 
that are evaluated for control and comparison purposes, 
include: Tilt and Hold, Flip Gesture, combination of Tilt 
and Hold with touch-based zoom control, combination of 
Flip Gesture with touch-based zoom controls, and finally 
the conventional touch-based zoom controls. 
Methodology 
In our experiment, every participant is shown a map with 
three distinctly located venues marked by red pins on the 
display. For every venue, participant is instructed to zoom 
in at it, until a pre-specified zoom level, indicated by the 
appearance of street number on the map interface, then 
followed by zooming out until all three red pins are 
visible again, that is, the original zoom level prior to 
zooming in. The same task was repeated using every 
zooming technique. All operations were performed using 
one hand, in order to simulate the one-handed scenarios 
that we are investigating. The entire experiment was 
conducted twice, using three randomly selected venues 
each time. 
Before each experiment started, we allowed the 
participants to familiarize themselves with the various 
techniques by providing them a brief introduction and 
also some time to practice. We recorded the time taken 
for participant to zoom in until the pre-specified zoom 
level and also the time taken to zoom back out to the 
original zoom level. Following the experiment, a short 
questionnaire was distributed for participants to comment 
on their experience with tilt-based control techniques and 
to rate how useful and intuitive the tilt-based zoom 
controls in single-handed situation with a Likert scale 
(from 1 – not useful/intuitive to 7 – very useful/intuitive). 
We also conducted ethnographic observations on 
participants’ interaction with the device and recorded 
their spoken comments when they performed the tasks.  
Quantitative Data 
A non-parametric method – the Wilcoxon Signed Rank 
test was used to compare the time differences between 
touch-based zoom control and each TiltZoom control, 
without assuming the normality of the time used to zoom 
in and out at a particular location.  
 
Figure 3. Time comparison between Touch, Tilt and Hold, 
and Flip Gesture for zoom-in and zoom-out operations. 
Based on the overall performance for both zooming in 
and out, Flip Gesture performed significantly better than 
touch based controls (1.826 seconds faster in average,  
z=-3.312, p=.001); Tilt and Hold was slower than touch-
based control, but their difference was not significant (z=-
1.142, p=.254). Both combination controls (i.e., Tilt and 
Hold with touch, and Flip Gesture with touch) were found 
to perform significantly better than touch only control 
(z=-2.736, p=.006; z=-3.281, p=.001, respectively). 
By investigating zoom-in and zoom-out operations 
separately, we found that the promising performance of 
Flip Gesture depended mainly on the significant time 
saving when zooming out (1.640 seconds faster, z=-
3.248, p=.001); Tilt and Hold was significantly inferior to 
touch-based control in terms of zoom-in time (1.663 
seconds slower) (z=-3.209, p=.001). Figure 3 shows the 
mean seconds of three control approaches for zoom-in 
operations and zoom-out operations respectively. 
The subjective evaluations on usefulness and 
intuitiveness of the tilt-based zoom controls in single-
handed situation are shown in Figure 4. It indicates that 
the participants generally feel the tilt-based zoom controls 
are useful and intuitive to some extent. 
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Figure 4. Usefulness and intuitiveness ratings of TiltZoom 
Qualitative data 
Qualitative data analysis was performed on the comments 
collected from the questionnaire (i.e., comments on 
usability, usefulness, intuitiveness, and others). 
Confirming the quantitative results in response time, 
participants noticed the quick response of Flip Gesture 
and the slow response of Tilt and Hold. Though most 
participants preferred the responsiveness of Flip Gesture, 
they appreciated the pauses in between zooms when using 
Tilt and Hold, as it allowed them to reposition the area of 
interest at the centre of the map for subsequent zooming. 
Furthermore, all participants valued the benefit of the tilt-
based controls for zoom out, as “(it) is awesome much 
better than touch”, “better experience as compare to the 
default zooming out technique (touch-based)”. 
Through observations on participants performing 
instructed tasks during the study, we found that all 
participants did not enjoy using touch-based techniques 
for zooming out, as they found that both pinching and 
two-finger tapping are difficult and awkward to perform 
single-handedly. When given the option to combine 
touch-based with tilt-based techniques, most participants 
preferred to zoom in using double tapping, and to zoom 
out using tilt-based control. Certain participants relied 
solely on Flip Gesture entirely regardless of the options, 
as they prefer the responsiveness of the technique, and the 
freedom to execute zooming operations without looking 
explicit at the display. 
Some participants felt their wrist was tired after the 
performing many tilt-based controls in rapid succession, 
but we do not foresee this to be a problem in real-world 
scenarios as these interactions are usually performed over 
a short period of time while being mobile. A few 
participants also raised the issue of glare or reflection 
making the tilted screen illegible, especially when using 
Tilt and Hold technique. We foresee this to be a more 
prominent issue when user is using the device under the 
sun, but participants found no such issue when using Flip 
Gesture. The usefulness of the tilt-based controls was also 
discovered to be dependent on hand availability, most 
participants expressed their desire to use TiltZoom 
controls while walking or travelling. If two hands were 
available, most participants still preferred two-hand zoom 
operation, such as pinch in and out, due to the familiarity 
and consistency with other applications. Nonetheless, one 
participant thought, “once I learnt it (the tilt-based 
controls), I could use it easily and quickly”. 
CONCLUSION 
This paper demonstrates that both Tilt and Hold and Flip 
Gesture are useful and intuitive techniques to complement 
existing touch gesture-based techniques for one-handed 
zooming operations. Our study has highlighted some 
shortcomings of current touch-based control techniques to 
provide a good one-handed experience for mobile users, 
especially in many situations when one-handed operation 
is preferred. 
For future work, we aim to experiment TiltZoom controls 
with different applications and scenarios that have similar 
zoom operations, such as photo library, camera controls, 
music playback controls etc. Since all these applications 
are commonly used while users are moving about, they 
are good use cases for the ability to use one-handed 
control easily and accurately. 
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