University of Massachusetts Amherst

ScholarWorks@UMass Amherst
Doctoral Dissertations

Dissertations and Theses

October 2022

Modeling the Multi-mode Distribution in Self-Supervised
Language Models
Haw-Shiuan Chang
University of Massachusetts Amherst

Follow this and additional works at: https://scholarworks.umass.edu/dissertations_2
Part of the Artificial Intelligence and Robotics Commons

Recommended Citation
Chang, Haw-Shiuan, "Modeling the Multi-mode Distribution in Self-Supervised Language Models" (2022).
Doctoral Dissertations. 2605.
https://doi.org/10.7275/31039789 https://scholarworks.umass.edu/dissertations_2/2605

This Open Access Dissertation is brought to you for free and open access by the Dissertations and Theses at
ScholarWorks@UMass Amherst. It has been accepted for inclusion in Doctoral Dissertations by an authorized
administrator of ScholarWorks@UMass Amherst. For more information, please contact
scholarworks@library.umass.edu.

MODELING THE MULTI-MODE DISTRIBUTION IN
SELF-SUPERVISED LANGUAGE MODELS

A Dissertation Presented
by
HAW-SHIUAN CHANG

Submitted to the Graduate School of the
University of Massachusetts Amherst in partial fulfillment
of the requirements for the degree of
DOCTOR OF PHILOSOPHY
September 2022
Robert and Donna Manning College of
Information and Computer Sciences

© Copyright by Haw-Shiuan Chang 2022
All Rights Reserved

MODELING THE MULTI-MODE DISTRIBUTION IN
SELF-SUPERVISED LANGUAGE MODELS

A Dissertation Presented
by
HAW-SHIUAN CHANG

Approved as to style and content by:

Andrew McCallum, Chair

Mohit Iyyer, Member

Hamed Zamani, Member

Weibo Gong, Member

Zihang Dai, Member

James Allan, Chair of the Faculty
Robert and Donna Manning College of
Information and Computer Sciences

DEDICATION

To my wife, for believing in me.
To all my family members, for supporting me.
To Andrew, my Ph.D. advisor, for allowing me to pursue this research direction.

ACKNOWLEDGEMENT

I am really fortunate to have Andrew McCallum as my Ph.D. advisor. He values longterm and fundamental research and encourages his students to think big. Andrew believes in
my potential and gives me lots of autonomy in my Ph.D. journey, while always providing
very insightful guidance. Even if he disagrees with my arguments, he always respects my
viewpoints and gives me sufficient time and resources to justify my perspective. He really
cares about the development of his students and empathizes with the difficulties we face in
our lives and in the COVID pandemic. Completing this thesis won’t be possible without his
full support. He is a role model that would continue guiding me to become a respected and
considerate advisor for the rest of my life.
I am thankful to all the members of IESL (Andrew’s lab) and UMass NLP. Everyone is
super smart and nice. Their amazing research achievements teach me what a fundamental
and impactful research problem looks like. I want to especially thank Nicholas Monath
for his selfless help, Luke Vilnis for his support, Michael Boratko for his mathematical
guidance, Jay Yoon Lee for his insightful suggestions, and Nader Akoury for your generous
help. Thank you for making the journey so enjoyable. I would miss every joke, smile, and
whiteboard discussion in the lab. I would also like to thank the kindness from the whole
Amherst community in our everyday life.
I appreciate the opportunities to work with many amazing master’s and undergraduate
students, especially Ao Liu, Abdurrahman Munir, Johnny Tian-Zheng Wei, Aaron Traylor,
Yang Jiao, ZiYun Wang, Vikram Pawar, Amol Agrawal, Ananya Ganesh, Rheeya Uppaal,
Jiaming Yuan, Nikhil Agarwal, Alolika Gon, Hieu Phan, Purujit Goyal, Rohan Paul, RueiYao Sun, Ronald Seoh, and Zonghai Yao. Thank you for believing in my research vision.

v

Without your help, I cannot show the effectiveness of multiple embeddings in so many
applications.
I appreciate the help from the senior collaborators such as Erik Learned-Miller and
Mohit Iyyer during my Ph.D., and I am grateful to the help from my thesis committee
members (Andrew McCallum, Mohit Iyyer, Hamed Zamani, Weibo Gong, and Zihang Dai).
Thank you for your time and valuable advice on our work. I also learned a lot from the
advisors of my internship, including Shankar Vembu, Sunil Mohan, Xin Luna Dong, and
Andrey Kan. Thank you for your time and effort.
I also want to thank the professors/researchers who help me to start the Ph.D. journey.
Thank you, I-Chen Wu, for supervising my first research project, Yu-Chiang Frank Wang,
for teaching me how to do research and write research papers, Kuan-Ta Chen, for giving me
the courage to pursue my dream, Beverly P. Woolf, and Brendan O’Connor, for helping me
to find my Ph.D. advisor.
Finally, I would like to thank my family: My beloved wife, son, and daughter, for their
endless loving and caring. My mom and dad, for raising me in an environment that nurtures
my dream. My father-in-law and mother-in-law, for their support, especially when we
needed it the most.

vi

ABSTRACT

MODELING THE MULTI-MODE DISTRIBUTION IN
SELF-SUPERVISED LANGUAGE MODELS
SEPTEMBER 2022
HAW-SHIUAN CHANG
B.S., NATIONAL CHIAO TUNG UNIVERSITY
M.S., UNIVERSITY OF MASSACHUSETTS, AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Andrew McCallum

Self-supervised large language models (LMs) have become a highly-influential and
foundational tool for many NLP models. For this reason, their expressivity is an important
topic of study. In near-universal practice, given the language context, the model predicts a
word from the vocabulary using a single embedded vector representation of both context
and dictionary entries. Note that the context sometimes implies that the distribution over
predicted words should be multi-modal in embedded space. However, the context’s singlevector representation provably fails to capture such a distribution. To address this limitation,
we propose to represent context with multiple vector embeddings, which we term facets.
This is distinct from previous work on multi-sense vocabulary embeddings, which employs
multiple vectors for the dictionary entries, not the context.
In this dissertation, we first p resent t he t heoretical l imitations o f t he s ingle context
embedding in LMs and how the theoretical analyses suggest new alternative softmax layers

vii

that encode a context as multiple embeddings. The proposed alternatives achieve better
perplexity than the mixture of softmax (MoS), especially given an ambiguous context,
without adding significant computational cost to LMs. Our approaches also let GPT-2
learn to properly copy the entities from the context, which increases the coherence of the
generated text without requiring any labels.
In addition to predicting the next word, we also use multiple CLS embeddings to improve
state-of-the-art pretraining methods for BERT on natural language understanding (NLU)
benchmarks without introducing significant extra parameters or computations, especially
when the training datasets are small. Furthermore, we show that our multi-facet embeddings improve the sequential recommendation, scientific paper embeddings, measurement
of sentence similarity, distantly supervised relation extraction, unsupervised text pattern
entailment detection, and cold-start citation recommendation. Finally, we use the multiple
vector embeddings to predict the future topics of a context, and build on the basis, we
propose a novel interactive language generation framework.
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CHAPTER 1
INTRODUCTION

Neural language models (LMs) are usually trained by a form of self-supervised cooccurrence learning [105]: After encoding every input sequence into an embedding, we
encourage the embeddings of the co-occurred text and item closer with each other while
pushing the embeddings of dissimilar text and item farther away. For example, a next
word co-occurs with a context in a corpus. When training GPT-2 [177], we encourage the
embedding of the context close to the embedding of the next word1 in the output softmax
layer while pushing the context embedding away from the other word embeddings in the
vocabulary.
Although largely effective, the co-occurrence learning framework has a fundamental
limitation: One text could co-occur with various items but the single embedding of the
text might not be able to close to many different embeddings of the co-occurred items
simultaneously.
In this thesis, we study how to use multiple embedding representations to overcome the
limitation. Different embeddings often capture the different semantic aspects of the input or
different modes of the co-occurrence item distribution. Hence, we often call the predicted
multiple embeddings multi-facet embeddings, where a facet means a mode of co-occurrence
distribution or the embedding representing the mode.
In Figure 1.1, we illustrate the high-level architecture differences between the single
embedding and the proposed multiple embedding representations. In the one-tower co-
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To be more precise, GPT-2 uses word pieces. However, to make the discussion more concise, we would
use “word” to refer to word pieces in this thesis unless their differences influence our discussion.
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One-Tower Co-occurrence Learning

Two-Tower Co-occurrence Learning

Co-occurrence data: (Text, Item)

Co-occurrence data: (Text 1, Text 2)
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Figure 1.1: Illustration of the differences between the single embedding and the proposed
multiple embeddings in the two kinds of co-occurrence learning. For the models studied in
this thesis, the embedding(s) 1 (E1) always come from a text encoder (a tower), while the
embedding(s) 2 (E2) could come from a static item embedding table/matrix or also from the
text encoder (the second tower). Dot or L2 refers to dot products or Euclidean distance. In
Chapter 2, 3, and 4, we study the one-tower co-occurrence learning. In Chapter 5, we study
the two-tower co-occurrence learning.

occurrence learning framework on the left side, we encode the text into multiple embeddings
and maximize their dot products to the co-occurred item embedding. For example, in GPT-2,
we maximize the dot products of multiple hidden states and the embedding of the next word.
Notice that we only use a single embedding to represent each next word, so the goal of our
approach is not modeling the multiple senses of the words as in Miao et al. [147]. Instead,
our goal is to model the multiple possibilities of the next word given this text context. In the
two-tower co-occurrence learning framework on the right side (e.g., contrastive learning), we
are given two related texts (e.g., similar sentences or similar documents) and we maximize
the dot products of the multiple text embeddings.
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Word Embedding [159]
Graph Embedding [53]
RNN-based LM [248]
LM for IR [134]
LM for Entity Linking [138]
LM for RE [48]
Sentence Embeddings [77]
Style Transfer [140]
Recommendation [108]
Object Detection [25]
Ours

Predicting Embeddings for Self-Supervision
each Input Sequence
by Co-occurrence
V
V
V
V
V

Transformer

V
V
V
V
V

Input Text
V

V

V
V
V
V
V
V

V
V

V*

V
V
V

V
V

Table 1.1: Comparison to the previous work that demonstrates the effectiveness of multiple
embeddings. In each row, we only cite one representative paper. Predicting embeddings
means using a neural encoder rather than a lookup table to generate the multiple embeddings
from an input sequence. Self-supervision means that the models do not require labels
annotated by humans. *The applications we include in this thesis handle the text input
except for the sequential recommendation in Section 2.5.

1.1

Relation to Previous Work and Our Contributions

Multiple embedding representation has been previously proposed to improve several
models and applications such as word embedding [159, 9, 147], node embedding in a
graph [246, 128, 53], RNN-based LM [248, 68], LM for information retrieval (IR) [100,
134, 106], LM for relation extraction (RE) [48], LM for entity linking [138], sentence
embeddings [77], style transfer [140], sequential recommendation model [108, 234, 233,
124], and object detection model [25]. However, this thesis focuses on improving selfsupervised LMs that use a transformer to encode the text into multiple embeddings, and
most of the previous studies focus on a different setting. See a comparison in Table 1.1.
Narang et al. [158] and Tay et al. [218] recently show that the multiple embedding
representation is one of the few modifications of the modern transformer-based LM that are
effective in downstream applications. However, most of the state-of-the-art NLP models are
built on LMs, and LMs still nearly universally adopt the single embedding representation in
the co-occurrence learning framework due to the following concerns of the existing multiple
embedding approaches.
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• Insufficient Theoretical Support: Even though Narang et al. [158] and Tay et al.
[218] demonstrate that multiple embeddings such as Mixture of Softmax (MoS) [248]
could indeed empirically improve LMs, Parthiban et al. [168] show that the current
softmax bottleneck theory [248] is not sufficient to explain its improvement on the
perplexity metric. This shows that we lack the understanding of why multiple embeddings work well, and in what cases, multiple embeddings would be significantly
better than single embedding.
• Optimization Difficulties: In many co-occurrence learning tasks, the co-occurrence
data is very sparse. For example, most of the contexts only appear once in a corpus,
so when training BERT, we usually can only observe one masked word. In the task,
training a LM to output diverse multiple embeddings representation is difficult because
multiple embeddings often collapse into an identical embedding, especially when the
LM is deep.
• Efficiency Cost: Some existing approaches such as MoS are computationally costly [94,
66, 249, 158], especially when the vocabulary size and hidden state size are large.
• Unknown Effectiveness and Applicability: Dubossarsky et al. [51] question the
effectiveness of multiple word embedding approaches for estimating word similarity.
Without knowing why multiple embeddings are better, we do not know we should use
multiple embeddings to replace the single embedding in which kinds of applications
or self-supervised LMs.
In this thesis, we propose several solutions to respond to the challenges. We briefly
summarize our contributions on addressing the above concerns as follows.
• Theoretical Support: We advance our understanding of softmax bottleneck by showing that multimodal distribution must exist among a subset of the word embeddings
in a low dimensional subspace and make the single embedding in the softmax layer
not able to arbitrarily rank the words according to their probabilities in Section 2.2.
4

Furthermore, we establish a connection between the multi-facet embedding representation and clustering in Chapter 3; we propose to learn the multi-facet embedding
representation by predicting the cluster centers of the embeddings of co-occurred
items in Chapter 3 and Chapter 4.
• Optimization Techniques: We diversify facets (i.e., multiple embeddings) by using
non-negative sparse coding (NNSC) [89] in the one-tower co-occurrence learning
framework when modeling the distribution of the co-occurred word embeddings
in Section 3.2; when training BERT using two-tower co-occurrence learning (i.e.,
contrastive learning) in Chapter 5, we insert different linear layers for each facet
after some transformer layers and propose a novel way of aggregating the multiple
embeddings that prevents the facets from collapsing by forcing the weights of the
final linear layer to be different during the fine-tuning.
• Efficiency Improvement: MoS (mixture of softmax) [248] needs to compute the
dot product between every facet embedding and the embeddings of all the words
in the vocabulary. To save the computational resources, we split the vocabulary
into several partitions and only compute the dot product between each facet and a
partition of the word embeddings in Section 2.3.1.3 when predicting next/masked
words. In Section 2.4, we further show that when one partition is dynamically formed
by the words that have already been mentioned in the context or the words with high
probability, we can achieve better perplexity than MoS without adding significant
computational cost to GPT-2 (much faster than MoS). In Chapter 5, we use multiple
CLS embeddings to represent a text sequence and train the LM by contrastive learning.
The computation cost of multiple embeddings is not significantly higher than the
single embedding baseline because we do not need to compute the probabilities over
all words in the vocabulary in contrastive learning.
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Chapter
Application
Input
Embedding(s) 1 (E1)
Embedding(s) 2 (E2)
2.3
Next Word Embedding
Language Generation
Corpus
Multiple Hidden States of a Context
2.4
Hidden State or Next Word Embedding
2.5
Sequential Recommendation
Corpus (History)
Multiple Embeddings of a Sequence
Next Item Embedding
3.2
Sentence Similarity
Corpus
Multiple CLS of a Sentence
Nearby Pre-trained Word Embeddings
3.3
Relation Extraction
Corpus + NER + EL
Multiple CLS of a Sentence Pattern
Co-occurred Entity Pairs
3.4
Citation/Authorship Prediction
Paper + Citation
Multiple CLS of Paper’s Title+Abstract Embeddings of Citing Papers and Authors
4
Interactive Language Generation
Corpus
Multiple Hidden States of a Context
Future Word Embeddings
5.2
Natural Language Understanding Corpus (+ Labels)
Multiple CLS of a Sentence
Same as E1
5.3
Scientific Paper Representation
Paper + Citation
Multiple CLS of Paper’s Title+Abstract

Table 1.2: Task summarization. The input specifies the data we required to train the model.
We focus on the self-supervised pretraining, but would also show the benefits of multiple
embeddings after using the labels to fine-tune the pre-trained models. Please refer to
Figure 1.1 to see the meaning of embedding(s) 1 (E1) and embedding(s) 2 (E2). Each text
sequence in Chapter 2 usually only co-occurs with one item (e.g., a word), while each
text sequence in Chapter 3 and 4 usually co-occurs with multiple items (e.g., words). In
Chapter 5, a text sequence co-occurs with other similar text sequences.

• Effectiveness and Applicability: We demonstrate the effectiveness and wide applicability of multi-facet embeddings on various transformer-based and self-supervised
LMs. We summarize the co-occurrence learning tasks in Table 1.2. Then, we summarize the high-level training/testing methods and the text encoders each model used in
Table 1.3.
Our studies suggest that multiple embeddings are better than single embedding especially when the co-occurred item distribution is multimodal. In Section 3.2, we
discover that longer input text sequences are often more likely to have multiple aspects.
Different aspects could consistently attract the co-occurred items that are semantically
different, so the multimodal co-occurrence distribution is more likely to happen when
the text sequences are sentences or documents rather than phrases or words.
In addition to better predicting the co-occurrence probability, we demonstrate the
different advantages of multiple embeddings in different sections. For example, in
Section 2.4, we show that multiple embeddings can not only improve the next word
prediction (especially given ambiguous contexts) but also reduce the hallucinated
entity names generated by GPT-2. In Section 2.5, we show that multiple embeddings
improve the next product recommendation by learning to copy or exclude the products

6

Chapter
Application
Training
2.3
E1s to E2 (Dot Product)
Language Generation
2.4
Dynamic Partitioning
2.5
Sequential Recommendation
3.2
Sentence Similarity
E1s to E2 (L2)
3.3
Relation Extraction
3.4
Citation/Authorship Prediction
4
Interactive Language Generation
E1s to E2 (L2)
5.2
Natural Language Understanding
E1s to E1s (Dot Product)
5.3
Scientific Paper Representation

Testing
E1s to E2 (Dot Product)
Dynamic Partitioning
E1s to E1s (Similarity)
E1s to E2 (L2)
Embeddings as Cluster Centers
Fine-tuning E1s
E1s to E1s (Dot Product)

Encoder
GPT-2
GPT-2-like
Transformer,
LSTM, or GRU
(not Pretrained)
GPT-2
BERT
SPECTER

Table 1.3: Method summarization. Chapter 2 trains the models using cross entropy and
softmax, a kind of one-tower co-occurrence learning. Chapter 3 and 4 train the models using
the one-tower co-occurrence learning with negative sampling. Chapter 5 studies the models
using the two-tower co-occurrence learning framework (i.e., contrastive learning).

in the input product history. In Chapter 3, we discover that multiple embeddings
could improve the sentence similarity estimation without supervision. In Chapter 4,
we show that multiple embeddings could be used as future topics to build a novel
interactive and topical-guided language generation framework. In Section 5.2, we
show that multiple CLS embeddings representation significantly outperforms the
state-of-the-art pre-trained single CLS embedding of BERT on the natural language
understanding (NLU) benchmarks, especially when only a limited amount of human
labels is available. Finally, in Section 5.3, we show that multiple CLS embeddings
improve SPECTER [42] on the benchmarks for evaluating the scientific document
embeddings, especially when the model is trained using the papers from multiple
domains.

1.2

Thesis Goal

The major goal of this thesis is to mitigate the concerns that prevent the multiple embedding representation from becoming a mainstream pre-training approach and demonstrate
that the representation is effective and applicable to the various LMs that have different sizes
and that are pre-trained by different self-supervised learning tasks. Specifically, we want to
develop a set of pre-training techniques or architecture modifications for self-supervised
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Chapter
Application
Dataset(s)
Metric
2.3
Next Word Prediction
Perplexity
Wikipedia
2.4
Text Generation
Proper Noun ROUGE-1
2.5
Sequential Recommendation
4 datasets
NDCG@10
3.2
Sentence Similarity
STSB Low
Pearson Cor.
3.3
Relation Extraction
TAC2014
F1
3.4
Citation Prediction
ML S2ORC
MAP
4
Future Topic Prediction
Wikipedia
Similarity to Words
5.2
Natural Language Understanding
GLUE 100
Overall
5.3
Scientific Paper Representation Multi-SciDocs

Baseline
GPT-2 Small
SASRec [96]
SIF [7]
CUSchema [225]
Bansal et al. [14]
Kmeans-global
BERTBase MTL [6]
SPECTER [42]

Impr. Ratio
2.5%
20.0%
14.4%
7.1%
6.0%
30.1%
19.0%
4.2%
4.0%

Table 1.4: Representative empirical result summary. The improvement ratio is the improvement divided by the baseline score. Please refer to the corresponding sections to see the
setup of the experiments.

LMs such that the LMs can learn to output the diverse embeddings without significantly
increasing the model size or computational costs.
There are several ways to use the multi-facet embeddings after pretraining, including
predicting co-occurrence probability according to the E1s and E2 in Figure 1.1, estimating
unsupervised text similarity based on their E1s, serving as the multiple options to help users
to inject their intentions to LMs, and classifying the input text after fine-tuning LMs through
E1. In the above usages, we want to show that the multi-facet embeddings outperform
the single embedding alternatives and understand where the improvement comes from
theoretically and/or empirically.

1.3

Thesis Outline

As shown in Table 1.3, some projects share the same applications and some use very
similar models architecture and training methods. In this thesis, we put the projects using
the similar training signal and similar methods into the same chapter. In Chapter 2, each
sequence usually co-occurs with one item. We introduce the multi-facet softmax (MFS),
its extensions using dynamic partitioning, and its applications. In Chapter 3 and Chapter 4,
each sequence usually co-occurs with multiple items. We describe multi-facet embedding,
its connection to clustering, and its applications. In Chapter 5, each sequence co-occurs
with other sequence(s). We investigate how to use multiple embeddings to improve state-
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of-the-art models that use contrastive learning. Please see Table 1.4 for the summary of
representative results in every chapter.
In Section 2.2, we advance our understanding of softmax bottleneck and propose multifacet softmax (MFS) to improve mixture of softmax (MoS) [248]. Theoretically, we show
multimodal distribution must exist if many word embeddings lie on a low dimensional
subspace/hyperplane. Empirically, we show that multiple embeddings improve the quality
of predicting the next word using GPT-2 especially when the context is ambiguous, the next
word distribution has multiple modes, or the context comes from a rare language in our
corpus. The results are published in Chang and McCallum [32].
In Section 2.4, we unify three popular softmax alternatives: MFS/MoS, copying mechanism/pointer network [74, 146, 72, 191], and reranker/verifier. We propose three dynamic
partitioning methods: context partition, reranker partition, and local word embedding, to
improve the softmax layer without inducing significant extra computational cost. We use
context partition and local word embedding to improve the pointer network and use the
reranker partition as a very efficient alternative of the reranker. Our experiments show that
one of the major improvement sources from these alternatives is their ability to model the
multimodal distribution and the proposed dynamic partitioning approaches can encourage
GPT-2 to copy more entity names from the context and accordingly improve the consistency
of generated text.
In Section 2.5, we replace the input word sequence with the input product sequence and
modify GRU4Rec [85] and SASRec [96], a GPT-2-like architecture, to recommend the next
product based on the previous shopping history. Our preliminary experiments show that our
softmax alternatives, especially the context partition, significantly improves the sequential
recommendation. The results further indicate that the context partition, which learns to copy
and exclude the previous context products, not only improve the datasets with duplicated
products in the record of each user but also the datasets without duplicated products.
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In Section 3.2, we demonstrate that transformers can encode a sentence and predict the
cluster centers of its unseen nearby word embeddings well. By modeling the multimodal
distribution in a static word embedding space, we can estimate the word importance and
improve the unsupervised sentence similarity estimation based on the GloVe [174] space in
Section 3.2. We also discover that multiple embeddings do not outperform single embedding
when the input is a phrase rather than a sentence, which suggests that multimodal cooccurrence distribution might not be prominent in some applications. The results are
published in Chang et al. [34].
Next, in Section 3.3, we modify the above approach to encode a sentence pattern or a
knowledge base (KB) relation and predict the cluster centers of their co-occurred entity pairs.
The cluster centers are the embeddings that represent sentence patterns and KB relations.
The similarity between the sentence pattern embeddings and the embeddings of KB relation
can be used to improve the distantly supervised relation extraction. Furthermore, we can
detect the entailment relation between sentence patterns using the similarity between their
embeddings. We publish the work in Paul et al. [171].
Similarly, the approach can also be used to encode the title and abstract of a paper and
predict the cluster centers of its citing papers or its authors. In Section 3.4, we show that the
improvement of multiple embeddings on the citation prediction is more significant than its
improvement on the authorship prediction. This finding verifies that the benefits of multiple
embeddings depend on the applications.
In Chapter 4, we use the above cluster center prediction model to predict the future
topics given a context prompt. Then, a user could choose a subset of the topics and ask a
conditional LM to generate the continuation that is more likely to contain the chosen topics.
We publish the work in Chang et al. [35].
In Chapter 5, we improve the state-of-the-art text encoders that are pre-trained using
two-tower co-occurrence learning (i.e., contrastive learning). In Section 5.2, we propose
Multi-CLS BERT that takes multiple CLS tokens with the input sentences of BERT and
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show that multiple CLS embeddings improve the state-of-the-art pretraining method for
BERT [6] in GLUE [229] and SuperGLUE [228], especially when the finetuning dataset is
small. Our experimental analyses further suggest that Multi-CLS BERT could be viewed as
an efficient BERT ensemble model.
In Section 5.3, we simplify Multi-CLS BERT and use the multiple CLS embeddings to
improve state-of-the-art scientific document encoders. The current evaluation benchmark
for the encoders is dominated by the computer science papers. To address the limitation,
we propose Multi-SciDocs, which tests the embedding qualities of the papers from multiple
domains. We show that our proposed encoder, Multi2 SPE outperform SPECTER [42],
especially in Multi-SciDocs.
This thesis includes work from the following research papers. For more method details
and experiment details, please refer to their appendixes.
• Haw-Shiuan Chang, Amol Agrawal, Andrew McCallum. 2021. Extending MultiSense Word Embedding to Phrases and Sentences for Unsupervised Semantic Applications. In AAAI ([34])
• Rohan Paul*, Haw-Shiuan Chang*, Andrew McCallum. 2021. Multi-facet Universal
Schema. In EACL (Oral) ([171])
• Haw-Shiuan Chang, Jiaming Yuan, Mohit Iyyer, Andrew McCallum. 2021. Changing the Mind of Transformers for Topically-Controllable Language Generation. In
EACL (Oral) ([35])
• Haw-Shiuan Chang, Andrew McCallum. 2022. Softmax Bottleneck Makes Language Models Unable to Represent Multi-mode Word Distributions. In ACL ([32])
• Haw-Shiuan Chang*, Ruei-Yao Sun*, Kathryn Ricci*, Andrew McCallum. 2022.
Multi-CLS BERT: An Efficient Alternative to Traditional Ensembling. In submission
to EMNLP
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Chapter
2.3
2.4
2.5
3.2
3.3
3.4
4
5.2
5.3

Applications
Language Generation
Sequential recommendation
Sentence Similarity
Relation Extraction
Citation/Authorship Prediction
Interactive Language Generation
Natural Language Understanding
Citation Prediction

Other Main Contributors
None
Zonghai Yao and Alolika Gon
Nikhil Agarwal
Amol Agrawal
Rohan Paul
None
Jiaming Yuan
Ruei-Yao Sun and Kathryn Ricci
Ronald Seoh

Their Contributions
NA
Most implementation and running most experiments
Some implementation and running some experiments
Baseline implementation and running exploratory experiments
All implementation and running most of experiments
NA
Implementing some evaluation metrics and conducting some evaluations
Some implementation and running some experiments
All implementation, running all experiments, and writing half of the paper.

Table 1.5: The contributions of other students to the chapters of this thesis.

• Ronald Seoh*, Haw-Shiuan Chang*, Andrew McCallum. 2022. Multi-domain Paper
Encoder with Multiple CLS Tokens. In submission to EMNLP
Following work is not directly included, but they inspire some main ideas of this thesis.
• Haw-Shiuan Chang, ZiYun Wang, Luke Vilnis, Andrew McCallum. 2018. Distributional Inclusion Vector Embedding for Unsupervised Hypernymy Detection. In
HLT/NAACL
• Haw-Shiuan Chang, Amol Agrawal, Ananya Ganesh, Anirudha Desai, Vinayak
Mathur, Alfred Hough, Andrew McCallum. 2018. Efficient Graph-based Word Sense
Induction by Distributional Inclusion Vector Embeddings. In TextGraphs-12
• Haw-Shiuan Chang, Abdurrahman Munir, Ao Liu, Johnny Tian-Zheng Wei, Aaron
Traylor, Ajay Nagesh, Nicholas Monath, Patrick Verga, Emma Strubell, Andrew
McCallum. 2016. Extracting Multilingual Relations under Limited Resources: TAC
2016 Cold-Start KB construction and Slot-Filling using Compositional Universal
Schema. In TAC/KBP

1.4

Declaration of Collaborations

Most of the projects in this thesis are collaboratively done by me and (former) UMass
master’s students. In all of the projects, I am a supervisor who provides the ideas and the
steps for implementing the ideas. My contributions might also include debugging the code,
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designing the experiments, running experiments and analyses, surveying the related work,
writing a paper, and presenting the work. The master students’ contributions might include
writing preprocessing codes, implementing the ideas by modifying my codes or the codes of
state-of-the-art models, and running experiments to test the ideas. Please see Table 1.5 for
the details.
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CHAPTER 2
BREAKING THE SOFTMAX BOTTLENECK FOR LANGUAGE
GENERATION

“The greater the ambiguity, the greater the pleasure.” — Milan Kundera

2.1

Introduction

Recently, researchers have found that transformer-based language models (LMs), such
as GPT-2, can predict the next word distribution better as their sizes grow [177, 21, 97].
Compared to greedily outputting the most probable next word, sampling the next word
from the predicted distribution allows LMs to generate more diverse and high-quality text
sequences [87]. By autoregressively sampling the next word, LMs can assist creative
writing [1], reduce the cost of building datasets [239, 126], generate codes [119], solve math
problems [41], etc. As a result, one natural question arises: Do modern language modeling
architectures still have restrictions in their ability to represent the appropriate distribution
over next words?
In this chapter, we discover that, when predicting the next word probabilities given an
ambiguous context, GPT-2 is sometimes incapable of assigning the highest probabilities
to the appropriate non-synonym candidates. For example, given the input prompt “After
debating whether to bow to the woman or the king first, the jester decided on the [MASK]”,
we would expect the distribution over the [MASK] fillers to put high probabilities on woman
or king or their synonyms. However, GPT-2 might incorrectly assign the second highest
probability to “queen” as in Figure 2.1.
In the final softmax layer of GPT-2, the log probabilities of the woman and king are
computed based on the dot product between a single hidden state embedding and the global
14

Output Word Embedding Space
Top prediction candidates of
GPT-2
Word
king
queen
woman
man
…

Top prediction candidates of
multi-embedding GPT-2
woman

Probability
0.70
0.15
0.05
0.02
…

Word
king
woman
queen
man
…

queen

king

man

Probability
0.50
0.40
0.01
0.01
…

Vocabulary Size

Weighted Sum

Softmax
… king … queen … man … woman …

… king … woman …

Dot Product

Softmax
Dot Product

After debating whether to bow to the woman or the king rst, the jester decided on the

After debating … king rst, the jester decided on the

fi

GPT-2 + Multi-embedding Encoder

fi

GPT-2 Encoder

Figure 2.1: Comparison between the softmax layers using a single embedding and multiple
embeddings when the next word should be either woman or king. In GPT-2 and multiembedding GPT-2, the hidden states of the context are visualized by the single facet and
multiple facets , respectively. The word embeddings are visualized using • . GPT-2 cannot
output woman and king as the top two words because queen and man are close to the middle
of woman and king. The improvement in this type of ambiguous context will be quantified
in Appendix A.2.1.

word embeddings of the woman and king, respectively. To have the highest but similar
dot products for the two options, the transformer encoder in GPT-2 wants to output the
hidden state that is close to the average of the woman embedding and the king embedding.
However, the words queen, king, woman, and man tend to form a parallelogram in the
embedding space [148, 54, 235]1 , which means the man and queen also have a similar
average. Therefore, GPT-2 is forced to also output the man or queen when it wants to output
the woman or king.
The problem not only happens to GPT-2 or the words whose embeddings form a
parallelogram shape. Even though the hidden state embeddings of LMs are contextualized,
the embedding of each word in the softmax layer is global and static during the inference

1

Section 3.3.1.1 provides more background knowledge about the parallelogram shape and the softmax
bottleneck.
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time. Globally dissimilar words could all become the suitable next word in a context while
other interfering words might be between them, which makes the ideal next word embedding
distribution to have multiple modes and cannot be modeled by the single embedding
representation.
In this chapter, we propose theorems showing that given any LM using the output
softmax layer, when there are more than N word embeddings in a N − 1 dimensional
subspace/hyperplane (e.g., 4 embeddings in a two-dimensional plane), we can always find a
set of possible next words (e.g., woman and king) such that there are some other interfering
words between them (e.g., man or queen).
Recently, mixture of softmax (MoS) [248] regains attention as one of the few effective
architecture modifications for transformer LM [158, 218]. In the meanwhile, Parthiban
et al. [168] show that the softmax bottleneck [248] theory is not sufficient to explain the
improvement of MoS. Our theorems not only provide geometrical intuitions of why and
when the multiple embedding representation such as MoS would do better but also suggest
that the softmax bottleneck might not be completely solved even if we adopt a very large
hidden state size. For example, no matter how large the hidden state size is, as long as queen
- king = woman - man in the embedding space, the LMs cannot output a pair of words in
the longer diagonal of the parallelogram as the top two output words.
After better understanding why mixture of softmax (MoS) works well, we propose two
enhancements over MoS. The first enhancement considers the hidden states of multiple positions and multiple transformer layers when determining the probability in each softmax; the
second enhancement uses different contextualized embeddings to compute the probabilities
of different global partitions of words.
The resulting method, multi-facet softmax (MFS), significantly outperforms the MoS and
the GPT-2 with the softmax layer on the perplexity for predicting the next word, especially in
ambiguous context and non-English text in OpenWebText [177]. For details of our methods
and experiments, please see the appendix of Chang and McCallum [32].
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MFS and MoS both use multiple softmaxes to break the softmax bottleneck and each
softmax needs to compute the dot product between the facet embedding and the embeddings
of all the words in the vocabulary. Although being able to handle the ambiguous contexts
better, the approaches are much more computationally expensive compared to the single
softmax baseline.
In Section 2.4, we propose three dynamic partitioning approaches to solve the problem:
context partition, reranker partitions, and local word embedding. The context partition
approach uses one facet to compute the logits of all the words in the context and uses another
facet to compute the logits of the rest of the words in the vocabulary. The reranker partition
approach uses another facet to re-estimate the logits of the top prediction words with the
highest probabilities. The local word embedding approach uses another facet to compute
the context-dependent word embeddings for all the words in the context.
The dynamic partitioning approaches are much more efficient compared to MoS and
we find that after using dynamic partitioning, the improvement of MoS would become very
small, which indicates that dynamic partitioning approaches can also solve the problem
caused by the multimodal distribution.
Sequential recommendation problem is very similar to language modeling. By replacing
the words with the products, predicting the next word based on the context becomes the task
of predicting the next product based on the shopping/interaction history of a user. Recently,
SASRec [96], a GPT-2-like architecture, has achieved good performance on the sequenceaware recommendation tasks. Our preliminary experiments in Section 2.5 suggest that the
dynamic partitioning approaches significantly improve the SASRec and GRU4Rec [85] in
four datasets and also outperform RepeatNet [181], a strong pointer network baseline for
sequential recommendation.
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2.2

Theoretical Limitations of the Single Embedding in the Softmax
Layer and Empirical Analyses

In this section, we first review the softmax layer of GPT-2 formally and explain why
queen - king = woman - man still tends to hold in contextualized LMs. Next, we present
our theoretical analyses, which generalize the woman and king example by showing that the
candidate words in a low dimensional subspace would induce the impossibility of ranking
some candidates on top of other candidates. Finally, we empirically study how serious the
limitations are in the language models with different sizes.

2.2.1

Background

The LMs typically use a softmax layer to predict PS (x|ct ), the probability of the next
word x given the context at the tth position ct :
exp(hTct wx )
,
T
x′ exp(hct wx′ )

PS (x|ct ) = P

(2.1)

where hct is the tth hidden state in the context c, and wx is the output word embedding for the
word x (i.e., the linear weights that project the hidden state to the logit of the word x). Yang
et al. [248] point out that the log probability distribution over all the words in the vocabulary

P
T
′ ) |x∈V . The distribution is a
V is log (PS (x|ct )) |x∈V = hTct wx − log
exp(h
w
′
x
c
x
t
linear projection from the hidden state hct with dimension D, so the degree of freedom
in the distribution is only D (i.e., there cannot be more than D linearly independent log
distributions). We call this restriction softmax bottleneck thoery.
During training, the ideal output word embedding wx should be close to the hidden
states of the contexts hct that co-occur with the word x while far away from the other hidden
states. This objective is similar to the objective function of Word2Vec [148] except that the
context embeddings are contextualized [105, 115].
If a context ct has a higher chance to co-occur with queen compared to king, the context
also has a higher chance to co-occur with woman compared to man to a similar degree. This
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is the main reason that makes queen - king = woman - man in the Word2Vec space [54].
Therefore, the same linear relations tend to hold in the output word embedding space of
GPT-2 as well [235].

2.2.2

Structural Weakness Theorems from Linear Dependency

In addition to words satisfying the analogy relations, the following theorems imply that
any linear dependency among the words causes the difficulties of LM in ranking the words
in an arbitrary order according to their logits (i.e., dot products between the hidden state and
the word embedding). For example, woman + king = queen + man makes a LM unable to
output woman and king as the top two words in Figure 2.1.
Theorem 1. If the nonzero output embeddings of N words in a set W are linearly dependent
and on one side of a plane through the origin, the single embedding representation cannot
produce positive logits for a subset of the word in W that are higher than all the logits of
the other words in W .
Here, we provide an intuitive justification: if N embeddings are in a subspace whose
dimension is smaller than N − 1, the N embeddings are going to be linearly dependent and
some set of words cannot have the top dot products due to the limited degree of freedom in
the subspace. In Appendix A.3, we formally prove the theorem by identifying the sets of
words that cannot be ranked top by the single embedding representation.
In practice, linear dependency holds approximately instead of exactly. For example,
woman = queen + man - king + ε. In this practical condition, the following theorem states
that the logits of the bottom words (i.e., man and queen) cannot be much smaller than the
logits of the top words (i.e., woman and king).
Theorem 2. Let the output word embeddings in the set W = {wi ̸= 0|i = 1...N }
satisfy w1 = a2 w2 + ... + aN wN + ε, where the constant a2 , ..., aN are neither all zero
nor all negative and ||ε|| < ϵ. Then, there must be a non-trivial partition P = {G, S}
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of W such that there is no hidden state ||h|| ≤ r and a threshold τ ≥ rϵ that make
minwg ∈G hT wg ≥ (1 + δ)τ and maxws ∈S hT ws < τ , where δ =

P 2
.
1+ i=2...N |ai |

In the king-woman example, (1 + δ) = (1 + 24 ) = 1.5. Assuming ||ε|| < ϵ = 0.01 and
||h|| ≤ r = 20, we can get hT ε ≤ 0.01 × 20 = 0.2. Then, we cannot find a hidden state
h such that hT wking ≥ 1.5 × 0.01 × 20 = 0.3 and hT wwoman ≥ 0.3 but hT wqueen < 0.2
and hT wman < 0.2 because hT wking + hT wwoman = hT wqueen + hT wman + hT ε. The
formal proof can be found in Appendix A.3 and Section 2.2.3 estimates ϵ in LMs.
Even though, theoretically speaking, outputting woman and king as the top two words is
possible due to the appearance of ε, LMs may not successfully learn to output the optimal h
and the optimal hidden state for these four words could lead to the wrong probabilities of
the other words. Consequently, LMs sometimes still ranks queen or man higher than woman
or king in practice.

2.2.3

Measuring Linear Dependency among Words

Theorem 2 shows that when N words are linearly dependent after moving one of the
embeddings with a short distance ϵ, the LM with the output softmax layer cannot output
a large logit margin between two subsets of the N words. We want to measure ϵ in the
pretrained word embedding and compare the ϵ from different sets of words or from different
LMs.
Given a set of N words, we form a matrix by their word embeddings and estimate
the ϵ value by the minimal eigenvalue of the matrix. We first want to verify that the four
analogical words (e.g., queen, king, man, and queen) indeed have a smaller ϵ compared to a
randomly selected four words. Thus, we define the min eigenvalue ratio as

ϵS
,
ϵR

where ϵR is

the average of minimal eigenvalues from 1,000 sampled N word sets and ϵS is the average
of minimal eigenvalues from sets of words (e.g., analogical words from the Google analogy
dataset). We analyze the ratio instead of ϵ because the average word embedding magnitudes
in different LMs would affect the absolute value of ϵ.
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(a) GPT-2 Small (0.1B, D=768), GPT-2 XL
(1.5B, D=1600), and GPT-J-6B (6B, D=4096)
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(b) T5 Small (0.06B, D=512) and T5 11B (11B,
D=1024)

Figure 2.2: Minimal eigenvalue ratios of different groups of N word embeddings. Lower
ratios indicate that the corresponding word embeddings are more linearly dependent and
thus the probabilities of the words cannot be determined arbitrarily by the hidden state of
the language models. The number of parameters and the size of hidden states are shown in
caption beside every model name.

In addition to analogical words, we also test sets of N similar words, which are composed
by the nearest N − 1 words of every query word in the vocabulary, and test the N similar
stop words by finding the nearest N − 1 words of every query word in a stop word list.2
We plot the min eigen value ratio versus N in Figure 2.2 and compare the curves from
three GPT LMs and two T5 LMs [178]. All the ratios are below 0 and decrease as N
increase, which shows the analogical words and similar words indeed have significantly
smaller ϵ especially for a large N . The low minimal eigenvalues and our theory support the
recent empirical finds that LMs tend to be confused by the similar words [253]. This figure
also provides a potential explanation why the candidates often include stop words when
multiple embeddings outperform the single embedding in Table 2.3 and Table A.2.

2

We find that some rare words or special characters might have nearly identical word embeddings due to
the lack of training instances, so we exclude the half of rarer word pieces in the vocabulary and exclude the
word pieces whose first character is not a space. The rarity of a word piece is determined by the l2 norm of its
word embedding.
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Surprisingly, we find that a larger LM does not necessarily yield a larger ratio (i.e.,
embeddings of related words do not become more linearly independent as dimension or
the size of the LM increases). All the LMs have very similar ratios of similar stop words.
Compared to GPT-small, although GPT-J-6B [230] has a significantly higher ratio for
analogical words, its ratio for similar words is significantly lower. Besides, T5-11B has a
significantly lower ratios compared to T5-small. We need further investigation to understand
the reason of this empirical finding and whether a larger LM suffers less from the limitation
caused by the single embedding.

2.2.4

Softmax Bottleneck in GPT-3

We show the three predictions of GPT-3 [21] in Figure 2.3 to see if a huge language
model with a large hidden state size (12k) also suffers from the softmax bottleneck. In
Figure 2.3a, we replace the woman/king with the man/queen example because the problem
is more serious in this GPT-3 version than the woman or king example.
Figure 2.3a shows that although the incorrect answer king is not ranked higher than
queen and man, GPT-3 put around 66% probability on queen/latter, while the word man
only gets around 9%, which is not too much higher than the probability of the incorrect
answer king. In Figure 2.3b, we construct our prompt such that the next word should be
the five names we mentioned and each name should be similarly probable. However, we
can see that around 68% probability is concentrated in the word John and the word Alex
is not even in the top 5 list. In Figure 2.3c, we can see that GPT-3 completely change the
probability distribution after the order of the name changes. In Figure 2.3d, the next word
should be the five things we mentioned and each thing should receive similar probability.
However, we can see that one of the choices (scissors) still take around 67% probability. In
the meanwhile, the word balloons and toys receive less than 1% of probabilities. The results
suggest that the softmax bottleneck is still a problem for a very large language model. The
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(a) The example where the next word should be either man or queen (or
their synonym such as former and latter).

(b) The example where the next word John, Alex, Mary, Kathryn, and
Jack should receive similar probabilities.

(c) Same as above except that the order of the names in the context is
different.

(d) The example where the next word plates, keys, scissors, toys, and
balloons should receive similar probabilities.

Figure 2.3: The next word probabilities outputted by GPT-3. Notice that this is a raw
probability before being modified using the temperature.
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After debating whether to bow to the woman or the king rst, the jester decided on the

Figure 2.4: Comparison between different architectures. The #S , #I , and #P are the number of softmaxes, input hidden states, and partitions, respectively. The green boxes refer to
embeddings/vectors. The vocab means the embeddings of all words in the vocabulary. ⊕
refers to concatenation. Lh , Lf , and Lπ are linear projection layers.

problem is especially serious when we want to get all the possible story developments by
sampling from the next word distribution.

2.3

Multi-facet Softmax

Using multiple embeddings is a natural solution of modeling a multimodal distribution.
For instance, we can use three embeddings to capture the high probability on the woman
and king but low probability on the man and queen in Figure 2.1.
Inspired by our geometric analysis on the limitation of the single embedding, we improve
the state-of-the-art multiple embedding solution, mixture of softmax (MoS) [248] by two
enhancements: multiple input hidden states and multiple partitions on the vocabulary.

2.3.1

Method

In the section, we review the mixture of softmax (MoS) in Section 2.3.1.1, explain our
first enhancement in Section 2.3.1.2, and explain our second enhancement in Section 2.3.1.3.
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2.3.1.1

Mixture of Softmax

Yang et al. [248] propose mixture of softmax (MoS) to allow a LSTM-based [86] LM to
produce more linearly independent log probability distributions of the output words given
different contexts. As in Figure 2.4 (c), the MoS first uses multiple linear layers Lfk to project
a hidden state hct into multiple facet embeddings fct ,k = Lfk (hct ).3 The multiple facets
fct ,k and softmaxes would lead to multiple probability distributions, and output probability
is the weighted average of the distributions:
K
X

exp(fcTt ,k wx )
PM oS (x|ct ) =
πct ,k P
.
T
x′ exp(fct ,k wx′ )
k=1
The prior weights πct ,k =

P

exp(Lπ
k (hct ))
π (h )) ,
exp(L
′
ct
k
k′

(2.2)

where Lπk is another linear projection for dy-

namically generating the weights and the projection goes through a softmax to ensure
PK
k=1 πct ,k = 1.
2.3.1.2

Multiple Input Hidden States

To model the multimodal distribution, the facets (i.e., the embeddings for different
softmaxes) should be able to move freely. For example, in Figure 2.1, we have three facets
but only have two modes, so the two embeddings are very close to the word king. However,
when we want to output three dissimilar top words such as the king, woman, and knight, one
of the facets should be moved to be near to the embedding of the knight.
Therefore, we want our solution to satisfy two properties: a) the linear transformation
matrix in Lfk should have a full rank to avoid limiting the degree of freedom in each facet,
and b) the relative location of the facets should be context-dependent. MoS cannot satisfy
both properties. If the first one is satisfied, the input hidden state is uniquely determined
by a facet (e.g., hct = (Lf1 )−1 (fct ,1 )). Then, there exist a global transformation between


two facets (e.g., fct ,2 = Lf2 (Lf1 )−1 (fct ,1 ) ), which violates the second property. That is,

3

We remove the tanh layer in the original MoS to improve its performance on GPT-2.
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assuming LM can move every facet freely (i.e., the facet’s degree of freedom is the same as
the dimension of the hidden state), LM cannot make the first two facets close to woman and
king in one context but make the two facets close to woman and knight in another context. In
other words, since the facet embeddings are the projection of a single hidden state, the total
degree of freedom in all facet embeddings cannot exceed the dimension of the hidden state.
Our solution to this issue is using more input hidden states to construct the facets. As the
orange box in Figure 2.4, we first concatenate a W × H block of input hidden states into
−m
⊕i=0...W −1,m=0...H−1 hM
ct−i , where M − m is the transformer layer index and t − i is the

index of the ith to the last word in the context. The W × H is fixed as 3×3 in this chapter.
h
We make its dimension the same as the original hidden state hM
ct using a linear layer L plus

a GELU activation function [83]. Then, we concatenate it with the original hidden state to
form a new input hidden state



h
M −m
qct = hM
⊕
GELU
L
(⊕
h
)
.
i,m
ct
ct−i

(2.3)

The new input hidden state is passed through the linear transformation Lfk to compute the
facets fct ,k = Lfk (qct ) and our prior weights πct ,k =

P

exp(Lπ
k (qct ))
.
π
k′ exp(Lk′ (qct ))

Since the dimension of

qct is larger than the dimension of fct ,k , the inverse function (Lfk )−1 no longer exists.
2.3.1.3

Multiple Partitions

The next word distribution could have many modes. However, using many softmaxes
significantly increases our computational burden because we need to compute the dot product
between each facet and all the word embeddings in our vocabulary.
Inspired by our analysis, we propose to split all the words in the vocabulary into multiple
partitions and use different facets for different partitions. For example, if we can put any
word from {queen, man, woman, king} into one partition and the rest of the words into
another partition, we no longer have queen - king = woman - man in either of the partitions.
In this method, each word only belongs to one partition, so we only need to compute one
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dot product for each word. Thus, the extra computational cost only comes from the extra
linear projections for preparing the facets.
In this work, we simply let the jth facet handle the J × n + jth word (e.g., when the
number of partitions J = 4, the first partition includes the words with indexes 0, 4, 8, ...
). This simple global partitioning method reduces the chance of putting all the interfering
words and candidates in the same partition, while minimizing the extra computational cost in
our PyTorch implementation because PyTorch supports the dilated access without copying
the variable.
In many contexts ct , the distribution of the next word has only a single mode and the
global similarity between words may be useful. Using the multiple partitions alone might
lose the similarity information between words in different partitions. Therefore, we propose
to only replace the first softmax layer in MoS with the multiple partition method to learn the
global similarity of words in different partitions using the other softmaxes. The architecture
is illustrated in Figure 2.4 (d). Formally, we compute the probability using

PM P (x|ct ) = πct ,1 P

exp((fcjtx,1 )T wx )

x′

j

exp((fctx,1′ )T wx′ )

+

K
X
k=2

exp(fcTt ,k wx )
,
T
x′ exp(fct ,k wx′ )

πct ,k P

(2.4)

where jx is the partition index that the word x belongs to and fcjtx,1 is the facet for the jx th
partition. Multi-facet softmax (MFS) is equipped with multiple input hidden states and
multiple partitions.

2.3.2

Language Modeling Experiments

We evaluate different LM architectures by comparing their capability of predicting the
next word in Wikipedia 2021 and a subset of OpenWebText [177]. The size of the training,
validation, and testing set are 96%, 2%, and 2% of the whole corpus, respectively. After
loading the pre-trained GPT-2 models, we train the GPT-2 Small for 1 epoch and GPT-2
Medium for 0.4 epochs.
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2.3.2.1

Baselines

We set different numbers of softmaxes, input hidden states, and partitions in our MFS
framework to construct our baselines. The configuration of different baselines could be seen
in Table 2.1.
Softmax (GPT-2): Using a single softmax, input hidden state, and partition as in
Figure 2.4 (a) and Equation 2.1. The baseline is the same as the original GPT-2 except that
we add one more linear layer that converts the hidden state hM
ct to the facet embedding fct ,1
as in other methods.
SigSoftmax [94]: The same as Softmax except when predicting the next word, Kanai
et al. [94] add some non-linearity into the softmax layer by multiplying the exponent and
sigmoid of the logits.
Softmax + Multi-input: Letting Softmax access multiple input hidden states as in
Figure 2.4 (b) and Equation 2.3. The method is similar to Tenney et al. [220], Fan et al. [58],
and Tay et al. [217].
MoS [248]: MoS (3) is the mixture of softmax with 3 facets/softmaxes, whose probability
comes from Equation 2.2. We also run the MoS with 4 softmaxes in GPT-2 Small and call
the model MoS (4).
DOC [214]: Similar to our enhancement using multiple input hidden states, direct output
connection (DOC) makes each of their facets coming from a different input hidden state.
Other configurations include Softmax + Multi-partition, which adds four partitions
into the softmax, MFS w/o Multi-partition, which uses only one partition in MFS and
could also be viewed as MoS + Multi-input, and MFS w/o Multi-input, which uses only
one input hidden state to generate all facets.

2.3.2.2

Results

Table 2.1 shows that applying MFS to GPT-2 Small achieves more than 15% of the
perplexity improvement between GPT-2 Small and GPT-2 Medium, while only increasing
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Models ↓
Softmax (GPT-2)
SigSoftmax [94]
Softmax + Multi-input
Softmax + Multi-partition
MoS [248] (4)
MoS [248] (3)
DOC [214]
MFS w/o Multi-partition
MFS w/o Multi-input
MFS (Ours)

Configuration
#S #I #P
1 1
1
1 1
1
1 9
1
1 1
4
4 1
1
3 1
1
3 3
1
3 9
1
3 1
4
3 9
4

Size
163.6M
163.6M
169.5M
165.4M
165.4M
164.8M
164.8M
171.9M
166.6M
175.4M

GPT-2 Small
Time OWT
84ms 18.72
91ms 18.63
87ms 18.50
88ms 18.77
152ms 18.61
130ms 18.63
130ms 18.69
133ms 18.37
134ms 18.60
138ms 18.29

Wiki
24.06
24.06
23.89
24.08
23.77
23.81
24.02
23.56
23.72
23.45

Size
407.3M
407.3M
417.8M
410.5M
410.5M
409.4M
409.4M
422.0M
412.6M
428.3M

GPT-2 Medium
Time OWT
212ms 15.89
221ms 16.07
219ms 15.76
218ms 15.89
299ms 15.75
270ms 15.79
270ms 15.88
276ms 15.65
275ms 15.71
283ms 15.64

Wiki
20.34
20.65
20.29
20.30
20.08
20.11
20.34
20.06
20.08
20.02

Table 2.1: Perplexity comparison between MFS (Ours) and baselines. #S, #I, #P are the
number of softmaxes (i.e., K), input hidden states, and partitions, respectively. The top four
baselines use a single softmax. OWT and Wiki are the test set perplexity of OpenWebText
and Wikipedia 2021, respectively. The standard errors of all models are smaller than 0.02
perplexity. We also compare the number of parameters and the inference time on one batch.

Ratio in Corpus →
Softmax
MoS [248] (3)
MFS w/o Multi-partition
MFS (Ours)

Non-English
English
14%
86%
13.50 (0.0%) 19.23 (0.0%)
13.19 (2.3%) 19.16 (0.4%)
12.98 (3.8%) 18.91 (1.7%)
12.83 (5.0%) 18.83 (2.1%)

Table 2.2: Perplexity of the GPT-2 Small in OpenWebText. The percentages of the perplexity
reduction compared to Softmax are presented in the parentheses.

5% of their size differences. Except for Softmax + Multi-partition, adding multiple input
hidden states or partitions in different configurations significantly boost the performance. In
Appendix A.2.3, we further show that the improvement of MFS over Softmax could even
become 3-5 times larger in the top 5-10% of the most ambiguous contexts compared to the
rest of the contexts, which suggests that some improvements indeed come from successfully
modeling multimodal distribution.
MFS usually doubles the perplexity improvements between MoS (3) and Softmax but
the running time of MFS remains similar to MoS (3) because MFS only needs a few more
linear layers, which is more efficient than adding one more softmax as in MoS (4). DOC
is worse than MoS (3). This may be due to a starvation problem: the facet from the last
hidden state hM
ct has the prior probability close to 1 and receives most of the gradients.
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Corpus →
Input Context
Softmax (GPT-2)
MFS (Ours)
MFS Softmax 1
MFS Softmax 2
MFS Softmax 3

OpenWebText
... The Elastic Endpoint Security
and Elastic SIEM solutions
mentioned in this post are now
referred to as Elastic
the 0.087, E 0.043, End 0.039
Elastic 0.220, the 0.089, EC 0.033
end 0.051, the 0.043, security 0.023
Elastic 0.652, EC 0.080, ES 0.046
the 0.193, E 0.040, a 0.014

Wikipedia 2021
... law and chance working together
cannot generate CSI, either.
Moreover, he claims that CSI

Analogy in Templates (Appendix A.2.1)
I went to Paris and Germany before, and I love
one of the places more, which is Germany

the 0.174, this 0.054, if 0.038
CSI 0.186, the 0.140, there 0.033
the 0.191, law 0.127, if 0.053
the 0.191, there 0.049, this 0.047
CSI 0.677, law 0.029, laws 0.019

Paris 0.893, France 0.045, Germany 0.033
Paris 0.544, Germany 0.389, France 0.064
Paris 0.979, France 0.013, Germany 0.007
Paris 1.000 Berlin 0.000 ##Paris 0.000
Germany 0.852, France 0.139, China 0.004

Table 2.3: Prediction visualization using a context in each dataset. We show the top three
words with the highest prediction probabilities of each method. In the last three rows, we
visualize the outputs of the softmax grey boxes in Figure 2.4 (d), which model different
modes of the next word distribution. The prediction target is boldfaced in the context and
the predictions. ## indicates there is no space before the word.

Finally, compared with Softmax, the mixed results in SigSoftmax suggest that adding
non-linearity into the softmax layer without modeling the multimodal distribution might not
always improve the models [168].
OpenWebText is mostly composed of English text, but some non-English text in the
corpus allows us to compare the capability of different models in a multi-lingual setting.
Table 2.2 shows that multiple embeddings improve the perplexity of the non-English text
more than the perplexity of the English text. We hypothesize that the distribution of the next
non-English word is more likely to be multimodal because GPT-2 learns the global token
embeddings mostly in the English contexts, which could make the embeddings of similar
tokens in non-English contexts far away.
In Table 2.3, we present three contexts from the validation set of different datasets and
compare the top three predictions of MFS and Softmax on GPT-2 Small. In OpenWebText
and Wikipedia 2021, we can see that Softmax misses the correct answer in its top three
predictions.

2.4

Dynamic Partitioning

Given the context “Choosing between John and Alex, I decided to first talk to [MASK]”,
the LMs might output neither “John” nor “Alex” as the next word. The tendency of the
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LMs would make its generated story keeps introducing the new characters or even become
incoherent and inconsistent [165, 198].
We suspect that the hallucination problem of LMs partially comes from the softmax
bottleneck. The embeddings of character names are usually similar to each other in the word
embedding space because they tend to co-occur with similar contexts. If many names are
approximately linear dependent, Theorem 2 shows that LMs cannot assign high probabilities
only to an arbitrary subset of the names.
In the above sections, we show that the multiple softmaxes and multiple partitions could
alleviate the issue. However, computing multiple softmaxes is time-consuming, and using
the multiple static random partitions has several limitations:
• If a LM outputs a facet embedding with a higher magnitude, all the words in the same
partition with positive logits would have higher probabilities. Predicting the probabilities
of a random set of words might result in overfitting.
• The multiple partitions break the structure of global word embeddings. Using many
partitions, we lose lots of similarity information between words in different partitions.
On the other hand, using too few partitions, we cannot make sure the candidates and the
interfering words are in different partitions.
• In MFS, we combine the multiple partitions with the multiple softmaxes as a remedy for
breaking the global word embedding structure, but using multiple softmaxes is slow and
does not completely solve the problems (see appendix A.2.1 and A.2.2 for examples).

2.4.1

Method

To overcome the problems, we propose to partition the vocabulary in dynamic ways.
One of its benefits is that we can avoid constantly breaking the global similarity information
among the word embeddings without using the expensive multiple softmaxes. In this chapter,
we study different ways to construct the partitions, including using the context words to form
a partition and putting the most likely next words in another partition. We also propose to
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Softmax
Concat

Sum
Local Word
Embeddings

Global Word Embeddings
Top n Context

Context

Context

Reranker Partition

Context Partition

fct,E

fct,L

LfL(.)

fct,C

Rest of Vocabulary

LfC(.)

fct,R

fct,1

LfR(.)

Lf1(.)

LfE(.)

qct
GELU(Lh(.))
……

GPT-2 encoder
fi

After debating whether to bow to the king or the woman rst, the jester decided on the

Figure 2.5: Architecture of dynamic partitioning that computes LogitCLR in Equation 2.11.
The architecture combines the idea of the context partition, reranker partition, and local
context word embedding. Top n - Context means the embeddings of the top n prediction
words that are not in the context.

predict the embedding of the context words to further improve the performance. The results
of our experiments demonstrate the effectiveness of dynamic partitioning approaches.

2.4.1.1

Context Partition

In our previous examples, we notice that the desired candidates such as woman, king,
John, and Alex often appear in the context and we won’t see the interfering words such as
man, queen, or other names in the context. We can predict a facet embedding for a partition
that only contains the words in context. As a result, the magnitude of the facet corresponds
to the prior probability of copying the words from the context.
Specifically, the logit of the word x given the context ct is computed by

LogitC (x, ct ) =



f T wx if x ∈ ct
ct ,C

 fcT ,1 wx O/W
t

32

,

(2.5)

where fct ,C = LfC (qct ) is the linear projection of the hidden state concatenation qct in
Equation 2.3. We use only one softmax to compute the final probability of predicting the
word x:
exp(LogitDP (x, ct ))
,
′
x′ exp(LogitDP (x , ct ))

PDP (x|ct ) = P

(2.6)

where DP is a dynamic partitioning approach. For example, when computing the probability
using the context partition PC (x|ct ), LogitDP = LogitC .
Notice that although the possible next words have been mentioned in the context in many
ambiguous contexts, this is not always the case. For example, in the context My favorite
actor is Ryan [MASK], the next word could be Reynolds, Gosling, or the last names of other
Ryan. Hence, using only the context partition does not completely solve the multimodal
distribution problem.

2.4.1.2

Reranker Partition

Some candidate words that the LM wants to output might not be in the context, but their
probabilities are usually higher than most of the words. Inspired by the idea of the reranker,
we first retrieve the top n words with the highest logits as the set Wct (n) using the facet
fct ,1 . Next, we use the n words to form a partition and update the logits of the n words by
the dot products between their word embeddings and a new facet fct ,R = LfR (qct ).
Similar to the context partition, we can compute the logit of x using

LogitR (x, ct ) =



f T wx if x ∈ Wc (n)
t
ct ,R

.

(2.7)

fcTt ,1 wx O/W




Our hypothesis is that after using the reranker partitions, LMs could output the embeddings that are more likely to be the average of all the possible answers without worrying
about being accidentally close to other interfering words that are not in the top n word list.
When n is small, the reranker partition might not include the very likely next word.
When n is large, the reranker partition might not be able to separate the output candidates
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Figure 2.6: Two-stage reranker baseline architecture. This architecture performs similarly
compared to the reranker partition approach but requires much more training time.

and the interfering words. To alleviate the problem, we can have multiple reranker partitions
and use different facet embeddings for different partitions. Then, we can include more
words in the reranker partitions while the more likely words won’t be affected by the less
likely words. If we use 3 reranker partitions with sizes of n1 , n2 , and n3 , and n1 < n2 < n3 ,
the logit of x becomes

LogitR (x, ct ) =











fcTt ,R1 wx if x ∈ Wct (n1 )
fcTt ,R2 wx if x ∈
/ Wct (n1 ) ∧ x ∈ Wct (n2 )

,

(2.8)



fcTt ,R3 wx if x ∈
/ Wct (n1 ) ∧ x ∈
/ Wct (n2 ) ∧ x ∈ Wct (n3 )






f T w O/W
ct ,1

x

where Wct (n1 ) is the set of top n1 words with the highest logits, and the logits are computed
by the facet embeddings for the partitions with the size larger than n1 (i.e., fcTt ,R2 wx ,
fcTt ,R3 wx , and fcTt ,1 wx in this case), and so on.
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2.4.1.3

Two-stage Reranker

To know the effectiveness of this new facet on adjusting the probabilities of the top n
words, we also test the traditional two-stage reranker/verifier on GPT-2. After retrieving
the top n words using the first facet fct ,1 , the two-stage reranker appends the output facet
fct ,2 for the context words4 and candidates to the input context. Next, the reranker uses their
hidden states to update their word embeddings as fct ,3 and re-estimate the probabilities of
top n words as shown in Figure 2.6. In our implementation, training the two-stage reranker
that reranks top 20 words in each position is at least 5 times slower than training GPT-2.

2.4.1.4

Local Context Word Embedding

Although the dynamic partitioning alleviates the problem of softmax bottleneck, we still
use the global word embedding. Some sentences in the context might change the similarity
between words [200, 198]. For example, if the context contains “My father is my friend”,
“father” and “friend” should become more similar. Given the context “John and Mary are
good guys. Alex and Jane are bad guys. The person who attacks me is [MASK]”, “Alex”
and “Jane” should become more similar in some directions in the word embedding space
that corresponds to the bad things.
One solution is to predict the embeddings of the words in the context as in the two-stage
reranker. In contrast to the two-stage reranker, this solution does not need to feed the context
words into GPT-2 again. Instead, we only use another linear layer LfE () to convert the hidden
states of the context into the local context word embeddings, which minimizes the extra
computational cost. We compute the local embedding of the context word x by averaging all
the linear transformation of hidden state concatenations qcit that correspond to the word x:
Pt
fct ,E,x =

1cit =x LfE (qcit )
,
Pt
i=1 1cit =x

i=1

4

(2.9)

The motivation is helping GPT-2 to output the local word embedding of a candidate closer to the current
output facet if GPT-2 wants to increase the probability of the candidate.
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where cit is the ith input words in the context ct , and 1cit =x = 1 if cit = x. Then, we can use
the local context word embeddings to compute the logits:

LogitL (x, ct ) =



f T fc ,E,x + f T wx if x ∈ ct
ct ,1
ct ,L t

,

(2.10)

fcTt ,1 wx O/W



where fct ,L = LfL (qct ).

Our local word embedding approach is similar to the pointer network [74, 146, 72, 191].
Our approach also compares the current hidden state and the previous hidden states to
estimate the probability of copying the words from the context. Nevertheless, there are still
several minor differences between our local embedding method and pointer networks. Hence,
we implement CopyNet [74], Pointer Generator [191], and Pointer Sentinel Network [146]
on top of GPT-2 and compare their performance.

2.4.1.5

Hybrid Approach

We find that combining the local context embeddings, context partitions, and reranker
partition leads to a good result with only modest computational cost. As shown in Figure 2.5,
we add the logits from global embeddings fcTt ,C wx and the logits from local embedding
fcTt ,L fct ,E,x together if the word is in the context. If the word is in the top n word list
(assuming we only use one reranker partition) but not in the context word, we use the facet
for the reranker partition fct ,R to compute the logit. Finally, the logits of the rest of the
words are computed using the facet fct ,1 :



f T wx + fcTt ,L fct ,E,x if x ∈ ct


 ct ,C
LogitCLR (x, ct ) = fcTt ,R wx if x ∈
/ ct ∧ x ∈ Wct (n) .





fcTt ,1 wx O/W

(2.11)

To keep the modified softmax layer initially working almost the same as the original softmax
layer, we initialize the linear transformation weights of LfL () and LfE () as 10−10 ·I. The linear
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weights for the facet embeddings other than for the local word embeddings are initialized as
the identity matrix I.
We can also combine the dynamic partitioning methods with multiple softmaxes or a
two-stage reranker at the cost of significantly increased computation time. When combining
with multi-softmax in our experiments, we only use the dynamic partitioning in the first
softmax. Besides, we use the two-stage reranker to revise the logits from the dynamic
partitioning methods.

2.4.2

Experiments

We conduct two experiments to verify the effectiveness of our dynamic partitioning
approaches in Wikipedia 2021. Both experiments train the models built on GPT-2 Small.
The language modeling experiment compares the perplexity for the next word prediction.
Since training the two-stage reranker for GPT-2 is very time-consuming, we only report its
performance after be trained for 0.15 epoch. To check whether the context partition and
multiple embeddings alleviate the new entity problem, the language generation experiment
compares the ROUGE 1 F1 scores between the generated text and the context words or
ground truth.
The results of the language modeling experiment are presented in Table 2.4. As we
can see, combining all the dynamic partition approaches (i.e., context partition, reranker
partition, and local word embedding) results in good performance. The trend after training
for 0.15 epochs and 0.4 epochs is the same. If only using one method, the context partition
is better than the two-stage reranker and reranker partition. After using all three dynamic
partitioning methods, adding the second-stage reranker or multiple softmaxes only improves
the performance a little, which suggests that the dynamic partitioning approaches can
achieve similar improvements compared to much more computationally expensive softmax
alternatives. Furthermore, the performance of the second-stage reranker using a sufficiently
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Training
Epoch

0.15

0.4

Model Names
Softmax
Multi-softmax (MoS)
CopyNet [74]
Pointer Generator [191]
Pointer Sentinel [146]
Softmax + Mi
Multi-Softmax + Mi
Softmax + R:100 + Mi
Softmax + R:20,100,500 + Mi
Softmax + Rs2:100 + Mi
Softmax + C + Mi
Softmax + L + Mi
CopyNet [74] + Mi
Pointer Generator [191] + Mi
Pointer Sentinel [146] + Mi
Softmax + CLR:20,100 + Mi
Softmax + CLR:20,100 + Rs2:100 + Mi
Multi-softmax + CLR:20,100 + Mi
Softmax
Softmax + Mi
Softmax + R:20 + Mi
Softmax + C + Mi
Softmax + CL + Mi
Softmax + CLR:20
Softmax + CLR:20 + Mi
Softmax + CLR:100 + Mi
Multi-softmax + CLR:100 + Mi

#S #I Context
1 1
3 1
1 1
1 1
1 1
1 9
3 9
1 9
1 9
1 9
1 9
V
1 9
1 9
1 9
1 9
1 9
V
1 9
V
3 9
V
1 1
1 9
1 9
1 9
V
1 9
V
1 1
V
1 9
V
1 9
V
3 9
V

Configuration
Local Emb
Top n

2nd Stage

V
V
V

100
20,100,500
V
V
V
V
V
V
V
V

20,100
20,100
20,100

20
V
V
V
V
V

20
20
100
100

V

Wiki
PPL
29.53
29.34
29.57
29.07
29.09
29.33
29.06
29.13
29.05
28.89
28.76
28.94
29.34
28.79
28.74
28.46
28.40
28.38
28.19
28.05
27.84
27.53
27.43
27.50
27.22
27.19
27.05

Table 2.4: Comparison of perplexity (PPL) in a validation set of Wikipedia 2021 with 100k
tokens. All models are built on GPT-2 Small, including CopyNet, Pointer Generator, and
Pointer Sentinel. R:100 means the reranker partition using n = 100. Rs2:100 means the
2nd stage reranker uses n = 100. R:20,100,500 means three layers of the ranker partition
whose n1 , n2 , and n3 values are 20,100, and 500, respectively. C means a context partition.
L means a local context embedding. Mi means multiple input hiddent state (i.e., #I > 1).
That is, Softmax + Mi refers to Softmax + Multi-input.

large n could be viewed as an upper bound of softmax layer alternatives, and the results
show that our methods is approaching the upper bound.
Although only using the reranker partition performs worse than only using the two-stage
reranker, the reranker partition is much more efficient. We find that n = 100 is better than
n = 20 and three reranker partitions with sizes of 20,100, and 500 perform slightly better
than only using one reranker partition with a size of 100.
In addition, the results suggest that using the local context word embeddings to replace
the global word embeddings in the context partition slightly degrades the language modeling
performance in Wikipedia. We suspect that this demonstrates the usefulness of the global
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Model Name
Softmax + Mi
Multi-softmax (MoS)
Multi-softmax + Mi
Softmax + C + Mi
Multi-softmax + C + Mi

All
Context
25.73
25.40
25.82
26.38
26.42

Cont.
25.33
25.16
25.44
25.61
25.34

Uppercase
Context Cont.
14.22
6.99
14.52
7.28
16.78
8.61
17.73
8.17
17.91
8.43

Proper Noun
Context Cont.
13.20
6.65
13.51
6.73
15.65
7.87
16.66
7.55
16.69
7.98

Table 2.5: Comparison of ROUGE 1 F1 between the generated text and the context or
continuation. We present the ROUGE scores of all tokens, uppercased tokens, and proper
nouns. Multi-softmax is the same as MoS and Multi-softmax + Mi is the same as MFS w/o
Multi-partition.

similarity structure of word embeddings. The context partition, local word embedding,
CopyNet [74], Pointer Generator [191], and Pointer Sentinel [146] bring similar improvements, which suggests that the main improvement of pointer networks on a transformer
comes more from breaking the softmax bottleneck rather than comparing the hidden states
at different positions.
In the language generation experiment, we generate 6000 continuations with a length
of 50 given the prompts in Wikipedia and see how likely it would copy the words from
the context or generate the words that also appear in the actual continuation in Wikipedia.
Table 2.5 indicates that adding a context partition makes GPT-2 more likely to copy words
from the context, which increases the likelihood of generating the words in the actual
continuation, especially when the words are uppercased or proper nouns (i.e., entity names).
For example, compared to Softmax + Mi, Softmax + C + Mi is 26% more likely to copy
the proper nouns from the context and 14% more likely to generate the proper nouns in the
actual continuation. Multiple softmaxes also increase the chances of copying some names
from context, but the method adds much more computational resources and the ROUGE 1
differences are smaller.
In Table 2.6, we qualitatively demonstrate the advantages of the dynamic partitioning
methods. The softmax layer of GPT-2 is unable to properly learn to copy or exclude the
word from the input context. For example, GPT-2, MoS, and Pointer Sentinel + Mi [146]
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Input Context

Softmax (GPT-2)

Multi-softmax (MoS)

Pointer Sentinel + Mi [146]

Multi-softmax + CLR:100 + Mi

I like tennis, baseball, golf,
There are plates, keys,
Choosing between John,
basketball, and
scissors, toys, and balloons Alex, Mary, Kathryn, and
in front of me, and I pick Jack, I decided to first talk
up the
to
tennis 0.080, golf 0.053,
keys 0.059, pieces 0.057,
the 0.121, them 0.088,
baseball 0.051, basketball
phone 0.031, balloons
John 0.063, my 0.039,
0.049, I 0.032 0.038
0.024, key 0.023
Alex 0.032
tennis 0.068, golf 0.066,
keys 0.075, pieces 0.050,
John 0.099, the 0.097,
basketball 0.050, baseball
phone 0.026, key 0.025,
them 0.083, Alex 0.055,
0.047, other 0.045
balloons 0.015
Mary 0.040
tennis 0.103, baseball
keys 0.078, plates 0.044, the 0.132, them 0.053, my
0.063, golf 0.062,
scissors 0.029, pieces
0.049, John 0.044, Alex
basketball 0.052,
0.029, balloons 0.029
0.043
swimming 0.030
volleyball 0.097, football keys 0.166, scissors 0.049,
John 0.139, the 0.113,
0.085, soccer 0.073, soft toys 0.042, balloons 0.042, them 0.056, Alex 0.051,
0.036, bad 0.031
pieces 0.035
Mary 0.032

Table 2.6: Prediction visualization of three input contexts. We show the top five words with
the highest prediction probabilities of each model. The reasonable next word predictions are
boldfaced.

are very likely to output I like tennis, baseball, golf, basketball, and tennis, which causes a
repetition problem, while Multi-softmax + CLR:100 + Mi can learn to exclude the sports
that have been listed. On the other hand, GPT-2 and MoS might output There are plates,
keys, scissors, toys, and balloons in front of me, and I pick up the phone, which causes a
hallucination problem, while Multi-softmax + CLR:100 + Mi can learn to copy the words
that have been mentioned.
In short, the results suggest that the dynamic partition approaches improve the next
word prediction and reduce the chances of keep generating new names. Nevertheless, we so
far only use the automatic metric now. We leave a more comprehensive evaluation of the
factuality of the generated text as future work.

2.5

Applications on Sequential Recommendation

The causal language modeling problem is a special case of the sequential prediction
problem. If we replace the input word sequence with the input product sequence, GPT-2
could be used to recommend the next product based on the previous shopping history.
Kang and McAuley [96] found that the architecture used in GPT-2 also reaches state-of-the-
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art performance in sequential recommendation datasets and they call the model SASRec
(self-attentive sequential recommender).
In many sequential recommendation tasks, it is important to predict if the user would buy
the same product again. For example, one user might buy the same kind of snack again and
again or the user is not likely to watch a movie if the user has seen the movie before. In many
state-of-the-art recommendation systems, these tendencies are often considered using some
post-processing rules. For example, in the grocery category, the recently-bought products
should be shown to the users; while in the movie recommendation, the recently-seen movie
should be excluded from the recommendation list.
Setting the business intelligence rules are tedious and might not result in an optimal
performance. For example, a user usually won’t buy the same book twice. However, when
the user starts to buy a book twice, it might indicate that the user wants to give the book
to other people as a gift. This means that we should continue recommending such book.
Hence, properly learning to copy or not copy the items like our method should be a more
ideal solution. The proposed dynamic partitioning approaches address this need. If we often
observe the duplicated products in a user’s shopping record, the encoder can learn to always
output a facet embedding with high magnitude for the context partition, and vice versa.

2.5.1

Experiment Setup

We test our method on the four datasets: ML-1m [80], Amazon-beauty [143], Steam [96],
and Retailrocket5 , where ML-1m is the MovieLens dataset with one million user ratings. We
use Hit@10 and NDCG@10 as our metrics. Our negative samples are all the other possible
items in the dataset, so the performance in each dataset highly depends on the number of
unique items in the dataset. Thus, we report the geometric average rather than the arithmetic
average to summarize their results.

5

www.kaggle.com/retailrocket/ecommerce-dataset
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RepeatNet [181] improves the performance of sequential recommendation datasets
with duplicated items by modifying the CopyNet [74]. One major difference is that their
probability of the history items completely comes from the copying mechanism. As a result,
their method can learn to copy or exclude the history items as we do, while one drawback
is that the output probabilities of the history items cannot leverage the global similarity
among the items in the embedding space. Since RepeatNet uses a GRU encoder rather than
a transformer, we also apply our approaches to GRU4Rec [85] in order to compare our
methods with RepeatNet more fairly.
To keep the capability of using nearest neighbor search during testing time, the multisoftmax in this application uses max-pooling on the logits of every facet rather than using
the mixture of softmax. When using multiple input hidden states (Mi), we set the H as the
maximal layer of the encoder. Specifically, H = 2 for SASRec and H = 1 for GRU4Rec.
We use the evaluation framework/library called Recbole [259], which allows us to test
multiple datasets and settings conveniently and fairly. We use learning rate 0.001 and set
the training batch size as 128 for SASRec and as 64 for GRU4Rec and RepeatNet. All the
models using their default hyperparameters except that we decrease the dropout of SASRec
from 0.5 to 0.2 because we find that the change significantly improves the performance.

2.5.2

Results

By comparing Softmax + C and Softmax in Table 2.7, we can see that the context
partition improves the NDCG@10 of SASRec by 13% and GRU4Rec by 11% on average. In
ML-1m and Amazon-beauty datasets, one user does not interact with the same item twice, but
the context partition still improves the performance. This shows that softmax has difficulty
in learning to prevent copying products from the history, and the context partition can solve
the problem.
Similar to Table 2.4, RepeatNet is slightly worse than only using the context partition
Softmax + C, while Softmax + CLR usually further improves Softmax + C. Across the

42

Model ↓

Final Layer ↓
Softmax
Softmax + Mi
Multi-Softmax (MoS)
Softmax + C
SASRec
Softmax + C + Mi
Softmax + CLR
Softmax + CLR + Mi
Multi-Softmax + CLR
Softmax
Softmax + Mi
Multi-Softmax (MoS)
Softmax + C
GRU4Rec
Softmax + C + Mi
Softmax + CLR
Softmax + CLR + Mi
Multi-Softmax + CLR
RepeatNet
Model ↓

Final Layer ↓
Softmax
Softmax + Mi
Multi-Softmax (MoS)
Softmax + C
SASRec
Softmax + C + Mi
Softmax + CLR
Softmax + CLR + Mi
Multi-Softmax + CLR
Softmax
Softmax + Mi
Multi-Softmax (MoS)
Softmax + C
GRU4Rec
Softmax + C + Mi
Softmax + CLR
Softmax + CLR + Mi
Multi-Softmax + CLR
RepeatNet

ML-1m
Amazon-beauty
Steam
Hit@10 NDCG@10 Hit@10 NDCG@10 Hit@10 NDCG@10
29.65
16.46
3.64
2.01
21.81
16.86
29.92
16.79
3.50
1.84
22.80
17.58
29.14
16.34
3.43
1.80
23.30
18.16
34.22
20.53
3.86
2.35
23.65
18.32
34.74
20.68
3.50
2.10
24.03
18.63
34.90
20.95
3.93
2.34
23.76
18.44
35.35
20.95
3.77
2.28
23.96
18.59
32.67
19.20
23.91
18.52
29.29
15.94
3.35
1.90
22.71
17.48
29.55
16.45
3.85
2.08
21.83
16.93
28.54
15.81
3.82
2.04
22.43
17.69
32.68
18.99
3.90
2.27
23.25
18.16
35.05
20.73
3.74
2.15
23.40
18.27
33.69
19.88
4.36
2.51
23.29
18.25
33.94
20.13
4.39
2.55
23.39
18.27
33.69
19.70
23.21
18.24
32.80
19.69
3.42
2.12
23.38
18.29
Retailrocket
G mean
Hit@10 NDCG@10 Hit@10 NDCG@10
50.94
37.97
18.61
12.06
52.18
38.77
18.79
12.05
51.47
38.28
18.61
11.96
52.09
39.65
20.08
13.68
52.24
39.49
19.77
13.37
52.49
40.07
20.34
13.80
53.10
40.24
20.29
13.75
53.21
40.11
52.12
38.58
18.46
11.95
50.92
37.81
18.86
12.17
50.94
37.73
18.79
12.11
52.30
39.90
19.84
13.29
52.55
40.09
20.04
13.44
53.48
40.62
20.68
13.87
53.03
40.33
20.73
13.95
52.56
40.15
52.34
40.54
19.25
13.26

Table 2.7: The validation scores of the four datasets and their geometric average (G mean).
In all the model names with R, we use 3 reranker partitions with n1 = 20, n2 = 100,
n3 = 500. Due to the memory constraints of our GPU, we haven’t had the results of
Multi-Softmax + CLR at Amazon-beauty. Other notations are the same as the notations used
in Table 2.4.

datasets, the improvements are pretty consistent no matter if we use SASRec or GRU4Rec,
if we use the multiple input hidden states, and if the performance is measured by Hit@10 or
NDCG@10.
We find that using multiple input hidden states (+ Mi) improves the performance of
three out of four datasets. We suspect that the results are sometimes worse because the
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models overfit the sequential recommendation datasets that are much smaller than the
NLP pretraining corpus. Finally, the effectiveness of multiple softmaxes (Multi-Softmax)
depends on the dataset and the encoder. For example, Multi-Softmax (MoS) significantly
outperforms Softmax in Steam when we use the SASRec encoder but the improvement
becomes inconsistent when we use the GRU4Rec encoder.

2.6

Related Work

Yang et al. [248] propose the concept of softmax bottleneck, which points out that the
dot product in the softmax layer restricts the representation power of outputting arbitrary
conditional probabilities. It also proposes MoS to break the softmax bottleneck in an RNNbased LM. Kanai et al. [94] and Ganea et al. [66] add nonlinearities into the softmax layer to
break the bottleneck more efficiently, but the approaches gain less improvement compared
to MoS.
A limitation of the aforementioned previous work is that they do not tell us which
kinds of sentences would be affected by the bottleneck more and whether the order of the
top few next words would be affected, which are main research questions of our work.
Contrary to the previous belief that a large hidden state dimension would eliminate the
softmax bottleneck, our theorems and empirical analyses suggest that some words in a
low dimensional subspace could still make the single embedding in the softmax layer
become a bottleneck of arbitrarily ranking the output words. Furthermore, our geometric
analyses provide an intuitive explanation about why breaking the bottleneck using multiple
embeddings leads to better performance compared to only adding the non-linearity.
Demeter et al. [45] also analyze the structural weakness of the softmax layer from a
geometric perspective. They discover that the words with high prior frequencies could
stop the LMs from assigning the high probabilities to rare words, which can be viewed as
a special case of our theory (See Appendix A.4). For instance, our work shows that the
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softmax layer could still prevent the LMs from outputting some top words even if all the
possible next words have the same prior frequency.
Our theory is deeply connected to the mathematical work that counts the number of
possible rankings of points in an embedding space [43, 71]. Compared to the studies, our
work focuses more on analyzing the multimodal distribution in the word embedding space
and its implication to language models.
An alternative to model the multimodal distribution is to use multiple embeddings to
represent each output word [9, 147]. Compared to MoS or our approach that use multiple
embeddings to represent each hidden state of the context, their methods require many extra
parameters to store different senses of each output word. Another type of related model
[196, 62] dynamically routes the signals to different experts (i.e., feed-forward networks)
and Zhang et al. [258], Mittal et al. [154] use multiple embeddings in the attention layers.
The methods are similar to MoS and our approach, but they add the multiple embeddings
inside each layer of the transformer encoder while the proposed MFS is an alternative to the
output softmax layer.
Shwartz et al. [200] find that the text generator would be affected the global attributes
of characters’ names. Recently, Papalampidi et al. [165] and Shuster et al. [198] report
the incoherence and inconsistency of entities in language generation. Their mitigation
ways include viewing entity consistency as a controllable attribute [198] and tracking
the entity information in a longer context using a memory network [165]. However, the
approaches assume that the locations of entities have been known and need to add significant
computational overhead on top of the language generation model.
Our reranker approaches revise the generated next word, so they are related to other
ways of revising the text. Examples include using GAN [241], beam search and rerank
in translation [160], plug-and-play LM [44], iterative editing [11], coarse-to-fine generation [216], and non-autoregressive generation [121, 190]. Although some of the approaches
can revise the text toward a more consistent text as in Shuster et al. [198], they often need
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to significantly increase the inference time. Furthermore, it remains unknown whether the
approaches can be used to mitigate the inconsistency problems of entities and improve the
unconditional and self-supervised language modeling without prior knowledge.

2.7

Chapter Conclusion

We summarize our theoretical, methodological, evaluational, and analytic contributions
in this chapter as follows.
• Theory: We show the softmax layer using a single embedding is sometimes not be able
to output an appropriate rank of probabilities on a set of words with linearly dependent
embeddings.
• Method: We propose multi-facet softmax (MFS) to improve MoS [248], and further
propose dynamic partitioning approaches that are better than MFS while being much more
efficient. All the proposed softmax alternatives can better handle ambiguous contexts
without re-training the LMs from scratch.
• Evaluation: In addition to achieving better perplexities, we show that dynamic partitioning
approaches can reduce the chance of generating new entities. Furthermore, we demonstrate that our dynamic partitioning approaches can also significantly improve sequential
recommendation datasets.
• Analysis: Our comprehensive empirical analyses discover and explain several phenomena,
such as a) using multiple embeddings is usually better than the single embedding with
the non-linearity because the multiple embeddings can capture the multimodal distribution. b) the improvement is larger in ambiguous contexts or less common languages
because multimodal distributions are more prevalent given those contexts. c) the pointer
networks [191, 146] can significantly improve the transformer-based language model.
Furthermore, we can achieve similar improvement if we replace the hidden states of the
context words with their global word embedding. The findings suggest that the major
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source of the improvement comes from reducing the necessity of modeling multimodal
distributions.
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CHAPTER 3
IMPROVEMENT UNSUPERVISED SIMILARITY ESTIMATION BY
PREDICTING CLUSTER CENTERS

3.1

Introduction

In Chapter 2, we focus on breaking the softmax bottleneck to improve the next item
prediction for various applications. Since most of the input sequences only appear once
in the corpus, we usually can only observe one ground truth next word for each context.
The chance of observing the multimodal co-occurrence distribution in the training corpus is
sometimes limited.
In some co-occurrence learning paradigms, one input sequence often co-occurs with a
set of items. For example, one phrase co-occurs with a set of words in the nearby context;
one sentence co-occurs with words in the nearby sentences; one sentence pattern (e.g.,
“$ARG1, the partner $ARG2”) could co-occur with several entity pairs; one target paper
could co-occur with the citing papers that cite the target paper. When learning to predict the
co-occurrence, the common multimodal distribution makes the motivation of using multiple
embedding representations even stronger.
In this chapter, our goal is to learn multi-facet embeddings where each embedding is a
clustering center of the items co-occurring with the input word sequence. For example, the
multi-facet representation of real property is illustrated in Figure 3.1. Real property can be
observed in legal documents where it usually means real estate, while real property can also
mean a true characteristic in philosophic discussions.
To highlight the advantage of predicting multiple embeddings in this kind of cooccurrence learning, we first explain the difficulties faced by the classic clustering-based

48

The distribution of all possible co-occurring words of real property (input phrase)
in a pre-trained word embedding space
save
acquired
tax
dollars

Classic multi-sense approach: During testing,
clustering co-occurring words into centers

organization
houses

Our approach: During training, minimize
the distance between the predicted cluster
centers and the co-occurring words.
During testing, directly predict the centers

Forward pass:
Predict cluster centers

building

company

violation

necessary
Backward pass:
Update the model
using backdrop

belief

Our Transformer Model

The company acquired the real property to save tax .
Co-occurring words

Input Phrase

Figure 3.1: The input phrase real property is represented by K = 5 cluster centers. The
previous work discovers the multiple senses by clustering the embedding of observed cooccurring words. Instead, our compositional model learns to predict the embeddings of
cluster centers from the sequence of words in the input phrase so as to reconstruct the
(unseen) co-occurring distribution well.

approaches. The previous unsupervised multi-sense embeddings [111, 159, 9, 202] discover
those senses by clustering the observed neighboring words (e.g., acquired, save, and tax)
and an important facet, a mode with high probability, could be represented by several close
cluster centers. Notice that the approaches need to solve a distinct local clustering problem
for each phrase in contrast with the topic modeling like LDA [19], which clusters all the
words in the corpus into a global set of topics.
In addition to a phrase, we can also cluster the nearby words of a sentence which
appears frequently in the corpus. The cluster centers usually correspond to important aspects
rather than senses (see an example in Figure 3.2) because a sentence usually has multiple
aspects but only one sense. However, extending the clustering-based multi-sense word
embeddings to long sequences such as sentences is difficult in practice due to two efficiency
challenges. First, there are usually many more unique phrases and sentences in a corpus
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than there are words, while the number of parameters for clustering-based approaches is
O(|V | × |K| × |E|), where |V | is the number of unique sequences, |K| is the number of
clusters, and |E| is the embedding dimensions. Estimating and storing such a large number
of parameters takes time and space. More importantly, much more unique sequences imply
much fewer co-occurring words to be clustered for each sequence, especially for sentences.
An effective model needs to overcome this sample efficiency challenge (i.e., sparseness in
the co-occurring statistics), but clustering approaches often have too many parameters to
learn the compositional meaning of each sequence without overfitting.
Nevertheless, the sentences (or phrases) sharing multiple words often lead to similar
cluster centers, so we should be able to solve these local clustering problems using much
fewer parameters to circumvent the challenges. As shown in Figure 3.1, instead of clustering
co-occurring words beside an input sequence at test time as in previous approaches, we learn
a mapping between the input sequence (e.g., phrases or sentences) and the corresponding
cluster centers during training so that we can directly predict those cluster centers using
a single forward pass of the neural network for an arbitrary unseen input sequence during
testing.
As in Chapter 2, we use the transformer to predict the multiple embeddings given a text
sequence. The main methodology differences are that we use clustering losses and negative
sampling instead of softmax to save the computation cost.
When learning the representation of sentences and phrases in Section 3.2, we find that
non-negative sparse coding (NNSC) clustering loss would lead to more diverse clustering
centers compared to Kmeans. When learning the representation of sentence patterns in
Section 3.3, we find that the Kmeans loss performs similarly compared to the NNSC loss
in our preliminary experiments, so we choose to use Kmeans due to its efficiency. When
predicting citation and authorship in Section 3.4, we also use Kmeans loss to allow the
efficient nearest neighbor search. Finally, we find that adding an autoencoder loss could
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stabilize the training process of our models for relation extraction and citation/authorship
prediction.
To save computational resources and reduce optimization difficulties, all the methods in
this chapter do not use pretrained language models (LMs). We demonstrate the effectiveness
of our approaches by showing that multiple embeddings are significantly better than the
single embedding baselines and the widely-used or state-of-the-art methods that do not use
pretrained LMs.
In the following three sections, we describe three one-tower co-occurrence learning models, the intuitive reasons of why multiple embeddings are helpful in the tasks, experiments,
and their connections to previous work.

3.2

Applications on the Representation of Sentences and Phrases

In this section, we first describe our seq2seq transformer architecture and how to learn
multi-facet embedding (i.e., codebook embeddings) using the NNSC clustering loss. Then,
we evaluate whether the proposed multi-facet embeddings could improve the similarity
measurement between two sentences, between a sentence and a document (i.e., extractive
summarization), and between phrases.
The results demonstrate multi-facet embeddings significantly outperforms the classic
single embedding baselines when the input sequence is a sentence. We also demonstrate
several advantages of the proposed multi-facet embeddings over the embeddings of all the
words in a sequence. First, we discover that our model tends to use more embeddings to
represent an important facet or important words. This tendency provides an unsupervised
estimation of word importance, which improves various similarity measurements between
a sentence pair. Second, our model outputs a fixed number of facets by compressing long
sentences and extending short sentences. In unsupervised extractive summarization, this
capability prevents the scoring function from biasing toward longer or shorter sentences.
Finally, our experiments show that multiple embeddings do not improve the unsupervised
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A Pre-trained Word
Embedding Space

Nonnegative Sparse Coding Loss (Not Required for Testing)

born
Beautiful
girl

lady

≅

x

microphone

boy

x

albums
music

≆
Coe cient
Matrix (MRt)

Coe cient
Matrix (MOt)

song

Sequence to Embeddings F(.)

star
actor

Random
Words W(Nrt)

Co-occurring
Words W(Nt)

Codebook
Embeddings F(It)

Transformer Decoder (TD)
……

stage

television
describe
begin

starts

Transformer Encoder (TE)
……

L1

Distinct linear layers
for each input position

LK

ffi

ffi

Co-occurring Words (Nt)
Input Sentence (It)
Beautiful music starts . The girl sings into a microphone . <eos> A star is born on the stage .

Figure 3.2: Our model for sentence representation. We represent each sentence as multiple
codebook embeddings (i.e., cluster centers) predicted by our sequence to embeddings model.
Our loss encourages the model to generate codebook embeddings whose linear combination
can well reconstruct the embeddings of co-occurring words (e.g., music), while not able to
reconstruct the negatively sampled words (i.e., the co-occurring words from other sentences).

phrase similarity estimation, which suggests the difficulties of modeling multi-mode cooccurrence distribution of the short input sequences.
For details of our methods and experiments, please see the appendix of Chang et al. [34].

3.2.1

Method

In this section, we first formalize our training setup and next describe our objective
function and neural architecture. Our approach is visually summarized in Figure 3.2.

3.2.1.1

Self-supervision Signal

We express tth sequence of words in the corpus as It = wxt ...wyt <eos>, where xt and yt
are the start and end position of the input sequence, respectively, and <eos> is the end of
sequence symbol.
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We assume neighboring words beside each input phrase or sentence are related to some
facets of the sequence, so given It as input, our training signal is to reconstruct a set of cooccurring words, Nt = {wxt −dt1 , ...wxt −1 , wyt +1 , ...wyt +dt2 }.1 In our experiments, we train
our multi-facet sentence embeddings by setting Nt as the set of all words in the previous
and the next sentence, and train multi-facet phrase embeddings by setting a fixed window
size dt1 = dt2 = 5.
Since there are not many co-occurring words for a long sequence (none are observed
for unseen testing sequences), the goal of our model is to predict the cluster centers of the
words that could "possibly" occur beside the text sequence rather than the cluster centers of
the actual occurring words in Nt (e.g., the hidden co-occurring distribution instead of green
and underlined words in Figure 3.2). The cluster centers of an unseen testing sequence are
predictable because the model could learn from similar sequences and their co-occurring
words in the training corpus.
To focus on the semantics rather than syntax, we view the co-occurring words as a set
rather than a sequence as in skip-thoughts [102]. Notice that our model considers the word
order information in the input sequence It , but ignores the order of the co-occurring words
Nt .
3.2.1.2

Non-negative Sparse Coding Loss

In a pre-trained word embedding space, we predict the cluster centers of the co-occurring
word embeddings. The embeddings of co-occurring words Nt are arranged into a matrix
W (Nt ) = [wtj ]j=1...|Nt | with size |E| × |Nt |, where |E| is the dimension of pre-trained
word embedding, and each of its columns wtj is a normalized word embedding whose
2-norm is 1. The normalization makes the cosine distance between two words become half
of their squared Euclidean distance.

1

The self-supervised signal is a generalization of the loss for prediction-based word embedding like
Word2Vec [148]. They are the same when the input sequence length |It | is 1.
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Similarly, we denote the predicted cluster centers ctk of the input sequence It as a |E|×K
matrix F (It ) = [ctk ]k=1...K , where F is our neural network model and K is the number of
clusters. We fix the number of clusters K to simplify the design of our prediction model
and the unsupervised scoring functions used in the downstream tasks. When the number
of modes in the (multimodal) co-occurring distribution is smaller than K, the model can
output multiple cluster centers to represent a mode (e.g., the music facet in Figure 3.2 is
represented by two close cluster centers). As a result, the performance in our downstream
applications is not sensitive to the setting of K when K is larger than the number of facets
in most input word sequences.
The reconstruction loss of k-means clustering in the word embedding space can be
P P
written as ||F (It )M − W (Nt )||2 = j ||( k Mk,j ctk ) − wtj ||2 , where Mk,j = 1 if the
jth word belongs to the k cluster and 0 otherwise. That is, M is a permutation matrix
which matches the cluster centers and co-occurring words and allow the cluster centers to
be predicted in an arbitrary order.
Non-negative sparse coding (NNSC) [89] relaxes the constraints by allowing the coefficient Mk,j to be a positive value but encouraging it to be 0. We adopt NNSC in this work
because we observe that the neural network trained by NNSC loss generates more diverse
topics than k-means loss does. We hypothesize that it is because the loss is smoother and
easier to be optimized for a neural network. Using NNSC, we define our reconstruction
error as

Er(F (It ), W (Nt )) = ||F (It )M Ot − W (Nt )||2
s.t., M Ot = arg min ||F (It )M − W (Nt )||2 + λ||M ||1 , ∀k, j, 0 ≤ Mk,j ≤ 1, (3.1)
M

where λ is a hyper-parameter controlling the sparsity of M . We force the coefficient value
Mk,j ≤ 1 to avoid the neural network learning to predict centers with small magnitudes
which makes the optimal values of Mk,j large and unstable.
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We adopt an alternating optimization strategy similar to the EM algorithm for k-means.
At each iteration, our E-step estimates the permutation coefficient M Ot after fixing our
neural model, while our M-step treats M Ot as constants to back-propagate the gradients
of NNSC loss to our neural network. A pseudo-code of our training procedure could be
found in Algorithm 1 in the appendix. Estimating the permutation between the prediction
and ground truth words is often computationally expensive [176]. Nevertheless, optimizing
the proposed loss is efficient because for each training sequence It , M Ot can be efficiently
estimated using convex optimization (our implementation uses RMSprop [221]). Besides,
we minimize the L2 distance, ||F (It )M Ot − W (Nt )||2 , in a pre-trained embedding space
as in Kumar and Tsvetkov [109] and Li et al. [117] rather than computing softmax.
To prevent the neural network from predicting the same global topics regardless of the
input, our loss function for tth sequence is defined as

Lt (F ) = Er(F (It ), W (Nt )) − Er(F (It ), W (Nrt )),

(3.2)

where Nrt is a set of co-occurring words of a randomly sampled sequence Irt . In our
P
experiment, we use SGD to solve Fb = arg minF t Lt (F ). Our method could be viewed
as a generalization of Word2Vec [148] that can encode the compositional meaning of the
words and decode multiple embeddings.

3.2.1.3

Sequence to Embeddings

Our neural network architecture is similar to transformer-based sequence to sequence
(seq2seq) model [224]. We use the same encoder T E(It ), which transforms the input
sequence into a contextualized embeddings

[ext ...eyt e<eos> ] = T E(wxt ...wyt <eos>),
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(3.3)

where the goal of the encoder is to map the similar sentences, which are likely to have
similar co-occurring word distribution, to similar contextualized embeddings.
Different from the typical seq2seq model [212, 224], our decoder does not need to make
discrete decisions because our outputs are a sequence of embeddings instead of words. This
allows us to predict all the codebook embeddings in a single forward pass as in Lee et al.
[113] without requiring an expensive softmax layer or auto-regressive decoding.2
To make different codebook embeddings capture different facets, we pass the embeddings of <eos>, e<eos> , to different linear layers Lk before becoming the input of the decoder
T D. The decoder allows the input embeddings to attend each other to model the dependency among the facets and attend the contextualized word embeddings from the encoder,
ext ...eyt e<eos> , to copy the embeddings of some keywords in the word sequence as our facet
embeddings more easily. Specifically, the codebook embeddings

F (It ) = T D(L1 (e<eos> )...LK (e<eos> ), ext ...eyt e<eos> ).

(3.4)

We find that removing the attention on the ext ...eyt e<eos> significantly deteriorates our
validation loss for sentence representation because there are often too many facets to be
compressed into a single embedding. On the other hand, the encoder-decoder attention
does not significantly change the performance of phrase representation, so we remove the
connection (i.e., encoder and decoder have the same architecture) in models for phrase
representation.

3.2.2

Experiments

Quantitatively evaluating the quality of our predicted cluster centers is difficult because
the existing label data and metrics are built for global clustering. The previous multi-sense

2
The decoder can also be viewed as another transformer encoder which attends the output of the first
encoder and models the dependency between predicted cluster centers.
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word embedding studies often show that multiple embeddings could improve the single
word embedding in the unsupervised word similarity task to demonstrate its effectiveness.
Thus, our goal of experiments is to discover when and how the multi-facet embeddings
can improve the similarity measurement in various unsupervised semantic tasks upon the
widely-used general-purpose representations, such as single embedding and (contextualized)
word embeddings.

3.2.2.1

Experiment Setup

Our models only require the raw corpus and sentence/phrase boundaries, so we will only
compare them with other unsupervised alternatives that do not require any manual labels or
multi-lingual resources such as PPDB [172].
Our model is trained on English Wikipedia 2016 while the stop words are removed
from the set of co-occurring words. In the phrase experiments, we only consider noun
phrases, and their boundaries are extracted by applying simple regular expression rules to
POS tags before training. We use the cased version (840B) of GloVe embedding [174] as
the pre-trained word embedding space for our sentence representation and use the uncased
version (42B) for phrase representation.3 To control the effect of embedding size, we set the
hidden state size in our transformers as the GloVe embedding size (300).

3.2.2.2

Qualitative Evaluation

The cluster centers predicted by our model are visualized in Table 3.1 (as using girl and
lady to visualize the red cluster center in Figure 3.2).
The centers summarize the input sequence well and more codebook embeddings capture
more fine-grained semantic facets of a phrase or a sentence. Furthermore, the embeddings
capture the compositional meaning of words. For example, each word in the phrase civil
order does not mean initiatives, army, or court, which are facets of the whole phrase. When

3

nlp.stanford.edu/projects/glove/
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Input Phrase: civil order <eos>
Output Embedding (K = 1):
e1 | government 0.817 civil 0.762 citizens 0.748
Output Embeddings (K = 3):
e1 | initiatives 0.736 organizations 0.725 efforts 0.725
e2 | army 0.815 troops 0.804 soldiers 0.786
e3 | court 0.758 federal 0.757 judicial 0.736
Input Sentence: SMS messages are used in some countries as
reminders of hospital appointments . <eos>
Output Embedding (K = 1):
e1 | information 0.702, use 0.701, specific 0.700
Output Embeddings (K = 3):
e1 | can 0.769, possible 0.767, specific 0.767
e2 | hospital 0.857, medical 0.780, hospitals 0.739
e3 | SMS 0.791, Mobile 0.635, Messaging 0.631
Output Embeddings (K = 10):
e1 | can 0.854, should 0.834, either 0.821
e2 | hospital 0.886, medical 0.771, hospitals 0.745
e3 | services 0.768, service 0.749, web 0.722
e4 | SMS 0.891, sms 0.745, messaging 0.686
e5 | messages 0.891, message 0.801, emails 0.679
e6 | systems 0.728, technologies 0.725, integrated 0.723
e7 | appointments 0.791, appointment 0.735, duties 0.613
e8 | confirmation 0.590, request 0.568, receipt 0.563
e9 | countries 0.855, nations 0.737, Europe 0.732
e10 | Implementation 0.613, Application 0.610, Programs 0.603

Table 3.1: Examples of the codebook embeddings predicted by our models with different K.
The embedding in each row is visualized by the three words whose GloVe embeddings have
the highest cosine similarities (also presented) with the codebook embedding.

the input is a sentence, we can see that the output embeddings are sometimes close to the
embeddings of words in the input sentence, which explains why attending the contextualized
word embeddings in our decoder could improve the quality of the output embeddings.

3.2.2.3

Unsupervised Sentence Similarity

We propose two ways to evaluate the multi-facet embeddings using sentence similarity
tasks.
First way: Since similar sentences should have similar word distribution in nearby
sentences and thus similar codebook embeddings, the codebook embeddings of a query
sentence Fbu (Sq1 ) should be able to well reconstruct the codebook embeddings of its similar
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sentence Fbu (Sq2 ). We compute the reconstruction error of both directions and add them as
a symmetric distance SC:

SC(Sq1 , Sq2 ) = Er(Fbu (Sq1 ), Fbu (Sq2 )) + Er(Fbu (Sq2 ), Fbu (Sq1 )),

(3.5)

q

c
where Fbu (Sq ) = [ ||ckq || ]k=1...K is a matrix of normalized codebook embeddings and Er
k

function is defined in Equation 3.1. We use the negative distance to represent similarity.
Second way: One of the main challenges in unsupervised sentence similarity tasks is
that we do not know which words are more important in each sentence. Intuitively, if one
word in a query sentence is more important, the chance of observing related/similar words
in the nearby sentences should be higher. Thus, we should pay more attention to the words
in a sentence that have higher cosine similarity with its multi-facet embeddings, a summary
of the co-occurring word distribution. Specifically, our importance/attention weighting for
all the words in the query sentence Sq is defined by

aq = max(0, W (Sq )T Fbu (Sq )) 1,

(3.6)

where 1 is an all-one vector. We show that the attention vector (denoted as Our a in
Table 3.2) could be combined with various scoring functions and boost their performance.
As a baseline, we also report the performance of the attention weights derived from the
k-means loss rather than NNSC loss and call it Our a (k-means).
Setup: STS benchmark [27] is a widely used sentence similarity task. We compare the
correlations between the predicted semantic similarity and the manually labeled similarity.
We report Pearson correlation coefficient, which is strongly correlated with Spearman
correlation in all our experiments. Intuitively, when two sentences are less similar to each
other, humans tend to judge the similarity based on how similar their facets are. Thus, we
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also compare the performance on the lower half of the datasets where their ground truth
similarities are less than the median similarity in the dataset, and we call this benchmark
STSB Low.
A simple but effective way to measure sentence similarity is to compute the cosine
similarity between the average (contextualized) word embedding [149]. The scoring function
is labeled as Avg. Besides, we test the sentence embedding from BERT and from skipthought [102] (denoted as CLS and Skip-thought Cosine, respectively).
In order to deemphasize the syntax parts of the sentences, Arora et al. [7] propose to
weight the word w in each sentence according to

α
,
α+p(w)

where α is a constant and p(w) is

the probability of seeing the word w in the corpus. Following its recommendation, we set
α to be 10−4 in this section. After the weighting, we remove the first principal component
of all the sentence embeddings in the training data as suggested by Arora et al. [7] and
denote the method as SIF. The post-processing requires an estimation of testing embedding
distribution, which is not desired in some applications, so we also report the performance
before removing the principal component, which is called Prob_avg.
We also test word mover’s distance (WMD) [110], which explicitly matches every word
in a pair of sentences. As we do in Prob_avg, we apply

α
α+p(w)

to WMD to down-weight

the importance of functional words, and call this scoring function as Prob_WMD. When
using Our a, we multiple our attention vector with the weights of every word (e.g.,

α
α+p(w)

for Prob_avg and Prob_WMD).
Results: In Figure 3.3, we first visualize our attention weights in Equation 3.6 and
our output codebook embeddings for a pair of similar sentences from STSB to intuitively
explain why modeling co-occurring distribution could improve the similarity measurement.
Many similar sentences might use different word choices or using extra words to describe
details, but their possible nearby words are often similar. For example, appending in the
garage to A man is lifting weights does not significantly change the facets of the sentences
and thus the word garage receives relatively a lower attention weight. This makes its
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Sentences

Output
Embeddings

e1 |
e2 |
e3 |
e4 |
e5 |
e6 |
e7 |
e8 |
e9 |
e10 |

A man is lifting weights in a garage .
can 0.872, even 0.851, should 0.850
front 0.762, bottom 0.742, down 0.714
lifting 0.866, lift 0.663, Lifting 0.621
garage 0.876, garages 0.715, basement 0.707
decreasing 0.677, decreases 0.655, negligible 0.649
weights 0.883, Weights 0.678, weight 0.665
cylindrical 0.700, plurality 0.675, axial 0.674
configurations 0.620, incorporating 0.610, utilizing 0.605
man 0.872, woman 0.682, men 0.672
man 0.825, men 0.671, woman 0.653

e1 |
e2 |
e3 |
e4 |
e5 |
e6 |
e7 |
e8 |
e9 |
e10 |

A man is lifting weights .
can 0.865, either 0.843, should 0.841
front 0.758, bottom 0.758, sides 0.691
lifting 0.847, lift 0.635, Lifting 0.610
lifting 0.837, lift 0.652, weights 0.629
decreasing 0.709, decreases 0.685, increases 0.682
weights 0.864, weight 0.700, Weights 0.646
annular 0.738, cylindrical 0.725, circumferential 0.701
methods 0.612, configurations 0.610, graphical 0.598
sweating 0.498, cardiovascular 0.494, dehydration 0.485
man 0.888, woman 0.690, men 0.676

Figure 3.3: Comparison of our attention weights and the output embeddings between two
similar sentences from STSB. A darker red indicates a larger attention value in Equation 3.6
and the output embeddings are visualized using the same way in Table 3.1.
Method
Score
Cosine
CLS
Avg
SC
WMD

Prob_WMD

Avg

Prob_avg

SIF†

Model
Skip-thought
BERT
Our c K1
Our c K10
GloVe
Our a K1
Our a K10
GloVe
Our a K1
Our a K10
GloVe
Our a K1
Our a K10
GloVe
Our a K1
Our a K10
GloVe
Our a K1
Our a K10
Our a (k-means) K10

Dev
All Low
43.2 28.1
9.6 -0.4
62.3 42.1
55.7 43.7
63.0 51.8
58.8 35.3
63.1 43.3
66.7 47.4
75.1 59.6
74.4 60.8
76.2 62.6
51.7 32.8
54.5 40.2
61.7 47.1
70.7 56.6
68.5 56.0
72.0 60.5
75.1 65.7
72.5 64.0
75.2 67.6
71.5 62.3

Test
All Low
30.4 21.2
4.1
0.2
51.2 39.1
47.6 45.4
52.6 47.8
40.9 25.4
47.5 34.8
52.6 39.8
63.1 52.5
62.9 54.4
66.1 58.1
36.6 30.9
44.1 40.6
50.0 46.5
59.2 54.8
58.1 55.2
61.4 59.3
63.2 58.1
61.7 58.5
64.6 62.2
61.5 57.2

Table 3.2: Pearson correlation (%) in the development and test sets in the STS benchmark.
The performance of all sentence pairs is indicated as All. Low means the performance on
the half of sentence pairs with lower similarity (i.e., STSB Low). Our c means our codebook
embeddings and Our a means our attention vectors. * indicates a supervised method. †
indicates the methods which use training distribution to approximate testing distribution.
The best score with and without † are highlighted.

similarity measurement from our methods, Our c and Our a, closer to the human judgment
than other baselines.
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In Table 3.2, Our c SC, which matches between two sets of facets, outperforms WMD,
which matches between two sets of words in the sentence, and also outperforms BERT Avg,
especially in STSB Low. The significantly worse performance from Skip-thought Cosine
justifies our choice of ignoring the order in the co-occurring words.
All the scores in Our * K10 are significantly better than Our * K1, which demonstrates
the co-occurring word distribution is hard to be modeled well using a single embedding.
Multiplying the proposed attention weighting consistently boosts the performance in all
the scoring functions especially in STSB Low and without relying on the generalization
assumption of the training distribution. Finally, using k-means loss, Our a (k-means) K10,
significantly degrades the performance compared to Our a K10, which justify the proposed
NNSC loss.

3.2.2.4

Unsupervised Extractive Summarization

The classic representation of a sentence uses either a single embedding or the (contextualized) embeddings of all the words in the sentence. In this section, we would like to show
that both options are not ideal for extracting a set of sentences as a document summary.
Table 3.1 indicates that our multiple codebook embeddings of a sentence capture its
different facets well, so we represent a document summary S as the union of the multi-facet
embeddings of the sentences in the summary R(S) = ∪Tt=1 {Fbu (St )}, where {Fbu (St )} is the
set of column vectors in the matrix Fbu (St ) of sentence St .
A good summary should cover multiple facets that well represent all topics/concepts in
the document [103]. The objective can be quantified as discovering a summary S whose
multiple embeddings R(S) best reconstruct the distribution of normalized word embedding
w in the document D [103]. That is,

arg max
S

α
max wT s,
s∈R(S)
α
+
p(w)
w∈D
X
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(3.7)

where

α
α+p(w)

is the weights of words we used in the sentence similarity experiments [7].

We greedily select sentences to optimize Equation 3.7 as in Kobayashi et al. [103].
Setup: We compare our multi-facet embeddings with other alternative ways of modeling
the facets of sentences. A simple way is to compute the average word embedding as a
single-facet sentence embedding.4 This baseline is labeled as Sent Emb. Another way is
to use the (contextualized) embedding of all the words in the sentences as different facets
of the sentences. Since longer sentences have more words, we normalize the gain of the
reconstruction similarity by the sentence length. The method is denoted as W Emb. We
also test the baselines of selecting random sentences (Rnd) and first 3 sentences (Lead-3) in
the document.
The results on the testing set of CNN/Daily Mail [84, 191] are compared using F1 of
ROUGE [123] in Table 3.3. R-1, R-2, and Len mean ROUGE-1, ROUGE-2, and average
summary length, respectively. All methods choose 3 sentences by following the setting in
Zheng and Lapata [260]. Unsup, No Sent Order means the methods do not use the sentence
order information in CNN/Daily Mail.
In CNN/Daily Mail, the unsupervised methods which access sentence order information
such as Lead-3 have performance similar to supervised methods such as RL [26]. To
evaluate the quality of unsupervised sentence embeddings, we focus on comparing the
unsupervised methods which do not assume the first few sentences form a good summary.
Results: In Table 3.3, predicting 100 clusters yields the best results. Notice that our
method greatly alleviates the computational and sample efficiency challenges, which allows
us to set cluster numbers K to be a relatively large number.
The results highlight the limitation of classic representations. The single sentence
embedding cannot capture its multiple facets. On the other hand, if a sentence is represented
by the embeddings of its words, it is difficult to eliminate the bias of selecting longer or

4

Although Equation 3.7 weights each word in the document, we find that the weighting
improve the sentence representation when averaging the word embeddings.
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α
α+p(w)

does not

Setting

Unsupvised
No Sentence Order

Unsupvised
Supervised

Method
Random
Textgraph (tfidf)†
Textgraph (BERT)†
W Emb (GloVe)
Sent Emb (GloVe)
W Emb (BERT)
Sent Emb (BERT)
Our c (K=3)
Our c (K=10)
Our c (K=100)
Lead-3
PACSUM (BERT)†
RL*

R-1
28.1
33.2
30.8
26.6
32.6
31.3
32.3
32.2
34.0
35.0
40.3
40.7
41.7

R-2
8.0
11.8
9.6
8.8
10.7
11.2
10.6
10.1
11.6
12.8
17.6
17.8
19.5

Len
68.7
37.0
78.2
45.0
91.2
75.4
81.3
92.9
87.0
-

Table 3.3: The ROUGE F1 scores of different methods on CNN/Daily Mail dataset. The
results with † are taken from Zheng and Lapata [260]. The results with * are taken from Celikyilmaz et al. [26].

shorter sentences and a facet might be composed by multiple words (e.g., the input sentence
in Table 3.1 describes a service, but there is not a single word in the sentence that means
service).

3.2.2.5

Unsupervised Phrase Similarity

Recently, Dubossarsky et al. [51] discovered that the multiple embeddings of each word
may not improve the performance in word similarity benchmarks even if they capture more
senses or facets of polysemies. Since our method can improve the sentence similarity
estimation, we want to see whether multi-facet embeddings could also help the phrase
similarity estimation.
In addition to SC in Equation 3.5, we also compute the average of the contextualized
word embeddings from our transformer encoder as the phrase embedding. We find that the
cosine similarity between the two phrase embeddings is a good similarity estimation, and
the method is labeled as Ours Emb.
Setup: We evaluate our phrase similarity using SemEval 2013 task 5(a) English [107]
and Turney 2012 [223]. The task of SemEval 2013 is to distinguish similar phrase pairs
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Method
Model
Score
CLS
BERT
Avg
GloVe
Avg
FCT LM† Emb
Ours
SC
(K=10)
Emb
Ours
SC
(K=1)
Emb

SemEval 2013
AUC
F1
54.7
66.7
66.5
67.1
79.5
73.7
67.2
80.3
72.8
85.6
77.1
81.1
72.7
87.8
78.6

Turney (5)
Accuracy
29.2
43.4
25.9
42.6
45.6
49.4
45.3
50.3

Turney (10)
Accuracy
15.5
24.3
12.9
27.6
28.8
31.8
28.4
32.5

Table 3.4: Performance of phrase similarity tasks. Every model is trained on a lowercased
corpus. In SemEval 2013, AUC (%) is the area under the precision-recall curve of classifying
similar phrase pairs. In Turney, we report the accuracy (%) of predicting the correct similar
phrase pair among 5 or 10 candidate pairs. The results with † are taken from Yu and Dredze
[252].

from dissimilar phrase pairs. In Turney (5), given each query bigram, each model predicts
the most similar unigram among 5 candidates, and Turney (10) adds 5 more negative phrase
pairs by pairing the reverse of the query bigram with the 5 unigrams.
Results: The performance is presented in Table 3.4. Ours (K=1) is usually slightly
better than Ours (K=10), and the result supports the finding of Dubossarsky et al. [51]. We
hypothesize that unlike sentences, most of the phrases have only one facet/sense, and thus
can be modeled by a single embedding well.
Even though being slightly worse, the performance of Ours (K=10) remains strong
compared with baselines. This implies that the similarity performance is not sensitive to
the number of clusters as long as sufficiently large K is used because the model is able to
output multiple nearly duplicated codebook embeddings to represent one facet (e.g., using
two centers to represent the facet related to company in Figure 3.1). The flexibility alleviates
the issues of selecting K in practice. Finally, the strong performance in Turney (10) verifies
that our encoder respects the word order when composing the input sequence.
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3.2.3

Related Work

Topic modeling [19] has been extensively studied and widely applied due to its interpretability and flexibility of incorporating different forms of input features [152]. Cao et al.
[23] and Srivastava and Sutton [204] demonstrate that neural networks could be applied to
discover semantically coherent topics. Instead of optimizing a global topic model, our goal
is to efficiently discover different sets of topics/clusters on the words beside each (unseen)
phrase or sentence.
Recently, Gupta et al. [76] and Gupta et al. [77] discover that global clustering could
improve the representation of sentences and documents. In our work, we show that a local
clustering could be used in several downstream applications, including word importance
estimation for measuring sentence similarity. Whether combining global clustering and
local clustering could lead to further improvement is an interesting future research direction.
Sparse coding on word embedding space is used to model the multiple facets of a
word [61, 8], and parameterizing word embeddings using neural networks is used to test
hypothesis [78] and save storage space [197]. Besides, to capture asymmetric relations
such as hypernyms, words are represented as single or multiple regions in Gaussian embeddings [226, 9] rather than a single point. However, the challenges of extending these
methods to longer sequences are not addressed in these studies.
One of our main challenges is to design a loss for learning to predict cluster centers while
modeling the dependency among the clusters. This requires a matching step between two sets
and computing the distance loss after the matching [52]. One popular loss is called Chamfer
distance, which is widely adopted in the auto-encoder models for point clouds [247, 130],
while more sophisticated matching loss options are also proposed [207, 13]. The goal of the
previous studies focuses on measuring symmetric distances between the ground truth set
and predicted set (usually with an equal size), while our loss tries to reconstruct the ground
truth set using much fewer codebook embeddings.
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Other ways to achieve the permutation invariant loss for neural networks include sequential decision making [236], mixture of experts [248, 234], beam search [176], predicting the
permutation using a CNN [182], transformers [206, 75, 25] or reinforcement learning [237].
In contrast, our goal is to efficiently predict a set of cluster centers that can well reconstruct
the set of observed instances rather than directly predicting the observed instances.

3.3

Applications on Relation Extraction

Distant supervision assumes that a sentence pattern expresses a relation if the sentence
pattern co-occurs with an entity pair and the entity pair has the relation. For example, we
assume the sentence pattern “$ARG1, the partner of fellow $ARG2” is likely to express the
spouse relation if we observe a text clip “... Angelina Jolie, the partner of fellow Brad Pitt
...” in our training corpus and a knowledge base tells us that Angelina Jolie and Brad Pitt
has the spouse relation. Accordingly, we can infer that another entity pair is likely to have
the spouse relation if we observe the text “, the partner of fellow” between them in a new
corpus.
Universal schema [184] extends this assumption by treating every sentence pattern as a
relation, which means we assume that sentence patterns or relations in a knowledge base
are similar if they co-occur with the same entity pair. For example, we assume “$ARG1,
the partner of fellow $ARG2” and “$ARG1, the wife of fellow $ARG2” are similar if they
both co-occur with (Kristen Bell, Dax Shepard). Consequently, we can infer that “$ARG1,
the wife of fellow $ARG2” also implies spouse relation as “$ARG1, the partner of fellow
$ARG2” even if the knowledge base does not record the spouse relation between Kristen
Bell and Dax Shepard.
Compositional universal schema [225] realizes the idea by using a LSTM [86] to encode
each sentence pattern into an embedding and encouraging the embedding to be similar to
the embedding of the co-occurred entity pair. As in the lower part of Figure 3.4, the model
makes the embeddings of two sentence patterns similar if they co-occur with the same entity
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Multi-facet Universal Schema
Pattern Embedding 1
Pattern Embedding 2

Pattern Embedding 1

Close

Pattern Embedding 3

Pattern Embedding 2
Entity Pair
Embedding

Pattern Embedding 4

Close

Pattern Embedding 3
Pattern Embedding 4
Pattern Embedding 5

Pattern Embedding 5
Neural Encoder
and Decoder

Neural Encoder
and Decoder

Table Lookup

Training Data
Sentence Pattern co-occur
Entity Pair
co-occur Sentence Pattern
$ARG1 moved in
$ARG1 = Angelina Jolie
$ARG1, the partner
with $ARG2
$ARG2 = Brad Pitt
of fellow $ARG2

Baseline: Compositional Universal Schema
Neural Encoder

Pattern Embedding

Table Lookup
Close

Entity Pair
Embedding

Neural Encoder
Close

Pattern Embedding

Figure 3.4: Comparison between the multi-facet and compositional universal schema. In
our training loss, we encourage one of the facet embeddings from a sentence pattern to be
similar to its co-occurred entity pair.

pair. Baldini Soares et al. [12] rely on a similar assumption and achieve state-of-the-art
results on supervised RE tasks by replacing the LSTM with a large pre-trained language
model.
Nevertheless, one sentence pattern could contain multiple facets, and each facet could
imply a different relation. In Figure 3.4, “$ARG1, the partner of fellow $ARG2” could
imply the entity pair has the spouse relation, the co-worker relation, or both. “$ARG1 moved
in with $ARG2” could imply the spouse relation, the parent relation, ..., etc. If we squeeze
the facets of a sentence pattern into a single embedding, the embedding is more likely to be
affected by the irrelevant facets from other patterns co-occurred with the same entity pair
(e.g., “$ARG1 moved in with $ARG2” might incorrectly imply the co-worker relation).
Another limitation is that single embedding representation can only provide symmetric
similarity measurement between two sentence patterns. Thus, an open research challenge is
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to predict the entailment direction of two sentence patterns only based on their co-occurring
entity pair information.
To overcome the challenges, we propose multi-facet universal schema, where we assume
that two sentence patterns share a similar facet if they co-occur with the same entity pair. As
in Figure 3.4, we use a neural encoder and decoder to predict multiple facet embeddings
of each sentence pattern and encourage one of the facet embeddings to be similar to the
entity pair embedding. As a result, the facets that are irrelevant to the relation between
the entity pairs are less likely to affect the embeddings of entity pairs and other related
sentence patterns. For example, the parent facet of “$ARG1 moved in with $ARG2” could
be excluded when updating the embeddings of (Angelina Jolie, Brad Pitt).
In our experiments, we first compare the multi-facet embeddings with the single-facet
embedding in distantly supervised RE tasks. The results demonstrate that multiple facet
embeddings significantly improve the similarity measurement between the sentence patterns
and knowledge base relations. Besides RE, we also apply multi-facet embeddings to
unsupervised entailment detection tasks. In a newly collected dataset, we show that multifacet universal schema significantly outperforms the other unsupervised baselines.
For details of our methods and experiments, please see Paul et al. [171].

3.3.1

Method

Our method is illustrated in Figure 3.5. In Section 3.3.1.1, we first provide our problem
setup: We are given a knowledge base (KB) and a text corpus during training. Our goal
is to extract relations by measuring the similarity between KB relations and an (unseen)
sentence pattern or to detect entailment between two sentence patterns. In Section 3.3.1.2,
we describe our objective function, which encourages the embeddings of co-occurred entity
pairs to be close to the embeddings of their closest pattern facets. Finally, in Section 3.3.1.3,
we provide our scoring functions for distantly supervised RE and unsupervised entailment
tasks.
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Figure 3.5: An illustration of the proposed method. The training signal comes from the
co-occurrence matrices of the KB and training text corpus on the right. On the lower left,
we visualize our neural encoder, which captures the compositional meaning of tokens in the
sentence pattern, and our neural decoder, which models the dependency among multiple
facet embeddings. When a sentence pattern co-occurs with an entity pair, the training loss
minimizes the distance between the entity pair embedding and the closest facet embedding
of the sentence pattern (e.g., 0.2 between si,2 and e1 ). Trainable parameters in our model
are highlighted using red borders. On the upper left, we visualize the embedding space to
establish the connection between our method and clustering.

3.3.1.1

Background and Problem Setup

Our RE problem setup is the same as compositional universal schema [225]. First,
we run named entity recognition (NER) and entity linking (EL) on a raw corpus. After
identifying the entity pairs in each sentence, we prepare a co-occurrence matrix as in
Figure 3.5. Similarly, we represent the KB relations between entity pairs as a co-occurrence
matrix and merge the matrices from the KB and the training corpus. The merged matrix has
yi,j = 1 if the ith sentence pair or KB relation co-occurs with the jth entity pair and yi,j = 0
otherwise.
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During testing, we use NER to extract an entity pair and the sentence pattern, which
might not have been seen in the training corpus. Next, we extract relations by computing the
similarity between the sentence pattern embeddings and the embeddings of the applicable
KB relations. Besides RE, we also detect the entailment between two sentence patterns by
comparing their embeddings.

3.3.1.2

Objective Function

We use a seq2seq model as in Section 3.2 to compute facet embedding (i.e., sentence
pattern embedding). When measuring the distance between the jth entity pair and the ith
sentence pattern, we compute the Euclidean distance between the entity pair embedding ẽj
and its closest facet embedding si,k of the ith sentence pattern. The distance is defined as

K

2
D({si,k }K
k=1 , ẽj ) = min min ||ẽj − ηk si,k || ,
k=1 0≤ηk ≤1

(3.8)

where the entity pair embedding is normalized (i.e., ||ẽj || = 1). During testing, we ignore
the magnitude of facet embeddings, so we use ηk to eliminate the magnitude of facet
embeddings si,k during training. We do not allow negative ηk to prevent the gradient flow
from pushing si,k toward the inverse direction of ẽj and we ensure ηk ≤ 1 to avoid the
neural model from outputting si,k with a very small magnitude.
As in Figure 3.5, we minimize the distance D({si,k }K
k=1 , ẽj ) in our loss function when
the ith sentence pair co-occurs with the jth entity pair (i.e., yi,j = 1). For negative samples
(i.e., yi,j = 0), we maximize the distance instead. That is, our loss function is defined as

X

(2 · yi,j − 1)ri,j D({si,k }K
k=1 , ẽj ) + Ω,

(3.9)

(i,j)∈R

and the regularization term Ω in the loss function will be described in Appendix B.2. R is
a set that includes all positive and negative samples. Positive samples are (i, j) such that
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Asym({s̃i,k}, {s̃j,m})

Asym({s̃j,m}, {s̃i,k})

s̃i,k
s̃j,m

s̃i,k
s̃j,m

Figure 3.6: Comparison of the asymmetric similarities. Asym({s̃i,k }, {s̃j,m }) >
Asym({s̃j,m }, {s̃i,k }) because the average cosine distance on the left is smaller than that
on the right.

yi,j = 1 and the negative samples are constructed by pairing a randomly selected sentence
pattern with the jth entity pair. To balance the influence of popular entity pairs (i.e., entity
pairs that co-occur with many sentence patterns) and rare entity pairs on our model, we set
the weight of each pair, ri,j ∝

P1
i yi,j

P

and

(i,j)∈R ri,j

|R|

= 1.

We generate the embeddings for KB relations in a similar way. We use a single token
to represent the relation and append an <eos> (e.g., per:spouse <eos>) to form the input
of our neural model. The KB relations usually co-occur with more entity pairs, so we set
the number of facet embeddings for KB relations Krel to be larger than the number of facet
embeddings for sentence patterns K.

3.3.1.3

Scoring Functions

In compositional universal schema, the similarity between the ith and jth sentence
patterns are measured by the symmetric cosine similarity s̃Ti,1 s̃j,1 , where s̃i,1 =

si,1
.
||si,1 ||

When

using multiple embeddings to represent a sentence pattern, we can compute the asymmetric
similarity as

PK
Asym({s̃i,k }, {s̃j,m }) =
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m=1

K

max(s̃Ti,k s̃j,m )
k=1

K

.

(3.10)

In an example of Figure 3.6, a red square s̃i,k is close to all the blue points, which leads to a
high Asym({s̃i,k }, {s̃j,m }).
Between two sentence patterns with entailment relation, we empirically find that the
embeddings of a premise (the more specific pattern) often have some facet embeddings that
are far away from all the embeddings of its hypothesis (the more general pattern). Relying
on the tendency, we could detect the direction of the entailment relation. For example, the
ith sentence pattern (red squares) in Figure 3.6 is more likely to be premise if the ith and jth
(blue circles) sentence patterns have an entailment relation.
We suspect the reason is that more specific patterns could contain more words that are
similar to the words of other patterns expressing different relations. For example, “$ARG1
, the wife of fellow $ARG2” have a facet embedding for spouse relation and another facet
embedding for the co-worker relation because the pattern has high word overlapping with
“$ARG1 , the wife of $ARG2” and “$ARG1 and her fellow $ARG2”. Another possible reason
is that the articles in our corpus tend to use more specific patterns to express the relation
between a pair of entities [199].
When performing RE, we compute the symmetric similarity between ith sentence pattern
and jth KB relation Sim({s̃i,k }, {s̃j,m }) by

Asym({s̃i,k }, {s̃j,m }) + Asym({s̃j,m }, {s̃i,k })
.
2
3.3.2

(3.11)

Experiments

We primarily compare our method with compositional universal schema (CUSchema)
[225] because CUSchema is one of the state-of-the-art RE methods in the small model regime
(without using large pre-trained language models) [31, 28]. We use distant-supervised RE
tasks to evaluate our symmetric similarity measurement in Section 3.3.2.1, and detect
entailment between sentence patterns to evaluate our asymmetric similarity measurement in
Section 3.3.2.2.
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3.3.2.1

Relation Extraction

We follow the same training data and testing protocol in compositional universal schema
(CUSchema) [225]5 to highlight the benefit of predicting multiple facet embeddings, and
the relation extraction step in TAC KBP slot-filling tasks is used to compare the different
models.
Setup: The training data for our RE models are prepared by distant supervision without
requiring any manually labeled data. The relations in Freebase [20] are mapped to TAC
relations (e.g., org:city_of_headquarter) and the NER tagger and entity linker are run in a
raw text corpus. Then, the training data is cleaned using the methods in Roth et al. [187].
During testing, we are given a query containing the head entity and a query TAC relation
in the slot-filling tasks, and the goal is to extract the tail entity from the candidate sentences.
The NER tagger and query expansion are used to gather the candidate sentence patterns,
and we compute the similarity scores from different models between the candidate sentence
patterns and query relation. Finally, we compare the extracted second entity with the ground
truth using exact string matching and report the precision, recall, and F1 scores.
Following Verga et al. [225], we use TAC 2012 as our validation set to determine the
threshold score for each TAC relation. Each model’s hyperparameters are tuned separately
using the validation set (TAC 2012) to ensure a fair comparison.
We compare the following methods:
Ours (Trans): Our method that measures the similarity between the sentence pattern {s̃i,k }
and TAC relation {s̃j,m } using Sim({s̃i,k }, {s̃j,m }) in Equation 3.11. Trans is an abbreviation of the transformer encoder. We set K = 5 and Krel = 11 based on the validation set.
Ours (LSTM): The same as Ours (Trans) except that we use bi-LSTM as our encoder
instead.
Ours (Single-*): Our methods that use single facet embedding to represent each sentence

5

https://github.com/patverga/torch-relation-extraction
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Method
USchema*
CUSchema (LSTM)*
Ours (Single-LSTM)
Ours (Single-Trans)
Ours (LSTM)
Ours (Trans)
USchema + CUSchema (LSTM)*
USchema + Ours (LSTM)
USchema + Ours (Trans)

TAC 2012 (Validation)
Prec Recall
F1
34.8 23.7
28.2
27.0 32.7
29.6
25.7 21.7
23.5
26.1 21.6
23.7
32.0 28.9
30.3
33.6 27.7
30.4
29.3 32.8
30.9
29.2 33.7
31.3
30.4 33.9
32.1

Prec
42.6
39.6
30.4
29.5
41.3
42.5
41.9
38.1
39.0

TAC 2013
Recall F1
29.4 34.8
32.2 35.5
26.3 28.2
25.2 27.2
33.9 37.2
33.2 37.3
34.4 37.7
38.9 38.5
38.8 38.9

Prec
35.5
32.9
22.1
19.0
34.1
34.6
29.3
31.5
32.0

TAC 2014
Recall F1
24.3 28.8
27.3 29.8
20.5 21.3
21.2 20.0
29.5 31.6
28.5 31.3
34.1 31.5
34.4 32.9
34.0 33.0

Table 3.5: Distantly supervised relation extraction using different versions of the universal
schema. All numbers are %. CUSchema refers to compositional universal schema. Trans is
an abbreviation of transformer. The best scores of the single models and ensemble models
are highlighted. *The performance of TAC 2013 and 2014 is copied from Verga et al. [225].

pattern or KB relation. When setting K = Krel = 1, our decoder becomes the interleaving
feedforward layers and cross-attention layers attending to the output embeddings of the
encoder.
CUSchema (LSTM): Compositional universal schema [225]. The method is similar to
Ours (Single-LSTM) but uses a different loss function, neural architecture (no decoder), and
hyperparameter search procedure.
USchema: Universal schema [184] estimates every sentence pattern embedding by factorizing the co-occurrence matrices (i.e., replacing the bi-LSTM in CUSchema with a look-up
table).
USchema + *: Verga et al. [225] show that taking the maximal similarity between USchema
and CUSchema model improves the F1. We also apply the same merging procedure to our
model.
Results: In Table 3.5, the proposed method Ours (Trans) significantly outperform
CUSchema (LSTM) before and after combining with universal schema. As far as we know,
our proposed multi-facet embedding is the first method that outperforms compositional
universal schema using the same training signal in the distant-supervised RE benchmark
they proposed.
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Premise (Specific Pattern)
$ARG1 , the president of the $ARG2
$ARG1 ’s chairman , $ARG2
$ARG1 ’s father , $ARG2
$ARG1 worked with $ARG2
$ARG1 had with $ARG2
$ARG1 said the $ARG2

Hypothesis (General Pattern)
$ARG1 , the leader of the $ARG2
$ARG1 ’s leader , $ARG2
$ARG1 ’s leader , $ARG2
$ARG1 deal with $ARG2
$ARG1 deal with $ARG2
$ARG1 say the $ARG2

Label
Entailment
Entailment
Other
Entailment
Other
Paraphrase

Ours
0.98
0.95
0.08
0.92
0.96
0.93

CUSchema
0.94
0.87
0.52
0.83
0.88
0.92

Ours Diff
+
+
NA
+
NA
NA

Freq Diff
+
NA
NA
NA

Table 3.6: Example of sentence pattern pairs, its label, and our predictions in our entailment
experiment. Ours and Ours Diff are the predictions from Ours (Trans). Freq Diff is the
frequency difference baseline.

Although the recall of USchema is low because it does not exploit the similarity between the patterns (e.g., “$ARG1 happily married $ARG2” is similar to “$ARG1 married
$ARG2”), USchema has a high precision because it also won’t be misled by the similarity
(e.g., “$ARG1, and his wife $ARG2” expresses the spouse relation but “$ARG1, his wife,
and $ARG2” does not) [225]. Thus, combining USchema and Ours (Trans) leads to the
best performance.
Ours (Trans) and Ours (LSTM) perform similarly. Furthermore, Ours (LSTM)
performs much better than Ours (Single-LSTM), which demonstrates the effectiveness
of using multiple embeddings. Notice that multiple facet embeddings could improve the
performance even after the training data have been cleaned. This indicates that our method
is complementary to the noise removal methods in Roth et al. [187].

3.3.2.2

Entailment Detection

Entailment is a common and fundamental relation between two sentence patterns. Some
examples could be seen in Table 3.6. Unsupervised hypernym detection (i.e., entailment at
the word level) is extensively studied [199], but we are not aware of any previous work on
unsupervised entailment detection at the sentence level, nor any existing entailment dataset
between sentence patterns. Thus, we create one.
Dataset Creation: We use WordNet [150] to discover the entailment candidates of
sentence pattern pairs and manually label the candidates. For each sentence pattern in the
training data of Verga et al. [225], we replace one word at a time with its hypernym based
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on the WordNet hierarchy. The two sentence patterns before and after replacement form an
entailment candidate.
We label 1,500 pairs of the most popular sentence pattern, which co-occurs with the
highest number of unique entity pairs. Each candidate could be labeled as entailment,
paraphrase, or other. Finally, around 20% of the candidates are randomly chosen to form the
validation set, and the rest are in the test set.
In this dataset, only 22% and 10% of candidates are labeled as entailment and paraphrase,
respectively. This suggests that entailment relation between two sentence patterns is hard
to be inferred by only the hypernym relation (i.e., entailment relation at the word level) in
WordNet.
Setup: We evaluate entailment detection using the typical setup and metrics in hypernym
detection [199]. Negative examples include the candidates labeled as paraphrases and others.
We compare the average precision of different methods (i.e., AUC in the precision-recall
curve) [81]. In addition, we predict the direction of entailment relation in each pair (i.e.,
which pattern is the premise) and report the accuracy. Many hypotheses have the same
hypernyms such as the leader in Table 3.6, so we also report the macro accuracy of direction
detection averaged across every hypernym in the hypotheses.
The task is challenging because all the candidates have a word-level entailment relation
if their compositional meaning is ignored. Furthermore, we cannot infer the entailment
direction based on the tendency that longer sentence patterns tend to be more specific
because most of the candidate pairs in this dataset have the same length.
As described in Section 3.3.1.3, our models detect the direction by computing Ours
Diff as Asym({s̃i,k }, {s̃j,m }) − Asym({s̃j,m }, {s̃i,k }) and predict the ith sentence pattern
to be premise if Ours Diff > 0. When performing entailment classification, we use as the
asymmetric similarity scores Asym({s̃i,k }, {s̃j,m }). We report the performance of Ours
(Trans), which is the same best model in the RE experiment.
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Method
Random
Freq Diff
CUSchema
Ours (Single)
Ours

Classification
AP@all
21.9
21.4
31.2
23.6
37.8

Direction Detection
Micro Acc Macro Acc
50.0
50.0
54.5
47.3
50.0
50.0
50.0
50.0
63.1
55.4

Table 3.7: Comparison of entailment detection methods. AP and Acc are average precision
and accuracy, respectively. All numbers are %. Our methods use a transformer as their
encoder.

In entailment classification, we compare the results with cosine similarity from Ours
(Single-Trans) and CUschema. We also test the frequency difference, which is a strong
baseline in hypernym direction detection [33]. Freq Diff = Freq(Sj ) - Freq(Si ) where
Freq(Si ) is the number of unique entity pairs co-occurred with the ith sentence pattern. The
baseline predicts Si to be premise if Freq Diff > 0 because more general sentence patterns
should co-occur with more entity pairs. As a reference, we also report the performance of
random scores.
Results: The quantitative and qualitative comparison are presented in Table 3.7 and Table 3.6, respectively. Our model that uses multi-facet embeddings significantly outperforms
the other baselines. We hypothesize that a major reason is that the sentence patterns with an
entailment relation are often similar in some but not all of the facets, and our asymmetric
similarity measurement is better at capturing the facet overlapping.

3.3.3

Related Work

Relation extraction (RE) is widely studied. Han et al. [79] summarize the trend of recent
studies and point out one of the major challenges is the cost of collecting the labels. Distant
supervision [153] and its follow-up work enable us to collect a large amount of training data
at a low cost, but the violation of its assumptions often introduces substantial noise into the
supervision signal. Our goal is to alleviate the noise issue by representing every sentence
pattern using multiple embeddings.
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Other noise reduction methods have also been proposed [187]. For instance, we can
adopt multi-instance learning techniques [250, 211, 4], global topic model [2], or both [186].
We can also reduce the noise by counting the number of shared entity pairs between a
sentence pattern and a KB relation [213, 208]. Nevertheless, the studies focus on mitigating
the noise caused by assuming similarity between the sentence patterns and KB relations that
co-occur with the same entity pairs, while our method can also reduce the noise from two
sentence patterns sharing the same entity pair. Besides, our method is complementary to
popular noise reduction methods because our improvement is shown in the training data that
have been cleaned [225].
Our method is conceptually related to some studies for lexical semantics. For example,
word sense induction or unsupervised hypernymy detection can be addressed by clustering
the co-occurring words [159, 9, 33]. However, the clustering-based methods do not apply to
RE because the co-occurring matrix for RE is much sparser.

3.4

Applications on Citation and Authorship Prediction

In Section 3.2, we find that the longer input sequence lengths often contain more facets
and might attract more interactions from diverse items. In this section, we want to test
the effectiveness of multiple embeddings on representing a short document, the title and
abstract of a paper. We choose two types of interactions/co-occurrence signals: citation
and authorship because a paper might be written by different types of authors or cited
by different types of papers. For instance, a multidisciplinary paper written by machine
learning (ML) researchers and biologists is about applying ML to a biomedical application.
To represent the paper as a single embedding, the existing systems are forced to average
embeddings of ML researchers and biologists, and the resulting paper embeddings might be
far away from both types of author embeddings.
In this section, we propose a content-based neural recommendation system that predicts
cluster centers from only the title and abstract of a paper and each cluster center is an
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Figure 3.7: The proposed learning framework. We train the components with red bolder
(i.e., F , A, and C) by minimizing the difference between our predictions and the interaction
matrices, Y a and Y c . During testing, we encode an unseen paper using our neural model
into K embeddings (K = 5 in this case) and predict the relevancy scores by choosing the
best one among the K embeddings.

embedding corresponding to a facet of the paper. To achieve the goal, we encourage the
multi-facet embeddings of papers to be similar during training if they are written by the
same author(s) or cited by the same paper(s). Our experiment results demonstrate that the
proposed multi-facet embeddings improve our authorship/citation prediction model.

3.4.1
3.4.1.1

Method
Background and Problem Formulation

As in Figure 3.7, the inputs of our authorship prediction problem are a training paper set
a
T = ∪Ii=1 {Ti } and a I × J authorship matrix Y a = [yi,j
]i,j , where Ti is the concatenation
a
of the title and abstract of the ith paper and yi,j
= 1 if the jth author writes the ith paper
a
and yi,j
= 0 otherwise. Our goal is to predict the likelihood that the jth author writes an

unseen paper based on its text (i.e., fill each value in an empty row).
Similarly, in our citation prediction problem, we are given T and a citation matrix
c
c
Y c = [yi,n
]i,n , where yi,n
= 1 if the nth paper cites the ith paper, and we want to compute
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how likely we can properly add a new citation into the nth paper based on the existing
citations of the nth paper.

3.4.1.2

Authorship and Citation Prediction

To simplify the explanation, we first describe our loss for author prediction and extend
the loss to the citation prediction.
To predict the authorship of an unseen paper, we learn a neural encoder F a to map the
text of the paper to multiple embeddings, and train the model by encouraging the embedding
of its author aj and one of the paper embeddings to be close to each other.
We define author prediction loss LS (F a , A, T, Y a ) as

X

a
a
ri,j
S(F a (Ti ), aj ) − yi,j

2

,

(3.12)

(i,j)∈Ra

where S(F a (Ti ), aj ) is the predicted relevancy score that represent how likely the jth author
a
writes the ith paper. F a (Ti ) = {pai,k }K
k=1 is a set of K embeddings of the ith paper and pi,k

is the kth embedding predicted by our neural model. aj is the embedding of the jth author
and the trainable author embedding matrix A = [aj ]Jj=1 .
a
For each positive sample (i, j) such that yi,j
= 1, we create a negative sample by

replacing the ith paper with a randomly selected paper. Ra is a set that includes all positive
and negative samples. To avoid the model biased toward the authors who write many papers,
a
we set the weight of each pair ri,j
to be proportional to the inverse of the paper number

written by the jth author,

P1a ,
i yi,j

as in Equation 3.9, and normalize the weights to make the

a
average of ri,j
to be 1.

In the existing work like Bansal et al. [14], each paper is represented as a single embedding F a (Ti ) = {pai,1 } and S(F a (Ti ), aj ) = aTj pai,1 . Then, to increase relevancy scores
between each paper and its authors, Equation 3.12 encourages the paper embedding to be
the average of its author embeddings and encourages its author embeddings close to each
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other. When the authors have diverse backgrounds, forcing the embeddings of the papaer
and its authors to be similar results in the loss of information.
To address the limitation, we represent each paper using K different embeddings. As
in Figure 3.7, we use a neural model to encode the title and abstract of an input paper and
output K embeddings. For each author, we select the output paper embedding that produces
the largest dot product to predict how likely the author writes the paper. Formally, the
predicted paper embedding for the jth author

K

S(F a (Ti ), aj ) = max(0, max aTj pai,k ).
k=1

(3.13)

We truncate S(F a (Ti ), aj ) to 0 when aTj pai,k < 0 to ensure the relevancy scores are positive
and let a larger magnitude of pai,k yield larger scores.
Using K > 1 embeddings, we allow the embeddings of authors with different backgrounds to be more diverse. For example, assuming a biomedical researcher and a ML
researchers co-author a ML paper with a biomedical application, the embedding of the
biomedical author could be close to a paper embedding and the ML author embedding could
be close to another paper embedding.
The same loss can be applied to our citation prediction problem LS (F c , C, T, Y c )
except that we train the citing paper embedding matrix C and the neural model F c by
factorizing the citation interaction matrix Y c . Multiple paper embeddings are also helpful
in this problem because a multidisciplinary paper could be cited by other papers in different
domains and with very different citing paper embeddings.
We perform multi-task learning by sharing the most of the parameters in F a and F c and
jointly completes the values of the authorship matrix and citation matrix by minimizing

α · LS (F a , A, T, Y a ) + β · LS (F c , C, T, Y c ) + ΩS (F, H, T )
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(3.14)
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Figure 3.8: The architecture of our neural model and its predicted K = 5 paper embeddings
when its input is a lowercased robotics paper [49]. All the embeddings of input papers
(colored dots), authors (white dots), and citing papers (black dots) are mapped to the same
vector space. The top-left purple box outputs paper embedding pi,k and the top-right yellow
box outputs paper embedding pai,k for authorship prediction and pci,k for citation prediction.
We manually tag each paper embedding (e.g., security and surgery) according to the citing
papers closest to them for the visualization purpose.

where we set α : β = 5 : 1 and ΩS (F, H, T ) is an autoencoder regularization term as we did
in Equation 3.9 for the relation extraction model. Please see Appendix B.3 for the definition
of ΩS (F, H, T ). The loss encourages some embeddings of two papers to be similar (i.e.,
the papers share some facets) if the papers are likely to be written by the same author or
cited by the same paper.
In the lower part of Figure 3.8, we visualize the predicted embeddings of the input
query paper and the nearby embeddings of citing papers. When a paper cites the query,
the embedding of the citing paper is pulled closer to the closest query paper embedding
during training. Having multiple embeddings lets the citing paper embedding be updated by
relevant facets of the query and ignore the irrelevant ones.
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3.4.2

Neural Architecture

We modify the seq2seq architecture in Section 3.2 for our paper recommendation
applications. The main difference is that we let the output of transformer decoder ui,k
passes through K different linear layers Gok : pi,k = Gok (ui,k ). We discover that this extra
layer is crucial to prevent multi-facet embeddings collapsing to a single embedding in
recommendation tasks.
As in Figure 3.8, we use a transformer to encode the input sequence and model the
compositional meaning of words. Then, we use another transformer as our decoder to
reduce the number of embeddings to K and also model the dependency among the output
embeddings. Notice that the transformers could be replaced by any encoder and we also try
bi-GRU [39] as in Bansal et al. [14].
In Equation 3.13, the higher magnitude of paper embedding pai,k leads to higher relevancy
scores to authors, so predicting the magnitude of each paper corresponds to predicting its
prior interaction probability (i.e., how many authors who write the paper).
We concatenate pi,k with the input embedding of our decoder di,k , and feed these
embeddings to another 2-layer transformer T M . The output embedding of T M is passed to
two feed-forward networks with 3 layers to convert the embedding to two vectors, [ρi,k ]K
k=1
a
and [τi,k ]K
k=1 , as the magnitudes of paper embeddings for author prediction pi,k and citation

prediction pci,k , respectively. That is,

∀1 ≤ k ≤ K pai,k = ρi,k pi,k , and pci,k = τi,k pi,k ,

(3.15)

where each paper embedding has its own predicted magnitude, because the importance of
facets might be different.
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3.4.3

Experiments

In this section, we evaluate the ability of our model to predict how likely each author
writes an unseen paper and each citing paper cites an unseen paper.

3.4.3.1

Evaluation Setup

To train our model, we collect 260,857 papers from S2ORC [132] that are in CS domain
and cited by at least one ML/AI related paper on ArXiv. After we remove the authors who
only write one paper and the citing papers that cite less than 5 papers in our paper set, the
dataset contains 681,714 authorship and 9,313,128 citation interactions.
As in Bansal et al. [14], we randomly choose 10% of papers that have at least 5 authors
as our test set and take the 10% of the rest of the papers as our validation set. The test and
validation set consist of 3,033 and 26,018 papers, respectively. The performance on the
validation and test set follow the same trend, so we only report the results on the test set.
The hidden size of our encoder and decoder are 200 dimensions. The hyperparameters
(except the K value) are determined by optimizing the performance of the K = 1 model in
the validation set.

3.4.3.2

Comparing Methods

The first type of methods we test is the variants of our models. The second type is based
on widely-used cosine similarity between document embeddings. The third type is the
combination of the above two types.
K=1: We compute S(F a (Ti ), aj ) in Equation 3.13 as our authorship relevancy. This baseline
extends the cold-start recommendation model in Bansal et al. [14] by training on authorship
and citation data, adding regularization loss ΩS (F, T ) in Equation 3.14, and replacing the
GRU encoder with transformers. When K = 1, our transformer decoder falls back to 3
layers of attention to the output of our encoder plus feed-forward layers.
Similar to the authorship prediction, we compute the relevancy score for citation prediction using S(F c (Ti ), cn ), where F c (Ti ) = {pci,k }K
k=1 is a set of embeddings of ith paper for
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citation prediction, cn is the embedding for nth citing paper, and the scoring function S(.)
is defined in Equation 3.13.
K=1 (no auto): We do not use the autoencoder regularization during training by setting the
γ = 0 in Equation 3.14. Notice that the method is closer to the model in Bansal et al. [14]
than K=1.
K=5: Our method using 5 embeddings to represent each paper. We try K = 3 and K = 5
and find that both models outperform K = 1 with a similar margin, so we focus on
comparing K = 5 and K = 1.
K=1 (GRU) and K=5 (GRU): Our model that uses 2-layers of bidirectional GRU (bi-GRU)
instead of 3 layers of transformer as the text encoder.
CBOW Avg: We first downweight the words with high frequency (e.g., stop words) [7]
and compute the weighted average of CBOW (continuous bag of words) embedding [148]
of each paper as our paper embedding. Then, the relevancy score between a testing paper
and an author is computed by the average of cosine similarities between the testing paper
embedding and the embeddings of all papers written by the author. Similarly, we average
cosine similarities for citation prediction. We adopt CBOW from Bansal et al. [14], which
is trained on ACM papers.
CBOW Max: Same as CBOW (Uniform) Max except that we compute the paper embedding
using Equation B.4 [7] as in CBOW Avg.
K=* + CBOW *: We combine the relevancy scores from different cold-start recommendation variants (scold ) and those from CBOW Avg/Max (sCBOW ) using λscold + (1 − λ)sCBOW .
The λ = 0.2 is determined by optimizing the MAP of K = 1 model in the authorship
prediction.

3.4.3.3

Metrics

Given a query author, models predict which papers the query author writes in the test
set. Similarly, given a citing paper, we predict which papers it cites in the test set. In other
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Method
K=1 (no auto)
K=1
K=3
K=5
K=1 (GRU)
K=5 (GRU)
CBOW Avg
CBOW Max
K=1 + CBOW Avg
K=5 + CBOW Avg
K=1 + CBOW Max
K=5 + CBOW Max
K=1 (GRU) + CBOW Max
K=5 (GRU) + CBOW Max

MAP
10.15
12.36
15.13
15.51
13.80
15.53
16.67
20.37
18.70
19.66
22.61
23.23
22.96
23.69

Authorship
AUC NDCG R@50 R@200
90.71 25.14 47.68
72.84
90.44 26.87 46.88
70.85
89.68 29.61 52.89
73.98
90.49 29.91 52.74
73.76
90.47 28.08 47.42
70.43
90.63 30.03 53.37
74.33
87.42 29.96 44.06
63.02
88.29 33.45 46.97
65.58
90.54 32.43 51.02
71.77
90.35 33.34 53.07
72.47
90.89 36.00 54.32
73.11
90.63 36.57 55.79
73.44
90.93 36.29 54.80
73.13
90.82 37.05 56.49
74.12

MAP
18.50
18.81
22.86
24.06
21.24
25.90
16.33
15.46
21.76
23.66
22.17
24.13
22.95
24.42

Citation
AUC NDCG R@50 R@200
96.48 33.83 71.29
88.80
96.27 33.89 69.22
88.13
96.39 37.70 75.19
89.96
96.28 38.71 75.15
89.76
96.58 36.12 71.34
89.11
97.05 40.39 76.81
90.68
91.10 30.11 50.20
71.88
91.26 29.34 49.34
72.79
94.80 35.92 64.82
83.06
94.76 37.71 67.91
84.08
94.62 36.27 64.73
83.72
94.54 38.10 67.94
84.48
94.82 37.00 66.09
84.25
94.85 38.42 68.81
85.06

Table 3.8: Results for cold-start authorship and citation prediction in our test set. AUC is
the area under the ROC curve. We highlight the best values of cold-start recommendation
methods with and without using weighted average of CBOW. K=1 (no auto) is an extension
from Bansal et al. [14].

words, we evaluate the relevancy scores in each column of the matrix using the following
classification/retrieval metrics and report the average across all columns.
MAP: Mean average precision (i.e., the area under the precision-recall curve) [261].
AUC: Average ROC-AUC (the area under the ROC curve) [81] across all columns.
NDCG: Average of normalized discounted cumulative gain [145] across all columns.
R@50 and R@200: Recall@N computes the recall of positive labels in the top N papers
with the highest relevancy scores. Recall@50 is a common metric for paper recommendation [14].

3.4.3.4

Results and Discussion

Table 3.8 presents the performance of different methods. The results justify the motivation of using multi-facet embedding because K=5 usually significantly outperforms K=1,
especially in the citation prediction task.
Cold-start recommendation methods work the best in the citation prediction, and document similarity estimation (e.g., CBOW Avg) performs better in authorship prediction. The
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hybrid methods consistently outperform only using document similarity estimation, which
suggests our methods capture signals missed by the document similarity estimation.
Multi-facet embedding improves citation prediction more than authorship prediction.
We hypothesize that this is due to the different nature of the interaction. When an author
writes an input paper, the input paper tends to be similar to the other papers this author
writes, so the document similarity estimation performs well in this task. On the other hand,
when a citing paper cites an input paper, the input paper tends to be related but not similar
to the other papers this citing paper cites [65] because the citation might be determined by
one of the facets in the input paper.

3.4.4

Related Work

Due to its practicality, scientific paper recommendation has a long history and rich
literature [15]. In addition to the classic methods based on collaborative filtering, recent work
also exploits the citation of the testing papers [95] and the manually defined tags/topics [254]
as additional information sources. Instead, we focus on a cold-start setting where the
recommendation is made only based on the title and abstract of the testing papers as in
Bansal et al. [14].
Citation recommendation is also studied widely [136, 59]. Collaborative filtering could
effectively recommend the new citations based on existing citations of the paper [144, 127],
but the method cannot recommend papers only based on its text. Bhagavatula et al. [17]
designs a content-based and scalable citation recommendation system by representing each
paper as a single embedding and performing efficient retrieval. However, the approach
cannot capture multiple facets of the paper, which degrades performance significantly in our
experiments.
A related type of recommendation systems clusters user and/or item embeddings globally
[189, 93, 137]. However, global clustering causes information loss because the embeddings
often need to be clustered differently when representing different items.
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Multiple embeddings are also used to represent a graph node for node classification and
link prediction [246, 128, 53] or an interaction history for sequence-aware recommendation [108, 234].

3.5

Chapter Conclusion

In this chapter, we find that multiple embeddings are particularly helpful when the
input sequence is long enough to contain multiple facets/aspects and different facets would
attract different types of co-occurred items. If the input sequence is too short (e.g., phrase)
or each input sequence often co-occurs with the similar items (e.g., authorship), multiple
embeddings might bring smaller improvement on co-occurrence prediction or might not
improve the similarity estimation at all.
Furthermore, we show that multiple embeddings provide other benefits besides the
similarity estimation. By modeling the distribution better, we can use the clustering center
to estimate the importance of words, reduce the bias of selecting the long sentences in some
unsupervised summarization approaches, improve the distantly-supervised relation extraction performance of compositional universal schema, detect entailment relation between two
sentence patterns without any labels, and improve the cold-start prediction of citation and
authorship.
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CHAPTER 4
INTERACTIVE LANGUAGE GENERATION

In Chapter 3, we design our loss function such that the multi-facet embeddings become
the clustering centers of the co-occurred item embeddings and we use the multiple embeddings to improve the similarity estimation. In this chapter, we show that the predicted
clustering centers could be viewed as the possible future topics that might be mentioned
after a prompt context and we build a novel interactive writing framework on the basis.

4.1

Introduction

Interactive writing assistants have wide applications in creative writing [185, 40, 1],
education [135], and gaming [227]. Nevertheless, the existing systems’ options usually do
not provide fine-grained control and/or require substantial human labor. To address these
limitations, we propose a framework that provides a set of future topics and guides the text
generation by the user-chosen topics.
The topic options are generated dynamically based on the input prompt to provide finegrained control, and our models are self-supervised without the need to define the attributes
or collect annotations. As depicted in Figure 4.1, a user can peek at the most probable K
topics (shown as bags of words) appearing after the input prompt and control the generation
by choosing the topics.
In Figure 4.2, we compare multiple generated sentences conditioned on different chosen
topic(s) or specified word(s). For example, if the user chooses a topic about humanity, life,
and spirituality, our system continues the input prompt “Barack Obama writes a new book”
with “on spirituality and the roles of religion in society”. Then, we can use the generated
90

Output Continuation: “: The Future of a Democratic
Election. The book tells the story of the 2008 election.”
Step 4: Let me try.
What does this
continuation sound?

Step 2: Might say these topics
book
books
novels
1
Essays Perspectives Perspective
2
faculty
undergraduate
3 University
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Sen.
McConnell
4
life
spirituality
5 humanity
2011
2010
2009
6
know
sure
want
7
disdain
dismissive
8 insistence
elections
Democratic
9 election
U.S.
States
United
10

Transformer
-based
Language
Models

Step 1: Let’s see what
language models would say

Input Prompt: “Barack
Obama writes a new book”

Step 3: Please
talk more about
these topics

User

Figure 4.1: Given an input prompt, the transformer-based language model (LM) provides
K = 10 topics that might be mentioned next and each topic is represented by M = 3 words.
The user could guide the generation process by choosing a subset of topics.

Input Prompt: Barack Obama writes a new book
Topic: election, elections, Democratic
Topic: book, books, novels
Topic: humanity, life, spirituality
: The Future of a Democratic Election. The
book tells the story of the 2008 election.
Topic: American, America, U.S.
Topic: political, ideology, politics
. In it he describes why many
Americans believe in political parties.

on spirituality and the role of
religion in society
Topic: God, Christ, eternal

, entitled My Living With God , and
writes that he will give the gift of grace

Word: zombie
about the United States entitled I
Don't Care...You Bet I'm a Zombie.
Topic: understand, know, realize
Word: story
. In the United States, many people
know the story of the human race

Figure 4.2: Examples of our generated options and continuations. We highlight the words in
the continuation that are related to the chosen topics or to the specified word.

text as the new input prompt and update the set of topics to include other more relevant
topics such as God, Christ, and eternal. The process can be repeated to create a plot tree.
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A user can also control the generation by specifying word(s) if the user wants to see the
words that are not in the topic list or seeks a transition to a word that is not directly related
to the input prompt. For example, a user can ask our system to generate a sentence about
zombie. Consequently, the continuation of “Barack Obama writes a new book” becomes
“about the United States entitled I Don’t Care...You Bet I’m a Zombie”.
The system is realized by two components: an option generator and a conditional text
generator. The option generator is very similar to the models we developed in Chapter 3.
Given a prompt, the option generator suggests a set of K topics. After a user chooses a
subset of the topics and specifies some words, the embedding of every word or topic will
guide the conditional text generator to produce the continuation that is both consistent with
the existing prompt and relevant to the chosen topics and words.
Both components are self-supervised and use pretrained GPT-2 models [177] to encode
the input prompt. During training, the option generator predicts the cluster centers of future
words, which are in the continuation of the prompt, based on the contextualized embeddings
from GPT-2. The conditional text generator fine-tunes GPT-2 to predict the next words
given the prompt and a few subsequent words. Since both components’ input and output
only come from the prompt and its continuation, training the system only requires a raw
corpus, word tokenizers, and a list of stop words. This makes the proposed method suitable
for open-domain story generation and easily being fine-tuned for a specific domain.
In experiments, we demonstrate that our system recommends high-quality topics and
often generate sentences that follow the chosen topics. We compare our option generator
with global topic models such as LDA [19] or local topic models such as clustering the words
in the input prompt. The results show that the proposed method generates significantly more
topics that are plausible and promote the narrative. Moreover, we compare our conditional
text generator with PPLM (Plug and Play Language Models) [44] and demonstrate that
our generation is more fluent and relevant to the chosen topics. Our code is available at
https://github.com/iesl/interactive_LM.
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4.2

Method

The proposed framework consists of two components: option generator and conditional
text generator. In Figure 4.3, we illustrate the two components and their interaction. First,
given the prompt x1 , ..., xI inputted by a user, the option generator at the bottom of the
figure outputs K topics. After the user chooses two topics about book and election and
specifies one extra word story, the topics and word are passed to our text generator as the
generation guidance. Accordingly, the generator continues to write the next token yb1 .
In the following sections, we introduce our model designs and the way to train each
component.

4.2.1

Option Generator

When we do not have labeled attributes in a corpus, we can create options by clustering
all the words in a corpus into topics [222]. The clustering could be done by topic modeling
approaches such as LDA [19]. The resulting topics are static (i.e., the clustering is performed
globally without considering the prompt). However, the prompt might have a narrow focus
and the related words of interest are all clustered into a single topic.
A simple remedy is to cluster only the words in the prompt rather than all the words in
the corpus. The topics are created dynamically and locally given a prompt and can capture
more fine-grained aspects in the continuations. However, the topics derived from the prompt
might provide less inspiration because the users have seen the prompt. Another major
drawback of the approach is that the generated topics might encourage the LM to generate
repetitive sentences or make a narrative circle inside a loop.
Motivated by the challenges, we propose an option generator that predicts the cluster
centers based on the prompt instead of clustering the words in the prompt during testing.

4.2.1.1

Model Prediction

The goal of our option generator is to predict the K cluster centers of words in the
possible continuations and use the cluster centers as the topics user could choose from. The
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Figure 4.3: Our model architectures for (a) conditional text generator and (b) option generator. During testing, the information flows from the bottom to the top.

goal is similar to Section 2.3 except that our model predicts multiple embeddings that are
close to a set of future words rather than close to the immediate next word.
As in Figure 4.3 (b), the option generator uses GPT-2 to encode the input prompt
x1 , ..., xI and passes the output embedding to K different linear layers L1 , ..., LK . To model
the dependency of clusters, a transformer [224] takes the K embeddings as input and predicts
the cluster centers c1 , ...cK in GloVe [174] space. During testing, each predicted cluster
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(a) Conditional Text Generator
...

African

null

null

null

-

...

2008

...

severe

GPT2 Encoder + Softmax
African - American … 2008 … election … of severe ...
Randomly selected words
Leak information

Barack … first
Tell GPT2 that the selected
words will appear in the future

GloVe

(b) Option Generator
c1

c2

c3

c4

c5

c6

2007

c7

c8

c9

c10

GPT2 Encoder + Lk + Transformer

bus
2008 A word in continuation
Push away
Republicans
American
2009
Democrats
Pull closer
economic
America
Americans
elections
Push
Pull closer
away
A randomly
election voters
north sampled word

Barack Obama becomes
the
first
African - American president in 2008 , in an election held
y1
y2
y3
y4 y5 y6 y7 y8
y9
y10
x1
x2
x3
x4
x5
x6
against the backdrop of severe economic problems caused by policies started or worsened under …

Figure 4.4: Training our two components using the same sentence. (a) We randomly pick
n = 3 words in the actual continuation as our conditions for the text generator, and the null
labels mean their predicted probabilities are ignored in our loss. (b) We visualize 5 out of
K = 10 generated topics in a normalized GloVe space. Red words are the ones that appear
in the continuation and pull the nearby cluster centers closer during training.

center is normalized by its L2 norm, and we use the M closest words in the normalized
GloVe space to represent the topic Ti , which users can choose.
We choose to learn the cluster centers in GloVe space rather than GPT-2 or BERT [47]
space because the non-contextualized word embeddings are easier to visualize. Users can
easily understand the meaning of a cluster center by seeing nearby words. We normalize
GloVe space in this work to make the squared L2 distance equal to twice the cosine distance
between two embeddings.
Our architecture is similar to the one in Chapter 3, but we use a pretrained GPT-2
encoder rather than train a BERT-like transformer from scratch. Another difference is that
we ignore the connection between the second transformer and the output of GPT-2 to save
GPU memory for handling a longer input prompt.
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4.2.1.2

Model Training

In Figure 4.4 (b), we visualize our training procedure. For each input prompt in the
training corpus, we run a forward pass through the transformers and get predicted cluster
centers c1 , ...cK . Next, we collect 50 words in the continuation (except stop words) as
positive examples and match the words with cluster centers as in the E-step of the EM
algorithm [46]. By using the NNSC clustering loss in Equation 3.2, we minimize the
distances between the centers and their nearby positive examples by backpropagating the
gradients through the matching and updating our transformer models. We also randomly
sample some words as negative examples and maximize the distances between the cluster
centers and their nearby embeddings from negative examples.
Using Figure 4.4 (b) as an example, the orange cluster center is pulled closer toward
the embedding of 2008, which appears in the continuation. The green cluster center is
pushed away from the embedding of north, a randomly sampled word. Since each output
embedding ck is pulled by only the nearby embeddings of words in the continuation, the
output embedding will naturally become the cluster center of the nearby continuation word
embeddings. Notice that the related topics like Democrats and Republicans are not observed
in the prompt and continuation, but our model can predict a red cluster center close to them
because the model can learn from other similar input prompts whose continuation mentions
words like Democrats.

4.2.2

Conditional Text Generator

After the user chooses topic(s) or specifies word(s), each topic or word is converted to a
GloVe embedding. The component aims to generate the text given the input prompt and the
GloVe embeddings of the topics or words we prefer to see in the continuation.
Users only see the M words closest to the kth predicted cluster center ck from our option
generator, so we compute the kth topic embedding as
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(4.1)

w
where ew
m is the normalized GloVe embedding of the mth closet word and cos(em , ck ) is the

cosine similarities between the mth word embedding and the embedding ck .
4.2.2.1

Model Prediction

During testing, the topic embeddings tk or embedding of the specified words are inserted
into GPT-2 encoder before xI , the last word piece in the prompt. The inserted embeddings nudge GPT-2 to generate the sentences containing the desired words with a higher
probability.
As Figure 4.3 (a) shows, the GloVe embeddings are first passed through a linear layer to
make their dimension become the same as the hidden state size of GPT-2. Then, the transformed embeddings are added with special positional embeddings pfI , which are different
from those for the prompt pw
. The special positional embedding tells GPT-2 that the inserted
i
embeddings have a different meaning and where the conditional generation starts.
The GPT-2 encoder’s output goes through a softmax layer, which computes the probability of each token being observed as the first word piece in the continuation y1 . We adopt
top-k sampling [56], which reduces the chance of sampling words with low probability,
to pick the next word, and autoregressively sample one token ybo at a time to generate the
continuation yb1 , ..., ybO .
4.2.2.2

Model Training

We train the generator using the continuation of a prompt and some randomly selected
non-stop words in the continuation as its generation conditions. Since the continuation
contains the randomly-selected words, the generator would be heavily penalized if it ignores
the conditions by assigning low probabilities to the selected words in all the continuation
positions.
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An example is illustrated in Figure 4.4 (a). Given an input prompt in the training set,
we randomly pick a number n from 0 to K and sample n words from the next O = 25
words (except stop words). Next, the normalized GloVe embeddings of n words are inserted
to the GPT-2 encoder before the last word piece in the prompt, and we ignore the output
probabilities corresponding to the inserted positions during training. To speed up the training,
we conduct the future word insertion in multiple positions of each training text sequence.
We insert the future words just before the text that might contain the words rather than
at the beginning as in the classic seq2seq model, because we do not want the model to learn
to generate the continuation based on the future topics that have not yet be specified by the
users (e.g., GPT-2 should not know that it will see election in the future when it learns to
generate Barack Obama ... during training).
By allowing the LM to see the upcoming words earlier, we leak partial label information
to the LM input. Consequently, GPT-2 learns to utilize the information and generate the
sentence containing the desired words to achieve a lower perplexity loss. Notice that the
training method allows us to specify our topical preference without significantly scarifying
generation efficiency and fluency, but it cannot guarantee to generate all the desired topics,
especially when we specify multiple ones.
One concern of the method is that the LM cannot see all possible sets of topics or words
users might specify during training. Besides, each GloVe embedding used to supervise LM
comes from a single word, but we ask the LM to condition on average GloVe embedding
of the top M words during testing. Nevertheless, we observe that the LM is often able to
generalize well in our experiments because similar words have similar GloVe embeddings,
lots of training instances could be easily prepared by the self-supervised method, and our
option generator usually provides the topics mentioned in the continuation in our training
corpus.
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4.3

Experiments

We evaluate two components separately, and both evaluations include automated metrics
and human judgment. Throughout the evaluation, the number of topics K = 10 and the
length of generations is 50 word pieces. We find that fixing K = 10 works well in our
experiments. If the possible continuations cover more than 10 topics, our option generator
tends to output the important topics. If they cover fewer topics, our option generator tends
to output the related topics that are not explicitly mentioned in the prompt or the duplicated
topics.

4.3.1

Datasets

We use 90% of English Wikipedia 2016 as our training set for both components, 5% as
our validation set to determine the hyperparameters such as the number of epochs, and the
remaining 5% as our test set to perform the automated evaluation.
For human evaluation, we collect labels from Amazon Mechanical Turk (MTurk). We
randomly sample sentences from the training set of STS benchmark (STSb) [27] as our
input prompts. Compared with Wikipedia, the sentences from STSb are easier to understand
for annotators because a large portion of sentences in Wikipedia involves terminologies,
depends on a longer context, or might even just be a list of names.
In STSb, we sample 24 sentences as our prompts, and each method generates one
continuation for each input prompt. Each generated continuation or topics will be scored by
three different workers.

4.3.2

Option Generator Evaluation

We evaluate the topics from different option generators by judging whether the topics
will appear in the continuation and whether the topics would promote the narrative. The
goal is to have topics that are relevant and provide new information. The topics that are
too similar to the prompt words might be redundant and not helpful because the users have
already seen the prompt.
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4.3.2.1

Automatic Evaluation Metrics

• Sim: If the generated topics T can help users to write the continuation, the embedding
of every non-stop word in the actual continuation should be similar to the embeddings
of a generated topic. Thus, we compute
′

Sim(Ȳ , T ) =

O
X
o=1

K

max(tk )T eȳo ,
k=1

(4.2)

′

′
where Ȳ = {ȳo }O
o=1 is a set of non-stop words in the continuation and O = 25. tk is

the normalized embedding of kth topic in T from Equation 4.1 and eȳo is the oth word
in Ȳ .
• Sim Short: When computing Sim, we use the input prompts containing around 180
words on average. To examine the topic quality at the start of writing, where the
authors might need assistance the most, we also report Sim(Ȳ , T ) on short input
prompts (with 35 words on average).
• Sim Diff: The options that are helpful to users should be sufficiently different from
the words in the input prompt to promote the narrative and avoid generating repeated
content. Thereby, we also evaluate methods using Sim Diff = Sim(Ȳ , T ) - Sim(X̄, T ),
′

where X̄ = {x̄i }Ii=1 are the non-stop words in the input prompt.
4.3.2.2

Human Evaluation

Our questionnaire shows the prompt and asks which generated topics are likely to
appear in a reasonable continuation and which topics promote the narrative. For each
method, we report the average number of its topics that are likely to appear (L), promote
the topic (TP), and both (L&TP). For example, an MTurk worker is shown three topics
generated by a method given a prompt: ABC. The worker thinks A is likely to appear
in the continuation and AB promote the topic. Then, L=|{A}|=1, TP=|{AB}|=2, and
L&TP=|{A} ∩ {AB}|=|{A}|=1 for this prompt.
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4.3.2.3

Option Generator Baselines

We compare our generator with two types of methods.1 The first type performs the
clustering globally and selects the most relevant topics to the input prompt from the static
set of clusters. We cluster all the words into J = 150 topics by LDA [19] (LDA-global)
and into J = 1000 topics by Kmeans on the normalized GloVe embedding space [222]
(Kmeans-global). We also randomly sample K words from the whole vocabulary as our
cluster centers (Sample-global).
Similar to Equation 4.1, we find the M words with the closest embeddings to each
cluster center to represent the topic and compute the topic embedding tj as the weighted
average embedding of M words in the jth topic. Among all J cluster centers, we pick the
K topics with the closest tj to the prompt embedding, where the prompt embedding is the
average embedding of all words in the input prompt.
The second type of methods discovers the K topics from the input prompt. We cluster
non-stop words in the prompt using non-negative sparse coding [89] (NNSC-local) and
Kmeans (Kmeans-local). We also sample K non-stop words from the prompt and call it
Sample-local. Similar to Equation 4.1, we represent each topic using M words and compute
the weighted average of their embeddings tk as the input of our text generator. Notice that
the locally clustering methods produce similar results when the prompts come from STSb
due to their short lengths, so we only test Kmeans-local in our human evaluation.

4.3.2.4

Results

In Table 4.1, we show that local methods generate the options more relevant to the input
prompt than the global methods due to significantly higher Sim and Sim Short. Our method
performs better compared to other local methods, especially in Sim Diff, which highlights
the high novelty of our generated topics. The improvement on Sim Short is larger than that

1

Another alternative is to generate many continuations and cluster the words in the generation. However,
the method takes time, which might be prohibited by limited computational resources and the real-time
interaction requirement.
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Scope
Global

Local

Method
Sample
LDA
Kmeans
Sample
NNSC
Kmeans
Ours

Sim
14.63
36.86
40.65
41.50
46.70
47.94
48.38

Sim Short Sim Diff
14.42
0.16
36.02
-2.82
39.91
-3.40
41.23
-12.51
42.80
-15.94
43.89
-16.12
46.29
0.45

Table 4.1: Comparison of the option generators using automatic metrics. The best numbers
within each scope are highlighted.
Scope
Global
Local

Method
LDA
Kmeans
Kmeans
Ours

L
TP
L&TP
5.76 ± 0.50 6.24 ± 0.33 5.26 ± 0.31
6.94 ± 0.36 6.13 ± 0.30 5.96 ± 0.31
8.65 ± 0.16 5.31 ± 0.50 5.14 ± 0.50
7.85 ± 0.25 6.96 ± 0.26 6.75 ± 0.28

Table 4.2: Comparison of option generators using human judgment (mean ± standard error).
L and TP refer to likelihood and topic promotion, respectively.
Input Prompt
The study also found that skin cancer nearly tripled in Norway and Sweden since the 1950s.
LDA-global
Kmeans-local
Ours
1
2
3
4
5

population, households
patients, treatment
psychology, research
police, prison
chemical, carbon

6 company, companies
7 Norwegian, Norway
8
story, book
9
hospital, Hospital
10
Icelandic, Iceland

1 Norway, Sweden
2 tripled, doubled
3
nearly, almost
4
cancer, skin
5
1950s, 1940s

6
7
8
9
10

also, however
since, Since
Sweden, Finland
study, studies
found, discovered

1 research, scientific
2
tissues, tissue
3 patients, diagnosis
4
DNA, gene
5
orange, purple

6
7
8
9
10

1980s, 1970s
even, though
susceptibility, pathogenic
decreased, increased
Sweden, Norway

Table 4.3: Comparison of all K topics for the input prompt using M = 2 words closest to
each topic.
Input Prompt
Generator
Option
Text
LDA-global
Ours
Kmeans-local Ours
Ours
PPLM
None
GPT-2
Ours
Ours

The study also found that skin cancer nearly tripled in Norway and Sweden since the 1950s.
Generated Text
A study of the Norwegian police has confirmed the cancer case. The law in Norway was the subject of the
The study also found that skin cancer nearly tripled in Norway and Sweden since the 1950s. As well, skin
In this study, a study was conducted conducted in Italy and in Finland. From the 1990s to the 1970s, there
The study also revealed that only 20% of the deaths in Norway were caused by a sudden cardiac response
Recent studies have shown that melanin causes a decrease in genetic susceptibility in people in Norway,

Table 4.4: The continuations that are generated by conditioning on all of K topics from
different option generators. The input prompt comes from STSb.

on Sim because our method could suggest the related topics that are not explicitly mentioned
in the short prompt (e.g., U.S. in Figure 4.1).
The human evaluation results are presented in Table 4.2. Our method wins in terms of
generating relevant topics that promote the narrative. The Kmeans-local performs better

102

in L because most of the words in the input prompts could be mentioned again in the next
sentence. However, it often leads to the redundant topics that are too similar to the prompt.
Table 4.3 compares the options generated by different methods while Table 4.4 compares
the text generated using different option generators and text generators. In Table 4.3, we
can see that most topics in Kmeans-local do not promote the narrative, which makes the
generated continuation become a copy of the input prompt in Table 4.4. Notice that the
high redundancy problem is hard to be solved by a conditional text generator because the
relatedness between the prompt and the generated text is hard to be controlled [192].

4.3.3

Conditional Text Generator Evaluation

To demonstrate our text generator’s effectiveness, we use our option generator to prepare
the topic embeddings and randomly select n topics as our conditions to simulate the user’s
choice, where n is a random number from 1 to K. The sentences generated by different
methods are compared.

4.3.3.1

Automatic Evaluation Metrics

We match the union of M × K top words in the chosen topics with the words in the
generated continuations and count the number of tokens that are matched exactly (token),
the number of matched word types (word), and the number of topics that contain at least one
matched word (topic) to measure the relevancy between the continuations and the chosen
topics. Notice that the scores are underestimated because the generation might mention
words in different morphological variations or other words related to the topics.
The fluency of the generated text is measured using the perplexity [195] of the original
GPT-2 (with 345M parameters) without being fine-tuned on Wikipedia. Dist-n [116] is
the ratio between the number of unique n-grams and the number of all n-grams in the
continuations, where n=1 or 2. Higher Dist-n implies more diverse generations. The average
inference time per input prompt is also presented.
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Text
Generation
Method
PPLM
Ours
GPT-2

Automatic Metrics
Relevancy Hit
Quality
Token Word Topic PPL (↓) Dist-1 Dist-2
1.48
0.99 0.77
18.49
40.29 80.83
2.36
1.79 1.40
16.39
37.98 79.65
1.27
0.84 0.64
14.24
39.80 80.22

Inference
Time
s (↓)
17.74
1.02
1.00

Human Judgement
Relevancy
Fluency
Recall
Precision
Score
30.56 ± 2.96 56.01 ± 4.41 3.83 ± 0.13
41.46 ± 3.47 56.41 ± 4.41 4.07 ± 0.10
24.49 ± 2.77 48.69 ± 4.61 4.15 ± 0.11

Table 4.5: Comparison of conditional text generators. The numbers in Dist-1, Dist-2, Recall,
and Precision are percentages. Lower perplexity (PPL) and inference time are better. The
better performance between PPLM and our method is highlighted. In human evaluation, we
report the mean ± standard error of each method.

4.3.3.2

Human Evaluation

We present the prompt and the generated continuation and ask the worker to score the
generation’s fluency from 1 (not fluent at all) to 5 (very fluent). Next, we show K topics
and ask which topics are mentioned in the generation. Treating the worker’s choices as
prediction and the topics our model conditions on as ground truth, we report the average
precision and recall of the prediction.

4.3.3.3

Conditional Text Generator Baselines

We compare our method with PPLM (Plug and Play Language Models) [44] due to its
strong performance against the weighted decoding approach from Ghazvininejad et al. [69]
when the condition is a bag of words.
The condition for PPLM is the union of the top M words in the chosen topics and each
word’s weight is neglected. We use our generation model without conditioning on any word
(i.e., n = 0) during testing2 as the base model of PPLM. We also present the performance
of the base model itself as a reference to know the significance of our improvement (denoted
as GPT-2).
2

We find the model performs similarly compared with GPT-2 with no condition during training.
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4.3.3.4

Results

Table 4.5 indicates that our model outperforms PPLM in all metrics except in Dist-1
and Dist-2. We suspect that our model generates slightly less diverse sentences in order to
make the generation more relevant to the given topics.
The generation might mention a topic even if it is not chosen as a condition, so we
achieve similar precision compared to PPLM in human evaluation. The recall of PPLM
means that only around 30% of given topics are mentioned. The low recall indicates the
difficulty of mentioning multiple randomly selected topics in the next 50 word pieces
while keeping the sentence fluent. By contrast, achieving 40% on recall demonstrates the
effectiveness of our conditional text generator.
Compared with PPLM, our model requires an additional training step but achieves low
inference time and high relevancy to the given topics/words once the training is finished.
The benefits make it preferable in our interactive writing application.

4.3.4

Option Generator Comparison Using Generated Continuations

To see whether the proposed option generator improves the quality of the continuations,
we use all of K topics from different methods to guide our conditional text generator and
compare their generated continuations. In addition to all the methods we described in
Section 4.3.2.3, we also present the results of our text generator without conditioning on any
topics (i.e., n = 0) as a reference and call the method None.

4.3.4.1

Automatic Evaluation Metrics

• BLEU: For each generated text guided by the set of K topics, we report BLEU-2 [166]
between the generation and the actual continuation containing O = 25 words. We
adopt the smoothing method 3 in Chen and Cherry [36] because there is sometimes no
bigram overlapping between the predicted continuation and the actual continuation.
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Scope
Global

Local
NA

Method
Sample
LDA
Kmeans
Sample
NNSC
Kmeans
Ours
None

BLEU
7.39
7.19
7.12
8.38
8.44
8.32
8.38
8.50

BLEU Diff
5.66
4.87
4.65
2.71
3.24
3.06
5.55
5.59

Word Hit
0.34
2.01
1.30
2.93
2.94
2.96
3.02
-

Self-BLEU (↓)
9.45
13.06
12.23
18.03
17.20
16.97
15.97
13.17

Dist-1
47.60
36.02
36.62
35.76
35.43
35.39
36.18
39.69

Dist-2
86.79
78.73
81.49
77.00
76.71
77.10
78.71
80.17

Table 4.6: Comparison of the continuations generated by different option generators using
automatic metrics. The values are percentages except in Word Hit. Higher numbers are
better except in Self-BLEU. The best numbers within each scope are highlighted.

• BLEU Diff: Similar to Sim Diff, BLEU Diff is the BLEU score between the generation
and the continuation minus the BLEU score between the generation and the input
prompt.
• Word Hit: If the generated topics are not relevant to the input prompt, our conditional
text generator might have difficulty in mentioning the related words in the continuation.
We report how many unique word types representing K topics are mentioned in the
generated continuation.
• Self-BLEU: The metric computes the average pairwise BLEU scores of 3 generations [263]. Lower Self-BLEU implies the options encourage more diverse generations.

4.3.4.2

Human Evaluation

We show the continuation guided by all topics and ask how fluent the sentence is (F),
how helpful the sentence can promote the narrative (NP), and the overall quality of the
generation (A). The worker can choose from 5 options, and 5 means very fluent, very helpful,
and excellent, respectively.
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Scope
Global
Local

Method
LDA
Kmeans
Kmeans
Ours

F
NP
A
3.07 ± 0.17 2.82 ± 0.16 3.06 ± 0.13
3.65 ± 0.13 3.42 ± 0.14 3.42 ± 0.12
3.71 ± 0.13 3.56 ± 0.15 3.39 ± 0.13
3.85 ± 0.14 3.64 ± 0.15 3.67 ± 0.14

Table 4.7: Comparison of the continuations generated by different option generators using
human judgment (mean ± standard error). F, NP, and A refer to fluency, narrative promotion,
and overall, respectively.

4.3.4.3

Results

The automatic evaluation results are presented in Table 4.6. As expected, the options
generated by the local methods lead to the continuations that are more similar to the actual
continuation (i.e., higher BLEU score) compared to that generated by the global methods.
Global topics encourage the generated text to be unrelated to the input prompt, so leading to
more diverse sentences (i.e., lower Self-BLEU and higher Dist-1 and Dist-2).
Our method performs better in most metrics than the other local methods, especially in
BLEU Diff, while achieving comparable BLEU, which means our generated options often
result in the relevant and diverse continuations that are sufficiently different from the prompt.
Furthermore, the human evaluation results in Table 4.7 show that our method outperforms
other baselines in all metrics.

4.4

Related Work

Different interactive writing assistants provide different forms of options to let users
express their preferences. The options could be manually defined classes (e.g., sentiment) [99, 44], semantic frames [222], or event structures such as (subject, verb, object,
modifier) [141, 215, 5]. The forms of options allow users to control the attributes of the
generated text but require labels or classifiers that map the text to the attributes/options.
The options could also be a single query word at the beginning [10], the article title [245],
politeness [161] or specificity [192] of the text, or the length of the generated sentence [222].
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However, the options cannot provide fine-grained control on topical directions of the generated contents.
A related research direction is the multi-stage story generation. To make a long story
more coherent, recent work proposes to generate a skeleton and then generate the full text
guided by the skeleton. The skeleton could be a sequence of SRL frames [57], a sequence
of event structure (subject, verb, object, preposition, modifier) [5], a story premise [56], or
a story summary [38]. Users can revise the skeleton to control the generated text, but the
approaches assume the existence of the skeleton extractor or labels in the training corpus.
Besides, the systems cannot suggest options given the partial text, which is one of the main
focuses of our interactive writing assistant.
The skeleton could also be multiple keyphrases. The keyphrases are extracted based
on word frequency [90, 242, 216], an off-the-shelf keyword extraction method [173, 70,
251, 180, 256], a sentence compression dataset and reinforcement learning [243], or image
caption datasets and ConceptNet [122]. Most of the studies focus on modeling the long-term
dependency among the keyphrases and/or forcing the generation to contain the keyphrases.
Instead, we focus on allowing users to determine the topical directions of the generation.
Compared with conditioning on keyphrases, our interactive writing assistant is especially
helpful when users do not know the exact phrases they want to see or when the given
keyphrase extractor does not detect the desired topics.

4.5

Chapter Conclusion

In this chapter, we propose an interactive writing assistant that generates topic options
given an input prompt and generates the continuation of the prompt given the topics chosen
by a user. We decompose the framework into two components and propose a novel model
for each component. The automated evaluation and human evaluation indicate that our
system generates many topics that are related to but different from the prompt, and generates
the sentences that are fluent and relevant to the chosen topics.
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CHAPTER 5
CONTRASTIVE LEARNING ON TWO-TOWER MODELS

5.1

Introduction

The improvements of multiple embeddings in Chapter 3 suggest that the text sequence
co-occurred with various words in the nearby sentences, entity pairs, or citing papers. They
also suggest multiple embeddings can represent the multimodal co-occurred distribution
well. Nevertheless, we only studied the models that do not use a pre-trained language
model (LM) for the one-tower co-occurrence learning, but the state-of-the-art models in
the sentence representation and citation prediction all use two-tower contrastive learning
and pre-trained LM. In this chapter, we want to study how to use multiple embeddings to
improve the state-of-the-art models based on the BERT encoder in these applications.
In Section 5.2, we propose Multi-CLS BERT, a novel ensembling method for CLS-based
prediction tasks that is almost as efficient as a single BERT model. Multi-CLS BERT uses
multiple CLS tokens with a parameterization and objective that encourages their diversity.
Thus instead of fine-tuning each BERT model in an ensemble (and running them all at test
time), we need only fine-tune our single Multi-CLS BERT model (and run the one model at
test time, ensembling just the multiple final CLS embeddings).
To test its effectiveness, we build Multi-CLS BERT on top of a state-of-the-art pretraining
method for BERT [6]. In experiments on GLUE and SuperGLUE we show that our MultiCLS BERT reliably improves both overall accuracy and confidence estimation. When only
100 training samples are available in GLUE, the Multi-CLS BERTBase model can even
outperform the corresponding BERTLarge model. We analyze the behavior of our Multi-CLS
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BERT, showing that it has many of the same characteristics and behavior as a typical BERT
5-way ensemble, but with nearly 4-times less computation and memory.
In Section 5.3, we find that a scientific paper encoder with multiple CLS tokens is able
to better specialize to multiple domains. We present Multi2 SPE, a simplified variant of the
proposed Multi-CLS BERT, which encourages each of multiple CLS tokens to learn diverse
ways of aggregating token embeddings, then summing them together to create a single
vector representation. We further propose a new multi-domain benchmark, Multi-SciDocs,
to test vector encoders for scientific papers. We show that our encoder reduces the error by
up to 25% in multi-domain citation prediction, while adding only negligible computation to
the forward pass of a classic BERT encoder.

5.2

Applications on Natural Language Understanding Benchmarks

BERT (Bidirectional Encoder Representations from Transformers) [47] is one of the
most widely-used language model (LM) architectures for natural language understanding
(NLU) tasks. We often fine-tune the pretrained BERT or its variants such as RoBERTa [131]
so that the LMs learn to aggregate all the contextualized word embeddings into a single CLS
embedding for a downstream text classification task.
During fine-tuning, different initializations and different training data orders significantly
affect BERT’s generalization performance, especially with a small training dataset [50, 255,
155]. One simple and popular solution to the issue is to fine-tune BERT model multiple
times using different random seeds and ensemble their predictions to improve its accuracy
and confidence estimation. Although very effective, the memory and computational cost of
ensembling a large LM is often prohibitive [244, 120]. Naturally, we would like to ask, “Is
it possible to ensemble BERT models at no extra cost?”
To answer the question, we propose Multi-CLS BERT, which enjoys the benefits of
ensembling without sacrificing efficiency. Specifically, we input the multiple CLS tokens
to BERT and encourage the different CLS embeddings to aggregate the information from
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Figure 5.1: Comparison of Multi-CLS BERT and the classic BERT ensemble. Multi-CLS
BERT only ensembles the multiple CLS embeddings in one BERT encoder rather than
ensemble multiple BERT encoders with different parameter weights.

different aspects of the input text. As shown in Figure 5.1, the proposed Multi-CLS BERT
shares all the hidden states of the input text and only ensembles different ways of aggregating
the hidden states. Since the input text is usually much longer than the number of inputted
CLS embeddings, Multi-CLS BERT is almost as efficient as the original BERT.
Allen-Zhu and Li [3] discovered that the key of an effective ensembling model is the
diversity of individual models and the models trained using different random seeds have more
diverse predictions compared to simply using dropout [205, 64] or averaging the weights
of the models during training [63]. To ensure the diversity of CLS embeddings without
fine-tuning Multi-CLS BERT using multiple seeds, we propose several novel diversification
techniques. For example, we insert different linear layers into the transformer encoder for
different CLS tokens. Furthermore, we propose a novel re-parametrization trick to prevent
the linear layers from learning the same weights during fine-tuning.
We test the effectiveness of these techniques by modifying the multi-task pretraining
method proposed by Aroca-Ouellette and Rudzicz [6], which combines four self-supervised
losses. In our experiments, we demonstrate that the resulting Multi-CLS BERT can signifi-
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[SEP]
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Figure 5.2: Our MCQT, SO, MLM, and TFIDF loss, which are a modification of multi-task
pretraining proposed in Aroca-Ouellette and Rudzicz [6]. The multi-CLS quick thought
(MCQT) loss maximizes the CLS similarities between a sequence (sentences 1 and 2) and
the next sequence (sentences 3 and 4) while minimizing the CLS similarities to other random
sequences and the sequence after the next one (sentences 5 and 6). Notice that sentence 4 is
inputted before sentence 3 because the sentence order is swapped for the SO loss.

cantly improve the accuracy on GLUE [229] and SuperGLUE [228], especially when the
training sizes are small. Similar to the BERT ensemble model, we further show that multiple
CLS embeddings significantly reduce the expected calibration error, which measures the
quality of prediction confidence, on the GLUE benchmark.

5.2.1

Method

In sections 5.2.1.1 and 5.2.1.2, we first review its state-of-the-art pretraining method
from Aroca-Ouellette and Rudzicz [6]. In Section 5.2.1.3, we modify one of its losses, quick
thoughts (QT), to pretrain our multiple embedding representation. In Section 5.2.1.4, we
encourage the CLS embeddings to capture the fine-grained semantic meaning of the input
sequence by adding hard negatives during the pretraining. To diversify the CLS embeddings,
we modify the transformer encoder in Section 5.2.1.5 and propose a new reparametrization
method during the fine-tuning in Section 5.2.1.6.
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5.2.1.1

Multi-task Pretraining

After testing many self-supervised losses, Aroca-Ouellette and Rudzicz [6] find that
combining the masked language modeling (MLM) loss, TFIDF loss, sentence ordering (SO)
loss [210], and quick thoughts (QT) loss [133] could lead to the best performance.
The MLM loss is to predict the masked words and the TFIDF loss is to predict the importance of the words in the document. Each input text sequence consists of multiple sentences.
They swap the sentence orders in some input sentences and use the CLS embedding to
predict whether the order is swapped in the SO loss. Finally, QT loss is used to encourage
the CLS embeddings of the consecutive sequences to be similar.
To improve the state-of-the-art pretraining method, we modify the multi-task pretraining
method by using multiple CLS embeddings to represent the input sequence and using nonimmediate consecutive sentences as the hard negative. Our training method is illustrated in
Figure 5.2.

5.2.1.2

Quick Thoughts Loss

Two similar sentences tend to have the same label in a downstream application, so
pretraining should aim to pull the CLS embeddings of these similar sentences closer. The QT
loss achieves this goal by assuming consecutive text sequences are similar and encouraging
their CLS embeddings to be similar.
Aroca-Ouellette and Rudzicz [6] propose an efficient way of computing QT loss in a
batch by evenly splitting each batch with size B into two parts. The first part contains B/2
text sequences randomly sampled from the pretrained corpus, and the second part contains
each of the B/2 sentences that are immediately subsequent to those in the first part. Then,
for each sequence in the first part, they use the consecutive sequence in the second part as
the positive example and the other B/2 − 1 sequences as the negative examples. We can
write the QT loss for the sequences containing sentences 1, 2, 3, and 4 as
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LQT (s

1−2

3−4
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exp(LogitQT
s1−2 ,s3−4 )
) = − log( P
),
QT
s exp(Logits1−2 ,s )

(5.1)

1−2

3−4

c
T c
where s is the sentences in the second part of the batch, LogitQT
s1−2 ,s3−4 = ( ||c1−2 || ) ||c3−4 || is

the score for classifying sequence s3−4 as the positive example,

c1−2
||c1−2 ||

is the L2-normalized

CLS embedding for sentences 1 and 2. The normalization is intended to stabilize the
pretraining by limiting the gradients’ magnitudes.

5.2.1.3

Multiple CLS Embeddings

A text sequence could have multiple facets; two sequences could be similar in some
facets but dissimilar in others, especially when the text sequences are long. The QT loss
squeezes all facets of a sequence into a single embedding and encourages all facets of two
consecutive sequences to be similar, potentially causing information loss.
Some facets might better align with the goal of a downstream application. For example,
the facets that contain more sentiment information would be more useful for sentiment
analysis. To preserve the diverse facet information during pretraining, we propose multi-CLS
quick thoughts loss (MCQT). The loss integrates two ways of computing the similarity of
two sequences. The first way computes the cosine similarity between the most similar facets,
and the second computes the cosine similarity between the summations of all facets. We
linearly combine the two methods as the logit of the two input sequences:

C
LogitM
s1−2 ,s3−4

P 3−4
P 1−2
cj3−4
c
c1−2
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T
T
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P
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= λ max( 1−2 )
+
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−
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|| i c1−2
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i
j

where λ is a constant hyperparameters; c1−2
and c3−4
are the CLS embeddings of sentences
k
k
1-2 and sentences 3-4, respectively.
The first term only considers the most similar facets to allow some facets to be dissimilar.
Furthermore, the term implicitly diversifies CLS embeddings by considering each CLS
embedding independently. In contrast, the second term encourages the CLS embeddings to
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work collaboratively, as in a typical ensemble model, and also let every CLS embedding
receive gradients more evenly. Notice that we sum the CLS embeddings before the normalization so that the encoder could predict the magnitude of each CLS embedding as its
weight in the summation.
To show that the proposed method can improve the state-of-the-art pretraining methods,
we keep the MLM loss and TFIDF loss unchanged. For the sentence ordering (SO) loss,
we project the K hidden states hck into the embedding hSO with the hidden state size D for
predicting the sentence order: hSO = LSO (⊕k hck ), where ⊕k hck is the concatenation of K
hidden states with size K × D.

5.2.1.4

Hard Negative

For a large transformer-based LM, distinguishing the next sequence from random
sequences could be easy. The LM can achieve low QT loss by outputting nearly identical
CLS embeddings for the sentences with the same topic while ignoring the fine-grained
semantic information [167]. In this case, using multiple CLS embeddings might become
underutilized.
The hard negative is a common method of adjusting the difficulties of the contrastive
learning [12, 42]. Our way of collecting hard examples is illustrated in the bottom-left block
of Figure 5.2. To efficiently add the hard negatives in the pretraining, we split the batch into
three parts. For each sequence in the first part, we would use its immediate next sequence in
the second part as the positive example, use the sequence after the next one in the third part
as the hard negative, and use all the other sequences in the second or the third part as the
easy negatives. We select such sequence after the next one as our hard negatives because the
sequence usually share the same topic with the input sequence but is more likely to have
different fine-grained semantic facets compared to the immediate next sequence.
After adding the hard negative, the modified QT loss of the three consecutive sequences
becomes
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Figure 5.3: The architecture of Multi-CLS BERT encoder that is built on BERTBase model.
The different linear layers are applied to the hidden states corresponding to different CLS
tokens to increase the diversity of the resulting CLS embeddings.
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(5.3)
where MCQT refer to multi-CLS quick thoughts, {s3−4 , ..., s5−6 , ...} are all the sequences
in the second and the third part, and {s3−4 , ..., s1−2 , ...} are all the sequences in the first and
the second part.

5.2.1.5

Architecture-based Diversification

Initially, we simply input multiple special CLS tokens ([C1], ..., [CK]) after the original
CLS token, [CLS0 ], and take the corresponding hidden states as the CLS embeddings, but
we found that the CLS embeddings quickly become almost identical during the pretraining.
Subsequently, instead of using the same final transformation head H QT for all CLS
hidden states, we use a different linear layer LO,k in the final head HkM C to transform the
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hidden state hck for the kth CLS. We set the bias term in LO,k to be the constant 0 because
we want the differences between the CLS to be dynamic and context-dependent.
Nevertheless, even though the resulting CLS embeddings ck = HkM C (hck ) are differentiated, the hidden states hck before the transformation head usually still collapse into almost
identical embeddings.
To solve the collapsing problem, we insert multiple linear layers Ll,k into the transformer
encoder. In Figure 5.3, we illustrate our encoder architecture built on the BERTBase model.
After the 4th transformer layer, we insert the layers L4,k to transform the hidden states
before inputting them to the 5th layer. Similarly, we insert L8,k between the 8th transformer
layer and 9th transformer layer. For BERTLarge , we insert Ll,k (.) after layer 8 and layer 16.
Notice that although the architecture looks similar to the adapter [88] or prefix-tuning [118],
our purpose is to diversify the CLS embeddings rather than freezing parameters to save
computational time.

5.2.1.6

Fine-Tuning

To avoid overfitting and increasing computational overhead, we pool multiple CLS
hidden states into the single CLS embedding for downstream task fine-tuning. As a result,
we can use the same classifier architecture on top of Multi-CLS BERT and BERT, which
also simplifies their comparison.
We discover that simply summing all the CLS hidden states still usually makes the hidden
states and the inserted linear layers (e.g., LO,k ) almost identical after fine-tuning. To avoid
collapsing, we aggregate the CLS hidden states by proposing a novel re-parameterization
trick:
cM CF T =

X


T
LFO,k
(hck ) ,

(5.4)

k
T
where LFO,k
(hck )
T
if all the LFO,k

(WO,k − K1

WO,k′ )hck , and WO,k is the linear weights of LO,k . Then,
P
T
become identical (i.e., ∀k, WO,k = K1 k′ WO,k′ ), LFO,k
(hck ) = 0 = cM CF T .
=

P

k′
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However, gradient descent would not allow the model to constantly output the zero vector,
T
so LFO,k
remains different during the fine-tuning.

5.2.2

Experiments

The parameters of neural networks are more restricted as more training samples are
available [139] and the improvement of deep ensemble models comes from the diversity of
individual models [63], so the benefits of ensembling are usually more obvious when the
training set size is smaller. Therefore, in addition to using the full training dataset, we also
test the settings where the models are trained by 1k samples [255] or 100 samples from each
task in GLUE [229] or SuperGLUE [228]. Another benefit of the 1k- and 100-sampling
settings is that the average scores would be significantly influenced by most datasets rather
than by only a subset of relatively small datasets [24].

5.2.2.1

Experiment Setup

To accelerate the pretraining experiments, we initialize the weights using the pretrained
BERT models [47] and continue the pretraining using different loss functions on Wikipedia
2021 and BookCorpus [262].
All of the methods are based on uncased BERT as in Aroca-Ouellette and Rudzicz [6].
We compare the following methods:
• Pretrained: The pretrained BERT model released from Devlin et al. [47].
• MTL: Pretraining using the four losses selected in Aroca-Ouellette and Rudzicz [6]: MLM,
QT, SO, and TFIDF. We remove the continue learning procedure used in ERNIE [210]
because we find that simply summing all the losses leads to better performance (see our
ablation study in Section 5.2.2.3).
• Ours (K=5, λ): The proposed Multi-CLS BERT method using 5 CLS tokens. We show
the results of setting λ = {0, 0.1, 0.5, 1} in Equation 5.7. We reduce the maximal sentence
length by 5 to accommodate the extra 5 CLS tokens.
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Configuration ↓

Model Name ↓
Pretrained

Model Size ↓
109.5M

GLUE
100
1k
Full
55.71 71.67 82.05
± 0.08

± 0.43

± 0.37

MTL

109.5M

59.29 73.26 83.30†

57.50

62.94

Ours (K=1)

111.3M

57.84 73.28

Ours (K=5, λ = 0)

118.4M

61.54 74.14

Ours (K=5, λ = 0.1)

118.4M

61.80 74.10
± 0.35

± 0.13

Ours (K=5, λ = 0.5)

118.4M

60.49

74.02

± 0.35

± 0.12

Ours (K=5, λ = 1)

118.4M

59.86 73.75

MTL

335.2M

61.39 75.30

Ours (K=1)

338.3M

59.19 75.35
± 0.43

± 0.21

Ours (K=5, λ = 0)

350.9M

63.19

75.73

± 0.49

± 0.26

Ours (K=5, λ = 0.1)

350.9M

64.24 76.27

Ours (K=5, λ = 0.5)

350.9M

63.02 75.95
± 0.42

± 0.10

Ours (K=5, λ = 1)

350.9M

62.07

75.85

± 0.45

± 0.17

± 0.62
± 0.27

BERT
Base

± 0.32
± 0.32

± 0.34
± 0.37

BERT
Large

± 0.40

± 0.15
± 0.13
± 0.13
± 0.12

± 0.14
± 0.27

± 0.12

± 0.07

83.40
± 0.07

83.41
± 0.07

83.47
± 0.05

83.47
± 0.08

83.43
± 0.07

84.13
± 0.11

84.59
± 0.07

84.51
± 0.05

84.61
± 0.08

84.49
± 0.08

84.61
± 0.07

SuperGLUE
100*
1k*
Full
57.18 61.55 65.04
± 0.41

± 0.36

57.31

63.35

± 0.35

± 0.18

58.29

63.71

± 0.33

± 0.26

58.20

63.61

± 0.31

± 0.27

58.41

63.78

± 0.38

± 0.25

57.84

63.56

± 0.40

± 0.22

59.03

65.21

± 0.54

± 0.38

57.35

64.67

± 0.42

± 0.43

59.46

65.43

± 0.44

± 0.38

59.88

65.58

± 0.43

± 0.26

59.42

65.84

± 0.34

± 0.25

58.74

65.00

± 0.50

± 0.29

± 0.36

66.33
± 0.33

66.29
± 0.18

66.80
± 0.25

66.74
± 0.26

66.80
± 0.24

66.39
± 0.22

69.16
± 0.37

69.24
± 0.41

69.56
± 0.31

70.03
± 0.25

69.79
± 0.25

69.04
± 0.27

Table 5.1: The macro average scores on the development set. All numbers are percentages.
The standard errors are shown as the confidence intervals. We make the best scores of the
model built on BERTBase boldface and similar for the models built on BERTLarge . †The
number is much higher than 81.4, the GLUE score reported by Aroca-Ouellette and Rudzicz
[6] because we continue training from the pretrained BERT and we use better fine-tuning
hyperparameters. *The scores do not contain ReCoRD in SuperGLUE.1

• Ours (K=1): We set K = 1 in our method to verify the effectiveness of using multiple
embeddings. During fine-tuning, the CLS embedding is a linear transformation of the
single facet CLS = LO,1 (hf1 ).
The GLUE and SuperGLUE scores are significantly influenced by the pretraining random
seeds [193] and fine-tuning random seeds [50, 255, 155]. To stably evaluate the performance
of different pretraining methods, we pretrain models using four random seeds and fine-tune
each pretrained model using four random seeds, and report the average performance on the
development set across all 16 random seeds. To further stabilize the fine-tuning process and
reach better performance, we follow the fine-tuning suggestions from Zhang et al. [255]
and Mosbach et al. [155], including training longer, limiting the gradient norm, and using
Adam [101] with bias term and warmup.
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5.2.2.2

Main Results

Our results are presented in Table 5.1. We can see that Ours (K=5) is consistently
better than other baselines and that the improvement is larger in datasets with fewer training
samples. For example, in GLUE 100, it achieves 61.80 on average using BERTBase with
118.4M parameters, which outperforms MTL using BERTLarge with 335.2M parameters
(61.39). MTL significantly improves the scores of original BERT model (Pretrained),
confirming the effectness of the QT, SO, and TFIDF losses. Compared to MTL, Ours
(K=1) is slightly better in GLUE 1k and GLUE Full, but worse in GLUE 100.
We observe that λ = 0.1 usually performs well, which justifies the inclusion of both the
highest logit and average logit in Equation 5.7. The λ = 0 model has significantly worse
performance only in BERTLarge model. This suggests that the benefits of Multi-CLS BERT
depend on our pretraining method and maximizing the highest logit stabilizes the pretraining
of a larger model.

5.2.2.3

Ablation Study

In our ablation studies, we would like to test the effectiveness of the design choices in
our baseline MTL and our best model, Ours (K=5, λ = 0.1). The model variants we test
include:
• MLM only: Removing the QT, SO, and TFIDF losses in MTL. That is, we simply
continue training Pretrained using only the MLM loss.
• CMTL+: The best pretrained method reported in Aroca-Ouellette and Rudzicz [6]. It uses
the continual learning method [210] to weight each loss in MTL.
• MLM+SO+TFIDF: MTL without the QT loss.
• No Inserted Layers: Removing the Ll,k (.) in the transformer encoder from our method.

1

In SuperGLUE 100 and 1k, we exclude the ReCoRD dataset because the performance of all models is
much worse than the most frequent class baseline.

120

• No Hard Negative: Removing the hard negatives described in Section 5.2.1.4 from our
method.
T
• Sum Aggregation: Simply summing the facets (i.e., using LO,k to replace LFO,k
in Equa-

tion 5.5).
• Default: Ours (K=k, λ = 0.1), where k = {1, 3, 5, 10}.
• SWA: Stochastic weight averaging [188, 92] averages the weights along the optimization
trajectory.
• Ensemble on Dropouts: Running the forward pass of Ours (K=1) with dropout using 5
different seeds and averaging their prediction probabilities for each class in each task.
• Ensemble on FT Seeds: Fine-tuning Ours (K=1) or Ours (K=5, λ = 0.1) using 5
different seeds and averaging their prediction probabilities.
Our results are presented in Table 5.2. We can see that continuing training using
MLM only loss degrades the performance, which indicates that our improvement does not
come from training BERT longer. Removing QT loss results in mixed results. The better
performance of MTL compared to CMTL+ suggests that the continual training technique
used in Aroca-Ouellette and Rudzicz [6] is harmful with our evaluation settings.
Removing the inserted layers (No Inserted Layers) or removing the re-parametrization
trick (Sum Aggregation) makes the performance of Ours (K=5, λ = 0.1) close to the Ours
(K=1) baseline. This result highlight the importance of diversity of CLS embeddings. The
performance of Ours (K=3) and Ours (K=10) is usually better than Ours (K=1), but are
worse than Ours (K=5). In both BERTBase and BERTLarge models, removing hard negatives
degrades the GLUE scores but slightly increases the SuperGLUE scores.
In GLUE 100 and 1k, we do not get good results by using other efficient ensembling
methods such as SWA and Ensemble on Dropouts. This suggests that the gradient descent
trajectory and different dropout maps might not produce prediction diversity sufficient for
an effective BERT ensemble model [63].

121

Model ↓

Model Description ↓
Pretrained
MLM only
CMTL+
MLM + SO + TFIDF
MTL
No Inserted
Layers
No Hard
Negative
Sum Aggregation

K↓
1
Baselines
1
(BERT
1
Base)
1
1
1
5
1
5
Ours
5
(BERT
1
Base)
3
Default
5
10
SWA
1
Ensemble on Dropouts 1
1
Ensemble on FT Seeds
5
No Hard
1
Ours
Negative
5
(BERT
1
Large)
Default
5

GLUE
100
1k
56.85 71.68
55.38 70.74
58.65 72.57
60.35 72.65
59.53 73.12
58.06 73.18
60.12 73.35
58.44 73.30
61.77 74.18
58.87 73.94
57.76 73.30
61.09 73.95
62.62 74.49
60.99 73.59
57.31 72.91
58.45 72.86
60.07 75.20
63.34 75.35
60.36 75.69
63.23 75.77
60.01 76.03
64.33 76.38

SuperGLUE*
100
1k
57.90 62.14
57.39 61.77
56.88 62.63
57.88 62.60
57.51 62.95
57.97 63.34
56.46 62.00
57.19 63.33
58.89 63.86
57.41 63.82
57.53 63.22
57.85 63.31
58.82 63.86
58.25 62.82
58.47 65.04
60.33 65.75
57.38 65.10
59.99 65.51

Table 5.2: The macro average scores on the development set for our ablation study. We
highlight the best performance after excluding the ensemble baselines, which require much
more computation. The scores are different in Table 5.1 because we use two pretraining
random seeds instead of four in the ablation study. SWA refers to Stochastic weight
averaging [92]. *SuperGLUE score does not contain ReCoRD.

On the other hand, ensembling the models that are fine-tuned using different random
seeds indeed boosts the performance at the expense of high computational costs. The
ensembled Multi-CLS BERT (Ensemble on FT Seeds K=5) still outperforms the ensembled
K=1 baseline, but ensembling makes their performance differences smaller. These results
imply that the improvements of Multi-CLS BERT overlap with the improvements of a BERT
ensemble model.

5.2.2.4

Ensembling Analysis

We compare the inference time and expected calibration error (ECE) [157] of using
multiple CLS embeddings, using a single CLS embedding, and ensembling BERT models
with different fine-tuning seeds in Table 5.3. A lower ECE means a better class probability
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Ours (K=1)

Inference GLUE* (ECE)
Time (s)
100
1k
0.2918
25.22 19.32
± 0.0002

Ours (K=5, λ = 0.1)

0.3119

Ensemble of Ours (K=1)

1.4590

± 0.0004
± 0.0012

± 1.99

15.46

± 1.64

17.01

± 1.79

13.85

± 1.64

10.80

± 0.97

± 0.88

Table 5.3: The comparison of inference time and expected calibration error (ECE). The
confidence intervals are standard errors. *Only includes the classification tasks (i.e., excludes
STS-b).

Multi-CLS vs ENS
Dropout vs ENS
Least vs ENS
ENS vs ENS

GLUE* 100 GLUE* 1k
32.57
41.35
37.17
45.53
39.57
48.85
38.67
50.14

Table 5.4: The overlapping ratio of the top 20% most uncertain examples using different
uncertainty estimation methods. ENS is ensemble of Ours (K=5, λ = 0.1) with different
fine-tuning seeds. *Only includes the classification tasks (i.e., excludes STS-b).

estimation. For example, if a model outputs class 1 with 0.9 probability for 100 samples,
ECE = 0 means that 90 samples among them are indeed class 1.
Table 5.3 shows that Ours (K=5) is much faster than the BERT ensemble and almost as
efficient as Ours (K=1), because a BERT ensemble needs to run for multiple forward passes
and we reduce the maximal sentence length by 5 in Ours (K=5). Additionally, the ECE of
Ours (K=5) is lower than Ours (K=1) but not as low as the ECE from ensembling BERT
models with different fine-tuning seeds. That is, without significantly increasing inference
time, ensembling multiple CLS embeddings improves the output confidence, even though
not as much as ensembling BERT models.
Next, we analyze the correlation of uncertainty estimation from different methods in
Table 5.4. When ensembling BERT models with different dropout maps (Dropout) or
different fine-tuning seeds (ENS), we can estimate the prediction uncertainty by the variance
of the prediction probability from each individual BERT model. We can also use one
minus prediction probability as the uncertainty (Least). In Multi-CLS, we measure the
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disagreement among the CLS embeddings as the uncertainty2 and would like to see how
many top-20% most uncertain samples from the disagreement of CLS embeddings are also
the top-20% most uncertain samples for a BERT ensemble model.
Table 5.4 reports the ratio of the number of the overlapping uncertain samples from
two estimation methods to the number of 20% samples in the development set. We can
see that the ratio from Multi-CLS BERT and the BERT ensemble model (Multi-CLS vs
ENS) is close to the ratios from other uncertainty estimations and the BERT ensemble
model (Dropout vs ENS, Least vs ENS, and ENS vs ENS). This shows that different CLS
embeddings can classify the uncertain samples differently, as is the case for the different
BERT models in a BERT ensemble model.
In short, we find that a) ensembling the original BERT leads to greater improvement than
ensembling the Multi-CLS BERT and b) the disagreement of different CLS embeddings
highly correlates with the disagreement of the BERT models from different fine-tuning
seeds. Both findings support our perspective that Multi-CLS BERT is an efficient ensembling
method.

5.2.3

Related Work

Due to its effectiveness, ensembling BERT in a better or more efficient way has recently
attracted researchers’ attention. Nevertheless, the existing approaches often need to rely
on distillation [244, 142, 264] or still require significant extra computational cost during
training and testing [104, 120].
Some recent vision models can also achieve ensembling almost without extra computational cost by sharing the weights [238], partitioning the model into subnetworks [82, 257],
or partitioning the embeddings [112]. However, it is unknown if the approaches are applicable to the pretraining and fine-tuning of language models.

2

See Appendix D.1.3 for details
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Similar to Multi-CLS BERT, mixture of softmax (MoS) [248] also uses multiple embeddings to improve the pretraining loss. Recently, Narang et al. [158], Tay et al. [218]
have found that MoS is one of the few modifications that can improve on the original BERT
architecture on the NLU benchmarks. Nevertheless, Narang et al. [158] also point out that
MoS requires significant extra training cost to compute the multiplication between each
hidden state and all the word embeddings in the vocabulary.
Another approach represents a document using sentence embeddings [91, 156] or contextualized word embeddings [100, 134] for information retrieval applications. However,
the goal of this approach is to improve the representation of a relatively long document and
it is unknown if its benefits could be extended to the GLUE tasks that require fine-tuning
and often involve only one or two sentences.

5.3

Applications on Scientific Paper Representation Benchmarks

With an ever-increasing amount of research publications, it has become virtually essential to develop NLP methods that would allow researchers to efficiently process the
wealth of scientific knowledge. Leveraging pretrained language models and citation graphs,
SPECTER [42] brings sizeable improvement over the previously state-of-the-art paper
encoders and similarity estimation models such as SciBERT [16] and Citeomatic [17].
Recently, SciNCL [163] has introduced more sophisticated positive and negative sampling
strategies to improve SPECTER further.
Despite all the progress made so far, what is yet missing from literature is examining
whether existing encoders can effectively represent the scientific papers across diverse
subject areas.
In previous work [17, 16, 42], the training and evaluation data primarily consist of
scientific papers from specific subject areas such as computer science and medicine. While
these choices might be due to non-technical reasons such as the lack of open access articles
[175] or insufficient number of users from certain domains, it naturally makes us wonder
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2

Single domain-dominated
evaluation

CLS
1

Multi-SciDocs

CLS CLS CLS
1
2
3

GOOD? 🤔
1

Multi2SPE

BERT

(BERT +
linear layers)

Multi-domain
citation graph training

Single domain-dominated
citation graph training

Figure 5.4: An overview of our two-parted solution. 1) Multi2 SPE is our modified MultiCLS BERT model that better utilizes multi-domain citation data through multiple diversified
CLS embeddings. 2) Multi-SciDocs is our new benchmark for testing embeddings of
scientific papers under multi-domain settings.

whether we can represent papers from more diverse scientific domains using a single encoder
and whether we could improve state-of-the-art models under the multi-domain settings.
In this section, we lay out our two-parted solution to overcome this limitation: the first
part is our scientific paper encoder, Multi2 SPE, a varient of Multi-CLS BERT. This is built
upon the intuition that extracting embeddings through just one CLS token is limiting, when
more ideal ways of mixing contextualized word embeddings could be different for each
subject area. For the second part, we introduce the Multi-SciDocs benchmark, to better
understand the capabilities of scientific document representations in handling multi-domain
settings.
Comparing Multi2 SPE and the single-CLS baselines on Multi-SciDocs suggests that
training Multi2 SPE on single domain-dominated citation graphs already boosts the scores on
multi-domain tasks; with more balanced multi-domain training, Multi2 SPE provides even
bigger improvements.
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5.3.1 Multi2 SPE: Multi-Domain × Multi-CLS Scientific Paper Encoder
The improvements in Section 3.4 suggest that the citing paper distribution is sometimes
multi-mode and the multiple embedding is helpful in citation recommendation. However,
our performance is not state-of-the-art because we use one-tower co-occurrence learning
and our encoder does not start from a pre-trained LM. In this section, we would like to
improve the BERT-based model using multiple CLS embeddings.
Since one CLS embedding corresponds to merely a single scheme of aggregating word
embeddings, it might be sufficient for the documents from one domain but may be far from
ideal for other domains. We address this observation by prepending multiple CLS tokens
to input documents and introducing small architectural additions that encourage each CLS
embedding to learn a distinctive way of mixing word embeddings together for the final
document representation.

5.3.1.1

Multiple CLS Encoder

With multiple CLS tokens ([CLS_1], ..., [CLS_K]), we insert linear layers Ll,k
at the sequence positions of each CLS embeddings as shown in Figure 5.5, to encourage the
CLS embeddings to pay attention to different contextualized word embeddings. Similarly
to Multi-CLS BERT, we insert additional linear transformations after the 4th, 8th, and 12th
BERT layers.
We also adopt the re-parameterization trick used during the fine-tuning stage of MultiCLS BERT to ensure that all the added linear transformations at each BERT layer are
different and not similar to each other:

Ll,k (hcl,k ) = (Wl,k −

1 X
Wl,k′ )hcl,k + bl,k ,
K k′

(5.5)

Ll,k is the linear transformation for kth CLS token at the layer l, Wl,k −
linear projection weights and bl,k is the bias term. To prevent Wl,k −
gradient descent tend to learn different Wl,k for different k.
127

1
K

1
K

P

P

k′

k′

Wl,k′ is the

Wl,k′ = 0, the

cA

1-λ

cA1

cA2

cA3

L12,1

L12,2

L12,3

λ

Most similar pair

……
L8,1

L4,1

L8,2

L4,2

L8,3

[CLS1]

[CLS2]

}

L4,3

[CLS3]

}

wA1

Paper
Embedding

cB1

cB2

cB3

L12,1

L12,2

L12,3

L8,1

L8,2

L8,3
……

L4,1

L4,2

L4,3
……

1-4 Layers

wA2

…

CLS
Embedding

……

9-12 Layers

Multi2SPE
…… (BERTBase +
Linear Layers)
……

PA

cB

S PMC
A,PB

PB [CLS1]

[CLS2]

[CLS3]

wB1 …

Figure 5.5: The architecture of Multi2 SPE and its similarity measurement during training
C
SM
P A ,P B .

5.3.1.2

Contrastive Citation Prediction Loss

Existing state-of-the-art scientific paper encoders such as SPECTER [42] and SciNCL
[163] use training signals coming from a contrastive citation prediction task: their objective
function is to encourage the embedding of each query paper to be close to those of the paper
cited by them, and be far away the papers they did not cite, P − .
Similarly, we minimize the cross entropy loss of a given query paper P Q , a cited paper
P + , and a paper not cited, P − :



LP Q ,P + ,P − =

C
exp(SM


P Q ,P + )
− log 
P
,
MC
exp(SP Q ,P )
P∈{P + ,P − }

(5.6)

C
Q
+
where SM
P Q ,P + is the similarity between the query paper P and the cited paper P from

the multiple CLS encoder. It is also the logit score for predicting the paper P + as the cited
paper.
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5.3.1.3

Measuring Document Similarity with Multiple Embeddings

One typical use of document embeddings is to perform a nearest neighbor search for
retrieving candidates similar to the query document. While it would be possible to use each
of CLS embeddings separately as in Section 3.4, or concatenate them together to encode
each document, we would significantly increase the computational costs of the retrieval
process. Instead, during inference, we simply take the summation of CLS embeddings from
P
c,A
A
paper A to be its final paper representation cA = k cA
k and ck = L12,k (h12,k ).
During the contrastive training (Section 5.3.1.2), we compute the similarity between two
C
A T
B
papers SM
P A ,P B using dot products between their paper embeddings (c ) (c ) and the most
T B
similar CLS embeddings maxi,j (cA
i ) cj :

C
A T B
A T
B
SM
P A ,P B = λ max(ci ) cj + (1 − λ)(c ) (c ),
i,j

where cA =

P

k

(5.7)

cA
k and λ is the hyperparameter for controlling the dependency between the

CLS embeddings. Smaller λ makes similarity measurement in training and testing more
consistent and encourages the CLS embeddings to collaborate with each other. Larger λ
encourages each of the CLS embeddings to become more meaningful paper embeddings
on their own. The NLU experiments suggests that setting λ > 0 can greatly stabilize the
BERTLarge model while slightly improving BERTBase .
5.3.2

Multi-SciDocs

Cohan et al. [42] proposed SciDocs as a comprehensive benchmark for evaluating
scientific paper embeddings. SciDocs introduces 12 metrics from 7 tasks, but we have
discovered that the domain distributions of 5 tasks are heavily biased toward computer
science (CS) papers.3 The only exceptions are MeSH (Medical Subject Headings) [125],

3

Please see Appendix D.2.3 for detailed statistics.
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MAG
SPECTER
2

Multi SPE
(3 CLS, λ = 0.1)
SciNCL
Multi2 SPE
(3 CLS, λ = 0.1)

multi. cite

multi. co-cite

MAG

Avg

F1

MAP

nDCG

MAP

nDCG

78.90
80.24

78.14
81.57

88.06
90.12

65.97
69.12

73.46
75.97

76.90
79.40

± 0.18

± 0.13

± 0.07

± 0.08

± 0.07

± 0.04

6.35%

15.71%

17.29%

9.25%

9.45%

10.82%

79.59
80.73

82.45
83.25

90.56
91.05

69.94
71.10

76.62
77.51

79.83
80.73

± 0.27

5.58%

± 0.21

4.57%

± 0.12

5.16%

± 0.32

± 0.24

3.86%

3.80%

SPECTER

SciNCL

± 0.19

4.44%

Multi2 SPE
(3 CLS, λ = 0.1)

2

Multi SPE
(3 CLS, λ = 0.1)

multi. cite

multi. co-cite

Avg

F1

MAP

nDCG

MAP

nDCG

79.99
81.36

79.30
84.08

88.73
91.54

68.59
71.79

75.60
78.15

± 0.29

± 0.10

± 0.06

± 0.22

± 0.17

± 0.06

6.85%

23.08%

24.96%

10.18%

10.45%

14.20%

80.27
81.04

85.18
85.73

92.15
92.46

73.02
74.05

79.08
79.85

81.94
82.63

± 0.05

3.90%

± 0.29

3.73%

± 0.17

3.98%

± 0.25

3.82%

± 0.19

3.69%

77.97
81.10

± 0.18

3.81%

(b) Multiple domain training

(a) Single domain (CS) training

Table 5.5: Results of our methods and baselines on Multi-SciDocs. All scores are averaged
over four random seeds. We show standard errors as their confidence interval. Percentages
indicate relative error reduction over the baselines (SPECTER or SciNCL).

which covers the papers from the biomedical domain and MAG (Microsoft Academic
Graph) [203], which is a document classification task into 19 subject areas.
Thus, for a better measurement of multi-domain performance, we have created the
multi-domain (co-)citation prediction tasks. We refer to the collection of 3 multi-domain
tasks, multi. cite, multi. co-cite, and MAG as Multi-SciDocs.
For multi. (co-)cite datasets, we randomly sample the query papers from S2ORC [132],
avoiding a certain domain from being the majority of query papers. For each query, we
collect 500 negative papers and up to 5 positive papers. The task is to assign higher similarity
scores to the positive papers and lower scores to the negative papers. In both datasets, the
negative samples come from randomly sampled papers. In the multi. cite dataset, the
positive samples are the papers cited by the query paper. In the multi. co-cite dataset, the
positive samples and the query paper are both cited by another paper.

5.3.3

Experiments and Analyses

In the experiments, we evaluate Multi2 SPE and the corresponding baselines with MultiSciDocs. SPECTER and SciNCL are our single [CLS] token baselines: both use identical
neural architectures and loss functions, but differ in sampling methods used to create their
contrastive triples. Since we found training datasets in previous literature to be potentially
limiting in handling papers from various scientific domains, we build our own multi-domain
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training datasets that follow the same sampling methods of SPECTER and SciNCL, but are
more balanced in terms of the domain distribution.4

5.3.3.1

Results

Our main results are shown in Table 5.5. We can see that Multi2 SPE has consistently
outperformed the baselines in all training cases. The scores from MAG show that Multi2 SPE
is better capable of classifying the texts into diverse subject domains. In multi-domain
citation prediction, its error reductions are up to 25%. We hypothesize that the large
improvement partially comes from the prevalent cross-domain citations in both our training
and evaluation data. We note that the overall gains are smaller for SciNCL. We suspect that
SciNCL’s sampling method reduces the number of cross-domain citations in the dataset,
which would have helped increase the diversity in CLS embeddings.

5.3.3.2

Ablation Studies

In Table 5.6, we start by examining the effect of λ, the hyperparameter for controlling
dependencies between CLS embeddings. While the differences are relatively small for
λ = 0.0, we observe noticeable performance drops as we increase λ to 0.5 and 1.0. Our
intuition is that it is generally more beneficial to encourage all embeddings to become a
meaningful whole together, rather than directing each of them to stand on their own.
In the second set of our ablation studies, we quantify the performance benefits of each
architectural changes we introduced in Section 5.3.1.1. We can see that multiple CLS tokens
are crucial, as having just one CLS leads to clear performance drop. Increasing the number
of CLS tokens from 3 to 5 leads to mixed results. Their overall similar performance suggests
that the quality of Multi2 SPE is not sensitive to the number of CLS tokens. Lastly, we

4

Please see Appendix D.2.3 for the comparison of domain distribution of SPECTER/SciNCL single-domain
datasets and our multi-domain datasets.
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2

Multi SPE (3 CLS, λ = 0.1)

MAG

cite

co-cite

F1

MAP

MAP

81.36

84.08

71.79
71.90

CLS Embedding Independence
→ λ = 0.0
→ λ = 0.5
→ λ = 1.0

81.06

84.09

-1.64%

0.11%

0.39%

80.70

83.05

71.46

-3.53%

-6.45%

-1.18%

79.78

83.69

71.18

-8.49%

-2.40%

-2.15%

Architectural Changes
→ 1 CLS token
→ 5 CLS tokens
→ No linear layer injection in BERT
→ No re-parameterization trick

80.32

83.32

70.30

-5.57%

-4.76%

-5.30%

72.59

80.83

84.03

-2.84%

-0.30%

2.84%

80.82

83.54

71.12

-2.88%

-3.38%

-2.39%

80.89

83.79

71.11

-2.55%

-1.82%

-2.42%

Table 5.6: Ablation studies conducted on SPECTER and multiple domain training data. All
scores are averaged over four random seeds. Percentages indicate relative error reduction
over the baseline (3 CLS, λ = 0.1).

observe that both the linear layer injection to BERT and the re-parameterization trick have
clear contributions to our models’ better performance.

5.3.4

Related Work

Many studies focus only specific scientific NLP tasks such as citation recommendation [17, 59, 60, 136] and paper recommendation [15, 254]. Instead, our goal is improving a
general-purpose scientific paper encoder such as SPECTER [42] and SciNCL [163].
One common type of approaches for building scientific document encoders uses global
topic distribution to model different facets of each paper [151, 98, 231, 129]. However, the
classic approach lacks the ability to capture the compositional meaning of words compared
to the neural based approaches and thus results in suboptimal performance [14].
Another line of efforts relies on pre-defined facets [29, 30, 162] or topics [254] for
specific domains of interest, and measure paper similarities based on those facets/topics.
Recently, Mysore et al. [156] suggests encoding a paper into multiple sentence embeddings
to allow the users to search similar papers using partially constructed query papers. In
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contrast, Multi-CLS BERT automatically learn to identify the facets that are helpful to the
citation prediction task and combine all the facets into a single embedding to improve the
similarity measurement and nearest neighbor search over the single CLS baseline while
maintaining similar level of computational costs.

5.4

Chapter Conclusion

In this chapter, we propose representing the input text using K CLS embeddings rather
than using the single CLS embedding in BERT. Compared to BERT, Multi-CLS BERT significantly increases the GLUE and SuperGLUE scores and reduces the expected calibration
error in GLUE. Compared to SPECTER, Multi2 SPE significantly improves the scores of
Multi-SciDocs, which is proposed to measure the embeddings quality of the papers from
multiple domains. Moreover, their only added cost is to reduce the maximal text length by
K and add a little extra time for computing the inserted linear transformations. Therefore,
we recommend the wide use of multiple CLS embeddings for the almost free performance
gain.
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CHAPTER 6
CONCLUSION AND FUTURE WORK

“Life is a matter of choices, and every choice you make makes you.” –John C. Maxwell
Language models (LMs) often encounter diverse choices when predicting the next word.
This thesis first theoretically shows that the choices sometimes constitute a multimodal
distribution, which cannot be modeled by a single hidden state embedding. Inspired by the
theory, we propose several alternatives to softmax that uses multiple embeddings to capture
the modes in the next word distribution or to estimate the probabilities of words in different
partitions. The diverse embeddings improve the qualities of the generated model and allow
a user to peek the future topics in a novel interactive language generation framework.
By assuming similar input text sequences would induce similar choice distribution, we
use the choice clusters predicted by LMs to represent the input text sequence and improve
the supervised downstream fine-tuning and unsupervised sentence similarity estimation.
The results demonstrate that in many co-occurrence learning tasks, the single embedding
representation limits the choices of LMs and we can design efficient multiple embedding
representation to overcome the limitation.

6.1

Take Home Messages
• For both casual language models such as GPT-2 and bidirectional language models
such as BERT, we propose architectures and loss functions that overcome the bottleneck of single embedding. Our proposal is effective in various applications and
metrics, and efficient in terms of both computational cost and model size.
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• We theoretically identify limitations of output softmax layer and empirically show
that the multi-mode distribution is not rare in GPT-2 Small.
• Our analyses demonstrate that using multiple CLS embeddings in BERT can be
viewed as an efficient way to ensemble multiple BERT encoders.
• In sequential recommendation, learning to copy or exclude the items in the input
history can significantly improve not only the datasets with duplicated items but also
the datasets without duplicated items.
• When using multiple facet embeddings to represent a text sequence, we find that the
predicted embeddings are easy to collapse to identical embeddings. In different model
architectures, we often need different modifications of losses and architectures to
diversify the outputted embeddings.
• The learned facet embeddings could be useful in many different ways. In addition
to predicting the co-occurred item (e.g., a next word or cited paper), the multiple
embeddings could provide asymmetric similarity, estimate the word importance
without supervision, reduce issues caused by variable-length sentences, predict the
future topics, improve the performance of BERT especially in a few shot setting, and
reduce the expected calibration error of a BERT model.
• We consistently observe performance improvement by adopting multiple embeddings
on various kinds of models if a) the number of possible co-occurred items such as
vocabulary size is large, b) the multimodal distribution is common in our training
signal, and c) the facet embeddings are properly diversified.

6.2

Limitations and Future Work

Multi-facet embedding representation can be viewed as a general tool to improve the
deep learning models trained by self-supervised co-occurrence learning. In this thesis,
we develop several variants of the multi-facet embeddings and demonstrate their effec135

tiveness in important applications. Nevertheless, as most of the other tools that improve
deep learning models, our understanding to multi-facet embedding is still limited and the
challenges/concerns we mentioned in Section 1.1 are not completely solved. Here, we list
some open problems in each concern for the future work of the thesis.
• Optimization Difficulties: In each of the applications, we usually must develop different
tricks to diversify the facets and improve the performance. For example, we aggregate
the facet embeddings using mixture of softmax in Section 2.3, NNSC or Kmeans loss
in Chapter 3 and Chapter 4, and substracting the average facets during fine-tuning in
Chapter 5.
We still do not know why some methods are only applicable in some applications. For
example, when pretraining BERT model in Chapter 5, we find that aggregation by mixing average and maximal outperforms mixture of softmax, NNSC loss, and even the
aggregation way we used in the fine-tuning stage.
• Insufficient Theoretical Support: Although we have developed theory that highlights
the limitation of single embedding and motivates our multiple embedding alternatives,
our theory does not explain all fundamental weaknesses in the softmax layer. There are
several alternatives to single embedding representation in Euclidean space, such as box
embeddings [170], hyperbolic embeddings [37], energy networks [114], and our multiple
embedding representation. There are also other theoretical findings such as Bhattacharjee
and Dasgupta [18], which studies the minimal number of dimensions of an embedding
space that can robustly reconstruct any co-occurrence relation. Nevertheless, I am not
aware of a systematic study on the relations of these alternatives and a general theory for
the limitations of single embeddings that can guide us to choose these alternatives in a new
dataset. Furthermore, most of the multiple embedding approaches (and probably other
softmax alternatives) require some tricks, which are usually developed by trial and error.
Given a new problem, we do not know exactly which existing tricks might perform better
in the task of interest and if there exists a better trick to be discovered.
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In addition, we do not have an accurate estimation of how often multimodal distributions
happen in the next word prediction, how many multimodal distributions can be modeled
by our current approaches, and how much our proposed approaches can solve the issues
caused by the global and static word similarity. We do not know why we need to use
modeling multimodal distribution in NLG applications to explain the performance gain,
while some of our NLU approaches are more like an efficient ensembling method. We
are not exactly sure why our improvement in GLUE and SuperGLUE tasks are smaller
compared to classic ensembling approaches when more training data is available. Finally,
we empirically observe that the training methods that lead to more diverse facets seem to
also make the facet embeddings less depend on the input. There might be some theories
that can explain this observation.
• Unknown Effectiveness and Applicability:
In some applications, after trying several tricks, we still cannot make the performance of
multiple embeddings surpass the single embedding baseline. Examples of the applications
include the phrase similarity estimation in Section 3.2.2.5, paper reviewer affinity estimation1 , and cold-start recommendation given a small training dataset such as CiteUlike [232].
We suspect that the possible reasons are as follows. a) Our encoder cannot learn to output
diverse facet embeddings. This might be due to the sparsity of the training signal and/or
the limited diversity of the co-occurred items (i.e., the distributions of the co-occurred
text are mostly single-modal). b) There are some distribution shifts between training and
testing, and the shift makes the model overfit the training distribution or context-dependent
word similarity that is less generalizable compared to global word similarity. At testing
time, some minor modes in the distribution are actually outliers we should ignore. c) There
may be still some other tricks we haven’t discovered to improve the quality and diversity

1

Our single embedding baseline in this problem is a part of the state-of-the-art affinity estimation used by
various machine learning top conferences and OpenReview.
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of the multiple embedding representation. Thus, the next question is how can we know
when the multiple embedding representation will benefits which applications.
Due to time limitation, we haven’t fine-tuned the hyperparameters for our sequential
recommendation experiment in Section 2.5 and we also do not know if the improvement
persists after being combined with the second stage reranker, which is commonly used in
industry. We haven’t tested if Multi-CLS BERT can improve the generalization ability of
the BERT under a distribution shift as the classic ensemble models [164, 219].
We would like to know whether multiple embeddings, especially the dynamic partitioning,
could improve the consistency of generated text while reduce its repetition in summarization and dialogue generation. We are curious about if our approaches can sample more
diverse next items from the predicted multimodal distribution for sequential recommendation, code generation, and math question answering. Furthermore, we plan to apply our
approach to information retrieval models to discover the facets in a query.
Finally, our experiments focus on the relatively small language models such as GPT-2
Small and BERT base. In future, it would also be interesting to investigate if our proposed
softmax alternatives can also improve very large LM such as GPT-3 or the extreme
classification models that process the data other than the natural language.
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APPENDIX A
APPENDIX FOR CHAPTER 2

A.1

Appendix Overview

To demonstrate the wide applicability of our approaches, we conduct more experiments
in Appendix A.2. Next, we provide the proof of our theorems in Appendix A.3, and show
that the softmax weakness studied by Demeter et al. [45] is a special case of our theory in
Appendix A.4. Finally, we list some future work of Chapter 2 in Appendix A.5.

A.2

More Experiments

We conduct the following synthetic experiments to analyze the pros and cons of multifacet softmax and confirm the source of the improvement comes from modeling multimodal
distribution.

A.2.1 Evaluation on Ambiguous Templates
We synthesize a dataset using templates [183] to verify whether the softmax layer in
the original GPT-2 really has difficulty in learning to output the bimodal distribution in
Figure 2.1 and whether the multiple embedding methods could overcome the problem. First,
we collect the four words with semantic analogy relations in Google analogy dataset [148].
Next, we insert two out of the four words into our manually written templates to form the
contexts. For example, given the context “I went to Paris and Germany before, and I love
one of the places more, which is”, the GPT-2 learns to predict either Paris or Germany. The
prediction of MFS and the softmax baseline for this example is compared in the last column
of Table 2.3.
The two words can be either the diagonal words (e.g., king and woman) or the edge word
(e.g., king and queen) in the parallelogram. Finally, we create a dataset with 122k training
contexts, 250k validation contexts, and 122k testing contexts, where the word pairs in the
testing set are unseen in the training set to see whether the model could learn to output the
bimodal distribution in a general way.1

1

The setting is realistic because any related words could become the next word in some ambiguous contexts
and all the words are related in a certain way [201]. We cannot expect the training corpora to contain the
ambiguous contexts with so many possible next words.
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Table A.1: Perplexity comparison of different GPT-2 Small models on the words with
different types of analogy relations. The validation set (valid) includes all four types of
relations.
Analogy Relation Types →
Models ↓
Softmax (GPT-2)
MoS [248] (3)
MFS w/o Multi-partition
MFS (Ours)

valid
2.30
1.75
1.72
1.74

Diagonal (e.g., king or woman)
capital- capital- city-infamily
common world
state
3.30
2.00
2.25
2.95
2.18
1.60
1.85
2.82
2.13
1.59
1.82
2.52
2.15
1.59
1.82
2.63

valid
2.11
1.87
1.84
1.92

Edge (e.g., king or queen)
capital- capital- city-incommon world
state
2.42
1.91
2.26
2.26
1.70
2.04
2.23
1.72
1.96
2.28
1.78
2.00

family
2.38
2.27
2.16
2.24

We load the models pre-trained on OpenWebText and continue fine-tuning the models
on the last word of each sentence for 10 epochs. We report the testing performance of the
best model selected by the validation loss. Since the sets of the word pairs in the training
and testing set are disjoint, updating the output word embedding would make GPT-2 solve
the task by memorizing/overfitting the training set quickly and lead to much worse testing
performance. Thus, we freeze the output word embedding during the training.
Table A.1 indicates that when the possible next words are the diagonal words, the
Softmax model performs much worse compared to other multiple embedding alternatives.
In the edge word dataset, the multiple embedding solutions are still better but have a much
smaller gap. MFS w/o Multi-partition slightly improves MoS. We hypothesize the reason
is that multiple input hidden states could help the facets to be moved more freely. Finally,
multiple partitions seem to cause slight overfitting in this bimodal distribution prediction
task.

A.2.2 Adversarial Template Analysis
To test whether the proposed methods still can effectively utilize the information from
the global word embeddings, we design an adversarial template to create the contexts that
can only be completed by averaging the global word embeddings. For example, “Miami is
not in Wisconsin but is in [MASK]=Florida”.
In this task, the validation perplexity of Softmax, MoS, MFS w/o Multi-partition,
and MFS are 2.50, 2.59, 2.54, and 2.88, respectively. Since multiple embeddings are not
required, it is not surprising that Softmax performs the best. Nevertheless, the differences
are smaller than the differences in Table A.1. We believe that the similar losses are due to
the fact that multiple embeddings are a generalization of the single embedding, so GPT-2
could learn to generate the same embedding for all facets to mimic the behavior of single
embedding if required.
The significantly worse performance of MFS here is caused by the multiple partition
technique. This result supports our motivation of combining multiple partitions with multiple
softmaxes and shows that multiple partitions handle ambiguous contexts better (as shown in
Table A.3) by sacrificing some global word embedding structures. Nevertheless, a corpus
usually has more ambiguous contexts than the adversarial context tested here, so using
multiple embeddings and multiple partitions performs better in Wikipedia and OpenWebText
overall.
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Table A.2: Prediction visualization using a context in each dataset. Each row visualizes
a model as in Table 2.3. The models are built on GPT-2 Medium in OpenWebText and
Wikipedia and on GPT-2 Small in the synthesized dataset. MFS Avg shows the words that
are closest to the average facet embedding in MFS. See the details in Appendix A.2.3. We
underline the words that appear in the top predictions of both MFS and MFS Avg.
Corpus →

Input Context

Softmax (GPT-2)
MFS (Ours)
MFS Avg
MFS Softmax 1
MFS Softmax 2
MFS Softmax 3

OpenWebText
... "Part of the Clinton inevitability
strategy was to lock down the usual
suspects in left-liberal policy," said
Dan Nexon, a Georgetown
professor who served as one of
those informal Sanders advisers.
Nex
He 0.014, But 0.011, The 0.007
Nex 0.013, He 0.012, But 0.011
", He, But, The, In, And, (, It
But 0.005, He 0.004, The 0.002
Nex 0.260, " 0.028, He 0.023
He 0.025, But 0.022, The 0.014

Wikipedia 2021
... The projective line over the dual
numbers was described by Josef
Grünwald in 1906. This ring includes a
nonzero nilpotent "n" satisfying. The
plane of dual numbers has a project

Similar Nouns in Templates
There are the militia and the enemy in front
of a woman, and she decides to pursue the
militia

finite 0.062, hom 0.059, project 0.034
project 0.096, hom 0.049, dual 0.046
hom, dual, finite, non, ", complex, unit
project 0.201, dual 0.075, finite 0.030
hom 0.093, unit 0.040, non 0.037
finite 0.065, map 0.041, plane 0.030

enemy 0.860, militia 0.111, Militia 0.005
enemy 0.535, militia 0.433, enemies 0.029
militia, enemy, Militia, enemies, militias
enemy 0.772, militia 0.189, Militia 0.017
militia 0.938, Militia 0.062, militias 0.000
enemy 1.000, enemies 0.000, foe 0.003

non
f2ct,1

f1ct,1

f3ct,1

fct,1

unit

fct,2
MFS Avg

dual

project

MFS
Softmax 2

favgct

hom

MFS
Softmax 1

f4ct,1

nite
fct,3

MFS
Softmax 3

plane
map

fi

Figure A.1: Illustration of the MFS predictions given the Wikipedia context in the second
column of Table A.2. The green circles mean the facet embeddings from MFS. The orange
circle is the average of the facet embeddings (MFS Avg). The blue circles are the word
embeddings that are close to the facet embeddings and MFS Avg. The word project is
highlighted because it is the next word in our ground truth.
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Table A.3: The loss improvement comparison between the Improvement Models and Reference Models. The models are named using their number of softmaxes, input hidden states,
and partitions. Thus, S3I9P4 is MFS, S3I9P1 is MFS w/o Multi-partition, S1I9P1 is Softmax
+ Multi-input, S3I1P1 is MoS (3), and S1I1P1 is Softmax. Multi-mode Percentage is the
percentage of the contexts where the Improvement Models output multimodal distribution.
Multi-mode Loss Improvement refers to the average improvement when Improvement Models
outputs multimodal distribution and Other Loss Improvement refers to the improvement of
the contexts where the facets of Improvement Models are close to each other. Improvement
Ratio divides Multi-mode Loss Improvement by Other Loss Improvement.
Corpus →
Improvement Model
Reference Model
Multi-mode Percentage (%)
Multi-mode Loss Improvement
Other Loss Improvement
Improvement Ratio

OpenWebText
S3I9P4 S3I9P4 S3I9P4 S3I9P1 S3I1P1
S3I9P1 S3I1P1 S1I1P1 S1I9P1 S1I1P1
10.03
10.03
10.03
4.81
3.24
0.0248 0.0474 0.0649 0.0203 0.0110
0.0035 0.0158 0.0211 0.0086 0.0064
7.01
3.00
3.08
2.34
1.71

Wikipedia 2021
S3I9P4 S3I9P4 S3I9P4 S3I9P1 S3I1P1
S3I9P1 S3I1P1 S1I1P1 S1I9P1 S1I1P1
5.85
5.85
5.85
2.66
3.05
0.0282 0.0644 0.1000 0.0472 0.0295
0.0033 0.0128 0.0219 0.0136 0.0100
8.63
5.04
4.57
3.47
2.94

A.2.3 Analysis of Improvement on Multimodal Distribution
To confirm that the perplexity improvements actually come from modeling the multimodal distribution, we define a metric to measure how multi-mode a distribution is, and
then we can compare the perplexity improvement from multimodal distributions and the
improvement from the distributions that are close to a single-mode distribution.
For the methodPwith multiple embeddings, we first compute the weighted average of all
the facets fcavg
= K
lower the influence of kth facet embedding fct ,k
k=1 πct ,k fct ,k , where we P
t
1
with lower prior weight πct ,k and fct ,1 = J Jj=1 fcjt ,1 if J partitions are used. Figure A.1
illustrates fcavg
and fct ,k using the example in the second column of Table A.2.
t
We visualize the new average facet using the words that are closest to the fcavg
in the
t
MFS Avg row of Table A.2. We can see that the prediction of MFS Avg is different from
MFS but similar to Softmax. This means there are indeed some other words between the
actual next word and the other possibilities, which makes the prediction of MFS multi-mode.
Next,Pto quantify the difference between MFS and MFS Avg, we define multi-mode
T
P (y |c )
ratio as PTb=1 PM (xb |ct ) , where PM could be either PM oS from equation 2.2 or PM P from equab t
b=1 M
tion 2.4. {y1 , ..., yT } is the set of words with embeddings closest to fcavg
and {x1 , ..., xT }
t
is the set of words with highest PM (xb |ct ). Using the Wikipedia context in Table A.2 as
an example, the word project is retrieved by MFS but not by MFS Avg, so its multi-mode
(hom|ct )+PM F S (dual|ct )
0.049+0.046
ratio for T = 2 is PPMMF FS S(project|c
= 0.096+0.049
≈ 0.66. Figure A.1 illustrates
t )+PM F S (hom|ct )
the relation between the MFS Softmax k and MFS Avg.
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When the ratio is closer to 1, the context is less ambiguous and the prediction is closer
to a single-mode distribution. We set T = 20 and call the prediction with multi-mode ratio
smaller than 0.9 multimodal distribution and in Table A.3,2 we compare the loss (i.e., log of
the perplexity) improvements in the multimodal distributions and the improvements in the
nearly single-mode distributions.
Table A.3 shows that all the multiple embedding approaches have larger loss improvements when outputting multimodal distributions. The table shows the results based on
GPT-2 Small and the same analysis using GPT-2 Medium also show the same trend. As we
use multiple input hidden states and partitions, the differences would be enlarged. Especially
when we compare MFS and MFS w/o Multi-partition, the loss improvements of highly
ambiguous context is 7 or 8 times larger than the other loss improvements, which means a
large portion of the overall improvement lies on a small percentage of ambiguous contexts.
For the multimodal distribution in Wikipedia, the loss improvement between MFS and
Softmax could reach 0.10, which is close to the improvement between GPT-2 Small and
Medium (0.16). Thus, we expect that if the corpus has more ambiguous contexts, MFS
could achieve larger overall loss improvement.

A.3

Proof of Theorems

To prove Theorem 1, we first introduce a lemma. Assuming in the word embedding of
GPT-2, woman + king = queen + man, we want to show that GPT-2 cannot output woman
and king as the top two words in this lemma. This means we cannot find a hidden state
h and a threshold τ > 0 such that hT woman≥ τ and hT king≥ τ but hT queen< τ and
hT man< τ . This example could be generalized into the following Lemma and Theorems.
We can generalize the example as follows:
Lemma 1. Let the output word embeddings in the set W = {wlj ̸= 0|j = 1...L} ∪ {wrj ̸=
0|j = 1...R} satisfy −al1 wl1 − ... − alL wlL = ar1 wr1 + ... + arR wrR , where their coefficient
−al1 , ..., −alL , ar1 , ..., arR are all positive constants and −al1 − ... − alL ≥ ar1 + ... + arR .
Then, there is no hidden state h and a threshold τ > 0 that make min hT wg ≥ τ and
wg ∈G

T

max h ws < τ , where G = {wlj |j = 1...L} and S = {wrj |j = 1...R}.

ws ∈S

Proof. To prove by contradiction, we assume there is a h such that ∀wlj ∈ G, hT wlj ≥ τ
and ∀wrj ∈ S, hT wrj < τ . Thus, we can get −al1 hT wl1 − ... − alL hT wlL ≥ −al1 τ −
... − alL τ ≥ (ar1 + ... + arR )τ > ar1 hT wr1 + ... + arR hT wrR , which contradicts to
−al1 wl1 − ... − alL wlL = ar1 wr1 + ... + arR wrR .
We can rephrase the condition and the conclusion to have our Theorem 1.

2

We also tried T=5 or 10 and the trends are similar. If we set the threshold smaller than 0.9, the improvement
ratios (e.g., MFS over MoS) would increase but the multi-mode percentages would decrease.
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Theorem 3. If the nonzero output embeddings of N words in a set W are linearly dependent
and on one side of a plane through the origin, the single embedding representation cannot
produce positive logits to a subset of the word in W that are higher than all the logits of the
other words in W .
Proof. Let the set W = {wi ̸= 0|i = 1...N } contain the embeddings of the N words. Based
on the premise, we can write 0 = a1 w1 + ... + aN wN and minwi ∈W hT0 wi > 0, where h0
is a normal vector of the plane. At least one of the ai is negative. Otherwise, we will get the
contradiction 0 = hT0 0 = a1 hT0 w1 + ... + aN hT0 wN ≥ (a1 + ... + aN ) minwi ∈W hT0 wi > 0.
Similarly, at least one of ai is positive. We can move all the terms in 0 = a1 w1 + ... +
aN wN with negative ai to the left as −al1 wl1 − ... − alL wlL = ar1 wr1 + ... + arR wrR . If
−al1 − ... − alL ≥ ar1 + ... + arR , we choose G = {wlj |j = 1...L}. Otherwise, we choose
G = {wrj |j = 1...R}
If we can have a hidden state such that the positive logits of words in G are always larger
than the logits of the other words in W (let’s call the complementary set S), there must
exist τ > 0 that can make min hT wg ≥ τ and max hT ws < τ , which violates our Lemma
wg ∈G

ws ∈S

1.
Notice that Theorem 3 does not cover the situations where the target top words have
the negative logits (i.e., some logits in G are negative). In the single softmax model, we
believe the situations rarely happen in the LMs empirically. If some logits of the target top
words are still positive, the words that are somehow similar to those words are very likely to
also be positive, which would be ranked higher than the target top words with the negative
logits. If the logits of all the target top words are negative, the logits of all the words would
be negative. Then, the word embeddings with smaller magnitudes tend to have the logits
closer to 0, so having the larger logits than the other negative logits. This means the prior
probability of the words would be inversed when the hidden states sometimes produce the
all negative logits. If LM always use negative logits to compute probability, Lemma 1 and
Theorem 3 still hold if we set τ < 0 and switch the choices of G and S.
Next, we would like to generalize our Theorem 1 by using a more practical condition
where the word embeddings are almost linearly dependent. Notice that the theorem needs
to assume the magnitude of the hidden state is limited. Otherwise, the margin could be
arbitrarily magnified. In practice, the magnitude is not arbitrarily large in GPT-2 and BERT
because a too large magnitude of hidden state could magnify the gradients too much to have
a stable training process.
Theorem 4. Let the output word embeddings in the set W = {wi ̸= 0|i = 1...N }
satisfy w1 = a2 w2 + ... + aN wN + ε, where the constant a2 , ..., aN are neither all zero
nor all negative and ||ε|| < ϵ. Then, there must be a non-trivial partition P = {G, S}
of W such that there is no hidden state ||h|| ≤ r and a threshold τ ≥ rϵ that make
minwg ∈G hT wg ≥ (1 + δ)τ and maxws ∈S hT ws < τ , where δ = 1+P 2 |ai | .
i=2...N

Proof. We can first move all the terms with negative ai to the left as w1 − al1 wl1 − ... −
alL wlL = ar1 wr1 + ... + arR wrR + ε. We perform proof by contradiction, so we assume
the logits of the words in G can always be larger than (1 + δ)τ and the logits of the words
in S can always be smaller than τ .
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P
1+

|a |

i
i=2...N
Case 1: 1 − al1 − ... − alL ≥ ar1 + ... + arR , so 1 − al1 − ... − alL ≥
.
2
We choose G = {w1 , wl1 , ..., wlL } and S = {wr1 , ..., wrR }. Thus, we can get hT ε ≤
||h||||ε|| ≤ rϵ ≤ τ and

hT w1 − al1 hT wl1 − ... − alL hT wlL
≥(1 − al1 − ... − alL )(1 + δ)τ
2
P
)τ
=(1 − al1 − ... − alL )(1 +
1 + i=2...N |ai |
1
≥(1 − al1 − ... − alL )(1 +
)τ
1 − al1 − ... − alL
=(1 − al1 − ... − alL + 1)τ
≥(ar1 + ... + arR + 1)τ
>ar1 hT wr1 + ... + arR hT wrR + hT ε,

(A.1)
(A.2)
(A.3)
(A.4)
(A.5)
(A.6)
(A.7)

which contradict with w1 − al1 wl1 − ... − alL wlL = ar1 wr1 + ... + arR wrR + ε.
Case 2: 1 − al1 − ... − alL < ar1 + ... + arR . We choose G = {wr1 , ..., wrR } and
S = {w1 , wl1 , ..., wlL }. Therefore,
ar1 hT wr1 + ... + arR hT wrR
≥(ar1 + ... + arR )(1 +
>(ar1 + ... + arR )(1 +

A.4

(A.8)
2

1+

P

i=2...N

|ai |

)τ

1
)τ
ar1 + ... + arR

(A.9)
(A.10)

=(ar1 + ... + arR + 1)τ
>(1 − al1 − ... − alL + 1)τ

(A.11)
(A.12)

>hT w1 − al1 hT wl1 − ... − alL hT wlL − hT ε.

(A.13)

Connection to Demeter et al. [45]

The theory in Demeter et al. [45] is as follows: “Let C be the convex hull of the
embeddings {xi } of a vocabulary V . If an embedding xi for word wi ∈ V is interior to C,
then the maximum probability P (wi ) assigned to wi using a dot-product softmax is bounded
by the probability assigned to at least one word wi whose embedding is on the convex hull”
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xr1
ali xi =
ar1 xr1 + ar2 xr2
xi

xr2

Figure A.2: An example for explaining the connection between our Theorem 1 and the
theorem from Demeter et al. [45].

The theory is a special case of our Lemma 1 if we only consider the hidden states that
would lead to the positive logit of the interior word wi . To see that, we first find a constant
ali > 1 such that ali xi intersects with oneP
supporting hyperplane of the convex hull. This
intersection point could
P be expressed by j arj xrj , where the word embeddings xrj are
vertexesP
of C and j arj =P1. As a result, we satisfy the condition of our Lemma 1:
ali xi = j arj xrj and ali > j arj . Please see an illustration in Figure A.2 for an example.
Then, Lemma 1 suggests that the logit hT xi cannot be larger than the logits of all the word
embeddings hT xrj . This means at least one of the hT xrj on the convex hull would lead a
larger prediction probability, which is also the conclusion of the theory in Demeter et al.
[45].
Grivas et al. [73] discover that Transformer-based language models usually do not have
any word embedding inside a convex hull formed by other word embeddings. Nevertheless,
our empirical analyses in Section 2.2.3 and Appendix A.2.1 suggest that the Transformerbased langugae models, even a very large one, indeed suffer from the softmax bottleneck
characterized by our theories, a generalized theory of Demeter et al. [45] and Yang et al.
[248].
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A.5

Future Work

This chapter studies a general limitation of LMs and proposes solutions. The proposed
theory can help us to understand that some types of mistakes or biases of LMs could come
from softmax bottleneck and their incapability of modeling the correct distribution. For
example, there are 60% of male characters and 40% of female characters in our training
corpus. The language generation model might be forced to assign more than 60% probability
to male characters as being much more likely to output king than woman in Figure 2.1.
We want to more systematically investigate whether modeling multimodal distribution
could help LMs to reduce the undesired bias and to better distinguish similar words [253].
Generally speaking, our study deepens our understanding of the weaknesses of modern LMs
and we believe the knowledge can help us to design a better LM that increases the positive
impacts and reduces the negative impacts in the future.
The hidden state size of GPT-3 175B [21] is huge (12,288). An interesting question
is whether some sets of output word embeddings in GPT-3 are still in a low-dimensional
subspace and whether the softmax bottleneck is still a prominent problem on the road of
pursuing general intelligence when such a large hidden state dimension is used. We also
would like to know if models using multiple facets could reach similar performance by a
smaller hidden state size.
Recently, Gao et al. [67], Rajaee and Pilehvar [179], Cai et al. [22], Su et al. [209] point
out the structure in the contextual embedding space prevents it from having an isotropic
property. Our study and Demeter et al. [45] show that the structure in the word embedding
space only models the global similarity between words and prevents the LM from outputting
arbitrary context-dependent word distributions. We would like to know if we can discover
a new LM architecture with a better contextual/word embedding space that could better
model context-dependent word similarities and balance it with the global word similarities.
In addition, our finding might be one of the reasons that we can improve the language
generation quality by encouraging hidden states to be more isotropic [209].
Gao et al. [68] show that a mixture of kernel functions outperform MoS. Mixtape [249] is
another efficient solution to the softmax bottleneck, whose hidden state for each word is the
weighted average of the facets where the weights are dynamically predicted. If only using
one softmax (i.e., K = 1), our multiple partition method could be viewed as a special case
of Mixtape that uses a global and binarized weight to prevent complications of predicting
weights of each word. Our results indicate that multiple partitions need to be combined with
multiple softmax layers in order to gain consistent performance improvement. A potential
future direction is to compare MFS with mixture of kernel functions and Mixtape on the
transformer-based LMs or combine MFS with mixture of kernel functions and Mixtape to
gain further improvements.
The results in Kong et al. [105] suggest that predicting n-gram could be better than
predicting individual words in BERT in some applications. The total number of possible
n-gram is several orders of magnitude higher than the number of individual tokens in the
vocabulary. In addition, the linear dependency among n-gram might be common. For
example, the embedding of the brown color + a dog may be similar to the embedding of the
brown dog.
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APPENDIX B
APPENDIX FOR CHAPTER 3

B.1

Training Algorithms

We summarize training procedure for our sentence representation model in algorithm 1,
and our relation extraction model in algorithm 2.

B.2

Regularization by Autoencoder for Relation Extraction

In this section, we describe the regularization term Ω defined in Equation 3.9.
The co-occurrence matrix between the sentence patterns and entity pairs is very sparse
because most of the sentence patterns only co-occur with a few entity pairs. The sparsity
might make the training process of multi-facet embeddings sensitive to the hyperparameters.
We discover that adding a simple autoencoder regularization is an effective way to
stabilize the training. This regularization term aims to make the average of our facet
embeddings of a sentence pattern similar to the weighted average of our word embeddings
in that sentence pattern. The regularization is a kind of autoencoder because it reconstructs
the weighted average embeddings of words in the input sentence pattern using the output
facet embeddings. The regularization term Ω is defined as
X

γ

(2 · 1i=j − 1)||saw
− µ(Si )||2 ,
j
′

(B.1)

(i,j)∈Rauto

where γ is a weight for the regularization term, Rauto = ∪Ii=1 {(i, i), (i, q)} is the set of all
positive and negative training pairs, I is the number of sentence patterns, and q is a randomly
selected index of sentencePpatterns which serves as our negative example, 1i=j = 1 if i = j
K

s

i,k
and 0 otherwise, µ(Si ) = k=1
is the average of facet embeddings of the sentence pattern
K
′
aw
Si . sj is a weighted average embedding of words in the jth sentence pattern that passes
through a linear transformation H. Weighting each word embedding by a smoothed inverse
frequency provides a better text similarity measurement [7] because the frequently occurring
words often do not contribute much to the semantic meaning (e.g., stop words). Similarly ,
we compute
X
ν
′
aw
saw
=
Hs
=
H
w,
(B.2)
j
j
ν
+
p(w)
w∈S
j
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Algorithm 1: Training using NNSC loss
Input :Training corpus, sequence boundaries, and pre-trained word embedding.
Output :F
Initialize F
foreach It , W (Nt ), W (Nrt ) in training corpus do
Run forward pass on encoder and decoder to compute F (It )
Compute
M Ot = arg minM ||F (It )M − W (Nt )||2 + λ||M ||1 ∀k, j, 0 ≤ Mk,j ≤ 1,
Compute
M Rt = arg minM ||F (It )M − W (Nrt )||2 + λ||M ||1 ∀k, j, 0 ≤ Mk,j ≤ 1,
Run forward pass to compute Lt in equation 3.2
Treat M Ot and M Rt as constants, update F by backpropagation
end
Algorithm 2: Training procedure (using batch size = 1)
Input :Sentence patterns and KB relations S, co-occurrence matrix {yi,j }, entity
pair embeddings from USchema, and pre-trained word embeddings.
Output :Our neural encoder and decoder
Initialize the entity pair embeddings using the embeddings learned by USchema.
Initialize the word embeddings of our neural encoder using pre-trained word
embeddings and randomly initialize other parameters
foreach Si in training corpus do
Run forward pass on the neural encoder and decoder to compute facet
embeddings {si,k }K
k=1
Collect positive examples (i.e., {j|yi,j = 1}) and negative examples for the ith
sentence pattern or KB relation
foreach Positive and negative examples (i, j) do
e
Compute ẽj = ||ej ||
j

ẽT si,k
2 )), ∀1
i,k ||

Compute ηk = min(1, max(0, ||sj

≤k≤K

Select kbest th facet embedding by kbest = arg mink ||ẽj − ηk si,k ||2
Add (2 · yi,j − 1)ri,j ||ẽj − ηkbest si,kbest ||2 to the loss
end
Add the autoencoder loss Ω in equation B.1 using pre-trained word embeddings
Update neural encoder and decoder, entity pair embeddings, and H by
backpropagation
end

where H linearly transforms the word embedding into the entity pair embedding space.
ν = 10−4 is a constant set suggested in Arora et al. [7], p(w) is the frequency of the word w
divided by the number of words in the corpus, and w is the pretrained embedding of word
w. We use 840B GloVe [174] as our word embedding in this work.
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B.3

Regularization by Autoencoder for Authorship/Citation Prediction

Most of the papers are only written by a few authors and cited by a few papers, so
the interaction matrix is still very sparse even after jointly considering the authorship and
citation information. If an author writes two papers and both papers are only cited by another
paper, the papers are forced to have the same embedding even though the two papers have
very different keywords in their titles and abstracts. This sparsity might encourage the
embeddings of papers and authors in a small research subdomain to be collapsed into almost
identical vectors.
To learn more diverse paper embeddings (especially within small subdomains), we
compute a weighted average of word embeddings in each paper, project the average into
the same space of author and citation embeddings, and encourage the average of our paper
embeddings predicted by our neural model to be close to the average word embedding.
Since the words in the paper are both input and output of our neural model, the loss
term ΩS (F, H, T ) in Equation 3.14 is called autoencoder regularization. The autoencoder
regularization is defined as
γ

X



)T µ(F (Ti )) − 1i=j
(paw
j
′

2

,

(B.3)

(i,j)∈Rauto

where Rauto = ∪Ii=1 {(i, i), (i, ji )} and ji is a randomly selected number
between 1 and
P
K
k=1

p

i,k
number of papers I. 1i=j = 1 if i = j and 0 otherwise. µ(F (Ti )) =
is the average
K
of multi-facet embeddings, γ is a hyperparameters, and we set α : β : γ = 5 : 1 : 10 in our
′
experiments. paw
is the weighted average embedding of words in the jth paper, which will
j
be defined in the next paragraph.
As in Appendix B.2, we use inverse frequency to weight the word embedding Arora
et al. [7]
X
ν
′
aw
=
H
(B.4)
paw
=
Hp
w,
j
j
ν
+
p(w)
w∈T
j

where H is a trainable matrix that linearly transforms the word embedding into the author
and citation embedding space. ν is a constant set to be 10−4 as suggested in Arora et al.
[7], p(w) is the probability of seeing the word w in the corpus, and w is the pretrained
embedding of word w.

B.4

Experiment Setup Details for Authorship/Citation Prediction

We test the methods on ML/AI related domains, so we only include papers from
S2ORC [132] that are in the CS domain and cited by at least one ML/AI related paper
on ArXiv. ML/AI related papers on ArXiv refer to the papers from the following ArXiv
categories: Artificial Intelligence (cs.AI), Computation and Language (cs.CL), Computer
Vision and Pattern Recognition (cs.CV), Information Retrieval (cs.IR), Information Theory
(cs.IT), Learning (cs.LG), Multiagent Systems (cs.MA), Neural and Evolutionary Computing
(cs.NE), Robotics (cs.RO), and Machine Learning (stats.ML).
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In training and the authorship prediction evaluation, we assume the author with the same
name in S2ORC is the same person. We hypothesize that the resulting noise won’t bias
toward a particular method.

B.5

Implementation Details for Authorship/Citation Prediction

We initialize the token embedding of text encoder using the pretrained word embedding
before training but allow the word embedding inside the text encoder to be updated during
training. In the experiments, we use the same 200-dimensional CBOW embeddings as Bansal
et al. [14] and the baseline CBOW Avg.
The pretrained word embedding w in equation B.4 is fixed during training and only
the linear transformation matrix H is updated. To stabilizing training, we apply L2 regularization with weights 10−6 to the author embeddings, citing paper embeddings, and all
parameters of neural models. We use Adam [101] and one 1080ti GPU to optimize our
neural model in a week.
In our preprocessing step, text in the titles and abstracts are tokenized into words using
Spacy1 . The words that appear less than 5 times are mapped to <unk> and the length of the
input to the text encoder is truncated to 512 words. When the abstract is not available in our
training or testing corpus, we only use the paper title as our input. Before passing the input
to the Transformer encoder, we add the word embeddings, position embeddings, and type
embeddings together, where we give different types to the words in the title and the words
in the abstract to help the Transformer to distinguish the title and abstract.

1

https://spacy.io/
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APPENDIX C
APPENDIX FOR CHAPTER 4

C.1

Implementation Details

The training algorithm for our option generator could be seen in Algorithm 3. During
training, the input prompt is tokenized into word pieces, and the actual continuation is
tokenized into words. We run the byte pair encoding [194] to get word pieces required by
GPT2 and run Spacy tokenizer1 to get words required by GloVe. The two tokenization
results are aligned to collect the training examples.

C.2

Experiment Details

We truncate the probabilities after the top 40 in top-k sampling [56]. In all the experiments, we set M = 5 words to represent each topic, although the figures and tables use
M = 2 or M = 3 due to the space limit. We set K = 10. Our Transformer decoder for
option generation has 5 layers.
In the following subsections, we describe the details about our baselines, the automatic
evaluation, and human evaluation.

C.2.1 Baselines
We adopt the default hyper-parameters of LDA in gensim2 . The cluster centers of
Kmeans are optimized using random initialization and EM algorithm for at most 300
iterations.3 We use RMSprop [221] to optimize NNSC for 2,000 iterations.
PPLM uses the default hyperparameters for conditioning on a bag of words in its GitHub
repository4 . We try several different hyperparameters in PPLM and also try to apply PPLM
to the original GPT2 with 117M parameters and to the GPT2 that is fine-tuned on Wikipedia.
They produce similar relevancy and perplexity, which are significantly worse than ours in
automated evaluation.
1

spacy.io/

2

https://radimrehurek.com/gensim/models/ldamulticore.html

3

https://scikit-learn.org/stable/modules/generated/sklearn.cluster.
KMeans.html
4

https://github.com/uber-research/PPLM
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Algorithm 3: Training procedure for our option generator (using batch size = 1)
Input :Training corpus, stop word list, pretrained GPT2 encoder, and pre-trained
word embeddings.
Output :Neural option generator
Initialize our encoder using a pretrained GPT2 model and randomly initialize the
other parameters
foreach x1 , ..., xI in training corpus do
Run forward pass of our model given x1 , ..., xI to compute the cluster centers
c1 , ...cK
Collect the positive examples ȳ1 , ..., ȳO (i.e., non-stop words after xI ) and their
word embeddings eȳo
′
Collect the negative examples ȳ1′ , ..., ȳO
(i.e., a randomly sampled continuation
′
without stop words) and their word embeddings eȳo
L=0
foreach ȳo in the positive example do
K
K
P
P
Estimate â1 , ..., âK = arg min ||
ak ck − eȳo ||2 + λ
ak using
0≤a1 ,...,aK ≤1

k=1

k=1

RMSprop
L = L + ||

K
P

âk ck − eȳo ||2

k=1

end
foreach ȳo′ in the negative example do
Estimate b̂1 , ..., b̂K = arg min ||
0≤b1 ,...,bK ≤1

K
P
k=1

′

bk ck − eȳo ||2 + λ

K
P

bk using

k=1

RMSprop
L = L − ||

K
P

′

b̂k ck − eȳo ||2

k=1

end
Update our neural model by backpropagation through cluster centers c1 , ...cK to
minimize L
end

The code of PPLM can only condition on a single word piece, so we need to remove the
rare words that contain multiple word pieces. We filter out the input prompt in the test set if
PPLM cannot condition on any word in the randomly sampled topics.
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APPENDIX D
APPENDIX FOR CHAPTER 5

D.1

Experiment Details for Multi-CLS BERT

We first describe the architecture details and pretraining details of our methods and
baselines in Appendix D.1.1. Then, we list the hyperparameter setup in the fine-tuning in
Appendix D.1.2. Finally, we explain the details of the ensemble baselines and their related
analyses in Appendix D.1.3.

D.1.1 Our Models and Baselines
The models built on BERTBase are pretrained using two billion tokens and each batch
contains 30 sequences. The models built on BERTLarge are pretrained using one billion
tokens and each batch contains 48 sequences. The learning rate is 2 · 10−5 and the warmup
ratio is 0.001 for the pretraining stage.
We implement Multi-CLS BERT by modifying the code of Aroca-Ouellette and Rudzicz
1
[6] . We use [unused0] – [unused(K-1)] tokens in the original BERT tokenizer as our input
CLS tokens [C1] – [CK]. We still keep the original CLS tokens to increase the comparability
with the MTL baseline.
We use NVIDIA GeForce RTX 2080, 1080, and TITAN X, M40 GPUs for the BERTBase
experiments and use GeForce RTX 8000 and Tesla M40 for the BERTLarge experiments. In
Table 5.1, the model size excludes the top classifier parameters used in each task.
We test CMTL+ using the default hyperparameters of Aroca-Ouellette and Rudzicz [6]
and we do not try different hyperparameters or different schedules of pretraining losses. No
Inserted Layers only removes the Ll,k (.) while still using different HkM C on top during
pretraining. SWA averages the weights of every model checkpoint that is evaluated using
the validation dataset.
1

https://github.com/StephAO/olfmlm
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D.1.2 Fine-tuning
We start from the default evaluation hyperparameters used in Aroca-Ouellette and
Rudzicz [6] and modify the settings based on the suggestions from Zhang et al. [255] and
Mosbach et al. [155]. We find that the best hyperparameters depend on the training size. For
example, batch size 16 works well in GLUE Full but is much worse than batch size 4 in
GLUE 100. Furthermore, the performance of the default hyperparameters on some tasks
is suboptimal or unstable even after averaging the performance from 16 trials. Therefore,
we coarsely tune the hyperparameters to maximize and stabilize the performance of the
Ours (K=1) baseline under the memory and computational time constraints in our GPUs.
The preliminary results suggest that the hyperparameters also maximize the performance of
MTL.
Next, we list fine-tuning hyperparameters for all the tasks2 . Our fine-tuning stops after
20 epochs, 60k batches, or consecutive 10k batches without a validation improvement
(whichever comes first). We use the first 5k validation samples to select the best fine-tuned
model checkpoints for the evaluation. The maximal gradient norm is 1. The maximal length
for sentences and CLS tokens is 128 for GLUE and 256 for SuperGLUE.
For each task, we select the best learning rate from c · 10−5 and c = 1, 2, 3, 4, 5, 7. When
running large datasets in GLUE Full and SuperGLUE Full (MNLI, QQP, QNLI, SST-2,
BoolQ, MultiRC, and WiC) using BERTLarge , we use learning rates c = 2, 4, 6, 8, 10, 14 to
accelerate the training. The batch sizes for GLUE 100, 1k, Full are 4, 8, 16, respectively.
The batch size for SuperGLUE is 4 except that the BERTLarge models use 8 in SuperGLUE
1k and Full. For BERTBase , the warmup ratio is 0.1. For BERTLarge , the warmup ratio is 0.2
and the weight decay is 10−6 .
For each fine-tuning random seed, we randomly select a different subset in the settings
where only 100 or 1k training samples are available. For the datasets with less than 500
training samples in SuperGLUE and SuperGLUE 1k (i.e., CB and COPA), we repeat the
experiments 32 times to further stabilize the scores. For the pre-trained BERT baseline, we
use 16 fine-tuning random seeds. To reduce the computational cost, we use two pretraining
random seeds and four fine-tuning random seeds in our ablation study in Table 5.2.
Compared to other tasks, ReCoRD needs to be trained much longer than other tasks in
SuperGLUE, so we only use one fine-tuning seed for each of the four pretrained models
with different seeds. Our fine-tuning stops after 600k batches (BERTBase ) / 300k batches
(BERTLarge ) or consecutive 160k batches without a validation improvement (whichever
comes first).
To stabilize the performance of each model on ReCoRD, we use the first 40k validation
samples to select the best fine-tuned model checkpoints. We set batch size as 8 and learning
rate as 1 · 10−5 for BERTBase . For BERTLarge , we set batch size as 32 and learning rate as
2 · 10−5 .
2

We use different values for some hyperparameters in ReCoRD. See the details below.
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D.1.3 Ensemble Models
Ensemble on FT Seeds (K=1) in Table 5.2 is the same as Ensemble of Ours (K=1)
in Table 5.3. Ensemble on FT Seeds (K=5) in Table 5.2 is the same as ENS in Table 5.4.
Ensemble on Dropouts in Table 5.2 is the same as Dropout in Table 5.4. All results are the
average of four models that use four different pretrained models and the best learning rate
among c · 10−5 (c = 1, 2, 3, 4, 5, 7) in the fine-tuning stage.
In Table 5.3, we compute the expected calibration error (ECE) [157] by
10
X
|Bj |
j=1

N

|acc(j) − conf(j)|,

(D.1)

where acc(j) is the P
model accuracy in the jth bin Bj , N is the number of validation samples,
and conf(j) = |B1j | x∈Bj maxy P (y|x) is the average of the highest prediction probability
P (y|x) in the jth bin. We put the samples into 10 equal-size bins according to their highest
prediction probability maxy P (y|x).
In Table 5.3, we use Tesla M40 to measure the inference time of the models built on
BERTBase . We set batch size 16 and run 1000 batches to get the average inference time of
one batch in every GLUE task. We repeat the experiments five times and report their average
and standard error. For the ensemble model, we assume the time of averaging multiple
prediction probabilities is negligible and directly multiply the inference time of Ours (K=1)
by 5.
In Table 5.4, we would like to see if CLS embeddings disagree with each other as other ensemble baselines did. In Multi-CLS, we compute the uncertainty of each sample x as the average variance of prediction probability of each CLS embedding meanl (vark P (y = l|x, k))
and estimate the prediction probability of the kth CLS embedding by

T
T
exp ql,k
LFO,k
(hck (x, ygt ))
,
(D.2)
P (y = l|x, k) = P
T
FT
c
i exp qi,k LO,k (hk (x, ygt ))
T
where LFO,k
(hck (x, ygt )) is the CLS embedding of the input x after fine-tuning, and qi,k =
P
1
FT
c
ygt =i LO,k (hk (x, ygt )) is the ith class embedding for the kth CLS embedding, which is
Ni
computed by averaging the kth CLS embeddings of the input x with the ith class label.
In Table 5.4, the two ensemble models for ENS vs ENS use the same set of 5 fine-tuning
seeds and the two Ours (K=5, λ = 0.1) pretrained with different random seeds. Both
uncertainty estimation models for Multi-CLS vs ENS, Dropout vs ENS, and Least vs ENS
are based on the same pretrained Ours (K=5, λ = 0.1) model.

D.2

Training and Testing Dataset Information for Multi2 SPE

D.2.1 Creating training data
SPECTER, single domain (CS): We use the original dataset files provided by the SPECTER
authors.3
3

https://github.com/allenai/specter/issues/2#issuecomment-625428992
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SPECTER, multi domain: We use the papers in shard 11 of the 20200705 version of
S2ORC [132] as query papers. Since we tried to be unbiased as possible towards different
subject areas during the paper selection, we filter out any papers without MAG information
in S2ORC. Then we scan the entirety of S2ORC to fetch all direct and indirect citations,
as defined in Cohan et al. [42], for the chosen query papers. We feed the acquired citation
information into the sampling code provided by the SPECTER authors.
SPECTER, single domain (Medicine): We follow the same steps as SPECTER multidomain, except for the use of shard 22, 33, and 44 and limiting all query papers to belong to
the ‘Medicine’ MAG field.
SciNCL: For SciNCL single domain, we use the ‘SciNCL w/ leakage’ dataset.4 For SciNCL
multi-domain, we use the ‘SciNCL w/o leakage’ dataset.5 We examined the ‘SciNCL w/o
leakage’ dataset and found it to be fairly balanced in terms of subject field distribution of
query papers, as they also randomly choose query papers from S2ORC.

D.2.2 Creating Multi-SciDocs
For a better measurement of multi-domain performance, we have created the multidomain (co-)citation prediction tasks. We refer to the collection of 3 multi-domain tasks,
multi. cite, multi. co-cite, and MAG as Multi-SciDocs.
For multi. cite and multi. co-cite datasets, we use shard 7 of the 20200705 version of
S2ORC [132] as query papers, avoiding certain domain from being the majority of query
papers. For each query, we collect 500 negative papers and up to 5 positive papers. This is
the same setting used in the original SciDocs [42]. The task is to assign higher similarity
scores to the positive papers and lower scores to the negative papers. In both datasets, the
negative samples come from randomly sampled papers. In the multi. cite dataset, the
positive samples are the papers cited by the query paper. In the multi. co-cite dataset, the
positive samples and the query paper are both cited by another paper. We made minimal
modification to the SciDocs execution code6 to allow testing with our custom dataset files.
For MAG, we use the same test set included in the original SciDocs.

D.2.3 MAG subject field distribution of training and testing datasets
Please refer to Table D.1.
4

https://github.com/malteos/scincl/releases/tag/0.1

5

https://github.com/malteos/scincl/releases/tag/0.1-wol

6

https://github.com/allenai/scidocs

190

D.3

Reproducibility Information for Multi2 SPE

Implementation of architectural changes: For multiple CLS tokens, we use [unused]
tokens available in SciBERT vocabulary except for the first CLS token, where we make
use of the existing [CLS] token. We note that our current best model, Multi-CLS BERT (3
CLS, λ = 0.1) have 114.8M parameters. which is relatively a small increase from the 109M
parameters of BERTBase with sequence classification head.
Training hyperparameters: Since we compare the performance of our models with the
SPECTER/SciNCL baselines, we replicate the training setup originally used in SPECTER
as much as possible. We initialize the BERT layer with the pretrained SciBERT7 We use the
Adam optimizer with a learning rate of 2e-5. A linear learning rate scheduler with warm
up fraction of 0.1 is used. Since SPECTER uses an effective batch size of 32 with gradient
accumulation, we achieve the same effective batch size by doing gradient accumulation at
every 16 steps with the real batch size of 2. We train all the models for 2 epochs.
Random seeds: All experiments are ran with 4 different seeds, 1783, 1918, 1945,
1991. All the reported metrics in this paper are the average scores from the 4 seeds, unless
otherwise noted.
Hardwares and softwares used: To fully utilize all the GPU resources available to us, We
trained all our models using multiple NVIDIA RTX 2080 Ti, GTX 1080 Ti and GTX TITAN
X GPUs. To achieve better reproducibility, each random seed was always ran with the same
GPU model (1783 → TITAN X, 1918 → 2080 Ti, 1945 → 1080 Ti, 1991 → 2080 Ti.)
We use the version 4.9.2 of HuggingFace Transformers library [240] for BERT implementation, and PyTorch Lightning version 1.4.2 [55] alongside PyTorch 1.8.2 [169] for
training logic organization.
We also make use of the source codes released by the authors of SPECTER8 and
SciNCL9 to perform dataset creation and loading.

7

https://huggingface.co/allenai/scibert_scivocab_uncased

8

https://github.com/allenai/specter

9

https://github.com/malteos/scincl
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MAG field

Art
Biology
Business
Chemistry
Computer Science
Economics
Engineering
Environmental Science
Geography
Geology
History
Materials Science
Mathematics
Medicine
Philosophy
Physics
Political Science
Psychology
Sociology
Unknown
Total

Training
SPECTERmulti

SciNCLmulti

Testing - SciDocs
cite
cocite

Testing - Multi-SciDocs
MAG
multi. cite multi. cocite

SPECTER

SciNCL

Percentage
(Count)

Percentage
(Count)

Percentage
(Count)

Percentage
(Count)

Percentage
(Count)

Percentage
(Count)

Percentage
(Count)

Percentage
(Count)

Percentage
(Count)

0.03%

0.04%

0.02%

0.06%

0%

0%

4.67%

0.03%

0%

(53)

(62)

(12)

(108)

(0)

(0)

(175)

(13)

(0)

1.03%

1.31%

19.55%

13.77%

0.49%

0.33%

6.05%

19.66%

25.14%

(1748)

(2257)

(14561)

(23904)

(6)

(4)

(227)

(9813)

(785)

0.68%

0.67%

0.58%

0.92%

0.58%

0.41%

5.23%

0.58%

0.29%

(1156)

(1148)

(433)

(1591)

(7)

(5)

(196)

(289)

(9)

0.17%

0.29%

3.27%

3.65%

0.16%

0.08%

5.25%

3.54%

2.59%

(282)

(495)

(2433)

(6336)

(2)

(1)

(197)

(1767)

(81)

61.00%

61.78%

12.03%

15.20%

65.16%

62.78%

5.07%

11.61%

10.63%

(103869)

(106268)

(8962)

(26391)

(791)

(769)

(190)

(5795)

(332)

0.63%

0.67%

1.82%

2.06%

0.66%

0.49%

5.76%

1.82%

1.19%

(1078)

(1159)

(1355)

(3578)

(8)

(6)

(216)

(907)

(37)

7.17%

7.34%

2.13%

4.79%

6.59%

6.29%

5.55%

2.56%

1.31%

(12212)

(12623)

(1586)

(8315)

(80)

(77)

(208)

(1277)

(41)

0.05%

0.06%

0.33%

0.47%

0%

0%

5.76%

0.37%

0.10%

(85)

(102)

(243)

(821)

(0)

(0)

(216)

(183)

(3)

0.24%

0.25%

0.47%

0.76%

0.41%

0.24%

4.59%

0.49%

0.22%

(405)

(430)

(350)

(1322)

(5)

(3)

(172)

(247)

(7)

0.11%

0.13%

1.32%

1.38%

0.08%

0.16%

5.65%

1.16%

0.64%

(183)

(216)

(982)

(2395)

(1)

(2)

(212)

(577)

(20)

0.01%

0.02%

0.02%

0.13%

0%

0%

4.99%

0.05%

0.10%

(20)

(26)

(15)

(223)

(0)

(0)

(187)

(24)

(3)

0.44%

0.50%

1.31%

2.21%

0.33%

0.82%

5.76%

1.65%

0.70%

(749)

(867)

(976)

(3844)

(4)

(10)

(216)

(825)

(22)

7.53%

7.84%

7.95%

5.75%

7.50%

9.06%

5.20%

8.01%

6.47%

(12828)

(13490)

(5923)

(9988)

(91)

(111)

(195)

(3997)

(202)

8.59%

9.41%

40.72%

31.79%

6.10%

7.67%

4.88%

39.37%

43.27%

(14629)

(16187)

(30325)

(55178)

(74)

(94)

(183)

(19649)

(1351)

0.02%

0.03%

0.03%

0.10%

0%

0%

4.67%

0.05%

0%

(41)

(52)

(19)

(168)

(0)

(0)

(175)

(26)

(0)

1.41%

1.51%

3.93%

3.08%

1.32%

2.69%

5.25%

4.49%

2.75%

(2399)

(2605)

(2930)

(5353)

(16)

(33)

(197)

(2242)

(86)

0.13%

0.14%

0.22%

0.61%

0.16%

0.08%

5.36%

0.25%

0.03%

(219)

(240)

(165)

(1054)

(2)

(1)

(201)

(123)

(1)

4.18%

4.27%

3.79%

3.57%

3.13%

3.27%

5.41%

3.77%

4.42%

(7125)

(7340)

(2819)

(6197)

(38)

(40)

(203)

(1884)

(138)

0.34%

0.37%

0.52%

0.94%

0.25%

0.16%

4.93%

0.55%

0.13%

(576)

(641)

(389)

(1638)

(3)

(2)

(185)

(276)

(4)

6.23%

3.38%

0.00%

8.74%

7.08%

5.47%

0%

0%

0%

(10611)

(5811)

(0)

(15169)

(86)

(67)

(0)

(0)

(0)

100.00%

100.00%

100.00%

100.00%

100.00%

100.00%

100.00%

100.00%

100.00%

(170268)

(172019)

(74478)

(173573)

(1214)

(1225)

(3751)

(49914)

(3122)

Table D.1: Training and testing dataset statistics. Note: Since some papers are categorized
under multiple MAG fields in S2ORC, they are counted more than once in this table.
Unknown refers to the papers without MAG information in S2ORC.
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