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ABSTRACT 
The main result describes the pairs (A, B) of matrices which satisfy &AXIS) = 
d(X), where d(v) is a Schur function. We also study the semigroup of matrices A 
satisfying d( AX) = d(XA). 
1. INTRODUCTION AND NOTATION 
Let S, be the symmetric group of degree n, and c a function, not 
identically zero, from S, into the field F. If B = [Bjj] is an n x n matrix 
over F, we define its Schur function by 
A very important case is when c coincides with a character x of a 
subgroup H of S, and is identically zero outside H. In this case we write 
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d,H( B) instead of d,(B) and will say that the Schur function is of type d:. 
When no confusion is likely, we write only d(B) to simplify the notation. 
In the last decade a number of papers have been published on the 
problem of characterizing two different combinations of a variable matrix X 
having the same Schur functions. Examples: 
(i) Characterize the matrices A for which 
d(AX) =d(X) for all X. (1.1) 
(ii) Characterize the nonsingular matrices A for which 
d(AX) =d(XA) for all X. (I-2) 
The first problems of this type studied in the literature were motivated by 
questions on multilinear algebra, but now they are of interest on their own. 
The solution of (i) is known [l, 51. Problem (ii) has been solved when the 
Schur function is of type d: [3]. If th e nonsingularity of A is dropped, the 
solution is not known even for functions of type d:. 
For the reader’s convenience we state below the two theorems giving the 
solutions of (i) and (ii). While the solution of (i) is known for general Schur 
functions, Theorem A below gives the solution for functions of type d: only. 
We put it in this form because it is the only case we need in the present 
paper and thus we avoid further notational complications. 
The matrices satisfying (1.1) f orm a subgroup of the full linear group, 
denoted p(c), or Y( H, X) for the case of d,H functions. The nonsingular 
matrices satisfying (1.2) al so f orm a group, which for the case of d: functions 
we denote by g( H, x). If the nonsingularity of A is dropped, then the 
matrices satisfying (1.2) form a semigroup. 
Theorems A and B below are valid only when the characteristic of the 
field [F is greater than 2 and than the degree of the character X. Thus we 
assume this condition throughout this paper. Notice that it implies X(id) Z 0, 
where id is the identity permutation. 
By fi H, ,y) we denote the subgroup of H generated by the transposi- 
tions r of H satisfying x(r) = -x(id). It is known that fl H, X> can be 
regarded as the direct product of the full symmetric groups acting on the 
orbits of s( H, ,y> [l]. 
We recall that though x is a character of H, we will regard it as defined 
on the whole of S,, with x(a) = 0 whenever u E S, \ H. Now we define 
Z( H, x) by 
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and Z(H, x) by 
It is easy to see that both Z( H, x) and Z( H, x) are subgroups of S,. The 
former contains H, and the latter is contained in H. 
THEOREM A. The matrix A belongs to Y( H, x) if and only if it can be 
written as 
A = Ml’(y) 
and the following conditions hold: 
(i) Mij = 0 whenever i and j are in diRerent orbits of s( H, x>. 
(ii) y E Z(H, x1. 
(iii) detM = x(-y)/x(id). 
THEOREM B. The matrix A belongs to %Y(H, x> if and only if it can be 
written as 
A = MP(y) 
and the following conditions hold: 
(i) Mij = 0 whenever i and j are in diferent orbits of 9’( H, x). 
(ii) y E Z(H, x>. 
(iii) det M # 0. 
Concerning Y( H, x> we mention another result [ 11 which we will need 
later. 
THEOREM C. The matrix A satisfies d,H( AX) = d,H( X) for all X if and 
only if it also satisfies d,H( XA) = d,H( X) for all X. 
In the present paper we describe all the pairs A, B of n X n matrices 
satisfying 
d,H( AXB) = d,H( X) for all X. (1.3) 
From our main result, Theorem 2.2 below, Theorems A and B can be 
easily recovered. In Section 3 we give some results on problem (ii) when d, 
is of d: type and the nonsingularity of A is dropped. 
The set of pairs satisfying (1.3) will be denoted by c( H, x). It can be 
made a group by defining a product (A, BXC, 0) = (AC, DB). 
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2. PAIRS (A, B) FOR WHICH d(AXB) = d(X) 
When the function c is not the zero function, the matrices satisfying (1.1) 
are necessarily nonsingular. We have a similar property for d( AXB) = d(X). 
THEOREM 2.1. Let c be a nonzero function from S, into IF. Assume A 
and B satisfy 
Q 
A( MB) = a X) for all X. 
Then A and B are nonsingular. 
Proof. Let m be a permutation of S, with c(m) # 0. Assume A is 
singular. There is a nonzero column u such that Au = 0. Let uk be the first 
nonzero component of U. Take as X the matrix whose r(k)th column is xu 
and that in each column r(i), for i z k, has only one, precisely in row i. The 
other entries are zero. For this X, AX does not depend on x, and the same 
for AXB. However, d,(X) = ;ru,c(~~) depends on x, a contradiction. 
The proof that B is nonsingular goes in a similar way: if it is singular, 
there is a nonzero row v such that vB = 0, etc. n 
Now we define @(H, x> by 
u( H, x) = {(rr, r2) : or, 7s E S, and 
Notice that @(H, x) is never empty, as it contains the pair (id, id). Notice 
also thatif (Tr, 7s) E g((H, ~1 then ,~(rr~~) z 0 and (rL1, ril) E @(H, ~1. 
The set U( H, x) equipped with the product (or, TAXES, r2) = (TUT,, ~~7~) 
is a group. 
Now that we have defined the appropriate concepts, the proof of our 
main result is not difficult in the sense that it parallels the proof of Theorem 
(6.1) in [3]. 
THEOREM 2.2. The pair (A, B) satisfies (1.3) ifand only ifA and B can 
be written as 
A = M,P(T,), 
B = P(T2)it’f2 
and the following conditions are satisfied: 
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(i) The i, j elements of M, and M, are zero whenever i and j are in 
different orbits of s( H, ,y). 
(ii) The pair (TV, TV) belongs to IT< H, x). 
(iii) det( M, M,) = ,y(T2T1)/x(id). 
Proof. Firstly we assume that the orbits of 9’(H, ,y> are consecutive 
numbers. We need this assumption because of two lemmas [3] which we have 
to use later and which require this condition. By Theorem 1.1, if A and B 
satisfy (1.3) they are nonsingular. Therefore they can be written as 
A = &R,P(r,), 
where L,, L, are lower triangular matrices with principal elements equal to 
1, R, and R, are nonsingular upper triangular matrices, and P(T~), P(T~) are 
permutation matrices corresponding to TV and TV respectively [this means 
%)ij = 6, Tl(j) and P(rz)ij = ai,Tz(j,I. 
Setting 
Z = R,P(r,)=‘(r,)R,, 
the condition (1.3) can be written 
d( Liz&) = d(P(Tr’)R11zR2’P(T2’)) vz. (2.1) 
Now put 
W = R,‘ZR,‘, 
and we can write 
Assume now that we let Z vary over the set of upper triangular matrices 
with ny= iZii = 1. W will also be upper triangular. Therefore the right hand 
side of the above equality will also be zero unless TOTS E H. In fact it cannot 
be always equal to zero, because on taking Z equal to the identity matrix the 
left hand side is not zero. We can conclude that TOTS E H and 
d(L,zL,) = x( T2TI)~~~(R;‘)ii(RP’)ii) 
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where (RY’)~~ and (RL~)~~ denote the diagonal elements of R,’ and Ril 
respectively. The above equality shows that the left hand side is independent 
of Z when Z runs over the set of upper triangular matrices with n:= rZii = 1. 
By Lemma (6.1) in [3] [requiring the stated condition on the orbits of 
9(H, x11, the i,j 1 e ements of both L, and L, are zero whenever i and j are 
in different orbits of flH, x). Since det L, = det L, = 1, the matrices 
L,, L, belong to (H, x) by Th eorem A. Because of Theorem C it follows that 
d( L,ZL,) = d( 2)) 
and so from (2.1) 
d( R,WR,) = d( P(T;~)WP(T~~)). 
As before, it can be seen that the left hand side is independent of W 
whenever W is a lower triangular matrix with ny= lWii = 1. This implies, by 
Lemma (6.2) of [3] [requiring again th e condition on the orbits of P’(H, x)], 
that the i, j entries of both R, and R, are zero whenever i and j are in 
different orbits of fl H, ,y). Let D, and D, be the diagonal matrices formed 
with the diagonal entries of R, and R, respectively. The matrices R,D,’ 
and D;‘R, have the same zero pattern as R, and R, and have determinant 
1. By Theorem A we can conclude that they belong to (H, x). Therefore 
rl([(L,R,D,‘)D,P(7,)]X[ P(r&‘@%%L2)]) = +V’(r,)X%)C 
Since A = (L,R,D;‘)D,P(T~) and B = P(T,)D,(D;‘R,L~) and (A, B) 
satisfies (1.3) the left hand side is the same as d(X) and we can write 
d(X) = ~(D,P(~)XP(T,)D,) VX. 
Take X = P(7-l) where Q- is an arbitrary element of S,,. We have 
or 
Setting r = r2r1 
~(P(T-I)) = cZ(D,P(T~T-~T~)D~), 
X(T) = det( D, D,) x(T~~TT;~) (2.2) 
det( D, D,) = 
X(T2Tl) 
x(i4 . 
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Substituting this value of det( D, Da) in (2.2) and replacing 72 ‘rril by (+, we 
obtain 
x(4x(~2(+~1) = x(~)x(727d vcr E s,. (2.3) 
Since det(R,D,‘) = 1 and det(D,‘R,) = 1, we have 
det( R,R,) = det( D,D,). 
Put M, = L,R, and M, = R,L,.We have 
A = M,P(T,), 
(2.4 
and 
det M,M, = det R,R, = det DID2 = 
x(7271) 
x(i4 * 
(2.5) 
Now it is easy to see that the (i, j) elements of M, and M, are zero 
whenever i and j are in different orbits of 9'(H, x) (this is because either 
matrix is a product of two matrices enjoying this property). 
The equalities (2.3), (2.4), and (2.5) prove (ii), (i), and (iii>. 
Next we prove the theorem in the other direction. Assume that 
A = M,P(7,), 
and that (i), (ii), and (iii) hold. 
From (iii) it follows that both M, and M, are nonsingular matrices. Thus 
we can find diagonal matrices D, and D, such that 
det M,D, = 1, 
det D,M, = 1. 
(2-S) 
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These equalities, together with condition (9, imply that MID, and D, M, 
belong to (H, x). Bearing Theorem C in mind, we can write 
4 MB) = d(W,DJ[ D,‘P(~,)X~(T,)D,~](D,M,)) 
= d(D,1P(~1)XP(~2)D;1) 
= det(D,lD,‘) d(P(~i)XP(ra)). 
From (2.6) and (iii> we get 
det( DllDil) = 
x(7272) 
x(i4 . 
Therefore 
Since x(id)x(id) = ~(r~~+r;i)x(rari>, using (ii) we obtain 
d(AxB)= c x(id)x(TilcrrT1) n 
UEH x(Qcl) 
iG ‘ig(i)* 
Noticing that (r2, rr) E @H, x) implies (rii, rT1) E @H, A’), we get 
cz(AXB) =d(X), 
and the proof is complete under the assumption that the orbits of T'(H, x) 
are formed with consecutive numbers. W 
Suppose now that there is a permutation 4 such that the orbits of 
c#-'fiH, x>+ consist of consecutive integers. Set x+(a) = x(&r+-‘). The 
function x+ is a character of 4-lH4, which we denote by H@. It can be 
easily checked that 
and 
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Clearly (A, B) E &(H, x> ‘f 1 an only if (P(+>AP(r$-l), P(4)BP($-‘)) d 
E C(@, XJ. It is also easy 
(4-l, 427(j(H, x)(4, &‘>. 
to show that g(H+, x4> = 
S’ mce we already know how to describe the 
matrices in E( ~4, x4), the reader will have no difficulty in obtaining the 
general case. 
COROLLARY. Let the pair (A, B) belong to c(H, x>, and let us write A 
and B according to the theorem: 
B = P(T~)M~. 
Then the pairs (M,P(7,), M,P(T~)), (P(7,)M,, P(T,)M,), and 
(P(T,)M,, M, P(Q-,J) also belong to C(H, ,y>. 
Proof. We prove the corollary only for the first pair, as the proof is 
similar for the other ones. Let k = det M,. From Theorems B and A we 
deduce that M, E %?7(H, xl, M,k-’ E (H, xl, and M,‘k E (H, x>. Bear- 
ing these facts and Theorem C in mind, we can write 
d(M,P(4XW’(d) = d(M,P(Tl)XM,P(T,)M,k-‘) 
= d( XM,k-l) 
= d(X), 
which proves that ( M,P(T~), M, P(T~)) E ??( H, x>. 
3. SINGULAR MATRICES FOR WHICH d( AX) = d(XN 
The nonsingular matrices satisfying 
d,H(AX) = d,H(XA) VX (3.1) 
have been completely characterized (Theorem B). Let us now drop the 
condition that A is nonsingular. So we are interested in all the matrices 
satisfying (3.1). They f orm a semigroup, which we will denote by 9s( H, x). 
The first idea might be that all matrices A = MP(y) satisfying (i) and (ii> of 
Theorem B belong to %?s( H, x). This is true. 
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THEOREM 3.1. Let A = Ml’(y), and assume conditions (i) and (ii) of 
Theorem B are satisfied. Then A E ‘Ss(H, ,y>. 
Proof. In order to simplify the notation we will assume that each orbit of 
s( H, x> consists of consecutive integers. The general case can then be 
obtained with some additional notation. Let O,, . . . , 0, be the orbits of 
Y(H, ,y). If (0 holds, it4 can be written 
M= 
M2 
where the unspecified blocks are zero blocks and the size of Mi is the length 
of Oi. Now each diagonal block can be written 
where Li is nonsingular lower triangular, D, is diagonal, Ri is nonsingular 
upper triangular, and I+!+, vi are permutations acting on Oi. The matrices 
L= 
and 
L2 
R= 
satisfy (i), (ii), and (iii). SO L, R E g(H, X) C gs(H, XI* 
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Q=rl) p(*2) ..* p(*tj 
and 
can be thought as permutation matrices corresponding to permutations $ 
and cp acting on 11, . . . , n} and belonging to s( H, xl. To see this we recall 
that fiH, x) can be regarded as the direct product of full symmetric groups 
each acting on an orbit Oi. Since s(H, x) c U(H, XI, it follows that 
4, cp E U(H, xl, and so Q, P E %H, x) 5 gs(H, x>. 
It is a simple exercise to show that 
D= 
Dt 
satisfies d( DX) = d(XD). 
Finally, the product QLDRP (= M) must belong to sZ’~‘s(H, x). This 
completes the proof. n 
Now the question arises: have all the matrices in 2Ts(H, x) been identi- 
fied? In fact there are more matrices A in Fs(H, x): those matrices A 
having a zero row and a zero column, as both df( AX) and d,H(XA) will be 
identically zero. We do not know if there are still more matrices in ‘Zs( H, x). 
REFERENCES 
1 G. N. de Oliveira and J. A. Dias da Silva, Equality of decomposable symmetrized 
tensors and *-matrix groups, Linear Algebra Appl. 49:191-219 (1983). 
188 MARIA ANTbNIA DUFFNER AND G. N. DE OLIVEIRA 
2 G. N. de Oliveira, Ana P. Santana, and J. A. Dias da Silva, Note on the equality of 
star products, Linear and M&linear Algebra 14:157-163 (1983). 
3 G. N. de Oliveira and J. A. Dias da Silva, On matrix groups defined by certain 
polynomial identities, Portugal Math. 43:77-92 (1985-1986). 
4 G. N. de Oliveira, On groups of *-matrices, in Current Trends in Matrix Theory, 
Proceedings ofthe Third Auburn Matrix Theory Conference, North Holland, 1986, 
pp. 233-245. 
5 J. A. Dias da Silva and M. da Purifica+io Coelho, Linear groups associated with 
elements of a group algebra, Linear Algebra AppZ. 94:165-179 (1987). 
6 J. A. Dias da Silva and M. da PurificaSao Coelho, (A, G&critical Matrices, Linear 
AZgebru AppZ. 140:1-11 (1990). 
Received 5 November 1992;final manuscript accepted 4 March 1993 
