Variance heterogeneity in genome wide association studies (vG-WAS) is a recent approach that is gaining interest due to its ability to detect non-additive interactions in the genome. Recent studies have found that in the presence of a non-additive interaction, such as a gene-gene or a gene-environment interaction, variance heterogeneity is introduced in at least one of the interacting loci. As opposed to typical GWAS analysis techniques, vGWAS tests the variance at each targeted location to identify the genotypes that cause a significant differentiation in the variance. The development of vGWAS methods to perform this task is an ongoing process in this relatively new field. In order to contribute to this process, in this work we introduce a mathematical framework and algorithm for simulating quantitative vGWAS data. An accurate simulation process is essential for the development and evaluation of vGWAS methods through establishing a ground truth for comparison. The presented simulation model accounts for both haploid and diploid genotypes under different modes of dominance. We used this simulation process to assess the performance of existing quantitative vGWAS detection algorithms. Finally, we use this assessment to point out the challenges these methods face, in hope of motivating the development of more advanced methods.
INTRODUCTION
Over the past decade, GWAS analysis has been able to uncover associations between genomic loci and a wide range of phenotypic traits and diseases. Due to their high computational complexity, Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. GWAS analysis has faced challenges when accounting for nonadditive genetic associations such as gene-gene (GxG) and geneenvironment (GxE) interactions. vGWAS attempts to resolve these challenges by resorting to a one-dimensional genome-wide scan that tests for variance differentiation between genotypes at the targeted genetic loci. This difference in variance has been found to be linked to non-additive effects.
Using this approach, several studies have been proposed to detect non-additive interactions for a variety of traits. For example, in one study, vGWAS identified an interaction between a locus that affects body mass and the physical activity of the individual [7] . Another study identified several variance controlling loci located in regions that increase the individual's susceptibility to various complex neurological disorders such as schizophrenia and Parkinson disease [2] . Finally, a third study confirmed the existence of two GxG and GxE interaction loci in lymphoblastoid cell lines [6] .
Over the past few years, there has been a steady increase of vGWAS analysis methods in the specialty literature. However, the most predominant method for testing for variance heterogeneity is Levene's (Brown-Forsythe) test. Recent methods [2, 5] have relied on regression models to locate loci with statistically significant variance differentiation. These regression models exhibit an advantage over the typical Brown-Forsythe test as they are able to account for both mean and variance differentiation as well as populationspecific effects.
However, these vGWAS analysis models lack reliable and consistent simulation procedures to enable the objective assessment and comparisons of competing algorithms. Therefore, vGWAS simulation presents itself as a fundamental tool for GWAS analysis. Simulation provides researchers with three important features: 1) Control over the input genotypes, 2) Predictability of the output values, and 3) Consistency across different runs. Unlike lab experiments, simulation is reliable and inexpensive especially for testing under different genetic conditions.
In this work, we present a mathematical framework for simulating vGWAS data and a simulation algorithm that implements that framework. The algorithm is applicable to either haploid or diploid genotypes. It also takes into account the effects of multiple vGWAS loci using an additive model. This work aims to motivate the evaluation of current vGWAS methods and hopes to motivate the development of more advanced methods. 
METHODS
In order to simulate vGWAS data, two steps should be performed. In the first step, a population of genotypes is simulated. The main focus of this step is to generate a realistic population through controlling several genetic and evolutionary parameters. The second step of the simulation entails assigning numerical values to the genotype profiles in this population. This is done through a model that creates a mapping between the genotypes at user-defined genetic loci and the resulting phenotype values. In our work, we propose a model for calculating phenotype values based on either haploid or diploid genotypes. We extend our model to account for the effects of multiple vGWAS loci using an additive model. We based our phenotype calculation on Eq. 1, which relates the phenotype value to the subject's genotype state at the targeted loci in the presence of a normally distributed residual variance:
where y denotes the phenotype value, µ stands for the baseline mean value, д ∈ {0, 1} represents the genotype state and α is the mean shift. ϵ represents the residual effects. In our vGWAS model, ϵ is decomposed into two parts, a part that is affected by the individual's genotype, and a remaining residual variance due to non-genetic environmental effects as shown in Eq. 2:
where σ denotes the baseline standard deviation, д represents the genotype state, and ϕ is the standard deviation shift due to the minor allele. In addition, we developed a simulation algorithm that implements the presented mathematical framework. As an input, the algorithm uses genotype profiles which could be generated using population simulators or by using real data extracted from genotype experiments. In addition to genotypes, the algorithm requires information about the phenotype affecting loci, such as their number, minor allele frequency, and mean and variance effect sizes. The algorithm then employs the mathematical framework to calculate the phenotype values based on genetic loci that meet the user's specifications.
RESULTS AND DISCUSSION
To evaluate our simulation procedure, we conducted two sets of experiments. In the first set, we generated and visualized all the modes of variation supported by our tool to demonstrate its ability to mimic realistic patterns. In the second set of experiments, we used common GWAS and vGWAS approaches to recover the loci generated using our algorithm.
The aim of the first experiment is to verify that the generated phenotype values are in accordance with values observed in realistic vGWAS studies. We generated six sets of genotypes, three of which correspond to haploid genotypes and the other three to diploid genotypes. Using these genotypes, we simulated three types of effects: pure variance effects, pure mean effects, and mixed mean and variance effects. We observed the phenotype distributions of the generated sets and concluded that all of the simulated effects produce phenotype values that are in accordance with the desired and intended behavior.
In the second set of experiments, we simulated genotypes based on realistic settings and then used GWAS and vGWAS analysis methods to recover the simulated loci. We generated genotypes that present similar characteristics to those observed in arabidopsis thaliana [1, 3, 4] . We generated three diploid chromosomes, each containing a single phenotype affecting locus. The first locus exhibited mean effects and no variance effects. Similarly, the second locus presented variance effects and no mean effects. The third locus had a total effect size that is comparable to the effect sizes of the first two loci. However, these effects were divided equally between mean and variance effects.
To recover the simulated signals, we used three methods: 1) We used Plink's 'assoc' function which is used in typical GWAS analysis and mainly attempts to detect mean effects.
2) The Brown-Forsythe test which is generally used for vGWAS analysis since it measures the significance of the variance effects. Lastly, 3) we implemented the dglm association method described in [2] which attempts to recover both mean and variance effects simultaneously.
Upon the analysis of the results, we determined that the Plink association test and the dglm method were able to recover the mean-affecting locus on the first chromosome. However, this locus was not detected by the Brown-Forsythe test which only checks for variance effects. On chromosome two, the Brown-Forsythe test and the dglm method both recovered the variance-affecting locus, which has gone unnoticed by the Plink association. Lastly, the locus on the third chromosome resulted in a mild significance using the Plink and Brown-Forsythe tests. Only the mixed-effect dglm method was able to recover a significant signal at that locus. Therefore, using typical analysis techniques, loci with mixed variance and mean effects can potentially go undetected. This demonstrates the advantage of the most recent regression methods that account for both mean and variance effects, such as Hulse et al. (2013) .
We hope that these results would motivate the development of more advanced methods that account for the combined mean and variance effects.
