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P ró logo
Durante estas últimas décadas se han ido haciendo muy corrientes las encuestas como pro­
cedimiento para obtener información acerca de las características físicas o sociológicas de 
determinadas poblaciones a partir de los datos de un número de elementos de la población 
(muestra), en general muy inferior al total. Y como resultado de este auge se han publicado 
numerosos trabajos sobre cómo inferir acerca de una característica global de la población 
a partir de una muestra, basados en dos aproximaciones al problema, la conocida como 
población fija y los modelos de superpoblación.
Esta tesis constituye una aproximación al problema basada en modelos de superpoblación 
tratados desde un punto de vista Bayesiano. Los contenidos de esta memoria están orga­
nizados en cinco capítulos y tres apéndices, cuyos contenidos describiremos brevemente a 
continuación.
C a p ítu lo  1 Presenta una recopilación de los trabajos publicados sobre poblaciones fini­
tas, en la que se presentan los resultados más conocidos para las aproximaciones de 
población fija y modelos de superpoblación clásicos y se hace hincapié en los resultados 
basados en la aproximación mediante modelos de superpoblación Bayesianos.
C ap ítu lo s  2 y  3 Se dedican a estudiar de manera exhaustiva un grupo bastante amplio 
de modelos de superpoblación Bayesianos (que generalizan algunos modelos estudia­
dos por la bibliografía) indicando las situaciones de modelización en las que resultan 
adecuados.
C a p ítu lo  4 Se dedica a comparar los resultados inferenciales obtenidos cuando nos apoya­
mos en muestras aleatorias, estratificadas o cluster de la población.
C a p ítu lo  5 Propone tres modelos jerárquicos para rutas aleatorias que se revelan como 
una herramienta útil para analizar en qué medida una muestra obtenida por ru tas 
puede ser empleada para establecer inferencias sobre una población como si se tra ta ra  
de una muestra aleatoria de la misma.
A p én d ice  A  Recoge las notaciones generales aplicadas en esta tesis.
A p én d ice  B Contiene algunos resultados sobre matrices, funciones y distribuciones, que 
han sido de utilidad para la demostración de los resultados presentados en esta tesis.
A p é n d ic e  C Presenta un resumen de los métodos computacionales, concretamente el algo­
ritm o de Gibbs Sampling implementado mediante el programa BUGS, aplicados para 
el estudio de los modelos no conjugados planteados en esta tesis.
Las poblaciones simuladas para el estudio de los modelos de esta tesis y las muestras 
obtenidas a partir de las mismas aparecen recogidas en el disquette que acompaña esta 
tesis (léase el archivo LEEME para ver la organización de dicho disquette).
Quiero aprovechar estas líneas para agradecer el apoyo prestado en la realización de este 
trabajo por el Departamento de Estadística e Investigación Operativa de la Universitat de 
Valencia y en especial por la Dra. María Jesús Bayarri sin cuyo apoyo, consejo y dirección 
no hubiera sido posible la realización de esta tesis.
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C apítulo 1
E stim a ció n  en  p ob lacion es  
fin itas: una recopilación
1.1 Introducción
Desde la década de los sesenta hasta nuestros días el problema de cómo estimar una cantidad 
de interés de una población finita a partir del conocimiento de los valores de una o varias 
características de las unidades de una muestra de la misma, ha sido extensamente tratado 
desde diversos puntos de vista. El objetivo de este capítulo es hacer una recopilación de los 
resultados más conocidos de poblaciones finitas y en especial, aquellos basados en asumir un 
modelo de superpoblación y analizarlo desde un punto de vista Bayesiano (línea de trabajo 
en la que se haya incluida esta tesis).
Sea P  =  { 1 ,2 ,. . . ,  N }  un conjunto de índices con los que numeramos cada uno de los 
elementos de una población, con iV, el tamaño de la población, que asumiremos en los 
cuatro primeros capítulos de esta tesis conocido y en cuatro de los cinco modelos estudiados 
en el capítulo 5 desconocido, y sea y =  (y i,y 2 , • • •, Vn Y  el vector de características de la 
población donde y¿ representa el valor desconocido de una característica del elemento i- 
ésimo de la población (algunos autores realizan la generalización de estudiar un vector de 
características para cada elemento de la población, generalización ésta que no tratarem os 
en esta tesis). Considerada la población finita anterior, el objetivo usual es inferir acerca 
de una determ inada función escalar g(y)  del vector de características de la población ; 
para ello se recurre a seleccionar una muestra s =  {ii, *2 » • • • >*n} de n elementos de la 
población en los que se mide la característica en estudio, que permite distinguir entre y , =  
(y»u y»2) • • • j VinYf el vector poblacional observado, que es conocido y y u =  (y,- : i ^  s)* 
el vector poblacional no observado, y a la elaboración de un estimador de la función y (y). 
Un estimador y (y s) de y(y) es una función escalar de s y del vector poblacional observado 
asociado a la m uestra s. Para algunas poblaciones, se conoce para cada elemento i de 
la población los valores de un p-vector x,- =  (x¿i, x¿2 , • • •»x ip) de características auxiliares 
que proporciona información acerca de la característica en estudio y,-, i =  1 ,2 , . . . ,  N.  En 
estos casos, denotaremos por X  =  (x ^ .x ^ ,. . .  ,x jv)<, a la matriz de características auxiliares
de la población y considerados los índices muestreados s , por X , =  (x j^ x j  )‘ ,
a la matriz de características auxiliares correspondiente a elementos muestreados y por 
X u =  (xj : * ^  s)*, a la matriz de características auxiliares correspondiente a elementos no 
muestreados.
En numerosas ocasiones al analizar la población detectamos una estructura en varias 
etapas de la misma (ya sea natural en la población o bien introducida artificialmente por 
nuestros mecanismos de estudio), de modo que en el caso más sencillo ( estructura en dos 
etapas), una unidad está formada por un conjunto de elementos (un ejemplo muy sencillo 
lo tenemos en las poblaciones finitas humanas clasificadas en unidades familiares formadas 
a su vez por elementos: padre, madre, hijos, ...). Por ser esta estructura en dos etapas muy 
extendida creemos conveniente el introducir la notación inicial al respecto:
•  P  = { 1 , 2 , . . . ,  N } ,  con N  el número total de elementos de la población,
• K  el número de unidades de la población, K  conocido,
• Ni el número de elementos en la unidad í, i — 1 , . . . ,  K , (£^/Li Ni =  N),
• y  =  ( y j , y 2 , • • • i Yk Y el vector de características de la población, donde y,- =  (y*i, y*2 ,
. . . , y iNiy  es el vector de características de la unidad i, i =  1 , 2 , . . . , A' con y,j el
valor desconocido de la característica del elemento j  de la unidad i de la población, 
j  = 1 , 2 , . . . , Ni, j  =  1 , 2 , . . . , A',
• y en poblaciones para las que se conoce para cada elemento ( i , j )  los valores de un 
p-vector x,¿ =  (x,-¿i,x,j2 , . . .  ,x¿jp) de características auxiliares que proporciona in­
formación acerca de la característica en estudio y,-j ,  j  =  1 ,2 , . . . ,  Ni, i =  1 ,2 , . . . ,  N,  
denotaremos por X ; =  ( x j ^ x ^ i  • • • >x¿a )^*> a Ia matriz de características auxiliares de 
la unidad i, i =  1 , 2 , . . . ,  K ,  y por X  =  (X.\, X 2 , . . . ,  X^-)* a la matriz de características 
auxiliares de toda la población.
Los tamaños de la población (N)  y de cada unidad (Ni, i = 1 ,2 , . . . ,  K) ,  se asumirán en este 
capítulo y los capítulos 2, 3 y 4 conocidos, describiéndose en el capítulo 5 algunos modelos 
con tamaño de población y unidades desconocido.
Considerada la anterior estructura de población finita en dos etapas el objetivo de in­
ferencia usual es estimar una función escalar y (y) del vector de características poblacional 
(idéntico objetivo que en la población finita no estructurada), o bien estimar una función 
escalar y»(y¿) del vector de características de la unidad i'-ésima para i =  1 , 2 , . . . , A.  En 
ambos casos a fin de lograr nuestro objetivo recurriremos a la obtención de una muestra 
de la población s de n elementos, que se obtiene, seleccionando k unidades entre las K  
existentes ({*1 , *2 » -•-»**}» índices muestreados) y dentro de estas k unidades una muestra 
Si =  {ii,j2> • • • )jn¿} de ni elementos entre los Ni existentes, i £  {*1 »*2» - * *»*Jb} quedando 
la m uestra s constituida por s =  {(i , j ) : j  £ Si,i  £  {¿1 ,*2 En particular distin­
guiremos dos situaciones, el caso k =  K  (situación habitual en los muéstreos estratificados) 
y el caso n,- =  Ni, i £  {*1 , *2 , . . . ,  í*} (habitual en muéstreos estratificados). Dada la mues­
tra  s anterior denotaremos por y 4j =  (y,j : j  G s»)* al vector poblacional observado de la 
unidad i, i £  {¿1 , ¿2 , . . . ,  (que es conocido), y u . =  (ytj  : j  £  s,)* al vector poblacional no
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observado de la unidad i, i =  1 , 2 , . . . ,  A', y , =  (yj. : i G {*1 ,*2 » ••• >**})* al vector pobla­
cional observado (que es conocido), y u =  (y*. : i =  1 , 2 , . . . ,  A)* al vector poblacional no 
observado y las generalizaciones análogas referidas a la matriz de características auxiliares 
en el caso de existencia de información auxiliar en forma de covariables. A partir de los 
elementos muestreados se elaborará un estimador de la función del vector de características 
de la población o de la unidad í, i =  1 , 2 , . . . ,  K  que deseamos estimar, que se denotará tal 
y como señalábamos mediante el superíndice ~ sobre la cantidad que estima.
La generalización de las notaciones anteriores para representar estructuras de población 
en más de dos etapas es obvia, por lo que no consideramos necesario abundar en esta línea 
descriptiva.
En esta tesis, realizaremos dos restricciones importantes sobre los conceptos de población 
finita señalados en los párrafos anteriores y sobre las funciones escalares a estimar. Estas 
restricciones son:
• respecto a la característica en estudio nos restringiremos a las características de po­
blación continuas (definidas en 3?),
• respecto a las funciones escalares a estimar tendrán como consecuencia de la restricción 
anterior su imagen en 9?, restringiendo su estudio a la media poblacional (y) y a la 
media de la unidad í-ésima (y¿) en el caso de estructuras de población en dos etapas 
(las funciones más estudiadas en la bibliografía). Las definiciones de estas funciones 
son:
— para una población finita
y =  1, (media poblacional),
(denotaremos a su estimador por y)
-  para una población finita estructurada en dos etapas
J2 K_ J2 Ni y 13 
y — — 1-1 N ;=1 >J (media poblacional),
V i  ~  T V :
K
N
üij
^ —  (media de la unidad i-ésima), i =  1 , . . . ,  A',
(denotaremos a sus estimadores respectivamente por y y y¿ para i =  1 , 2 , . . . ,  A'.)
Considerados los conceptos anteriores, en la literatura observamos planteamientos de 
resolución distintos que podemos clasificar según dos criterios:
1.-) A te n d ie n d o  a l p ro c e d im ie n to  de selección d e  la  m u e s tra .
• M u e s tre o  a lea to rio . Consiste en seleccionar una muestra de n elementos de la 
población de modo que todos los elementos tengan la misma posibilidad de ser selec­
cionados.
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•  M u estreo  no aleatorio. Se produce cuando el muestreo no es aleatorio. Entre ellos 
tenemos: los muéstreos proporcionales al tamaño, el muestreo al azar, conveniente o 
accidental, los muéstreos estratificados, los muéstreos cluster, las rutas aleatorias, la 
elección experta, los muéstreos por cuotas de muestreo,...
2.-) A tend ien d o al tratam ien to  probabilístico del problem a.
•  M étod os de P oblación  Fija. El vector y  de características de la población y por 
tanto g(y)  se consideran valores fijos (no aleatorios) aunque desconocidos (Población 
Fija) y se supone como única fuente de aleatoriedad en el problema la producida al 
introducir un procedimiento de muestreo aleatorio en la selección de los elementos que 
van a formar parte de la muestra.
• M étod os basados en  M odelos de Superpoblación. Se basan en suponer el vector 
y  de características de la población en el instante del estudio como una realización de 
una distribución sobre un vector aleatorio Y , lo que equivale a suponer que la población 
finita en estudio es una realización de una cierta población infinita o superpoblación, de 
aquí el nombre de estos modelos. Dentro de esta línea de trabajo podemos distinguir 
dos tendencias:
— Métodos basados en Modelos de Superpoblación usando métodos de inferencia 
clásicos. Se supone un modelo de superpoblación y se realiza inferencia suponiendo 
los parámetros del modelo como constantes desconocidas de la población.
— Métodos basados en Modelos de Superpoblación usando métodos de inferencia 
Bayesianos. Se supone un modelo de superpoblación y se realiza inferencia 
suponiendo los parámetros del modelo como variables aleatorias a las que se 
les asigna una distribución.
Este capítulo desarrollará las distintas contribuciones al problema de poblaciones finitas 
atendiendo a esta segunda clasificación; desarrollando en la sección 1.2 el tratam iento por 
métodos de población fija, en la sección 1.3 el tratam iento por métodos de superpoblación 
clásicos y en la sección 1.4 por métodos de superpoblación Bayesianos y planteando en la 
sección 1.5 una discursión general del capítulo destacando los resultados más im portantes.
El objetivo de las secciones 1.2 y 1.3 es servir fundamentalmente de apoyo a la discursión 
de los modelos de superpoblación Bayesianos objeto de la sección 1.4 y los capítulos 2 y 3, y 
por lo tanto no pretende realizar una descripción exhaustiva de las otras dos aproximaciones.
1.2 A nálisis de una Población Finita desde el punto de 
vista  de Población Fija
Dada una población finita representada por el conjunto de índices P  — {1,2, . . .  , N }  y el 
vector de características y =  (yi , 3/2 > • • •, Vn Y) Ia aproximación de población fija al problema 
de estimar una función del vector de características de la población g(y), asume como única 
fuente de aleatoriedad del problema la inducida por el mecanismo de muestreo aplicado
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para seleccionar la muestra s. Esto es, si denotamos por S  al conjunto de todas las posibles 
muestras de n elementos1, una aplicación p definida sobre S  verificando que:
p(s) > 0 ,  s 6 S  
E , 6 5 P ( S) = L
A tendiéndola la naturaleza de la aplicación p podemos destacar los siguientes procedi­
mientos de muestreo:
• P ro c e d im ie n to  d e  M u es tre o  In ten c io n ad o . Es áquel procedimiento de muestreo 
en el que se selecciona una determinada muestra con probabilidad 1.
• P ro c e d im ie n to  d e  M u es tre o  In fo rm ativ o . Son procedimientos de muestreo en 
los que la probabilidad asociada a incluir o no un elemento en la muestra depende del 
valor de la característica en estudio para ese elemento.
• P ro c e d im ie n to  de  M u es tre o  no In fo rm ativ o . Son procedimientos de muestreo 
en los que la probabilidad asociada a incluir o no un elemento en la muestra es inde­
pendiente del valor de la característica en estudio.
Dentro de los procedimientos de muestreo podemos distinguir, entre los más habituales, 
los siguientes:
1. M u e s tre o  A lea to rio  S im ple sin  re em p lazam ien to . Consiste en seleccionar una 
m uestra de n elementos distintos de la población de modo que todas las posibles 
muestras de n elementos distintos tengan la misma probabilidad de ser seleccionadas. 
Esto es,
P «  =  (  Nn )  , * 6 S.
El muestreo aleatorio simple es el muestreo aleatorio más aplicado en la práctica por 
lo que se suele conocer simplemente como muestreo aleatorio o por sus siglas m.a.s.
2. M u e s tre o  A lea to r io  S im ple con re em p laza m ien to . Consiste en seleccionar una 
m uestra de n elementos (no necesariamente distintos) de la población con reemplaza­
miento de modo que todas las posibles muestras de n elementos tengan la misma 
probabilidad de ser seleccionadas.
3. M u e s tre o  con p ro b a b ilid ad e s  desiguales sin  re em p laza m ien to . Consiste en 
seleccionar una muestra de n elementos distintos, elemento a elemento, de modo que:
1En esta tesis, nos restringuiremos al estudio de procedimientos de muestreo con tamaño de la  muestra 
fijo n . Esta hipótesis es muy habitual en la práctica (ver, por ejemplo, Cochran(77)[l8]), pero adm ite  
lógicam ente, la generalización basada en suponer mecanismos de muestreo en los que se pueden seleccionar 
muestras de distintos tamaños (ver, por ejemplo, Cassel, Sárndal y W retman(77)[l7])
Pr(elegir í |s c =  0) =  Pi,
Pr(elegir i\card(sc) =  r — 1) =  — —  i = r , . . . ,  n,
donde 0 <  <  1, i =  con J2íL i P* =  1» sc representa a la m uestra en
construcción y card(sc) el número de elementos de la misma. Como ejemplos de estos 
procedimientos de muestreo señalemos los muéstreos con probabilidad proporcional 
al valor de una característica auxiliar positiva (conocida para todos los elementos 
de la población), los diseños muéstrales con rechazo (rejective sampling designs), el 
diseño de Rao-Hartley-Cochran(62) [83] y los diseños de Hájek-Lahiri-Midzuno-Sen 
[53,66,73,107].
4. M u e s tre o  con  p ro b a b ilid a d e s  desiguales con re em p laza m ien to . Consiste en 
seleccionar una m uestra de n elementos de la población con reemplazamiento de modo 
que:
Pr(elegir i) = , i =  1 , 2 , . . . ,  N,
0 < p ¿  < 1 ,  * =  1,2, — , TV, E Í l i P i  =  1-
Un ejemplo de este tipo de muestreo, es el muestreo con probabilidad proporcional a a.1,- 
(pi = — , i =  1 , 2 , . . . ,  N),  donde > 0 es el valor (positivo) de una característica
Em=i x%
auxiliar conocida asociada a t/¿, i =  1 ,2 , . . . ,  TV.
5. M u é s tre o s  en  dos e ta p a s . Se aplican cuando la población está estructurada en 
dos etapas o bien cuando hay razones económicas, administrativas o de estudio, para 
elegir este muestreo (en cuyo caso, la población adquiere una estructura en dos etapas 
sobrevenida). El procedimiento de muestreo (ya descrito en la sección 1.1.), consiste 
en la obtención en primer lugar de una muestra de unidades y en segundo lugar de 
una m uestra de los elementos de las unidades seleccionadas para ser muestreadas. En 
general las dos fases de muestreo son independientes y los procedimientos empleados 
pueden ser iguales o distintos. Dentro de los procedimientos de muestreo en dos etapas 
señalemos dos casos particulares muy usados en la práctica:
• E l m u e s tre o  e s tra tif ic ad o . En el muestreo estratificado la población no esta 
estructurada previamente, adquiriendo una estructura en dos etapas como resul­
tado de una división de la misma realizada por el estadístico atendiendo a un 
criterio de tipo económico, administrativo o socio-económico. Una vez determi­
nadas las unidades ( estratos) se obtiene la muestra.
Habitualmente, al realizar la división de la población en estratos, se intenta que 
los estratos constituyan unidades (que pueden ser heterogéneas entre sí) con ele­
mentos (siempre, en relación a la característica en estudio) homogéneos entre 
sí, el número de estratos sea pequeño y el número de elementos dentro de cada
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estratos grande, y la muestra se obtiene tomando k =  K  (esto es, muestreando 
todos los estratos).
•  E l m u e s tre o  c lu s te r. El muestreo cluster se aplica cuando la población esta 
estructurada de manera natural o artificial (por ejemplo por divisiones adminis­
trativas, por barrios, ...) en dos etapas y queremos aprovechar esta estructura 
dada para obtener la muestra. Las unidades reciben en este caso el nombre 
de clusters, la división de la población viene dada, pero en cambio el coste de 
muestrear a los elementos de cada unidad suele ser pequeño, por lo que habi­
tualmente la muestra se obtiene tomando n¡ = N{, i € {*1 , *2 » - - •***}• En los 
muéstreos cluster el número de clusters suele ser grande y el número de elemento 
dentro de cada cluster pequeño.
Cuando los procedimientos de selección en las dos fases son muéstreos aleatorios sin 
reemplazamiento independientes estamos ante un muestreo aleatorio en dos etapas.
A continuación describiremos en las próximas subsecciones, los criterios aplicados para 
la selección de un estimador de la función en estudio y los estimadores habituales para la 
media poblacional y media de cada unidad. Cerrando esta sección con una reflexión acerca 
de la misma en su conjunto.
1.2.1 C riterios para seleccionar el estim ador
Dada una población finita nuestro objetivo es estimar una función escalar g(y) del vector de 
características de la población, para lo cual obtenemos una m uestra de la misma s a través 
de uno de los procedimientos de muestreo descritos, definiendo a continuación un estimador 
g(ya) de la función g(y) como una función de s y del vector de características muestral 
Y4 =  (y*! > y¿2> • • • > y»n)* asociado a s. Si denotamos por:
Ep{g{ y .)  =  £ sGsí7(y*M s)>
V*rP(g(y,) )  =  Ep[(g -  Ep(g))2} =  [</(ya) -  Ep{g)]2p{s),
E C M p(g(y ,))  =  Ep[(g -  g)2] = £ 36S [g{ya) -  g(y)]2p{s),
los criterios más aplicados para la selección de un estimador g(y a) de g(y)  desde el punto
de vista de población fija son:
• E s tim a d o re s  In sesgados. Diremos que g(ya) es un estimador insesgado de g(y) 
según el procedimiento de muestreo p si:
Ep{g{  y,)) = g (  y).
•  E s tim a d o re s  L ineales. Diremos que g ( y a) es un estimador lineal de g (y) si:
7
y(ys) =  ao +  ]T ]a ty¿,
* '€ »
donde {a,}£_0 son constantes. Si ao =  0 el estimador se conoce como estimador lineal 
homogéneo.
•  E s tim a d o re s  S uficien tes. Un estimador g(ys) de g(y)  es suficiente cuando es función 
de D'  =  (s7, y ', )  con D'  una colección suficiente de datos y suficiente minimal cuando la 
colección es suficiente minimal. (Una colección D'  es suficiente cuando la distribución 
de D  =  ( s ,y 4)|D 7,y  sólo depende del vector de características de la población a través 
de D 7 y es suficiente minimal cuando D'  es la de menor tam año entre las colecciones 
suficientes de datos.) Basu y Ghosh(67)[4] justificaron que el dato consistente en los 
elementos identificados sin conservar el orden ni la multiplicidad al ser muestreadas es 
suficiente minimal para el vector y =  ( y i , . . . ,  Vn Y  de características de la población y 
por tanto es suficente minimal para cualquier función g(y) del vector y. El teorema de 
Rao-Blackwell adaptado al problema de población fija (ver por ejemplo, la adaptación 
de Ruiz(88)[100]), nos permite obtener una clase bastante amplia de estadísticos sufi­
cientes.
• E s tim a d o re s  U n ifo rm e m e n te  d e  M ín im a V arian za . La clase de los estimadores 
insesgados y lineales es bastante amplia lo que condujo a la búsqueda del estimador 
que fuera óptimo entre ellos, ésto es, según un criterio de pérdida cuadrática aquel 
que minimizara la varianza del estimador entre los estimadores insesgados (criterio 
equivalente a minimizar el error cuadrático medio del estimador respecto al procedi­
miento de muestreo) o entre los estimadores lineales; esto es, el estimador uniforme­
mente de mínima varianza. Desgraciadamente, dichos estimadores no existen, así 
Godambe(55)[48] demuestra la inexistencia de estimadores de mínima varianza entre 
los estimadores lineales homogéneos y Godambe y Joshi(65)[51] entre los estimadores 
insesgados.
La no existencia del estimador uniforme de mínima varianza conduce, en general, a la se­
lección de un estimador linear e insesgado que intuitivamente represente la cantidad a estimar 
y cuya varianza sea suficientemente pequeña para que los resultados que obtengamos con este 
estimador sean buenos, otros investigadores (Ruiz(86,88) [99,102]), recurren a criterios de 
comparación experimentales entre estimadores mediante experimentos piloto o a la conside­
ración adicional de un modelo de superpoblación como criterio adicional (Godambe(55)[48], 
Cochran(77)[18], Cumberland y Royall(81)[19] y Padmawar(81)[79]).
1.2.2 E stim adores de la m edia poblacional
Nos restringiremos en esa subsección a describir los estimadores más empleados para estimar 
la media poblacional cuando realizamos una aproximación de población fija al problema de 
estimación en poblaciones finitas. Los estimadores y sus propiedades más importantes son:
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1. L a  in ed ia  m u é s tra l.  Dada una muestra s y el vector muestral y 4 asociado a la 
misma, se define como:
— — i  C 5 t/t / ,  \
yFi =  y. =  — Ü— • (L1)
El estimador media muestral es un estimador suficiente, lineal e insesgado para un 
muestreo aleatorio sin reemplazamiento y lineal e insesgado para un muestreo aleatorio 
con reemplazamiento.
2. E stim ador de razón. Se aplica en aquellas situaciones prácticas en las que asociado a 
cada elemento de la muestra conocemos el valor asociado de una característica auxiliar 
relacionada con la característica en estudio. Si denotamos por x,- al valor de una
característica auxiliar asociada al elemento i-ésimo conocida para todos los elementos
de la población, dada una muestra s de la población y y 4 el vector de características 
m uestral asociado a la muestra s se define el estimador de razón como:
VT2 = (1-2)
-  — x i -  x idonde ys es la media muestral definida en (1.1), xa =  — —  y x =  — El
estimador razón es lineal, suficiente y ligeramente sesgado con sesgo de orden para
un muestreo aleatorio sin reemplazamiento (ver Cochran(77)[18]) , y es insesgado para
los diseños de Hájek, Lahiri, Midzuno y Sen[53,66,73,107]
3. E l estim ador de H ansen-H urw itz(43)[57]. Se define dada un m uestra s obtenida 
mediante un procedimiento de muestreo con reemplazamiento con vector de carac­
terísticas muestral asociado y , como:
5F3 =  E ^ : .  (!•»)
donde p,- =  Pr(elegir i) para i =  1 , 2 , . . . ,  N.  El estimador de Hasen-Hurwitz es lineal 
e insesgado para todo modelo con probabilidades desiguales con reemplazamiento.
4. E l e s tim a d o r  de H o rv itz -T h o m p so n (5 2 )[6 2 ]. Se define dada un muestra s ob­
tenida mediante un procedimiento de muestreo sin reemplazamiento con vector de 
características muestral asociado y , como:
5f 4 =  E t^ : -  O-4)
donde a,- =  Pr{i  G s). El estimador de Horvitz-Thompson es suficiente e insesgado 
para procedimientos de muestreo sin reemplazamiento con probabilidades de inclusión 
ort- estrictamente positivas para i = 1 , 2 , . . . ,  N.
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5. E l e s tim a d o r  de  reg resió n . Se aplica en las situaciones prácticas en las que asociado 
a cada elemento de la muestra conocemos el valor asociado de una característica au­
xiliar (situación del estimador razón); si denotamos por x,- el valor de la característica 
auxiliar asociada al elemento i-ésimo, s a la muestra e y , el vector de características 
asociado a la misma, el estimador de regresión se define como:
VF5 = y , + c { x - x s), (1.5)
donde c es una constante conocida que expresa la relación lineal entre la característica 
en estudio y¿ y la característica auxiliar x¡, i =  1 , 2 , . . . ,  N, ys es la media muestral
Y '  r * Y^Ndefinida por (1.1), x s =  y x = 'fi1—-. El estimador de regresión es insesgado
para  un muestreo aleatorio sin reemplazamiento. Si la constante c es desconocida (lo 
más habitual), se recurre al estimador siguiente (también conocido como estimador de 
regresión):
VF6 =  ya + c { x - x i ),
c =  E L ,  ( « . - * . ) ’ ’ ( 6)
donde c es un estimador de la cantidad en este caso desconocida c. El estimador 
yp6, es ligeramente sesgado para un muestreo aleatorio sin reemplazamiento con sesgo 
proporcional a á. (ver Cochran(77)[18]).
6. E l e s tim a d o r  d e  R uiz(88)[101], Se define dada un muestra s obtenida mediante 
un procedimiento de muestreo definido por la distribución de probabilidades asociada 
a  la variable discreta e,- con vector de características muestral asociado y a como:
m  =  <1 J )
donde la variable aleatoria e¿ toma valores en el conjunto {0 ,1, 2 , . . ., n ) y representa 
el número de veces que aparece el elemento i en la m uestra para i =  1 , . . . ,  N  y ^ (e ,)  
es el valor esperado de la variable e,- para i = l , . . .  , N .  El estimador de Ruiz es lineal 
e insesgado para el muestreo definido por las variables e¿, i =  1 , . . . ,  N  y coincide para 
algunos procedimientos de muestreo con los estimadores de Hansen-Hurwitz(43)[57], 
Horwitz-Thompson(52)[62] y Sanchez-Crespo(77)[103] y para algunos procedimientos 
presenta menor varianza que los estimadores antes citados (recordemos la inexistencia 
de un estimador unifórmente de mínima varianza).
7. E s tim a d o re s  p a r a  p o b lac io n es  m u e s tre a d a s  en  dos e ta p a s . Se aplican para esti­
m ar la media poblacional o la media de la unidad i-ésima, con i = 1 , 2 , y suelen 
ser versiones combinadas de los estimadores anteriores. Destaquemos los trabajos de 
Cochran(77)[18], Sundberg(83)[114] y Rueda y Arcos(94)[98]. Cochran(77)[18] pro­
porciona estimadores insesgados o ligeramente sesgados para la media poblacional y la
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media de la unidad i-ésima para muestreo aleatorio estratificado sin reemplazamiento 
(con k — K ) ,  muestreo aleatorio por clusters sin reemplazamiento (con n,- =  AT,-, 
i E {* 1  * * 2 »- - -»**}) y en general para muéstreos en dos etapas con procedimientos 
de selección de unidades y de elementos independientes. Recientemente, y siguiendo 
métodos de trabajo distintos, Sundberg(83)[114] estudia estimadores para modelos de 
muestreo de dos etapas desde una aproximación predictiva, condicionada a los resul­
tados del muestreo, comparándolos con los estimadores razón y Horwitz-Thompson 
(bajo la hipótesis de un muestreo proporcional al tamaño muestral para una población 
en dos etapas, que consiste en seleccionar las unidades según un procedimiento de 
muestreo proporcional al tamaño y los elementos de las unidades seleccionadas me­
diante un muestreo aleatorio sin reemplazamiento) y Rueda y Arcos(94)[98] presentan 
un estimador para muéstreos estratificados consistente en una combinación lineal de 
los estimadores de razón en cada estrato.
1 .2 .3  C om entarios de la sección
La aproximación al problema de estimación en poblaciones finitas desde la metodología de 
población fija adolece de dos problemas importantes:
1.- La ausencia de un estimador óptimo entre los estimadores lineales y los insesgados según 
el criterio de estimadores uniformemente de mínima varianza, que ha conducido a la elabo­
ración de otros criterios , como son:
• el criterio de admisibilidad, un estimador es admisible cuando no existe otro con menor 
ECMp,  se tra ta  de reduccir la clase de estimadores a los estimadores admisibles y 
reducir el problema de selección del estimador óptimo a uno de ellos.
• el criterio minimax, que sustituye la condición de uniformidad en el criterio de mini­
mizar E C M p, por otra más débil.
•  el criterio de suficiencia lineal aplicado por Godambe(65)[49], que permite deducir la 
existencia de un único estimador insesgado de la media poblacional en la familia de 
los estimadores lineales “suficientes” (el criterio de suficiencia es distinto al criterio de 
suficiencia habitual que definíamos en la subsección de criterios) y homogéneos,
que podemos encontrar perfectamente explicados y referenciados en la tesis de Murgui(82)[76] 
[capítulo 1] y en Cassel, Sárndal y Wretman(77)[17][capítulo 3]. El defecto de estos criterios 
es la no obtención de un estimador óptimo y en el caso de obtención del mismo su optimali- 
dad restringida a una clase reducida de estimadores (que puede no ser la más adecuada para 
un problema de estimación en poblaciones finitas dado), lo que conduce a que el problema 
de obtener el estimador óptimo dentro de esta metodología siga abierto en la actualidad 
(ejemplo de ello son las contribuciones de Ruiz(86,88)[99,100,101,102]) y la no existencia de 
un criterio de selección unanimamente defendido por todos.
2.- La estimación en poblaciones finitas dentro de la metodología de población fija se basa 
en el procedimiento de muestreo elegido y por lo tanto su validez depende de que la muestra 
haya sido obtenida de acuerdo con dicho procedimiento de muestreo y a que sea represen­
tativa de la población en estudio (ver el ejemplo de Jumbo de Basu(71)[3]). En la práctica
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es difícil obtener una muestra aleatoria con o sin reemplazamiento de una población re- 
curriéndose a practicar procedimientos aproximativos, así por ejemplo, para obtener una 
muestra aleatoria con reemplazamiento se recurre a establecer listas numeradas de los ele­
mentos de la población y generar n números aleatorios, los elementos correspondientes a 
estos números serán los elementos a muestrear (procedimiento que coincide con el muestreo 
aleatorio con reemplazamiento cuando la lista está aleatoriamente ordenada) y en el caso de 
no disponer de censos a los muéstreos por rutas aleatorias. (Ver Kish(65)[65] y Hess(85)[58] 
como referencias de este tipo de procedimientos para ajustar los procedimientos de muestreo 
teóricos a la situación práctica de muestreo de una población real.)
Estas dos objecciones a la aproximación de población fija pueden superarse con la in tro­
ducción de un modelo de superpoblación tal y como veremos en la próxima sección que tra ta  
sobre la aproximación basada en modelos de superpoblación analizados desde un punto de 
vista clásico.
Destaquemos como referencias fundamentales para el estudio de una población finita 
desde el punto de vista de población fija (algunas de ellas ya referenciadas) por presentar un 
planteamiento global del tema, las siguientes: los artículos de Smith(76)[110], Sárndal(78)[104] 
y Hansen, Dalenius y Tepping(85)[56] y los libros de Cochran(77)[18], Cassel, Sárndal y 
Wretman(77)[17] [capítulos 1,2 y 3] y Murgui(82)[76][capítulo 1].
1.3 M odelos de Superpoblación. Soluciones C lásicas
Dada una población finita representada por un conjunto de índices P  =  {1 , 2 , . . . ,  AT) y 
el vector de características y  =  (y i , y 2 , ■ ■ • íVnY,  Ia aproximación por modelos de super­
población asume que el vector de características de la población es una realización de un 
vector aleatorio Y  =  (Yi, Y2 , . . . ,  Yjv)* que se distribuye según la distribución £ (a £ se le 
llama modelo de superpoblación). De este modo, la función a estimar es función de un vector 
aleatorio g ( Y ) (y como tal aleatoria) y la media poblacional Y, es una variable aleatoria 
dada por:
— V ?  Y 
N  '
Para estimar la función g(Y ) se recurrirá a la obtención de una muestra s = { ¿ 1 , ¿2 , . . . ,  in } 
de tam año fijo n, para cuyos índices se conocerá la realización del vector poblacional Y  
de modo que Yí =  para 1 6 s. A partir de s y del vector de características muestral
y a =  (t/^ , t/í2, . . . ,  yinY (los índices del vector y a son, en general, relevantes), se construirá el 
estimador g(y s) de la función g(Y ), que en el caso de la media poblacional Y denotaremos
por Y. En las próximas subsecciones describiremos los criterios aplicados más habitualm ente 
desde un punió de vista clásico, para la selección del estimador óptimo y los resultados 
correspondientes en el caso de la estimación de la media poblacional; respecto a los criterios 
de selección del estimador señalar como avance que se pueden clasificar en dos bloques: los 
que hemos llamado criterios de población fija - superpoblación, que asumen en el proceso de 
estimación la existencia de dos fuentes de aleatoriedad: la del procedimiento de muestreo y
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la del modelo de superpoblación f  y los criterios predictivos que consideran en el proceso de 
estimación, la muestra como dada.
Notemos que a lo largo del párrafo anterior, hemos realizado una readaptación de la 
notación en poblaciones finitas presentada en la sección 1.1. de modo que a partir de ahora 
y siempre que asumamos un modelo de superpoblación f  (en la sección 1.4. tratarem os 
también la aproximación por modelos de superpoblación aunque desde el punto de vista 
Bayesiano), denotaremos por mayúsculas a las cantidades aleatorias y con minúsculas a los 
valores realizados de las mismas (que sólo serán conocidos para los elementos muestreados). 
Este cambio de notación se aplicará también a las notaciones descritas en la sección 1.1. para 
poblaciones con estructuras en varias etapas. Además, para un modelo de superpoblación 
dado, f  denotaremos por: E((-) al operador esperanza según la distribución f , V£(.) al 
operador varianza según £ y Cov^(. , .) al operador covarianza según £.
Los modelos de superpoblación más estudiados pueden clasificarse (atendiendo a las 
características de la población en:
•  M o d e lo  C lásico  B ásico . Pertenecen a este modelo la clase de distribuciones de 
superpoblación f  tales que:
Yi =  // +  e¿, i =  1 , . . . ,  A,
donde ¡i es escalar desconocido y e =  ( e i , . . . , e ^ ) í es vector aleatorio de media Ow 
y matriz de varianza-covarianzas V  desconocida (Ojv A-vector de ceros y V  matriz 
A  x A  definida positiva).
• M o d e lo  C lásico  d e  R egresión . Pertenecen a este modelo la clase de distribuciones 
de superpoblación f  para las cuales, asociada a cada variable tenemos una infor­
mación auxiliar representada por un p-vector x, =  (x, i , . . . ,  x¿p) para i =  1 , 2 , . . . ,  A 
conocido, cumpliéndose que:
Yi =  x¿/3 -I- e,-, i = 1 , 2 , . . . ,  A,
donde X  =  (x*, X2 , . . .  ,xjv)t , /3 =  (/?i , . . .  ,PPY  es vector de parámetros del mo­
delo desconocido y e  =  (ei , e2 , . . . , ejv)* es vector aleatorio de media 0 ^  y matriz 
de varianza-covarianzas V  desconocida (0;v A-vector de ceros y V  matriz A  x A  
definida positiva). Dos casos particulares de este modelo son: el modelo clásico básico 
tom ando p =  1 , x,- =  x¿ =  1 para i =  1 , 2 , . . . ,  A  y ¡3 = p  y el modelo clásico simplifi­
cado de regresión que consiste en tomar p =  1, x,- =  x¿ para i = 1, 2 , . . . ,  A,  /3 =  /? y
V  =  diagi=i )'"ijv{(T2v(xi)} con /? y a 1 desconocidas y v(.) una función con imagen en 
los reales positivos conocida (v : —*• 3Í+ ).
• M o d e lo  C lásico  B ásico  en  dos e ta p a s . Pertenecen a este modelo la clase de 
distribuciones f  tales que para j  =  1 , . . . ,  A,-, i = 1 , . . . ,  K  :
) =  A**»
{<7?, i = 1, j  = m,piaf,  i =  /, j  /  m,0, i /,
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donde a f (<rf >  0  Vi) y pi son cantidades desconocidas para i =  1 , 2 , . . . , K .  
Usualmente, se asume que las unidades Y, =  (V¿i, . . . ,  i = 1 , . . . ,  K  constituyen
vectores aleatorios independientes según £ (modelo clásico básico independiente en 
dos etapas), incorrelados según £ (modelo clásico básico incorrelado en dos etapas) o 
intercambiables (veremos seguidamente el concepto) según £ (modelo clásico básico 
intercambiable en dos etapas).
• M o d e lo  C lásico  de R eg re s ió n  S im plificado  en  dos e tap a s . Pertenecen a este 
tipo de modelo la clase de distribuciones de superpoblación £ para las cuales, asociada 
a cada variable YiJ tenemos una información auxiliar representada por una cantidad 
Xij conocida para j  =  1 , 2 , . . . ,  iV,-, i =  1 , 2 , . . . ,  K ,  de modo que para j  =  1 , . . . ,
E{(Yíj) =  Pix íj j
c o ^ Y M  = ; = { •
donde pi, a f  (ít? > OVi') y p¡ son cantidades desconocidas y v,-(.) son funciones con 
imagen en los reales positivos conocidas (t>¿ : 9Í —► 3ft+ ) para i =  1,2 ,. . . , K .  Usual­
mente, se asume que las unidades Y,- =  (Y¿i, y¿2 > • • • > Y,-^)* condicionadas al vector de 
variables auxiliares x, =  (x¡i,x,-2 , . • • , x ,n ,), i = 1 , . . .  , I \  constituyen vectores aleato­
rios independientes según £ ( modelo clásico simplificado de regresión independiente en 
dos etapas), incorrelados según £ ( modelo clasico simplificado de regresión incorrelado 
en dos etapas) o intercambiables (veremos seguidamente el concepto) según £ ( modelo 
simplificado clásico de regresión intercambiable en dos etapas).
A los modelos anteriores se les suelen sumar hipótesis adicionales sobre la distribución 
£ a fin de simplificar el proceso inferencial, estas hipótesis (algunas de ellas ya asumidas 
directamente al plantear los modelos en dos etapas) se añaden al nombre del modelo y 
habitualm ente son las siguientes:
• In te rc a m b ia b ilid a d . Una secuencia finita o infinita numerable, Z\,  Z 2 , . . de varia­
bles aleatorias es intercambiable si, para m > 1 y para todos los índices 1 <  ¿1 <  ¿2  <  
. . .  <  im , la distribución del vector (Z,-,, Z{2, . . . ,  Zim)t no depende de los subíndices 
actuales ¿1 , ¿2 , • • •, im sino solamente de m; en particular, un modelo de superpoblación 
£ es intercambiable si Yi, Y2 , . . . ,  Y/v es una secuencia de variables aleatorias intercam ­
biables. Este concepto introducido por de Finetti(37)[32] y desarrollado por Hewitt 
y Savage(55)[59] entre otros, aplicado al modelo de superpoblación £, constituye una 
restricción muy natural para la población en estudio y de ella se deriva que el conoci­
miento relevante comunicado al estadístico a través de s y el vector de características 
muestral y , asociado a s son los valores de las n características observadas independi­
entemente de a qué elemento de la población pertenecen.
• In c o rre la c ió n . Un modelo de superpoblación £ es incorrelado cuando las variables 
Yi, Y2 , • • • > Yn  son incorreladas según £, esto es, si Cov{(Yi,Yj) =  0 , para i ^  j ,  
i , j  =  1 ,2 , . . . , N .  La hipótesis de incorrelación permite simplificaciones im portantes 
en el cálculo de las varianzas de los posibles estimadores lineales de g(Y ).
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• Independencia . Un modelo de superpoblación £ es independiente cuando las varia­
bles Yu Y2, . . . , Yn  son independientes entre sí. Es consecuencia de la independencia 
la incorrelación.
•  N orm alidad. Un modelo de superpoblación £ es normal cuando £ es Normal. Recorde­
mos que bajo la hipótesis de normalidad los conceptos de incorrelación e independencia 
son equivalentes.
(La generalización de los conceptos anteriores para estructuras de población en varias etapas 
es inm ediata señalando en qué nivel de la estructura se aplica la correspondiente hipótesis.)
1.3.1 C riterios para seleccionar el estim ador
Dada una población finita con P — {1,2, . . . ,AT} sobre la que asumimos un modelo de 
superpoblación £ dado, según el cual el vector y  =  (yi, y2 , • • • > Un Y  de características de 
la población es una realización del vector Y  =  (Yi, Y2 , . . . ,  Yjv)* con distribución f ,  nos 
planteamos el problema de estimar g(Y) (esto es, una cantidad aleatoria) para lo cual 
seleccionamos una muestra s de la población de tamaño n y elaboramos un estimador que 
será función de s y del vector de características observado y , =  (y*,, y¿3 , . . . ,  y»B)* asociado 
a s. Los criterios de selección del estimador óptimo (y en algunos casos el procedimiento de 
muestreo óptimo para seleccionar la muestra s para un modelo dado) se pueden clasificar 
en dos grandes grupos: criterios de población fija - superpoblación y criterios predictivos.
1 .- C r ite r io s  de p o b lac ió n  fija - su p e rp o b lac ió n . Según estos criterios debemos con­
siderar dos fuentes de aleatoriedad en la modelización de la población finita: la inducida 
por el mecanismo de muestreo aplicado para seleccionar la muestra y la del modelo de su­
perpoblación. Si denotamos por: Ep(.) al operador esperanza respecto al procedimiento de 
muestreo y Vp(.) al operador varianza según el procedimiento de muestreo, según la impor­
tancia que se otorga al modelo de superpoblación o al procedimiento de muestreo podemos 
distinguir las siguientes variantes:
•  C riterio 1 . Consiste en minimizar
£ e [ M f f ( Y . ) - J(Y )), ]1
entre el conjunto de estimadores g(ys) insesgados respecto al procedimiento de muestreo, 
esto es, aquellos tales que:
Ep(9 (y*)) = g{y)-
•  C riterio 2 . Consiste en minimizar
£ e[ ^ ( 9 ( Y . ) - » ( Y ) ) 2],
entre el conjunto de estimadores g (ys) insesgados respecto al modelo de superpoblación, 
esto es, aquellos tales que:
1
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W ) - J ( Y ) )  =  0.
•  C r ite r io  3. Consiste en minimizar
£ c[ ^ ( j ( Y . ) - a ( Y ) ) 2],
entre el conjunto de estimadores g (ya) insesgados respecto al procedimiento de muestreo 
y el modelo de superpoblación, esto es aquellos tales que:
Ep[E( (g{Y . ) - , ( Y ) ) ]  =  0.
Notemos que en el criterio 1 se otorga mayor importancia al procedimiento de muestreo 
que al modelo de superpoblación y es defendido desde dos puntos de vista distintos: por 
autores defensores del punto de vista de población fija, como procedimiento para la ob­
tención de un estimador óptimo para un procedimiento de muestreo dado en el que el mo­
delo de superpoblación juega el papel de un mecanismo adicional de juicio (en este sentido 
destacar los trabajos de Godambe(55)[48], Cochran(77)[18], Cumberland y Royall(81)[19] 
y Padmawar(81)[79] ) y desde un punto de vista de superpoblación como mecanismo de 
protección ante una mala elección del modelo de superpoblación (una solución alternativa 
sería el utilizar en caso de dudas sobre el modelo una clase de modelos más amplia, dentro 
de la cual podamos considerar que está incluida nuestra población). El criterio 2 se sitúa, 
en cambio, en la posición contraria dando mayor “importancia” y credibilidad al modelo de 
superpoblación que al procedimiento de muestreo y el criterio 3 busca una postura interme­
dia entre los otros dos criterios intentando proteger la estimación ante malas elecciones del 
modelo pero manteniendo a la vez un sentimiento de credibilidad hacia el mismo.
2 .- C r ite r io s  P re d ic tiv o s . Son aquellos criterios que eligen a posteriori de la selección de 
la m uestra cuál es el mejor estimador para un modelo de superpoblación dado. Dentro de 
ellos podemos distinguir dos tratamientos o criterios clásicos distintos:
•  C r ite r io  1 . Consiste en seleccionar el estimador que minimice:
£ « (í(Y .)  -  g ( Y ) ) \
entre el conjunto de estimadores g (ys) insesgados respecto al modelo de superpoblación, 
esto es, aquellos tales que:
£ * ( j ( Y . ) - j ( Y ) )  =  0.
Este criterio en la línea de los estudiados hasta ahora proporciona el mismo estimador 
que el criterio 2  de población fija - superpoblación en el caso de procedimientos de 
muestreo no informativos ya que en este caso los operadores esperanza pueden permu­
tarse, de modo que:
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E¿Er(g{Y .) -  S(Y ))2] =  Ep[E( (g(Y.) -  j (Y ))2],
con lo cual al obtener un estimador g que minimice E ^(g (Y s) — flr(Y) ) 2 para un 
muestreo dado entre los estimadores ^-insesgados obtenemos un estimador que mini­
miza E^[Ep(g (Y a) — <7(Y ))2] entre los ^-insesgados.
•  C r ite r io  2.- E s tim a d o re s  P red ic tiv o s  M áx im o  V erosim iles. Se basan en la 
obtención de estimadores que maximicen una determinada función de verosimilitud 
sobre el vector de características de la población no observado Y u =  (Y¿ : i £  s)f 
que represente nuestro actual conocimiento una vez obtenida s y observado el vector 
y 4 =  (yi1, yi2, . . . ,  yinY de características muestral asociado a s. Siguiendo el libro de 
Bolfarine y Zacks(92)[10][capítulo 4] y la tesis de Iglesias(93)[63][capítulo 4] podemos 
señalar 5 funciones de verosimilitud:
— Función de verosimilitud predictiva estimada.
— Función de verosimilitud predictiva perfilada.
— Función de verosimilitud predictiva de Lauritzen y Hinkley (Ver Hinkley(79)[61]).
— Función de verosimilitud predictiva de Royall (Ver Royall(76)[94]).
— Función de verosimilitud predictiva de Iglesias(93)[63].
(Las definiciones de las cuatro primeras pueden consultarse en Bolfarine y Zacks(92)[10] 
[pag. 99-105] y la de la quinta en Iglesias(93)[63][pag. 205-206].)
En la próxima subsección centaremos fundamentalmente nuestro interés en los esti­
madores Y  de la media poblacional Y  basados en los criterios predictivos, ya que con­
sideramos que son los que mejor reflejan el punto de vista de modelos de superpoblación 
clásicos de esta sección y los más comparables con los estimadores basados en modelos de 
superpoblación tratados desde un punto de vista Bayesiano que analizaremos en la sección 
1.4. y los que estudiaremos en los próximos capítulos de esta tesis.
1.3.2 E stim adores de la m edia pob lacional
Entre los trabajos publicados desde el punto de vista de modelos de superpoblación clásicos 
con el objetivo de encontrar un estimador Y  de la media poblacional Y  destaquemos los 
siguientes:
A.- Entre los trabajos basados en los criterios de población fija - superpoblación, los resul­
tados de Godambe y Joshi(65)[51] y Cassel, Sárndal y Wretman(76,77) [16,17] respecto al 
criterio de estimación 1 y de Cassel, Sárndal y Wretman(76,77)[16,17] respecto al criterio 
de estimación 3, que describiremos seguidamente.
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1. R e s u lta d o  de G o d a m b e  y  Jo sh i(6 5 )[5 l] . Estos dos autores demostraron que los 
estimadores de la forma:
— n N  — n — 
y  = ñ v> + — y -  . (L 8>
^   V ' y.
donde Y u es un estimador de la media de los elementos no observados Y u = j^Vn 
son insesgados respecto a un procedimiento de muestreo sin reemplazamiento con 
probabilidades de inclusión estrictamente positivas; cumpliéndose además si asumimos 
un modelo clásico simplificado de regresión independiente con u(x,-) =  i>,-, Vi > 0 
constantes conocidas), la siguiente desigualdad:
E i (Ep( Y - Y f ) >
\ i = 1 /  i=l
A partir de estos dos resultados probaron que si asumimos el modelo clásico simpli­
ficado de regresión anterior, los procedimientos de muestreo sin reemplazamiento con 
probabilidades de inclusión a,- =  — para i =  1 , 2 , . . . ,  iV y el estimador de
Horwitz y Thomson (1.4) asociado son óptimos entre los procedimientos de muestreo 
sin reemplazamiento con probabilidades de inclusión estrictamente positivas y los es­
timadores de la forma ( 1 .8 ).
2. R e su lta d o s  de C assel, S a rn d a l y W re tm a n (7 6 ,77)[16,17]. Estos autores de­
m ostraron que los muéstreos sin reemplazamiento con probabilidades de inclusión 
or,- =  (por ejemplo el muestreo aleatorio simple) y el estimador media muestral 
( 1 .1 ) son óptimos para un modelo básico, básico intercambiable o básico con variables 
Yi independientes e igualmente distribuidas con V  =  (1 — p)a2 Ij\r +  pa2 ljv l)v  (Ivv 
la matriz identidad de dimensión N  y ljv iV-vector de unos, cr2 y p escalares des­
conocidos (<r2 >  0 ) ), entre los procedimientos de muestreo sin reemplazamiento con 
probabilidades de inclusión estrictamente positivas y los estimadores lineales insesga­
dos respecto al procedimiento de muestreo. Y en el caso del modelo básico también 
lo son entre los procedimientos de muestreo anteriores y los estimadores insesgados 
respecto al procedimiento de muestreo y al modelo de superpoblación.
En esta relación de resultados se producen dos ausencias bastante significativas e inten­
cionadas que deseamos justificar en este punto, por una parte no se incluyen los trabajos 
de Godambe(55)[48], Cochran(77)[18] Cumberland y Royall(81)[19] y Padmawar(81)[79], ya 
que consideramos que son trabajos de población fija porque a pesar de asumirse un modelo 
de superpoblación, éste sólo se usa como una información auxiliar para poder seleccionar un 
estimador óptimo como ya indicábamos en la subsección anterior, y por o tra  la ausencia de 
resultados según el criterio 2. Esta últim a omisión viene determinada por la circunstancia 
de que los resultados más importantes se realizan bajo la hipótesis de un procedimiento 
de muestreo no informativo con lo cual (siguiendo la reflexión que realizábamos en la sub­
sección de criterios) el problema de obtener el estimador óptimo según el criterio 2  se reduce
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a obtener el estimador óptimo según el criterio predictivo 1 y la diferencia única entre los 
dos criterios estriba en que los defensores del criterio 2  obtienen además del estimador, el 
procedimiento de muestreo óptimo (entre los no informativos) para el cual el valor espe­
rado para el procedimiento de muestreo de la varianza del estimador respecto al modelo 
sea mínimo (señalemos los trabajos de Royall(70, 71)[91,92] y Murgui(82)[76] en la determi­
nación de estos procedimiento de muestreo óptimos). En las próximas líneas presentaremos 
los estimadores predictivos según el criterio predictivo 1 más estudiados que pueden ser 
interpretados a la luz de la observación anterior como los estimadores de población fija - 
superpoblación según el criterio 2  omitidos.
B.- Entre los trabajos basados en criterios predictivos destaquemos los siguientes resultados 
correspondientes al criterio de encontrar un estimador que minimice el error cuadrático medio 
respecto al modelo entre los estimadores insesgados respecto al modelo (criterio predictivo 
! ) •
1. E s t im a d o r  p re d ic tiv o  L ineal p a ra  u n  m odelo  clásico básico . Cassel, Sárndal y 
Wretman(77)[17] demostraron que la media muestral ya (1.1) es el estimador óptimo 
según el criterio predictivo 1 para el modelo clásico básico con V  =  (1 — p)cr2 I ^  +  
pa2 l N l tN ( In  la matriz identidad de dimensión N  y ljv N-vector de unos, a 1 y p 
escalares desconocidos (<r2 >  0 )), entre los estimadores lineales insesgados respecto al 
modelo.
2. E s t im a d o r  p re d ic tiv o  linea l p a ra  el m o d elo  clásico sim plificado  d e  re g re s ió n  
in d e p e n d ie n te . Brewer(63)[ll] y Royall(70)[91] proponen el estimador:
?SC1 =  + ( i  -  (1-9)
y '  n  ^  y* r *Vi 
donde ys es la media muestral ( 1 .1 ), x u =  * y P = u^ 1--, demostrando
que es el óptimo según el criterio predictivo 1 para el modelo clásico simplificado de 
regresión independiente entre los estimadores lineales insesgados respecto al modelo.
3. E s t im a d o r  P re d ic tiv o  p a ra  el m o d elo  C lásico  de R eg re s ió n  con  m a tr iz  de 
v arian zas-co v arian zas  conocida . Royall(76)[93] propone el estimador (bajo la 
hipótesis de rango de X , igual a p):
?S C 2 =  +  v „ v . - i (y . -  X .3 )]] , (1.10)
donde y , =  (y¡, ,y¡„)*> Y„ =  (Y¡ : i s)‘ ,X ,  =  (x,4, , x¡‘ , . . . ,  x5„ ) ',  X „ =  (x * :
i i  s)',  V . =  K a rjíY ,) , V„ =  V ar{(Y „), V JU =  Cov{(Y „ Y „ )  y
3 = (x;vj-1x,)-1x,ív ;1y-,
es el estimador lineal insesgado óptimo de /3, demostrando que es óptimo según el 
criterio predictivo 1 para el modelo clásico de regresión con V  conocido, entre los
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estimadores lineales insesgados respecto al modelo. Una demostración alternativa de 
este resultado puede encontrarse de Rodrigues y Elian(89)[90] y en Bolfarine y Zacks 
(92) [capítulo 2] [10].
A partir de este estimador se obtiene el e s tim a d o r lin ea l p re d ic tiv o  p a r a  el m o­
delo  clásico  básico  con  V  conocido  para la media poblacional óptimo según el 
criterio predictivo 1 entre entre los estimadores lineales insesgados respecto al modelo, 
que vendrá dado (tomando p = l y X  =  ljv) por:
% C Z  = J j[nV* + (N  ~  n)P +  l í v - n V ^ V r ^ y ,  -  l n£)], ( 1 .1 1 )
con £  =  ( l í lV 7 1 l n)“ 1 l J V 7 1 y 5.
4. E s tim a d o re s  P re d ic tiv o s  L ineales p a ra  el m odelo  clásico  básico  in c o rre la d o  
e n  dos e ta p a s  con  m ed ias  p a ra  cad a  u n id a d  iguales y  m a tr iz  de v arian zas- 
co v arian zas conocida . Royall(76)[93] demostró que el estimador
y SC4 =  J j i  Y I  yii + ü  N i^  +
(*,j)6 í *'£{*1 . *2 ,-.*'*}
+  (Ni ~  +  C1 “  w¿)£]}> ( L12)
)   ^ • ■ yij
donde y s . =  — —  es la media muestral en la unidad i para i £  {¿i, ¿2 , . . . ,  ¿jt} y
Us =
P S W ....
es óptimo según el criterio predictivo 1 para el modelo clásico básico incorrelado en 
dos etapas con m  =  \l para i = l , 2 , . . . , i V,  y y {Pi)tLi conocidos, entre los
estimadores lineales e insesgados respecto al modelo.
5. E s tim a d o re s  P re d ic tiv o s  In sesgados. Todos los estimadores predictivos que hemos 
visto hasta ahora son estimadores óptimos según el criterio predictivo 1 para el modelo 
de superpoblación correspondiente entre los estimadores lineales e insesgados respecto 
al mismo, Bolfarine y Zacks(92)[10][capítulo 2] apoyándose en una extensión del teo­
rema de Rao y Blackwell (ver Skiener(83)[109] y Rodrigues et al(85)[89]) demuestran 
que el estimador predictivo lineal para el modelo clásico de regresión ( 1 .1 0 ) con va- 
rianza conocida es óptimo según el criterio predictivo 1 para el modelo básico de
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regresión normal con matiz de varianzas-covarianzas conocida y V au =  0 nx(7v-n) en­
tre los estimadores insesgados (no necesariamente lineales) respecto a dicho modelo. 
Consecuentemente,el estimador ‘predictivo para el modelo clásico de regresión normal 
con matriz de varianzas-covarianzas conocida y V au =  Onx(;y-n) viene dado por:
y SC5  = -fíVs + J j 1N -n X uP: (1-13)
donde /3 =  (X* V ^ X , ) - ^ *  V j 'V í  y el estimador predictivo para el modelo clásico 
básico normal con V au =  0 nx(7v_n),
V S C 6  =  +  (1 -  £ ) ( l i V j l „ ) - * l Í V , - * y . .  (1.14)
Respecto al criterio de estimadores predictivos máximo verosímiles, Bolfarine y Zacks(92) 
[10] [capítulo 4] obtienen para las cuatro primeras funciones de verosimilitud enumeradas 
en la subsección anterior, los estimadores máximo verosimiles predictivos para un modelo 
clásico de regresión normal con V ,  =  <r2 W 4, V u =  a 2 W u y V au =  Onx(jv-n) con W , y W u 
matrices definidas positivas conocidas de dimensiones n x n y (N  — n) x (N  — n) respectiva­
mente, cr2 un escalar positivo y 0 nx(7v-n) una matriz de ceros de dimensión n x ( N  — n). Para 
estas cuatro funciones de verosimilitud, se tiene que el estimador máximo verosímil predic­
tivo coincide y es igual a Y  = ^ [l^ y *  +  l tN_ nX u(3], donde 3  =  (X í,W 7 1X J) - 1X tí W 7 1 y i, 
bajo las hipótesis: a 2 descononocida para la verosimilitud estimada, a 2 conocida para la 
verosimilitud perfilada, cr2 =  1 para la verosimilitud de L-H, y cr2 =  1 y condición L 
(W ljv  =  X S  para algún 6 ), para la verosimilitud de Royall. Notemos que los estimadores 
predictivos máximo verosímiles coinciden para las 4 primeras funciones de verosimilitud 
planteadas (bajo las correspondiente hipótesis adicionales), con el estimador predictivo inses- 
gado óptimo para el modelo clásico de regresión normal con matriz de varianzas-covarianzas 
conocida y V au =  0 nx(Ar- n )  (ver (1.13)).
En relación a la función de verosimilitud quinta, Iglesias(93)[63] obtiene para el modelo 
clásico básico normal con matriz de varianzas covarianzas V  =  <t2 Ijv, con <r2 >  0 descono­
cido, que el estimador máximo verosímil para su función de verosimilitud predictiva para la 
media poblacional es la media muestral ( 1 .1 ).
1.3 .3  C om entarios de la sección
Tal y como hemos visto a lo largo de la sección, la aproximación al problema de esti­
mación en poblaciones finitas basada en modelos de superpoblación sí obtiene estimadores 
únicos óptimos (la aproximación por población fija no alcanza resultados óptimos únicos 
-inexistencia de estimadores uniformes de mínima varianza-) según los criterios de población 
fija - superpoblación y predictivos. Del análisis de los resultados obtenidos mediante los 
diversos criterios de selección del estimador aplicados notemos que:
1.- En los resultados de estimación de la media poblacional según los criterios 1 y 3 de 
población fija - superpoblación se obtiene una solución de población fija apoyándose de 
manera accesoria en un modelo de superpoblación, esta solución confirma como estimador
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óptimo de y  a la media muestral y 3 ( 1 .1 ) (el estimador habitual en población fija en ausencia 
de información auxiliar) y al muestreo aleatorio simple sin reemplazamiento para modelos 
básicos, y al estimador de Horwitz y Thomson (1.4) y el muestreo proporcional al tam año de 
la variable auxiliar para un modelo simplificado de regresión. Los criterios 1 y 3 de población 
fija - superpoblación son una solución “cuasi-población fija” al problema de encontrar un 
estimador óptimo mediante criterios de población fija “puros” .
2.- Los criterios basados en los criterios predictivos y el criterio 2 de población fija - super­
población a diferencia de los anteriores consideran como elemento clave en la estimación el 
modelo de superpoblación ( “creen” en el modelo), relegando a aspecto secundario el pro­
cedimiento de muestreo (en el proceso inferencial se considera la m uestra como dada y 
en todo caso se busca un procedimiento que mejore el estimador predictivo, en el sentido 
de minimizar el valor esperado respecto a muéstreos no informativos del error cuadrático 
medio respecto al modelo de superpoblación). Señalemos dos puntos de discursión para los 
resultados obtenidos a partir de estos criterios:
•  Los modelos de superpoblación propuestos son muy generales y habitualm ente no 
expresan “todo” lo que sabemos de la población finita en estudio. Así la hipótesis 
de intercambiabilidad finita se satisface para todos los modelos de superpoblación £, 
construibles a partir del siguiente procedimiento Bayesiano2:
“Si las variables Y¿ son independientes e igualmente distribuidas para i =
1 , 2 , . . . ,  N  dado un parámetro 9 (escalar o vector) con función de densidad 
f (Y \9 )  y asumimos que dicho parámetro 9 definido sobre 0  se distribuye 
según función de densidad tt(0 ), entonces
r  N
/ ( n , n , . . . , W ) =  /  T [ m \ e M e ) d e ,
J& ¡ = 1
es una función de densidad correspondiente a un modelo de superpoblación 
intercambiable.”
en el cual la distribución asociada a 9 representa los distintos grados de conocimiento 
subjetivo del problema (una asignación clásica correspondería a tom ar ir(9) oc 1). Los 
modelos basados en las hipótesis de independencia o incorrelación son asimismo muy 
amplios.
• Los estimadores predictivos obtenidos son lineales y óptimos respecto al criterio de 
minimizar el error cuadrático medio entre los estimadores lineales e insesgados respecto 
al modelo de superpoblación y entre los estimadores insesgados en el caso modelos de 
superpoblación normales. Estos resultados se pueden obtener también a  partir de los 
correspondientes modelos Bayesianos asumiendo una adecuada distribución mínimo 
informativa sobre los parámetros desconocidos, comprobándose además, desde este
2El procedimiento anterior supone una condición necesaria y suficiente de intercambiabilidad finita, pero 
no im plica la existencia de una población infinita intercambiable de la que sea realización la población finita  
intercambiable así construida.
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punto de vista, que la hipótesis de estimador lineal óptimo conduce a la normalidad 
del modelo3.
El análisis de la población finita a través de un modelo de superpoblación clásico pro­
porciona resultados en el problema de estimación, constituye una aproximación estadística 
“natural” y supera las dos objecciones a la aproximación de población fija que señalábamos 
en la sección anterior. A pesar de ello, el análisis que permite la metodología de modelos 
de superpoblación clásica es incompleto desde nuestro punto de vista, los modelos son muy 
amplios y tanto  ellos como los resultados para un modelo de superpoblación clásico dado 
pueden interpretarse de una forma más completa, tal y como muestran las dos observaciones 
anteriores, mediante una interpretación Bayesiana (que es siempre posible introduciendo las 
hipótesis adecuadas sobre los parámetros). Además, la aproximación Bayesiana tiene in­
terés por sí misma, permite una modelización más natural y sencilla de las poblaciones, y 
permite además la obtención de la distribución predictiva de Y u |(s ,y a) que reúne toda la 
información proporcionada por la muestra ((s,ya)) sobre el vector poblacional no observado 
(lo que supone una mejora conceptual frente a las funciones de verosimilitud predictivas 
máximo verosimiles comentadas en esta sección).
En la próxima sección y los capítulos siguientes aplicaremos técnicas Bayesianas sobre 
modelos de superpoblación.
Destaquemos como referencias fundamentales para el estudio de una población finita 
desde el punto de vista de superpoblación clásica (algunas de ellas ya referenciadas) por 
presentar un planteamiento global del tema, las siguientes: los artículos de Sárndal(78)[104] 
y Godambe(92)[50] que presentan un amplio estudio teórico sobre los procedimientos y 
estimadores desde un punto de vista de método de muestreo y modelo de superpoblación y, 
desde un punto de vista predictivo los de Thomsen y Tesfu(88)[116] y Royall(88,92)[95,96], 
los übros de Cassel, Sárndal y Wretman(77)[17][capítulos 4 y 5] y Bolfarine y Zacks(92)[10] 
y la tesis de Murgui(82)[76][capítulo 2],
1.4 M odelos de Superpoblación. Soluciones Bayesianas
Corsideremos una población finita P  =  {1, 2 , . . . ,  N },  un vector de características y =  
(l/i >2/2 »• • • jVn Y  asociado a cada uno de los índices de la población, un modelo de super­
población f ,  de modo que el vector y  es la realización de un vector aleatorio Y  que se 
distribuye según £ y una muestra de la misma ( s ,y a) (a partir de ahora y en todo lo que 
resta de tesis cuando nos refiramos a la muestra nos referiremos a la pareja ( s ,y a) ), con s 
obtenido mediante un procedimiento de muestreo de tamaño fijo no informativo (habitual- 
mette, la aproximación Bayes (y también la aproximación clásica predictiva) introduce toda 
la iiformación sobre la población en el modelo y no hace uso de muéstreos informativos, 
por lo que a partir de ahora y en lo que resta de tesis cuando nos refiramos a un procedi­
miento de muestreo éste será no informativo). Si considerada la muestra ( s ,y a), denotamos 
p o r Y u =  (Y* : i 0  s)*, al vector poblacional no observado (una parte de Y  desconocida 
una vez observada la muestra), la aproximación Bayesiana al problema para estim ar g(Y )
3Esta afirmación se apoya en los resultados de Goel y DeGroot(80)[52] y en el apartado de comentarios 
de lasubsección 1.4.1
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consiste en la asignación de una distribución sobre los parámetros desconocidos del modelo 
y la aplicación del teorema de Bayes para actualizar la distribución del vector Y u dada la 
m uestra ( s ,y a), esto es, la obtención de la distribución predictiva Y u |( s ,y a).
La distribución predictiva anterior, proporciona una información completa sobre el vec­
tor poblacional no observado condicionado a la muestra, que puede ser condensada (en 
cierta medida) para establecer inferencias acerca del mismo a partir de los primeros dos 
momentos de la distribución (en el caso de existir), que proporcionan un estimador del vec­
tor no observado y una medida sobre su variabilidad, la moda, la mediana, cuantiles de la 
distribución,...
El criterio más habitual consiste en la obtención del estimador Bayes de flf(Y) que mini­
mice el error esperado (respecto al modelo de superpoblación) asociado a una determinada 
función de pérdida. La función de pérdida que consideraremos en esta tesis (y la más apli­
cada en la práctica), es la función de pérdida cuadrática; para esta función de pérdida el 
estimador Bayes se obtendrá como aquel estimador g(y a) que minimice E ^ (g (Y a) — <z(Y))2. 
Dado que4:
£ {(J (Y .)  -  s (Y ) ) 2  =  £ Y . [ ^ rY .|(,,y .)(9 (Y ))] +  £ Y .[ í(Y .)  "  EY M, ,y .)W Y ))]2,
el estimador Bayes <7B(y») dO^)  y su error cuadrático medio (respecto al modelo de super­
población) vienen dados (cuando existen los correspondientes momentos) respectivamente 
por:
0B(y») =  E Y .|( . ,y ,)W Y )) ’
Ef ( S B ( y . ) - s ( Y ) ) 2 =  B Y i [ Y « r Y . |(. ,y t ) ( s (Y ) ) ] .
Notemos que el estimador Bayes de g(Y ) viene dado por el valor esperado de g (Y )  res­
pecto a la distribución predictiva Y u |(s ,y a) y su error cuadratico medio por la media res­
pecto a la distribución de Y a de la varianza de <j(Y) respecto a la distribución predictiva 
Y „ |( s ,y a). Esto es, estimador Bayes y error cuadratico medio asociado se obtienen a partir 
de los dos primeros momentos (si existen) respecto a g (Y )  de la distribución predictiva de 
Y u |( s ,y a) (que además pueden interpretarse respectivamente como el estimador Bayes de 
g (Y )  y su error cuadrático medio asociado bajo el criterio de minimizar la función de pérdida 
cuadrática esperada para la distribución predictiva).
Por o tra  parte, notemos que el estimador Bayes <7(ya) es insesgado respecto al modelo
de superpoblación f , puesto que: 5
£ e( í B ( Y . ) - í ( Y ) )  =  £ Y .[EY I |(í ,y .)(» B (Y .) -9 (Y ))]  =
=  £ Y .(íB (Y .) -  EY „|(í,y .)(í(Y ))] =  0,
y que por lo tanto en el caso de modelos de superpoblación clásicos con parám etros conocidos 
el estimador Bayes coincide con el estimador predictivo (criterio predictivo 1).
* Al obtener s a partir de muéstreos no informativos, notemos que s es subordinada (ancillarity) por lo
que la  inferencia sobre Y  se deriva únicamente de la  distribución de Y |s
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En particular, si nos centramos en la estimación de la media poblacional, tenemos que 
Y =  +  ^ y u, donde ys es la media muestral (1.1) y Y u =  -^aY i /{N  — n ) es la
media de los elementos no observados, por lo que el estimador Bayes y su error cuadrático 
medio (respecto al modelo de superoblación) asociado vienen dados por:
y B = % v . +
E(<7b - W  = í í^ £ Y . [ ^ rY .|( s,y.)(F “ )]-
—B — _con Y u =  £'(yu|(s,ya)), el estimador Bayes con función de pérdida cuadrática de Y u.
El proceso inferencial anterior entraña bastantes dificultades (salvo en modelos conju­
gados), las distribuciones predictivas del vector poblacional no observado YuKs . y , ) ,  no 
son fáciles de obtener, garantizar la existencia de la media y varianza de g(Y ) respecto a 
la distribución predictiva anterior también presenta dificultades, que se ven acrecentadas 
considerablemente cuando la función g (Y )  no es lineal y además en el caso de poder garan­
tizar la existencia de los momentos anteriores, su cálculo requiere de técnicas de integración 
numérica. En los próximos capítulos se estudiaran algunos modelos en los que tendremos 
que hacer frente a estéis dificultades.
En esta sección presentaremos los estimadores Bayes y sus errores para modelos Baye- 
sianos sencillos y estimadores alternativos al estimador Bayes y sus errores surgidos por 
la dificultad en la obtención del estimador Bayes para un modelo dado (estimadores Bayes 
lineales y estimadores empíricos) o la exigencia de propiedades adicionales no satisfechas por 
el estimador Bayes (estimadores Bayes constreñidos). Dentro de la estimación de modelos 
de superpoblación desde un punto de vista Bayesiano se da una relación muy estrecha entre 
el modelo propuesto y la solución Bayes aportada por lo que distribuiremos el contenido de 
esta sección en cuatro subsecciones con títulos:
1.4.1 Modelos Bayesianos con distribuciones no totalmente especificadas. Estimadores 
Bayes lineales
1.4.2 Modelos Bayesianos para distribuciones especificadas. Estimadores Bayes y esti­
madores Bayes empíricos
1.4.3 Estimadores Bayes constreñidos
1.4.4 Modelos “rigurosamente” Bayesianos
1.4.5 Comentarios de la sección
en las cuatro primeras analizaremos los modelos habitualmente estudiados, el procedimiento 
de estimación empleado , las motivaciones que conducen a estos modelos y los resultados 
obtenidos por los distintos autores; en la subsección de comentarios se ralizará un análisis 
general de la sección estableciendo la relación entre los estimadores propuestos y los modelos 
planteados.
.£ &
1.4.1 M od elos B ayesianos con d istribu ciones no to ta lm en te  esp ec i­
ficadas. E stim adores B ayes lineales
Un grupo significativo de autores se inclinan por una modelización Bayesiana de la población 
finita en estudio “amplia” , en el sentido de que la distribución £ no esté completamente 
especificada, entre los modelos más estudiados podemos distinguir dos grupos:
1 -  Los modelos Bayesianos basados en especificaciones de primer y segundo momentos sobre 
el vector poblacional dados los parámetros y sobre los parámetros. Entre ellos señalemos:
• M o d e lo  B ayes B ásico . Pertenecen a este modelo la clase de distribuciones de su­
perpoblación £ tales que:
y i = / x  +  e¿, i = 1,2, . . . , JV,
donde e  =  (e i , e 2 , . . .  , ejv)* es un vector aleatorio de media Ojv y matriz de varianza- 
covarianzas V  y /x una variable aleatoria de media b y varianza cr¿, 6  es un escalar 
conocido, V  una matriz N  x N  definida positiva conocida y un escalar (af > 0) 
conocido.
• M o d e lo  B ayes d e  R eg resió n . Pertenecen a este modelo la clase de distribuciones de 
superpoblación £ para las cuales, asociada a cada variable Y¿ tenemos una información 
auxiliar representada por un vector x¿ =  (x,i,  . . . ,  xtp) conocido cumpliéndose que:
Yi =  x,/3 +  et-, i = 1,2, . . . , JV,
donde X  =  (x¿, X2 , . . . ,  xjy)*, e =  (ei, e2 , . . . ,  e/v)* es vector aleatorio de medias 0¿y y 
m atriz de varianza-covarianzas V  y ¡3 =  (/?i,/?2 > • • • ¡PpY es vector aleatorio de media 
b  y m atriz de varianza-covarianza B, b  un p-vector conocido y V  y B son matrices 
definidas positivas conocidas de dimensiones N  x N  y p  x p respectivamente. (0// 
TV-vector de ceros). Notemos que, en el caso p = = I m y (3 = p (1n  N  vector de
unos) se obtiene el modelo Bayes Básico del párrafo anterior.
• M o d elo s  B ay esian o s B ásicos en  dos e ta p a s . Constituyen la transformación del 
modelo clásico en dos etapas y modelo clásico simplificado de regresión en dos etapas a 
modelos Bayesianos lo que se realiza asumiendo para los modelos Bayesianos Básicos 
en dos etapas con una jerarquía que p  = ( p i , p 2 , • • •, P k Y  es un A'-vector aleatorio con 
media p nl k  y m atriz de varianzas-covarianzas B =  a \ l k  donde todas las matrices 
de varianzas-covarianzas son definidas positivas y conocidas y p n asimismo conocida 
y para los modelos Bayesianos Básicos en dos etapas con dos jerarquías que p  =  
(/¿i) A2 > • • • >P k Y  es un A'-vector aleatorio con media p * 1 k  y m atriz de varianzas- 
covarianzas B =  <t%Ik con pn variable aleatoria con media po y varianza ctq donde 
todas las matrices de varianzas-covarianzas son definidas positivas y conocidas y po y
o-q escalares (<tq > 0 ) conocidos.
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Los modelos Bayesianos en dos etapas se aplican en poblaciones estructuradas en dos 
etapas. La aplicación del modelo con una o con dos jerarquías depende fundamental­
mente de las características de la población y del nivel de información disponible, en 
general, el primer modelo se aplica en situaciones de muestreo estratificado, cuando 
los estratos son bastante heterogéneos entre sí y se dispone de bastante información 
acerca de los mismos (una generalización habitual es tomar fiv distinta en cada es­
trato ), y el segundo cuando el nivel de información acerca de las unidades es más 
pobre o bien las características de la población hacen más adecuada la construcción de 
un modelo más flexible que permita establecer introduciendo una jerarquía más una 
relación de intercambiabilidad entre las unidades (esta modelización es adecuada en 
muchas situaciones de muestreo cluster, por rutas aleatorias e incluso por muéstreos 
estratificados).
2.- Los modelos Bayesianos intercambiables basados en especificaciones de primer y 
segundo momentos sobre el vector poblacional. Los modelos que describiremos a con­
tinuación suelen enunciarse en términos del modelo de superpoblación colapsando los 
parám etros (que por otra parte no suelen ser objeto de estudio en poblaciones finitas). 
Entre ellos, señalemos:
-  M o d e lo  B ayes In te rc a m b ia b le  B ásico. Pertenecen a este modelo la clase de 
distribuciones £ tales que las variables , í =  1 , 2 , . . . ,  TV son intercambiables con
E(Yi) = m, ¿ = 1 , 2 , . . . , W ,
/'--i /vr v   ^ 3 * — 1 > 2 , • • •, AT,Cov(Yi,Yj) -  | Cj j ? í j í > í  =  l i 2 ............N¡
donde m, v y c son escalares conocidos (v > 0 ).
Como casos particulares de este modelo tenemos todos los modelos de super­
población construibles a partir del siguiente modelo:
* Yi\Q, i =  1,2, . . . ,AT independientes e igualmente distribuidas (i.i.d.) con 
m edia E(Yi\9) =  6 y varianza Var(Yi\9) =  v — c, i =  1 , 2 , . . . ,  N ,
* 9 variable aleatoria con media E(9) =  m y varianza Var{9) =  c, 
donde m, c y v son escalares conocidos (v >  0 ).
— M o d elo s  B ayesianos In te rcam b iab le s  en  dos e ta p a s . Podemos distinguir 
dos modelos: el modelo intercambiable en dos etapas de una jerarquía y el modelo 
intercambiable en dos etapas de dos jerarquías.
* El modelo intercambiable en dos etapas de una jerarquía. Pertenecen a este 
modelo la clase de distribuciones £ tales que:
* las unidades Y¿ =  (V¿i,Y¿2 i- • • son vectores aleatorios incorrelados
para i =  1 , 2 , . . . ,  K,
* para i =  1 , 2 , . . . ,  A', las variables Y¿i, Y¿2 > • • • i YíNí son intercambiables con 
E (Y íj) =  , j  = 1 , 2 , . . . , Ni, Var(Yij) =  V i J  =  1 , 2 , . . . , 7V¿ y Cov(Yij )Yi i) =
Ci para j  ^  / j , l  =  1 , 2 , . . . ,  , con m¿, y c¿ escalares conocidos para
i ,  / =  1 , 2 , . . . ,  (ü¿ > 0, i , ! =  1,2 , . . . ,  Ni).
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* El modelo intercambiable en dos etapas de dos jerarquías. Pertenecen a este 
modelo la clase de distribuciones £ tales que:
  (Yí — Y í ) 2
* las unidades Y¿ =  (Y¿i, Y¿2 , . • •, YíNí)*> condicionadas a Y t- y  —
son intercambiables para i =  1 , 2 , . . . ,  K ,
* para i = 1 , 2 , . . . ,  A', las variables Y u , Yí2 , . . . ,  son independientes entre 
sí,
* para i =  1 , 2 , . . . ,  A,  los vectores (Y¿, S¿) son intercambiables con E ( Y ,) =  m,
V ar{Y i)  =  u, Cov(Y{,Y¡)  =  c para z‘ /  / y E(Si)  =  <j> donde m, v, c y <f> son 
escalares conocidos (|c| < u /(A  — 1 )).
Estos modelos se aplican sobre poblaciones estructuradas en dos etapas, aplicando 
uno u otro modelo según las características de la población en estudio y nuestro 
nivel de información acerca de la misma.
E stim ación
Dada una muestra ( s , y s), la obtención en estos modelos del estimador Bayes 
para función de pérdida cuadrática para estimar la función <¡r(Y) no es posible, ya que 
la información disponible acerca de la distribución del vector de características Y  no 
es suficiente para el cálculo del estimador ni de su error cuadratico medio (respecto 
al modelo de superpoblación) asociado. Hartigan(69)[55] y Brunk(80)[12] introducen 
para modelos de similares características los estimadores Bayes lineales, que son apli­
cados al ámbito de estimación de poblaciones finitas por Ericson(69, 83, 88)[27,29,30], 
Smouse(82,84)[112,113] y Murgui(82)[76].
El estimador Bayes lineal íTBL(y«) (Para función de pérdida cuadrática) de g{Y ) se 
define como aquel estimador g(ys) de g(Y) que minimice
E( (g(Y.)  -  g ( Y ) f  = E V ' W a r v ^ ' ^ W Y ) ) ]  + EY ¡ {g(Y,) -  ^ Y .|(,,y .)(9(Y ))]2.
(equivalentemente A y  (<7( Ya)—<7b (Y , ) ) 2 (ver Ericson(83, 88)[29,30] y Murgui(82)[76]) 
) entre los estimadores de la forma
0(y«) = «o + 2^aiVi,
*€»
con ao y a¿, i =  1, 2 , . . .  , n  escalares conocidos. El estimador Bayes lineal es pues, el 
estimador más próximo entre los lineales al estimador Bayes en error cuadrático medio 
respecto al modelo de superpoblación.
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E s tim a d o re s  B ayes lineales d e  la  m ed ia  p o b lac io n a l
Entre los estimadores Bayes lineales obtenidos para la media poblacional para los 
diversos modelos propuestos en esta subsección destaquemos en primer lugar, los co­
rrespondientes a los modelos Bayesianos basados en especificaciones de primer y se­
gundo orden sobre el vector poblacional y los parámetros, y dentro de ellos el siguiente 
resultado para los modelos Bayesianos básico y de regresión. Rodrigues(8 8 )[8 8 ] y Bol­
farine y Zacks(92)[10][10] obtienen el estimador Bayes lineal para el modelo Bayes de 
regresión que se define por:
^ B L l  =  p  +  ^ [1 « -„ [X „ 3 b L  + V ^ v r ' í y ,  - X . 0 BL)]], (115)
donde y,  es la media muestral (1.1), y , =  (y,-,,!/;,........y¡„)', Y „ =  (Y) : i & «)',
x, =  K , x í a, . . .  X„ =  (x| : i i  s ) ',  V , =  K arY |/3 (Y .), V „ =  Y a r y ^ Y , , ) ,  
V ,„  =  C o tY |/3 ( Y , , Y u) y
3 b l  =  ( x í v r ' x , + B - ' r ' w v r v ,  +  B - ‘b),
que proporciona como caso particular para p =  1, X  =  ljv , b  =  b y B =  ir,, el 
estimador Bayes lineal para el modelo Bayes Básico, que viene dado por:
Y BL2 =  +  N N  &BL +  ^ 1 N- n V ^ v r 1 (y* -  in/^BL)’ (L16)
donde /ig g  =  +  cr¿’2 )_ 1 ( ln ^ rr 1 y 4 +  &b 2^)- También calculan el error
medio obtenido al emplear el estimador Bayes lineal para el modelo Bayes de Regresión 
(que podemos asimismo particularizar para el modelo Bayes básico) y los estimadores 
Bayes lineales y sus errores en los casos B —»• 0pxp, V  —>■ 0jvxN> B - 1  —► 0pXp y 
V - 1  —► 0n x N- Otros casos particulares de este resultado son:
-  para p =  N  y X  =  Ijv se recupera el estimador Bayes lineal obtenido por 
Smouse(82)[112] para un modelo Bayesiano sin variables auxiliares y medias para 
cada elemento de la población Yi dado el parámetro (que en este caso es un 
TST-vector) distintas.
-  en el caso B - 1  —► 0pXp, se recuperan los resultados clásicos; así el estimador 
(1.15) se transforma en el estimador predictivo para el modelo clásico de regresión
( 1 .1 0 ) y el estimador (1.16) en el estimador predictivo para el modelo clásico 
básico ( 1 .1 1 ), ambos modelos clásicos bajo la hipótesis de matriz de varianzas- 
covarianzas conocida.
O tros trabajos a destacar son: los resultados de Ericson(88)[30] para la estimación de 
Y  asumiendo los modelos intercambiables descritos en líneas anteriores (obtención de 
estimadores Bayes lineales y su error cuadrático medio asociado), así como su labor de 
estimación para algunos modelos de regresión y los estudios de Ericson(70)[28] y Ghosh
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y Lahiri(87)[41] que obtienen los estimadores Bayes para un modelo Bayesiano básico 
intercambiable y para un modelo Bayesiano en dos etapas con una jerarquía con k = K  
respectivamente con hipótesis adicionales sobre la distribución de los parámetros.
C o m en ta rio s
Los modelos Bayesianos basados en especificaciones de primer y segundo orden sobre el 
vector poblacional admiten como caso particular el modelo Bayes normal consistente en 
asumir la distribución normal sobre el vector poblacional condicionado al parám etro (la 
media o vector de medias) y sobre el escalar o vector de parámetros. Para los modelos 
Bayes normales se cumple que el estimador Bayes para la media poblacional (y en ge­
neral para cualquier función g(Y ) lineal) es lineal dado que la media de la distribución 
predictiva de Y u |(s ,y 3) es lineal como función de y , (ver en la próxima subsección 
la ecuación (1.19) junto con la definición de modelo m-jerárquico normal y los mode­
los que generaliza). La linealidad del estimador Bayes para los modelos Bayesianos 
normales implica que el estimador Bayes lineal y el estimador Bayes para <7(Y ) una 
función lineal del vector de características de la población coinciden en estos modelos 
y por lo tanto sus errores cuadráticos medios (respecto al modelo de superpoblación) 
asociados, lo que unido a la observación inicial de que los modelos Bayesianos normales 
son casos particulares de los modelos Bayesianos anteriores nos da como resultado que 
los estimadores Bayes lineales y sus errores cuadráticos medios asociados para estos 
modelos coinciden con el estimador Bayes y su error cuadrático medio para el modelo 
Bayesiano normal correspondiente pudiendo por tanto ser obtenidos a partir de éste.
Una crítica sobre los estimadores Bayes lineales para la media (y en general, para 
cualquier función g(Y ) lineal del vector poblacional) estriba en que éstos sólo coinci­
den (bajo condiciones “suaves” ) con los estimadores Bayes para modelos Bayesianos 
normales. Efectivamente, sigamos el siguiente razonamiento aplicado al modelo Bayes 
de regresión y al estimador media poblacional (generalizable de manera análoga al mo­
delo Bayes básico y los modelos Bayesianos en dos etapas y a estimadores de funciones 
<7(Y ) lineales del vector poblacional).
“Supongamos el modelo Bayes de regresión definido al principio de la sección. En­
tonces, se tiene que:
£(F|(«,y,),/3) = % y .  + ^[lÍr-„[X J3 + V u.V ,-‘(y, -  X,/?)]],
y por lo tanto, el estimador Bayes del modelo, viene dado por:
= £ 0 |(,,y>)(E(F|(S,y,),/3)) =
= 7¡V. + ¿ [ l ,Ar-»[X«£G8|(í,y.)) + V ^ V ^ y ,  -  X .^ |( í ,y . ) ) ) ] ] ,
El estimador Bayes Y 3  será pues lineal, cuando E(f3\(s, y ,))  sea lineal. Y ello se pro­
duce (bajo hipótesis “suaves” ) cuando el modelo es normal, ya que Goel y DeGroot(80) 
[52] demostraron que si:
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Y , =  X,/3 +  e4,
con e 4 y (3 independientes, la hipótesis E((3\(s, y ,))  lineal como función de y 4 implica 
bajo condiciones “suaves” la normalidad de la distribución de Y 4|/3 y del parám etro 
/3.”
1.4.2 M odelos B ayesianos para d istribuciones específicas. E s­
tim ad ores B ayes y  E stim adores B ayes em píricos
Con modelos Bayesianos para distribuciones específicas nos referimos a modelos de 
superpoblación en los que todas las distribuciones están totalmente especificadas (las 
del vector poblacional dado el parámetro o parámetros y las de los parámetros). Es­
tudiaremos en esta subsección los siguientes modelos:
-  M o d elo  B ayes B ásico  N o rm al. Dado el vector poblacional Y  =  (Yi, Y2 , . . . ,  Yyv)* 
se define por:
Y |/i -  N N ( l Ny ,V ) ,
y  ~  N{b,c¡),
donde b es un escalar conocido, V  una matriz N  x N  definida positiva conocida
y un escalar (a2 >  0 ) conocido.
-  M o d elo  B ayes de R eg resió n  N o rm al. Dado el vector poblacional Y  =  
(Yi, Y2 , . . . ,  Y ^ Y ,  para el cual asociada a cada variable Y,- tenemos una infor­
mación auxiliar representada por un vector x¿ =  (x, i , . . . ,  xtp) conocido se define 
por:
Y|/3 ~  N n (X(3 ,V),
(3 ~  Np( b , B) ,
donde X  =  ( x ^ x , , . . .  jxjy)*, b  un p-vector conocido y V  y B son matrices 
definidas positivas conocidas de dimensiones N  x N  y p x p respectivamente. En 
el caso p =  l , X = l j v , / 3  =  p, b = b y H = af (1 ^  N  vector de unos) se recupera 
el modelo Bayes Básico Normal.
-  M o d elo  B ayes B ásico  N o rm a l-G am m a. Dado el vector poblacional Y  =  
(Yi, Y2 , . . . ,  Ytv) 1 se define por:
~  N n (1NIí , ^ - W ) ,  
y \a 1 ~  N(b,<r2c),
a 2 ~  G a_ 1 (a 0 , 6 o),
donde b es un escalar conocido, W  una matriz N  x N  definida positiva conocida 
y a 0 y 6 0  escalares positivos conocidos.
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M o d elo  B ayes de  R eg re s ió n  N o rm a l-G am m a. Dado el vector poblacional 
Y  =  (Yi, Y2 , .. •, Yn )*, para el cual asociada a cada variable V* tenemos una 
información auxiliar representada por un vector x¿ =  ( x a , . . . , x¿p) conocido se 
define por:
Y  |/3, cr2 ~  N N (X.(3,a2W ) ,
/3|<r2 ~  Np(b,<r2C),
<r2 ~  Ga 1 (ao ,6 o)l
donde X  =  (xj ,  . . . ,  xjv)t , b  un p-vector conocido, C es una matriz p x p  
definida positiva conocida y ao y 6 0  escalares positivos conocidos. En el caso 
p = 1 ,X  =  1jv,/3 =  Aí, b  =  i  y C =  c (Iat N  vector de unos) se recupera el 
modelo Bayes Básico Normal-Gamma.
M o d elo  B ayes en  m je ra rq u ía s  N o rm al. Consiste en el siguiente modelo 
jerárquico:
Y |0 ! ~  N (  A i ^ . V O ,
0 i |0 2 ~  JV(A2 0 2 , V 2),
@m ~  , V m_j.i),
donde Y  es el vector de características de la población (representando tanto una 
estructura monoetápica como bietápica, trietápica, . . .  , 0  (m — l)-etápica de la 
población), {A,}£L'i1 son matrices conocidas y {V , } ? ^ 1 son matrices conocidas 
definidas positivas, todas ellas de dimensiones adecuadas. (Am+i y V m+i suelen 
ser de dimensión 1). Como casos particulares de este modelo señalemos:
* para m =  1, Y  =  (Ylf Y2, . .. ,YN y ,  A i =  1 ^ , A 2 =  6 , V i  =  V  y V 2 =  
el modelo Bayes básico normal.
* para m =  1, Y  =  (Yi,Y2  YN )<, A , =  X N , A 2 =  b , V , =  V  y V 2 =  B,
el modelo Bayes de regresión normal.
* para m =  1 y Y  =  (Yi ,  Y 2). . . ,  Y * - ) 1 con Y , =  (Y¿i, Y¿2, . . .  .VíaO* se tienen 
los modelos Bayesianos en dos etapas con una jerarquía normales.
* para m  — 2 y Y  =  (Yi ,  Y 2, . . . ,  Y k )1 con Y , =  (Y¡i, V¿2, . . . ,  Y’,wi)í se tienen 
los modelos Bayesianos en dos etapas con dos jerarquías normales.
M o d elo  B ayes en  m  je ra rq u ía s  N o rm a l-G am m a. Consiste en el siguiente 
modelo jerárquico:
Y | 8 u <r2 ~  N (  A 10 1 , <r3 W 1),
~  at( a 20 2 ,<t2w 2) ,
~  JV(Am+1 ,<r2 W m+i), 
ir2  ~  Ga_ 1 (ao ,6 o),
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donde Y  es el vector de características de la población (representando tanto 
una estructura monoetápica como bietápica, trietápica, . . . ,  o ((m — l)-etápica), 
{A ,-}g fj1 son matrices conocidas, {W , } ^ 1 son matrices conocidas definidas po­
sitivas, todas ellas de dimensiones adecuadas y oo y i»o son escalares positivos 
conocidos. (A m+i y W m+i suelen ser de dimensión 1). Como casos particulares 
de este modelo señalemos:
* para m =  1, Y  =  (Yu  Y2, . . . ,  Y*)4, A1 = 1N , A 2 =  b, W 1 = W  y W 2 =  c, 
el modelo Bayes básico normal-gamma.
* para m =  1, Y  =  (Yi, Y2| . . . ,  Yjv)*, A , =  X N , A 2 =  b, W j =  W  y W 2 =  C, 
el modelo Bayes de regresión normal-gamma.
* p a r a m  =  1 y Y  =  (Yi ,  Y 2, . . . ,  Y k )* con Y,- =  (Yii, Y¿2, . . . ,  YítvJ* se tienen 
los modelos Bayesianos en dos etapas con una jerarquía normales-gamma.
* para m =  2 y Y  =  (Yi ,  Y 2  Y k )% con Y, =  (Y¿i, Y¿2, . . . ,  )* se tienen
los modelos Bayesianos en dos etapas con dos jerarquías normales-gamma.
Para estos modelos (que son generalizaciones de los modelos habitualmente aplicados, y 
serán comentados y analizados exhaustivamente en el capítulo 2 y 3) las distribuciones 
predictivas, los estimadores Bayes para una función g(Y ) lineal y sus errores pueden 
calcularse con exactitud (puesto que se tra ta  de modelos conjugados). Un primer 
inconveniente de estos modelos estriba en que las hipótesis sobre el conocimiento de 
las varianzas asumidas pueden ser muy fuertes para la modelización de una población 
finita dada. La hipótesis de varianzas conocidas de los modelos normales se debilita en 
los modelos normal-gamma al conocimiento de los cocientes entre varianzas (hipótesis 
extensamente aplicada en modelización Bayesiana y en ocasiones bastante realista) y 
la siguiente debilitación a cociente entre varianzas desconocidos conduce a modelos 
en los que la distribución predictiva, estimadores Bayes y sus errores requieren ser
aproximados mediante procedimientos numéricos (en los capítulos 2 y 3 estudiaremos
algunos modelos para modelizar estas situaciones).
En esta subsección nos restringiremos a citar los resultados obtenidos dentro de esta 
línea de trabajo  para la estimación de la media poblacional para los modelos habitual­
mente estudiados por la bibliografía y a la descripción de algunos modelos presentados 
por la misma para la situación de cociente entre varianzas desconocido.
E s tim a c ió n
El criterio de estimación aplicado para estos modelos (con varianza o cociente entre 
varianzas conocido) es la obtención del correspondiente estimador Bayes. Recordemos 
que dada una muestra ( s , ya), el estimador Bayes <7 3 (y ,) de la función g(Y ) y su error 
cuadrático medio respecto al modelo de superpoblación vienen dados respectivamente 
por:
9B(y.) =  •EY .|( ,,y ,)(s ) '
£ < ( « B ( y .) - í ( Y ) ) 2 =  £ Y . [ ' / “ rY .|( .,y .)W Y ))],
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expresiones que en el caso de la estimación de la media poblacional se reducen a:
F B = f¡V, + V jr -y l ,
donde F „  =  £ (F „ |(* ,y ,) )  =  (JV -  n ) - l l k _ n£ ( Y u|(* ,y .)) y F a r y ^ ,  y>)(F „) =
(N  — n)~2l tN_ n V’a r(Y ti|(s,y,))l7sr-n- Con lo que el cálculo de los estimadores Bayes 
de y  y de su error cuadrático medio condicionado a la muestra (para obtener el 
error cuadrático respecto al modelo de superpoblación se tiene que promediar el error 
cuadrático medio condicionado a la muestra respecto a la distribución del vector de 
características observadas) se reduce a la obtención del primer y segundo momentos 
de la distribución predictiva de Y u|(s ,y 4).
E s tim a d o re s  B ayes de  la m ed ia  p o b lac io n a l
Los estimadores Bayes para la media poblacional y para los modelos descritos son:
1. E s tim a d o r  B ayes p a ra  el m odelo  B ayes básico  n o rm al. El estimador Bayes 
para el modelo Bayes básico normal y su error cuadrático medio vienen dados 
respectivamente por:
n _ N  — n ^  1 f r ____i , „ ~ x
Y B1 =  ^B +  (y , -
^ m - ñ 2 =  Ar-2{ i V . „ ( v „ + v „ )v >- 1v ‘ )) i A, . „ +  ( 1 .1 7 )
+(JV -  n -  +  «T»-2) ' 1}.
donde ys es la media muestral (1.1), V ,  =  V u ry ^ íY , ), V u =  F a r y ^ f Y u ) ,  
Vau =  ConY |(i(Y „ Y „ )  y =  B(í<|(S,ya)) =  ( U V , - ' l n +  +
<t¿"26), que coincide con el estimador lineal Bayes y su error para el modelo 
Bayesiano básico dado en (1.16) (ver subsección 1.4.1. apartado comentarios). El 
estimador y su error cuadrático medio asociado en la formulación arriba señalada 
proceden de los resultados de Bolfarine et al(87)[8] y Bolfarine y Zacks(91,92)[9, 
10] para el modelo Bayesiano de regresión normal particularizado para p = 1, 
X = l j v , b  =  6 y B  =  <r¿. Como casos particulares de (1.17), señalemos (además 
de (1.16)):
-  para V  =  I n (t2 se recuperan los resultados de Ericson(69)[26] y Murgui(82)[76]
-  para <r¿2 —► 0 se recupera el estimador predictivo para el modelo clásico 
básico con matriz de varianzas-covarianzas conocida dado en (1.11).
-  para V  =  I n <t2 y <7^2 —► 0 se recupera el estimador media muestral (1.1) 
(Este resultado lo podemos ver en Ericson(69)[26] y Murgui(82)[76]).
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2. E s tim a d o r  B ayes p a ra  el m o d elo  B ayes de re g res ió n  n o rm al. El esti­
mador Bayes para el modelo Bayes de regresión normal y su error cuadrático 
medio vienen dados respectivamente por:
J¡v .  +  + v «»v r '( y -  -  x , 3 b )]],
+  V „ ,V ,-1 V i , ) l Ar. n +  (1.18)
+ lw —n(X„ -  V „JV ,-1 X.)(X*,V,-1 X , + B - 1 ) - 1 x 
x ( X „ - V „ )V ,-1X ))‘l Jv. n },
donde y,  es la media muestral (1.1), y ,  =  (y¡,,y¡a........y ¡,)‘ , Y„ =  (Y¡ : i  g
*)', X , =  (x '1 ,x; í , . . . , x ; j ' 1 X „ =  (xj : i t  V , =  Y a r - y ^ Y , ) ,  V„ =  
YarY|y3 (Y „), V JU =  C o v y ^ ( Y s , Y„) y
3 b  =  F (/3 |(* ,y .)) =  ( X ' .V T 'X ,  +  B - 1 ) - 1 ( X ;v , - 1 y . +  B - ‘b),
que coincide con el estimador y error para el modelo Bayesiano de regresión dado 
en (1.15) (ver subsección 1.4.1. apartado comentarios). El estimador y su error 
cuadrático medio asociado en la formulación arriba señalada proceden de los 
resultados de Bolfarine et al(87)[8] y Bolfarine y Zacks(91,92)[9,10] que obtienen 
además la distribución predictiva de Y u |(s, y 3). Como casos particulares de (1.18) 
señalemos (además de (1.15)):
-  para p =  l , X  =  l 7v ,b  =  6 y B  =  cr¿se recupera el estimador Bayes y error 
cuadrático medio asociado para el modelo Bayesiano básico normal (1.17).
-  para B - 1  —► 0pXp se recupera el estimador predictivo para el modelo clásico 
de regresión con matriz de varianzas-covarianzas conocida dado en ( 1 .1 0 ) 
(Resultados de Royall y Pfeffermann(82)[97]).
-  para p =  1, x¿ =  x,-, i = 1 , 2 y V  =  diagfL1{xi)  se recupera el 
estimador de razón ( 1 .2 ).
2
-  para p =  1, x¿ =  a,- =  Pr(i  G s), i -  1 , 2 , . . . ,  AT, V  =  diag^=1{ j ^ - }  y 
B " 1 -+ 0 se recupera el estimador de Horwitz y Thomson (1.4). (Resultado 
de Ghosh y Sinha(90)[43])
3. E s tim a d o r  B ayes p a ra  el m odelo  B ayes básico  n o rm al-g a m m a . El artículo 
de Font(95)[33] describe la distribución predictiva de Y u |(s ,y ,) ,  el estimador 
Bayes de la media poblacional y su varianza condicionada a la m uestra (que coin­
cide al no depender de y , con el error cuadrático medio respecto al modelo de 
superpoblación), para el modelo Bayes de regresión normal-gamma, a partir de 
los cuales se pueden obtener los resultados para este modelo tomando p =  1 , 
x¿ =  Xi =  1, i =  1 , 2 , . . . ,  iV. Los resultados completos y sus demostraciones se 
presentarán en la subsección 2.2.2. Como casos particulares de estos resultados 
señalemos:
?B 2 =
E t { Y m - Y ?  =
35
-  para W  =  I/v se recuperan los resultados de Ericson(69)[26] y Murgui(82)[76].
-  para W  =  Ijv y 7r(p,cr~2) oc 1 / cr~ 2 se recuperan los resultados de Ericson(69) 
[26] y Murgui(82)[76], que obtienen el estimador media muestral dado en 
( í . i ) .
4. E s tim a d o r  B ayes p a ra  el m odelo  B ayes de  re g re s ió n  n o rm a l-g a m m a .
Tal y como indicábamos en el párrafo anterior, las inferencias sobre este modelo 
aparecen descritas en Font(95)[33] y su estudio completo se realizará en la sub- 
sección 2.2.2 de esta tesis. Como casos particulares de estos resultados señalemos:
-  para p — 1, x¿ =  x,-, i = 1 , 2 , . . . ,  N  y W  =  dzaflr¿ 1^ {u(x1)} con v : —► 3£+ 
se recuperan los resultados de Ericson(69)[26] y Murgui(82)[76].
-  para p = 1, x¿ =  xt-, i =  1,2, . . . ,AT, W  =  diagfL1{v(xi)}  con v : —► 
9í+ y 7t(/í,<7 -2 ) oc -p-2 se recuperan los resultados de Ericson(69)[26] y 
Murgui(82)[76].
-  para p = 2 x¿ =  (1, x,), i =  1 , 2 , . . . ,  N  y W  =  d í'a^ i{v(íC |)}  con v : —» 
üfó+ se recuperan los resultados de Murgui(82)[76].
-  para W U4 =  0(jv_n)xn se recuperan los resultados de Bolfarine y Zacks(91,92)
[9,10]
-  para p =  1, x¿ =  x¿, i =  1 , 2 , . . . , N ,  W  =  diag^=l{v(x i)} y 7r(//,(r“ 2) a
se recupera el estimador predictivo para el modelo simplificado de regresión 
de Royall(70)[91] dado en (1.9).
5. E s tim a d o r  B ayes m odelo  B ayes en  m je ra rq u ía s  n o rm a l. Malee y Sedransk 
(85) [72] estudiaron el modelo Bayesiano en m jerarquías normal (en su original 
el último nivel 0m es escalar) obteniendo que el vector Y u | ( s , ya) se distribuye 
normal (N  — n )-variante con media y varianza dadas respectivamente por:
E(Y„|(»,y,)) = A ^ d  + V ^ V r'íy . -A .D d ),
Ka7-(Y „ |(s ,y s)) =  v„-v;„v,-1vj„+ (1.19)
+ (A„ -  V^V.-'A.JDtAu -  V ‘,uV ; l A , y ,
donde y , =  (y¡ : i £ s )*, Y u =  (Ví : i 0 s)1, A , es la matriz formada por las filas 
de la matriz A i correspondientes a índices i G s, A u es la matriz formada por 
las filas de la matriz A i correspondientes a índices i ^  s, V , =  V a rY j^ ^ Y ,) ,  
V u =  K a ry ^ ^ Y u ) ,  V au = Covy ^ ^ Y , ,  Y u) y
D - 1 =  A* +  (V  +  AV m+iA1)- 1 ,
d =  A ^ V ^ y a  +  (V  -|- AVm+iA <)“ 1 A A m+i,
A  =  A 2 A 3 - - - Am,
V  =  V 2  +  A 2 V 3 A 2  +  .  • .  +  ( A 2 A 3  • • • A m _ i ) V m ( A 2 A 3  ■ • • A m - i ) 1 .
De donde se obtiene que el estimador Bayes y el error cuadrático medio para la 
media poblacional para este modelo vendrá dados por5:
5Dado que la varianza de la distribución predictiva no depende del vector poblacional observado y a, y 
por lo  tanto E Y p[Vra r (Y u |( s ,y a))] =  ^ ar(Y u |(s ,y a ))
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? B 3  =  j¡ V . +
E í & m - y f  =  ^ j lV - „ V 'a r ( Y II|y ) ) l « - „ ,  (1.20)
con E ( Y u \(s ,y3)) y l/a r (Y u |(s, y a)) las definidas en (1.19).
Como casos particulares de (1.20), señalemos:
-  para m =  1, Y  =  (YU Y2, . . .  ,YN y , A ,  = X N , A 2 =  b , V i =  V  y V 2 =  B 
se obtiene el estimador para el modelo Bayesiano de regresión normal (1.18).
-  para m =  1, Y  =  (Y : , Y 2, . . . ,  Y K )* con Y,- =  (Y a , Yi2, . . . ,  YWi )*, A 1 = X  
con X  =  (X1 , X ‘ , . . . >X k ) t , X i = ( x j ^ x l j , . . . , ^ . ) * ,  i =  1,2
Xíj — (®ij 11 %íj2, • • •, j  — 1 , 2 , . . . ,  N i , i — 1 , 2 , . . . ,  , 0\  — {,P\ , P 2 .
P í =  (Pn,Pi2,...,(3ipy> i =  1 . 2 A 2 =  {1P, . . . , 1 PYP,' v '
K
V i =  diap/^i{V i} y V 2 =  diag(Ll {B^} (modelo Bayes de regresión en 
dos etapas con una jerarquía normal) se obtiene el estimador Bayes de re­
gresión en dos etapas de una jerarquía normal y su error cuadrático medio 
asociado. Murgui(82)[76] estudia el caso particular con A i =  d iag fL^ lN i}^  
V i =  d i a g ü ^ l N ^ } ,  A 2 =  l Kfi, 9i =  V = (/¿i,/¿2 , • • • ,Vk Y  y V 2 =  I K <?1, 
para k =  K  en los casos <Tq escalar positivo conocido y rr^ 2 —* 0 .
-  para m  =  2, las definiciones de item anterior para Y , A i, 9\,  V i y V 2, 
y 0 2 =  /3, A 2 =  (Ip, . . . ,  Ip)*, A 3 =  /30 y V 3  =  (modelo Bayesiano
K
de regresión en dos etapas con dos jerarquías normal) se obtiene el esti­
mador Bayes de regresión en dos etapas con dos jerarquías normal y su error 
cuadrático medio asociado. Font(95)[33] describe la distribución predictiva 
del vector poblacional no observado dado la muestra, el estimador Bayes de 
la media poblacional y su varianza condicionada a la muestra para este mo­
delo, y Murgui(82)[76] estudia el caso particular con A i =  diag¡L1{ lN i}, 
V i  =  diaglhilN iV?},  A 2 =  1K , A 3  =  ¡iQ, 9i =  fi = (/ i i , / i 2 , . . .  , h k Y ,  
0 2 =  V 2 =  I k& 2 y V 3  =  cíq en los casos a 2 escalar positivo y cr^ 2 —* 0.
Scott y Smith(69)[106] en un trabajo anterior estudio el mismo modelo de 
Murgui para el caso Cq 2 —► 0.
-  Malee y Sedransk(85)[72] estudian un caso particular m  =  3 de un modelo 
Bayesiano para una población estructurada en tres etapas con dos jerarquías 
con distribución sobre el último parámetro no informativa.
El inconveniente del modelo y sobre todo de las expresiones (1.19) y (1.20) 
es su complejidad matricial que hace difícil la interpretación de los resultados 
obtenidos. En esta tesis nos centraremos en modelos Bayesianos para estructuras 
de población monoetápicas y bietápicas con una y dos jerarquías y estudiaremos 
en estos casos particulares expresiones más fáciles de interpretar (subsecciones 
2.3.1, 2.3.4, 3.2.1 y 3.2.4).
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6 . E s tim a d o r  B ayes p a r a  el m odelo  B ayes en  m  je ra rq u ía s  n o rm a l-g a m m a .
No tengo referencias de la obtención del estimador Bayes para este modelo con­
cretamente (la distribución predictiva, el estimador Bayes para la media pobla­
cional y su varianza condicionada a la muestra se obtendrán en la subsección
3.4.2 y 3.4.3 en un caso mínimo informativo). Bernardo y Girón(91)[7] estudian 
un modelo m jerárquico en el que se modeliza la situación en la que para cada 
elemento queremos estudiar un vector de característica, que se puede particu­
larizar al modelo estudiado en este párrafo en el caso C o v y \Qi ff2 ( Y 4, Y u) =
0. Font(95)[33] describe el caso m  =  2, Y  =  (Yi ,  Y 2 , . . . ,  Y #)* con Y ; =  
(YiuYu  YiNi)', A, = X. = (p\,/3\ .......0 'K)' 82 =  >3, A 2 = (Ip I,)',
A 3  =  ¡30, W j =  W 2 =  diag fL^C p)  y W 3  =  Cp0, (modelo
Bayesiano de regresión en dos etapas con dos jerarquías normal-gamma), que 
es estudiado en la subsección 3.2.2 y 3.2.4 en un caso mínimo informativo, y 
Murgui(82)[76] estudia el caso particular con: m = 2, Y  =  (Y i, Y 2, . . . ,  Y k Y  
con Y,  =  (Y¿i,yi2, . . .  ,Y iNiY, = /x, 02 -  Un, Ai  =  d i a g ü ^  1 ^ } ,  A 2 =  1K , 
A 3  =  ¡i, W i =  d i a ^ i { l 7v¿ct}, W 2 =  I r  y W 3  =  Co. Otros casos particulares 
son los trabajos de Ericson(69)[26] y Murgui(82)[76] que hemos indicado en los 
items de modelos normales-gamma anteriores.
O tro s  m o d e lo s  con v arian zas  d esconocidas
Dedicaremos este apartado a presentar algunos trabajos para modelos Bayesianos con 
varianzas desconocidas y los resultados obtenidos. Estos modelos nos servirán de 
inspiración para proponer y estudiar en los capítulos 2 y 3 (subsecciones 2.2.3, 2.3.3 y 
3.2.3), tres modelos para la situación de varianza desconocida y cociente entre varianzas 
asimismo desconocido. Citemos:
1. E l m o d e lo  d e  S co tt y  Sm ith(69)[106]. Es un modelo para estructuras de 
población en dos etapas que generaliza el modelo Bayes básico en dos etapas con 
una jerarquía normal-gamma y viene definido por:
Yij\Pi,(r2 ~  N(/3í ,(t2), i.i.d., j  = 1,2,
/3i\b,cr¡ ~  N(b,(r¡), i.i.d., * = 1 , 2 ,
7r(6,o-2,o-J) oc Xo--2 o-¿"2, X =
donde m es el número de elementos muestreados en cada unidad con =  m, i G 
{*i,*2l . .. ,**;}• Scott y Smith obtienen f? (Y |(s ,y ,))  y por lo tanto el estimador 
Bayes para la media poblacional. Entre los puntos de crítica al modelo señalar la 
dependencia de la distribución inicial asignada de m, la longitud de los cálculos 
para obtener ¿ '(Y K sjy ,)) y la no aportación de una valoración del error cometido 
al aplicar el estimador Bayes.
2. E l m o d e lo  d e  G liosh y  M eeden(86)[42]. Es un modelo para  estructuras de 
población monoetápicas o bietápicas y se define por:
i =  1 , 2 , . . . ,  K,
• • •, K,
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Y|/3,<r2 ~  N ( l N 0 , I N <r2), 
P\b,<rl ~  N{b,<r¡),
g1
con b y R  =  - ¡^ desconocidos (<r > 0 y <r¿, >  0). Ghosh y Meeden obtienen una 
solución empírica Bayes para la estimación de la media poblacional.
3. E l m o d e lo  de  P é re z  y Pericch i(91)[80]. Es un modelo para estructuras de 
población en dos etapas que generaliza el modelo Bayes básico en dos etapas y 
dos jerarquías normal-gamma, y se define por:
YijW i,*2 ~  N (P i ,a 2), i.i.d., j  = 1 ,2 , . . ■ >Ni,
~  N(b,(Tb)> i-i-d-, ¿ = 1 ,2 , . . . ,I<}
n(b) oc 1,
a2 Al/y, )Vb*b -  y 2Aí/b >
con uw, \ w, v\, y escalares positivos conocidos. Pérez y Pericchi obtienen 
la distribución de /? |(s ,y j) salvo constante de integración (producto de dos t 
multivariantes) y su estimador modal.
4. M o d elo s  con u n  p a rá m e tro  v a ria n za  conocido . Son modelos para es­
tructuras monoetápicas (generalizables a estructuréis bietápicas) consistentes en 
asumir:
Yi\/3iy<rf ~  N (P i ,a 2), independientes, i =  1 , 2 , . . . ,  N,
~  ^(A jb,<r¿.), independientes, i =  1 , 2 , . . .  ,AT,
con o-,-, ¿ =  1 , 2 , . . . ,  TV escalares positivos conocidos, A,- un p-vector conocido y 
diversos niveles de conocimiento sobre b  y <r2., i = 1,2, Los resultados
se centran en la estimación de i = 1 , 2 , . . . ,  iV dada la muestra, citemos los 
trabajos de Fay y Herriot(79)[31] (que obtiene un estimador Bayes empírico de 
i =  1 , 2 , . . . ,  N  para el caso particular A,- =  1, i = 1 , 2 , . . . ,  N  y 6 y cr¿. =  , i =
1 . 2 . . . . ,  N  desconocidos), D atta y Lahiri(94)[23] (que obtienen el estimador Bayes 
de i = 1,2 , . . . ,  N  para b  conocido y distribuidas según gammas invertidas 
independientes para i = 1 , 2 , . . . ,  N )  y los resultados presentados por Ghosh(94) 
en la NSF-CBMS Regional Conference on Bayesian Methods in Finite Populations 
Sampling. Theory and Application, en los que se estudiaba una generalización 
del modelo anterior para estructuras bietápicas presentando estimadores Bayes 
empíricos y las distribuciones condicionales necesarias para aplicar Gibbs Sampler 
y obtener el estimador Bayes por métodos numéricos del Ni- vector /3¿, i =
1 . 2 . . . . , A.
5. M o d elo  m ix to  de reg res ió n  de D a t ta  y G hosh(91)[22]. Es un modelo para 
estructuras en una (tomar K  — 1) o dos etapas consistente en asumir:
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Y  — X/3 +  Zv +  e,
v l{^.}í= i» 0 ' 2 ~  Ng(0q,{T2diagi=l{XiI qi}), 
e|cr2 ~  í\Tjv(0 7v,ct2 I^ ) ,
tt(/3) o c  1 ,
<r2 ~  G a- 1 (a0, 6 0),
Xicr2 ~  G a- 1 (a,-, 6 ,), independientes, i =  1 , 2 , £ ,
donde X  y Z son matrices de covariables conocidas de dimensiones N  x p y N  y q 
respectivamente, ^Zi=i 9 * =  ? y a 0 i 6 o, {ai}|=i> {&»}Í=i son escalares conoci­
dos (ao > 0 ,  6 o > 0 ,  a¿ > 0 ,  ¿ =  1,2, . . .  ,t y 6 ,- > 0 ,  ¿ =  1,2, . . .  , í). (Nótese qie 
K ar(v|{A ,}|=1 ,o-2) =  diag¡=1{<r?Iqt} con <rf =  (a?/<T2)a 2 = X ,cr2, i =  1,2,
Este modelo generaliza el modelo Bayesiano de regresión (en el caso mínimo in­
formativo) y los modelos anidados y de efectos cruzados. D atta y Ghosh(91) 
estudia el modelo anterior con cociente entre varianzas conocido obteniendo la 
distribución predictiva exacta y el modelo con cociente entre varianzas desco­
nocido obteniendo las distribuciones condicionales para aplicar el método Gibbs 
Sampler.
Al describir los resultados hemos hecho referencia a los estimadores Bayes empíricos, 
por lo que haremos seguidamente una descripción general de los mismos. En las aproxi­
maciones Bayes empíricas se distinguen entre dos tipos de parámetros, unos parámetros 
Bayes sobre los que se asigna una distribución inicial y unos parámetros desconocidos 
sobre los que no se asigna distribución inicial. Entonces, el estimador para el modelo 
se construye obteniendo el estimador Bayes condicionado sobre los parám etros sobre 
los que no se asigna distribución inicial (trantándolos como cantidades conocidas) y 
sustituyendo dichos parámetros por unos estimadores clásicos previamente obtenidos 
de los mismos. La aproximación Bayes empírica evita de este modo la aplicación de 
procedimientos de integración numérica y al apoyarse en el estimador Bayes mantiene 
propiedades semejantes a éste siendo el error estimado para los estimadores Bayes 
empíricos (con un número no muy alto de parámetros desconocidos estimados por 
procedimientos clásicos) de un orden similar al del estimador Bayes. Una discursión 
más documentada sobre el comportamiento del estimador Bayes empirico frente al 
estimador Bayes podemos encontrarla en Ghosh(92)[40].
Los modelos y resultados aquí descritos muestran que la solución Bayes (estimador 
Bayes) a la estimación de un función g(Y ) del vector de características de la población 
(y en particular la media poblacional) va a requerir del empleo de técnicas de inte­
gración numérica, cuando los cocientes entre varianzas sean desconocidos.
C om entarios
A lo largo de esta subsección hemos visto el núcleo fundamental de la estimación en 
poblaciones finitas desde un punto de vista Bayesiano y cómo se pueden recuperar los 
estimadores predictivos y de población fija que hemos visto en las secciones anterio­
res. El gran número de modelos estudiados desde este punto de vista para modelos
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conjugados nos ha conducido a introducir unos modelos algo más generales a los ha­
bitualmente trabajados a fin de poder describir a través de ellos las fronteras entre 
lo analizado y lo que falta por analizar (cuyo estudio será objeto de los capítulos 2  y 
3). O tra  cuestión que no está resuelta en esta línea de trabajo (de la que también nos 
ocuparemos en los capítulos 2 y 3) es la modelización de las poblaciones finitas cuando 
las varianzas del modelo son desconocidas y el cociente entre las mismas es también 
desconocido.
1.4.3 E stim adores B ayes constreñ idos
O tra línea de estimación en poblaciones finitas desde el punto de vista Bayesiano es 
la basada en los estimadores Bayes constreñidos. Los estimadores Bayes constreñidos 
(constrained Bayes estimation) se aplican en estructuras de población en dos etapas 
en la estimación de <7¿(Y,), i — 1 , 2 , . . . ,  K  con <7,(Y ,) la función a estimar en la unidad
i-ésima de la población i = 1 , 2 , . . . ,  K .
Dada una muestra de la población ( s , y4), con k =  K t el estimador Bayes constreñido 
de (tfi(Yi),  0 2 ( Y2) , . . .  , 0 k-(Ya:)) se define como aquel estimador (0 1BC(ySl) , 0 ? C(y 42), 
• • •, 9KC(y»K)) que minimiza
K
i=i
entre los estimadores (0 i(y 4 l ) , 0 2 (y í2), • • -,9k (,Ysk )) de (0 i ( Y i ) , 0 2 (Y 2), . . . ,  9k { ^ k  )) 
tales que:
E
1 =  1 J i  =  1
E
( 1 .21 ) 
2K  /  K  \  K  /  K  \
2 2  Ks’y>) = •
( 1.22)
Siguiendo la prueba de Louis(84)[71], el estimador Bayes (0 P( y í i ) , 0 B(y í2), • • •, <7B(yíK))
definido por <7B(y4i) =  E( 0 t (Y, ) | ( s ,y4)), i =  1 , 2 , . . . , Tí, satisface la condición (1.21) 
pero no la ( 1 .2 2 ).
El concepto de estimador Bayes constreñido fue introducido por Louis(84)[71] y apli­
cado por Lahiri(90)[67] a las poblaciones finitas para encontrar un estimador óptimo 
según este criterio para las medias poblacionales de cada unidad.
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1 .4 .4  M odelos “estr ic tam en te” B ayesianos
La hipótesis de intercambiabilidad finita es una hipótesis “natural” 6 y por lo tanto 
usual dentro de la aproximación por modelos de superpoblación al problema de es­
timación en poblaciones finitas, la hemos estudiado en algunos modelos de super­
población y a lo largo de esta sección la hemos visto como parte de la definición 
de algunos modelos y como propiedad para una serie de casos particulares de los 
modelos estudiados (siempre que asumimos a las variables Yi de la población inde­
pendientes e igualmente distribuidas dado un parámetro o vector de parám etros so­
bre el que asumimos una distribución de probabilidad). Sin embargo, tal y como ya 
señalábamos en la subsección de comentarios de la sección 1.3., la intercambiabilidad 
finita no implica la existencia de una distribución de probabilidad intercambiable so­
bre una población infinita de modo que nuestra población finita intercambiable sea 
realización de esa población infinita intercambiable. Iglesias(93)[63] y Iglesias, Pereira 
y Wechsler(94)[64] realizan un esfuerzo para la construcción de un modelo de super­
población que sea intercambiable de manera finita y sea a la vez realización de un 
modelo de superpoblación intercambiable sobre una población infinita. Fruto de este 
esfuerzo para una característica continua tenemos el siguiente modelo “estrictam ente” 
Bayesiano (Strict (predictivistic) Bayesian Model) y el siguiente resultado adaptado a 
la estimación de la media poblacional.
El modelo “estrictamente” Bayesiano para la estimación de la media poblacional se de­
fine como aquellos modelos de superpoblación £ tales que el vector Y  =  (Y i, Y2 , • • •, Yn Y 
tom a valores en (el conjunto de los iV-vectores reales positivos) y:
Y |V  =  y ~  Uniforme(xí'),
Y  ~  Pareto(a, mo),
donde x £  =  {(^1 ,^ 2 , • • • , z n Y  G ' X )íli ¿i/N  =  y)  y a y m 0 escalares positivos 
conocidos. Y el estimador Bayes para la media poblacional y su varianza condicionada 
a la m uestra vienen dados (si ya > m 0) por:
— n N  + a — 1_
y Bi =  T7—— — r y*’n + a — 1
t /• t \7 \{ ^  n2 N + a -  1 N - n  _ 2
V«KY|(.,y.)) = jy?(n + a _ 1) i B +  a _ 2l'.. t1-23)
estimador que coincide para a =  1 con la media muestral ( 1 .1 ).
1 .4 .5  C om entarios de la sección
La aproximación mediante modelos de superpoblación Bayesianos al problema de esti­
mación en poblaciones finitas permite una análisis completo e integrado del problema,
6no hay generalmente razones para distinguir en un estudio a los elementos de la población por sus índices 
que suelen ser simplemente procedimiento de notación
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en el cual se recuperan los resultados de superpoblación clásicos que veíamos en la 
sección 1.3. ( que pueden interpretarse como resultados Bayesianos cuando no intro­
ducimos información sobre la distribución inicial del parámetro) y de población fija 
que veíamos en la sección 1.2. No obstante, la aproximación Bayesiana se enfrenta con 
dos problemas:
1.- La determinación de la distribución inicial sobre los parámetros. La aproximación 
Bayesiana se apoya en la asignación de una distribución inicial sobre el parám etro y 
esta asignación, que permite añadir a un modelo de superpoblación clásico nuestras 
creencias y conocimientos acerca de la “estructura probabilística” de la población 
(el punto a favor tal vez más importante de la aproximación Bayesiana), ha de ser 
“correcta” ya que el análisis Bayesiano puede ser bastante sensible a la distribución 
inicial asignada (ver el ejemplo de Bolfarine y Zacks(92)[10])[pag. 91].
2.- La dificultad para obtener la distribución predictiva del vector poblacional no ob­
servado, para asegurar la existencia de los primeros dos momentos de <7(Y ) según esta 
distribución (que pueden no existir) y en su caso calcular el estimador Bayes de <7(Y) 
y su varianza condicionada a la muestra en los modelos no conjugados. Este problema 
está en relación directa con el primero, si nos centramos en el estudio de una carac- 
teristica continua de la población (tal y como estamos realizando en esta tesis), la 
hipótesis de normalidad para Y  es en general asumible y el problema de modelización 
se sitúa en la asignación de una distribución inicial sobre los parámetros media y va­
rianza, si las distribuciones asignadas corresponden a los modelos Bayesianos normales 
o normales-gamma que hemos visto en la sección, el cálculo de la distribución exacta 
del vector Y u |(s ,y a) y de los estimadores Bayes y sus errores (en estos modelos es 
sencillo garantizar la existencia de los momentos necesarios para su obtención) es rela­
tivamente fácil, pero si no corresponden a estos modelos, el cálculo de la distribución 
de Y u l ^ y , )  y de sus primeros momentos (en el caso de que existan), no es fácil y 
requiere de la aplicación de métodos de integración numérica.
La prim era cuestión se resuelve asignando distribuciones no informativas cuando no 
tenemos conocimiento “claro” acerca de la distribución del parámetro en cuestión o no 
queremos introducir información sobre los parámetros y la segunda mediante la apli­
cación de métodos computacionales basados en la teoría sobre cadenas de Markov como 
por ejemplo la aplicación del Algoritmo de Gibbs Sampling (Gelfand y Smith(90)[35], 
Gelfand et al(90)[34] y Casella y George(91)[15]), que obtiene una m uestra de la 
distribución predictiva y puede implementarse fácilmente en el ordenador para un 
amplio grupo de modelos mediante el programa BUGS, otras soluciones alternativas 
cuando el número de parámetros es pequeño son las aproximaciones asintóticas a la 
distribución predictiva y algoritmos EM (estimación-maximización), métodos de inte­
gración numérica (métodos de Laplace y Naylor-Smith), métodos de Monte Cario y 
los estimadores Bayes empíricos.
Destaquemos como referencias fundamentales para el estudio de una población finita 
desde el punto de vista de superpoblación Bayesiano (todas ellas ya referenciadas) por 
presentar un planteamiento global del tema, las siguientes: los artículos de Ericson(69,
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88)[26,30] y Font(95)[33], el libro de Bolfarine y Zacks(92)[10] y la tesis de Murgui(82)[76] 
[capítulo 3, 4 y 5].
1.5 Com entarios finales
En este capítulo hemos intentado dar una visión amplia y crítica sobre distintas apro­
ximaciones (población fija y modelos de superpoblación clásicos y Bayesianos) al pro­
blema de estimación de una características continua de una población finita dada. En 
aras a esa visión amplia han quedado sin tra ta r algunas cuestiones específicas como: la 
estimación de otras funciones de características de la población así como: parámetros 
de la misma (en la aproximación por modelos de superpoblación clásicos y Bayesianos), 
la estimación en poblaciones finitas para características de la población discretas, las 
estimación en presencia de no respuesta, modelos dinámicos,...,etc.
Hemos visto también, cómo la aproximación basada en modelos de superpoblación 
Bayesianos supone un mecanismo de estudio eficaz7 para el problema de estimación 
en poblaciones finitas que supera los inconvenientes de las otras aproximaciones y 
permite una interpretación de las mismas (recuperando para distribuciones iniciales 
específicas los estimadores basados en las aproximaciones de población fija y modelos 
de superpoblación clásicos).
Nuestra tesis se centra en la línea de trabajo Bayesiana y tiene por objetivos: el 
presentar una gama de modelos suficientemente amplia para poder inferir a través 
de ellos sobre una característica continua de una población y a la vez estudiar como 
estos modelos y generalizaciones de los mismos permiten plantear y resolver cuestiones 
relacionadas con el procedimiento de selección de la muestra aplicado. El primer 
objetivo, tiene su punto de partida en los estudios realizados por otros autores en esta 
área, referenciados en la sección 1.4, y será tratado en los capítulos 2 y 3. El segundo 
objetivo, se apoyará en los modelos establecidos en estos tres primeros capítulos y 
se desarrollará en los capítulos 4 y 5, comparando en el primero de ellos, la calidad 
de las inferencias obtenidas a través de muéstreos aleatorios, estratificados y cluster, 
y en el segundo introduciendo algunos modelos sencillos para estudiar los resultados 
obtenidos a partir de un muestreo por rutas.
La notación aplicada para la realización de todo el estudio se apoyará en la notación 
que hemos introducido en este capítulo, reunida para facilitar su rápida consulta en el 
apéndice A, y en las notaciones que excepcionalmente se introduzcan al principio del 
capítulo. Por o tra parte, el estudio de los modelos, requerirá de la aplicación de algunos 
resultados sobre funciones, distribuciones,.. . ,  cuyo enunciado en forma de lemas y su 
demostración se estudiará en el apéndice B, para evitar así su reiterada enumeración 
y facilitar la comprensión de los resultados de poblaciones finitas estudiados en cada 
capítulo. También tendremos que hacer uso en el estudio de los modelos no conjugados 
de métodos numéricos, en concreto, en esta tesis se aplicarán las técnicas basadas en
7los problemas de cálculo de distribuciones y estimadores Bayes para m odelos no conjugados pueden ser 
resueltos en la  actualidad mediante técnicas de aproximación de Monte Cario y simulación Gibbs Sampler 
fácilmente implementables en ordenadores cada vez más rápidos y potentes
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el muestreo por Gibbs, que en los modelos estudiados podrán ser implementadas en el 
ordenador mediante el programa BUGS. El apéndice C recogerá una descripción del 
muestreo por Gibbs Sampling (sección C .l), del programa BUGS (sección C.2), y un 
análisis general sobre cómo se han aplicado estas técnicas en la implementación de los 
modelos no conjugados estudiados en esta tesis (sección C.3).
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C apítulo 2
M o d elo s de S u p erp ob lación  
B ayesian os I: M od elos en  u na  
jerarq u ía
2.1 Introducción
Tal y como avanzábamos en la última sección del capítulo anterior, este capítulo y el 
próximo se centrarán en un objetivo de modelización. En ellos, se definirán de una 
forma más formal los modelos descritos en la subsección 1.4.2, y algunas generaliza­
ciones de los mismos destinadas a modelizar la situación de poblaciones con varianzas 
desconocidas y cociente entre las mismas asimismo desconocido. La inferencia sobre 
las poblaciones, a través de estos modelos, se apoyará (como es natural en la aproxi­
mación Bayes) en la obtención de las distribuciones predictivas del vector poblacional 
no observado dada la muestra (( s ,y 5) con s un procedimiento de tam año fijo n no 
informativo), la obtención de la distribución predictiva de la media poblacional no 
observada, y en el caso de poblaciones estructuradas en dos etapas, la media no ob­
servada de cada unidad y a partir de las mismas del estimador Bayes (para función de 
pérdida cuadrática) de la media poblacional y en su caso media de cada unidad, y su 
varianza condicionada a la m uestra1 (siempre que existan los dos primeros momentos 
de las distribuciones predictivas anteriores). El análisis realizado en estos capítulos es 
siempre a posteriori de la elección de la muestra y no entra en consideraciones sobre el 
mecanismo de muestreo aplicado para su obtención salvo la consideración de que los
1La inferencia realizada se apoya en los comentarios realizados en la introducción de la sección 1.4. El 
estimador Bayes de g(  Y ) y su varianza son respectivamente la media y varianza de g(Y ) según la distribución  
Y u |(s ,y ¿ )  y  pueden interpretarse como el estimador que minimiza el error cuadrático m edio dada la m uestra  
(o si se prefiere dado el modelo de superpoblación) y como su error cuadrático medio asociado dada la m uestra  
(y si tom am os esperanzas respecto a la distribución del vector poblacional observado, respecto al m odelo de 
superpoblación)
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muéstreos ha de ser de tamaño n fijos, no informativos y los índices de los elementos 
muestreados han de ser distintos, y en el caso de poblaciones estructuradas en dos eta­
pas que el muestreo aplicado sea en dos etapas con tamaños k y n¿, i E {¿i, *2 , • • • > ú }  
fijos no informativos y que las unidades seleccionadas e índices de los elementos sean 
distintos. La notación aplicada para realizar todo el estudio se encuentra reunida en 
el apéndice A.
Volviendo a los objetivos de modelización de este capítulo y el capítulo 3, el trabajo 
realizado se ha apoyado en modelos jerárquicos Bayes y en la descripción de las rela­
ciones entre el vector de características poblacional y las características auxiliares a 
través de un modelo de regresión. Este modelo de regresión se ha introducido en el 
primer nivel del modelo, atendiendo a la idea de que estas características auxiliares 
dan información acerca de la característica de la población en estudio directamente. 
Esta idea, aplicada en sus modelos por: Ericson(69)[26], Murgui(82)[76] y Bolfarine 
y Zacks(92)[10], entre otros, no es universal y convive en el análisis de poblaciones 
estructuradas en dos etapas con la introducción del modelo de regresión en el segundo 
nivel del modelo, asumiendo que las características auxiliares proporcionan información 
acerca de las medias de cada unidad (ver por ejemplo, dentro de la aproximación Bayes 
y en el análisis de una característica continua, D atta y Lahiri(94)[23]).
Obviamente, las dos posturas son igualmente correctas, y la elección entre una de ellas 
o la adopción de ambas de una manera conjunta, por ejemplo Malee y Sedransk(85)[72] 
en su modelo m-jerárquico normal, dependerá de la población en estudio y las carac­
terísticas auxiliares conocidas. En esta tesis nos ha parecido más adecuado decantarnos 
por la primera opción, pero queremos señalar que el mecanismo de análisis aplicado 
para la obtención de la distribución predictiva del vector poblacional no observado, de 
la media no observada y la estimación de la media poblacional y su varianza condi­
cionada, es aplicable de manera directa para obtener estos resultados cuando el modelo 
de regresión se introduce en el segundo nivel o cuando se introduce en el primer y se­
gundo nivel del modelo.
La división de los contenidos de modelización de esta tesis en dos capítulos obedece 
al número de modelos analizados y se basa en la división que proporcionan los mo­
delos jerárquicos, así pues, el capítulo 2 se dedica a los modelos Bayesianos sobre 
poblaciones finitas basados en modelos jerárquicos con una jerarquía y el capítulo 3 
a los modelos Bayesianos sobre poblaciones finitas en dos o más jerarquías. Los con­
tenidos del capítulo 2  se organizan en cuatro secciones de las cuales la sección 2 . 1  es 
la presente introducción. La sección 2.2 analiza los modelos Bayesianos en una etapa, 
que se aplican en poblaciones no estructuradas (o monoetápicas) y contiene el estu­
dio de tres modelos, correspondientes a la situación de varianza conocida, varianza 
desconocida y cociente entre varianzas conocido y varianza desconocida y cociente en­
tre varianzas desconocido, e incluye el análisis de dos modelos mínimos informativos 
para la situación varianza conocida y desconocida. La sección 2.3 analiza los modelos 
Bayesianos en dos etapas con una jerarquía, para poblaciones estructuradas en dos 
etapas, que se aplican habitualmente en poblaciones estructuradas en dos etapas como 
resultado de un muestreo estratificado, que permite dividir la población en unidades 
bastante heterogéneas entre sí (y homogéneas en sí), sobre las que poseemos un nivel
47
de información suficiente para poder asignar los parámetros de las distribuciones ini­
ciales. Los resultados obtenidos se apoyan en la hipótesis de un muestreo de todas 
las unidades (k =  A'); la división de la sección es similar a la de la sección 2.2. Para 
finalizar el estudio de los modelos de superpoblación en una jerarquía, en la sección 2.4 
se presentará un ejemplo de aplicación de los modelos estudiados y en la sección 2 . 5  
se realizará un comentario breve sobre el capítulo y en especial sobre las motivaciones 
que conducen al análisis de modelos con más jerarquías.
2.2 M odelos Bayesianos en una etapa
Esta sección se dedicará al análisis de modelos Bayesianos adecuados para describir 
una característica continua de una población no estructurada (m onoetápica), en el 
sentido descrito en la sección 1.1. Se estudiarán en concreto cinco modelos que hemos 
clasificado en cuatro subsecciones atendiendo a las hipótesis introducidas para la mo- 
delizacion: el modelo Bayes de Regresión Normal (varianzas conocidas), el modelo 
Bayes de Regresión Normal-Gamma (varianzas desconocidas y cociente entre varian­
zas conocido), el modelo Bayes de Regresión para cociente entre varianzas desconocido 
(varianza desconocida y cociente entre varianzas desconocida) y los modelos Bayes de 
Regresión mínimo informativos (aplicables cuando no disponemos o no queremos in­
troducir información sobre los parámetros iniciales), que analiza los casos de varianza 
conocida y desconocida.
Los modelos Bayes en una etapa han sido extensamente estudiados en la bibliografía 
de poblaciones finitas, tal y como vimos en la subsección 1.4.2. En concreto, los mo­
delos Bayes de Regresión Normal y Normal-Gamma, (el primero de ellos estudiado 
en Bolfarine y Zacks(92)[10]) y los modelos mínimo informativos son generalizacio­
nes de los modelos Bayesianos tradicionalmente aplicados en Poblaciones Finitas por 
Ericson(69)[26], Murgui(82)[76],... y proporcionan como casos particulares estimadores 
de población fija (estimador media muestral, estimador de Horwitz-Thompson,...) y 
estimadores clásicos (estimador media muestral, estimador de regresión clásico,...). El 
objetivo de esta sección es el de completar y analizar los resultados obtenidos por 
otros autores en los casos varianza conocida y varianza desconocida y cociente en­
tre varianzas conocido e introducir un modelo para el caso más general de cociente 
entre varianzas desconocido. La notación aplicada en esta sección corresponde a la 
introducida para poblaciones estructuradas en una etapa a lo largo del capítulo 1 , que 
para  facilitar su consulta rápida ha sido reunida en la sección estructura monoetápica 
del Apéndice A. Los resultados inferenciales que se obtendrán en esta sección: dis­
tribuciones predictivas dada la muestra y estimadores Bayes y varianza condicionada 
a la muestra se apoyarán en una muestra obtenida mediante un procedimiento de 
muestreo dado de tamaño fijo y no informativo, en el que los índices de los elementos 
seleccionados sean distintos entre sí.
Las demostraciones de los teoremas se apoyan en algunos resultados previos formulados 
y demostrados en forma de lemas en el apéndice B.
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2.2.1 El m od elo  B ayes de R egresión  N orm al
Dedicaremos esta subsección al análisis del modelo Bayes de Regresión Normal, que se 
aplica para describir una característica continua en poblaciones finitas no estructuradas 
(monoetápicas) cuando la varianza de la población es conocida. Su definición, a efectos 
de su estudio en esta tesis, es la siguiente:
D efinición  2.1 Dado el vector poblacional Y  =  (Yi, Y2 , . . . ,  Yjv)1, Vara el cual aso­
ciada a cada variable Yi tenemos una información auxiliar representada por un vector 
x,- =  (xíi> • • ■ >x ip) conocido llamaremos modelo Bayes de Regresión Normal al definido 
por:
Y|/3 ~  N n (XI3,V ),
(3 ~  iVp(b,B), (2.1)
donde X  =  (x*,X2 , . . .  .xjy)* es una matriz de rango p, b  un p-vector conocido y V
y B son matrices simétricas, definidas positivas conocidas de dimensiones N  x N  y
p x p respectivamente.
Este modelo tiene como caso particular para p = l , X = l j v , e l  modelo Bayes Básico 
Normal descrito en la subsección 1.4.3 y generaliza los modelos Bayesianos tradicional­
mente aplicados.
El siguiente teorema proporciona las distribuciones predictivas del vector poblacional 
no observado y la media no observada, así como el estimador Bayes para la media 
poblacional y su varianza condicionada a la muestra.
T eorem a 2.1 Consideremos el modelo Bayes de Regresión Normal dado en (2.1), 
entonces se tiene que:
(a) Y u |( s ,y a) se distribuye normal (N  — n)-variante con media y varianza dadas 
respectivamente por:
£(Y „|(«.y.)) = X„3B + V5.V,-1(y. - X . 3 B).
Vor(Y„|(*,y,)) = V„ -  V ^ V ; 1 V ,„ + (2.2)
+(X „ — V U V ,-IX ,) a ( X ‘,V ,-1X , ) - 1(X u — V ;„V ,-1X .) ‘ ,
(b) Yu |( s ,y ,)  se distribuye normal con media y varianza dadas por:
£(Y «l(*>y.)) =  j ^ i Í í - „ C x . 3 B + v ¡ „ v , - 1 ( y . - x . 3 B)].
V ar(F.|(*,y.)) = — {l V_„(V„ -  v ; uV,-IVíu) l w_„+ (2.3)
+ l ‘w—„(X „ -  V')„V ,-1X . ) a ( x ; v , - 1X , ) - I (X „ -  V ^ V ^ X , ) ' ! * —„} ,
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y (c) el estimador Bayes para la media poblacional y su varianza condicionada a la 
muestra vienen dados por:
y  = ^ » J +  ^ i N - n[ x u3 B + v : „ v )- 1(yJ - x J3 B)].
V a r(F |(« ,y<)) =  ^  { l V - J V „ - V ; „ V , - 'V 10) l „ _ rl+ (2.4)
+ 1 ^ -„ (X „  -  v ; uv , - Ix J) a ( x ; v , - 1x 1 ) - 1 (x „  -  ,
donde V 4 =  Y a r - y ^ Y , ) ,  V u =  Y o r y ^ Y u ) ,  V 4U =  CovY |^ (Y 4 ,Y u) ; ys es la 
media muestral, P  =  (X '.V .- iX .r 'X Í V .- iy .  es el estimador de regresión clásico y,
a = (X ;V71X ,+ B - 1) - 1X ;v ,-1X „ (2.5)
3 b =  £ (/3l(s .y>)) = “ 3  +  ( i p - “ )i>.
D e m o s tra c ió n . La demostración de este teorema es inmediata a partir de los resul­
tados del teorema 3.5 (capítulo 3), tomando: m =  1, Y  =  (Yi, Y2 , . . . ,  Yw)*, # i =  /3,
~B -
A i =  X , A 2 =  Ip, V i =  V  y V 2 =  B y denotando =  /3g.
C .S .Q .D .
Una demostración alternativa de estos resultados puede encontrarse en Bolfarine et 
al(87)[8] y Bolfarine y Zacks(91,92)[9,10].
Notemos a partir de las expresiones (2.2), (2.3) y (2.4), que la contribución de la 
m uestra a las distribuciones predictivas y a la estimación de la media poblacional se 
articula a través de y 4, ys (la media muestral), (3 (el estimador clásico de regresión) y a  
(e indirectamente a través de V 4, V 4U y X 4). El factor ct, es un factor de encogimiento 
(shrinking factor), dado que por definición, a  =  (Ip — a ) B “ 1X ^V ~ 1X 4, que mide la 
proporción de varianza respecto a /3 no explicada por la muestra, ya que:
a  = [Var((3) -  Y ar(/3 |(s,y 4 ))]Y ar- 1 (/3). (2.6)
La expresión (2.6) se obtiene a partir de la definición de a ,  notando que Var(¡3\(s, y 4)) =  
(X 4 V'7 1X 4 -f B - 1 ) - 1  (resultado previo en la demostración anterior).
A partir de esta reflexión sobre a  podemos interpretar el comportamiento de las dis­
tribuciones predictivas dadas en el teorema 2.1. En primer lugar notemos que el 
estimador Bayes de la pendiente de regresión, ^ 3 , es una “combinación lineal” del 
estimador de regresión clásico y la pendiente a priori de la población de modo que si 
a. —* Ip (situación que se produce cuando la precisión de la distribución inicial tiende 
a cero), entonces el estimador Bayes de la pendiente de regresión tiende al estimador 
de regresión clásico y si a  —> 0 p (que se produce cuando la varianza de la distribución
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inicial tiende a cero), entonces el estimador Bayes de la pendiente de regresión tiende 
a la pendiente a priori asignada, esto es, a medida que oc (la proporción de varianza 
no explicada por la muestra) disminuye, la pendiente a priori asignada va tomando 
mayor importancia en la estimación Bayes de la pendiente de regresión y por lo tanto 
en la estimación de la media poblacional. Esta interpretación es compatible con la que 
podemos extraer fijándonos en las varianzas de las distribuciones predictivas, ya que 
a medida que oc (la proporción de varianza no explicada por la muestra) disminuye, 
las varianzas de las distribuciones predictivas y la varianza del estimador de la media 
poblacional condicionada a la muestra disminuyen. (Estas dos observación señalan 
un comportamiento lógico del modelo ya que cuando disminuye oc lo que esta suce­
diendo es que estamos introduciendo una mayor información al modelo a través de una 
distribución inicial más precisa).
Del teorema anterior, se recuperan los resultados Bayesianos tradicionales, (ver apar­
tado estimadores Bayes de la media poblacional de la subsección 1.4.2), tomando la 
forma adecuada de V  y de X .
2.2.2 El m odelo  B ayes de R egresión  N orm al-G am m a
El modelo Bayes de Regresión Normal-Gamma que definiremos a continuación es una 
generalización de los modelos normales-gamma tradicionales que se aplican para mo- 
delizar una característica continua de un población no estructurada (monoetápica), 
cuando la varianza es desconocida y el cociente entre varianzas (en nuestro caso W C " 1) 
conocido.
D efin ic ión  2.2 Dado el vector poblacional Y =  (Yi,Y2 > • • • ,Y n Y  , Para e  ^ cuaI aso~ 
ciada a cada variable leñemos una información auxiliar representada por un vector 
x,- =  ( x , i , . . . ,  Xip) conocido llamaremos modelo Bayes de Regresión Normal-Gamma 
al definido por:
Y 1/3, CT2 ~  NN (X p,cr2W ),
/3|<t2 ~  yVp(b,o-2 C),
a2 ~  G a- 1 (a0 , 6 0), (2.7)
donde X  =  (x j, X j,. . .  , xjy)* es una matriz de rango p, b  es un p-vector conocido, W
y C son matrices siméticas y definidas positivas conocidas de dimensiones N  x N  y
p x p respectivamente, y üq y &o son escalares positivos conocidos.
Este modelo, presenta como caso particular para p = l y X  =  ljv , el modelo Bayes 
Básico Normal-Gamma y generaliza los modelos Bayesianos tradicionalmente aplicados 
para modelizar este tipo de poblaciones (ver subsección 1.4.2).
El siguiente teorema proporciona las distribuciones predictivas para el vector pobla­
cional no observado, la media poblacional no observada y el estimador para la media
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poblacional y su varianza condicionada a la muestra. Estos resultados pueden inter­
pretarse de manera análoga a los correspondientes resultados para el modelo Bayes de 
Regresión Normal; y proporcionan los correspondientes resultados para los modelos 
tradicionales normal-gamma, a los que nos referíamos en el párrafo anterior mediante 
la adecuada descripción de W , C, ao y 6o (ver apartado estimadores Bayes de la media 
poblacional de la subsección 1.4.2).
T eorem a 2.2 Consideremos el modelo Bayes de Regresión Normal-Gamma dado en 
(2.7), entonces se tiene que:
(a) Y u |(s ,y a) se distribuye t, (N  — n)-variante con 2a\ grados de libertad y media y 
varianza dadas, para ai >  1, respectivamente por:
£ (Y „ |( í ,y .) )  =  X tl¡8B +  W*.„W.-*(y . - X . 3 B). (2-8)
Y o r(Y „ |(« ,y .)) =  {W „ -  W ¡UW ,-1 W .0+ai — 1
+(X „ -  w ; uw ; l x . ) a ( x ¡ w , - 1x , ) - , (x „  -  W ^ w r ' x , ) ' } ,
(b) Y uK sjy,) se distribuye t con 2ai grados de libertad y media y varianza dadas, para 
ai > 1, por:
E(Y.I(*.y.)) = 7^ l V - r , [ X „ 3 B + w ; i,W1- 1(yI - X j B)] (2-9)
Yor(7„|(«,y.)) = * { l W W t t  -  W ;„ W ,-1W ,u] l iV- n+
+ i ^ - n(x „  -  w ; uw , - ‘x J)c < (x ;w J- lx J) - 1 (x „  -  w ; ttw , - i x , ) ' i Ar_ „ } ,
y (c) el estimador Bayes para la media poblacional y su error cuadrático medio vienen 
dados, para a\ >  1, por:
y  = j fV ,  + J X „ 3 b  +  W |„W 7l(y, -  X ,3 b )] , (2.10)
V a r (Y \( s ,y , ) )  =  i j  _ A _  {lV _„[W „ -  W ^ W . ' 1 W ,„]1N_ „+
+lÁr-n(Xu -  w ; tlW ,- 1X , ) a ( x ; w , - 1X . ) - 1 (X t, - W ^ W .- 'X , ) * ! * - » }  ,
d o n d eW , = <7 " 2 VrarY |£j(YJ), W „ =  a -* V a rY |^ (Y „ ), W „  =  o - 2 CowY |^ (Y ,,Y „ ) ,
y, es la media muestral, (3 =  (X jW 7 1X s) - 1X t3W 7 1 y , es el estimador de regresión 
clásico y,
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a  = (X:Wf- 1X, + C -1) - 1X;W 71Xí>
3b  = E(P\(s,y,)) = a 3  +  (Ip - a ) b ,
a i =  7^  +  ao (2.11)
h  = i o + i ( y J - x , b ) ' ( w , + x , c x ; ) - 1( y . - x , b ) .
D em ostración . La demostración de este teorema es inmediata a partir de los resul­
tados del teorema 3.6 (capítulo 3), tomando: m  =  1, Y  =  (Y i.Y jj,... ,Y n Y  > 0 i =  /3,
~B -
A i =  X , A 2 =  Ip, W 1 =  W  y W 2 = C y denotando 6 l =  3 b -
C .S.Q .D .
2.2 .3  El m od elo  Bayes de R egresión  con cocien te  entre varian­
zas descon ocid o
El modelo Bayes de Regresión Normal-Gamma definido y estudiado en la subsección 
anterior, proporciona una solución con distribuciones predictivas cerradas y estimador 
Bayes de la media poblacional y varianza condicionada a la muestra fácilmente calcula­
ble mediante simples operaciones matriciales en la modelización de una característica 
continua en poblaciones finitas con varianza desconocida. Sin embargo, esta solución 
no es totalm ente satisfactoria por las dificultades que entraña la elección de las matrices 
W  y C de m anera adecuada; y en la circunstancia de que las varianzas de la población 
y de la inicial han de ser proporcionales a un mismo escalar a 2. Estas restricciones 
tienen su origen en las limitaciones que supone elaborar un modelo conjugado.
En la actualidad, la implementación en ordenadores de algoritmos como el Gibbs Sam- 
pling (ver C .l) , que permiten la obtención de muestras de las distribuciones finales de 
un modelo cuando éste no es conjugado, hacen factible la elaboración y estudio de mo­
delos no conjugados y de esta manera permiten una mayor libertad en la modelización. 
El modelo que definiremos a continuación es un modelo no conjugado que puede re­
sultar adecuado en la modelización de una característica continua en poblaciones no 
estructuradas (monoetápicas), cuando la varianza es desconocida y el cociente entre 
las varianzas asimismo desconocido. Este modelo se inspira en los modelos de Ghosh y 
Meeden(86)[42], Pérez y Pericchi(91)[80] y fundamentalmente D atta y Ghosh(91)[22], 
que describíamos en la subsección 1.4.2.
D efin ición  2.3 Dado el vector poblacional Y  =  (Yi, Y2, . . . ,  Yjv)*, para el cual aso­
ciada a cada variable Yi tenemos una información auxiliar representada por un vector 
=  (z*'i,- •• fZip) conocido llamaremos modelo Bayes de Regresión con cociente entre 
varianzas desconocido al definido por:
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Y  |/3, cr2 ~  N n (XP,<t2I n ),
<t2 ~  G a_ 1 (a0 l 6 o)j (2 .1 2 )
PWp ~  Wp(b,(7jC ),
~  G a-1 ^ , ^ ) ,
donde X  =  (x*, X2 , . . . ,  xjy)* es una matriz de rango p, b  un p-vector conocido, C 
es una matriz p x p simétrica definida positiva conocida, Ip es la matriz identidad de 
dimensión p, y ao, ap, bo y bp escalares positivos conocidos.
El siguiente teorema establece las distribuciones predictiva para el vector problacional2
no observado y la media no observada condicionadas a A =  fy , la distribución final de
A |(s,ya) y el estimador Bayes y varianza condicionada a la m uestra en función de los 
operadores y V " [.].
T eorem a 2.3 Consideremos el modelo Bayes de Regresión con cociente entre varian- 
zas desconocido dado en (2.12); si definimos por X = entonces se tiene que:fi
(a) Y u |(s ,y a), A se distribuye t, (TV — n)-varianie con 2ai grados de libertad y media 
y varianza dadas, respectivamente, para ai > 1 , por:
E(Y„|(S,y,),A) = X„3b . (2-13)
Yar(Yu|(«,y,),A) = { I ^ A  + -  a)CX¡,}
ai — 1
(b) ^ t i |( s ,y a),A se distribuye t con 2 ai grados de libertad y media y varianza, para 
a i > 1 , dadas por:
E ( Y u \ ( » , y , ) , \ )  = F ^ 1 Í v -„ X „ 3 b . (2.14)
V a r(y „ |(* ,y .) ,A ) =  l_  {(Al -  n)A +  l¡v -„ X „ (Ip -  a ) C X ‘ l w.„ }
(c) A |(s,ya) se distribuye con función de densidad dada por:
»(A |(«,y.))« |InA + X )CX;|-4A-(“»+1)6¡-1. (2.15)
y (d) el estimador Bayes para la media poblacional (para n > 2) y su varianza condi­
cionada por la muestra (para n >  2  y a  o > 1) vienen dados por:
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^  =  J Í V' +  (2.16)
V ar(y|(s,y,)) = ^  { l íV-„X liyari l<’Y.)[3 B]X<
+  — í _ £:*|(-.y.){6 1[(iV -  n)X +  lív _ „X „(Ip -  a ) C X Í l W- „ } l , 
a i  — i  J
donde £ AKa*y*)[.] y K a r ^ 'O ^ . ] ,  son respectivamente, los operadores esperanza y va­
rianza respecto a la distribución de A |(s,y4) dada en (2.15), y s es la media muestral, 
(3 =  (X *X a)- 1 X *y, es el estimador de regresión clásico y,
a  = ( x ; x , + c - ia ) - ix ; x „
0B = £(/9|(».y.M ) = a 3  + (I|>-<*)b,
a i =  — +  ao +  ap (2.17)
h  =  b  + y  +  |( y , - X ,b ) * ( I „ A  +  X JC X j ) - 1 ( y . - X , b ) .
D e m o s tra c ió n . La demostración de este teorema se apoya en el teorema 2.1 y los 
lemas B.3, B . 8  y B.9; para su mejor desarrollo la dividiremos en los siguientes pasos:
1.- A partir de los resultados (a) y (b) del teorema 2.1, tomando V  =  Acrj|I/v y 
B =  <7pC, se obtienen las distribuciones de Y ^K s,y 4 ),a jj, A y y u |(s, y s), cr|, A ,que 
son:
Y „ |(S,y .),< r|,A  ~  N N . n( X ^ B , a } ( I N. n\  + X „(IP -  a )C X ¡,)), (2.18)
ñ | ( « , y . ) , ^ , A  ~  A f ( ^ ^ l V _ „ x j B , - g -' ¿ ^ :- - - ^ ’-(y „ |(S,y ,) ,A )).
(2.19)
2.- A partir de las distribuciones iniciales de Y|/3, <r2 y de /3|<r| se obtiene aplicando, 
sobre la prim era las propiedades de las distribuciones marginales de una normal y 
después, sobre el resultado y la segunda, el apartado (a) del lema B.8 , la distribución 
de Y , |0 0 , A, que es:
Y » |cr|,A ~JV „(X )b ,^ [ I„ A  +  X >C X ,J]). (2.20)
3.- A partir de las distribuciones iniciales de a 2 y <xj| se obtiene, aplicando el método 
de obtención de una f.d.p por el método directo (para una transformación 1 a 1 ) la 
distribución inicial conjunta de (a j ,  A), que es:
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oc [<r2]-<«.+«.+»e Ip{— L(&, +  b- í ) ) x - i ° ° + »  (2.21)
(Jp A
4.- A partir de (2.20) y (2.21), aplicando el teorema de Bayes e identificando los 
términos se obtienen las distribuciones de (Tp\\, ( s , y s), que viene dada por:
o ^ lM s .y ,)  ~  G a_1(a i,6 i)  (2.22)
y de A |(s,y4) dada en (2.15).
5.- A partir de (2.18) y (2.22) aplicando el apartado (a) del lema B.9 se obtiene la 
distribución de Y u |(s ,y a),A dada en (2.13).
6 - A partir de (2.19) y (2.22) aplicando el apartado (a) del lema B.9 se obtiene la 
distribución de Y u|(s ,y j),A  dada en (2.14).
7.- A partir de (2.14) y de (2.15) se obtiene, aplicando la definición de estimador Bayes, 
el lema B.3, y que:
£(y«l(*.y.)) = £ A|(' ’y>)£(7«j(«,y,),A),
Vor(y„|(*,y.)) = £ i l<>'y->yar(y„|(S,y,),A) + yari K».y.)í ;(yi,|(s,yJ)>A), 
se obtiene el resultado (d) de este teorema dado en (2.16).
C .S .Q .D .
El resultado anterior proporciona las distribuciones necesarias para obtener las dis­
tribuciones predictivas del vector poblacional no observado y la media no observada, 
que son propias por serlo las correspondientes distribuciones condicionadas a A así 
como la distribución de A |(s,y ,), aplicando integración numérica. Y establece la exis­
tencia del estimador Bayes de la media poblacional y su varianza condicionada a la 
m uestra, j^a que el teorema 2.3 apoyado en el lema B.3 garantiza la existencia de 
£*K».y.)|PB], V arxK*-y->|¡8B] y £ Al< * ^ { i1[ ( A r - n ) A H a ^ 1X „ ( I , - a ) C X Í l Ar-,,}; 
estos momentos pueden calcularse nuevamente por integración numérica.
El teorema 2.3 permite, por tanto, la obtención de todos los resultados de interés para 
el modelo propuesto con el único inconveniente de la realización de algunas integrales 
numéricas. Un método alternativo, que evita el estudio una por una de estéis integrales 
numéricas y es más fácil de implementar en el ordenador (por ejemplo con el programa 
BUGS (Bayesian Inference using Gibbs Sampler)), es el método basado en el procedi­
miento de muestreo Gibbs (ver C1 y C2 para un descripción del método Gibbs y del 
program a BUGS). Las condicionales necesarias para la aplicación del algoritmo Gibbs 
Sampler vienen dadas en el siguiente teorema.
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m.
Figura 2.1: Representación gráfica del modelo Bayes de Regresión con cociente entre varian­
zas desconocido
T e o r e m a  2 .4  El modelo Bayes de Regresión con cociente entre varianzas desconocido  
dado en (2.12),  es un modelo DACP (figura 2.1), con distribuciones condicionales  
dadas por:
/ ( y u  |y*, /3. CT2, cr|) =  / ( y u 1/3, cr2) =
iV «-„(y„|X„/3,(T2I ,v -„ ) ,  (2.23)
N p ( / 3 \a - p  '  +  (Ip -  a - ) b ( I p  -  <*')C<r2), (2.24)
* ( < ^ |y , /3 , t f 2) =  =
G a - ‘ ( ^ | f  +  a„, | ( /3  -  b ) ‘ C - * ( 0  -  b )  +  6*), (2.25)
’ ’( ^ 2 |y , / 3 , f f | )  =  !r(cf2 |y , /3 )  =
G a - v It  + a »' í ( y  -  X ^ ) ' ( y  -  x*3 ) +  6° )• (2 -2 6 )
donde:
3* =  (X tX ) “ 1X ty , (2.27)
2Las siglas DAG significan Directed Acyclic Graphical model y se aplican para referirse a modelos
jerárquicos en los que la dependencia probabilística entre las variables es directa de modo que la distribución
conjunta de todo el modelo es producto de las distribuciones conjuntas de cada una de sus jerarquías. Es­
tos modelos fueron estudiados por W hittaker(90)[ll8l. Las subsecciones C.2.1 y C.2.2 proporcionan una
definición más completa de estos modelos y de sus propiedades
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a* =  ( X ^  +  C T ^ r ^ X .
D e m o s tra c ió n . De la definición 2.3 del modelo en estudio se deduce directamente 
la representación gráfica de la figura 2.1, que corresponde a un modelo DAG, según 
la definición introducida en la subsección C.2.1. Y los resultados de las distribuciones 
condicionales se obtienen a partir de la distribución conjunta de (Y„, Y{,/3*, cr2, Op)‘, 
que viene dada por:
/((y¿>yí> i9*»*2 »*?)*) =
A (y u|X u/3,<r2Ijv_n) x A (y s |X a/3,(T2In) x A(/3|b,<r2C )x  
G a-1 (ír2|ao,6o) x Ga~í (<Tp\ap,bp),
separando los términos correspondientes a cada condicional (que contienen la variable 
cuya condicional estamos hallando), de modo que:
-  f { y u \ y a,P,<T2,<r2p) =  N (yu |Xu/3,<t2Ijv- n), con lo que se obtiene (2.23).
-  /( /3 |y , cr2, c r j )  o c  N ( y u |X u/3, a 2IN_n)x  A (y a|X a/3, <r2I n)x  A(/3|b, tr^C), de donde 
se obtiene, completando cuadrados respecto a /3, la distribución dada en (2.24).
-  7r((r||y,)9, <r2) oc N(/3\h,apC)  x Ga~1(ap\ap, bp), de donde se obtiene, juntando 
los términos correspondientes a potencias y funciones exponenciales de la 
distribución dada en (2.25).
-  7r(cr2|y ,/3 ,0 j)  a  N ( y u \X u(3,a7l N - n) x N ( y s \X u(3} <r2I n) x G a_1(o-2|ao, 60), de 
donde se obtiene, juntando los términos correspondientes a potencias y funciones 
exponencial de o-2, la distribución dada en (2.26).
C .S .Q .D .
Notemos que todas las condicionales necesarias para la aplicación del algoritmo de 
muestreo Gibbs son distribuciones estándar. Esta circunstancia facilita la aplicación 
del algoritmo Gibbs, que en este caso puede ser implementado a través del programa 
BUGS (el modelo a implementar es DAG, las distribuciones iniciales del modelo son 
independientes entre sí y las iniciales y condicionales tienen forma estándar), tal y 
como veremos en la sección 2.4.
2 .2 .4  M od elos B ayes en una etapa m ínim o inform ativos
P ara concluir el estudio de los modelos Bayesianos de Regresión en una etapa, incluimos 
a continuación unas versiones mínimo informativas del modelo Bayes de Regresión Nor­
mal y el modelo Bayes de Regresión Normal-Gamma. El modelo Bayes de Regresión 
Normal mínimo informativo y el modelo Bayes de Regresión Normal-Gamma mínimo
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informativos, se aplican para modelizar una característica continua de una población 
no estructurada (monoetápica), cuando no se desea introducir información inicial so­
bre /3 y sobre /3 y cr2, en los casos varianza de la población conocida y desconocida 
respectivamente.
M o d elo  B ayes de  R eg resió n  N o rm a l m ín im o  in fo rm a tiv o
D efin ic ión  2.4 Llamaremos modelo Bayes de Regresión Normal mínimo informativo 
a un modelo Bayes de Regresión Normal en el que la distribución que asumimos sobre 
/3 es una mínimo informativa de la forma 7r(/3) oc 1.
C o ro la rio  2.1 Consideremos el modelo Bayes de Regresión Normal mínimo informa­
tivo dado en la definición 2.4, entonces se tiene que las distribuciones predictivas para 
el vector no observado y la media poblacional no observada y el estimador de la media 
poblacional y su varianza condicionada a la muestra son los dados en (2.2), (2.3) y 
(2-4), tomando a  =  Ip.
D e m o stra c ió n . La demostración del corolario es inmediata a partir del corolario 3.3 
(capítulo 3), tomando: m =  1, Y  =  (Yi, Y2, . . . ,  Y/v)*, 0\ =  /3, A i =  X , V i =  V  y
denotando =  /3g.
C .S .Q .D .
M o d elo  B ayes de  R eg resió n  N o rm a l-G am m a  m ín im o  in fo rm a tiv o
D efin ic ión  2.5 Llamaremos modelo Bayes de Regresión Normal-Gamma mínimo in­
formativo a un modelo Bayesiano de regresión normal-gamma en el que las distribu­
ciones iniciales para (3 y cr2 son sustituidas por una distribución inicial conjunta para 
(/3,<t2) mínimo informativa3 de la forma ir(/3,<r2) oc
C o ro la rio  2.2 Consideremos el modelo Bayes de Regresión Normal-Gamma mínimo 
informativo dado en la definición 2.5, entonces se tiene que las distribuciones predicti­
vas para el vector no observado y la media poblacional no observada y el estimador de 
la media poblacional y su varianza condicionada a la muestra son las dadas en (2.8), 
(2.9) y (2.10) tomando:
«  =  IP,
a , =  2 ^ ,  (2.28)
h  = i y : [ W .- 1 +  W .-1X .( X ;w .- 1X , ) - 1X ; w , - 1]y ..
ver nota 7 a pie de página de la subsección 3.4.3
59
D em o stra c ió n . La demostración de este corolario es inmediata a partir de los resul­
tados del corolario 3.4 (capítulo 3), tomando: m =  1, Y  =  (Yi, Y2 , • • •, Yn)*, &i — P,
~B -
A i =  X , W i =  W  y denotando 9 X — (3#.
C .S .Q .D .
Los modelos Bayes mínimo informativos tradicionales, comentados en la subsección 
1.4.2 son casos particulares de estos modelos para una elección adecuada de V  y 
X , obteniéndose las distribuciones predictivas del vector poblacional no observado, 
la media poblacional no observada y el estimador Bayes para la media poblacional 
y su varianza condicionada a la muestra aplicando los corolarios anteriores para esas 
definiciones de V  y X  (ver el apartado estimadores de la media poblacional de la 
subsección 1.4.2). Señalemos, en este punto, que en los modelos normal-gamma mínimo 
informativos los resultados obtenidos por algunos autores pueden diferir en el número 
de grados de libertad de las distribuciones predictivas por una elección diferente de la 
distribución mínimo informativa.
Por último, recordemos que a partir de los estimadores para la media poblacional y va­
rianza condicionada a la muestra obtenidos para el modelo Bayes de Regresión Normal 
mínimo informativo, se recuperan los estimadores para los correspondientes modelos 
de superpoblación clásicos con matriz de varianzas-covarianzas conocida, y para  el 
modelo Bayes de Regresión Normal-Gamma mínimo informativo, los estimadores para 
el correspondiente modelo clásico con matriz de varianzas-covarianzas desconocida. 
También se recuperan a partir de estos dos modelos los estimadores más habituales de 
población fija para una elección adecuada de p , V  (o W ) y X .
2.3 M odelos Bayesianos en dos etapas con una je ­
rarquía
En esta sección nos dedicaremos a la definición y estudio de los modelos Bayes en 
dos etapas con una jerarquía para poblaciones con estructura bietápica (en las que 
los elementos de la población se encuentran divididos en unidades). Estos modelos 
se aplican, habitualmente, cuando la población en estudio ha sido estructurada como 
resultado de un muestreo estratificado en unidades, cuando estas unidades son hete­
rogéneas entre sí o simplemente cuando disponemos de una buena información para 
la asignación de las distribuciones iniciales sobre las pendientes de cada unidad que 
hacen innecesario invocar una jerarquía más.
La notación aplicada en toda la sección es la que fue introducida en el capítulo 1 
para poblaciones estructuradas en dos etapas, y se encuentra reunida en el apartado 
estructura bietápica del apéndice A. Los resultados inferenciales obtenidos en esta 
sección, distribuciones predictivas del vector poblacional no observado y de la media 
no observada dada la muestra y los estimadores de las medias poblacional y media de 
cada unidad y sus varianzas condicionadas a la muestra, se apoyarán en una m uestra
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obtenida mediante un muestreo en dos etapas dado de tamaños fijos y no informativo, 
en el que se muestrean todas las unidades, esto es, k — K  y los índices de los elementos 
muestreados en cada unidad son distintos entre sí.
2.3.1 M od elo  B ayes de R egresión  en dos etapas con una jerar­
quía N orm al
En primer lugar definiremos y estudiaremos el modelo Bayes de Regresión en dos etapas 
con una jerarquía Normal, este modelo se aplica para inferir sobre una característica 
continua en una población bietápica de las características señaladas al principio de la 
sección, cuando la varianza de la población es conocida.
D efin ic ión  2.6 Dado el vector poblacional Y  =  (Y [, Y 2, . . . ,  Y j^)1 con Y,- =  (Yíi, Y¿2, 
• ••iYíjvJ*, 1 =  l , 2 , . . . , / f  para el cual asociada a cada variable Yij tenemos una in­
formación auxiliar representada por un vector Xij =  (ar¿ji, • • •, x ijp) conocido, j  =
1 ,2 , . . . ,  Ni, i — 1,2, . . . , K ,  llamaremos modelo Bayes de Regresión en dos etapas con 
una jerarquía Normal al definido por:
Y,|X,-,/3f ~  N ( X íP í , V í ), independientes, i =  1 ,2 , . . . ,  A',
~  N p( 0 , B 0), U.d., ¿ = 1 ,2 .....................Ii, (2.29)
donde X t- =  (x ^ ,x ¿ 2, • • • es una matriz de rango p, i =  1 ,2 , . . . ,  K , /3 es un p-
vector conocido y V¿, i =  1 ,2 ,. . .  ,K  y son matrices simétricas definidas positivas
conocidas de dimensiones x Ni, i =  1 ,2 ,. . .  , I \  y p x p respectivamente.
Este modelo presenta como caso particular para p = 1, X¿ =  1 tv¡, * =  1,2 
el modelo Bayes Básico en dos etapas con una jerarquía Normal y como particulari- 
zacion de éste el modelo estudiado por Murgui(82)[76], referenciado en el apartado 
estimadores de la media poblacional de la subsección 1.4.2.
Los resultados inferenciales asociados a este modelo dada una m uestra con las car­
acterísticas señaladas al principio de la sección, aparecen reflejados en el siguiente 
teorema:
T eo rem a  2.5 Consideremos el modelo Bayes de Regresión en dos etapas con una 
jerarquía Normal dado en (2.29), entonces se tiene que:
(a) Y uJ ( s ,y a) son independientes para i =  1 ,2 , . . . , K ,  con distribuciones predictivas 
normales con media y varianza dadas por:
£(Y „J(*,y ,)) = X „,3? +  v ; u V - 'fy ,, - X „ 3 ,B),
Vr<.r(Y„J(s>y,)) = V„i - V ;„ (V - 1V,„i +  (2.30)
- V : „ ¡V - 1X J¡) a i (X :íV - 1X .i) - 1(X „i — V ^ . V - 'X , , ) ' ,
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(b)  se distribuye normal con media y varianza dadas por:
E ( Y Ui\(s ,y ,) )  = — i —  +  V jUiV ” 1(yS( -  X , j f )],
¿V¿ 71 i
F a r ( F „ i |( . ,y . ) )  =  {N . ! _ n¡)2 [ l » , - . . ( V ^ , - V l„ ,V - 1V i„ , ) l w._ „ ,+  (2.31)
+ 1 n , - „ ,(X u. -  v ; „ iV - 1X í > , ( X ; iV - 1X J, ) - 1(X,„ -  V ;u V - 'X . J ' I n , ^ , ]  ,
(c) el estimador Bayes para la media de la unidad i y su varianza condicionada a la 
muestra vienen dados por:
Y  i =  ^ - v , ,  +  ^ iV ,-n ,[x u.3,B + v ; „ ,v - ‘(y., -  x „ 3 f ) ] ,  
FaríFiK í.y.)) = j j ?  [ l ^ ( V „ ,  -  VÍ„¡V - 1V ,u¡) l Ar,_ni+ (2.32)
+ lív ,-nj(X„( -  v ; u¡V - l X .i)a i(X;iV->X<i) - 1(X„i - V ^ V - ' X . , ) ' ^ , ,» , ]  ,
(d) y^K^y») se distribuye normal con media y varianza dadas por:
£(F „ |(.,y .)) = ]^ X ; i k - n ¡[X„13,B + VÍ„jV - 1( y „ - X )i3,B)],
i= 1
_ 1 í K
F o r ( y „ | ( « , y . ) )  =  ( ^ _ „ )2 | E [ 1 n . - . . ( V -  - V ; „ . V - 1V J„ , ) 1 N, _ „ , +  (2.33)
+ lk -» ,(X « i -  V :„,V -, X >v)a i(X;iV - 1XJj) - 1(X„i -  V :„,V -1X .i)‘l Ni.» i]} ,
y (e) el estimador Bayes para la media poblacional y su varianza condicionada a la 
muestra vienen dados por:
y  = ^  +  v - . v -".‘(y*. -  x „ 3 ,b )],
i=l
Far(F|(«,y,)) = ^  -  VÍ„(V,-1V „ J 1 at(-» í +  (2.34)
l* = l
+lÁri-» i(X .t -  V¡UiV - lX ,i)a i(X;¡V - lX ,() - 1(X„i -  V,„1¡V - 1X .,) ' lNi- ni]} ,
donde V ,. =  K o r y ^ f Y , ,) ,  V „. =  K a r y ^ Y , , , ) ,  V )u¡ =  C W y ^ f Y ,, ,  Y Ui), i =
^  ^ Vij ^
1, 2, . . . ,  K ,  y,  =  — —  es la media muesiral de la población, y3. y /3,- =  (X *. V 7 . 1
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X Si) 1X ta.V a/y* . son, respectivamente la media muestra y el estimador de regresión 
clásico para la unidad i para i = 1 ,2 , . . . ,  K , y donde para i = 1 ,2 , . . . ,  IC:
=  ( x ;  v r / x .  +  B ^ - ' x ;  v - ' x , , ,  (2.35)
3 ?  =  £ (/3 ¡|(s ,y s)) =  a ¡ 3  ¡ + ( I p - « . ) ^ -
D em o strac ió n . La demostración de los apartados (a), (d) y (e) son inmediatas a 
partir del teorema 3.5 (capítulo 3), tomando: m  =  1, Y  =  (Y i, Y 2 , . . . ,  Y#)*, Y¿ = 
(Yi u Yi2, . . . , Y iNiy ,  i =  1 ,2 ,.. . , K ,  =  ( # , . . . , /3k )‘, Ax =  d i a g f í ^ X i } ,  X,- =
K i . x | 2 i - . 4 ¡ ) ‘ | * =  1 ,2 , . . . ,  /C, x,j =  (®iji,aí0 '2 ,- - - ,* iip ) , i  =  1 )2 ,.- . ,  Ni,  i =
1,2, . . . , / f ,  A 2 =  (Ip, . . .  , I P)V3, V i =  dia(//í:1{Vt} y V 2 =  denotando
V. ^  ✓
K
-B  -B
por (3¡ el p-vector de 0 l correspondiente a la unidad *. Los restantes resultados son 
inmediatos a partir de la distribución predictiva anterior y que la marginal de una 
normal y la combinación lineal de normales es normal, y la definición de estimador
Bayes adaptada a la estimación de la media de la unidad i con i =  1 ,2 , . . . ,  K.
C .S .Q .D .
Notemos que la independencia a priori entre las unidades en (2.29) se traduce en 
la independencia de las distribuciones predictivas de los vectores poblacionales no 
observados y la media no observada de cada unidad, y en la obtención para cada 
unidad de las mismas distribuciones que se obtenían en el modelo Bayes de Regresión 
Normal.
Análogamente al modelo Bayes de Regresión Normal, pero ahora referido a cada 
unidad, se pueden traducir las observaciones que se realizaban en la sección anterior. 
Así, notemos a partir de las expresiones (2.30) a  (2.34), que la contribución de la mues­
tra  a las distribuciones predictivas del vector poblacional no observado de la unidad i 
y a la estimación de la media poblacional no observada de la unidad i, i =  1 ,2 , , K,  
se articula a través de y 4i, ys . (la media muestral de la unidad *), /3,- (el estimador 
clásico de regresión de la unidad i) y a¡, ¿ =  1 ,2 , . . .  , K , (e indirectamente a través de 
V a¿, V 4U, y X 3i, i = 1 , 2 , . . . , A'). Con a¿, i = un factor de encogimiento
( a¿ =  (Ip — a ^ B ^ X j . * =  1 , 2 , . . . ,  K) ,  que mide la proporción de varianza
respecto a no explicada por la muestra, ya que, para * =  1 , 2 , . . . ,  A':
a .  =  [Var(Pi) -  V a r^ .K s .y ,) ) ]V a r" 1^ , ) .  (2.36)
La expresión (2.36) se obtiene a partir de la definición de Qt¿, i = 1 , 2 , . . . ,  A,  notando 
que V ar(/3 ,K s,y,)) =  ( X j .V ^ X ^  +  B ^ 1) -1 (resultado previo en la demostración 
anterior).
A partir de esta expresión se tiene que, el estimador Bayes de la pendiente de Regresión 
de cada unidad, es una “combinación lineal” del estimador de regresión clásico y
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la  pendiente asignada a priori a la unidad, que refleja en qué medida predomina la 
información introducida en la distribución inicial sobre la muestra. Por o tra  parte, 
notemos que la varianza de las distribuciones predictivas de cada unidad y varianza de 
los estimadores de cada unidad, disminuye en la medida que el factor a ¡  de la unidad 
i disminuye, esto es, en la medida que nuestros conocimientos iniciales acerca de la 
pendiente de la unidad aumentan (para * =  1 , 2 , . . . ,  K).
Este modelo puede generalizarse, para describir situaciones en las que las unidades 
son independientes y muy distintas entre sí, asumiendo que las variables pendiente 
de cada unidad son independientes y normales pero no idénticamente distribuidas, 
esto es, sustituir en el modelo (2.29), las distribuciones iniciales sobre la pendiente 
de cada unidad por: /3¡ ~  N p(bi, B¿), independientes para * =  1 , 2 , K ,  con b¿ un 
p-vector conocido, para i =  1,2, . . . , / £ ,  y B¿ una matriz simétrica y definida positiva 
de dimensión p x p conocida, para i — 1 , 2 , . . . ,  K . Para este nuevo modelo se obtienen, 
aplicando el teorema 3.5 adecuadamente, los resultados (2.30) a (2.34), sustituyendo 
por B,- y /3 por b,-, para * =  1,2, . . .  ,K .  El inconveniente de esta generalización 
reside en el número de parámetros iniciales que han de ser asignados.
2.3 .2  M odelo  B ayes de R egresión en dos etapas con una jerar­
quía N orm al-G am m a
El modelo Bayes de Regresión en dos etapas con una jerarquía Normal-Gamma, que 
definiremos a continuación, se aplica cuando deseamos inferir sobre una característica 
continua de una población bietápica de las características señaladas al principio de 
la sección cuando la varianza no es conocida, aunque sí el cociente entre la varianza 
de la población y de la distribución inicial asignada por unidad (esto es, W j C ^ 1, 
¿ =  1 , 2 , . . . , A').
D efin ic ión  2.7 Dado el vector poblacional Y  =  (Yj ,  Y £ , . . . ,  Y^-)* con Y» =  (Y¿i, ,
• • • > YiNiYt 1 =  1,2, . . . ,AT para el cual asociada a cada variable Yíj tenemos una in­
formación auxiliar representada por un vector Xij =  (®i¿i,. • •, ®*jp) conocido, j  =
1 , 2 , . . . ,  Ni, i =  1 , 2 , . . . ,  K , llamaremos modelo Bayes de Regresión en dos etapas con 
una jerarquía Normal-Gamma al definido por:
Y,jXi,/3,-,(T2 ~  jV(X,/3t-, <r2W t), independientes, * = 1 , 2 , . . . , K,
P í \(t2 ~  Np{(3,<T2Cp), i.i.d., i =  1 , 2 , . . . , I<,
a 2 ~  G a-1 (a0,60) (2.37)
donde X¿ =  ( x j ^ x ^ , . . .  ,x*^ )*, es una matriz de rango p, para i =  1,2, . . . , K ,  (3 
es un p-vector conocido, W i =  1,2 , . . . , K  y Cp son matrices simétricas, definidas 
positivas conocidas de dimensiones Ni x Ni, i =  1 , 2 , . . . ,  K  y p x p respectivamente, 
a o y bo escalares positivos conocidos.
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Este modelo presenta como caso particular para p =  1, X,- =  1 /^ , i =  1 , 2 , . . . ,  K ,  el 
modelo Bayes Básico en dos etapas con una jerarquía Normal-Gamma (descrito en la 
sección 1.4.2).
Notemos de la definición anterior que la distribución sobre a 2 vincula al vector Y  y 
al pendiente /3t-, i =  1,2, . . .  ,K .  Esta circunstancia se refleja, en la no independencia 
(aunque si incorrelación) de las distribuciones predictivas del vector no observado de 
cada unidad, tal y como veremos en el próximo resultado, que recoge los resultados 
inferenciales de interés para este modelo dada una muestra. Estos resultados pueden 
interpretarse en términos de y t i , ys . (la media muestral de la unidad i), (el esti­
mador clásico de regresión de la unidad i) y a,-, i =  1, 2 , . . . ,  K , (e indirectamente a 
través de W 4i, W 4tlj y X, . ,  i =  1,2, . . .  , K) ,  de forma totalmente análoga al modelo 
Bayes de Regresión en dos etapas con una jerarquía Normal.
T eo rem a  2.6 Consideremos el modelo Bayes de Regresión en dos etapas con una 
jerarquía Normal-Gamma dado en (2.37), entonces se tiene que:
(a) Y u |( s ,y ,)  se distribuye i (N  — n)-variante con 2ai grados de libertad con, para 
a\ > 0, media:
£(Y „|(í,y ,)) =  X „ ,3 f  +  W ^ W -'íy ,,  -  X .J ? ) ,  (2.38)
y matriz de varianzas y covarianzas,
* para i =  1 , 2 , . . . ,  K,
Vor(Y„i |(*,y,)) =  {W „, -  W )„ W ; /W ,„ i+  (2.39)
+ ( x Ui -  w ;„ ¡w - ,x . j)a i ( x ; ¡w - 1x , . ) - 1(x„, -  w ; Uiw - ' x „ ) ' } ,
* para i ¿ j ,  i , j  =  1 ,2 , . . . , K ,
C o v (Y Ui, Y Uj |( s ,y 4)) =  0 Ni-t i ixNj—nj- (2.40)
(b) Yu¿|(s»ya) se distribuye i con 2ai grados de libertad y media y varianza, para 
ai  >  0, dadas por:
1 + W ^ W -'fy ,,  -  X .,3?)], (2.41)
Ni -  Tli
7ar(Y0¡|( ,,y .))  = ^ ^  { [lV,-„.(W„. -  WÍu|W -‘W .u,) lWv_„i +
+ l k - n , ( X Ui -  w ; „ ¡W - 1X Si) a i(X ;íW - l X ,i) - 1(X„, -  W ^ . W - 'X . J ' l ^ - n , ]  ,
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( c )  el e s t im a d o r  B a y e s  para la media  de la u n idad  i, i  =  1 , 2 y su va r ia n za
co n d ic ion a da  a la m ues tra ,  para  ai > O, v ienen  dados  por:
y t  =  J f V , ,  +  ^  +  w ;„ , W - ' t y , ,  -  X „ 3 ,B)],
Y a r(F .- |( í,y .))  =  [lV ,-„ .(W „ . -  W ¡„ W - 1W ,„ . ) l Iv ,_ „ ,+  (2.42)
+ l í . , - n.(X„, -  W „ iW ->X ,i) a i( x ; ¡W - 1X .i) - 1(X„i -  W Í ^ W - 'X , , ) '^ . ^ ]  ,
(d) y u |( s ,y 5) se distribuye i con 2ai grados de libertad y media y varianza, para 
a i >  O, dadas por:
£ (y .l(* ,y .))  =  + w :„ ,w -> (y „  -  X .^ ? ) ] ,  (2.43)
1 =  1
_  1 i  í  K
^ar(yu|(«,y,)) = ^  _ n ) 2 a, 1  t |  ~  W ~'W >l, .) lw,^„,+
+ lN .-n¡(Xu¡ -  W :„iW - 1X „ )a i(X,<IW - 1X ,¡)-'(X „, -  w ;„ ¡W - ‘X .l)*lJvt_B¡]} ,
y (e) el estimador Bayes para la media poblacional y su varianza condicionada a la 
muestra vienen dados por:
y  = p ,  + + w- .w-'.'(y». -  x,.3f)i,
t ' = i
(2.44)
1 b¡ ‘  Kyar(71(«,y.)) = | £ [ l N . - ni(W„, -  W(„ W ’ 1 W JU,)1N,_„,+
+ik-»,(xu. -  w;Uiw -,x.i)oi(x;¡w -lx.i)-1(x„i -  w í.w -'x j'i ,,.,])  ,
donde  W ,, = or-2yarY|^(Y„), W„. = ^ y o r y ^ tY ^ ), W,„. = a ' ^ C o v y ^ Y ^ ,
Y u ), y3 =  ■' |J €^* - 1 es la media mvestral de la población, yt y /3¡ =  (X ) W '^ X ^ J -1
X 'W - ‘ySI son, respectivamente la media muestra y el estimador de regresión clásico 
para la unidad i para i = 1,2 , . . . ,  K, y donde para i =  1,2 , ,  K:
a i = (x; w r /x , ,  +  c i i ) - ix ; , w - ix Ji,'P
3? =  E(Pi \ ( s , ys)) = aLiPi + (Ip -at i)(3,
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D e m o s tra c ió n . La demostración de los apartados (a), (d) y (e) son inmediatas 
a partir del teorema 3.6 (capítulo 3), tomando: m  = 1, Y  =  (Yj ,  Y £ , . . . ,  Y ^)*,
Y , =  (Y¡i,Y í2, . . . ,Y w ¡)‘ , i = 1,2 K ,  6 , =  ( 0 \ ........0 A ! =  d i a g g ^ X ¡},
X , — , 3C,'2, - • ■ , 3C,-^  ) , i — 1,2 K t X(j — (®ij 1, , ■ ■ • , ■^ ijp) i j  — 1 ,2  N{ ,
i  =  1 , 2 , . . . , A ,  A 2 =  (Ip l p) '0 ,  W , =  % f =1{W ,) y W 2 =  d ia g f i i lC „},
-B  ~B
y denotando por /3f el |>-vector de correspondiente a la unidad i. El resul­
tado (b) se comprueba4 aplicando el resultado (a) del lema B.9 sobre la distribución 
de ^ t i i K^ y í ) » ^ 2 que se obtiene directamente de (2.31) tomando V,- =  <72W ¿, i =  
1 , 2 y B/j =  a 2Cp y sobre la distribución (3.79) de la demostración del teo­
rem a 3.6 (adaptada a este modelo a través de los cambios señalados en el primer 
párrafo de esta demostración), y el resultado (c) se obtiene a partir de (b) aplicando 
la definición de estimador Bayes adaptada a la estimación de la media de la unidad i 
con i =  1 , 2 , . . . ,  AT.
C .S .Q .D .
Una generalización de este modelo para establecer inferencias sobre una característica 
continua cuando las unidades son independientes y muy distintas entre sí y la varianza 
es desconocida consiste en asumir que las variables pendiente de cada unidad son inde­
pendientes y normales con medias y varianzas distintas, esto es, sustituir en (2.37), las 
distribuciones iniciales sobre las pendientes para cada unidad por: /3,- ~  iVp(ct-, cr2C ,), 
independientes para i = 1 , 2 con c; un p-vector conocido, para i =  1 ,2 , , K,  
y C¿ una matriz simétrica y definida positiva de dimensión p x p  conocida, para 
i =  1,2, . .  . , / f .  Este modelo para el que se obtienen, aplicando el teorema 3.6 ade­
cuadamente, los resultados (2.38) a (2.44), sustituyendo C p por C¿ y /3 por c¿, para 
i =  1,2, tiene el inconveniente del número a parámetros a determ inar para
asignar las distribuciones iniciales y que las matrices varianzas-covarianzas de Y  y de 
(/3*,/32> • • • han de ser proporcionales a una misma variable aleatoria a 2, tal y
como ya sucedía en el modelo Bayes de Regresión en dos etapas con una jerarquía 
Normal-Gamma.
2 .3 .3  M odelo  B ayes de R egresión  en dos etapas con una jerar­
qu ía  con cocien te  entre varianzas descon ocid o
El modelo Bayes de Regresión en dos etapas con una jerarquía Normal-Gamma y la 
generalización del mismo propuesta en la subsección anterior tienen el inconveniente
4Una m anera alternativa de comprobar el resultado consiste en aplicar sobre la  distribución predictiva 
del vector no observado dada la  muestra que la marginal de una t y la combinación lineal de t es t
de que la matriz de varianzas-covarianzas de Y  y de (y9j, /3^,. • •, han de ser 
proporcionales a una misma variable aleatoria a 2. Esta dificultad puede evitarse si 
estudiamos modelos no conjugados, un ejemplo de estos modelos es el modelo Bayes de 
Regresión en dos etapas con una jerarquía con cociente entre varianzas desconocido, 
que definiremos a continuación, que se aplica para inferir sobre una característica 
continua en poblaciones bietápicas con las características señaladas al principio de la 
sección y varianzas y cociente entre varianzas asimismo desconocidos.
D efin ic ión  2.8 Dado el vector poblacional Y  =  (Y{, Y 2, . . . ,  Yj^)* con Y¿ =  (Y u ,Y í2 , 
. . . jYÍjv;)4, i =  1,2, . . . , K  para el cual asociada a cada variable Y{j tenemos una in­
formación auxiliar representada por un vector Xíj =  (*,-¿1 ,. •. ,z»jp) conocido, j  =
1 , 2 , . . . ,  N{, i — 1, 2 , . . . ,  I \ , llamaremos modelo Bayesiano de regresión en dos etapas 
con una jerarquía con cociente entre varianzas desconocido al definido por:
A(X,/3t- ,afl t f i ),  independientes, i — 1 , 2 , . . . , A',
<r? ~  G a-1 (ao,6o)) independientes, * =  1 , 2 , . . . ,  A,P,W} ~ Np&,o-}Cp),Ui.,i=l,2........K, (2.46)
<r| ~  G a ~ \ a p , b p ) ,
donde X,- =  (x)1,x )2, • • • > es una matriz de rango p, para i = 1, 2 , . . . ,  K , (5 es
un p-vector conocido, C una matriz simétrica, definida positiva conocida de dimensión 
p x  p y a o, ¿o, &p y bp escalares positivos conocidos.
El análisis Bayes de este modelo dada la muestra, refleja la necesidad de la aplicación 
de técnicas de integración numérica como la aplicación de técnicas de Monte Cario o 
basadas en el muestreo Gibbs para la obtención de las distribuciones predictivas de 
interés dada la muestra (en el caso del Gibbs de una muestra simulada de la misma) 
y los estimadores Bayes y varianzas dada la muestra.
El siguiente teorema proporciona las distribuciones predictivas condicionadas a (Ai, A2, 
• ••>Ajr) y a la muestra y la distribución de Ai , . . . ,  Ax | ( s , ya), a partir de las cuales 
se puede obtener por integración numérica, las distribuciones predictivas del vector no 
observado de la población, media no observada de cada unidad y media no observada, 
así como las hipótesis suficientes para la existencia de los dos primeros momentos de 
dichas distribuciones y por lo tanto de los estimadores Bayes de la media de cada 
unidad y de la media poblacional, así como sus varianzas condicionadas a la muestra, 
que asimismo pueden calcularse obteniendo los correspondientes momentos respecto a 
A i,. . . ,  \ k |(s,ya) de los que dependen, por integración numérica.
T eo rem a  2.7 Consideremos el modelo Bayes de Regresión en dos etapas con una 
jerarquía con cociente entre varianzas desconocido dado en (2.46); si definimos por
a?A,- =  para i — 1 , 2 , . . . ,  K , entonces se tiene que:
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(a) Y t,|(s, y ,) ,  Ai, A2 , . . . ,  Ak  se distribuye t (N —n)~variante con 2ai grados de libertad
con, para ai >  1, media, para i — 1 , 2 , . . . ,  K :
£ (Y „ ,|( í ,y .) ,A 1........\ K ) =  XU(3 f , (2.47)
y matriz de varianzas y covarianzas,
* para i =  1 , 2 , . . . ,  K ,
Var(Y„¡|(S,y,),A 1,...,A * ) = + X U¡(IP -  a)C „X i.}, (2.48)
* para i ¿ j ,  i , j  = 1,2
C o v(Y Ui, Y Ui|(s ,y ,) , Ai , . . . ,  Ak ) =  0 ^ ._ n¿xNj—nj • (2.49)
(b) Y Ui |(s, y a), A¿ se distribuye i con 2ai grados de libertad y media y varianza, para 
ai >  1, dadas, para i = 1 , 2 , . . . ,  I \ , por:
£(ñ.,l(o,y.),A ¡) = 1 k-»<x «Á B. (2.50)TV,- -  71,-
Yar(7«i|(*,y,).Ai) = { l ^  [IW,.„,A¡+
[ N i - n i ) *  a i - l
Xu,(Ip -a )C ^ X ÍJ lWi. ni} ,
(c) Y u |(s ,y ,) , Ai , . . . ,  Ajf se distribuye t con 2ai grados de libertad y media y varianza, 
para ai  >  1, dadas por:
£(Y u|(s.y.),{Ai} £ 1) = £ lV ,_ „ ,X „ ,3 f ,  (2.51)
* =  1
V 'ar(Y u |(fi,y J),{A¿}íL1) =  ^  ^  x ^  [(Ni -  n,)A¿+
(d ) X  1 , . . . ,  A/c |(s ,y a) se distribuye con función de densidad dada por:
K  K
»(A„ . . . ,  A*|(«,y,)) a  J ]  + X ^C ^X ).|-i J I  Ar^+^tr**, (2.52)
»=1 »=1
69
( e )  el e s t im a d o r  B a y e s  para la m ed ia  poblacional de la u n ida d  i-és im a , i =  1 ,2 , . . .  , K
y  su va r ia n za  con d ic ion ada  a la m u es tra  v ienen  dados  para  ^  >  2, üq >  1 por:
^  =  ^ > .  +  (2 -53) 
V o r (y , |(5, y ) )) =
H----i— £'A‘l<’-y-){6i[(JVi -  n,)Ai +
ai — 1
~  a »)C/?Xu )
y (f) el estimador Bayes para la media poblacional y su varianza condicionada a la 
muestra vienen dados para > 2 , ao >  1 por:
Y  = ^  + 1? E  (2 .5 4 )
V ar(y |(í,y ,)) = {lÍv-„X„ Var*-A’ A''l<>.y->[¡3B]X ;,lW-„+
I K+—— Y, £?A‘lt*.y-) {6i[(jVi _  n,-)Ai +
1 =  1
+ljv¿-n¿X Ui(Ip “  ai)C ^X y.ljv¿-n¿}} >
donde £ ,A'Ka,y*)[.], V a rA*^a,y*^[.], £ 'Ai> - >A^ l(, -y»)[.] y y a r Ai.->Afd(*.y.)[ ] son respec­
tivamente, los operadores esperanza y varianza respecto a la distribución de A¿|(s,y5), 
i =  1 ,2 , . . . ,  AT (marginal de A i,. . . ,  A x |(s ,y ,)  dada en (2.52)) y respecto a la dis-
tribución de A i,. . . ,  A /f|(s ,y ,) dada en (2.52), respectivamente, /3g =  (/31 *,/32 1, . . . ,
^  g  y .  . ^
— — *^’ne*—” es lam edia muestral de la población, ys . y =  (X^ .V “ 1X 4<)_1 
X Í jV “ 1y»í son, respectivamente la media muestra y el estimador de regresión clásico 
para la unidad i para i =  1 ,2 , . . . ,  K , y donde, para i — 1 ,2 , . . . ,  K :
ocí =  (X* ,X a¿ +  A ,C71)-1 X j .X Si,
3?
ai
=  E( f i i \ ( s t y $)) =  a , 3 , +  (IP ~  o l ¡ ) P ,
(2.55)
bi =
K  K
be + b° E  j :  + \ ~  + x . iC ^ x í . j - V y . ,  -  x .,/3 ) ,
i=l * 1=1
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D e m o stra c ió n . La demostración de este teorema se apoya en el teorema 2.5 y los 
lemas B . 8  y B.9; para su mejor desarrollo la dividiremos en los siguientes pasos:
1.- A partir de los resultados (a), (b) y (d) del teorema 2.5, tomando V  =  diag(L.1{\i<Tp 
I j y J y B ^ C p ,  se obtienen las distribuciones de Y ^ K ^ y ,) , {A ,} /^ , ^ t i j ^ y a ) ,
i =  1 , 2 ,. . . t K ,  y ,que son:
* Y uJ (s ,y a ) , o j ,  {A ,}/^ , independientes para i =  1 ,2 , . . . ,  K , con distribución normal 
dada por:
Y „ (|(S,y,),o-3,A,' ~  +  X Uj(Ip -  a J C ^ X jJ ) ,  (2.56)
* A¿, independientes para i = 1 , 2 , . . . ,  K ,  con distribución normal dada 
por:
Y u .l( s ,y .) ,4 .A ¡  ~
(2.57)
, se distribuye según una normal dada por:
y u |(» ,y .) ,  {A ilfi, ~  A T (^ 4 -^ lÍy- nX .3 B . l ~  1 V a r(F ,. |(s ,y ,) ,{ A i }.* i)).
1 (2.58)
2 .- A partir de las distribuciones iniciales de Y |{/3, * j_, {<rf}fLi y de /3 ,-|cr^, i =
1 , 2 , se obtiene aplicando, sobre la primera las propiedades de las distribuciones 
marginales de una normal y después, sobre el resultado y las segundas, el apartado 
(a) del lema B.8 , la distribución de Y ,|o 0 , {Aj/Lj, que es normal con Y a J o J , {A }/^ , 
independientes, dadas para i =  1 ,2 , . . . ,  K  por:
Y J ^ Í A . - } ,* ,  ~  JV„i(X ,./3 ,^ [ I» iAi +  X , iC „ x :,] ) .  (2.59)
3 - A partir de las distribuciones iniciales de {of }£Li Y se obtiene, aplicando el 
método de obtención de una f.d.p por el método directo (para una transformación 1 a 
1 ), la distribución inicial conjunta de (o j, Ai, A2 , . . . ,  A#), que es:
K  K
»(»?, A„ A, \ K ) <x A ( 6 ,  +  b0 £  f ) }  I I  \ r(a °+1)-
i = l Xí i = 1
(2.60)
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4 - A partir de (2.59) y (2.60), aplicando el teorema de Bayes e identificando los 
términos se obtienen las distribuciones de ( s ,y a), que viene dada por:
*j||{*i}iÍLii(®»y*) ~  G a-1 ^ ! , ^ ) ,  (2.61)
y de Ai, A2, . . . ,  A*-|(s, y¿) dada en (2.52).
5.- A partir de (2.56) y (2.61) aplicando el apartado (a) del lema B.9 se obtiene la 
distribución de Y u|(s, y a), (At}/L1 dada en (2.47), (2.48) y (2.49).
6.- A partir de (2.57) - (2.61), y (2.58) - (2.61), aplicando el apartado (a) del lema B.9
se obtienen respectivamente, la distribución de V ^ iK ^ y j), {A,-IfLu i =  1,2, . . . ,A ,  
dada en (2.50) y de Y u|(s ,y i) , {^¿}£Li> dada en (2.51).
7.- A partir de (2.50) y (2.52), se obtiene, aplicando la definición de estimador Bayes,
el lema B.4, y que:
£ ( y uJ ( s , y . ) )  =  £ Aíl(,’y -)£ ( F „ J * ,y . ) ,A i),
^ o r ( y „ , |( s ,y , ) )  =  £ A'l<, ’y ->K ar(y„¡|(S,y J),Ai) +  V'or^K>.y .)£ ( y „ ¡|(S,y <),Ai), 
el resultado (e), dado en (2.53), de este teorema.
8 .- A partir de (2.51) y (2.52), se obtiene de forma totalmente análoga al apartado 7 
de esta demostración, el resultado (f), dado en (2.54), de este teorema.
C .S .Q .D .
El teorema 2.7 permite la obtención de los resultados inferenciales de interés pero 
requiere del cálculo de algunas integrales multivariantes que en principio pueden ser 
complicadas por la forma de la distribución de Ai, A2, . . . ,  A /f|(s ,y ,), dada en (2.52), 
(que no es producto de marginales independientes del tipo obtenido en el teorema 2.3 
para el correspondiente modelo de una etapa). Un procedimiento alternativo de análisis 
y obtención de las distribuciones predictivas y estimadores Bayes es la aplicación de los 
procedimientos de muestreo Gibbs (ver sección C .l del apéndice C). Las distribuciones 
condicionales necesarias para la aplicación del muestreo Gibbs vienen dadas en el 
siguiente teorema:
Teorem a 2.8 El modelo Bayes de Regresión en dos etapas con una jerarquía con 
cociente entre varianzas desconocido dado en (2.46), es un modelo DAG (figura 2.2) 
con distribuciones condicionales dadas por:
/ ( (ylx > • • • > y l K Y |y*. {& }* i > -k?} £ i , ^ )  =
/ ( ( y i t . • • • .y ÍK ^ K A } ^ ! .  {<r.?} £ i )  =
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rnotitr*
tTO*d i
Figura 2.2: Representación gráfica del modelo Bayes de Regresión en dos etapas con una 
jerarquía con cociente entre varianzas desconocido
n f = l  AV,-nt(y J X uA W l A\ - n t), 
nÜLi N p i P M h  +  (IP -  «r)/3t- ,(Ip -  a * ) C ^ ) ,
i) =
G'a-1  (cr  ^|a ^ , 6^),
*{*!>• ••><rK)1\y > { P i} iC=i><r}) =  *(*?>■ • • . * * ) <|y > { 0 i } £ i )  =
(2.62)
(2.63)
(2.64)
(2.65)
(2 .66 )
donde:
Pi  =
a .  =
a.- =
(X jX ,)  Xjy¿, « =  1 , 2 , . . . , A' 
.2
(2.67)
(X jX ¡  +  C I 1 - Í J - ' X l X ,  i  =  1 , 2 , . . . .  A',
N i
—  +  a 0, í =  1 , 2 , . . . ,  A”,
i ( y i - X , í ) , ) ' ( y ,  - X , / 3 i ) +  &o, ¿ = 1 , 2 ......... A',
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a *p - — +  ap,
1 K 
¿  i = i
D e m o stra c ió n . De la definición 2.8 del modelo en estudio se deduce directamente 
la representación gráfica de la figura 2.2, que corresponde a un modelo DAG. Los 
resultados de las distribuciones condicionales se obtienen a partir de la distribución 
conjunta de de (Y ^ , . . . ,  YtUK, Yj t , . . . ,  ,(3[,. . .  <7?,. . . ,  que viene
dada por:
n *  1 x l \ L  A (y aJ X Si/3t.,<r?Ini) x n * i  N ( ^ , a } C ^ ) x
ü íL i G a-1 (cr?|a0,60) x Ga~l{<T2p\ap, bp),
separando los términos correspondientes a cada condicional (que contienen la variable 
cuya condicional estamos hallando), de manera análoga a como lo hacíamos en el 
teorema 2.4.
C .S .Q .D .
Notemos que las distribuciones condicionales necesarias para la simulación de las dis­
tribuciones finales dada la muestra son distribuciones estándar conocidas y por lo 
tanto, para las que existen algoritmos suficientemente probados para su simulación. 
Además, el modelo descrito es DAG y cumple las hipótesis de independencia inicial 
de todas las variables necesarias, por lo que puede aplicarse, nuevamente el programa 
BUGS (ver subsección C.2.1 del apéndice C).
2 .3 .4  M odelos B ayes en dos etapas con una jerarquía m ín im o  
in form ativos
P ara concluir el estudio de los modelos Bayes de Regresión en dos etapas con una 
jerarquía, incluimos a continuación la definición y resultados inferenciales habituales 
dada la m uestra de dos modelos mínimo informativos: el modelo Bayes de Regresión 
en dos etapas con una jerarquía normal mínimo informativo y el modelo Bayes de 
Regresión en dos etapas con una jerarquía normal-gamma mínimo informativo; estos 
modelos se aplican para obtener inferencias sobre una característica continua de una 
población bietápica con las características comentadas al principio de la sección cuando 
no deseamos introducir información en la asignación de las distribuciones iniciales sobre 
tos parám etros, en las situaciones respectivas de varianza de la población conocida y 
desconocida. En estos modelos, la condición sobre la muestra k =  K ,  alcanza una
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mayor significación que en el resto de la sección, ya que es condición para que, con 
las mínimo informativas que estamos empleando, las distribuciones predictivas sean 
propias.
M o d e lo  B ay es de R eg resió n  en  dos e ta p a s  con  u n a  je ra rq u ía  N o rm a l m ín im o  
in fo rm a tiv o
D efin ic ió n  2.9 Llamaremos modelo Bayes de Regresión en dos etapas con una jerar­
quía Normal mínimo informativo a un modelo Bayes de Regresión en dos etapas con 
una jerarquía Normal en el que la distribución que asumimos sobre ¡3i es una mínimo  
informativa para i =  1 ,2 , . . . ,  K  de la forma  7r(/3,) a l ,  i =  1 , . . . ,  K .
C o ro la r io  2 .3 Consideremos el modelo Bayes de Regresión en dos etapas con una 
jerarquía Normal mínimo informativo dado en la definición 2.9, entonces se tiene 
que las distribuciones predictivas para el vector poblacional no observado, la media no 
observada para cada unidad y la media poblacional no observada, y los estimadores de la 
media poblacional de cada unidad y de la media poblacional y su varianza condicionada 
a la muestra son los obtenidos de (2.30) a (2.34), tomando oc, =  Ip, i =  1 , 2 , . . . , K .
D e m o s tra c ió n . La obtención de las distribuciones predictiva de Y u |(s ,y a) , y de 
Y u |( s ,y a), así como del estimador de la media poblacional y su varianza condi­
cionada a la muestra es inmediata a partir del corolario 3.3 (capítulo 3), tomando:
m =  1, Y  =  (Y 1,Y 2, . . . , Y *)*, Y¿ =  (Y ii,Y ¡2 ,...,Y w i)t , « =  1 , 2 , . . . , * ,  Oí = 
A i =  d i a g ü ^ X i } ,  X , =  . . .  i =  1,2, . . . ,A ,  x y  =
( ^ i j i  > x i j 2 j • • • i  x i j p ) i  j  — 1 > 2 ,  • • • ,  i V , - ,  i  =  1 , 2 , . . . ,  A ,  A .  2  =  ( I p , . . . ,  I p ) / 3 ,  V i  =
K
~B ~B
diagi=l{ V i } , y denotando por /3,- el p-vector de 0 l correspondiente a la unidad i.
Los restantes resultados son inmediatos a partir de la distribución predictiva del vector
poblacional no observado dada la muestra aplicando que la marginal de una normal y la
combinación lineal de normales es normal y la definición de estimador Bayes adaptada
a la estimación de la media de la unidad i con i =  1 ,2 , . . . ,  K.
C .S .Q .D .
M o d elo  B ayes de  R eg resió n  en  dos e ta p a s  con  u n a  je ra rq u ía  N o rm a l-G a m m a  
m ín im o  in fo rm a tiv o
D efin ic ió n  2 .10 Llamaremos modelo Bayes de Regresión en dos etapas con una je­
rarquía Normal-Gamma mínimo informativo a un modelo Bayes de Regresión en dos 
etapas con una jerarquía Normal-Gamma en el que la distribución que asumimos sobre
{ P i , P 2 ,  • • • , o-2 ) es una mínimo informativa5 de la forma <x
Xa2 '
5 ver nota  7 a pie de página de la subsección 3.4.3
C o ro la rio  2 .4  Consideremos el modelo Bayesiano de regresión en dos etapas con 
una jerarquía normal-gamma mínimo informativo dado en la definición 2.10, entonces 
se tiene que las distribuciones predictivas para el vector poblacional no observado, 
la media no observada para cada unidad y la media poblacional no observada, y los 
estimadores de la media poblacional de cada unidad y de la media poblacional y su 
varianza condicionada a la muestra son los obtenidos de (2.38) a (2-44), tomando:
o l ¡  —  I p ,  i  —  1 , 2 , . . . ,  K ,
ai =  (2-68)
1 K
t i  =  ^ E y U w r,‘ + w - ' x „ ( x ;  w ^ x , , ) - ^ ;  . w - ' i y , , .
i=i
D e m o s tra c ió n . La obtención de las distribuciones predictiva de Y u |( s ,y 4) , y de 
así como del estimador de la media poblacional y su varianza condi­
cionada a la m uestra es inmediata a partir del corolario 3.4 (capítulo 3), tomando:
m =  1, Y  =  (Y{, Y j  Y ^ ) ',  Y¡ =  (Yi u Yi2, . . . ,  YiN¡)', i =  1 ,2  K ,  0 , =
( 0 Í , - - - ,0 Í r ) ‘ . A l =  d ia g ü t lX i ) ,  X¡ =  (x ¡j,x ¡2........x{N.)‘, i =  1 , 2 , ,  K ,  =
vcccs ^
(x iji i x ij2 > • • • > x ijp)y j  =  1 )2 , . . . ,  Ni, i — 1,2 A 2 = ( I p , . . . , I p )  /3 y =
^ g
d i a g ^ i W i ) ,  y denotando por el p-vector de 6 X correspondiente a la unidad
i. La distribución predictiva de Y u J ^ y a ) ,  i =  1, 2 , . . . , K ,  se obtiene6 aplicando el 
resultado (a) del lema B.9 sobre la distribución de YUi|(s ,y a),<r2 que se obtiene direc­
tam ente de (2.31) tomando a,- =  Ip> i =  1 ,2 , . . . ,  K  y V t- =  <r2W¿, i =  1 ,2 , . . .  , K  y 
sobre la distribución (3.84) de la demostración del corolario 3.4, y el estimador Bayes 
de la media poblacional de cada unidad y su varianza condicionada a  la m uestra se ob­
tienen a partir de la distribución predictiva de la media no observada de cada unidad, 
aplicando la definición de estimador Bayes adaptada a la estimación de la m edia de 
cada unidad.
C .S .Q .D .
A partir de los resultados inferenciales para el modelo Bayes de Regresión en dos etapas 
con una jerarquía normal mínimo informativo se recuperan los estimadores Bayes para 
el correspondiente modelo clásico con matriz de varianzas-covarianzas conocido; y para 
el modelo Bayes de Regresión en dos etapas con una jerarquía normal-gamma, los 
estimadores para el correpondiente modelo clásico con matriz de varianzas-covarianzas 
desconocidas (ver apartado estimadores Bayes de la media poblacional de la subsección 
1.4.2).
6 Una manera alternativa de comprobar el resultado consiste en aplicar sobre la distribución predictiva 
del vector no observado que la marginal de una t y la combinación lineal de t es t
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2.4 Ejem plos para m odelos Bayesianos en una je ­
rarquía
E sta sección se dedicará a complementar los estudios sobre modelos, realizados en las 
dos secciones anteriores mediante su aplicación en la modelización de una población. 
Para ello, apoyándonos en los datos de Mosteller y Tukey(77)[75][pág 549-551], sobre 
la fertilidad en Suiza por los años 1888, hemos considerado la siguiente población, que 
llamaremos población 1, y describiremos a continuación.
P ob lación  1
La población 1, la asumiremos constituida por los datos sobre fertilidad de todas las 
“provincias” de Suiza por los años 1888; para analizar esta característica se dispone 
de los datos de 5 indicadores socioeconómicos: 1) porcentaje de la población de la 
provincia que trabaja  en el sector agrario, 2) porcentaje de la provincia con nivel de 
educación superior a los estudios primarios, 3) porcentaje de la población de la provin­
cia que es católica, 4) porcentaje de nacidos que viven menos de un año (mortalidad 
infantil) y 5) porcentaje de jóvenes de la provincia en edad de servicio militar que 
reciben la máxima calificación en el examen militar. Para el estudio de esta población 
disponemos de los datos de fertilidad y de los 5 indicadores socioeconómicos de 47 
provincias de lengua francesa (n = 47).
Para adaptar esta población a nuestro estudio, a partir de estos datos hemos consi­
derado las siguientes dos poblaciones: población 1A y población IB. Estas dos pobla­
ciones consisten en la población 1 eliminando la variable explicativa 5) sobre los re­
sultados de los jóvenes de cada provincia en el examen militar, diferenciándose entre 
sí, en la no división y división, respectivamente, de la población en estratos según los 
resultados de los jóvenes en el examen militar (la variable socioeconómica excluida en 
ambas poblaciones). A los datos facilitados por el banco de estas dos poblaciones les 
hemos añadidos los restantes datos necesarios para nuestro análisis, concretamente:
— La población 1A, está constituida por N  = 250 provincias, de las que se muestrean 
n =  47; el vector de medias de las características socioeconómicas de las provincias 
no muestreadas viene dado por X u =  (22,27,24,19).
-  La población IB, se obtiene a partir de la división de la población 1 en 3 estratos, 
según el indicador socioeconómico sobre los resultados de las quintas de cada 
provincia en el examen militar. Los estratos quedan constituidos de la siguiente 
manera: Estrato 1) provincias con porcentajes entre 0 % y 30 % (nivel bajo), 
Estrato 2) provincias con porcentajes entre 30 % y 70 % (nivel medio) y Estrato 
3) provincias con porcentajes entre 70 % y 100 % (nivel alto). Otros datos 
adicionales son:
* Estrato 1: Ni = 176, tu =  33, X Ul =  (9.73,11.63,11.15,7.77).
* Estrato 2: N 2 =  37, n 2 =  7, X U2 =  (44.73,40.63,29.13,43.77).
* Estrato 3: N 3 = 37, n3 =  7, X U3 =  (57.73,86.63,80.13,47.77).
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Figura 2.3: Relación entre la variable fertilidad y los indicadores socio-económicos para  la 
Población 1A
(Nótese que se han muestreado todos los estratos, k — [\ .)
Para  un mejor estudio previo de las dos poblaciones hemos construido a partir  de los 
datos muéstrales, las gráficas de las figuras 2.3 y 2.4, que representan para la población 
considerada en su globalidad (población 1A) y la población es tructurada en estratos 
(población IB), respectivamente los valores de la característica en estudio, fertilidad 
(en el eje de abcisas), en relación a los valores de las cuatro variables socioeconómicas 
del estudio. Notemos, a partir  de la figura 2.3, la existencia para  cada una de las varia­
bles socioeconómicas de un número considerable de observaciones que se separan de la 
nube de puntos mayoritaria (esto es, desviaciones en la hipótesis de una  relación lineal 
entre la variable respuesta  y las explicativas), que disminuirá la precisión de nuestras 
inferencias respecto a la media poblacional en la población 1A, al alterar los compo­
nentes de la pendiente de regresión estimada. Estas desviaciones en la hipótesis de 
linealidad se reducen algo al realizar la estratificación de la población antes propuesta 
(población IB) sobre todo en el estrato 1, aunque siguen detectándose desviaciones 
considerables en los estratos 2 y 3 en relación a la covariable agricultura, tal y como 
muestra la figura 2.4.
A continuación, describiremos los modelos aplicados para  realizar inferencias sobre la 
población 1A (modelos en una etapa) y la población IB, cuando no establecemos una 
relación entre los estratos por medio de una jerarquía más en el modelo (modelos en 
dos etapas con una jerarquía). En la sección 3.3 del próximo capítulo se analizará 
la población IB cuando sí se establece una relación de intercambiabilidad entre los 
estratos (modelos en dos etapas con dos jerarquías).
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Figura 2.4: Relación entre la variable fertilidad y los indicadores socio-económicos para  cada 
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2.4.1 P ob lación  1A: m odelos B ayesianos en una etap a
P ara realizar inferencias sobre la media poblacional de la población 1A, emplearemos 
los modelos Bayesianos en una etapa descritos en la sección 2.2.
Como paso preliminar, para adecuar la característica en estudio a la hipótesis de 
normalidad, hemos realizado la transformación de todos los porcentajes p (tanto del 
vector de características, como de los datos de las variables auxiliares socioeconómicas), 
según la siguiente fórmula: log( 1 0ff_p)* Para el estudio de esta población transformada, 
se aplicaron 5 modelos:
1. El modelo Bayes de Regresión Normal, con parámetros V  =  0.45125o, B  =  4L* y 
b  =  (—1 ,2 ,—2,3)*.
2. El modelo Bayes de Regresión Normal-Gamma, con parámetros W  =  I 2 5 0 , C =  
I 4 , b  =  ( -1 ,2 ,  -2 ,3)*  a 0 =  3 y 60  =  8  (E(<r2) =  4, Var(a2) = 16).
3. El modelo Bayes de Regresión con cociente entre varianzas desconocido, con 
parámetros: W  =  I 2 5 0 J C =  I4, b =  (—1,2, —2 ,3)t , <zo =  3 y b0 =  2 (E(<r2) =  1, 
V ar(a2) =  1), a.p =  3 y bp =  8 (E(a%) =  4, Var{<r2p) =  16).
Para implementar este modelo se recurrió al programa BUGS. El análisis con el 
programa BUGS constó de tres fases: la traducción en BUGS del modelo (figura 
2.5), el estudio de la convergencia del muestreo Gibbs y una vez asumida la 
estabilidad, la simulación de 1 0 0 0  observaciones para cada una de las variables del 
problema (simulaciones de las distribuciones predictivas y finales). En el proceso 
de simulación por Gibbs se realizaron 1000 primeras simulaciones para obtener 
un buen punto de arranque para el algoritmo de Gibbs, y a partir de dicho punto 
de arranque se realizaron 5000 simulaciones tras las que se consideró alcanzada 
la estabilidad. Esta estabilidad se valoró a través del estadístico aproximado de 
Geweke(92)[39] (obtenido por el comando d iag  del BUGS) de las variables Y u , fc ,  
v 2 y 0 0 } 9 ue tom aba valores inferiores en módulo a 1.96. A partir de la simulación 
del 1 0 0 0  observaciones más, una vez asumida la estabilidad, se obtuvieron (con 
el comando s ta ts  del BUGS), las aproximaciones a la media y varianza de las 
distribuciones predictivas y finales (que sabemos que existen por el teorema 2.3), 
y una representación gráfica de las densidades de estas distribuciones predictivas 
y finales (con el programa de Splus, d ra w d a t, incluido en el BUGS). (Para más 
detalles, sobre cómo se ha fundamentado el análisis a través del programa BUGS, 
ver la sección C.3 del apéndice C.)
4. El modelo Bayes de Regresión Normal mínimo informativo, con parám etro V  =
0.451250*
5. El modelo Bayes de Regresión Normal-Gamma mínimo informativo, con parám etro 
W  =  I 250*
A partir de los datos de la muestra (los datos correspondientes a las 47 provincias de 
lengua francesa) y los modelos anteriores se obtuvieron, aplicando los teoremas 2 .1 ,
2.2, para los modelos normal y normal-gamma, el programa BUGS (apoyado en los 
teoremas 2.3 y 2.4), para el modelo con cociente entre varianzas desconocido, y los
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Figura 2.5: Traducción en BUGS del modelo Bayes de Regresión con cociente entre varianzas 
desconocido
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T abla  2.1: Estimadores Bayes de la media poblacional y su varianza para  los modelos Ba­
yesianos en una etapa
\IO D  NORMAl
VM(> .y J  -• N i0.4844.0 0077)
MOD NORM-GAMM A
v w '> > 'sl '  «53 .0 .4832 .0  0237)
M o l)  NORMAL M IS INF
Vu ( s .y J  -  N (0.4844.0 (X )"' i
MOD NORM-GAMMA MIN INF
'• V U y j  '  t(43 .0  4844.0 0329)
Tabla 2.2: Distribuciones predictivas de la media poblacional no observada para  los modelos 
Bayesianos en una e tapa conjugados
corolarios 2.1 y 2.2, para  los modelos mínimo informativos: los estimadores Bayes de 
la media poblacional y su varianza condicionada a la muestra, para  los cinco modelos 
(tab la  2.1), las distribuciones predictivas de la media poblacional no observada dada 
la muestra, para  los modelos conjugados (tabla 2.2), y las aproximaciones (a través de 
1000 simulaciones de las mismas) de las densidades de las distribuciones predictivas y 
finales dada la muestra (figura 2.6) de Y u (Y.mdu) y A (lambda), para  el modelo Bayes 
de Regresión con cociente entre varianzas desconocido. También se obtuvieron para  
completar el análisis los estimadores Bayes (las medias de las distribuciones finales) 
para  (3, y en su caso, a 2, a j  y A (tabla 2.3), para los cinco modelos.
A partir  de estos resultados, podemos señalar lo siguiente:
1.- En relación a la estimación de la media poblacional debemos destacar las coinci­
dencias en valor estimado de los cuatro modelos conjugados (normal, normal-gamma, 
normal mínimo informativo y normal-gamma mínimo informativo), que sitúan la fer­
tilidad alrededor del 63.8 %, en oposición al valor estimado por el modelo con cociente 
entre varianzas desconocido que la sitúa cerca del 41.7 %. Estas diferencias entre los 
valores estimados para  los modelos conjugados y no conjugado se deben a que éste
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Figura 2.6: Aproximaciones a las densidades predictivas y finales para el modelo Bayes de 
Regresión con cociente entre varianzas desconocido
MODELO
NORMAL
MODELO
NORM-GAMMA
MODELO 
COCIENTE MAR 
DESCONOCIDO
MODELO 
NORMAL 
MIN. INFOR
MODELO 
NORM-GAMMA 
MIN. INFOR.
(1. -0.2189 -0.2470 0 15-41 -0.2151 -0.2151
B- 0.3665 04581 0.4930 0.3541 0.3541
. A . . . -0.2563 -0 3677 -0.5058 -0 2413 -0.2413
P4 -0 1906 -0.1395 0 2552 -0.1973 -0.1973
o : 1 4416 2.0070
CT..: 3.772
/. 1019
Tabla 2.3: O tras  inferencias para los modelos Bayesianos en una etapa
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último está detectando esos datos de la muestra alejados de la nube de puntos ma- 
yoritaria que ya señalábamos en la subsección anterior cuando analizábamos la figura
2.3, esto es, desviaciones en la hipótesis de linealidad entre la variable respuesta y las 
explicativas. Esta observación, se corrobora a partir de los resultados sobre la esti­
mación de la pendiente de regresión que proporciona la tabla 2.3; notemos los cambios 
de signo entre los estimadores de y /?4, para los modelos conjugados y no conjugado, 
que corresponden a los multiplicadores de la variable auxiliar agricultura y mortalidad 
infantil, que son las variables, que según la figura 2.3 presentan una mayor dispersión 
de las nubes de puntos.
2.- Respecto a la precisión de las estimaciones realizadas, notemos que los valores 
de las varianzas de la media poblacional condicionada a la muestra para los modelos 
conjugados, toman valores entre 0.0051 y 0.0227, siguiendo el orden de mayor a menor 
conocimiento sobre el modelo dentro de los conjugados (varianza conocida, varianza 
conocida mínimo informativo , varianza desconocida y varianza desconocida mínimo 
informativo), y en último lugar (con el valor más alto) el modelo con cociente entre 
varianzas desconocido.
3.- De los dos puntos anteriores se deriva la utilidad del modelo Bayes de Regresión con 
cociente entre varianzas desconocido, introducido en este capítulo de la tesis, ya que 
permite mediante su comparación con los modelos conjugados habituales, la detección 
de las desviaciones de la hipótesis de linealidad y consecuentemente, nos conduce a 
estudiar la posibilidad de una estructuración de la población que nos perm ita describir 
las distintas singularidades de la misma. Además, proporciona una valoración de la 
precisión de la estimación realizada más conservadora, y en este caso más creible, 
atendiendo a las diferencias comentadas entre el modelo y los datos de la muestra.
4.- El modelo Bayes de Regresión con cociente entre varianzas desconocido, presenta 
el inconveniente de dar lugar a distribuciones predictivas no estándar para la media 
poblacional no observada y vector poblacional no observado. La figura 2.6, presenta 
las aproximaciones de kernel a las densidades de la distribución predictiva de la media 
poblacional no observada y para la distribución final de A dada la m uestra (definida en 
(2.52)), correspondente a la muestra analizada de la población 1A. Si comparamos la 
densidad de la función predictiva para la media poblacional no observada, representada 
en la figura 2.6, con las correspondientes distribuciones predictivas para los cuatro 
modelos conjugados (tabla 2.2), podemos destacar lo siguiente:
-  La forma acampanada de la densidad de la distribución predictiva para el modelo 
con cociente entre varianzas desconocido aunque ligeramente asimétrica; para los 
modelos conjugados todas las densidades de las distribuciones predictivas tienen 
forma acam panada y simétrica.
— Si comparamos el apuntamiento de la densidad de la distribución predictiva para 
el modelo con cociente entre varianzas desconocido con el correspondiente a una 
normal equivalente (en media y varianza), notamos que éste es inferior al de la 
normal (en el caso de la población estudiada y la m uestra empleada).
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-  Si comparamos las 5 distribuciones predictivas podemos establecer el siguiente 
orden de mayor a menor apuntamiento de las correspondientes funciones de densi­
dad (o de intervalos de confianza al 90 % menores a mayores): modelo normal, mo­
delo normal mínimo informativo, modelo normal-gamma, modelo normal-gamma 
mínimo informativo y modelo con cociente entre varianzas desconocido.
(La figura 2.6 muestra a la derecha un gráfico que representa los valores de las simula­
ciones de las variables Y u y A, en el que se aprecia la estabilidad (asumida) tras 5000 
iteraciones Gibbs.)
2.4 .2  P ob lación  IB : m odelos B ayesianos en dos etap as con una  
jerarq u ía
En esta subsección emplearemos los modelos descritos en 2.3 para realizar inferencias 
sobre la media poblacional y medias poblacionales de cada estrato de la población 
IB. Los modelos concretamente aplicados previa transformación de los porcentajes p, 
de acuerdo con la fórmula: log( 10q_¿')> para adecuar nuestros datos a la hipótesis de 
normalidad, han sido los siguientes:
1. El modelo Bayes de Regresión en dos etapas con una jerarquía Normal, con 
parám etros V¿ =  o f l ^ ,  i =  1,2,3, a 2 — 0.36, a \  =  0.5, <r% =  0.43, B =  4Lj y 
j8 =  ( - 1 ,2 ,- 2 ,3 ) '.
2. El modelo Bayes de Regresión en dos etapas con una jerarquía Normal-Gamma, 
con parám etros W , =  , i =  1,2,3, Cp =  I 4, (3 =  (— 1,2, —2,3)*, ao =  3 y 
¿ o = 8  (E((r2) =  4, Var(cr2) = 16).
3. El modelo Bayes de Regresión en dos etapas con una jerarquía con cociente entre 
varianzas desconocido, con parámetros W,- =  I^¿, i =  1,2,3, Cp =  I4, /3 =  
(—1 ,2 ,—2,3)*, a0 =  3, b0 =  2 (E(<r2) =  1, V ar(a2) =  1), ap =  3 y bp =  8 
{E{(r2p) =  4, Var\(r2p) =  16).
Para obtener inferencias de la población a través de este modelo se aplicó el pro­
gram a BUGS, en un proceso de tres fases: la traducción del modelo al BUGS 
(figura 2.7), la fase de simulación y una vez hemos supuesto alcanzada la esta­
bilidad de la cadena, la obtención de la media y varianza de las distribuciones 
predictivas de las medias de cada estrato y de la población y finales de las pen­
dientes de regresión y demás variables de interés (cuya existencia queda asegu­
rada por el teorema 2.7) y de la aproximación de kernel a las densidades de las 
distribuciones predictivas de la media poblacional no observada y medias no ob­
servadas de cada estrato así como la de las distribuciones finales marginales de 
A,-, i =  1,2,3. La fase de simulación constó de la simulación de 1000 primeras ob­
servaciones que no se emplearon en el análisis para obtener un punto de arranque 
para la simulación bueno, la simulación a partir de dicho punto de arranque de 
5000 observaciones tras leus cuales se consideró alcanzada la estabilidad, una vez 
estudiado el estadístico aproximado de Geweke(92)[39] de le^ variables y „ ,  /?2 3 >
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<r| y cr| (que se obtuvo con el comando d iag  del BUGS y alcanzó valores inferiores 
en módulo a 1.96), y por último la simulación de 1000 observaciones más, que 
consideradas simulaciones de las distribuciones predictivas y finales del modelo 
fueron empleadas para la estimación de la media y varianza de las distribuciones 
predictivas y finales (mediante el comando s ta ts  del BUGS) y la obtención de 
la aproximación de kernel a las densidades de las mismas (mediante el programa 
de Splus, d ra w d a t, incluido en el BUGS). (Para más detalles, sobre cómo se 
ha fundamentado el análisis a través del programa BUGS, ver la sección C.3 del 
apéndice C.)
4. El modelo Bayes de Regresión en dos etapas con una jerarquía Normal mínimo 
informativo, con parámetro V¿ =  i =  1,2,3 con <r2 =  0.36, a \ — 0.5 y
a \  =  0.43.
5. El modelo Bayes de Regresión en dos etapas con una jerarquía Normal-Gamma 
mínimo informativo, con parámetro W ,• =  1/^, i =  1,2,3.
A partir de los datos de la muestra de la población IB (en la que los elementos 
muestreados ya aparecen convenientemente separados por estratos) y los cinco modelos 
anteriores, se obtuvieron, aplicando los teoremas 2.5, 2.6, los teoremas 2.7 y 2.8 (que 
justifican la aplicación del programa BUGS) y los corolarios 2.3 y 2.4, los estimadores 
Bayes de la media de cada estrato y de la población y la varianza condicionada a la 
m uestra de dichas medias (tabla 2.4), las distribuciones predictivas de la media no 
observada de cada estrato y de la media no observada poblacional para los modelos 
conjugados (tabla 2.5), y las aproximaciones (a través de 1000 simulaciones de las 
mismas) de las densidades de las distribuciones predictivas y finales dada la m uestra 
de Y Ui (Y.mdu[i]), i =  1,2,3, Y u (Y.medu) y A,■ (lambda[i]), i =  1 ,2,3, para el 
modelo Bayes de Regresión en dos etapas con una jerarquía con cociente entre varianzas 
desconocido (figuras 2.8 y 2.9). También se obtuvieron los estimadores Bayes para /3¿, 
i =  1,2,3, y en su caso, a 2, y A,-, i = 1,2,3, para los cinco modelos (tabla 2.6).
A partir de estos resultados, podemos destacar lo siguiente:
1.- Respecto a la estimación de la media de cada estrato y de la población, señalemos:
— La semejanza de los estimadores de la media del estrato 1 (alrededor del 69.5 %) 
para los cinco modelos.
— Los estimadores de la media de los estratos 2 y 3 para los modelos normal y 
mínimo informativos son bastante similares (alrededor del 73 % y 76 %, respec­
tivamente) y algo distintos para el modelo normal-gamma y sobre todo para el 
modelo con cociente entre varianzas desconocido, que llega a diferir en 10 tantos 
porcentuales respecto al modelo normal.
Nuevamente, tal y como sucedía en los modelos de una etapa, las razones de estas 
diferencias se encuentran en la naturaleza algo dispersa de las nubes de puntos 
(que suponen desviaciones en la hipótesis de linealidad) de la variable en estudio 
en relación con las variables socioeconómicas, en los estratos 2 y 3, sobre todo en 
relación con las variables agricultura y mortalidad infantil (ver figura 2.4), que
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Figura 2.7: Traducción en BUGS del modelo Bayes de Regresión en dos etapas con una  
je rarqu ía  con cociente entre varianzas desconocido
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Figura 2.8: Aproximaciones a  las densidades predictivas para  el modelo Bayes de Regresión 
en dos etapas con una  je ra rqu ía  con cociente entre varianzas desconocido
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Figura 2.9: Aproximaciones a  las densidades finales para el modelo Bayes de Regresión en 
dos etapas con una je ra rqu ía  con cociente entre varianzas desconocido
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MODELO
NORMAL
MODELO
NOKM-GAMMA
MODI LO 
COCIENTE. VAR. 
DESCONOCIDO
MODELO 
NORMAL 
MIN 1NFORM.
MODELO 
NORM-GAMMA 
MIN INFORM
JL 082 5 4 0 8019 0.8253 0 8278 0.8278
F. v, (69 54) (69 04) (69.55) (69.59) (69.59)
1
VarfY, ( s .y j  )
0.0104 0.0373 0 0 1 1 8 0.0104 0.0907
%
1 0292 1.1245 0.6002 1.0028 1.0028
F (73.68) (75.48) (64.57) (73.16) (73.16)
i
Var( Y. Xs.yJ )
0.0500 0 1126 3.1046 0.0515 0 3238
1.1433 1.0125 0.6391 1.1818 1.1813
E Y? (75.92) (73.35) (65.45) (76.53) (76 53)
3
Var(Y. ls .v s) ) 0.0381 0.0899 17.4640 0 0412 0.3015
Y 0.9033 
(71 16)
0.8808 
(70 70)
0.7648 
(68 24)
0.9061
(71.22)
0.9061
(71.22)
Var(Y ( s .y j  !
0.0071 0.0229 0 4796 0 0072 0 0586
1 -i$ cstim acioacs Je  ¡a media poblacional de cada estrato \ de loda la población en p rocen laie< figuran en  la Libia entre par em esis
Tabla 2.4: Estimadores Bayes de la media de cada estrato  y poblacional y sus varianzas 
para  los modelos Bavesianos en dos etapas con una jerarquía
conducen a estimaciones algo distintas de las pendientes de regresión asociadas 
a las mismas (ver tabla  2.6). Las diferencias, no obstante, entre los estimadores 
son mucho menores que en los modelos Bavesianos en una etapa.
-  Los estimadores Bayes de la media poblacional son bastan te  similares (alrededor 
del 71 %), para  los cinco modelos, y las diferencias mayores, de unos 3 puntos 
porcentuales corresponden al modelo con cociente entre varianzas desconocido y 
se explican por las diferencias en la estimación de la media de los estratos 2 y 3 
de este modelo con los cuatro restantes.
Si comparamos estos resultados de estimación con los obtenidos pa ra  los modelos 
Bayesianos en una  e tapa  se aprecia que en ellos se subestim aba  el valor medio de 
la fertilidad para  la totalidad de la población en unos 7 puntos en relación a los 
valores estimados actualmente. Ello, no obstante, la estimación m ediante los modelos 
conjugados en una e tapa  era mucho mejor que la obten ida por el modelo en una etapa 
con cociente entre varianzas desconocido.
2.- Si nos fijamos en la precisión de los estimadores a par ti r  de la varianza condicionada 
a la muestra de las medias de cada estrato y de la población, podem os establecer las 
siguientes observaciones, compatibles con las del párrafo anterior:
-  Las varianzas condicionadas a la muestra de la media del es tra to  1 son muy 
similares para  los cinco modelos, siguiendo el siguiente orden de menor a mayor
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MOD. NORMAL
Yu,¡(s ,y s ) ~ N(0.8409,0.0157) 
Y u j ís .y ,)  -  N(0.9498,0.0761)
Y . j U y s )  ~ N O -1007-0-0530)
T J s . y . )  '  W W
MOD. NORM-GAMMA
Y l'Jís.y*) -  t(S3,0.S 120,0.0543) 
YUs|( s ,y s ) -  1(53,1.0673,0.1649) 
Y u jís .y s )  ~  t(53,0.9333.0.l316) 
T u K s .v .)  -  t(53.0.S676,0.0334)
MOD. NORMAL MIN. INF.
Y b .¡(s.y ,) -  N(0.S439.0.0157) 
Y uJís.J 's) ~ N(0.9172,0.0783)
YUj¡(s ,y s ) ~ *^( 1-1421.0.06268) 
T u |( s ,y s ) ~ ^(0.8988,0.0.09)
MOD. NORM-GAMMA MIN. INF.
^ • .¡ ( s .y j )  ~  1(35,0.8439,0.1295) 
Y u .jís .y ,)  -  1(35,0.9172,0.4644) 
Yüt|( s ,y s ) ~  <35,1.1421.0.4324) 
Y u |( s y s ) ~ <35,0.8988,0.0838)
Tabla 2.5: Distribuciones predictivas de la media de cada estrato  y poblacional no observada 
para  los modelos Bayesianos en dos etapas con una jerarquía  conjugados
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MODL1 O 
NORMAI
M< >01.1.0 
NORM-GAMMA
MODELO 
COGIENTE VAR 
DESCONOCIDO
MODELO 
NORMAL 
MIN IM OR
MODELO 
NORM-GAMMA 
MIN 1NFOR
í :
s P m -00031 -0.1381 0 0115 0 0 1 1 5 0.0115
T Pl? -0.0301 0.1141 -0 0485 -0 0458 -0 0458
R Pl3 -00 5 0 6 -0.1997 -0.0641 -0.0448 -0 0448
A P.4 -0 2623 -0 12% -0 2559 -0.2763 -0 2763
T
0
1
'-I 0.1224
E
S -0.7581 -1 1112 -0 0986 -0 6623 -0.6623
T 3 ” 0 8449 1.1227 2.052 0 7791 0.7791
R 3 '4 -1.5739 -1 8506 -1.980 -1 5056 -1 5056
A 3 '4 1.1539 1.5442 3 094 1.0605 I 0605
T
0
n
} .2 0.2721
E
S -0.851: -05222 -0.9747 -0.9221 -0.9221
T 3 - ' 2.8404 2.5087 2.005 2.9603 2.9603
R 3-.: -2.8081 -2 5431 -1.940 -2 9244 -2 9244
A 8-4 0,290? 0 5115 2 906 0 27)8 0 2718
T
0
3
0 2692
•>
o?- 4.460
o- 1 2980 3.1463
Tabla 2.6: O tras inferencias para  los modelos Bayesianos en dos etapas con una je rarquía
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varianza: modelos normal y normal mínimo informativo, modelo con cociente 
entre varianzas desconocido, modelo normal-gamma y modelo normal-gamma 
mínimo informativo.
— Las varianzas condicionadas de la media de los estratos 2 y 3 y de la población 
para los modelos conjugados son bastante similares (aunque algo más altas para 
el modelo normal-gamma mínimo informativo en el caso de las varianzas condi­
cionadas de las medias de los estratos 2 y 3) y siguen el orden de menor a mayor 
varianza habitual para los modelos conjugados compatible con el nivel de cono­
cimiento introducido en el modelo (varianza conocida, varianza conocida mínimo 
informativo, varianza desconocida y varianza desconocida mínimo informativo). 
Respecto a las varianzas para estas mismas medias para el modelo con cociente 
entre varianzas desconocido, destacar los altos valores correspondientes a los es­
tratos 2 y 3.
Si comparamos la varianzas de la media poblacional condicionada a la m uestra para 
estos cinco modelos en relación con la obtenida para los modelos Bayesianos en una 
etapa, se observa que los valores obtenidos son todos más altos, lo que confirma nuestra 
sospecha en la subsección anterior sobre que se estaba infravalorando el error cometido 
en la estimación.
3.- Las observaciones de los párrafos anteriores confirman la utilidad de los modelos 
con cociente entre varianzas desconocido para estudiar en qué medida la población se 
a ju sta  al modelo de regresión lineal. En concreto, notemos que el modelo Bayes de 
Regresión en dos etapas con una jerarquía con cociente en re varianzas desconocido 
actúa de la siguiente manera:
— Cuando se satisfacen las hipótesis de linealidad (nube de puntos para cada varia­
ble explicativa mayoritariamente concentrada alrededor de una recta), caso del 
estrato  1; el modelo proporciona un estimador para la media del estrato similar 
al de los modelos conjugados, y un valor de la varianza condicionada a la mues­
tra  de la misma que se sitúa entre la obtenida para el modelo normal y para el 
modelo normal-gamma (notemos, que el modelo con cociente entre varianzas des­
conocido es “mejor” que el modelo normal-gamma porque modeliza una varianza 
distinta para la característica en estudio de la población y para las pendientes de 
los estratos).
— Cuando se aprecian desviaciones a la hipótesis de linealidad para una o varias va­
riables explicativas, caso de los estratos 2 y 3; el estimador Bayes para la media del 
estrato  para este modelo proporciona valores que difieren sustancialmente de los 
obtenidos para los modelos conjugados y un valor para la varianza condicionada 
muy alto en comparación con los obtenidos para los otros modelos.
4.- El modelo Bayes de Regresión en dos etapas con una jerarquía proporciona una 
herram ienta útil para el análisis de una población estructurada en dos etapas, pero al no 
ser conjugado, las distribuciones predictivas y finales no son estándar. Las figuras 2.8 
y 2.9 proporcionan una aproximación a las densidades de las distribuciones predictivas
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para la media no observada de cada estrato y de la población y de las distribuciones 
finales marginales de los A,-, i = 1,2,3. Del análisis de estas figuras se desprende que:
-  Las densidades de las distribuciones predictivas de la media de cada estrato y 
de la poblacional tienen forma acampanada aunque son ligeramente asimétricas, 
frente a las de los modelos conjugados que son acampanadas y simétricas, puesto 
que son normales y t ’s (ver figura 2.9).
— Respecto al apuntamiento de las densidades de las distribuciones predictivas, 
señalemos que en el caso de la media poblacional no observada y la media no ob­
servada del estrato 1 éste es ligeramente inferior al de las densidades de las corres­
pondientes distribuciones normales, siendo en cambio superior al de la densidad 
de la correspondiente normal en los casos de las densidades de las distribuciones 
predictivas de la media no observada del estrato 2 y 3 (en el caso de la población 
estudiada y para la muestra empleada).
-  Si comparamos las cinco distribuciones predictivas (a partir de la tab la  2.5 y la 
figura 2.8), se observa en relación con la amplitud del intervalo de confianza al 90 
% el siguiente orden de menor a mayor longitud: modelo normal, modelo normal 
mínimo informativo, modelo normal-gamma, modelo normal-gamma mínimo in­
formativo y modelo con cociente entre varianzas desconocido, salvo en el caso de 
la distribución predictiva de la media no observada del estrato 1, para la que el 
modelo con cociente entre varianzas desconocido se sitúa entre el modelo normal 
mínimo informativo y el modelo normal-gamma.
Señalemos también que la densidad de la distribución predictiva para la media no 
observada del estrato 1 para el modelo con cociente entre varianzas desconocido 
es muy similar a la densidad de la correspondiente distribución predictiva para el 
modelo normal.
— Respecto a las densidades de las distribuciones finales marginales de A,-, i =
1,2,3, notemos comparando con la densidad de la distribución de A |(s,ys) para 
el modelo Bayes de Regresión con cociente entre varianzas desconocido (en una 
etapa) representada en la figura 2.6, que son funciones de densidad con un mayor 
apuntamiento y una varianza menor sobre todo, en el caso de A i|(s ,y a).
(Las figuras 2.8 y 2.9 muestran a la derecha un gráfico que representa los valores de las 
simulaciones de las variables Yu , YU|, i =  1,2,3, y A,-, i =  1,2,3, en el que se aprecia 
gráficamente la estabilidad asumida tras la realización de 5000 iteraciones Gibbs.)
2.4 .3  C onclusiones de la sección
Para term inar la sección debemos destacar las siguientes ideas:
1.- El análisis a través de los modelos Bayesianos en una etapa de la población no 
estratificada detectaba a través del modelo con cociente entre varianzas desconocido
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las desviaciones a la hipótesis de linealidad entre las variables explicativas y la ca­
racterística en estudio (ver figura 2.3) y nos hacía suponer que la precisión real del 
estim ador era menor que la obtenida.
2.- Los resultados del análisis de los modelos Bayesianos en una etapa al no ser total­
m ente satisfactorios motivan a la realización de una estratificación de la población
3.- Los modelos Bayes en dos etapas con una jerarquía proporcionan resultados bas­
tante similares entre sí, aunque el correspondiente modelo Bayes con cociente entre 
varianzas desconocido sigue detectando desviaciones de la linealidad en los estratos 2 
y 3.
4.- De la comparación entre los estimadores de la media poblacional para los modelos 
Bayesianos en una etapa y dos etapas con una jerarquía se confirma la robustez de los 
estimadores obtenidos para los modelos Bayesianos en una etapa conjugados, ya que, 
aunque las hipótesis de linealidad no se cumplen de manera totalmente satisfactoria, 
sólo difieren de los obtenidos tras la estratificación en 7 puntos porcentuales.
2.5 Com entarios finales: lim itaciones de los m ode­
los en una jerarquía
En este capítulo hemos planteado varios modelos jerárquicos con una jerarquía y hemos 
señalado en qué circunstancias podían ser adecuados estos modelos. En el caso de 
poblaciones no estructuradas (monoetápicas) estos modelos resultan generalmente ade­
cuados, pero en cambio, en el caso de poblaciones bietápicas, en muchas circunstancias 
(incluso cuando la población se estratifica y se aplica un muestreo estratificado), es 
más sencillo, flexible y natural el invocar una jerarquía más para el modelo y establecer 
una relación de intercambiabilidad entre las pendientes de las distintas unidades, éstos 
nuevos modelos los llamaremos modelos Bayesianos en dos etapas con dos jerarquías 
y serán objeto de estudio en el próximo capítulo (sección 2.2).
O tra  razón, para la introducción de más jerarquías es el establecimiento de modelos 
(los modelos m-jerarquicos), que generalicen los modelos normales y normales-gamma 
de este capítulo y los modelos Bayes de Regresión en dos etapas con dos jerarquías Nor­
mal y Normal-Gamma del próximo capítulo y sus correspondientes variantes mínimo 
informativas. La introducción de estos modelos m-jerarquicos y la obtención de los 
correspondientes resultados inferenciales habituales dada la muestra, permiten por una 
parte simplificar las demostraciones de los resultados inferenciales para los modelos que 
generalizan (notemos que las demostraciones de estos modelos presentadas se apoyan 
en los teoremas 3.5 y 3.6 y corolario 3.3 y 3.4 correspondientes a resultados inferen­
ciales de modelos m-jerárquicos que se estudiarán en el próximo capítulo), y por o tra 
el establecer un marco de análisis adecuado para poblaciones estructuradas en más de 
dos etapas.
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C apítulo 3
M o d elo s de Superpob lación  
B ayesian os II: M od elos en  
d os o m ás jerarquías
3.1 Introducción
Dedicaremos este capítulo a completar el estudio sobre la modelización Bayes de una 
característica continua de una población finita, que iniciábamos en el capítulo 2. Este 
objetivo se cubrirá definiendo y analizando los modelos Bayesianos en dos etapas con 
dos jerarquías y los modelos Bayesianos m-jerárquicos.
Los modelos Bayesianos en dos etapas con dos jerarquías se aplican para modelizar 
características continuas en poblaciones con estructura bietápica, cuando se desea 
introducir una mayor relación entre las unidades mediante una jerarquía más en el 
modelo, de modo que, los elementos de la muestra correspondientes a unidades distintas 
proporcionen información acerca de una unidad dada concreta. El estudio analítico 
de estos modelos se realizará en la sección 3.2 y se completará en la sección 3.3 con la 
aplicación de los mismos para la realización de inferencias sobre la población IB, que 
ya describíamos y estudiábamos mediante modelos Bayesianos en una jerarquía en el 
capítulo anterior.
Los modelos Bayesianos m-jerárquicos, que introduciremos y analizaremos en la sección 
3.4 generalizan los modelos normales y normales-gamma del capítulo 2 y de la sección
3.2 del presente capítulo y se introducen en esta tesis con un doble objetivo, ya que por 
una parte, permiten una demostración más breve de los modelos normales y normales- 
gam m a introducidos en el capítulo 2 y en la sección 3.2, (esta demostración ha sido 
la aplicada en esta tesis); y por otra, establecen el marco adecuado para el estudio de 
cualquier modelo normal o normal-gamma conjugado que tenga por objeto realizar in­
ferencias sobre una característica continua de una población estructurada en tres o más
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etapas dada una muestra de la misma. Los modelos m-jerárquicos que introduciremos 
en este capítulo son también útiles para la obtención de los resultados inferenciales ha­
bituales de modelos normal y normal-gamma similares a los introducidos en el capítulo 
2 y en la próxima sección cuando el modelo de regresión se introduce en el segundo 
nivel del modelo (es decir, cuando las covariables del modelo proporcionan información 
acerca de la pendiente y no directamente sobre la característica en estudio), y cuando 
se introduce el modelo de regresión en uno o varios niveles cualesquiera del modelo de 
la población.
Para finalizar el capítulo, en la sección 3.5 se realizará un comentario del estudio 
realizado, su utilidad y sus limitaciones.
3.2 M odelos Bayesianos en dos etapas con dos je ­
rarquías
Esta sección se dedicará al estudio de los modelos Bayesianos en dos etapas con dos 
jerarquías. Estos modelos son los más empleados en la modelización de una caracte­
rística continua en poblaciones con una estructura en dos etapas al permitir (con la 
introducción de una jerarquía más), modelizar una relación entre las distintas unidades.
Como antecedentes de estos modelos, citemos a Scott y Smith(69)[106] y los trabajos 
en poblaciones finitas con estos modelos de Murgui(82)[76] (comentados en el apartado 
estimadores de la media poblacional de la subsección 1.4.2).
Los resultados inferenciales que estudiaremos en esta sección son a posteriori de la 
elección de una muestra de la población mediante un procedimiento de muestreo en 
dos etapas dado de tamaños fijos para k y n¿, i £  {¿i,¿2 > • • • >ú }  y no informativo, 
en el que los elementos y unidades seleccionados son distintos entre sí. Y la notación 
aplicada en la sección y los lemas previos en los que se apoyan las demostraciones de 
los teoremas aparecen descritos y estudiados en los apéndices A (en el apartado de 
estructura bietápica) y B respectivamente.
3.2.1 M odelo  B ayes de R egresión  en dos etapas con dos jerar­
quías norm al
En primer lugar, estudiaremos el modelo Bayes de Regresión en dos etapas con dos 
jerarquías normal, este modelo que definiremos a continuación, se aplica para realizar 
inferencias sobre una característica continua en poblaciones estructuradas en dos eta­
pas, cuando la varianza de la población es conocida y deseamos modelizar una relación 
de intercambiabilidad entre las unidades.
D efin ic ión  3.1 Dado el vector poblacionalY = (Y{, Y j , . . . ,  Y^)* con Y,- =  (1¿i,Y¿2> 
• ..jlfjVi)*» 1 =  1, 2 , . . . ,  A para el cual asociada a cada variable Y{j tenemos una in­
formación auxiliar representada por un vector Xij =  ( x , j i , . . .  ,x,¿p) conocido, j  =
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1,2 , . . . , N i ,  2 =  1 ,2 , . . . ,  K , llamaremos modelo Bayes de Regresión en dos etapas con 
dos jerarquías Normal al definido por:
AT(X,/3t-, V j), independientes, i =  1 ,2 , . . . ,  K  
Pi\P ~  Np(P ,B p),  i.i.d., i = 1 ,2 , . . . ,  A',
(3.1)
donde X¿ =  (x j1}xj2, ■ ■ • ,x jN.y , es una matriz de rango p, para i = 1,2 /30
es un p-vecior conocido y V,-, i =  1 , 2 , . . . , A', y B/j0 son matrices simétricas 
definidas positivas conocidas de dimensiones Ni x Ni, i = 1 ,2 , . . . ,  K ,  p x p y p x p 
respectivamente.
Este modelo presenta com caso particular para p — 1, X,- =  l/^¿, i =  1 ,2 , . . . ,  K,  el 
modelo Bayes Básico en dos etapas con dos jerarquías normal y como particularización 
de éste el modelo estudiado por Murgui(82)[76] (ver el apartado estimadores Bayes de 
la media poblacional de la subsección 1.4.2).
T eorem a 3.1 Consideremos el modelo Bayes de Regresión en dos etapas con dos je­
rarquías Normal dado en (3.1), entonces se tiene que:
(a) Y t,|(s ,y 4) se distribuye normal (N  — n)-variante con media,
£(Y „|(S,y ,)) = * £ 0*1) *^2) • • • > ¿le } > 2 )
2 £  {*1,*2,
y matriz de varianzas y covarianzas,
para i G {*i,*2 . — . *fc}
para i G {*1 ,*2 , — >**}, j  £ • • ,**},
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C’ov(Y„i,Y„i |(*,y.)) = (X„, -  v ;„ (V - 1X .i)a iS(- , B J1S ; , B()X i., (3.5)
* para i ¿  j ,  i , j  6  {¡1 ,1 2 ........¿t},
Co»(Y„i,Y„i |(*,y.))=  (3.6)
(xu¡ -  VjulV -1X ,i)a iSr1BJ1S -, S ;, a}(X„< -  V(„. V->XS,.)',
* para i jí j ,  i , j  £  {¿1 , l2, ...  , i t ) ,
Cov(Y„„ Y„,.|(«,y.)) =  X ^ S - 'B ^ X ^ ,  (3.7)
(b) *’ =  se distribuye normal con media y varianza dadas por:
* para i 6 {¿i, ¿2 , • • • ,*fc}
i?(Y„i|(«,y.)) =  tt- Í —  lV.-„.[X„,3f +  V ^ .V - ^ y , .  -  X „ 3 ? )], (3.8)
¿V* 71 j
yar(F„J(S,y,)) = -  V»„.,V,-,1V„.i) lA,¡_„,+
+ l k - n Á x *¡ ~ v ;„(V -1X .¡)aiSr1B^1S ;1Sr1a{(X„i -  VÍU(V7(1X .i),Xw¡-„ i +  
+l»,-n,(X„, -  v ; u(V -‘X ,i)aiSr1(X„¡ -  V(u V -'X „)'1W._„,} ,
* para i g  {¿1 , ¿2 , • • • ,Ú-}
£ (ñ j(» .y .))  =  ^ - i « ,x „,3,B, (3.9)
»,«r(Y„i |(«,y,)) = ^  {^.(V ,,, + X„,B„X‘ ,)!„ ,+  
+ iSvjXujS^BpXi.ljvJ .
(c) el estimador Bayes para la media de la unidad i, i — 1 , 2 y su varianza 
condicionada a la muestra, vienen dados por:
* para i € {*i,*2>. . .  ,**}
^  =  + v ; UiV -1(yJ, -X ,.3 ,B)], (3.10)
For(F¡|(í,y,)) = ^  { l ‘„i-„ i(V .¡ - V ; MiV -1V.„¡) lAri-„ i+  
+ lk - n i(X„i - V ; ujV -1XJÍ)a,Sr1BJ1S ;lSr‘aí(X„i -  V Í^Vr/X .J'lw ,-», + 
+ lk - » ((Xui -  V|„ V - lX „ )o ,S -1(X„, -  V ^ V . - ' X , , ,
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para i £  {*i, ¿2, • • • ,Ú}
V’ar(J'í |(*,y,)) = 7 7 2  {lif,(V«i + X „iB(,XL¡) l Ari +
(d) y u|(S)yí) se distribuye normal con media y varianza dadas por:
E(F„|(S,y .)) = Y .  ^ .-n .tX -A  + V ;„ ,V -l (y„ - X „ 3 ,B)] +
*€{¿1,¿2,-,*«.}
+  AFT1Í E  1 Ñ .X .3 ? .  (3-12)
*2 ,
Kar(Fu|(s ,y 4)) =  l_  {«i + 1>2},
y (e) el estimador Bayes para la media poblacional y su varianza condicionada a la 
muestra, vienen dados por:
* =  7iv‘ + 7i E  1iri- » , P t « . 3 f + v i« ¡v , - 1( y . ¡ - x , iÁ B)] +
* G •{ * 1 je}
+j¡ Y  (3,13)
K a r ( y | ( s , y , ) )  =  {i>i +  v2),
donde V 5, =  V arY ^ ( Y s .), V Ui =  VarY ^ ( Y Ui), V  SUi =  CovY ^ ( Y Si, Y Ui), ys =  
^  • ■ y*j
— —  es la media muestral, y3., es la media muestral de la unidad i, i E {¿1 , i?, ■ ■., 
ú ) ,  S¡ =  X ^ .V - 'X ,, ,  i g {¿i, ! 2 .........¡*), y
« . =  ( x ^ v - ' x ^ + B j ' r ' x ^ v - ' x , , ,  ¡ e { ú ,¿ 2 .........ú } ,
3¡ = S ,'1X'IiV ‘ 1yJi, ¡ € (¡i, i2, -. . ,ú}.
S . = Y  a ‘ +  B 0 B f r ’ (3.1.4)
K  =  S-*( a.-ft +  B ^B -^o),
*€{*1 ,*2,
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3 ?  =  BG8<|(« ,y ,) )= (  ^ i + (^  .......
Z .  =  E  lMi-n ,(X U i- V ; „ 1V - 1X )í) a i S r 1B J > +  5 3  lJy X » ,, 
*€{*1,*2,•••,**} *‘£{*1,*2,■••,**}
«i =  E  i ^ - . , ( v . i - v * „ lv - i v „ l) i Wl_ l +  5 3  i « , v „ , i w. +
* 6 { * l , - , * f c }  * ( ? { * ! , - , * * }
+  E  iN .-r-.ÍX », -  V :„ iV - 1V >Ui) o iS r I (X„, -  +
*e{*'i,-,*'*}
*€{*1,...,*■*}
«2 =  5 3  lN iX ujB ^X ^ljV ; +  5 3  X„ B o S - X .
*£{*1, *2, •••,*'*} *£{*1, *2, .•,«'*}
D e m o stra c ió n . La demostración de los apartados (a), (d) y (e) son inmediatas (salvo 
operaciones con matrices algo largas) a partir del teorema 3.5, tomando: m  — 2, Y  =  
{ Y \ , Y l . ' . , Y tK y , Y i = (Yi u Yi2 , . . . , Y iNiy , i = l , 2 , . . . , K , e l = ((3tí ,(3i2 , . . . , p tK )t , 
0 2  =  P, A l =  =  (x j1 ,x ]2 >. . . 1x¡jv.)t >i =  1 , 2 , . . . ,  K ,  x y  =  ( * y i ,* y 2,
. . . ,Xijp), j  =  1 , 2 , . . . ,  TV,•, ¿ =  1 , 2 , A 2 =  (Ip, - - -, Ip )* 1 A 3  =  A>, V i =
'■---- V---- '
K
diagfLl {V i} ,  V 2 =  diag(L1 {B/?} y V 3 =  Bp0, reordenando las filas de las matrices 
de elementos no observados colocando en las k primeras filas las filas correspondientes 
a litó unidades muestreadas, aplicando el resultado (a) del lema B .l sobre el vector 
d  =  ( ¿ i , ¿ 2 > • • •) dj^Y y la matriz D, de donde se obtiene que:
a.- =
D  =
í  X^ V - 'y ^  + B¿l/3„ -  + B ^ )- '/ÍB ^ /3 0, j  = 1,2 k,
\  B ¿iJ30 - B ¿ 1(XB¿1 + B¿o1) - 1X V ' 3°. j  =  k + l , . . . ,K,
diaj{dias}=1{D ^}, d¡offjLi+1{B^}} -  (D .^ D ,- ,, . . . ,  D ifc, Bp,. . . ,  B^)‘x
K - k
xB^ SB^ (D jx, D,‘2, . . . ,  D,-fc, B p , . . . ,  Bp),
K - k
-B
con D t- =  X *.V ^ X , .  +  B^ , ¿ G {¿i, *2 , . . . , ú )  y denotando por /3,- el p-vector de
0 1 correspondiente a la unidad i. Los restantes resultados son inmediatos a partir 
de la distribución predictiva anterior aplicando que la marginal de una normal y la 
combinación lineal de normales es normal y la definición de estimador Bayes adaptados 
a la estimación de la media de la unidad i con i = 1 ,2 , . . . , /£ .
C .S .Q .D .
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Notemos que la introducción de la segunda jerarquía en el modelo ha alterado sustan­
cialmente la forma de las distribuciones predictivas (en comparación con las obtenidas 
para  el modelo con una jerarquía Normal dadas en el teorema 2.5) para el vector 
poblacional no observado, y que los vectores no observados de cada unidad han dejado 
de ser independientes entre sí. Además la influencia de la segunda jerarquía también 
se detecta en la forma del estimador Bayes de la pendiente de regresión que es, para
* £ {*i> *2 » • • • una “combinación lineal” a través de a,- del estimador clásico de 
regresión de cada unidad /3,- y de (3W (en vez de (30), que es una ponderación de los /3#-,
* e  {*1»*2.-•!* » }  (a través de a ¿ , t  E {iít *2, • • •, ú } )  y de /30, y para i £  { i i , i 2, . . .  
es igual a (3W.
El factor a,-, i E {¿i, ¿2 » • • • de la combinación lineal anterior y de la ponderación 
de los /3¿, i E {*i,i2, • • • si*} para la obtención de (3W, es un factor de encogimiento 
(a,- =  (Ip — a ijB /jS i, i E {*i, *2i • • • > ú})> flue puede interpretarse como el procentaje 
de variación de las pendientes de cada unidad muestreada no explicado por la m uestra, 
ya que, para i E {* i,í2, • • • >**}:
a i  = [Var(/3i\f3) -  F a r ^ K s . y , ) , ^ ) ] ^ 07*"^ /3»!/3)- (3.15)
La expresión (3.15), se obtiene a partir de la definición de a¿, i E {*i»*2 > • • • >**}» 
dada en (3.14) y de la expresión de Var((3i \ (s ,y s),(30) =  a f S r 1, i £  {¿i, ¿2, . . . ,  ¿jk}, 
obtenida de forma intermedia en la demostración anterior.
3 .2 .2  M od elo  B ayes de R egresión  en dos etapas con dos jerar­
quías norm al-gam m a
El modelo Bayes de Regresión en dos etapas con dos jerarquías Normal-Gamma, que 
definiremos a continuación, se aplica para modelizar una característica continua de 
una población estructurada en dos etapas cuando la varianza de la población es des­
conocida y el cociente entre varianzas conocido, y deseamos modelizax una relación de 
intercambiabilidad entre las distintas unidades.
D efin ic ió n  3.2 Dado el vector poblacional Y  =  (Y j, Y 2, . . . ,  Yj^)* con Y,- =  (yii,Y f2, 
* =  1 , 2 , . . . , AT para el cual asociada a cada variable Y*J tenemos una in­
formación auxiliar representada por un vector x ,j =  ( x , j i , . . .  ,x¿jP) conocido, j  =
1 ,2 , . . . ,  Ni, i =  1 ,2 , . . . ,  K , llamaremos modelo Bayes de Regresión en dos etapas con 
dos jerarquías Normal-Gamma al definido por:
Y ilX ,-,^,-,^2 ~  í\í(X,/3i ,o’2W ,), independientes, i = 1 ,2 , . . . ,  K ,
/3,|/3,<72 ~  Np(P,<r2 Cf3 ), i.i.d., i = 1,2,
P\a 2 -  Np(P0, cr2 Cp0),
a 2 ~  G a-1 (ao,&o) (3.16)
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donde X,- =  (x{1,x j2, • • • ,xj^.)*, es una matriz de rango p, i — 1 ,2 , . . .  ,K ,  (30 es un 
p-vector conocido, W i — 1, 2 , . . . , /< ’, C p y Cp0 son matrices simétricas y definidas 
positivas conocidas de dimensiones N íx N í ,  i =  1 , 2 , ,  K , p x p  y p x p  respectivamente 
y a  o y bo escalares positivos conocidos.
Este modelo presenta como caso particular para p =  1, X,- =  I/v¿, i = 1 , 2 , . . . , K ,  
el modelo Bayes Básico en dos etapas con dos jerarquías normal-gamma y como una 
particularización de éste, el modelo estudiado por Murgui(82)[76] (ver el apartado 
estimadores Bayes de la media poblacional de la subsección 1.4.2).
El siguiente teorema obtiene los resultados inferenciales de interés para este modelo. 
Sobre estos resultados se pueden trasladar, de manera inmediata las reflexiones sobre 
la estimación de la pendiente de regresión que realizábamos sobre los resultados del 
teorema 3.1 para el correspondiente modelo normal.
T e o re m a  3.2 Consideremos el modelo Bayes de Regresión en dos etapas con dos je­
rarquías Normal-Gamma dado en (3.16), entonces se tiene que:
(a) Y u |(s ,y a) se distribuye t (N  — n)-variante con 2ai grados de libertad, con para 
a i >  1 media:
E^YuKs y a)) =  /  ^ U’^'b  W *u* W j/(y»¿ )» 1 ^  {*i, ¿2 » • • • > *fc}
I X Ui3 i {*i. *2, •••,**}
(3.17)
y matriz de varianzas y covarianzas, 
* para i G • • • ,**}
V o r(Y .i |(* ,y .))  =  {W Ui -  w ; „ (W ,-1W ,Ul+  (3.18)
Oí — 1
+(x„, -  w;„iw -,x.i)aisr,c j,s ;1sr1c[í(x0i - W ^ W - 'X . J 'H -  
+(X», -  w:„¡W-1XJ1)aiS-1(X„í -  W^.W-'X.,)'} ,
* para i £
K ar(Y uJ ( s ,y a)) =  {W U( +  X ^C ^. +  XUiS;lC„XLi} , (3.19)
* para i G j  £  • • • ,**},
C oü(Y Uj,Y Uj. |( s ,y a)) =  -  w;„(w -1x.í)aisr1c j1s ;1cíxi., (3.20)
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* pora i ^  j ,  i,¡  6 {¿i,t2........h ] ,
Co«(Y„j,Y „í |(s ,y J) ) =  (3.21)
^ ( X u, -  W ¡IiW - ' X „ K S : ' C )- 1S ; > S - 'o ¡ ( X , i -  W ^ .W r /X , ,) 1,
f lr
* para i ¿  j ,  i , j  £  {¿i, z2, . . . ,  i*},
Cot>(YUÍ, Y u-|(s ,y 3)) =  - ^ - r  X ^ S - ' C p X ' „ (3.22)ai — 1 3
(b) ^U il(s>yí), * =  1»2,. . . , /íT, se distribuye i con 2 a\ grados de libertad y media y 
varianza, para a i >  1, dadas por:
* para i G {*1 , *2 » — > **}
1 . . .  -B  „ rl _  ~„B.
£ (Y « ,l(« .y .))  =  TT—  l k - n , [ X „ A  + w : „ iw - 1(y ,¡ - x j¡/31. )], (3.23)
IV % 71%
Yar(FUi|(S,y ,)) = {ff¡ * ^  t {lV ,-„,(W „ -  w ;„, W r/W ..,
+ l k - n i(x «i -  w ; Miw - lx . ¡) o is r 1c j 1s ; l s (- l o .í(x „ j - W i ^ W - 'X , , ) ' ! ^ . ^  +  
+ l 'Wl-n ,(X „ ( -  W*UiW - , X . i) a , S r 1(X „i -  W ¡ , W - ‘X , t) ' l , t- n i)  ,
* para i £  {ti, * 2 • — > *’*}
£ ( F « l » ,y . ) )  =  j J r l k X o j f ,  (3.24)
F a r ( 7 Ui|(» ,y .)) = * - i í - +  X UiC p X ii) l A,i +¿V,- ai — 1
+  lV iX „jS ; ’C p X Íi l Wi},
(c) el estimador Bayes para la media de la unidad i, i = 1,2, . . . , K  y su varianza 
condicionada a la muestra, vienen dados, para ai > 1, por:
* para i E {¿i, *2 »• - -»**}
7 ¡  =  ^ y , ,  +  +  W ¡„ W - '( y s, - X , , 3 f )], (3.25)
F a r ( F i |(* ,y ,))  =  { l ^ - n i(W „, -  V f ,. . ¡V f ~ 1'W „ l) l Nt.„ ,+
+lÍVi. n¡(X„¡ -  w:„iW-1X>1)aiSr1CJlS;1Sr1a;(X„¡ -  w;„iW-1X.i),lJVi_„( + 
+lk-n.(X-i -  Wj„, W '^X, ¡ )a¡ Sf1 (X„, -  w ^w -'x , .)1 ,
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* para  i g  {*i,¿2, — »**}
Y, = i- l^ X ^ f , (3.26)
VoríFiKí.y,)) = {lV,(W„,+X„,C^XÍli) lw,+
+  i ^ ¡x u¡s ; 1c ^ x L ¡i N j},
(d) Y u |(s ,y 4) se distribuye t con 2ai grados de libertad y media y varianza, para 
ai >  1, dadas por:
£(y»|(«,y.)) = E  +w;„¡w -1(y)1- x , Á )] +
+F3 Í E  (3.27)
Var(F„|(*,y.)) = {{f n), ^  , {» . + «*}■
y (e) el estimador Bayes para la media poblacional y s i l  varianza condicionada a la 
muestra, vienen dados, para ai > 1, por:
Y -  jfV, + E  1N¡-»,[x»<3 f + w ;„iW -l (y>j- X J¡/3?)] + 
+ji E  1ÁriX«.3 f. (3.28)
12ar(y|(s,y ,)) = + u'2 ’^
donde W ,, =  ^ V o r y ^ Y , , ) ,  W „, =  a ^ V a r y \p(YUi), W ,u¡ =  <7-2C<™Y |/3(Y »<.
V' ■ • ¡íij
Y Uj), ys =  — t*’^ g*—  es la media muestral, ys ., es la media muestral de la unidad i,
i g  {*ii*2 > • • • i }> Sf — x Siw  s . x Si, i £ {¿i, ¿2 ) • • • > ik}> y
a¡ = (X*,jW -1X ,¡ + C ; 1) - ,X*,.W-1X ,(, ¡6 {íi,¿2 ,...,» t} ,
3¡ = S r 'X Í W - 'y , . ,  i 6 {¡i,t2, • •.,>*}>
s„ = E  “i + Cí0?.1. (3-29)
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3„ = s;'( J2 “¡3,+c„c^/30),
*€{*1,*2 **}
3,b = £(M*,yt)) = í  + (Ip ~ CI')3“' i ! í t'1,i2’[ Pw > 1 £ i*l,*2> •••>**),
Z» =  E  l k - n í(X0, - W : „ ¡W - IX Jj)a iS r1C JI +  £  l^ .X ^ ,
* 6 {*11*2 »•••!*’*} *’í{ * li* 2 f" i  *fc}
n
ai =  ao +  —,
6, =  60 +  6, +  1 ^  (y-i - X í ,/30)'(W )i +  X ,,C ^ x ;¡r 1(y íí -  X ,(/3„).
»'€{»'l,*2,•■•,*'*}
*. =  E  (y .i - X , A ) ' ( W . i + X . iC„X*.j) - 1X .i] x
«2,•••,**}
x[ 2  X ^ W ^ + X . ^ X ^ - ' X ^  +  C^1] - 1 x
>€{*1,»2 *fc }
*[ E  (y»i - x , A ) , ( w Jj +  x J1c (,x*)i) - 1x Jí]‘
“ 1 = E  1k - m ( w u, - w ; „ ¡w - 1w , u, ) i Wi_n, +  2  +
* € { t'i *k} *'£{*1,•••,*'*}
+  E  -  w ;„ iW - , W ,„i)a iS<- , (X„i -  +
+  E  1k - . ((Xu¡- W ; „ íW - 1W )„í)a ,S r 1S ; IZi„
W2 = J 2 i« ,x „  c í x ^ i N. +  £  i « . x u. c ^ s ; l zL.
*É{*l,*2i —.**} *S?{*1,*2,— ,*'*}
Dem ostración. La demostración de los apartados (a), (d) y (e) son inmediatas (salvo 
operaciones con matrices algo largas) a partir del teorema 3.6, tomando: m  =  2, Y  =  
( Y l Y t2, . . . , Y tK ) \ Y i = (Yi u Yi2, . . . , Y iNiy , i  = \ , 2 , . . . , K } 0 l =  ( ¿ í , # , . . .  ,&K ) \  
02 = / 3, A i =  d i a g ü i i X ^ ^ i  = ( x ^ x ^ , . . .  i = 1,2, x¿¿ =  (xyi,a?y2,
...,X(jp), j  =  1,2, . . . ,  iVj, i — 1,2 A.2 =  (Ip,. . . ,  Ip)*, A3 = /30, W i =
> v *
K
d i a g g t iW ,}, W 2 =  d i a g ü ^ C f ]  y W 3 = Cío , reordenando las filas de las matrices 
de elementos no observados colocando en las k primeras filas las filas correspondien­
tes a las unidades muestreadas, aplicando el resultado (a) del lema B.l de manera 
totalmente análoga al teorema anterior sobre d, D y 61, realizando las operaciones de
-B  -B
matrices necesarias y denotando por /3t- el p-vector de Bx correspondiente a la unidad 
i. El resultado (b) se comprueba1 aplicando el resultado (a) del lema B.9 sobre la
1Una dem ostración alternativa consiste en aplicar sobre la  distribución predictiva del vector poblacional 
no observado obtenida en la primera parte de la  demostración de la  propiedad de que la marginal de una t
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distribución de Y Ui |( s ,y 4), a2  que se obtiene directamente de (3.8) y (3.9), tomando 
V,- =  {<r2W j}, i =  1,2, . . . , A  y Bp  =  {<r2Cp}  y sobre la distribución (3.79) de la 
demostración del teorema 3.6 y el resultado (c) se obtiene a partir de (b) aplicando 
la definición de estimador Bayes adaptada a la estimación de la media de la unidad i 
con * =  1 ,2 ,. . .  ,K .
C .S .Q .D .
3 .2 .3  M od elo  B ayes de R egresión  en dos e tap as con dos jerar­
quías con cocien te  entre varianzas d escon ocido
El modelo Bayes de Regresión en dos etapas con dos jerarquías Normal-Gamma, que 
hemos estudiado en la subsección anterior, tiene la limitación de asumir que todas las 
varianzas (de la característica en estudio, de las pendientes de cada unidad y de la 
media de dichas pendientes), son proporcionales a un mismo escalar <r2.
Esta limitación, necesaria para mantenernos en el terreno de los modelos conjugados, es 
superada por el siguiente modelo no conjugado, que se aplica para realizar inferencias 
sobre poblaciones estructuradas en dos etapas, cuando las varianzas son desconocidas 
y el cociente entre varianzas es asimismo desconocido, cuando deseamos introducir una 
relación de intercambiabilidad entre las pendientes de las distintas unidades.
D efin ic ión  3.3 Dado el vector poblacionalY =  (Y j, Y jj,. . . ,  Yj^)* con Y¿ =  (Y¿i,y¿2 > 
■ ■ • ,Y íNíY , i =  1, 2 , . . . , A' para el cual asociada a cada variable Yij tenemos una in­
formación auxiliar representada por un vector Xij =  (a?¿ji,. . .  ,®¿jp) conocido, j  =
1 ,2 , . . . ,  Ni, i =  1 ,2 , . . . ,  K , llamaremos modelo Bayes de Regresión en dos etapas con 
dos jerarquías con cociente entre varianzas desconocido al definido por:
Y,j/3,-,<72 ~  N(Xif3 it o f l /v j , independientes, í =  1 ,2 , . . . ,  A,
crf ~  Ga~1 (a0, b0), i.i.d., i =  1 ,2 , . . .  ,A ,
~  Np(/3,a}Cp), i.i.d., i = 1 ,2 , . . . ,  K,
~  Ga~l (ap,bp), (3.30)
.2 kt (a  _2
Tlo*00 ~  Ga '(Opoibo)*
donde X,- =  ( x j^ x ^ ,  • • • es una matriz de rango p, i = 1 ,2 , . . . ,  A", (3 es
un p-vector conocido, Cp y Cp0 matrices simétricas definidas positivas conocidas de 
dimensión p x p y a0, a 0  D bp escalares positivos conocidos.
El modelo Bayes de Regresión en dos etapas con dos jerarquías que acabamos de 
definir se sitúa en la línea de los otros dos modelos Bayes con cociente entre varianzas
y la  combinación lineal de t son t
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desconocido que estudiábamos en el capítulo anterior. Como aquellos, se tra ta  de un 
modelo no conjugado y su análisis será realizado en dos fases: una prim era fase en la 
que se obtendrá la distribución predictiva del vector poblacional no observado, la media 
no observada de cada unidad y la media poblacional no observada como resultado de 
un modelo en una jerarquía constituido por las distribuciones predictivas anteriores 
condicionadas al vector (Ai, A2 , . . . ,  A#, A^), y la distribución final dada la muestra 
de este último y una segunda en la que se obtendrán las distribuciones condicionales 
necesarias para la aplicación de los métodos de Gibbs Sampler (ver sección C .l en el 
apéndice C).
El siguiente teorema tiene por objetivo, esta primera fase del análisis del modelo.
T eo rem a  3.3 Consideremos el modelo Bayes de Regresión en dos etapas con dos je­
rarquías con cociente entre varianzas desconocido dado en (3.30); si definimos por
o2 a7 .A i =  - j - ,  para i = 1 ,2 , . . . ,  K  y por A p =  - f - ,  entonces se tiene que:
fiO fio
(a) Y u |(s, y ,) , {A,}/^!, \p  se distribuye i (N  — n)-variante con 2ai grados de libertad 
con, para ai > 1, media, para i =  1,2
£ (Y „ , |(s, y ,) , , A f )  =  X Ui3,B (3.31)
y matriz de varianzas y covarianzas,
* para i £ {*i, *2 , • • • ,Ú}
V ar(Y uv|(s ,y >),{Ai }£ ,.A ,9) =  - i í _  {IWi_„,A ,+ (3.32)ai — 1
+ X i ia is r 1c j 1s ; 1s i ’a í X ^ A Í V  +  
+ X „i(Ip - a ¡)C /SX i.A (J} ,
* para i £  {*1 , i2, . . . ,  ú } ,
V a r t Y . J Í í . y . J . Í A i ^ . A í )  =  {I„,A; +  X ^ C p X ' ^ X p  +  X ^ S ^ ' C ^ . A , , }  ,Oí — I
(3.33)
* para i £ {*i,¿2, - • • ,**}, j  $  {*1 , *2 ,
Cot>(YUj, Y u>|(s ,y s), {A,-}*,, Ap) =  - ^ - y X ^ a . S r 'c j 'S j 'C ^ X ^ A . - ,  (3.34)
* para i ¿  j ,  i , j  £ {*1 , ¿2, . . . ,  ú } ,
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C o«(Y „¡,Y „ , |(S,y 1),{Ai} ^ 1,Aí ) =  ^ T X ula i S r 1C J l S ; 1S ; l a5 X ,„.Ai Aj,
1 (3.35)
* para i /  j ,  i , j  g  {*i,¿2, . . . ,  *fc},
C o»(Y 0¡, Y ^ K í.y .J .ÍA .-} ^ ,, A,) =  (3.36)
(b) y u ¿ |(s5ys)> 5e distribuye t con 2 a\ grados de libertad y media y va­
rianza, para a\ > 1, dadas por:
* para i G {¿ i,*2 ,.••,**}
E tñ .K s .y .M A i}? ! ,^ )  = - J L . i j ^ . x X  (3.37)
I V |  7Z¿
V’a r ( y u . | ( s ,y , ) ,{ A i}/Ll l A|J) =  1 ¿1 {(Nt- -  n,-)A,+{Ni — n,;-' ai — l
+ l Ñ ¡-„ .(X „ ,c« iS - 1C ^ S ; 1S ir 1a í X L i l N, . n(A?Aj1 +  
+l^ri-n íXUi (Ip — a¡)C^X Uí ljVj-pjA^ ) ,
* para i £  {¿1 , 1*2 , . . . ,* * }
£ (7 « i l(«,y.),{Ai}£ i.A í ) = -^-1 n,X„,3 ,B, (3.38)
V «r(Ftli|(<.,y.),{Aí}&i,A,,) = ± - h - i {N ,\¡ + VN¡X„¡Cl,X ‘utl N¡\ l)+
+ltN.XUiSwíCpXtu. l^A /?}  ,
(c) y u |(s ,y a ), { A , - , X/3 se distribuye t con 2ai  grados de libertad y media y varianza, 
para a\ >  1, dadas por:
£ (y « l(« ,y .))  = E  ^ - . x . J ?  + E  i k x - Á 8 .
y a r ( y u|( s ,y ,) )  =  ^ - { t a i  +  ta2), (3.39)
(d) A i,. . . , \ k , A /j|(s,ya) se distribuye con función de densidad propia dada por:
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7r(A i,...,A tf,A /?|(s ,y ,) )  oc ^  |In .A,- +  X ^C ^X j.A ^  +  X ^ C ^ X j , |  * x
* 3 ,  •••>**}
x n A r (ao+1)A ^ +1)6 ra i . (3-40)
»=i
5 ] • • y*j
donde ya =  — —  es ¡a media muestral de la población, ySi es la media muestral 
de la unidad i, S,- =  X* .X a¿, i =  1 , 2 , . . . , K , y
a ,  = (X :iX f¡Aí- 1 +  C £ V ) - 1x ; .X . iAi- 1, « € { i i , i 2, . .  -,«*},
3,- =  S r ^ í . y , . ,  i 6  {Í1.Í2,
S* =  ^  ] a » +  CpCpo (3.41)
h  = S - ‘ ( ^  « ¡ 3 ,  +  C j C ^ / V í ) ,
* G { »11* 2, •••,*'*}
3 ?  =  £ ( /3 ¡ | (« ,y ,) )  =  (  2 ^ ' +  ( I p _ Q i ^ “ ’
ljv._ra.XUj(Ip — a,-) + ^E
* 6  {» 1 ,«3 , — ,*fc }  * t  {*' 1 2 , • • • ,** }
ai =  Kao +  ap -f ap0 +  — >
h  =  ¿o E  T~ +  T^ ~ +  6/?o +
¿ = i  Ai
E  ( y * í  “ x * A ) % i A i  +  X ^ C p X l . X p  +  X , . C /?0X 5.]"1 x
*G{»1,«2 *fc)
x (y ,. - X a¿/30)>
iüi = ]E (M ” n«')A» + E  +
* G { » l , * 2 , . . . , * ‘fc} * Í ? { * 1 | * 2 » - I * f c }
+ E  l^ .^ X u ja iS f  1S”1Z¡bAí +
*’€ { t " l , » 2 | . . . , * f c }
+ .l7V._n<A¿,
* G { * l , * 2 . - - - » * f c }
u-2 =  ^ 3  iJv jX ujC pX j^l^A /j +  5 3  l f o X ^ C ^ X V
* ' £ { * ' l , * 2 *2,  - - , * * }
D e m o s tra c ió n . La demostración de este teorema se apoya en el teorema 3.1 y los 
lemas B.8 y B.9; para su mejor desarrollo la dividiremos en los siguientes pasos:
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1.- A partir de los resultados (a) y (b) del teorema 3.1, tomando V  =  diag(Lí {Xi<r 
B/j =  XgCTfí C 3  y B pn =  <rl Cpa, se obtienen las distribuciones de Y u |(s,y .),crE  ,
,que son normales con media las señaladas en los apartados (a), (b) y (c) de este teo­
rem a y varianzas las resultantes de multiplicar las señaladas en estos mismos apartados 
de este teorem a por <r|o.
2 -  A partir de las distribuciones iniciales de Y|{/3,}/Li, {of }/L1( /3,|/3,£Tg, * =  1 ,2 , . . . ,  
K  y /3|<r|o,se obtiene aplicando, sobre la primera las propiedades de las distribuciones 
marginales de una normal y después, sobre el resultado y las segundas dos veces, 
el apartado (a) del lema B.8, la distribución de Y 4|<rjjo, {A,-}/^, \p ,  que es normal 
con Y .J * !  independientes cuyas distribuciones vienen dadas para i E
{*ii •••>**} Por:
Y a¡|^ ,{ A ,} / l l ,A ^ ~ A r„ i(X <(/30 . ^ „ [ I ni-'. +  X ,i C ^x ;.A ^ +  X JiC ío X ;i]). (3.42)
3.- A partir de las distribuciones iniciales de j, y a^o se obtiene, aplicando 
el método de obtención de una f.d.p por el método directo (para una transformación 
1 a 1) la  distribución inicial conjunta de ap0, Ai, A2 , . . . ,  Ak , Xp, que es:
A i, ■ ■ - ,Xk , Xp) oc [crp0]~{Kao+a*+a*0+1)e x p { - ^ ( b p 0 + ^  + b0 J 2 y }  x
ap0 ¿=1 A*'
K
xA~(a/9+1) J jA ,r (ao+1). (3.43)
* = 1
4.- A partir de (3.42) y (3.43), aplicando el teorema de Bayes e identificando los 
términos se obtienen las distribuciones de ^ |{A ,-} /li, A ^ ,(s ,y4), que viene dada por:
° 0 |{Ai}iLi> A/j, (s ,y 4) ~  G a_ 1 ( a i , 6 i), (3.44)
y de Ai, A2 , . . . ,  Aj<-, A ^|(s,y4) dada en (3.40), esta últim a distribución es propia por 
ser todas las distribuciones del modelo definido en (3.30) propias.
5.- A partir de la distribución de Y tí|( s ,y 4 ),ír^o,{A ,} /l1, A  ^ y de (3.44) aplicando el 
apartado (a) del lema B.9 se obtiene la distribución de Y ^ l ^ y , ) ,  {A,-}£Li, A/j dada de 
(3.31) a  (3.36).
6 .- A partir de F uJ ( s ,y 4 ) ,o j o, {A J/L j, A^, i = 1 ,2 , . . . ,  A', con (3.44), y de Y j ( s , y 4), 
, {A¿}/Li, Xp con (3.44), aplicando el apartado (a) del lema B.9 se obtienen respec­
tivamente, la distribución de Y u. |( s ,y s), {Aíl/L,, Xp, i =  1 ,2 , . . . ,  K ,  dada en (3.37) y 
en (3.38) y de Y u |(s ,y ,) ,  {A ,}£i, A^, dada en (3.39).
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C .S .Q .D .
Siguiendo el teorema 3.3, la obtención de las distribuciones predictivas del vector pobla- 
cional no observado, la media no observada de cada unidad y la media poblacional 
no observada, así como la obtención de los estimadores Bayes y las varianzas condi­
cionadas a la m uestra de la media de cada unidad y de la población, dependen de las 
propiedades de la distribución de (Ai, A2 , . . . ,  A#, A^)|(s, y 4), definida en (3.40). Esta 
distribución, apoyándonos (tal y como lo hacíamos en la demostración de este teorema) 
de que se obtiene a partir de un modelos en el que todas las distribuciones son propias y 
totalm ente determinadas, es propia, si ap0 >  1 tiene media y si a.p0 > 2  tiene varianza2; 
no obstante, la existencia de estos momentos no es suficiente para garantizar la existen­
cia de los estimadores Bayes de la media de cada unidad y poblacional y de la varianza 
condicionada a la muestra de estas medias. Efectivamente, la forma de las distribu­
ciones predictivas condicionadas a (Ai, A2 , . . . ,  A#, A/?), para la media poblacional no 
observada de cada unidad y de la población dadas en (3.37), (3.38) y (3.39), conducen 
a tener que garantizar para la existencia de los estimadores y varianzas anteriores la 
existencia de los siguientes momentos de la distribución de (Ai, A2 , . . . ,  Aj<-, A^)|(s, y 4): 
£(Ai,...,AK,AíS)|(a,y.)[¡(3B]) y a r (A1,...,AK,A/J)|(a>y.)[3 B]) £(Ai,...,AKlA,oi(*,yO[yar(Ytl,.|(s ,y s),
{A¿}&i,A„)] y E^Xl’ -’XK'x^ a'y , ')[bp(wi+w2)] con =  OS?*, • • • de estudio
bastante complejo y que se deja para posteriores trabajos. Como alternativa a los es­
timadores Bayes de la media de cada unidad y de la media poblacional y sus varianzas 
condicionadas a la muestra, proponemos para este modelo como estimador, la mediana 
de las distribuciones predictivas de la media de cada unidad y de la media poblacional 
y como medidor de la varianza de la media de cada unidad y de la población dada 
la m uestra, el cuadrado de la cuarta parte de la distancia entre los cuantiles 2.5 % 
y 97.5 % de las distribuciones predictivas anteriores. Aplicando el algoritmo Gibbs 
Sampling pueden obtenerse de manera sencilla muestras de las distribuciones predic­
tivas anteriores (y con ellas estimaciones de las anteriores cantidades), ya que todas 
las distribuciones necesarias para esta técnica son estándares y por lo tanto “fáciles” 
de simular, tal y como demuestra el siguiente teorema.
T eo rem a  3.4 El modelo Bayes de Regresión en dos etapas con dos jerarquía y con 
cociente entre varianzas desconocido dado en (3.30), es un modelo DAG (figura 3.1) 
con distribuciones condicionales dadas por:
/((yl..---.yL,f)My.JA}&i.W}*i.<’J.«2,,) =
n L  (3.45)
*((/3Í, • ■ • ,/3/f)' |y./3, W }* 1 ,<r|, <t|0) =
2para dem ostrar estas dos últim as afirmaciones mediante el argumento anterior hay que considerar la  ge­
neralización del m odelo (3.30), consistente en tomar «r2 ~  G o- 1 (ao¿,í>oi)> con y conocidos
y mayores que 0.
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Figura 3.1: Representación gráfica del modelo Bayes de Regresión en dos etapas con dos 
jerarquías con cociente entre varianzas desconocido
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donde:
ir((P \, . . . . P k Y\y ,P ,  {*?.}£ 1,(7 ^) =
U L  M P i M P i  +  (Ip -  «,•)/*> (Ip -  «,• )C /? ^ ) , (3.46)
{cr?}^i, cr ,^ cr|o) =  ? r ( ^ |{ / 3 , x, crj, cr|o) =
Np(p \6 ' p  +  (Ip -  ¿5-)>30,(Ip -  6 *)CPaa j o) t (3.47)
’r(or?oly«{/3.}»^l>^>K ?}^:l>0'?) =  =
H ^ o l^ o ’^o)- (3.48)
*(<r}\y>{Pi}fíi>P>{<ri}!Lii<r}o) = v (*}\{Pi}!Li>P) =
Ga-\<r}\a\J.6J), (3.49)
ir( ( ^ i . - - - » ^ ) t |y ,{ /3¿ } £ i » A ^ , ^ 0) =
7i-((o-f,...)o-|:)t |y ,{ /3í } / l i )  =
n ^ i G a - V j K A * ) ,  (3-50)
3* =  ( X j X i í - 'X j y i ,  i = l , 2 , . . . , A ,
2
a ?  =  (X lX i +  C j ' ^ r ' X j X , - ,  i =  l , 2 , . . . , / í ,
v
p  a  ’
í*  =  (/í c ^ V j ’ +  c j ^ V / í c j V j 2,
a? =  Y  +  “o, i = l , 2 , . . . , / í ,  (3.51)
6? =
1 K
-  Y ,  (yi -  Xi/3¿)*(yi -  X¿/3,) +  6 0 , i =  1 ,2 , . . . ,  K,2 . 
1 = 1
I<p
ap — ~2 ~ +  a0 » 
1 K 
:=i
ap0 -  ?  +  a/?o»2
bk  =  5 ( P - P o ) ‘C í„ ' (P -P  0) +  ‘lV
D e m o s tra c ió n . De la definición 3.3 del modelo en estudio se deduce directamente 
la representación gráfica de la figura 3.1, que corresponde a un modelo DAG. Los 
resultados de las distribuciones condicionales se obtienen a partir de la distribución 
conjunta de (Y *1, . . . ,  Y *lf Y j , # , . . .  . . . ,  <t2k , r f)* , que viene dada por:
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n ¡= l  N Ni. ni(yUi\X Ui^ , a f l Ni. nt) X n¿g{*1>...Itfc} ^ ¡ ( y a J X ,^ , - ,  <7?Ini)x  
X IIÍLi Np{ f i ^ a } C p) x Arp(/3|/30><rJoC /Jo)x
X riíL i Grot-1 (o-?|a0,6o) X G a-1 (í7^|a/3,6^) x G c T ^ o ^ J a ^ ,  &,?„).
separando los términos correspondientes a cada condicional (que contienen la variable 
cuya condicional estamos hallando), de modo que:
-  / ( ( Y ^ Y J ,  =  n L  N N¡- n¡(Y ^ I X ^ f t ,
<rflNi-ni), con lo que se obtiene (3.45).
-  / ( ( ^ . • • • .^ 5 c ) t |y >/ 3 ,W } i L l . ^ » ^ 0) «  n í L l ^ - n ^ y u J X ^ ^ . ^ I ^ - m )  X
n i€{ll ik] ^ ¿ ( y a J X ,^ ,- ,  (rflni) x n»= l Np(/3i\(3,<r^Cp), de donde se obtiene,
completando cuadrados respecto a /3¿, i =  1 ,2 , . . . ,  /sT, la distribución dada en
(3.46).
-  /(/3|y»{/3,•}£:!> W ) & 1 , *?,* !„) OC n £ i  ^ ( f t l / ^ C , )  x de 
donde se obtiene, completando cuadrados respecto a /3, la distribución dada en
(3.47).
donde se obtiene, juntando los términos correspondientes a potencias y funciones 
exponenciales de <r|Q, la distribución dada en (3.48).
-  ír( ^ |y .{ ^ ¿ } £ i » ^ .K ?} £ i» ^ o )  «  Ga~l {(xl\ap,bp) x n £ i  Np(Pi\P, ^ c /?), de 
donde se obtiene, juntando los términos correspondientes a potencias y funciones 
exponenciales de <r|, la distribución dada en (3.49).
-  7t(<tJ, . . . ,  <4-|y, ^2, £r2 o) K (7a_1(cr?|ao, 60) x H?=í N Ni. ni( Y Ut \
X u ^ i .^ I jV j-n i)  X rii€{ílf—,**} de donde se obtiene, jun ­
tando los términos correspondientes a potencias y funciones exponenciales de cr?, 
i = 1 ,2 , . . . ,  K , la distribución dada en (3.50).
C .S .Q .D .
Para finalizar esta subsección, notemos que, por la definición del modelo y por el 
teorema anterior, se cumplen las hipótesis para poder implementar el algoritmo Gibbs 
Sampling para este modelo a partir del programa BUGS (ver sección C.2).
3 .2 .4  M odelos B ayes en dos etapas con dos jerarquías m ín im o  
inform ativos
Para terminar la sección definiremos y estudiaremos, las versiones mínimo informativas 
de los dos modelos anteriores: el modelo Bayes de Regresión en dos etapas con dos jer­
arquías Normal mínimo informativo y el modelo Bayes de Regresión en dos etapas con
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dos jerarquías Normal - Gamma mínimo informativo, que se aplican para modelizar 
una característica continua en poblaciones estructuradas en dos etapas, cuando asu­
mimos una relación de intercambiabilidad entre las unidades y no queremos introducir 
información inicial sobre los parámetros de las distribuciones iniciales en los casos de 
varianza conocida y desconocida respectivamente.
Las definiciones de los modelos y los resultados inferenciales habituales asociados, 
aparecen descritos en las siguientes definiciones y los siguientes corolarios.
M o d elo  B ayes d e  R eg re s ió n  en  dos e ta p a s  con  dos je ra rq u ía s  N o rm a l m ín im o  
in fo rm a tiv o
D efin ic ión  3.4 Llamaremos modelo Bayes de Regresión en dos etapas con dos jerar­
quías Normal mínimo informativo a un modelo Bayesiano de Regresión en dos etapas 
con dos jerarquías Normal en el que la distribución que asumimos sobre /3 es una 
mínimo informativa de la forma n(/3) oc 1.
C o ro la rio  3.1 Consideremos el modelo Bayes de Regresión en dos etapas con dos 
jerarquía Normal mínimo informativo dado en la definición 3-4, entonces se tiene 
que las distribuciones predictivas para el vector poblacional no observado, la media no 
observada para cada unidad y la media poblacional no observada, y los estimadores de 
la media poblacional de cada unidad y de la media poblacional son los obtenidos en de
(3.2) a (3.13), tomando:
ai = (X^vr/X,, + Bl;1r 1x :jv - 1x , i, * €
3 i = s ^ x J .V 'V , . ,  i e {*i,*2 ,•••,**}.
S„ — ^   ^ Qt,-, (3.52)
Pw = s - 1 “ A *
*2,.
3,B = £ ( M « .y . ) )  =  í  +
z „  =  £  1V .-„ .(X U. -  +  £  1n ,X „„
»G {* 1 ,*2 ,• •• ,*fc } * £{* 1 ,*2 ,••• ,*fc }
D e m o stra c ió n . Las distribuciones predictivas del vector poblacional no observado y 
la media poblacional no observada, así como el estimador Bayes para la media pobla­
cional y la varianza condicionada a la muestra de la media poblacional, se obtienen de 
forma inmediata (salvo operaciones con matrices algo largas) a partir del corolario 3.3
tomando: m =  2, Y  =  (Y ‘„ Y J  Y ^ ) 1, Y¡ =  (y¡i,Y ¡ 2 ........YiN¡)',  i  =  1 ,2  K ,
«i = (/31, , / 3 5 c ) * ,  02 = fi, M  = diagü^Xi}, X, =  x|Wi)<,
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i =  1 , 2 x¿j =  2 , . . . , x ijp), j  = 1 ,2 , . . . , N i} i =  1 ,2 , . . . , J Í ,  A 2 =
(Ip, . . .  jlp)*, V i =  diag¡í.1 {V i}  y V 2 =  d i a g ^ f B p ) ,  reordenando las filas de las 
y,—v  y 
K
matrices de elementos no observados colocando en las k primeras filas las filas corres­
pondientes a las unidades muestreadas, aplicando el resultado (a) del lema B .l sobre 
el vector d  =  (d*, d j , . . . ,  d ^ ) t y la matriz D , con lo que se obtiene que:
d  =  f  X K V ^ ’ =
I  On í , j  =  k +  1 , . . . ,  K,
D  =  diag{diag’¡=1 {T>i j },diag?Lk+1 { B p } } -
 fe V6C6S
—(D ti, D,-2, • • • j D,-fc» . . . ,  Bp )tBp 1S B^ 1 x
K    b VAf*P<!
x (D t l ,D,-3, . . .  ,D ,fc, B p , . . .  ,Bp) ,
-B  -B
realizando las operaciones de matrices necesarias y denotando por /3f el p-vector de 6 1 
correspondiente a la unidad z, i = 1,2 , . . .  ,K .  Los restantes resultados son inmediatos 
a partir de la distribución predictiva para el vector poblacional no observado dada la 
m uestra y aplicando que la marginal de normales y la combinación lineal de normales 
es normal y la definición del estimador Bayes de la media de cada unidad i.
C .S .Q .D .
M o d e lo  B ayes de R eg resió n  en  dos e ta p a s  con dos je ra rq u ía s  N o rm a l-  
G a m m a  m ín im o  in fo rm ativ o
D efin ic ió n  3.5 Llamaremos modelo Bayes de Regresión en dos etapas con dos je ­
rarquías Normal-Gamma mínimo informativo a un modelo Bayes de Regresión en dos 
etapas con dos jerarquías Normal-Gamma en el que la distribución que asumimos sobre 
(l3,(72) es una mínimo informativa3 de la forma i oc ^y.
C o ro la rio  3 .2 Consideremos el modelo Bayes de Regresión en dos etapas con dos 
jerarquías Normal-Gamma mínimo informativo dado en la definición 3.5, entonces se 
tiene que las distribuciones predictivas para el vector poblacional no observado, la 
media no observada para cada unidad y la media poblacional no observada, y los es­
timadores de la media poblacional de cada unidad y de la media poblacional son los 
obtenidos en de (3.17) a (3.28), tomando:
cu =  ( X ^ w - ' x , , + c ¿ 1) - ‘x ^ w - ‘X ,,, » e { * i , i 2 , . . . , ú } ,
3¡ =  S f 'X j .W - 'y » , ,  «€ { i í . i j  I*},
3 ver nota 7 a pie de página de la subsección 3.4.3
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Su, =  e  <3-53)
* 6 { » i , * a ,  — ,*fc}
Pw = S - 1 a¿3¿,
* € { « i , * 2 , — , * * }
3 f  =  £ 0 ?¡|(« ,y .)) =  (  “ ff t  +  P p -o 'O Á .. ........
 ^ Pwi 1 T- • • •>**),
Z* =  E  -  W L  W - 1X 1, ) a ,S - 1C ^  +  Y
* G {* 1 , * 2  If c }  * 0 { * 1 , * 2 ,  • • • , * * }
n — p 
a i =  — ,
‘ i =  5  E  y : i ( W „ + X „ C ,x ; í) - 1y J1 - 6„
» 6 { ú i * a » — .*fc}
». =  ¿[ E  y : , ( w Jj+ x 1. c í x ; ¡r 1x í ,]x
* 6 { * l i  * 2 .  ■•■,**}
x [ e  x í ¡(w ^ + x <ic ^x ' . , ) ' l x >ir l x
» 6 { « 1 , *2,■ ■• ,** }
x[ E  x '.,(W ) ¡ + X ) ,C í x ; i) - 1y„]
* € { i i , *2 ,■• • ,**}
D em ostración . Las distribuciones predictivas del vector poblacional no observado y 
la media poblacional no observada, así como el estimador Bayes para la media pobla­
cional y la varianza condicionada a la muestra de la media poblacional, se obtienen 
de manera inmediata (salvo operaciones con matrices algo largas) a partir del coro­
lario 3.4, tomando: m =  2, Y  =  (Y}, Y* , . . . ,  Y^)*, Y , =  (Yiu  Yi2, . . . ,  YiNtY, i =
1,2 , . . . ,  A, 0i = (01,/92«-••,£*)*, e 2 = 3 ,  A i = d i a g f í ^ X i } ,  X t- =  ( x ^ . x ^ , . . . ,
x¿j — ( í f j i , x¿j2 )• • • > J t — 1 , 2 , . . . , A,
A 2 =  (Ip, . . . ,  Ip)*, W i =  d ia g f L ^ W i}  y W 2 =  diag¡íz l { C p } } reordenando las filas
K
de las matrices de elementos no observados colocando en las k primeras filas las filas
correspondientes a las unidades muestreadas, aplicando de manera totalmente similar
al corolario anterior el lema B .l sobre el vector d, la matriz D  y el escalar b 1 , reali-
~B ~B
zando las operaciones de matrices necesarias y denotando por el p-vector de Bl 
correspondiente a la unidad i, i = 1 , 2 , . . . ,  K.  Las distribuciones predictivas de la me­
dia no observada de cada unidad i, i =  1 , 2 , . . . ,  K , se obtienen4 aplicando el resultado 
(a) del lema B.9 sobre la distribución de Y ^ K ^ y »),®-2 que se obtiene directamente 
de (3.8) y (3.9) tomando las definiciones de (3.52) y V¿ =  <72W i =  1,2, . . . , K  y 
sobre la distribución (3.84) de la demostración del corolario 3.4 y los estimadores Bayes
4Una demostración alternativa consiste en aplicar sobre la distribución predictiva del vector poblacional 
no observado obtenida en la primera parte de la  demostración de la propiedad de que la marginal de una t 
y la  combinación lineal de t son t
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para la media poblacional de cada unidad y las varianzas de la media de cada unidad 
condicionada a la muestra se obtienen a partir de las distribuciones predictivas de ia 
m edia no observada de cada unidad aplicando la definición de estimador Bayes.
C .S .Q .D .
3.3 Ejem plos para m odelos Bayesianos en dos eta ­
pas con dos jerarquías: otra m odelización de la po­
blación IB
En esta  sección retomaremos el estudio de la población IB, que ya definíamos y es­
tudiábam os en la sección 2.4 del capítulo anterior.
La población IB era el resultado de la estratificación de la población 1A (en 3 es­
tratos), a través de un indicador socioeconómico sobre el porcentaje de jóvenes en 
edad de servicio militar que obtenían la máxima calificación en el examen militar. La 
característica en estudio es la fertilidad y las variables auxiliares para describirla de 
que disponemos son: el porcentaje de la provincia de ocupación en el sector agrario, 
el porcentaje de la provincia de personas con estudios superiores, el porcentaje de 
la provincia de católicos y el procentaje de la provincia de mortalidad infantil. Las 
relaciones entre la característica en estudio y las variables auxiliares anteriores, por 
estrato  se valoraban a partir de los datos muéstrales en la figura 2.4.
Realizada la transformación de los datos de la población en porcentajes, p , de acuerdo 
con la fórmula: log( 1 0 Q_p ), para adecuarlos a las habituales hipótesis de normalidad, 
y considerada una muestra de 47 provincias de las 250 existentes (con datos asimismo 
transformados y clasificados según los estratos), se aplicaron, en la sección 2.4, para 
su análisis los modelos Bayesianos en dos etapas con una jerarquía. A continuación 
aplicaremos los correspondientes modelos Bayesianos en dos etapas con dos jerarquías 
para realizar ese mismo análisis (a posteriori de la transformación logarítmica antes 
citada), y compararemos los resultados obtenidos por los dos grupos de modelos. En 
concreto, los modelos aplicados en este segundo análisis de la población IB, han sido 
los siguientes:
1. El modelo Bayes de Regresión en dos etapas con dos jerarquías Normal, con 
parámetros V,- =  i =  1,2,3, o\  =  0.36, v \  =  0.5, =  0.43, Hp =  2 I 4 ,
=  4 I 4  y 0 O = (—1 ,2 ,—2,3)*.
2. El modelo Bayes de Regresión en dos etapas con dos jerarquías Normal-Gamma, 
con parámetros W , =  I# ., i =  1,2,3, Cp =  I 4, C^,, =  I 4 , /30 =  (—1,2, —2 ,3)1, 
ao =  3 y ¿o =  8  (E (a 2) =  4, V ar(a2) =  16).
3. El modelo Bayes de Regresión en dos etapas con dos jerarquías con cociente entre 
varianzas desconocido, con parámetros W¿ =  Ijv t , i =  1,2, 3, Cp =  I 4 , C p0 =  I 4 , 
(30 =  (—1,2, —2,3)*, a0 =  3, 60 =  2 (E (a2) =  1, Var{<x2) = 1), ap = 3, bp =  4 
{E{a2p) =  2, Var{(x2) =  4), ap0 = 3 y bp0 = 8 (E(<r%0) = 4, Var(a%o) = 16).
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P ara estudiar este modelo se obtuvo una muestra de la distribución predictiva 
de la media no observada poblacional y de cada estrato mediante la aplicación 
del algoritmo Gibbs Sampling. Este método de análisis se implemento en el or­
denador mediante el programa BUGS y constó de tres fases: programación del 
modelo según BUGS (figura 3.2), fase de simulación de todas las variables del 
modelo y análisis de convergencia del algoritmo y una vez asumida la estabilidad 
de la cadena de Markov, simulación de 1000 observaciones de las distribuciones 
predictivas y finales a partir de las cuales se obtienen los estimadores y una apro­
ximación gráfica a las densidades de dichas distribuciones predictivas y finales. 
En la fase de simulación y análisis de convergencia, se simularon inicialmente 
1 0 0 0  observaciones que se emplearon únicamente para la obtención del punto 
inicial del muestreo Gibbs (y no en el análisis de convergencia del método), y 
después 5000 simulaciones más a partir del nuevo punto de arranque con las que 
se analizó la estabilidad mediante el estadístico aproximado de Geweke(92)[39] 
(que se obtiene con el comando d iag  del BUGS) de las variables YUl, /?2 3 , cr§, 
y obteniendo para todas ellas valores inferiores en módulo a 1.96, por lo 
que pareció razonable suponer alcanzada la estabilidad de la cadena. Asumida la 
estabilidad se simularon 1 0 0 0  observaciones más (simulaciones, dada la supuesta 
estabilidad de la cadena, de las distribuciones predictivas y finales), a partir de 
las que se obtuvieron, mediante el comando s ta ts , los estadísticos mediana y 
cuantiles 2.5 % y 97.5 %, para las variables sobre las medias de la población y 
pendientes y media y varianza para las variables A’s, y mediante el programa 
de Splus, d ra w d a t, incluido en el BUGS, las aproximaciones kernel a las densi­
dades de las distribuciones predictivas de las medias y finales para las A’s dada 
la muestra (consultar C.3 para ver más detalles sobre cómo se ha fundamentado 
el análisis a través del programa BUGS).
4. El modelo Bayes de Regresión en dos etapas con dos jerarquías Normal mínimo 
informativo, con parámetros V¿ =  i =  1,2,3 con o\ — 0.36, o \  — 0.5 y
a \ — 0.43 y B/j =  2 I 4 .
5. El modelo Bayes de Regresión en dos etapas con dos jerarquías Normal-Gamma 
mínimo informativo, con parámetros W , =  1 ^ ,  i — 1,2,3 y Cp =  I 4 .
A partir de los datos de la muestra de la población y los cinco modelos anteriores, se 
obtuvieron aplicando los teoremas 3.1 y 3.2, en los dos primeros, el program a BUGS, 
en el modelo con cociente entre varianzas desconocido (apoyándonos en los teoremas
3.3 y 3.4), y los corolarios 3.1 y 3.2, para los modelos mínimo informativos, los esti­
madores Bayes de la media de cada estrato y la media poblacional así como la varianza 
condicionada a la muestra de dichas medias para los modelos conjugados y en su susti­
tución para el modelo con cociente entre varianzas desconocido la mediana y cuadrado 
de la cuarta parte de la longitud del intervalo de confianza al 95 % de las distribuciones 
predictivas de la media de cada estrato y media poblacional, estimados a partir de la 
m uestra simulada por Gibbs (el empleo de este estimador y valor de la “varianza” al­
ternativos se justificaba en la subsección 3.2.3), que aparecen reunidos en la tabla 3.1, 
y las distribuciones predictivas de la media no observada de cada estrato y la media 
poblacional no observada para los modelos conjugados (tabla 3.2). También se obtuvo,
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MihícIo Hay t> en itos cupas cor > is jeranjuias con cúnem e cnirc \a rian /as desconocí J<>
modcl MI322CI) "i' mdu[t| -dnorm(Mli].l*u ni|i]).
cnnsl tau in |i|'-(\|i]-n (i|)* tau(i|
ST-250. m -4?. |i-4. k  -.1, M|i|~ -X mdu[i. 1 | ’bcta|i. 1 ] - X nidu|i.2]’beta|i 2]*
sur X nidui:.3]*belJ¡i.3¡ • X mduli 4|*beta(. 4|.
v|nl], yinds[Kj. V mdu(Kj. V nid[Kj 3 mcd. tMii(i] Juamniai.l 0,2 0).
Y medu. Y totu|K|. xlnl.p), X mdu|KLp¡ sigma2|i|- -l tau(i|.
bcta[K.p|. beia b[pl, b[p). sigma2(K], s:cma2 b. Iambda(i|' -sitpna2[i]ó»iuma2 0,
sigma2 ti. m(m], M(K), tau[K], tau b. tau 0. Y totu(i|' -(N(i]-n[i))*Y mduli).
tau m[K], lambda[K], lambdab, n[K) ^ÍK). 3' md[i)|-'-(n[¡| N |i])*\ mds|i)-Y totu[i] S(i¡.
dala in “file Jal" i1
(1 l'orti in 1 pi;
!br(i in 1 n[1 ])¡ beta b[i|-dnomitb[i].tau 0).
y|i]-dnorm(m[i].tau( 1 ]). 1
m[i)<-x[¡, 1 )’beta[!.l ]*\[i.2]*beta[ S.2¡- tau b~dexmma(3 0.4 0.1,
x[i,3]*beta[ 1.3 ]—x[i.4 )*beti( ’ .4), sicma2 b-r-1 tau b.
i tau 0 -d¿amma(3,0.S 0).
for(¡ in r.[ 1]* 1 n[2])| siuma2.0<-l.tau.0.
y[i]-dnorm(m(i),tau(2]). lambda b<-sivtma2 b. si¡rna2 0.
m[i]<-x(i. I )*be!a[2, l]r-x[i.2]“beu¡2.2!* 3' medu<-íum< Y.totuf j ).("NT-nt).
x(i.3]’betal2,3]-rx[¡.4]*be*.ai2.4].
i
3’ ned<-sum(y[, ] lN T -sun’.( Y torj[]l NT
i
i
for(i in nf I )- n[2J— 1 n[3¡)¡
,
y[i]'dnorm(m(i].iau[3]),
m(ij'e-x[i,l]*be:a[3, t]■‘x[i.2J*bet2[?.2j-
x[i.3]*beta¡3.3]■••\[¡,4j*beui3.4¡.
i■
for(i in 1 K)í
forfj ¡n 1 p)J
beta[¡.i]-dnomxbeta b[jl.iau bl.
1
" t i l e  d a t a "  ( c o n t e n i d o »
!istív=c<-datos de la muestra separada por comas-1. v =o  -dato» \ arable explicativa de ia nuesara separados pe» i 
comas-). b=cl-!.2.-2.3). X mdu^ct -vector rredias no observadas-). > mds’-ci -vector de medias muestraies para 
cada estrato). n=c(33.~.~). N-c( I 76.3'.3~n_________________________________________      ’
Figura 3.2: Traducción en BUGS del modelo Bayes de Regresión en dos etapas con dos 
jerarquías con cociente entre varianzas desconocido
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M O in i o MODELO MODELO MODELO MODELO
NORMAL NORM-GAMMA COCIENTE VAR 
DESCONOCIDO
NORMAL 
MIN. 1NFORM.
NORM-GAMMA 
MIN. INFORM
0.82c>4 08178 0.8324 0.8270 0.8144
Y, (60.56) (60.38) (69.69) (69.57) (69.30)
1
Var(Y, (s.ys ) )
0.0104 0.0471 0.0127 0 0104 0.0177
0.0082 0.9011 0.3497 0.9879 1.0913
E Y: (73.07) (72.93) (58.65) (72.87) (74.86)
2
Var( Y. k y s ) )
0.0495 0.1479 1.6920 0.0496 0.0567
JL_ 1.0835 0.9515 0.4698 1.0753 1.0368
E T (74.72) (72.14) (61.53) (74.56) •^1 OO l-J
3
Var(V. k y . l  )
0.0372 0.1185 10.0283 0.0374 0.0455
t 0 8S99 0 8632 0.6996 0.8875 0.8883
(70.89) (70.33) (66 S I ) (70.84) (70.85)
Vari Y k .y s ) )
0 00"! 0.0294 0.2075 0.0071 0.0111
Las csurroc-.ooos Je Ja media poblacionaí oc cada estrato \ de toda la población en p rocen tajes fieuran en b  labia entre paréntesis
En ci modelo cociente \ anan/¿s desconocido se ha empleado ceo»o estimador b  mcdixu y la \anaiua se ha estimado medíanle d  cuadrado de la curta
parte de la di^-ancu entre ioi cuantiles ‘J~ \  2 5*«
Tabla 3.1: Estimadores Bayes de la media de cada estrato y poblacional y sus varianzas 
para los modelos Bayesianos en dos etapas con dos jerarquías
la aproximación de kernel a las densidades de las distribuciones predictivas de la me­
dia poblacional no observada, Y u (Y.medu), las medias no observadas de cada estrato, 
Y Ui (Y.mdu[i]), i = 1,2, 3 y de las distribuciones finales marginales dada  la muestra de 
A, (lambda[i]), i =  1 ,2 ,3  y Xp (lambda.b) para el modelo con cociente entre varianzas 
desconocido (figuras 3.3 y 3.4). Y para  completar el análisis, los estimadores Bayes 
para  las pendientes de regresión, /3¿, i = 1,2,3 y <r2 (en su caso), para  los modelos 
conjugados y los estimadores mediana para las pendientes de regresión, /3¿, i =  1,2,3 y 
(Tpo, y el estimador Bayes5 para  X¡, i =  1,2,3 y Xp para  el modelo Bayes de Regresión 
en dos etapas con dos jerarquías con cociente entre varianzas desconocido (tabla  3.3).
A partir  de estos resultados podemos destacar lo siguiente:
1.- Respecto a la estimación de la media de cada estrato  y de la población, señalemos:
-  La semejanza de los estimadores de la media del estrato  1 (alrededor del 69.5 %), 
para  los cinco modelos estudiados.
-  Los estimadores de la media de los estratos 2 y 3 y de la población son asimismo 
bastante semejantes para  los modelos conjugados (alrededor del 73 %, para  la
5 la existencia de este estim ador queda garantizada por los com entarios realizados sobre la  existencia del 
primer m om ento de la distribución de ( Ai , . . . ,  A^-, A^), realizados en la subsección 3.2.3.
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MOD. NORMAL
Yu , i ( s .y s ) ~  N (0 .S 421 ,0.0157) 
YuJ ( s , y s ) -  N (0 .9 l 16.0.0753) 
Y u j |( s ,y s )  ~  N ( l .0208,0.0565) 
7 u | ( s , y s ) ~  N (0 .8 7 8 8 ,0.0107)
MOD. NORM-GAMMA
Yu , | ( s . y , )  -  t (5 3 ,0 .8 3 16,0.0687) 
Y u J í s .y j )  ~  t(53 ,0 .9028 ,0.2165) 
Y u J í s .y j )  ** 1(53.0.8580,0.1735) 
Y u ¡ ( s . y S ) ~  t(53.0.S460.0.0445)
MOD. NORMAL MIN. INF.
^ " u .lís .y s )  ~  N (0 .8429,0.0157) 
Yu. | ( s . y s  ) ~  N (0 .8988,0.0755) 
Y u J í s . y J  ~  * (1 .0 1 0 7 .0 .0 5 6 9 )
W i(s.ys ) ~ ^ • 8759-00107)
MOD. NORM-GAMMA MIN. INF.
Yü , | ( s . y s )  ~  t(43 ,0.8274,0.0256) 
Yu>| ( s . y s ) ~  t(43 ,1 .0264 ,0.0822) 
Y u , | ( s ,y s ) ~  1(43.0.9632,0.0660) 
Y"u | ( s , y s ) ~  1(43,0.8769,0.0161)
Tabla 3.2: Distribuciones predictivas de la media de cada estrato  y poblacional no observada 
para  los modelos Bayesianos en dos etapas con dos jerarquías conjugados
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Output for MB22CD analysis
kernel d en sity  for Y .m ed u  (1 0 0 0  v a lú es) trace of Y .m ed u  (1 0 0 0  v a lú es)
m*4A ■ 0 W36
• d .  3 5667 ■0 2U 2  
9 5 % . 1.516 IM
Y.m«du
trace of Y .m du[1] (1 0 0 0  va lú es)kernel d en sity  for Y .m d u m  (1 0 0 0  v a lú es)
. 3 1459 
i d  -  0 1393 
5 % -  0 5205 
9 5 % . 1.063
02  0 4  0 6  0 8  1.0 1.2 1.4
Y.mdo[1J
kernel d en sity  for Y .m du[2] (1CC0 va lú es)
6400 6600
¡t «rabón
6200
trace of Y .m du[2] (1000  '
•  3 2015
Y.mdu(21
kernel d en sity  for Y .m du[3] (1 0 0 0  va lú es)
m*4A .  0.1214 
» d .  3.95 
S % . -6501 
95% •  4 J7 7
trace of Y .mdu[3] (1000 va lú es)
l
6000 6200
Y.mdu(3J
6400 6600
it «rabón
Figura 3.3: Aproximaciones a las densidades predictivas para  el modelo Bayes de Regresión 
en dos etapas con dos jerarquías con cociente entre varianzas desconocido
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Output for MB22CD (2) analysis
kernel density for lambda[1j (1000 valúes) trace o f  lambda[1] (1000 valúes)
•  0.1557 
• d -  0 09296 
5V. .  0 OSO 17 
9 S Y .. 0.326»
0 5 1.51.0 
lambda[l)
kernel d en sity  for lam bda[2] (1 0 0 0  va lú es)
2.0
• 0 36»] 
•  d  -  0.36S 
SV. -  0 06 273 
9 5 % . 1074
lambda(2]
kernel d en sity  for lam bda[3] (1 0 0 0  va lú es)
-  0.3617 
i.d  •  0.410S 
S % -  0 06977 
95% .  1056
S 10 15
lambda[3]
kernel d en sity  for lam b d a.b  (1 0 0 0  va lú es)
-  0.7077 
«.d -  0.1036 
5 % -  0.1111 
9 S % -  2.09
15 20
lambda.b
6400 6600
¡(•ralioA
trace of Iambda[2] (1 0 0 0  va lú es)
6200 6400 6600 6800
il »ratton
trace of !am bda[3] (1000  v a lú es)
6200 6400 6600 6800
it «radon
trace of lam bda.b  (1 0 0 0  va lú es)
6400 6600
<t«ratk>n
Figura 3.4: Aproximaciones a las densidades finales para  el modelo Bayes de Regresión en 
dos etapas con dos jerarquías con cociente entre varianzas desconocido
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MODI LO 
NORMAI
MODELO
\O R M -(iA \IM A
MODELO 
COCIENTE VAR 
DESCONOCIO!)
MODELO 
NORMAL 
MIN INFOR
MODELO 
NORM-GAMMA 
MIN INFOR
r:
s f # -0.0019 -0.0635 0.0270 0.0011 -0 0989
T -0 0255 0 0572 -0.0395 -0.0277 0.1137
R Un -0.0620 -0.1364 -0.0583 -0 0595 -0.1837
A -0.2659 -0 21 14 -0 2893 -0.2690 -0.1845
T
0
1
0 1557
E
S -0.6369 -0.6371 -0 2944 -0.5997 -0 8444
T 0.8023 0 8557 0 6470 0.7824 1.0949
R P’: -1.5064 -1.5183 -0 5895 -1 4818 -1.7616
A 1.0291 1.0259 0.8335 0.9919 1.2087
T
0
-s
?.2 0 3o92
F.
S Q-.i -0.7696 -0.5313 -0.2339 -0.7633 -0.6455
T 2.4725 1.9246 0 7233 2 4150 2 4169
R 3^. -2.39*4 -1 8340 -0.7342 -2.3306 -2.3839
A .■>.,j •» 6 ¡8*1 0 .1728 0 "'71 0 1620 0 3105
T
O
■ • o 3M *
'/ji 0.7076
C':. ' 3 1100
C¡- 1 6387 0 6163
F.a c¿ rncoeio c»K»crr»c \ an a n /j>  d e v ^ w o d o  w ha a r ^  feudo como estimador !a trvd ia ru  « N o  en el caso de la «unu>cion de las k  s  que haa 
sido « u ñ ad a s  como es habuuoi cor. ¡e m o lo  de ic djsinbocion a posicnon dada !a m uestra
T abla 3.3: O tras inferencias p a ra  los modelos Bayesianos en dos etapas con dos je rarqu ías
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estimación de las medias de los dos estratos y del 71%, para la media poblacional). 
Los estimadores para la media de los estratos 2 y 3 y de la población obtenidos 
con el modelo con cociente entre varianzas desconocido difieren de los anteriores 
sustancialmente, sobre todo, los referidos a las medias de los estratos.
2.- Respecto a la precisión de las estimaciones, podemos señalar lo siguiente:
-  Las varianzas condicionadas a la muestra para la media del estrato 1 son muy si­
milares para los cinco modelos, presentando el siguiente orden de menor a mayor 
valor: modelo normal, modelo normal mínimo informativo, modelo con cociente 
entre varianzas desconocido, modelo normal-gamma mínimo informativo y mo­
delo normal-gamma.
-  Las varianzas condicionadas a la muestra para las medias de los estratos 2 y 3, y 
poblacional son bastante similares para los cuatro modelos conjugados, siendo la 
correspondiente al modelo con cociente entre varianzas desconocido mucho más 
alta, sobre todo, para las medias de los estratos 2 y 3 (aunque menos que para el 
modelo Bayes de Regresión en dos etapas con una jerarquías con cociente entre 
varianzas desconocido). El orden entre los modelos según la varianza es el citado 
arriba sólo que ahora ocupa la última posición (la de varianza más alta), el modelo 
c cociente entre varianzas desconocido.
3.- A partir de las dos observaciones anteriores se revela el papel del modelo Bayes de 
Regresión en dos etapas con dos jerarquías con cociente entre varianzas desconocido, 
como valorador de las desviaciones de la hipótesis de linealidad, ya que como ya sucedía 
para los otros dos grupos de modelos con el correspondiente modelo para cociente 
entre varianzas desconocido, funciona de manera similar a los modelos conjugados 
(en estimación y varianza), en la estimación de la media del estrato 1 y detecta las 
desviaciones de esta hipótesis para los estratos 2 y 3, proporcionando estimadores más 
bajos y estimaciones de las varianzas más altas que las correspondientes a los modelos 
conjugados.
Si nos fijamos en las estimaciones de las pendientes de regresión, parece detectarse una 
mayor proximidad entre los modelos conjugados y cociente entre varianzas desconocido 
en dos etapas con dos jerarquías que la observada entre los modelos Bayesianos en dos 
etapas con una jerarquía.
4.- Conviene señalar también respecto a los modelos conjugados que:
-  Los estimadores de la media de cada estrato y poblacional dejan de coincidir para 
los modelos normal y normal-gamma mínimo informativos, ya que la distribución 
mínimo informativa se introduce en la segunda jerarquía del modelo.
-  El modelo normal-gamma señala para las cantidades estimadas, varianzas más 
altas que el modelo normal-gamma mínimo informativo, al contrario de lo que 
sucedía en los otros dos grupos de modelos. Esta diferencia puede deberse a dos 
circunstancias, por una parte que la distribución mínimo informativa sobre el
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modelo normal-gamma mínimo informativo es sobre la segunda jerarquía (por lo 
que la primera jerarquía del modelo sigue proporcionando cierta información), y 
por o tra parte que la distribución inicial asignada sobre (3, en el modelo normal- 
gamma no es buena (si nos fijamos en las pendientes estimadas y en la asignada 
a priori, las diferencias son bastante grandes).
5.- Los resultados obtenidos para esta población con estos modelos y con los modelos en 
dos etapas con una jerarquía, son muy similares y conducen a las mismas conclusiones. 
No obstante, se aprecia, en general una varianza menor para las variables estimadas 
en el caso de los modelos con dos jerarquías y se detecta la mayor relación establecida 
entre los estratos en pendientes estimadas para cada estrato más similares entre sí en 
todos los modelos en dos etapas con dos jerarquías.
6.- Por último, realizaremos un breve estudio de las distribuciones predictivas de la 
media no observada de cada estrato y la media poblacional, y finales marginales de 
A,-, i =  1,2,3, y Xp, para el modelo con cociente entre varianzas desconocido (recorde­
mos que estas distribuciones no tienen forma estándar), a través de las densidades 
aproximadas de las mismas dadas en las figuras 3.3 y 3.4. Notemos que:
-  Las densidades de las distribuciones predictivas para la media poblacional no ob­
servada y media no observada para cada estrato, son acampanadas y ligeramente 
asimétricas y con un apuntamiento superior a la correspondiente normal para las 
densidades predictivas de las variables Y u, YUl y YU3, y menor en el caso de Y U2.
-  Si comparamos las distribuciones predictivas para los cinco modelos a través de 
la amplitud del intervalo de confianza del 90 %, podemos establecer el siguiente 
orden de menor a mayor (mayor a menor apuntamiento): modelos normal, modelo 
normal mínimo informativo, modelo normal-gamma mínimo informativo, modelo 
normal-gamma y modelo con cociente entre varianzas desconocido, que sólo es 
alterado en el caso de la distribución predictiva para la media del estrato 1 por 
el modelo con cociente entre varianzas desconocido, que en este caso se sitúa a 
continuación de los modelos normales.
-  Respecto a las distribuciones finales marginales de A¿, i =  1,2, 3 y A^, señalemos 
que sus densidades presentan una forma menos apuntada que las correspondien­
tes densidades de las distribuciones finales marginales de las A’s para el modelo 
Bayes de Regresión en dos etapas con una jerarquía con cociente entre varianzas 
desconocido.
(Las figuras 3.3 y 3.4 muestran a la derecha un gráfico que representa los valores de 
las simulaciones de las variables Yu , Y Ui, i =  1,2,3, A,-, i =  1,2,3 y Xp, que valora 
gráficamente la estabilidad asumida tras la realización de 5000 iteraciones Gibbs.)
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3.4 M odelos Bayesianos m-jerárquicos
El objetivo de esta sección es el análisis de los modelos Bayesianos m-jerárquicos 
normal y normal-gamma, así como sus correspondientes versiones mínimo informa­
tivas. Estos modelos, tal y como comentábamos en la Introducción, cumplen dos 
objetivos, por una parte, generalizan los modelos normales y normales-gamma, que 
hemos definido y analizado en el capítulo 2 y en la sección anterior, de modo que los 
resultados inferenciales para estos modelos pueden tomarse y demostrarse (tal y como 
hemos hecho), como casos particulares de los resultados inferenciales para modelos 
m-jerárquicos. Y además, presentan un modelo flexible para representar y estudiar 
otros modelos para poblaciones en una y dos etapas y para poblaciones estructuradas 
en tres o más etapas.
En esta sección, denotaremos por Y  al vector de características de la población (ya 
sea la población monoetápica, bietápica, trietápica o (m — l)-etápica), y por N , el 
tam año de la población, que asumiremos conocido y la muestra en la que se apoyan 
nuestras inferencias consiste en la selección mediante un procedimiento de muestreo 
no informativo y de tamaño fijo de n elementos distintos de la población.
Los lemas a los que hacen referencia las demostraciones de los siguientes teoremas y 
corolarios se encuentran enunciados y demostrados en el apéndice B.
3.4 .1  M odelo  Bayes de R egresión  m -jerárquico N orm al
El modelo Bayes de Regresión m-jerárquico Normal que definiremos a continuación, 
se aplica cuando la varianza de la población es conocida.
D efin ic ión  3.6 Llamaremos modelo Bayes de Regresión con m  jerarquías normal al 
definido por el siguiente modelo jerárquico:
Y |0! ~  N{ A ^ . V O ,  (3.54)
0 i\9 2 ~  Y (A 20 2,V 2), (3.55)
^m —1 \@m ~  -Y(Amf?m, V m), (3.56)
e m ~  Y (A m+1,V m+1), (3.57)
donde Y  es el vector de características de la población (representando, tanto una es­
tructura monoetápica como bietápica, trietápica, . . .  ,o (m -\) -e tá p ica  de la población), 
{A ,X  son matrices conocidas y { v .-JE í1 son matrices conocidas simétricas definidas 
positivas, todas ellas de dimensiones adecuadas. (0 m suelen ser variable aleatoria y 
por tanto A m+i y V m+i de dimensión 1.)
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Este modelo fue estudiado por Malee y Sedransk(85)[72], que obtuvieron la distribución 
predictiva del vector no observado y particularizaron el modelo y sus resultados infe­
renciales para una población estructurada en tres etapas. Otros casos particulares del 
modelo son: el modelo Bayes de Regresión Normal (definición 2.1), el modelo Bayes de 
Regresión en dos etapas con una jerarquía Normal (definición 2.6) y el modelo Bayes 
de Regresión en dos etapas con dos jerarquías Normal (definición 3.1).
Las distribuciones predictivas del vector poblacional no observado, Y u , la media no
observada, Yu y el estimador Bayes de la media poblacional, Y y su varianza condi­
cionada a la m uestra ( s ,y s) (s, índices de los elementos muestreados e y a, el vector 
observado de la población), vienen dados por el siguiente teorema.
T eo rem a  3.5 Consideremos el modelo Bayesiano m-jerárquico normal dado en la 
definición 3.6, entonces se tiene que:
(a) Y u |(s ,y a) se distribuye normal (N  — n)-varianie con media y varianza dadas 
respectivamente por:
£ (Y „ |(» ,y .) )  =  A „é , + v ‘, „ v r 1( y . - A , e I ),
Vra r(Y „ |(* ,y ,))  =  V„ -  V ^ V .- 'V , .  +  (3.58)
+ (A . -  V ^ V ,- 1 A ,)D (A „ -  V J .V ^ A , ) ' ,
(b) Y ,i|(s ,y 3) se distribuye normal con media y varianza dadas por:
£(Y„|(*,y.)) = j y ^ l Á r - [ A „ § f  + v ; uV r 1( y . - A . e f ) ] ,
V,ar(Y„|(*,y.)) =  ^  V ; 1 V „,]lw_„ +  (3.59)
+ l ! v - n ( A u  -  V ^ V . - ^ A . J D Í A »  -  V . „ V , - i A , ) , 1 n - » }  ,
y (c) el estimador Bayes para la media poblacional y su varianza condicionada a la 
muestra vienen dados por:
7 = ^iñy. + ^ iW a „ 3 ?  + v¡„v,-1(y .-A .3 f)],
V 'a rtV .K í.y .))  =  { l!v -„[V u -  V ; 1 V .„ ] l iv - r>+  (3.60)
+l5v_„(A „ -  V ,UV ,-1A ,)D (A „ -  V i3uV ~ 1A s)1l s - n }  ,
donde y s =  (yt- : i E s )*, Y u =  (Y¿ : i £  s )*, A , es la matriz formada por las filas de la 
matriz A i correspondientes a índices i E s, A u es la matriz formada por las filas de la
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matriz A \  correspondientes a índices i £  s, V s =  V arY jfl^Y , ), V„ =  K arY |0 i (Y „), 
V ,„  =  Co<,Y |0 1(Y „ Y „ )  y
D - 1 =  A Í V j 'A .  +  CV +  A V ^ t A 1) - 1,
d  =  A lV 7 1y . +  (V  +  AVm+1A ‘) - l A A m+1,
gf = £(fll |(*,y,)) = Dd, (3.61)
A =  A 2A3***Am,
V  =  V 2 +  A 2V 3A^ +  . . .  +  (A 2A 3 ---A m- 1)V m(A 2A 3 -- -A m_ 1)*,
siendo para m = l A  =  I y V  =  0 ( I  matriz identidad y O matriz de ceros de las 
dimensiones del vector 6 \).
D e m o stra c ió n . Dividiremos la demostración (que se apoya en el lema B.8) de los 
resultados del teorema en varios pasos:
1.- A partir de (3.55),... ,(3.56) y (3.57) obtenemos aplicando el resultado (a) del lema
B.8 iterativamente la distribución de Q\ que es:
9i ~  AT(AAm+1,V  +  AVm+1A ‘). (3.62)
2.- A partir de (3.54) aplicando propiedades básicas de la distribución normal, tenemos 
que:
Y , |f l ,~ A r (A ,e , ,V .) .  (3.63)
3.- A partir de (3.63) y (3.62) obtenemos aplicando el resultado (b) del lema B.8 la
distribución de 0 i |( s ,y a) que es:
M « , y . ) ~  tf(Dd,D). (3.64)
4.- A partir de (3.54) aplicando propiedades básicas de la distribución normal, tenemos 
que:
Y „|(í,y .) .0 , ~JV(A„e1+ v ; uV 71( y . - A , 0 1),Vo - V ;„ V 7 1V .u) (3.65)
5.- A partir de (3.65) y (3.64) aplicando el resultado (a) del lema B.8 se obtiene la 
distribución de Y u |(s ,y ,)  dada en (3.58).
6 - A partir de (3.58) y aplicando que Y u =  l jv_ flY u y que la combinación lineal 
de normales es normal se obtiene la distribución de Yu |(s ,y j)  dada en (3.59).
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7.- A partir de (3.59) y de la definición de estimador Bayes de la media poblacional, 
se obtiene el resultado (c) de este teorema dado en (3.60).
C .S .Q .D .
Notemos que el estimador Bayes de Regresión para este modelo puede escribirse, como 
una “combinación lineal” del estimador de regresión clásico, 0\ = (A* V 7 1 A 4 )“ 1A* V 7 1 
y 4 y de la pendiente a priori asignada a la población, A A m+i, dado que:
# 1  =  «101 +  ( I — « i)A A m+i, (3.66)
a j  =  [ a ;V 7 ‘A , +  (V  +  AVm + 1  A ’ ) - 1 ] - 1  A* V 7 1 A*,
con a i  un factor de encogimiento ( a i  =  (I — a i ) ( V  +  AVm+iA 1)A ^V 7 1 A 4), e I, una 
matriz identidad de las dimensiones del vector 0\.  Estas expresiones se deducen de 
m anera inm ediata del teorema 3.5.
3.4 .2  El m od elo  B ayes de R egresión m -jerárquico N orm al - 
G am m a
El modelo Bayes de Regresión m-jerárquico Normal-Gamma, cuya definición veremos 
a continuación, se aplica cuando la varianza de la población es desconocida.
Como Ccisos particulares del modelo tenemos: el modelo Bayes de Regresión Normal- 
Gamma (definición 2.2), el modelo Bayes de Regresión en dos etapas con una jerarquía 
Normal-Gamma (definición 2.7) y el modelo Bayes de Regresión en dos etapas con 
dos jerarquías Normal-Gamma (definición 3.2). El modelo Bayes de Regresión m- 
jerárquico Normal - Gamma en el caso C o v(Y S} Y u |0 i, a2 ) =  0  es un caso particular 
del modelo m-jerárquico estudiado en Bernardo y Girón(91)[7].
D efin ic ión  3.7 Llamaremos modelo Bayes de Regresión en m  jerarquías Normal- 
Gamma al definido por el siguiente modelo jerárquico:
Y \ e t , ^  ~  N{  A . Í l ^ W , ) ,  (3.67)
« i |0 2 ,<t2 ~  A (A 2 0 2 ,<r2 W 2), (3.68)
0 m - i |0 m V  ~  A (A m0 m,<r2 W m), (3.69)
0 m k 2  ~  A (A m+i,cr2 W m+1), (3.70)
<r2  ~  G a - \ a  0 , 6 0 ), (3.71)
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donde Y  es el vector de características de ¡a población (representando, tanto una es­
tructura monoetápica como bietápica, trietápica, . . . ,  ( m — 1 )-etápica), {A,}?!*1 son 
matrices conocidas, { W j } ^ 1 son matrices conocidas simétricas definidas positivas, 
todas ellas de dimensiones adecuadas, üq y bo escalares positivos conocidos. (Om suele 
ser variable aleatoria y por tanto A m+i y W m+i de dimensión 1).
Las distribuciones predictivas para el vector poblacional no observado, la media no 
observada y el estimador de la media poblacional y su varianza condicionada a la 
m uestra, vienen dadas por el siguiente teorema.
T eo re m a  3.6 Consideremos el modelo Bayes m-jerárquico normal-gamma dado en la 
definición 3.7, entonces se tiene que:
(a) Y u |(s ,y ,)  se distribuye t (N  — n)-variante con 2ai grados de libertad y media y 
varianza dadas, para a\ > 1, respectivamente por:
E ( Y u\(s ,y ,) )  =  A „ g f  +  w ; <1W ,-1( y . - A , e f ) ,  (3.72)
V 'a r(Y „ |(s ,y í )) =  { W , -  W ¡„ W ,- 'W ÍU+
cti — 1
+ (A U -  W juW 7 1A J)D (A ü -  W ¡„ W ,- 'A 1) ' } 1
(b) Y u |( s ,y s) se distribuye i univarianie con 2 a\ grados de libertad y media y varianza 
dadas, para a\ >  1, por:
£ (Y „ |( s ,y ,) )  =  1 « - „ [ A A  +  W ;„ W 7 ‘(y i -  A , g f )], (3.73)
V ar(Y u|(s,ys)) =  - A _  { l^ _ n[W„ -  W(„W7‘W ,„]lw_n+
+lV-„(A„ -  W;„W71A,)D(A„ -  w ;„W 71A ,) 'lw_n} ,
y (c) el estimador Bayes para la media poblacional y su varianza condicionada a la 
muestra vienen dados, para ai >  1, por:
Y  =  ± l „ y ,  + + w ;„W 7'(y . -  A jg f )], (3.74)
Y a r (y |(s ,y ,) )  =  - L - A - { l ^ _ n[W„ -  W ;„ W 7 1W <„)1N_„+
+ l ‘W-n (A u -  W ¡„ W 7 1A J)D (A „ -  W ¡UW 7 1A ,) ‘1 „_ „ }  ,
donde y 3 = (y,- : i £ s)1, Y u =  (Y¿ : i £  s)1, A s es la matriz formada por las
filas de la matriz A j correspondientes a índices i £ s, A u es la matriz formada por
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las filas de la matriz A i correspondientes a índices i £  s, W s = a -■‘ VarY [ d i ( Y , ) ,  
W „ =  «r-’ V 'a r y ^ ^ Y .) ,  W „  =  «t-’C o b y ^ í Y . ,  Y „) y
D " 1 = A j W j 'A ,  +  (W  +  A W ro+1 A T ' ,
d = A '.W .- 'y , +  (W  +  A W m+1A ') - 1 A A m+1,
-B
£ (e , |( « ,y .) )  =  D d,= (3.75)
E " 1 = W , +  A ,(W  +  A W ro+, A 'JA ;
A — A 2 A 3  • • • A m,
W = W 2 +  A 2 W 3 A <2 +  . . .  +  (A 2 A 3  • • ■ A m. 1)W m(A 2 A 3  • • • A m_i) t)
ai =
n
“0 + 2 ’
h = 5o ñ (y* A . A A ^ + i) E (y ¡ A ,A A m+]},
do, para :m =  1, A  =  I y W  =  0 (1 matriz identidad y 0 matriz de ceros de las
dimensiones del vector B\).
D e m o stra c ió n . La demostración de este teorema se basa en los resultados obtenidos 
en el teorema 3.5 y en la aplicación de los lemas B.8 y B.9. En primer lugar obten­
dremos la distribución de cr2|(s ,y a) para lo cual realizaremos los siguientes pasos:
1.- A partir de (3.68), . . . ,  (3.69) y (3.70), obtenemos aplicando el resultado (a) del 
lema B.8 iterativamente la distribución de 0i|cr2 que es:
0,1o-2 ~  N (A A m+ , , <t2(W  +  A W m+,A ‘)). (3.76)
2.- A partir de (3.67) aplicando propiedades de la distribución normal básicas tenemos 
que:
Y . |e 1,<rí ~ JV (A ,0 1,<rí W .). (3.77)
3.- A partir de (3.77) y (3.76) obtenemos aplicando el resultado (a) del lema B.8 la 
distribución de Y , |a 2 que es:
Y»|<t2 ~  JVn(A ,A A m+i,«-2[W . +  A ,(W  + A W m+1A ')A (]) (3.78)
4.- A partir de (3.78) y (3.71) obtenemos aplicando el resultado (b) del lema B.9 la 
distribución de cr2|( s ,y a) que viene dada por:
<72|( s ,y a) ~  G a-1 (a0 +  (3.79)
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El resultado (a) se comprueba aplicando el resultado (a) del lema B.9 sobre la dis­
tribución de Y u|(s ,y 4), <x2 que se obtiene directamente de (3.58) tomando V,- =  <r2W  
i =  1 ,2 , . . . ,  m  + 1 y sobre (3.79), el resultado (b) aplicando6 el mismo resultado sobre 
la distribución de Y u|(s >ya)>0-2 9ue se obtiene de (3.59) con la transformación anterior 
y sobre (3.79) y el resultado (c) a partir de (3.73) y de la definición de estimador Bayes 
de la media poblacional.
C .S .Q .D .
3 .4 .3  M odelos B ayes m -jerárquicos m ín im o inform ativos
En esta subsección presentamos unas versiones mínimo informativas de los dos modelos 
m-jerárquicos anteriores, así como los resultados inferenciales habituales asociados 
a las mismas, que se aplican cuando no deseamos introducir información sobre los 
parám etros de las distribuciones iniciales.
Estos modelos mínimo informativos generalizan los modelos mínimo informativos de­
finidos en el capítulo 2 y en la sección 3.2, aplicándose los resultados inferenciales 
que describiremos a continuación para demostrar los correspondientes resultados para 
estos modelos.
M o d e lo  B ayes m -je rá rq u ico  n o rm a l m ín im o  in fo rm a tiv o
D efin ic ió n  3.8 Llamaremos modelo Bayes en m  jerarquías normal mínimo informa­
tivo a un modelo Bayes en m jerarquías normal en el que la distribución que asumimos 
sobre 9 m es una mínimo informativa de la forma 7r(0m) oc 1.
C o ro la r io  3.3 Consideremos el modelo Bayes en m  jerarquías normal mínimo infor­
mativo dado en la definición 3.8, entonces se tiene que las distribuciones predictivas 
para el vector poblacional no observado y la media de la población no observada y esti­
mador de la media poblacional son los obtenidos en (3.58), (3.59) y (3.60), tomando:
D -1 =  A ^ V .^ A . +  V - ' - V - ' A t A 'V - ’A ^ A 'V - 1,
d  =  A ;v , -> y . ,  (3.80)
é f  =  í7(fl1|(s ,y J)) =  D d.
D e m o s tra c ió n . La demostración del corolario es inm ediata a partir del teorema 3.5 
tom ando —► 0 y aplicando el lema B .l.
C .S .Q .D .
6U na dem ostración alternativa consiste en aplicar sobre la  distribución predictiva del vector poblacional 
no observado obtenida en la primera parte de la demostración de la propiedad de que la  combinación lineal 
de t es t
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Modelo Bayes en m-jerarquías Normal-Gamma mínimo informativo
D efin ic ión  3.9 Llamaremos modelo Bayes en m  jerarquías normal-gamma mínimo 
informativo a un modelo Bayes en m jerarquías Normal-Gamma en el que las dis­
tribuciones (3.70) y (3.71) son sustituidas por una distribución conjunta para (9m ,cr2) 
mínimo informativa , 7 de la forma 7r(6 m ,cr2) oc
C o ro la rio  3 .4  Consideremos el modelo Bayes en m  jerarquías normal-gamma mínimo 
informativo dado en la definición 3.9, entonces se tiene que las distribuciones predic- 
iivas para el vector no observado de la población y la media no observada y estimador 
de la media poblacional son los obtenidos en (3.72), (3.73) y (3.74), tomando, en este 
caso:
D " 1 =  A \ W f l A s -1- W -1 — W -1 A (A *W -1 A )-1 A tW _1,
d  =  A j W r 'y , ,  (3.81)
= £ (0 1|(s,y.)) =  D d,
E T 1 =  W , +  A ,W A ¡,
n — r 
a i =  —7.— >
7Hemos utilizado para describir la situación mínimo informativa cuando la varianza es desconocida a la  
distribución inicial impropia ‘n{9rn, o 2) oc esta elección no es única y la distribución anterior ha sido 
elegida porque parece la más conveniente para el conjunto de modelos descritos mínimo informativos con 
varianza desconocida de los capítulos 2 y 3, al ser común a todos ellos y en la  consideración de que los 
resultados inferenciales para las restantes distribuciones mínimo informativas habituales son similares (si n 
es grande en comparación a r , la dimensión del vector 9m ) y difieren entre sí únicamente en el número de 
grados de libertad de la  t.
A continuación pasamos a describir brevemente cómo se obtienen las distribuciones m ínim o informativas 
más habituales entre las que se encuentra la  aplicada en esta tesis. Considerada la familia normal-gamma 
invertida de distribuciones conjugadas con el modelo definido de (3.67) a (3.69):
7T(0m,<72) OC (ff2 ) - ( “° + t  + l ) e* P { - ^ - [ ( 0 m -  A r n + i y W - ^ t f m  ~  A m+i) +  260] }  ,
podem os describir tres procedimientos para la obtención de una distribución mínimo informativa para 
(0m,<72):
— Obtener en primer lugar la distribución mínimo informativa habitual para 0m , hacer W “ ^ j —* 0, y en 
segundo lugar paira obtener la distribución marginal impropia para a 2  ( 7 r ( < 7 2 ) oc ^ y ) ,  tomar a o  =  —  j  
y 6o =  0. El resultado es la  distribución Tr{0m>o2 ) oc Aj-.
— Fijarse en primer lugar en la distribución marginal sobre a 2 y hacerla informativa, tomar ao =  0, 
6o =  0, y después para obtener la  distribución impropia para 9m , hacer —*• 0. El resultado
obteiúdo es la  distribución 7r(0m , ct2) oc (<r2) -  ^2 + 1), que es la distribución inicial de Jeffreys.
— Otras distribuciones mínimo informativas razonables pueden obtenerse por los m étodos anteriores 
tom ando como distribución marginal impropia para a 2 , n ( a 2) oc 1.
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h  =  |y í[E -E A ,A (A ,A,E A .A )-1A,A5E]y.>
donde r es la dimensión de 6 m .
D e m o stra c ió n . La demostración de este corolario se basa en los resultados obtenidos 
en el corolario 3.3 y en la aplicación de los lemas B.8, B.9 y B.10. En primer lugar 
obtendremos la distribución de cr2|(s ,y 4) para lo cual realizaremos los siguientes pasos:
1.- A partir de (3.67) aplicando propiedades básicas de la distribución normal, tenemos 
que:
Y , \ 8 t , v 2 ~  A T fA .e jV W ,) . (3.82)
2.- A partir de (3.82) y de (3.68),... ,(3.69) obtenemos, aplicando el resultado (a) del 
lema B.8 iterativamente la distribución de Y s \9m,<r2 que es:
Y , |0 m,cr2 ~  JV(A,A0m>o-2(W , +  A ,W A ‘)). (3.83)
3.- A partir de (3.83) y la distribución mínimo informativa de (9m ,cr2), obtenemos, 
aplicando el resultado (b) del lema B.10 la distribución de <T2|(s ,y 4) que viene dada 
por:
o^Ks.y*) ~  Ga_1(a i,6 i) . (3:84)
La distribución predictiva sobre el vector poblacional no observado se obtiene aplicando 
el resultado (a) del lema B.9 sobre la distribución de Y ^ l ^ y , ) ,  <r2 que se obtiene di­
rectamente del corolario 3.3 tomando V¿ =  <72W¿, i =  1,2, . . . ,m  y sobre (3.84), la 
distribución predictiva de la media no observada se obtiene 8 aplicando el mismo resul­
tado sobre la distribución de V ^K s,y4), cr2 que se obtiene de este mismo corolario con 
la transformación anterior y sobre (3.84) y el estimador Bayes de la media poblacional 
y la varianza de la media poblacional condicionada a la muestra, a partir de la dis­
tribución predictiva de la media poblacional no observada obtenida en este resultado 
y de la definición de estimador Bayes de la media poblacional.
C .S .Q .D .
8Una demostración alternativa consiste en aplicar sobre la distribución predictiva del vector poblacional 
no observado obtenida en la primera parte de la demostración de la combinación lineal de t es t
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3.5 Com entarios finales
Los modelos descritos y analizados en este capítulo y en el capítulo 2 constituyen un 
sustrato teórico potente para poder modelizar un número bastante amplio de pobla­
ciones finitas y en particular aquellas que resultan de asumir un determinado procedi­
miento de muestreo no aleatorio (ya comentábamos que una población puede asumirse 
estructurada por efecto de un muestreo estratificado, cluster, por rutas aleatorias, 
. . . ) .  El objetivo de los próximos dos capítulos es el establecer modelos Bayes (que 
serán casos particulares de los modelos estudiados en estos capítulos o pequeñas ge­
neralizaciones de los mismos) que permitan inferir sobre poblaciones sobre las que se 
aplican (porque se considera más adecuado, más económico o simplemente porque la 
población no es censable) procedimientos de muestreo no aleatorios. Concretamente, 
en el capítulo 4 se modelizará una “misma” población en las situaciones de un muestreo 
aleatorio, estratificado y cluster comparando, para casos particulares sencillos, las in­
ferencias obtenidas por los tres mecanismos de muestreo en la estimación de la media 
poblacional. Y en el capítulo 5 se presentarán tres modelos para analizar una población 
muestreada por rutas aleatorias que incorporan de manera sencilla, la incertidumbre 
adicional derivada del uso de una ru ta  aleatoria en lugar de un muestreo aleatorio 
y permiten diagnosticar la calidad de las inferencias derivadas cuando, como es ha­
bitual en la práctica, se hace uso en estas situaciones de muestreo de modelos para 
poblaciones muestreadas aleatoriamente.
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C apítulo 4
C om paración  B ayes de las 
in ferencias ob ten id as a partir  
de m uestras a leatorias, 
estratificad as y  c lu ster
4.1 Introducción
Supondremos para realizar este estudio que la población responde a una estructura 
monoetápica y analizaremos las inferencias que podemos obtener de estas poblaciones 
a través de muestras no aleatorias de las misma. Este análisis tiene su punto de partida 
en la realidad práctica del análisis en poblaciones finitas; así, en algunas ocasiones, no 
es posible la obtención de una nuestra aleatoria porque no disponemos de un censo de 
la población y en otras ocasiones la práctica ha demostrado que otros tipos de muestreo 
como el estratificado y el cluster presentan algún tipo de ventaja (el estratificado en 
precisión de las inferencias y el cluster desde un punto de vista económico al perm itir 
aum entar el número de elementos muestreados a un coste pequeño) frente al muestreo 
aleatorio de la población. En este capítulo nos centraremos en la segunda situación 
dejando para el capítulo 5 el análisis de poblaciones sin censo disponible.
Este capítulo tiene como objetivo la descripción de modelos Bayes apropiados para 
muéstreos aleatorios, estratificados y cluster de una población y la comparación desde 
un punto de vista Bayes (a través del análisis de las distribuciones predictivas del 
vector no observado de la población dada la muestra) de la precisión de las inferencias 
obtenidas al estimar la media poblacional según los tres procedimientos de muestreo. 
En la práctica, suponiendo los mismos tamaños muéstrales para los tres procedimien­
tos de muestreo, las inferencias basadas en una muestra estratificada de la población 
suelen ser más precisas que las basadas en una muestra aleatoria de la misma y las infe-
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rencias basadas en un muestreo cluster (al margen de sus ventajas económicas) menos 
precisas que las apoyadas en un muestreo estratificado o aleatorio de la población. 
En esta dirección, Cochran(77)[18][capítulo 5] establece, desde un punto de vista de 
población fija que, si los términos jf:, i =  1,2, . . . , 7\ son despreciados (se conside­
ran muy pequeños), un muestreo aleatorio estratificado con k = K  y con asignación 
proporcional1 de las n,-, i =  1 ,2 , . . . ,  K  es más preciso que un muestreo aleatorio sim­
ple, y Bayarri y Font(94)[6] demuestran, desde un punto de vista Bayesiano, que en 
ausencia de covariables y bajo determinadas hipótesis las inferencias sobre la media 
poblacional basadas en una muestra estratificada son más precisas que las basadas 
en una muestra aleatoria y las inferencias basadas en un muestreo cluster son menos 
precisas que las basadas en muéstreos aleatorios o estratificados.
En este capítulo se recuperaran los resultados de Bayarri y Font(94)[6], y se realizarán 
estudios comparativos entre los tres procedimientos de muestreo en presencia de co­
variables. P ara ello, nos apoyaremos en las definiciones sobre muestreo aleatorio 
(muestreo aleatorio simple), muéstreos aleatorios estratificado y cluster sin reemplaza­
miento establecidas en la sección 1.2 y asumiremos que (habitualmente, los muéstreos 
estratificados y cluster cumplen estas condiciones), el muestreo estratificado se ha 
apoyado en una división de la población en unidades (estratos) de modo que hay re­
lativamente pocas unidades (K  es relativamente pequeño), de las que se muestrean 
todas k = K ,  con un número relativamente grande de elementos (jV,- grande) por 
unidad, los elementos de cada unidad son similares entre sí y la heterogeneidad entre 
unidades es grande. Y la muestra cluster se ha obtenido a partir de una división de la 
población según la cual, el número de unidades es grande (K  grande) con un número 
de elementos por unidad pequeño (N{ pequeño), los elementos dentro de cada unidad 
son muy similares entre sí, la heterogeneidad entre unidades es muy grande (mayor 
que en un muestreo estratificado) y se muestrean todos los elementos de las unidades 
selecciónadas para ser muestreadas, esto es, n¿ =  JV¿, i G {*i, ¿2 , • • • >Ú}-
Para la realización de este estudio hemos dividido el capítulo en 5 secciones de las 
cuales, la sección 4.1 es la presente introducción sobre el tema. En la sección 4.2 se 
estudia la formulación en términos Bayesianos del problema, presentando dos modelos 
Bayes de regresión, el primero para modelizar un población sobre la que se aplica 
un muestreo aleatorio, y el segundo para modelizar a (aproximadamente) la misma 
población cuando la muestra se obtiene a partir de un muestreo en dos etapas. Este 
modelo es bastante flexible para representar las situaciones de muestreo estratificado y 
cluster comentadas arriba, y permite en combinación con el primer modelo, comparar 
analiticamente, en algunas situaciones sencillas, los tres procedimientos de muestreo. 
Esta comparación se realizará en la sección 4.3. Finalmente, en la sección 4.4 se 
analizarán los resultados obtenidos mediante un ejemplo numérico y en la sección 4.5 
se realizará una breve discursión sobre las limitaciones del estudio y posibles líneas de 
trabajo  futuras para subsanarlas.
1Un muestreo estratificado con asignación proporcional es aquel tal que, Vi =  1 , 2 , . . . ,  K .
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4.2 Fomulación del problema y análisis Bayes del 
m odelo para m uestras aleatorias
En esta sección introduciremos dos modelos para modelizar una misma población 
en dos situaciones de muestreo: el muestreo aleatorio y el muestreo en dos etapas. 
Para ello, aplicaremos en el primer caso un modelo Bayesiano en una etapa de los 
descritos en la sección 2.2, y en el segundo un modelo Bayesianos en dos etapas con 
dos jerarquías. En esta sección emplearemos los modelos Bayesianos en dos etapas con 
dos jerarquías para modelizar poblaciones muestreadas en dos etapas por dos razones, 
en primer lugar porque los muéstreos en dos etapas suponen una estructuración de 
la población (en el caso de muéstreos estratificados, se parte de una división de la 
población de acuerdo con los valores de alguna característica, habitualm ente, socio­
económica conocida para todos los elementos de la población que guarda relación con 
la característica en estudio, y en el muestreo cluster se aprovecha la estructuración de 
la población en unidades administrativas, familiares, . . . )  lo que sugiere la formulación 
de modelos en dos etapas. Y en segundo lugar, porque los modelos en dos jerarquías 
permiten una modelización flexible y sencilla de la población en estudio de modo 
que a partir de un mismo modelo podemos estudiar las inferencias obtenidas por un 
procedimiento estratificado y cluster.
Para la exposición de los modelos y resultados del capítulo se han empleado las no­
taciones reunidas en el apéndice A. Los mecanismos de muestreo aplicados se ajustan 
a las definiciones de la sección 1.2 (todos ellos sin reemplazamiento) cumpliendo los 
muéstreos estratificados y cluster las propiedades señaladas en la introducción de este 
capítulo. La muestra obtenida de la población se representará con la notación habitual 
( s ,y ,)  y cuando esta notación pueda dar lugar a confusiones, por:
— ( s ^ y j i )  cuando se trate de una muestra aleatoria (m.a.s) de la población
— (s2,y ,3) cuando se trate de una muestra estratificada de la población,
“  y (s3,y 33) cuando se trate de una muestra cluster de la población.
Los lemas en los que se apoyan los resultados del capítulo están enunciados y de­
mostrados en el apéndice B.
4.2.1 Form ulación del problem a
Dada una población con vector de características continuo Y  =  (Yi, Y2 , . . . ,  Yk )t , 
para el cual asocida a cada variable Y,- tenemos una información auxiliar representada 
por un p-vector de covariables x¿ =  (x ,i, x¿2 , . . . ,  xtp) conocido para i =  1 ,2 , . . .  ,N ,  
podemos considerar el siguiente modelo de superpoblación:
Yi\x if(3p ~  N(xij3i3 ,<T2XiXti ), independientes, i =  1 ,2 , . . .  , N  (4.1)
con (3p un p-vector desconocido y a 2 >  0 un escalar conocido. El modelo de super­
población anterior es una generalización de los modelos de superpoblación estudiados
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para p =  1 por Royall(70)[91] desde un punto de vista clásico y por Ericson(69)[26] 
desde un punto de vista Bayesiano y permite obtener tomando p = 1 y x¿ =  1, 
i =  1 , 2 el modelo de superpoblación habitual para describir un muestreo 
aleatorio. A partir de este modelo de superpoblación podemos describir el siguiente 
modelo Bayes en una etapa para poblaciones muestreadas aleatoriamente.
D efin ic ió n  4.1 Dado el vector poblacional Y  =  (Yi, . . . ,  Yt )%, para el cual aso­
ciada a cada variable Y¡ tenemos una información auxiliar representada por un vector 
x¿ =  (ar,i> • • • t x íp) conocido llamaremos m o d elo  B ayes d e  R eg re s ió n  p a r a  m u es­
t r a s  a le a to r ia s  s im p les (m .a .s ) con v a rian za  conocida al definido por:
~  N(iCi(3p, ír2x tx |) , independientes, i — 1 , 2 , . . . ,  N,
Tr(Pp) oc 1, (4.2)
donde X  =  ( x ^ x ^ , . . .  , xjy)*, es una matriz de rango p y <r2 un escalar positivo cono­
cido.
Este modelo es un caso particular del modelo Bayes de Regresión normal mínimo 
informativo definido y estudiado en la subsección 2.2.4.
Como ya avanzábamos, al principio de la sección, para modelizar una población 
m uestreada en dos etapas nos apoyaremos en modelos Bayes en dos etapas y dos 
jerarquías. Supongamos en una primera aproximación el modelo definido por:
Y¿|X,/3 ~  (X,73¿, V i), i =  1 , 2 , . . . , K, independientes,
/3i ~  Np(bp ,B p),  i =  1 , 2 , . . . , A, i.i.d., (4.3)
donde f3 =  ( p \ ,/3jf)*, b/j es un p-vector desconocido y V t-, i =  1 , 2 , . . . ,  K  y 
B p son matrices definidas positivas conocidas. Y las siguientes tres hipótesis:
b/j =  / V  (4.4)
V¿ =  \(T2 d ia g f l 1 {x.ij'xíij} ,  i =  1 , 2 , . . . , A, (4.5)
B p =  (1 — A)<t-2Ip , (4.6)
donde Ip es la matriz identidad de dimensión p, a 1 es un escalar conocido y A es un 
escalar entre 0 y 1 (0 <  A < 1).
El modelo definido en (4.3) permite trasladar la información proporcionada por un 
m uestra en dos etapas a fin de poder hacer inferencias sobre la población pero adolece 
del defecto de no representar a la misma población que el modelo definido en (4.1) 
(no da lugar al mismo modelo de superpoblación). Sin embargo, si al modelo (4.3) le
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añadimos las hipótesis (4.4), (4.5) y (4.6) la aproximación del modelo de superpoblación 
resultante respecto al modelo de superpoblación definido en (4.1) es sustancialmente 
mejor (no pueden representar el mismo modelo exactamente), ya que las distribuciones 
marginales para cada variable (condicionadas a (3p y A) coinciden en los dos modelos 
de superpoblación, tal y como muestra el siguiente resultado:
T eo rem a  4.1 El modelo de superpoblación condicionado a (3p y A para el modelo 
definido por (4-3), (4-4)> (4-5) y (4-6)> es la  ^ Que l°s vectores Y i = son
independientes y se distribuyen según una normal:
Y . I X , ^ ,  A ~  N Ni(X¡P 0 ,a-2[A d .a s f j j x y x l ,}  +  (1 -  A)X,XS]), (4.7)
con media y varianza marginales, para j  = 1 , 2 , . . . ,  TV,-, i =  1 , 2 , . . . ,  AT;
E(Yij |X, (3p, A) =  Xijflp,
Var(Y ij\X .,Pp ,\)  =  XijX¡j(r2 (4.8)
y covarianzas, para j , j*  =  1 ,2 , . . . ,  TV,-, i, i* = 1 , 2 , . . . ,  K ,
Cov(Yi¡,Y¡.j . \X ,P l}, \ )  =  (  ^  (4.9)
D e m o stra c ió n . La demostración de este teorema es inmediata a partir del resultado 
(a) del lema B.8.
C .S .Q .D .
El resultado anterior permite también un análisis sobre el significado de A, ya que 
desde (4.8) y (4.9), es inmediato que, para j , j*  =  1 ,2 , . . . ,  Ni, i =  1 ,2 , . . .  ,K \
CorfVy, Y H X .^ .A )  = (1 -  , (4.10)
donde R =  —^ — l 3 y* t proporciona una medida de la correlación entre las 
v x *ix ¿i v x *j'*Xi>»
covariables de los elementos ( i , j )  e (¿,i*) de una misma unidad i, j , j*  = 1 , 2 , . . .  ,N i,  
¿ =  1 ,2 , . . .  ,K .  Según (4.10), A es un factor que mide el cociente entre la correlación 
dentro de cada unidad respecto a la característica en estudio y la correlación den­
tro  de cada unidad de las covariables. En una estratificación “ideal” los vectores 
de covariables de los elementos de una misma unidad (estrato) estarán próximos y 
R \ 3 tom ará un valor próximo a 1 para todo j , j*  =  1 , 2 , . . . , TV,- y, por lo tanto  un 
A próximo a 0 supondrá que los elementos de la unidad son muy homogéneos entre 
sí (que es la situación habitual en un muestreo estratificado), cuanto más próximo a
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O, más homogéneos y un A grande (más próximo a 1) que los elementos de la unidad 
son heterogéneos entre sí. En el caso sin covariables, la interpretación en términos del 
factor A es mucho más sencilla ya que entonces (X  =  I at), la correlación dentro de 
cada unidad será igual a (1 — A), y de acuerdo con las características que asumíamos 
al principio del capítulo acerca de los muéstreos estratificados A será pequeño y en el 
caso de muestreo cluster el valor de A aún será habitualmente más pequeño.
El factor A también puede interpretarse a través de (4.3) y (4.6) como un medidor de 
la varianza introducida en el modelo de superpoblación (4.7) a través de las diferencias 
entre las unidades, un A próximo a 0 señala entonces que la variabilidad proviene fun­
damentalmente de las diferencias entre unidades y un A próximo a 1 que las unidades 
son entre sí muy semejantes.
Atendiendo a estas interpretaciones y en el caso de ausencia de covariables podría ser 
más adecuado para describir la situación de muestreo por cluster el asumir el modelo 
resultante de sustituir la hipótesis (4.6) por B p =  (1 — A,)cr2Ip, i = 1 , 2 , . . . ,  A  (y 
consecuentemente, la frase i.i.d por independientes en el modelo definido en (4.3)), 
con A; una variable aleatoria con E (A,-) =  A, i = 1 ,2 , . . .  ,K ,  que permitiría modelizar 
situaciones con distintos grados de homogeneidad de los elementos dentro de un cluster 
y de heterogeneidad entre clusters y seguiría siendo comparable con el modelo de 
superpoblación (4.1) en los mismos términos que introduce el teorema 4.1. O tras 
modelizaciones, que dejamos, junto con la anterior, para posteriores estudios podrían 
consistir en suponer A desconocido.
Nuestros estudios en esta tesis se centrarán en el análisis de los procedimientos de 
muestreo estratificado y cluster a partir del siguiente modelo.
D efin ic ión  4.2 Dado el vector poblacionalY =  (Yj ,  Y ¿ , . . . , Y k ) '  conY¡ = (Yi u Yi2, 
. . . , Y iNi)', i = 1 ,2 , . . .  ,K  para el cual asociada a cada variable Y{j tenemos una in­
formación auxiliar representada por un vector x,j =  ( x , j i , . . .  ,x,jp) conocido, j  =  
1 , 2 , . . . ,  Ni, i =  1 , 2 , . . . ,  K , llamaremos m o d elo  B ayes de  R eg resió n  p a r a  m u és­
tre o s  en  dos e ta p a s  con  v a ria n za  conoc ida  al definido por el siguiente modelo 
jerárquico:
Y ,|X ,/3  ~  N tfi(X.il3i ,(T2 \d ia g j ,Í 1 {xijX tij} ) ,  independientes, i =  1 , 2 , . . . ,  K,
0 ¡ \ 0 0  ~  Np(/3l),<r2 ( l - \ ) I p) , U . i . , i = l , 2  K ,  (4.11)
J T ^ )  <X 1,
donde X,- =  (x¿j , x | 2, . . . ,  x |^r.)í es una matriz de rango p, i =  1 , 2 , . . . ,  A  /3 =
(/3Í)^2> • • • > 0-2 es un escalar positivo conocido, A es un escalar entre 0 y 1
conocido ( 0  < A < \ )  y I p es la matriz identidad de dimensión p.
Este modelo es un caso particular del modelo Bayes de regresión en dos etapas y dos
jerarquías normal mínimo informativo definido en la subsección 3.2.4, y como caso
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particular del mismo tenemos la situación para muéstreos en dos etapas cuando no 
tenemos covariables tomando p =  1, X¿ =  1 ^ ,  t =  1 ,2 , , K
El análisis Bayes de este modelo y su comparación analítica con el modelo Bayes de 
Regresión para muestras aleatorias con varianza conocida se realizará en la sección 
4.3, presentándose un ejemplo numérico de esta comparación en la sección 4.4.
4.2 .2  A nálisis B ayes del m odelo para m u estras aleatorias
Para cerrar esta sección, el siguiente teorema obtiene las distribuciones predictivas 
del vector poblacional no observado y la media poblacional no observada, así como el 
estimador Bayes (para función de pérdida cuadrática) de la media poblacional y su 
varianza condicionada a la muestra.
T eo rem a  4.2 Consideremos el modelo Bayes de Regresión para muestras aleatorias 
con varianza conocida definido en (4 -2 ), entonces se tiene que:
(a) Y U| X , ( s ^ y ,  i) se distribuye según una normal (N  — n)-varianie con media y 
varianza dadas respectivamente por:
E (  Y u |X , ( A y , . ) )  =  X „3 , (4.12)
y a r(Y „ |X , {* '“»>«>> {x¡x¡} +  X „S _1X¡,} ,
se distribuye normal con media y varianza dadas por: 
£ ( y u |X ,(SI ,y ).))  =  (4.13)
ig i1
^ar(y u|X, (s^y,.)) = JJfZñji 1 S XiXí + ( £  Xi ) S~‘ ( S x‘
J^S1 V?*1 /  \*^al
y (c) el estimador Bayes para la media poblacional y su varianza condicionada a la 
muestra vienen dados por:
Y l  = J i y ' '  + 7 { T . X‘P ’ <4 1 4 )i Vis1
K a r(F |X ,(s 1)y 4i)) =  ^  |  ^  x *x í +  ( S  x *‘ ) S_1 ( x ¿ ) } >
V*^1 /  \* í?4»1 /  J
donde yai es la media muesiral, S =  x !(x *x !) 1x* V
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3  =  E O ^ l X . ^ . y . i ) )  =  S 1 ^ x j ( x ixí) 1yit
«e»1
(4.15)
es el estimador de regresión clásico.
D e m o s tra c ió n . La demostración de este teorema es inmediata a partir del corolario
2.1 tomando V  =  cr2 d i a g ^ ^ i x ] } .
C .S .Q .D .
4.3 Análisis Bayes del m odelo para m uéstreos en  
dos etapas y  com paración entre los tres procedi­
m ientos de m uestreo
Dividiremos esta sección para su estudio en dos partes muy diferenciadas, la primera 
destinada al análisis Bayes del modelo Bayes de Regresión para muéstreos en dos 
etapas con varianza conocida (definición 4.2) y la segunda a la comparación de las 
inferencias obtenidas para la media poblacional para los tres métodos de muestreo 
propuestos, estas inferencias se apoyarán en el modelo Bayes para muestras aleatorias 
con varianza conocida y en los casos particulares del modelo Bayes de Regresión para 
muéstreos en dos etapas con varianza conocida para los casos de muestreo estratificado 
y cluster.
4 .3 .1  A nálisis B ayes del m odelo  para m uéstreos en dos etap as
Las distribuciones predictivas del vector poblacional no observado y la media no obser­
vada, así como el estimador Bayes para la media poblacional y su varianza condicionada 
a la m uestra para el modelo Bayes de regresión con varianza conocida vienen dadas 
por el siguiente teorema:
T eo rem a  4.3 Consideremos el modelo Bayes de Regresión para muesieos en dos eta­
pas con varianzas conocidas dado en (4 . 1 1 ), entonces se tiene que:
(a) Y U|X , ( s , y  a) se distribuye normal (N  — n)-variante con media,
£ ( Y u | X , ( * , y , ) ) =  i + a*)3j, * € {*i, • • • ,**}, (4 16)
{  X U i j 8 t t  1 £  { * i , t 2 ,
y matriz de varianzas y covarianzas, dada por:
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* para i £  {z'i,. . . ,  i*}
VaríYyjX^s.y,)) = <r2A {X u.a .S^X ^ + d ia ^ ^ X y X y }}  +  
+<r2 I^ x „ , a is r 1[ J 2  “ ¡]', s r I“ ¡xLi
* para i £  {¿i, —  ,**},
V ar(YUj |X, (s,y,)) = <x2A í  ^ X „ , X ‘ , + }+
+ ^ x Ui[ ¿ 2  «f]"l x L<
* para i £  {*1 , . . . ,  ú } ,  j  & {¿i, . . . ,  ú } ,
Cov(YUl,Y„,|X ,(5 ,y>)) = 0-2 AXt,ia iSr'[ £  ^ - ‘X ^,
* G {* i , - ••,»*}
* para i ¿ j ,  i , j  £  {¿ i , . . . , i*},
Cov(YU|.,Y„.|X,(s,y,)) = ff2 T^ X „ , a iS r1[ £  a iJ -'S /'c^X i,,
te {* 1,
* para i ¿ j ,  i , j  g  { iu  . . .  .t*},
Cou(YUí,Yu>|X,(s,y,)) = cr2(l — A)XUí[ £  “ d-1*!.,-
*€ {* i ■ ,*jt}
(b) Yu|X,(s,ya) se distribuye normal con media y varianza dadas por:
£(Y«|X,(s,y,)) = - ^ 1  ¿ 2  l^ .-n .X ^IaÁ . + Í I p - a , ) ^
+  ^ 2  ^NiP w
ty{fi,...,ífc}
Yar(Yu|X ,(s,y,)) = .^ L ^ X v, +  (1 -  A)»,},
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(4.17)
)
(4.18)
(4.19)
(4.20)
(4.21)
]+
(4.22)
y  ( c )  el e s t im a d o r  B a y e s  para la m edia  poblac ional y  su va r ia n za  co n d ic io n a d a  a la
m u es tra  v ien en  dados por:
Y  = ^ y ,  + ^ - ¡ ^ - E { Y u\X ,{ s ,y , ) ) ,  (4.23)
2
Var(Y\X., ( s , y s)) = ^ { A tq  +  (1 -  A)u2},
¡fij
donde2 ys =  — (-' ,‘^ g*—  es la media muesiral, S,• =  ¿ x íj(x ó'x ! j)_ lx O' V
ol¡ =  ¡(1 -  A)S¡ + AIP]- I (1 -  A)S¡, i € {«i.......¿t},
3¡ =  S,-1 ^  x*i (x,jX,'>)_1yo-, ¿ € {¿l , - ■ -, ¿i},
j€s¡
K  = t E  « .r1 E  <*&• <4-24)
Zu, =  — Ot-i) +  ljVjXuj,
* G {* 1 1 • - •»* fc }
Ni
Vi = J2 Z  Xiixh + Z  J2Xiixh +
+  ^-Ui^-Ni-ni +
+  E  iiv.-r. X u. a , S - ‘[ £  “ ¡1‘ X .
»» = E  1ir,x«iXlilAr¡ +
* (f { * 1
+ e  E  «i]'12»-
*2{*i.•••.**} *G{*i,■»,**}
D e m o stra c ió n . La demostración de este teorema es inmediata a partir del corolario
3.1 tomando V,- =  a 2 A diagjli l {xijX tij} ,  i =  1 , 2 , . . . ,  K  y =  cr2( 1 — A)Ip.
C .S .Q .D .
La media de la distribución predictiva de Y Ui|X, ( s , y a), i = 1 , 2 , . . . ,  I\ , dada en (4.16) 
puede ser interpretada en términos de A. Notemos en primer lugar que, lógicamente
2Notemos que el factor a¿, i £ {t'i,¿2 ,• • •,lfc}> es en el caso que nos ocupa una matriz de dimensión p
simétrica
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en el caso de unidades no muestreadas, la media es la estimación lineal con pendiente 
de regresión la resultante de una ponderación de las pendientes de regresión clásicas 
para cada unidad muestreada3, /3W, y en el caso de unidades muestreadas, la m edia es 
la estimación lineal con pendiente de regresión una “combinación lineal” del estimador 
de regresión clásico, /3t-, i £ { * 1 , y de f3w, a través de a¿, i £ { ú , . . . ,  íjt}.
El factor de encogimiento (shrinking factor), a,-, i £ {¿i, . . . ,  que determ ina la 
combinación lineal anterior puede interpretarse como una función decreciente de A de 
Ip (para A —+ 0) a 0p (para A —► 1), de modo que, para A pequeño (si la correlación 
entre elementos de una unidad es grande) la pendiente Bayes de regresión se aproxima 
a la pendiente de regresión clásica para cada unidad muestreada i, i £  {¿i, 
y a medida que A crece (se aproxima a 1), el estimador Bayes de la pendiente de 
regresión se aproxima a (3W. Esta interpretación justifica, desde un punto de vista 
Bayesiano, el uso del estimador de regresión clásico en las situaciones habituales de 
muestreo estratificado y cluster, puesto que, según comentábamos en la subsección 
anterior, A mide la relación entre los elementos de una misma unidad (indicando un A 
pequeño, unidades homogéneas) y habitualmente los estratos se construyen intentando 
que los elementos dentro de cada estrato sean homogéneos entre sí y la propiedad 
de homogeneidad dentro de cada unidad suele darse también de m anera frecuente 
en los cluster (aunque en este último caso estamos ante una propiedad dada y no 
construida). También podemos interpretar a,-, i £ {¿i, . . . ,  ¿jt} a partir de las siguientes 
dos expresiones4:
otj =  [Var(l)i \f3l¡) + V a r(p ¡\X , 0 i ) Y ' V a r t f i l P p )  (4.25)
=  [Var(/3i \fip) - V a r ( p i \X , ( s , y a))] V a r - 1  (¡3^(3^)
de la prim era se sigue que a,-, puede interpretarse (en términos del modelo) como la 
contribución relativa de la varianza de /3¿ en el total de la variación de /3¿ alrededor 
de (3p, y de la segunda (en términos de distribuciones finales), como la proporción de 
varianza respecto a /3t- no explicada por la muestra.
Las expresiones del estimador Bayes de la media poblacional y de su varianza condi­
cionada a la m uestra dadas en (4.23) pueden simplificarse en los casos particulares de 
muéstreos estratificados (con k = K )  y cluster (con n,- =  , i £ {¿ i , . . .  ,**}), tal y
como se comprueba en el siguiente corolario:
C o ro la rio  4.1 El estimador Bayes para la media poblacional y su varianza condi­
cionada a la muestra, dados en (4-23) y obtenidos a partir del modelo Bayes de Re­
gresión para muestras en dos etapas con varianza conocida, tienen la siguiente forma
es u n a  ponderación de las pendientes de regresión clásicas de las un idades observadas que en general 
no coincide con el estim ador de regresión clásico p a ra  la  m uestra  en su  conjunto  (descrito  en  (4.15) p a ra  u n a  
m u es tra  a leato ria). E ste  e stim ador se obtiene en  el caso p a rticu la r =  S¿2 =  • • • =  S ,fc.
4La p rim era  expresión se ob tiene a  p a r tir  de la  definición de a , ,  no tan d o  que V ar(/0 ¿ |X ,/?,) =  AS” 1, y 
la  segunda se apoya en  el estud io  del m odelo Bayes de regresión en dos e tap as con dos je ra rq u ías  no rm al 
realizado en la  sección 3.2.
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■particular en los casos de muéstreos estratificado con k = K  y cluster con n,- =  Ni, 
i E {*i, — ,**}. Así:
(a) el estimador Bayes de la media poblacional y su varianza condicionada a la muestra 
para un muestreo estratificado, vienen dados por:
^  n 1 K
y  2 =  J¿y32 +  J2  1 ívi- n iX u .[« ¿ 3 i +  (Ip -  OLi)Pw\,
1 = 1
V a r(y  |X, (s2, y 42 )) =  ~  |  A Z  Z  xyxjy +  (1 -  X)ve 1 , (4.26)
l J
donde a,-, i =  1,2 (3if i = 1,2, . . . , K  y (3W son las expresiones definidas en
(4-24) y,
K
Ve =  ^ 2  — a »)
1 =  1
K  K
X í i .  +  ( £  a ' ) _ 1  £ &  "  a ‘ ) X L , l N , - n ,  
i'=l t=l
(4.27)
y (b) el estimador Bayes de la media poblacional y su varianza condicionada a la 
muestra para un muestreo cluster, vienen dados por:
+ £  1 (4.28)
l / a r ( y |X ,( s 3,y ,3)) =  f L  J A Z  +  C1 “  A)Vc \  ’
i  *fc}J=1 J
donde a i ,  i E { ¿ i , . . . , ú }  V son las expresiones definidas en (4-24) y,
ve = Y  i k x - . x í . , 1». +  ljv -„X „ ( Y ,  a ¡ ) -1 X i lN - »  (4.29)
D e m o stra c ió n . La demostración de este teorema es inm ediata a partir del teorema 
anterior aplicando que en los muéstreos estratificados k = I\ y en los muéstreos cluster 
ni =  Ni, i E {*i, — , i*}-
C .S .Q .D .
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4.3 .2  C om paración entre los tres tip o s  de m u estreo
Dedicaremos esta subsección a la comparación entre los tres procedimientos de muestreo 
propuestos a través de las expresiones para los estimadores Bayes y sus varianzas condi­
cionadas a la m uestra para muéstreos estratificados y cluster, dadas en el corolario 4.1, 
y las expresiones correspondientes para muéstreos aleatorios dadas en (4.14).
Para una mejor reflexión sobre los resultados distinguiremos entre dos situaciones: el 
caso sin covariables y con covariables. En ambos casos, para facilitar la interpretación 
de los resultados hemos partido de una situación en la que los estimadores Bayes para 
los tres procedimientos coinciden, Y  =  j^y 3 4- x,/3, con ¡3, el estimador de
regresión clásico, y por lo tanto la comparación entre los mecanismos de muestreo 
puede realizarse en términos de la varianza de la media poblacional dada una m uestra 
aleatoria, estratificada y cluster.
Caso sin  covariables
El artículo de Bayarri y Font(94)[6] estudia la comparación entre los tres procedi­
mientos de muestreo en el caso sin covariables a partir de los modelos definidos en 
las definiciones 4.1 (tomando p = 1, X  =  ljv ) y 4.2 (tomando p =  1, X¿ =  1 _/v¿, 
i = 1 , 2 , . . . ,  K ).  El teorema que describiremos a continuación introduce unas hipótesis 
para las cuales los estimadores Bayes de la media poblacional para los tres procedi­
mientos de muestreo coinciden y obtiene (bajo esas hipótesis) las expresiones de las 
varianzas de la media poblacional condicionada a muestras estratificadas y cluster en 
términos de la varianza de la media poblacional condicionada a una muestra aleatoria.
T eo rem a  4.4 Consideremos el modelo Bayes de Regresión para muestras aleatorias, 
con p =  1, x,- =  1, i — 1 , 2 y una muestra aleatoria de la población en estudio 
(s1, i ) y el modelo Bayes de Regresión para muestras en dos etapas, con p = 1, 
X i j  =  1, j  =  1 , 2 , . . . ,  N i ,  i =  1 ,2 , . . . ,  K , y una muestra estratificada ( s 2 , y 4 a )  y una 
muestra cluster (s3, y 4 3 )  de la misma población. Entonces se tiene que:
(a) si la muestra estratificada cumple que k — K  y las siguientes dos hipótesis:
ni =  n 2 =  • •• =  n K = £ ,  ( 4 . 3 0 )
N i  =  N 3 =  - -  =  N k  =  % ,  ( 4 . 3 1 )
se tiene que:
V i  =  J r . s ,  ( 4 . 3 2 )
KortVKs2^ ,! ) )  = AVaríyK s'^.i)),
y (b) si la muestra cluster cumple que n,- =  Ni, i £  {*i, *2» • • •»ú }  V Ia siguiente
hipótesis:
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Ntv1 = ív2 = ...  = ^  = - ,
se tiene que:
(4.33)
? 3  =  (4.34)
V, a r (y |( s 3,y Jj))  =  [A +  ^-(1 -  A J ly a rfy K s '.y .i) ) ,
donde ys es la media muestral, V a r ( Y |(s2, y a2 )) y V a r ( Y |(s3, y 43)) son las varianzas 
de la distribución predictiva dada la muestra para el modelo de Regresión (con p =  1, 
x ,j =  1, j  =  1 , . . .  ,N i,  i — 1 , . . . ,  K )  y V a r(y |( s 1, y 4i) es la varianza para el modelo 
de Regresión para muestras aleatorias (con p =  1, x,- =  1, i =  1 , . . . ,  N ).
D em o stra c ió n . La demostración de estos dos resultados se apoya en la realización 
de operaciones básicas (aplicando las hipótesis descritas anteriormente), sobre las ex­
presiones dadas para los estimadores Bayes de la media poblacional y sus varianzas 
condicionadas para los muéstreos estratificado y cluster en el corolario 4.1 resultados 
(a) y (b) respectivamente, (tomando p — 1, x,j =  1, j  =  1 , . . . ,  TV,-, i — l , . . . , / v )  y 
la comparación de estos resultados con los obtenidos para un muestreo aleatorio en el 
teorema 4.2, (tomando x¿ =  1, i = 1 , . . . ,  K).
C .S .Q .D .
Las hipótesis (4.30) y (4.31) para el muestreo estratificado y la hipótesis (4.33) para 
muestreo cluster, que permiten establecer el resultado anterior, son cómodas para es­
tablecer la siguiente comparación entre los tres procedimientos (presentada en Bayarri 
y Font(94)[6]), pero constituyen hipótesis sobre las muestras estratificadas y cluster 
bastante restrictivas, sobre todo en el caso del muestreo cluster, en el que el tam año 
de los cluster es un dato que viene dado y no puede ser controlado por el estadístico.
* Bajo las hipótesis (4.30) y (4.31), (tomar estratos del mismo tamaño y m uestrear en 
cada uno de ellos el mismo número de elementos), el muestreo estratificado proporciona 
siempre mejores resultados que el muestreo aleatorio, dado que 0 <  X < 1. Además, 
en los muéstreos estratificados, habitualmente, las diferencias entre elementos dentro 
de cada estrato son pequeñas y por lo tanto A es pequeño, y la ganancia en precisión 
del estimador es considerable.
* Bajo la hipótesis (4.33), (los cluster son del mismo tamaño), el muestreo cluster 
proporciona peores resultados que el muestreo estratificado y el aleatorio. Efectiva­
mente, en los muéstreos cluster las varianzas entre cluster son muy grandes y por lo 
tanto A está cerca de cero, con lo que V a r[Y |(s3,y a3)) tiende a
con ^  >  1, si el tamaño de los clusters es mayor que 1. La hipótesis (4.33) puede
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debilitarse, manteniendo el resultado de igualdad de estimadores (con lo que la com­
paración sigue pudiéndose realizar en términos de la varianza condicionada de la media 
poblacional), tomando N il = N {2 = • • • =  Nik \ en este caso se tiene que:
V'or(y|(S3>y )»)) =  [A +  ( l - A ) A r „ ] l /a r ( F |X , ( 51,y , . ) ) ,  (4.35)
con N w =  — (K-n)*------ • ^  resultado anterior, sobre la precisión de la
\  + k
estimación sigue siendo válido, cuando Ni > j ,  i £  {*i,*2> • • •»**} ( f - es el tam año 
de los estratos muestreados), ya que en este caso, se pueden repetir nuevamente las 
reflexiones anteriores y N w > 1.
C aso  con  covariab les
En el caso con covariables, la comparación entre los muéstreos aleatorios, estratificado 
y cluster es más complicada y no puede realizarse en términos absolutos (ni siquiera 
introduciendo hipótesis para que los estimadores Bayes de la media poblacional coinci­
dan), dado que las varianzas de las distribuciones predictivas de la media poblacional 
dependen de los valores de la covariable de los elementos no muestreados (que no tiene 
porque coincidir para las tres muestras). El siguiente teorema muestra unas hipótesis 
bajo las cuales los estimadores de la media poblacional coinciden para los tres tipos 
de muestreo y compara las varianzas para los muéstreos estratificado y cluster con 
la varianza que se obtendría para estas muestras asumiendo el modelo para muestras 
aleatorias.
T eo rem a  4.5 Consideremos el modelo Bayes de Regresión para muestras en dos eta­
pas y una muestra estratificada (s2, y s2 ) y una muestra cluster (s3, y a3) de población 
en estudio. Entonces se tiene que:
(a) si la muestra estratificada cumple que k =  K  y las siguientes dos hipótesis:
Si = S2 =  • • • = S K}
—r»2^u2 ’ ^ k - » k^ Uk ’
se tiene que:
%  = + D  x ‘i3 ,  (4.38)
(U)ür»2
Va r (y  |X, (s2, y aa)) =  AKar5i?s( F |X ,  (s2, y,a)),
y (b) si la muestra cluster cumple que =  Ni, i G {¿i, *2 » • • •, h }  V Ia siguiente 
hipótesis:
(4.36)
(4.37)
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S¿i =  S¿3 =  • • • =  S,-fc , (4.39)
se tiene que:
y 3 = + S  * > 0 ’ (4 -40)
V a r ( Y lX , ( s 3,y ,s ) )  =  [A +  (1 -  A)R„]VarSHS(F |X ,(* 3,y,»)),
donde /3 es el estimador de regresión clásico para la muestra tomada en su globa- 
lidad, Si, i G {ú , *2 » • • • > **} son las matrices de dimensión p definidas en (4 .2 4 ), 
V a r ( Y |X , (s2, y aí)) y V a r ( Y |X, (s3,y ,3)) son las varianzas de la distribución predic­
tiva dadas las dos muestras para el modelo de Regresión, V a r s R s (Y |X, (s2, y , 2 )) y 
V a r s R s i y |X ,(s 3,y ,3)) son las varianzas de las distribuciones predictivas dadas las 
dos muestras asumiendo el modelo de Regresión para muestras aleatorias, y
R,„ =  "TTTT
» Í E . «    ( E & x*) ( £ & » ? , )
+
+
V a rjy |X ,(« 3 >yf.))
• (4-41)
D e m o s tra c ió n . La demostración de estos dos resultados se apoya en la realización 
de operaciones básicas de matrices (aplicando las hipótesis descritas anteriormente), 
sobre las expresiones dadas para los estimadores Bayes y sus varianzas condicionadas 
para los muéstreos estratificado y cluster en el corolario 4.1 resultados (a) y (b) res­
pectivamente, y la comparación de estos resultados con los obtenidos asumiendo un 
muestreo aleatorio y aplicando el estimador Bayes de la media poblacional y su va­
rianza condicionada dados en el teorema 4.2 (expresiones en (4.14)).
C .S .Q .D .
Notemos en primer lugar que las hipótesis (4.36) y (4.37) para la m uestra estrati­
ficada y (4.39) para la muestra cluster son más restrictivas que las correspondien­
tes hipótesis para el caso sin covariables. Respecto a las hipótesis, señalemos que: 
(4.36) y (4.39) pueden interpretarse en términos de la varianza de /3t-, i G {¿1 , . . .  ,ú } ,  
( V a r ^ i |X ,/3t-) =  AS,” 1), y consiste en seleccionar una muestra de modo que la varia­
bilidad de los estimadores de regresión clásicos dentro de cada unidad sea semejante 
para  todas las unidades muestreadas; mientras que, (4.37) hace referencia a que la me­
dia de las covariables de elementos no muestreados sea la misma en todas las unidades
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muestreadas. Ello no obstante, estas hipótesis pueden darse (al menos aproximada­
mente) en la práctica, así las hipótesis (4.36) y (4.37) para muéstreos estratificados 
con k =  K  se cumplirán, la primera en estratificaciones en las que las variabilidades de 
los estratos sean similares y la segunda cuando la información “despreciada” en cada 
estrato (no muestreada) sea similar. Y la hipótesis (4.39) para muéstreos cluster con 
m  =  Ni, i £ {¿i, *2 > • • • > **} también puede ser bastante habitual, puesto que los cluster 
suelen estar formados por elementos muy homogéneos entre sí con variabilidades entre 
cluster similares.
Respecto a la comparación entre los procedimientos de muestreo aleatorio, estratificado 
y cluster, para el caso con covariables señalemos que el teorema 4.5 establece que bajo 
las hipótesis (4.36) y (4.37) para un muestreo estratificado con k =  K  y (4.39) para 
un muestreo cluster con =  Ni, i £ {*i,*2> • •• >*'fc} > l°s estimadores Bayes de la 
media poblacional para los tres muéstreos coinciden, además se tiene, comparando las 
varianzas de la media poblacional condicionadas a las tres muestras, que:
* En un muestreo estratificado “bueno” , K ar5 ^ 5 (Y |X ,(s2,y a2 )) ha de ser inferior 
o semejante a V’a r(Y |X ,(s1,y í i)) ya que las diferencias dentro de los estratos son 
inferiores a las existentes entre los elementos de una población no estratificada y su 
suma (referida a los elementos no muestreados) tanto en media como en varianza será 
inferior o al menos del mismo orden que la media y varianza de una población no 
estratificada y esta reflexión es trasladable a los valores de la covariable, ya que ésta 
proporciona información acerca de la característica en estudio. Bajo esta hipótesis, se 
recupera el resultado para el caso de covariables que mostrábamos en la subsubsección 
anterior, según el cual, las inferencias obtenidas por un muestreo estratificado son más 
precisas que las obtenidas por un muestreo aleatorio.
* En un muestreo cluster, las varianzas entre clusters suelen ser muy grandes, por lo 
que A está cerca de 0 y la varianza tiende a
RTOV'ars„ s (i/ |X ,(S3,y sS)) =
<7
Ñ 2
( Mi \  (  Mi
U > * l  +
j =i /  v = i
+k -1 E  E
j =i
M ,
E  E*í;
Esta cantidad, normalmente, superará a la varianza para un muestreo aleatorio, así, 
si asumimos que las medias de las covariables de unidades no nuestreadas coinciden
, queentonces la expresión anterior se convierte en jp  
es un término grande dado que K  es mucho mayor que A: y las diferencias entre clusters 
suelen ser grandes (y mayores por supuesto que entre elementos no muestreados en un 
población muestreada aleatoriamente). Nuevamente, en estas situaciones se recupera
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el resultado según el cual el muestreo cluster es menos preciso que el muestreo aleatorio 
(y evidentemente mucho menos que el estratificado).
4.4 Ejemplo: com paración numérica de los m ués­
treos aleatorio, estratificado y cluster
En la práctica, las características de la población son las que hacen más adecuado 
o condicionan el mecanismo de muestreo a aplicar, por lo que no es corriente que 
una población sea muestreada por los tres procedimientos estudiados en este capítulo. 
En esta sección hemos recurrido al artificio, para comparar los tres procedimientos 
numéricamente, de simular varias poblaciones y obtener para cada una de ellas tres 
muestras correspondientes a los tres mecanismos de muestreo estudiados. Concreta­
mente, hemos simulado las poblaciones sin covariables: Pob2Aa, Pob2Ab, Pob2Ba y 
Pob2Bb, extrayendo para cada una de ellas una muestra aleatoria, una m uestra estra­
tificada y una muestra cluster, y finalmente hemos obtenido los estimadores Bayes de 
la media poblacional y su varianza condicionada a la muestra, usando las expresiones 
de las mismas proporcionadas en el capítulo, para cada población y cada muestra.
Las características de las poblaciones simuladas, el mecanismo aplicado para la ob­
tención de la muestra y los resultados obtenidos aparecen comentados en las siguientes 
subsecciones.
4 .4 .1  D escripción  de las poblaciones sim uladas y  ob ten ción  de  
las m uestras
Las cuatro poblaciones simuladas: Pob2Aa, Pob2Ab, Pob2Ba y Pob2Bb, responden 
al mismo esquema de simulación que denominaremos Población 2.
P o b la c ió n  2
P ara  la simulación de la población 2 se aplicó el siguiente procedimiento, que dio 
lugar dependiendo del valor de K  y A, a las poblaciones: Pob2Aa, Pob2Ab, Pob2Ba y 
Pob2Bb, de acuerdo con el esquema presentado en la tabla 4.1.
1. Obtención de una muestra de tamaño K  de una Normal con media 80 y varianza 
152(1 — A) (—» {/?,}£]).
2. Obtención para i = 1 ,2 , . . . ,  /v , de una muestra de tamaño ■° °^-  de una Normal 
con media /?,• y varianza 15
Notemos que las poblaciones simuladas según este esquema cumplen el modelo Bayes 
de Regresión para muéstreos en dos etapas con varianzas conocida sin covariables 
definido en la sección 4.2 (con p =  1, X¿ =  1/^, ¿ =  1 ,2 , . . . ,  K ),  y además cumplen 
que el tam año de todas las unidades es el mismo (hipótesis (4.31) y (4.33) del teorem a
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A -  0 1 1 A J 0 7
k - i’nb;A3 !
k * -K«l I \ .b :H a  i Pob:W >
Tabla 4.1: Esquema sobre la simulación de la Población 2
4.4). Respecto a las elecciones de K  y A realizadas, descritas en la tabla  4.1, notemos 
que una muestra estratificada de Pob2Aa y una muestra cluster de Pob2Ba tendrán  
respectivamente las características habituales de cada uno de estos tipos de muestreo 
que comentábamos al principio del capítulo.
Para la obtención de las tres muestras para  cada población (para  tam año muestral 
total n =  800 y n =  1600), se ha procedido de la siguiente manera:
-  para la obtención de la muestra de la muestra aleatoria, se seleccionaron aleato­
riamente y sin reemplazamiento n elementos de los 10000 de la población.
-  para la obtención de la muestra estratificada se selectionaron aleatoriamente y sin 
reemplazamiento de cada unidad (estrato), j-  elementos de los 1Q^ °° existentes.
-  para la obtención de la muestra cluster, se seleccionaron aleatoriamente y sin 
reemplazamiento y ^ p  unidades (clusters) de las K  existentes y se muestrearon 
totalmente.
Notemos que la muestra estratificada cumple que el número de elementos muestreados 
en cada estrato es el mismo (hipótesis (4.30)), lo que implica jun to  a la propiedad 
de que el número de elementos en todos los estratos coincide, el cumplimiento de las 
hipótesis (4.30) y (4.31) del teorema 4.4.
4.4.2 D esc r ipc ión  del modelo  apl icado p a r a  el análisis  de  las 
poblac iones  s im uladas
Para realizar inferencias sobre las poblaciones simuladas anteriores se han aplicados los 
modelos descritos en las definiciones 4.1 y 4.2, el primero para las muestras aleatorias 
y el segundo para  las muestras estratificadas y cluster, tomando <r2 =  152, esto es 
el valor auténtico de la varianza de la población, puesto que estamos asumiendo que 
la varianza poblacional es conocida. En el caso del modelo en dos etapas se tom ará  
también como valor de A, el auténtico A de la población simulada por la mism a razón.
4.4.3 R e su l ta d o s  ob ten idos
El estimador Bayes para  la media poblacional y la desviación típica dada la m uestra  
para cada pareja población-muestra, se obtienen por la aplicación de las expresiones
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MUESTRA ALEATORIA MUESTRA ESTRATIFICADA MUESTRA CLUSTER
POBLACION n ESTIMADOR DT ESTIMADOR D T ESTIMADOR D T
Pob2A¿ 
YA 81 46
SOO SI 09 0 2587 81 56 0 0776 88 78 72 51
1600 81 48 0 1181 81 35 0 0354 75 65 33 10
Pob2Ab 
Y = 78 45
800 78 71 0 2587 78 66 0 1811 72 78 31 23
loOO 78.32 0 1181 78 30 0 0827 75 51 14 25
Pob2Ba 
V :  19 4<i
800 79 99 0 2587 79 25 0 0776 80 76 4.605
1600 79 60 0 1181 79 54 0 0354 80 02 2 102
Pob2Bb 
Y = 79 29
SOO 80 18 0 2587 79 31 0 1811 8021 2 121
1600 79 38 0 1181 79 40 0 0827 78 37 | 0 «684
Tabla 4.2: Estimador Bayes de la media poblacional y su desviación típica
(4.14), (4.32) y (4.34) (notemos, nuevamente, que las muestras estratificadas y cluster 
cumplen respectivamente las hipótesis (4.30)-(4.31) y (4.33)), y vienen reflejados en la 
tab la  2.2, que contiene además el auténtico valor de la media poblacional de cada una 
de las cuatro poblaciones.
Notemos del análisis de los resultados que:
* Las desviaciones típicas de la media poblacional condicionadas a la muestra estra­
tificada son menores que las obtenidas a partir de la muestra aleatoria, especialmente 
cuando A =  0.3 (en los muéstreos estratificados “buenos"’ A es pequeño), y las desvia­
ciones típicas de la media poblacional condicionada a la muestra cluster son mayores 
que las obtenidas para  la muestra aleatoria y, obviamente, la m uestra estratificada, 
sobre todo cuando K  =  25 (en los muéstreos estratificados, usualmente, K  es grande 
y en el ejemplo para  K  =  400, las desviaciones, aunque superiores a las del muestreo 
aleatorio son mucho menores que las que se producen con K  = 25). Estos resultados 
eran esperables y responden a los resultados comparativos que se establecían en la 
subsección 4.3.2 en base al teorema 4.4.
* Si comparamos el valor estimado para la media poblacional con el valor auténtico 
de la media poblacional se confirman las relaciones establecidas en el punto anterior. 
La mejor estimación es proporcionada por los muéstreos estratificados (errores abso­
lutos alrededor de ±0.15), la segunda estimación es la proporcionada por el muestreo 
aleatorio (errores absolutos alrededor de ±0.2 y ±0.7) y la peor estimación es la pro­
porcionada con el muestreo cluster (con errores alrededor de las 5 unidades cuando K  
es pequeño).
4.5 C om entarios finales
En este capítulo hemos comprobado teóricamente y con un ejemplo que bajo algunas 
hipótesis, la estimación basada en muéstreos estratificados es más precisa que la basada
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en muéstreos aleatorios y que la estimación basada en muéstreos cluster es menos pre­
cisa que la estimación basada en muéstreos aleatorios. Entre las hipótesis introducidas 
para la comparación y sobre las matizaciones para establecer el resultado comparativo 
en presencia de covariables, queremos destacar las siguientes observaciones:
1.- El análisis en presencia de covariables requiere para establecer resultados compa­
rativos más concretos de la modelización de la matriz de covariable X  como matriz 
aleatoria.
2.- La importancia en la descripción del modelo de muestreo en dos etapas del parám etro 
A y las dificultades que puede entrañar su valoración a priori (por su relación con la 
varianza de la población y la varianza de las pendientes de cada unidad), sugiere la 
formulación de un modelo que asuma A desconocido.
3.- El objetivo de una comparación analítica de los resultados obtenidos por los tres 
mecanismos de muestreo (incluso en el caso sin covariables), condiciona el estudio 
en varios aspectos: empleo de un mismo modelo para los muéstreos estratificados y 
cluster (el modelo sugerido en la subsección 4.2.1 requiere de métodos computacionales 
para su implementación), la hipótesis sobre el parámetro A que se asume conocido 
(nuevamente, modelizaciones sobre A van a requerir de métodos computacionales) y 
la introducción de hipótesis sobre los muéstreos para poder comparar los resultados 
inferenciales sobre la media obtenidos a partir de los mismos.
Todo ello, nos conduce a proponer una línea de investigación futura (complementaria a 
los estudios realizados en este capítulo) consistente en la introducción de modelos algo 
más complejos, que permitan estudiar más formalmente el caso con covariables y/o 
modelicen A, y en su estudio mediante el empleo de procedimientos computacionales.
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C apítulo 5
A n álisis  B ayesiano de R u tas  
A leator ias
5.1 Introducción
En el capítulo anterior hemos estudiado comparativamente los resultados (concreta­
mente el error cometido en la estimación de la media poblacional bajo hipótesis en 
las que los estimadores Bayes eran coincidentes), de la estimación bajo un muestreo 
aleatorio, un muestreo estratificado y un muestreo cluster y en qué condiciones un pro­
cedimiento daba mejores resultados que otro; sin embargo en la práctica la obtención 
de una muestra aleatoria, estratificada o incluso cluster no es fácil. Efectivamente, 
estos muéstreos precisan de la existencia de un censo de la población, (para poder 
elegir así aleatoriamente a los elementos de población que han de ser muestreados) y 
dicho censo puede ser muy costoso económicamente o muy difícil (a veces imposible) 
de obtener (por ejemplo, los censos de animales salvajes, de árboles, de peces en un 
lago,... y los censos de poblaciones temporeras, por ejemplo, censos de turistas, de 
aves migratorias,...).
Estas dificultades y la necesidad de poder estudiar e inferir en este tipo de poblaciones 
sin censo ha conducido al empleo de procedimientos que permitan obtener una muestra 
“aproximadamente” aleatoria de las mismas. En esta línea, Kish(65)[65] es el primero 
en describir algunos mecanismos y proponer para muestrear a los elementos de una 
ciudad un mecanismo de muestreo por rutas aleatorias. El muestreo por rutas aleato­
rias (el más común en la práctica cuando la población está formada por las personas 
de una localidad y también aplicable cuando la población está situada en una zona ge­
ográfica que es fácilmente cartografiable), consiste en la división física de la población 
a través de su localización geográfica particionando la zona en rutáis aleatorias disjun­
tas, que se obtienen definiendo recorridos que pueden responder a la estructura física 
de la zona (por ejemplo: calles, caminos en el campo,...) o pueden estar definidas de 
una manera más casual mediante instrucciones muy específicas (por ejemplo: subir la
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calle A, a la segunda manzana torcer a la derecha, a la quinta manzana,...) y una vez 
realizada esta partición, se procede a la elección aleatoria de un número determinado 
de rutas y dentro de cada ru ta  de un número determinado de elementos por un pro­
cedimiento instrumentalizado de modo que la elección de los elementos en cada ru ta  
sea “aleatoria” .
El análisis de una muestra de población obtenida por estos métodos no estrictam ente 
aleatorios como si se tra ta rá  de una muestra aleatoria de la población en estudio (que 
es el análisis usualmente aplicado por los encuestadores) ha sido ampliamente criti­
cado por el desajuste que en la práctica se produce entre la muestra así obtenida y la 
hipotética muestra aleatoria del modelo teórico, que conduce usualmente a sobreesti­
mar la precisión de los estimadores obtenidos.
El objetivo de este capítulo es la presentación y análisis de modelos Bayesianos para 
poblaciones no censadas, que permitan incorporar la incertidumbre adicional que se 
produce cuando la muestra de la población se obtiene por una técnica de muestreo 
basada en rutas aleatorias en vez de aplicar un muestreo aleatorio, mostrando me­
diante ejemplos cómo estos modelos representan un sustrato teórico más adecuado 
para la inferencia para muestras obtenidas por rutas aleatorias que el habitualm ente 
aplicado, puesto que proporcionan mejores estimaciones acerca de la precisión de los 
estimadores aplicados o al menos nos indican si efectivamente en un caso concreto 
estamos sobreestimando la precisión de los mismos. El capítulo para su exposición se 
dividirá en cinco secciones incluyendo a la sección actual introductoria; la sección 5.2 
presentará los tres modelos para rutas aleatorias que analizaremos en este capítulo, 
todos ellos bajo la hipótesis de un muestreo por rutas de una población y dos mo­
delos Bayes adecuados para poblaciones muestreadas según un muestreo aleatorio, el 
primero de ellos asume que el tamaño de la población es conocido (hipótesis que es 
cierta cuando realmente se realiza un muestreo aleatorio, pero que en la práctica no 
se da habitualmente cuando se realiza un muestreo por rutas) y el segundo que éste es 
desconocido. La sección 5.3 proporcionará las distribuciones condicionales propias del 
análisis Bayesiano de los modelos propuestos. La sección 5.4 se dedicará al análisis del 
funcionamiento de los tres modelos presentados, comparando los resultados obtenidos 
de su aplicación sobre tres poblaciones distintas frente a los obtenidos asumiendo los 
modelos de muestreo aleatorio definidos y estudiados en las secciones 5.2 y 5.3, y 
finalmente la sección 5.5 incluirá los comentarios finales.
5.2 Cinco m odelos Bayes para describir una pobla­
ción
Como ya indicábamos en la introducción dedicaremos esta sección a la presentación de 
cinco modelos, los tres primeros (definiciones 5.1, 5.2 y 5.3) constituyen los modelos 
propuestos en esta tesis para la inferencia en poblaciones muestreadas por rutas aleato­
rias y el cuarto y quinto (definiciones 5.4 y 5.5) son modelos para realizar inferencia 
en poblaciones muestreadas según un muestreo aleatorio.
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Antes de pasar a la definición de estos modelos, modificaremos la notación que usábamos 
en los capítulos anteriores, para ajustarla a las características de una población no 
censada (cuyo tamaño es usualmente desconocido en la práctica), muestreada por ru­
tas aleatorias (cuyo tamaño es asimismo usualmente desconocido) y describiremos las 
características que ha de cumplir un muestreo por rutas aleatorias para pertenecer 
al conjunto de los modelizados en este capítulo (a partir de ahora, al referirnos a un 
m uestreo aleatorio por rutas nos referiremos a un muestreo de rutas con las propiedades 
definidas a continuación). En concreto, asumiremos que:
— el número de elementos de la población es desconocido
— y el número de elementos por ru ta  aleatoria es desconocido si la ru ta  no es 
m uestreada y conocido si la ru ta es muestreada (en la práctica los tamaños de 
todas las rutas sean o no muestreadas es usualmente desconocido conociéndose 
a lo sumo estimadores de los tamaños de rutas muestreadas; los modelos que 
presentaremos aquí son simplificaciones de la realidad, pero son buenas aproxi­
maciones cuando tenemos buenos estimadores de los tamaños de las rutas mues­
treadas),
y añadiremos a las notaciones habituales, reunidas en el apéndice A, las siguientes:
— T, una variable aleatoria que mide el número de elementos de la población,
— Ti, una variable aleatoria que mide el número de elementos de la ru ta  i, i = 
1 , 2 , . . . , A,
— señalemos, también que en este capítulo cometeremos el abuso de notación de 
representar a las realizaciones de las variables de los items anteriores también con 
mayúsculas,
interpretando que las unidades son ahora rutas, con K , número de rutas (antes número 
de unidades) conocido. Y consideraremos que el procedimiento seguido para la se­
lección de la m uestra ha sido el siguiente:
— selección por de una muestra aleatoria de k rutas distintas de las K  existentes, 
(las rutas seleccionadas corresponden a los índices del conjunto {¿i, ¿2 , . . . ,  ú } ) ,
— estimación o conocimiento de los tamaños T¡ (realización de la variable Ti) de 
las rutas seleccionadas para ser muestreadas y selección para cada ru ta  i £ 
{¿i, . . . ,  i*} de una muestra aleatoria de n t- elementos con índices distintos (n¿ <  
Ti, con =  n) de los T¡ existentes (los elementos muestreados en la ru ta  i , 
i £ {¿i,¿2 , • • • , ú ) ,  corresponden a los índices (i , j ) con j  £ s¿, midiéndose para 
estos elementos la característica de interés (yt¿)).
Las limitaciones prácticas de este tipo de muestreo son, por una parte el necesario 
conocimiento de los tamaños o de una estimación de los mismos (en cierta m anera a 
priori, para seleccionar un tamaño de la muestra para cada ru ta  inferior al tam año de 
la misma) y la hipótesis de aleatoriedad en la elección de los elementos de cada ruta.
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A continuación pasaremos a describir tres modelos para rutas aleatorias, con los que 
se propone, básicamente, incorporar la incertidumbre adicional derivada del uso de 
un muestreo por rutas aleatorias en lugar de un muestreo aleatorio, mediante un mo­
delo jerárquico Bayes. El primer modelo (definición 5.1), aunque en algunos casos 
demasiado simplificado para ser realista, es en cualquier caso, un instrum ento útil 
(como veremos más adelante por medio de ejemplos) para estudiar la adecuación de 
las hipótesis de un muestreo aleatorio. Los otros dos modelos (definiciones 5.2 y 5.3), 
se introducen también con este fin exploratorio, incorporando cada uno de ellos sólo 
una parte de la incertidumbre adicional estudiada a través del primero: el modelo de 
la definición 5.2 en forma de diferencias entre la variabilidad (heterogeneidad) de las 
rutas y el de la definición 5.3 entre las medias de las rutas. Grandes diferencias entre 
los resultados inferenciales obtenidos a partir de estos tres modelos, indicarán pro­
bablemente que las hipótesis de muestreo aleatorio no son adecuadas para el análisis 
de la población en estudio a través de la muestra obtenida por rutas y que es pre­
cisa una cuidadosa modelización de las rutas, incluso si el modelo jerárquico de la 
definición 5.1 no se juzga adecuado. Siendo, además las varianzas finales de la función 
de características estudiada (en nuestro caso media de cada ru ta  y media poblacional) 
derivadas del modelo de la definición 5.1 una medida de la fiabilidad del estimador 
mucho más adecuada que la derivada del muestreo aleatorio.
D efin ic ión  5.1 Dado el vector poblacional Y  =  (Y{, Y £ ,. . . ,  Yj^)* con Y,- =  (Vn,Y¿2 , 
• • • ¡YíTíY, i — 1 ,2 , . . . ,  K  y el vector aleatorio T  =  (T \ ,T 2 , . . .  , T k Y , que representa el 
número de elementos de cada una de I\ rutas, llamaremos m o d e lo  B ayes de r u ta s  
a le a to r ia s  al definido por el siguiente modelo jerárquico:
Y,|T,e,<r2 ~ NTi (1t< 0») IT i ^ i ) ,  i = 1 ,2 , . . . ,  AT, independientes ,
0 ,| t ¡ , a 2 ~ N ( h , cí<Tí ), i = l , 2 , . . . , K } independientes,
fl ~ N(a*o, o-o)>
<xf ~ Ga-1 (a0,6o), ¿ = 1 ,2 , . . . ,  K , i.i.d.,
Ti\X ~ Po(A), i = 1 , 2 , . . . , A,, i.i.d.,
A ~ Ga(a,0),
donde G =  (# i ,O2 , . . . ,  QkY> 0-2 =  (a i > a2 > • • • > ^ k Y i  Vo es un escalar positivo, 0 %, 
{c*}£Li> ao, bo, a  y (3 son escalares positivos asimismo conocidos, 1 e I son res­
pectivamente el vector de unos y la matriz identidad de dimensión T¡ e i.i.d. es la 
abreviatura de independientes e igualmente distribuidos.
D efinición  5.2 Dado el vectorpoblacionalY  =  (Y j, Y £ ,. . . ,  Y^)* con Y,- =  (Y¿ 1 , V¿2 , 
• • • iYíTíY> * = 1*2,... , K  y el vector aleatorio T  =  (T i,7 2 ,. . .  ,TkY>  ?ue representa el 
número de elementos de cada una de K  rutas, llamaremos m odelo  B ayes de rutas  
aleatorias con m edias iguales al definido por el siguiente modelo jerárquico:
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Y ,|T ,^ ,< r2 ~  N tíO-TíH,I t í ^ 2), i =  1 ,2 ,. ..
A*
<ñ ~  G a-1 (a0,60), i = 1, 2 , . . . , I< ,
Tí| A ~  i = 1 .2 , . . . , K, i.i.d.,
A ~  G a(a,0),
2 =  (O’l>02>- .. ,<7k Y> Vo es un escalar positivo,
(5.2)
positivos asimismo conocidos, l^v e It ¡ son respectivamente el vector de unos y la ma­
triz identidad de dimensión Ti e i.i.d. es la abreviatura de independientes e igualmente 
distribuidos.
D efin ic ió n  5.3 Dado el vector poblacional Y  =  (Y\ ,  Y 2 , . . . ,  Y^-)* con Y,- =  (Y h ,Y í2 , 
• • • 1 =  1 ,2 , . . . ,  K  y el vector aleatorio T =  (T i,T 2 , . . .  ,TkY> que representa el
número de elementos de cada una de K  rutas, llamaremos m o d e lo  B ayes d e  ru ta s  
a le a to r ia s  h o m o ced á s tic a s  al definido por el siguiente modelo jerárquico:
Y t |T,0,<72 *- N Tí(1t,0í,It,<t2), i = l , 2 , . . . , I< ,
Oi\¡.l,<T2 -- N(p.,ca2), i = 1,2 , . . . , K  i.i.d.,
fi -- N{pto,<r%),
<T2 *- G a- 1 (ao, ¿o),
Ti\X -- Po{ A), i =  1 ,2 , . . . ,  A', i.i.d.,
A ~  Ga(a,j3),
(5.3)
donde 6  =  (0i, 6 2 , . . . ,  OkY> f¿o es un escalar positivo, a\, c, ao, bo, a  y ¡3 son es­
calares positivos asimismo conocidos, 1 e I son respectivamente el vector de unos 
y la matriz identidad de dimensión T¡ e i.i.d. es la abreviatura de independientes e 
igualmente distribuidos.
Los modelos de superpoblación condicionados a / i y T  para los modelos anteriores, que 
servirán de base para un comentario más amplio de los tres modelos que será realizado 
en la próxima sección, vienen dados por el siguiente teorema:
T e o re m a  5.1 Los modelos de superpoblación condicionados a p. y T ,  son:
(a) para el modelo Bayes para rutas aleatorias definido en (5.1):
Y¿|//,7i ~  ít¿(1t¿^ , — (It¿ + lTjlT¿c*)>2ao), (5.4)a0
independientes, i =  1,2 con media y varianza marginales, para j  =  1,2, . . . ,7 ¿ ,
* =  1, 2 ;
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E(Yij\iitTi) = ¡i,
Var(Yij\p,Ti)  =  —^ - r  (1 +  c¿), (5.5)
do — l
y covarianzas, para j , j*  =  1 ,2 , . . .  ,Ti, i , z* =  1 , 2 , ,  # ,
C « i(y i í ,y i. i .|/x ,T ¡,T i.) =  |  ¿ ^ tC< (5.6)
(b)  para el modelo Bayes para rutas aleatorias con medias iguales definido en (5.2):
Y ,|íi, Ti ~  tT¡ ( l T¡/i, ^ I T(, 2o0), (5.7)
a0
independientes, i =  1 ,2 , . . . ,  K , con media y varianza marginales, para j  — 1 ,2 , . . .  ,7¿, 
z =  1 , 2 , . . . , # ;
E(Yij\fi,Ti) = ¡i,
Var(Yi i \r,T¡) =  - ^ - r ,  (5.8)
d o  —  1
y covarianzas entre elementos O,
(c) para el modelo Bayes para rulas aleatorias homocedásticas definido en (5.3):
Y|/z, Ti, i = 1 , 2 , . . . , #  ~  — ( I t  +  c • dza5r, :^1{lT i lT j}),2ao), (5.9)do
con media y varianza marginales, para j  =  1 ,2 , . . . ,  TJ, z =  1 , 2 , . . . , # ;
E{Yij\ti,Ti) =  ¿z,
V a r iY i jb .T i)  = - ^ - ( 1  +  c), (5.10)
do — 1
y covarianzas, para j , j*  — 1 , 2 , . . . , Ti, i,i* =  1 , 2 , . . . , K ,
Cov(Yi h Yi.¡ . \ ií,Tu Ti. )  = {  '  =  ^  (5.11)
donde T = Y a =i Tí -
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D em o stra c ió n . La demostración se apoya en la obtención de la distribución de 
Y |/z ,T  para los tres modelos, aplicando los resultados (a) de los lemas B.8, B.9 y
B .l l ,  y las propiedades sobre los dos primeros momentos de una distribución t.
Las distribuciones del vector Y |¿z,T dadas en (5.4), (5.7) y (5.9), se obtienen de la 
siguiente manera:
-  A partir de las distribuciones de Y |0 , <r2,T  y 0\fi, a 2 definidas en (5.1), se obtiene, 
aplicando el resultado (a) del lema B.8, la distribución de Y |/¿ ,c 2,T , que viene 
dada por:
Y|/¿, <r2,T  -  N T i l T ^ d i a g f í ^ l T i  +  })•
Y a partir de la distribución de Y |/i,<r2,T  y la distribución inicial de a 2 dada 
en (5.1), se obtiene aplicando el resultado (a) del lema B .ll  la distribución de 
Y |/i ,T  dada en (5.4).
-  A partir de la distribución de Y|//,<r2,T  y la distribución inicial de <r2 dadas 
en (5.2), se obtiene aplicando el resultado (a) del lema B .ll  la distribución de 
Y |/i,T  dada en (5.7).
-  A partir de las distribuciones de Y |0 , a 2, T  y 0|/¿, cr2 definidas en (5.3), se obtiene, 
aplicando el resultado (a) del lema B.8, la distribución de Y|/¿,<r2,T , que viene 
dada por:
Y|/z,<t2, T ~  N T { lT ^ ,^ 2diag¡c= l {ITi + 1 t (1 t¿c})-
Y a partir de la distribución de Y |/í,ct2,T  y la distribución inicial de a2 dada en 
(5.3), se obtiene aplicando el resultado (a) del lema B.9 la distribución de Y |/¿ ,T  
dada en (5.9).
Los resultados sobre los primeros momentos dados en (5.5) y (5.6), (5.8) y (5.10) y 
(5.11), se obtienen a partir de los primeros momentos de las distribuciones (5.4), (5.7) 
y (5.9) respectivamente.
C .S .Q .D .
5.2.1 C om entarios de los m odelos B ayes para rutas a leatorias
Notemos.que el modelo Bayes para rutas aleatorias definido en (5.1) y los modelo Bayes 
para rutas aleatorias con medias iguales y homocedásticas definidos en (5.2) y (5.3) son 
tres modelos de población que se ajustan a la estructura que adquiere una población 
al ser dividida en rutas y a las características de muestreo por ru tas que definíamos 
al principio de la sección, en el sentido de que en ellos, los elementos de la población 
se clasifican y modelizan según la ru ta  a la que pertenecen (cuyo tam año se considera 
como es usual en la práctica desconocido, salvo en el caso de rutas muestreadas) con 
media según ru ta  distinta y varianza distinta en el modelo Bayes para rutas aleatorias
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y con medias iguales o varianzas iguales por ru ta  en los modelos Bayes para rutas 
aleatorias con medias iguales y homocedásticas respectivamente.
Efectivamente, los tres modelos asumen que la población está organizada según rutas 
aleatorias con vectores Y¿|0,<x2,T , Y ,|//,<r2,T  y Y,-1^,cr2,_T,_ respectivamente inde­
pendientes y normales (situación ésta que sugiere un muestreo en dos etapas por un 
muestreo aleatorio, en primer lugar de las rutas y en segundo lugar de los elementos 
de las rutas muestreadas), con:
-  rutas con medias y varianzas distintas entre sí en el caso del modelo Bayes para 
rutas aleatorias,
-  rutas con medias iguales y varianzas distintas entre sí en el caso del modelo Bayes 
para rutas aleatorias con medias iguales y,
-  ru tas con medias distintas y varianzas iguales entre sí en el caso del modelo Bayes 
para rutas aleatorias homocedásticas,
Estas hipótesis conducen a los tres modelos de superpoblación, condicionados a / i y T ,  
descritos en el teorema 5.1, según los cuales, el vector poblacional se distribuye según 
una t de Student con la particularidad de que:
-  en el modelo Bayes de rutas aleatorias, las rutas son independientes entre sí y los 
elementos de cada ru ta  están correlados entre sí,
-  en el modelo Bayes de rutas aleatorias con medias iguales, las rutas son indepen­
dientes entre sí y los elementos de cada ru ta  están incorrelados entre sí y,
-  en el modelo Bayes de rutas aleatorias homocedásticas las rutas son incorreladas 
entre sí y los elementos de cada ru ta  están correlados entre sí,
frente al modelo habitual de superpoblación (para varianza desconocidas), condi­
cionado a / i  y T ,  para una población sobre la que se aplica un muestreo aleatorio, 
según el cual el vector poblacional se distribuiría según una t con elementos de la 
población incorrelados entre sí1
Los modelos por rutas proporcionan, por tanto, un instrumento “simple” para juzgar 
las desviaciones inferenciales producidas al analizar una población por una muestra por 
rutas como si ésta fuera muestra aleatoria. Ya que constituyen variantes “sencillas” del 
modelo habitual para poblaciones muestreadas con muestras aleatorias que incorporan 
en mayor o menor medida parte de la incertidumbre derivada del uso de una m uestra 
por ru tas aleatorias en lugar de una muestra aleatoria.
5.2 .2  M odelos B ayes para m uéstreos aleatorios con varianzas 
descon ocid as
P ara comparar el funcionamiento de los modelos para rutas aleatorias definidos en las 
definiciones 5.1, 5.2 y 5.3 entre sí en relación con los resultados habitualmente obtenidos
1s¡ asum im os el m odelo deñnido por: Y\n,a2 ~  NtÍ^t^^T^2) y ~  G a - 1 (ao ,¿o )i entonces Y | f i ,T  ** 
t T ( l T / i , I T |n -,2 ao ).
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bajo la hipótesis de que un muestreo por rutas es aproximadamente un muestreo aleato­
rio simple de la población, describiremos en esta subsección dos modelos Bayes para 
muéstreos aleatorios. El primero de ellos constituye el modelo (mínimo informativo) 
habitualm ente aplicado cuando se aplica un muestreo aleatorio y se supone la va­
rianza de la población desconocida y el segundo constituye una variante del primero 
que supone adicionalmente que el tamaño de la población (que se describe con la 
variable aleatoria T ) es desconocido.
D efin ic ión  5.4 Dado el vector poblacional Y  =  (Yi, Y?, . . . ,  Y t ) % y el tamaño de
la población N  conocido, llamaremos m odelo  B ayes p a ra  m u e s tra s  a le a to r ia s
(m .a .s ) con  v a r ia n z a  d esco n o cid a  al definido por:
Y | n, a2 ~  Nn (In h,IN(t2), (5.12)
7T(/i,<72 ) oc
donde a  y (3 son escalares positivos conocidos, y 1 w e I ^  son respectivamente el vector
de unos y la matriz identidad de dimensión N .
El modelo Bayes para m.a.s con varianza desconocida es un caso particular del modelo 
Bayes de Regresión Normal-Gamma mínimo informativo descrito en la subsección 2.2.4 
del capítulo 2. Este modelo parte de la hipótesis de tamaño poblacional conocido; esta 
hipótesis, en las condiciones descritas en esta sección para el análisis por rutas no se 
cumple, lo que nos conduce a la siguiente definición de un modelo Bayes para m.a.s 
con varianza y tam año desconocidos.
D efin ic ió n  5.5 Dado el vector poblacional Y  =  (Yi, Y2 , . . . ,  Y f)1 y T  =  Tu + N s 
con N 3 un entero positivo conocido que representa el número de elementos que según 
nuestros conocimientos tiene al menos la población, llamaremos m o d e lo  B ayes p a r a  
m u e s tra s  a le a to ria s  (m .a .s ) con v a rian za  y  ta m a ñ o  p o b lac io n a l d esco n o c id o s  
al definido por:
Y|T,/i,cr2 ~  N t ( 1 t / / , I t o-2) ,
7v(fi,(x2) oc -L, (5.13)
<7
Tu ~  Po(tX),
A -  Ga(c*,¡3),
donde a, (3 y t son escalares positivos conocidos, y 1 t  e l  t  son respectivamente el 
vector de unos y la matriz identidad de dimensión T .
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El modelo Bayes para m.a.s. con varianza y tamaño poblacional desconocidos, se apoya 
en una notación que pretende facilitar la comparación del modelo con los modelos 
Bayes para ru tas descritos con anterioridad a través de una introducción fácil de la 
información que disponemos sobre el tamaño de la población en un procedimiento de 
muestreo por rutas del tipo explicado en la sección anterior, pero permite además 
modelizar situaciones en las que el tamaño es desconocido y no se ha realizado ningún 
experimento para aprender sobre el mismo. Concretamente:
-  Para introducir la información que un muestreo por rutas del tipo descrito pro­
porciona sobre el tamaño poblacional, basta con suponer que la población se 
puede dividir en K  segmentos y en cada uno de ellos se puede asumir que T,-, 
i =  1 ,2 , . . . ,  K ,  el tamaño de cada segmento se distribuye Poisson independientes 
con parám etro A. Y considerar que de estos K  segmentos, se muestrean k (co­
rrespondientes a los índices: (¿ i,¿2 ,•••,**) y se observa N s — $3*6{*1 ik}Ti- 
Bajo estas hipótesis se cumple obviamente que: Tu |A,Afa ~  Po((K  — k )A) (por 
propiedades conocidas de la distribución Poisson) y A|N¡, ~  Ga(a  +  N 3, (3 -f- k) 
(aplicando el resultado (c) del lema B.12); con lo que la información del experi­
mento realizado es fácilmente trasladable al modelo de la definición 5.5.
-  Cuando no se tenga información acerca del tamaño poblacional, obviamente T  =  
Tu +  n, con n el número de elementos muestreados de la población con lo que 
nuevamente, si asumimos que Tu ~  Po(A*) con A* ~  Ga(a* ,/3*), tenemos una 
situación de incertidumbre sobre el tamaño poblacional fácilmente trasladable al 
modelo anterior.
En la sección 5.4 emplearemos estos modelos (el segundo de ellos en la situación 
analizada en el primer punto de los comentarios del párrafo anterior, con N s =  
Ei6{<i,...,f*} Ti, t = K  — k, a  = a  + N s y /? =  /? +  k), para comparar los resultados 
obtenidos mediante los modelos para rutas aleatorias descritos en (5.1), (5.2) y (5.3), 
frente a los que se obtendrían asumiendo que el muestreo por rutas realizado consti­
tuye una muestra aleatoria de la población (en las situaciones de tam año poblacional 
conocido y desconocido). Esta comparación se realizará a través de los estimadores de 
la media poblacional y la media no observada poblacional y su varianza condicionada 
a la m uestra obtenida y los tamaños observados de las rutas muestreadas, tomándose 
en el caso particular del modelo de la definición 5.4 para obtener estimador y varianza 
condicionada a la muestra como valor de Ai, el auténtico tamaño de la población.
5.3 A nálisis Bayesiano de los m odelos propuestos
En esta sección, se emprenderá el análisis Bayes de los modelos presentados en la 
sección anterior a fin de obtener las distribuciones predictivas del vector poblacional 
Y  dada una muestra (( s ,y s)) obtenida por un muestreo por rutas aleatorias del tipo 
descrito en la sección anterior y los tamaños observados {^í }*g{í i ,...,**}• Estos mode­
los, tal y como veremos a continuación no son modelos conjugados y no dan lugar 
a distribuciones predictivas estándar ni tampoco a una estructura de condicionales
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estándar de modo que los primeros momentos (que existen, tal y como veremos a 
continuación) de las distribuciones predictivas de la media poblacional no observada 
y la media poblacional (y por lo tanto los estimadores Bayes de la media poblacional 
no observada y la media poblacional y sus varianza condicionadas a la m uestra y a 
los tamaños de las rutas muestreadas) sean fáciles de calcular, lo que nos conduce 
a proponer un muestreo de dichas distribuciones por Gibbs Sampling (ver C .l) . El 
algoritmo del Gibbs es fácil de implementar para estos modelos, dado que las distribu­
ciones condicionales (que obtendremos en esta sección para los tres modelos por rutas) 
son fáciles de simular puesto que son distribuciones estándares o bien distribuciones 
con función de probabilidad log-concava.
La exposición de los resultados se realizará por modelos y constará de dos partes 
en el caso de los modelos Bayes para rutas aleatorias: una prim era parte en la que 
se realizará todo el análisis condicional necesario para poder garantizar la existencia 
de distribuciones predictivas propias y las condiciones en las que estas distribuciones 
tienen primeros dos momentos y una segunda parte en la que vista la complejidad 
del análisis anterior se obtendrán las distribuciones condicionales para poder aplicar 
el Gibbs y obtener a partir de este método muestras de las distribuciones predictivas 
aproximadas para la media no observada de cada ruta, la media no observada de la 
población y la media poblacional2. La exposición de los resultados para el modelo 
Bayes para m.a.s constará en cambio de una única parte puesto que los modelos estu­
diados son más sencillos que contendrá el análisis condicional necesario y el estimador 
Bayes y varianza condicionada a la muestra para la media poblacional.
Las demostración de los resultados presentados en esta sección se apoyan en unos 
resultados previos enunciados y demostrados en forma de lemas en el apéndice B.
5.3.1 M odelo  B ayes de rutas aleatorias
El análisis de este modelo comenzará por la obtención de las distribuciones condi­
cionales necesarias para la inferencia según este modelo y de las condiciones suficientes 
para garantizar que las distribuciones predictivas de interés (dado que éstas no son dis­
tribuciones estándar), son propias y tienen primeros dos momentos.
T eo rem a  5.2 Consideremos el modelo Bayes para rutas aleatorias definido en (5.1), 
entonces se tiene que:
(a) Y uJ(s , y a),n ,  T  son independientes para i =  1 ,2 , . . . ,  A' con distribuciones predic­
tivas condicionales dadas por:
/ ( y « J ( s » y í ) , A , T )  =  n i ( y u j i 7 \ —n A a ¿ — ,2a,), í e  {«i,ai
=  ¿7 \ ( y u J l 7 \/¿,B¿ — ,2 a0), i g  { * ! , . . . ,  ¿Jfc}, (5.14) 
cío
2la restricción al cálculo de estas distribuciones predictivas no afecta a los resultados inferenciales que 
buscamos obtener y en cambio facilita los cálculos y la  aplicación del programa BUG S para im plementar el 
m étodo Gibbs (ver C.2)
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(i)  Y u . | ( s ,y 4) , /z ,T  son independientes para i =  1,2, . . . , K  con distribuciones predic­
tivas condicionales dadas por:
/Ü /« J(s >yj)>/*>T ) =  -  n*) * + — " V r )  ~  >2a*)> *€  {*if . . .,!*} ,TTjCj +  1 a¿
=  <(yUjl^»(Ti 1 + c») — ,2a0), * 0  { íi,...,¿ jb} ,ÜQ (5.15)
(c) Y u | ( s , y 4),<r2, /z ,T  se distribuye según una normal con media y varianza dadas 
respectivamente por:
E{Yu\{s,ya),<r2,fi,T) =
V a r(Y  t»|(s,y4),<T2, / í ,T )  =
1
Tu +  T3 -  n 
1
(Tu -f T4 — n)2
(Ti — rii)6i +  /iTu
*€ {*i
,(5.16)
Y  T i( l  + TiCi)er¡-y
+  ^2 (Ti -  n¿) ( 1 +
* G {* i fc }
(Tj -  n ^ c A  2
HiCi +  1
(d) <r?|(s, y 4), ¡j,, T  son independientes para i = 1 , 2 , . . . ,  A' con distribuciones condi­
cionales 7r(of | ( s ,y 4) , / i ,T )  =  7r(of | ( s ,y 4),/x) dadas por:
*■(*?!(*. y«)i/0  =  Ga x(<rl\ai,bi), t € { í i , . • •»**}»
=  Ga~1(aj\ao)bo), i g  {* i,. . . ( 5 . 1 7 )
(e) /x|(s, y s), T  se distribuye con función de densidad propia 7r(//|(s,y4), T)  =  7r(/z|(s, y ,))  
dada por:
eXP{ ~ Ú ¡
(5.18)
( í)  T u¡(s, y.), {Tijigfi,,. ,1.) se distribuye con función de densidad / ( T u ¡(s ,y s), 
 i . , } )  =  / ( T u . . . . . t f c } )  dada por:
/ ( T u I{t ¡ } ¡€<¡1...... . } )  =
(/? +  i f - + “ r(T„ + T, + a )
r(r, + «) (p + L i . t¡\n 4  (5i9)
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(g) Tu |( s ,y 4), {Ti} * € { * 1 se distribuye según una función de densidad f ( T u \(s, y a), 
{7 i}i6{*i,...,«fc}) =  f i Tu\{Ti)i€{ii,...,ik}) Poisson, dada p o r3:
f(T u \{T ih e {h,..,ik}) = Gp(Tu\a + Ts,(3 + k , I < -  k), (5.20)
donde T u =  (Ti : i £  { * 1 , . . .  > > Ts =  g{*x =  X3tg{»1,...,¿fc} y
Oí =
A ¡ = 
B  ¿ =
Z* =
a¿ =
bi =
EV/3 U \ \ C¿n»y,¿ +/* • _ r . . ,
£(0< («>y.)»p) =  t t “ > 1 e í*1»-c,nt- +  1
T , C»^T¿-n¿lT¿-n¿ f  -1-lT¿-n¿ H-------------- ¡—¡----, * G l*li •••>**)»CiTli -f 1
It¿ +  cíI t íÍ t í , i & {*1 , — ,**},
1 +  ¿
jesi
rc* . f . - i00 +  -y ,  * € {*1, . . . , *Jfc),
n,c¿ +  1
, i €  ( « i , - - •,*'*}»
(5.21)
bO +  £ (Y*; -  +  lnjlíijCi) -  ln ^ )>  * € {*1,•••»**}•
D e m o stra c ió n . La demostración de este teorema se apoya en la aplicación de los 
lemas B.5, B.8, B .ll  y B.12, y será dividida en varios pasos señalando a  lo largo de su 
desarrollo cuando quedan demostrados los apartados en los que se divide el presente 
teorema:
1 -  A partir de la distribución de Y |0,<r2,T , aplicando propiedades de la distribución 
normal básicas tenemos que:
Y 4<|0 ,tr2, T ~  Nni( l ni9 i ,Ini(rf), independientes, i G { *1  (5.22)
2.- A partir de (5.22) y la distribución de 0|//,<r2, dada en (5.1) se obtiene aplicando 
el resultado (a) del lema B.8, la distribución de Y ,|/í,< t2,T , que es:
Y 4|/t,<r2, T  ~  N n( l np,diagie{ili...iífc}{(In¿ +  ln ^ C i ) * ? } ) ,  (5.23)
y aplicando el resultado (b) del lema B.8, la distribución de 0 | ( s , y 4),/i ,  <r2, según la 
cual 0, | ( s , y 4),/z, <r2, son independientes para i = 1 , 2 , . . . , A' con distribución dada 
por:
3notem os que esta distribución se obtiene a partir de: TU|A, {TV)"»'e {¿i, fc} ~  P°((K ~ k)\) y 
 ~  G a ( a  +  +  k)
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0i|(*>y*)./1»®‘2 ~  N(§i , — Cj— -  <r2), i G { ñ , . . .  ,¿*},n¡Ci + 1
~  N(fi,Ciaf), i i*}.
(5.24)
3.- A partir de (5.23) y la distribución inicial para <r2 dada en (5.1), se obtiene, 
aplicando el resultado (b) del lema B .ll ,  la distribución de <r2|( s ,y a), // dada en (5.17) 
(~> comprobación del resultado (d)), y aplicando el resultado (a) del lema B .l l  la 
distribución de Y s |/z,T, dada por:
Y aJ / / ,T  ~  tni( l nin, —  (Iní +  l „ il¡ l .cl) ,2 a0), independientes, i G {*i, — ,**}. 
ao
(5.25)
4.- A partir de (5.25) y la distribución inicial de /z dada en (5.1) se obtiene, aplicando 
el teorema de Bayes, la distribución de /z |(s ,y ,) ,T  dada en (5.18), esta distribución 
es propia por el lema B.5 (~* comprobación del resultado (e)).
5.- A partir de la distribución de Y |0,<r2,T , aplicando propiedades de la distribución 
normal básicas tenemos que:
Y uJ ( s ,y a),0 ,o -2,T  ~  ATi_rli( l Ti_n .0í , I Nl_nicr?), independientes, i =  1 , 2 , . . . , I<.
(5.26)
6.- A partir de (5.26) y (5.24) se obtiene, aplicando el resultado (a) del lema B.8, la dis­
tribución de Y u|(s, y 3),/z, <r2, T , según la cual Y Ui|(s, y a),/z, tr2, T , son independientes 
para i = 1 ,2 , . . . ,  K ,  con distribución dada por:
Y „ j |(S,y í )./<,<r2,T ~ W Tí. „ í( l T¡. n Í i ,(Xr j_„ j +  l r > " |1k -" < Ci)g ,?)l i e  { i , .........¿*},
riiCi +  1
~ N t¿(1t¿/¿,(It¿ +  1t¿1tíc*)°Í)> * ^  {*ii • • • i *fc}» (5.27)
y aplicando las definiciones de media no observada por ru ta  y media no observada 
y que la combinación lineal de normales es normal, se obtienen las distribuciones de 
Y Mi|( s ,y 3),/z,<r2,T , i =  1 ,2 ,. . .  ,K ,  que son independientes y vienen dadas por:
Y u ,|(s ,y s),Aí,o-2,T  ~  N(9 í ,[(Tí -  n,) 1 + — -]<7?), i e  {* i,. • .,  ú}>
TliCi +  1
~  N ( j i , ( T r l + c¡)<r?), i ¿  { h  ú } , (5.28)
y la distribución de Yu |(s ,y a), Ab °r2) T , dada en (5.16) (~* comprobación del resultado
(c))-
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7 -  A partir de (5.27) y el resultado (d) de este teorema (ya comprobado en el punto 3 
de esta demostración), se obtiene la distribución de Y u |( s ,y ,) , / i ,T  dada en (5.14) (~» 
comprobación del resultado (a)) y a partir de (5.28) y el resultado (d) de este teorema, 
la distribución de Y Ui |( s ,y a), /z, T , i =  1 ,2 , . . . ,  K ,  dada en (5.15) (~> comprobación 
del resultado (b)). En ambos casos se aplica el resultado (a) del lema B .ll .
8.- Para demostrar los resultados (f) y (g) del teorema, notemos en primer lugar, que el 
vector y 3 y el vector T  son independientes según el modelo definido en (5.1), por lo que 
/ ( T u |(s, y a), {^i}«6{*1,...,ifc}) =  / ( T u |, .,*'*}) y /(T u |(s ,y a), {Ti},g{tli...itfc}) =
f (T « \{T i} ie{il .’*})•
9.- A partir de la distribución de las variables 7¿|A, i 6 {¿i, • • • , ú }  y la distribución 
inicial de A dadas en (5.1) se obtiene, aplicando el resultado (c) del lema B.12, la 
distribución de A|{7í},e{tli...i¿fe}, que viene dada por:
A|{7i}i€{il ifc} ~ G a ( a  +  T „ /? + * ) . (5.29)
10.- A partir de la distribución de 7}|A, {7¿}te{»ll...,tfc}> j  & {¿i,. • • , ú }  y de (5.29) se 
obtiene, aplicando el resultado (b) del lema B.12, la distribución de T u |( s ,y 4), 
{Tl'lieí»!,...,»,.} dada en (5.19) (~* comprobación del resultado (f)).
11.- A partir de la distribución de 7}|A,{7í}tg{(li ,fcj, j  £  {¿ i,. • ., **} y aplicando 
la propiedad de que la suma de Poisson independientes es Poisson, se obtiene que 
TU|A, {7i}íg{i11...,ifc} ~  Po((I< -  k)X). Y  aplicando sobre TU|A, y (5.29) 
el resultado (a) del lema B.12 se obtiene la distribución de Tu |(s ,y a), {T¿}*€{*,.,....*'*} 
dada en (5.20) (~* comprobación del resultado (g)).
C .S .Q .D .
Señalemos que la integración en cualquiera de las distribuciones predictivas anterio­
res de alguno de sus parámetros da lugar a distribuciones no estándar, tal y como 
anunciábamos al principio de la sección. Ello no obstante, a partir de las distribu­
ciones proporcionadas en el teorema anterior podemos establecer el siguiente resultado 
acerca de la existencia de la media y varianza de las distribuciones predictivas y fi­
nales de interés, (y por tanto de los estimadores Bayes y sus varianzas condicionadas 
a la muestra y los tamaños de las rutas muestreadas), que proporciona también una 
expresión para el estimador Bayes de la media poblacional y su varianza condicionada 
a la m uestra y los tamaños de las rutas muestreadas.
T eo rem a  5.3 Consideremos el modelo Bayes para rutas aleatorias definido en (5.1), 
entonces se tiene que:
(a) las distribuciones predictivas de Y ^ ^ y , ) ,  {Ti}¿G{t l , y "u j(s ,y a), {7i}ig{*x,...,«*}» 
* =  1 ,2 , . . . ,  A', Yu |(s ,y a), {Tihgíú y ^l(*> y*)» son propias y bajo
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la h ipó tes is4 ao >  1 t ien en  p r im e ro s  dos m o m e n to s ,
(b) las distribuciones finales de <x2, O, n  y T u condicionadas a (s, y s) y 
son propias y tienen media y varianza bajo la hipótesis anterior (ao > 1),
y (c) el estimador Bayes para la media poblacional y su varianza vienen dados, si 
a0 > 1, por:
Y  = doE
1
[Tu + T s \ +  E(pt\(s ,y ,))E
Tu
V a r íy K a .y , ) ,^ - } * ^ )  =  (d\ Var(^i\(s, y ,))  +  d3)E
[ T u + T s \ 
+l(Tu + Ts)2\ 
-\-2\d\V a r ( /i |( s ,y ,))  +  d2E (n \ ( s ,y a))]E 
T?.
Tu
l ( T u + T 3)2\ +
+E{it2\(s ,ys))E
+ d 4 J 2  { E
1 '
L (T „ +  T f ) 2 J
Ti
+
+  C{E
- ( d o E
Tu + T S\
l(Tu -f Ta)2\
+ E (n \(s t y , ) ) E
¡ s fe ] } -
ete]}’
donde E(.) es el operador esperanza respecto a T u |{Ti}¿g,, cuya distribución está, 
definida por (5.19),
di =
C?2 =
da —
d¿ —
Ti — n,
c í . • i  c *n ¿ +  1*€ {*i }
+ Y ,  +¿i-E(^ l(s.y»)).
¡€{¡, ú ) Cini +  1
Y  ^  (1 + W  ~ g ‘l(,’y-)(M + 4 ,
. , ai ~  1 \  c»ni +  1 J
bo (5.31)
O o - l ’
y T u, Tu, Ts, a¿, i £  { ¿ i,. . . ,  } son el vector y escalares definidos en (5.21).
D em o stra c ió n . La demostración de estos resultados se apoya en el teorema 5.2 y los 
lemas B.5 y B.6.
4en el caso de la  distribución de |(s ,y « )) {7’,}¿6 {¿1i * €  { ¿ i , . . . , * * }  la  hipótesis ao >  1 para
existencia de los dos primeros momentos puede sustituirse por la condición >  3
* Para comprobar el resultado (a) notemos que las distribuciones Y u|(s ,y a), {Tiheí»!,...,**}»
* =  1.2, — ,/<■ y Y «|(* ,y í ),{Ti}¿6{»ll...,»lk}, son propias y 
tienen primeros dos momentos para ao >  1 por ser las condicionales necesarias para 
su obtención (para Y u las distribuciones (5.14), (5.18) y (5.19), para Y Ui las distribu­
ciones (5.15), (5.18) y (5.19), y para Yu las distribuciones (5.16), (5.17), (5.18) y 
(5.19)) propias y tener primeros dos momentos bajo la hipótesis5 ao > 1. Esta última 
afirmación se apoya en las propiedades conocidas de las distribuciones normales, t y 
gamma, en el estudio de las distribuciones (5.18) y (5.19) a partir de los lemas B.5 y
B.6 respectivamente y en las definiciones de a¿ y dadas en (5.21).
Respecto a la distribución y primeros dos momentos de Y |(s ,y a), {7í}*g{tll...1ik}> note­
mos que por propiedades básicas de las distribuciones normales y teniendo en cuenta 
que Y  =  y Vs +  se tiene que la distribución de Y |(s ,y a) , t r2,/z ,T  es normal
con media y varianzas dadas respectivamente por:
£ (Y |(s ,y ,) ,< r2,¿ i,T ) =  £ y a +  ^ E ( Y u \(s ,y s),<r2, ^ T ) ,
V ar(Y  |( s ,y a), <r2, /z,T) =  ( ^ ) 2 Y ar(Y u |(s ,y a), <r2,/z ,T )
con E ( Y u |( s ,y a), <x2,/z ,T ) y V ar(Y u|(s ,y a),<r2,/i ,T ) , definidas en (5.16). A partir 
de esta distribución predictiva condicional y las distribuciones dadas por (5.17), (5.18) 
y (5.19), y repitiendo las reflexiones anteriores se comprueba que la distribución de 
Y |( s ,y a),{7 i} ,e{tli tfcj, es propia y tiene primeros dos momentos bajo la hipótesis 
a0 > 1.
* El resultado (b) se deriva de los resultados del teorema 5.2. Así:
— la distribución final para er2 es propia y tiene primeros dos momentos bajo la 
hipótesis anterior por ser las distribuciones dadas en (5.17) y (5.18) propias y tener 
primeros dos momentos bajo esa hipótesis (lo que se deduce de las propiedades 
de la distribución gamma y de la aplicación del lema B.5),
— la distribución final de 9 es propia y tiene primeros dos momentos bajo la hipótesis 
anterior por ser las distribuciones dadas en (5.24), (5.17) y (5.18) propias y tener 
primeros dos momentos bajo esa hipótesis,
— la distribución predictiva para /z, viene dada en (5.18) y es propia y tiene primeros 
dos momentos por aplicación inmediata del lema B.5, y
— la distribución predictiva para T u , viene dada en (5.19) y es propia y tiene 
primeros dos momentos por alplicación inmediata del lema B.6.
* Y el resultado (c) se obtiene a partir de las distribuciones dadas en (5.16), (5.17), 
(5.18) y (5.19) y la definición de estimador Bayes, aplicando que6:
5 esta  hipótesis puede debilitarse en el caso de la distribución predictiva de la media no observada en ruta 
muestreadas por la  hipótesis >  3
6 la existencia del estimador Bayes de la media poblacional y de su varianza condicionada a la muestra y 
los tam años de las rutas muestreadas se deduce de la definición de estimador Bayes para función de pérdida 
cuadrática y el resultado (a) de este teorema
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?  =  £ ( y | ( S,y 1),{7 ii }J!=i) =  £ T - l<IV ‘= i£ (y |( s ,y J),T ) =
y a r í y K s . y , ) , ^ , } ^ ! )
donde:
£ (y „ |(* ,y .) .T )
=  ny, +
+  f l T .K T ^ . ,  [^+T,T- n ¿ (F u |(s , y>),T )] ;
= £ T- l(r'»')‘=‘yor(y |(s,yJ),T )+
+ yarT- l<3V ‘= i£ (y |(s ,y ) )>T) =
= e T.Ht,,)?., ( T^ - n) V a r ( y u|(5,y,),T)] +
+  K arT - l<r ^>‘-  +  I 5^ » í ;(y ti|(S)y j ) ,T )] ,
£Kl<>.y.)£0-, l(>,y.).i-£;(y„ |(s , y>), <r*,y,T) =
d 2 - n y . + T u E ( n \ ( s , y , ) )
T * + T , — n  >
V a r (y u|(s ,y s) ,T ) =  Í^K-.y.) [£ <rJl(>.y-).(-yar (y „ |( s ,y J),<r2, #1,T )+
+VarIT^ ’‘y - ^ E ( Y u\(s, y ,) , <r2,/i, T)] +
+ yor»'l<*y.)£^i !(>1y-)i<‘í ; ( y u|(Si y J)J<r2,;<,T) =
d3-dl+d4J2  . , ^(l+TicO+Cdi+Tu^arCH^.y.))
—    'e <   * '_____________________________________________________(T„+T, —n)2
C .S .Q .D .
Este resultado proporciona las hipótesis suficientes para garantizar que las distribu­
ciones predictivas del vector poblacional no observado, de la media no observada de 
cada ruta, de la media poblacional no observada y de la media poblacional sean propias 
y posean primeros dos momentos (lo que permite asegurar la existencia de los esti­
madores Bayes y varianza condicionada a la muestra para cualquier función lineal del 
vector poblacional) y una expresión del estimador Bayes y varianza condicionada a la 
muestra de la media poblacional (expresiones similares pueden obtenerse para los esti­
madores Bayes y varianza asociada para la media poblacional por ruta), que requiere 
del cálculo por métodos numéricos (dado que las distribuciones correspondientes no 
son estándar) de los dos primeros momentos de la distribución de /z |(s ,y s) y los va­
lores esperados para funciones de los tamaños de rutas no observados a partir de la 
distribución de T u |{7¿}t-6{tli (ambas distribuciones obtenidas en el teorema 5.2).
El cálculo de estos momentos no es fácil, respecto a la obtención de los dos primeros 
momentos de la distribución de p \ ( s ,y s), el trabajo de Bayarri y Font(94)[5] propor­
ciona para el caso ao =  1 y p(p) oc 1 un mecanismo para el cálculo exacto del primer
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momento, pero los cálculos necesarios son muy laboriosos y en este caso particular 
el segundo momento no existe .Y respecto al cálculo de los momentos relativos a fun­
ciones de los tamaños de rutas no muestreadas, son particularmente largos y compli-
[
r p  2
(Tu+h'.y > E  (Tu+T )3 > Para * ^  {*i> • • •»*Jfe} que requieren la 
distribución multivariante del vector T u |{T¿},€{t l i Estas dificultades de cálculo 
para la obtención del estimador de la media poblacional y de su varianza condicionada 
a la muestra aconsejan el uso del método de muestreo Gibbs para el cálculo de las 
distribuciones predictivas y estimadores Bayes para las medias no observadas en cada 
ru ta  y la media poblacional así como de sus respectivas varianzas condicionadas a la 
muestra.
A continuación estudiaremos las distribuciones condicionales necesarias para un aná­
lisis del modelo apoyado en el muestreo por Gibbs.
T eo rem a  5.4 El modelo Bayes para rutas aleatorias definido en (5.1) es un modelo 
DAG (figura 5.1), con distribuciones condicionales dadas por:
/((y«, > • • • i VuK Y |y»> 9> °'2> /b {T1*}* i.A) = /((yUl. • • • > y«K )* 0,2 • í7* i) =
N  -  xtlfl (  0 k x ( K - k )  \ \
M (" " ...........................................0 , * . , , * ,  diag! í l+ i{ T - ' r n  ) ) '
7r(^ |{yu ,} íL i.y* .o'2.Aí» {^} iL i)A) =  , mA T í }?=1) =
A /c (0 |/ i ,d ¿ a ^ i{ c t(7íCt- +  l ) _1of}),
(5.32)
(5.33)
>ya»0 »°'2>{71t}iLi»A) =  7r(//|0,cr2) =
N M E t i  * V 2 + O -H E L  * V 2* + Vo), (Ef=! * V 2 + o^"2)-1).
(5.34)
(5.35)
n¡««.   [j?/j «*p {-sif r¡(5«, - íf
G a W '£ * ; l Ti + a , K  + 0),
(5.36)
(5.37)
donde ¡x =  (fii,p.2 , • • • , f i k Y j T u aparece definido en (5.21) y,
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(Ti - ni)Ciy + niCiys. +  fi Vi =  -------------- t 7 ~ Z 1 --------------- ’ * e {*!>•• •>**)>
-   .
a,- =
TíCí +  1
ao + -y  +  1, * G {*1 , . . .  (5.38)
=  a0 +  l, i {*i,...,íjb},
f>* = ¿o +  {(T*' -  ni)ci(yui -  ei)2 +  c¿ ^ 2  (yií ~ e*')2 +
* j €* i
+ (0 ¿ - /* )2}> * e  {¿i,. ••>*'*}>
=  t>0 +  ^ 7  {Tict (yu . -  0¿)2 +  (0¿ -  /i)2}, i {t i , . . . ,  ¿f c} .
Además, se cumple que, las distribuciones Ti\{yu . } ^ ^1 ,6 * ,  fi,<r2, {Tí }!¡=1, \ ,  i ^  {¿i,
son independientes, con funciones de probabilidad marginales log-concavas en 
los enteros positivos incluyendo el cero.
D e m o stra c ió n . De la definición 5.1 del modelo en estudio se deduce directamente la 
representación gráfica de la figura 5.1, que responde a un modelo DAG7. Las distribu­
ciones condicionales se obtienen a partir de la distribución conjunta de ( y u i ,. •. ,  Y  uK > 
Y*, 0t , (<t2)í ,/í, T*)*, que viene dada por:
nf=i - n¡)-v?) x     nie„
x  n .'L i N ( í i \ f ¡ , c ¡ a ¡ )  x  x  O íL i  G a - l (»¡ l o o . M x
x n L ^ » ( í i W x G a ( A | a ,/3 ) ,
separando los términos correspondientes a cada condicional (que contienen el vector o 
variable cuya condicional estamos hallando). Concretamente,
“  >A) =  n í L i  N(Vui\diÁTi ~ ni)~1(Ti)> esto es
el resultado dado en (5.32).
~ *{0\{Vuí}i ,ys><r2,V>{Ti}i ,A) cxflíL i ^ W v ,C i ( T } ) x l \ f =1 N (y u .\Oit (T i-n ,-)"1 
° f )  x n¿e{ii tfc} rijGJi N(yij  |0¿, of), de donde se obtiene, completando cuadra­
dos respecto a las 0,-, i = 1,2, . . .  , / \ ,  la distribución dada en (5.33).
-  *(v\{yui}i >y»tO><r2A T¡}T>*)« n¿Lin (0í \v , cí<tí) x N(v\vo,<ro)>de donde se
obtiene, completando cuadrados respecto a /i, la distribución dada en (5.34).
7ver definición y propiedades de estos m odelos en  C.2.1 y C.2.2
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muestra 
e lem en to  ij
Figura 5.1: Representación gráfica del modelo Bayes para  rutas aleatorias
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W 2\{yu .} ^  yy s ,e , f i , { T i } ^  ,X) oc JIÍLiN W f r  ciai )  x Í I * i  Ga l (<T¡\a0,b0) x 
I * i  N (Vui\di , (Ti -  n .)-1 ^?) x n .-e íi! ífc} I !  jesi N(Vij\di, *1), de donde se ob-l l i= iVlí/ ¿ r* > ~ ui  °¿ * JV vi/»;r«> °i > u u a d
tiene, juntando los términos correspondientes a potencias y a funciones exponen­
ciales de <r?, * =  1 , 2 , . . . ,  K,  la distribución dada en (5.35).
nWl ifc}
ikj Po(T,|A), esto es, la distribución dada en (5.36). De esta distribución 
se deduce que las variables condicionadas 7}, i £  { í i , . . .  ,¿jt} son independientes 
con distribuciones con funciones de probabilidad log-concavas por aplicación in­
m ediata del lema B.2.
7r('M(2/ui ) f  >y5,0>/b<r2,{ T i} f) oc n * i  Po(Ti\X) x Ga(\\a,(3), de donde se de­
duce, juntando los términos correspondientes a potencia y a funciones exponen­
ciales de A, la distribución dada en (5.37).
El resultado anterior cierra el análisis necesario para este modelo al proporcionar 
las herramientas necesarias para la realización de inferencias a partir del método de 
muestreo por Gibbs; notemos que las distribuciones condicionales necesarias para su 
aplicación son fáciles de simular dado que todas ellas tienen forma estándar, salvo la 
condicional de T u que es producto de distribuciones independientes con funciones de 
probabilidad log-concavas (las distribuciones estándar se pueden simular aplicando 
algoritmos específicos, ver por ejemplo Devroye(86)[25] y Ripley(87)[84], y la dis­
tribución condicional de T u al ser producto de distribuciones con funciones de pro­
babilidad log-concavas, simulando cada una de sus componentes por un algoritmo de 
aceptación/rechazo como el estudiado por Gilks y Wild(92)[47] y Wild y Gilks(93)[119]).
El algoritmo Gibbs Sampling para este modelo puede implementarse mediante el pro­
gram a BUGS (ver C.2.1), puesto que se cumplen los requisitos para modelos imple- 
mentables por este programa por la definición (5.1) del modelo y el teorema anterior.
5.3 .2  M odelo  B ayes de rutas aleatorias con m edias iguales
Dedicaremos esta subsección al estudio del modelo Bayes de rutas aleatorias con me­
dias iguales, para ello siguiendo un esquema de resultados similar al de la subsección 
anterior realizaremos en primer lugar (primeros dos teoremas) el estudio de las dis­
tribuciones condicionales necesarias para realizar inferencia en poblaciones finitas a 
partir de este modelo y las hipótesis que garantizan que las distribuciones predictivas 
del vector poblacional no observado, la media no observada en cada ruta, la media 
poblacional no observada y la media poblacional tengan media y varianza. Y en se­
gundo lugar el estudio de las distribuciones condicionales necesarias para aplicar el 
método de muestreo por Gibbs Sampling.
T eo rem a  5.5 Consideremos el modelo Bayes para rutas aleatorias con medias iguales 
definido en (5.2), entonces se tiene que:
C .S .Q .D .
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(a) Y u .|( s ,y a) , / i ,T  son independientes para i =  1 , 2 con distribuciones predic­
tivas condicionales dadas por:
bi
/ ( y « J ( s > y í ) ) M 7 í} i ) =  — * e  { * i,.••■>**}
=  tTi(yui\lTit¿, —  lT¿,2ao), i t  { * i f  •»**}. (5.39)ao
(b) Y Ui\ (s ,y s) , f i , T  son independientes para i =  1 ,2 ,. . .  ,K  con distribuciones predic­
tivas condicionales dadas por:
/(2 /uJ(s>y*)>M T* } f) =  K yuM Á T i -  ” «) 1 r » 20*), * e  {*i,.a,-
= KVuilPyTr1 —  »2ao). * 0  {*1.........**}» (5.40)a o
(cj y u |( s ,y a),<r2,/x ,T  se distribuye según una normal con media y varianza dadas 
respectivamente por:
E ( Y u \ ( s , y í ) , < r ‘ , i i , T ) = i i ,  
V o r (y „ |(s ,y ,) ,o -2,M,T) =
(5.41)
(r„ + T, -  n)»
(d) <72|(s ,y a) , //, T  son independientes para i =  1 , 2 , . . . , A' con distribuciones condi­
cionales 7r(cr?|(s,y,),/¿,T) =  7r(of |( s ,y a),/i) dadas por:
Ks.y*)»/1) =  Ga 1(a?|a¿,6,), i G {*i,.
=  G a-1 (cr?|a0,6o), i {*1 ,.••,**}, (5.42)
^  / / |( s ,y a), {7}}^ se distribuye con función de densidad 7r(/¿|(s,ya,T )  =  7r(/¿|(s,ya) 
dada por:
*(v\(s,ys) n
*€{»i f ---,*fc }
x exp [ - ¿ 2 ( ^ - /^ o ) 2} . (5 43)
( f) T u |(s,y«), se distribuye con función de densidad / ( T u |( s ,y a),
{^í}*6{ti,...,*fc}) = dada por:
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*í t  i í t  i 1 - ( P + k ) T-+° r(r„ + r, + a) n  i
 ......t } ) -  r (7 , + a )  (/j +  Jr)T.+T.+« I I  5^!' (5-44)
(g) Tu |(s, y ,) ,  { T í .. jffc} se distribuye según una función de densidad, / (T u |( s ,y ,) ,  
{7¿}*€{¿i,...,«fc}) = f ( Tu\{Ti}i€{iu ...,ik}), gamma Poisson,
f(Tu  KTOieíM i*}) = Gp(Tu \a + Ta,p  + k,I< — k) (5.45)
donde T u =  (7¿ : i ^  {*i> • • • Tí = ^ i ,  Tu — ]T^ V
Zi =
26o :J6 *
—, i e {*i, — ,*fc},n¿
71% , # , ,  x
o>i — a 0 “I- ~2~> * ^  i* i  > • • • i *ife j >
6» =  60 +  i  ^ 2 ( y ¡ j  -  p ) 2, * G {¿ i, . . . ,  ¿jk}.
(5.46)
j'Gíí
D em o stra c ió n . La demostración de este teorema se apoya en la aplicación de los 
lemas B.8, B.5 y B .l l ,  y será dividida en varios pasos señalando a lo largo de su 
desarrollo cuando quedan demostrados los apartados en los que se divide el presente 
teorema:
1.-.A partir de la distribución de Y \ p , a 2 ,T ,  aplicando propiedades de la distribución 
normal básicas tenemos que:
Y aJ0 ,< r2,T  ~  N ni( l nip , I ni<Ti), independientes, ¿ G {*i, — , **}. (5.47)
2.- A partir de (5.47) y la distribución inicial para a 2 dada en (5.2), se obtiene, 
aplicando el resultado (b) del lema B .ll ,  la distribución de a 2\(s ,y3), p  dada en (5.42) 
(~> comprobación del resultado (d)), y aplicando el resultado (a) del lema B .l l  la 
distribución de Y s \ p ,T , dada por:
YsJ/i,T  ~  t ni( l nip, — In¿,2a0), independientes, * G { ¿ i , . (5.48) 
ao
3.- A partir de (5.48) y la distribución inicial de p  dada en (5.2) se obtiene, aplicando 
el teorema de Bayes, la distribución de p \( s ,y s) , T  dada en (5.43), esta distribución 
es propia por el lema B.5 (~> comprobación del resultado (e)).
4.- A partir de la distribución de Y \p , t r 2,T ,  aplicando propiedades de la distribución 
normal básicas, tenemos que:
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Y Ui|( s ,y a),/i,< r2,T  ~  ArTj_ni( l T¿_n¿/i,Ijv ._n .<7?), independientes, z =  1,2, . . . ,A ,
(5.49)
y aplicando las definiciones de media no observada por ru ta  y media no observada 
y que la combinación lineal de normales es normal, se obtienen las distribuciones de 
Y Ui |( s ,y 4), p, tr2,T ,  i = 1 ,2 , . . . ,  K , que son independientes y vienen dadas por:
y , ) , p t <r2, T  ~  N{n,(T i -  ni) i e  {*i ifc}, (5.50)
~  N ( í t ,T r l cr?), i g  {¿ i,..
y la distribución de Y u|(s ,y a),/¿, <r2, T , dada en (5.41) (~> comprobación del resultado
(c))-
5.- A partir de (5.49) y el resultado (d) de este teorema (ya comprobado en el punto 2 
de esta demostración), se obtiene la distribución de Y u |( s ,y a),/z ,T  dada en (5.39) (~> 
comprobación del resultado (a)) y a partir de (5.50) y el resultado (d) de este teorema, 
la distribución de Yu .|(s ,y a),/z ,T , i = 1 , 2 , . . . , A', dada en (5.40) (~> comprobación 
del resultado (b)). En ambos casos se aplica el resultado (a) del lema B .ll .
6.- La demostración de los resultados (f) y (g) del teorema es idéntica a la demostración 
de los apartados (f) y (g) del teorema 5.2 (pasos 8 a 11).
C .S .Q .D .
T eo rem a  5.6 Consideremos el modelo Bayes para rutas aleatorias con medias iguales 
definido en (5.2), entonces se tiene que:
(a) las distribuciones predictivas de Y J ^ y J ,  {Tf}iG{ , Y u .|(s ,y ,) ,  {7*
i =  1 ,2 , . . . ,  AT, Yu |(s ,y 4),{7 í} í6{ili...itk} y Y |(s ,y a), {T¿}ie{tl ifc}, son propias y bajo
la hipótesis8 ao >  1 tienen primeros dos momentos,
(b) las distribuciones finales de a 2, p, y T u condicionadas a ( s ,y a) y {7i}»e{i1,...,tfc}, 
son propias y tienen primeros media y varianza bajo la hipótesis anterior (ao > 1),
y (c) el estimador Bayes para la media poblacional y su varianza vienen dados, si 
ao > 1, por:
Y =  d ,E
1
Tu + T , +  E (p \ ( s ,y s))E
Tu
Y a r(Y |(s ,y a),{7 i} t€{¿1(...,ifc}) =  {d\ V a r(p \(s ,ys)) +  d3)E l(Tu + T , ) 2
Tu +  r a 
+
8en el caso de la  distribución de |(«i y«), ..i*}» * ^ { t i , . . . , ífc} la hipotésis ao > 1 para
existencia de los dos primeros momentos puede sustituirse por la condición >  3
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+2[diVar(fi\(s,ys)) +  d2E (n \ ( s ,y 3))]E 
Tu
Tu
-{ doE
l(Tu + T , y \  
1
[Tu +  T3 +  £ (H (s ,y>))£
(Tu + r , y
T i
+
(T„ +  T,)>
&r]}' <551)
donde E(.) es el operador esperanza respecto a Tu | { 7 i } » e { * i cuya distribución 
está definida por (5-45),
di =  T3 -  n,
di -  nys +  d i£ ( / i |( s ,y ,) ) ,
„3 =  E  m ^ n i ) E ! ^ M  + i l
dA = (5.52)
ao — 1
y Tu, Ts y a,-, 6¿, i E {ú , • • • , ik )  son escalares definidos en (5.46).
D e m o stra c ió n . La demostración de estos resultados se apoya en el teorema 5.5 y los 
lemas B.5 y B.6.
* Los resultados (a) y (b) se demuestran de forma totalmente análoga (realizando las 
correcciones obvias) a los resultados (a) y (b) del teorema 5.3.
* Y el resultado (c) se obtiene a partir de las distribuciones dadas en (5.41), (5.42),
(5.43) y (5.44) por un proceso de demostración totalmente idéntico al del resultado
(c) del teorema 5.3 teniendo en este caso que:
f? (F „ |(« ,y ,) ,T ) =  E (fi\(s ,y3)),
Y ar(Y u|(s ,y s) ,T )  =  {r'+T.-n)^ +  V a r(n \{s ,y3)).
C .S .Q .D .
Notemos que, la obtención del estimador Bayes de la media poblacional y su varianza 
(y de los dos primeros momentos de cualquiera de las distribuciones predictivas de 
interés señaladas en la letra (a) del teorema anterior) requiere del cálculo numérico de 
los dos primeros momentos de la distribución de /x |(s,ya) dada en (5.43) y del cálculo 
de la esperanza de funciones de la variable aletoria 71«|{7»'}t€{*1,...,tfc} cuya función de
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probabilidad viene dada por (5.45). Todos estos momentos se pueden obtener por 
técnicas de cálculo univariantes.
O tro mecanismos para obtener las distribuciones predictivas y sus primeros dos mo­
mentos (en este caso aproximadas) es el método de muestreo Gibbs (que ya hemos 
propuesto para el modelo Bayes de rutas aleatorias). El siguiente teorema describe las 
distribuciones condicionales necesarias para su aplicación.
T eo rem a  5 .7  El modelo Bayes para rutas aleatorias con medias iguales definido en 
(5.2) es un modelo DAG (figura 5.2), con distribuciones condicionales dadas por:
/((yUl. • • •» VukY \y» {7í}£=i. a) = /((yUl. • • •»y«K )* I/*» {T*)f) =
(«■......«->'»"■ ( - ' “S : ; ’' ’" n  « a s ? * ) )  •
(5.53)
^ i ( E ? = i  Ti<rr2 + ^■2r 1( E £ i  *r2 E j l i  v a + *0-V o), (Ef=i ? > r 2 + O - 1),
(5.54)
’T Í ^ I Í y u J f  >*) =  *(<r2\{yu,}?  » y - .^ .{ 7 i} f)  =
(5.55)
/(T u K y u JÍS y » ,^ » * -2,- ^ } ? ,  A) =  /(T u líy y J jf+ L A i.W Jf+ j.A ) ex-  l/f
 ..... *> [r ¡1/2exp { - 5 J 7 T¡(!/u, - r í 2} T7T
.y../«.<x2, { I i } f ) = »(A|{?i}íf) =
donde T u aparece definido en (5.46) y,
(5.56)
(5.57)
ai =  a0 +  1, * €  {*i, — , **}, (5.58)
=  ao +
=  6o + i  { (T i-« ,• ) ( ! /„ .- / i ) 2 +  5 ^ ( y i j - / i ) 2},
j€s.
=  bo + \ T*(yui - v ) 2> {*'i,•••.**}■
Además, se cumple que, las distribuciones 7i|{yUi} f \y j ,0 ,  Ab <r2,{T i) i ,  X, i { ¿ i,. . . ,  í*} 
son independientes con funciones de probabilidad log-concavas en los enteros positivos 
incluyendo el cero.
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Figura 5.2: Representación gráfica del modelo Bayes para  ru tas  aleatorias con medias iguales
D e m o s t r a c ió n .  De la definición 5.2 del modelo en estudio se deduce directamente la 
representación gráfica de la figura 5.2, que responde a un modelo DAG. Las distribu­
ciones condicionales se obtienen a partir de la distribución conjunta de (V'Ul, . . . ,  V'UK , 
(o'2)í , T t )í , que viene dada por:
n f = i  -  n,-)’ 1* ? ) X n » e {*1 iky Y l j e ti N ( V i j \ t * , * i ) x
x N ( n \ f i 0,<T$) x x Yi?= i P o iT M  x G a ( \ \ a , P ) ,
separando los términos correspondientes a cada condicional (que contienen el vector o 
variable cuya condicional estamos hallando) de m anera  análoga a como lo hacíamos en 
el teorema 5.4. La independencia de las variables condicionadas i ^  { ú ,  • • • , ú )  y 
la log-concavidad de sus funciones de probabilidad se deducen de la distribución (5.56) 
(obtenida en el proceso anterior) y la aplicación del lema B.2.
C .S .Q .D .
De la definición del modelo en (5.2) y del teorema se deducen los requisitos (ver C.2.1) 
para  poder implementar el algoritmo Gibbs mediante el programa BUGS.
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5.3.3 M odelo Bayes para rutas aleatorias hom ocedásticas
En esta subsección estudiaremos el modelo Bayes de rutas aleatorias homocedásticas, 
para ello siguiendo un esquema de resultados similar al de las dos subsecciones ante­
riores realizaremos en primer lugar (primeros dos teoremas) el estudio de las distribu­
ciones condicionales para realizar inferencia sobre el vector de características pobla- 
cional a partir de este modelo y las hipótesis suficientes que garantizan que las dis­
tribuciones predictivas del vector poblacional no observado, la media no observada en 
cada ruta, la media poblacional no observada y la media poblacional tengan media y 
varianza. Y en segundo lugar el estudio de las distribuciones condicionales necesarias 
para aplicar el método de muestreo por Gibbs Sampling.
T eo rem a  5.8 Consideremos el modelo Bayes para rutas aleatorias homocedásiico de­
finido en (5.3), entonces se tiene que:
(a) Y u |( s ,y a),¿z,T  se distribuye i (N  — n)-variante con 2ai grados de libertad con 
para a\ > 1, media:
£ (Y Ui|( s ,y ,) , / i ,T )  =  1 r.-niOi, *€  { * i.....i* } ,
=  1 (5.59)
y matriz de varianzas y covarianzas,
C ov(Y Ul, Y u .. |(s ,y a),/x ,T ) =  A, , * =  * * ,* €  {¿ i,. . . ,  i*}— l
=  ■ bl , i = i*, i g { ¿ i , . . . , ú }
ai — 1
=  0, i ¿  i* (5.60)
(b) (YUl, Y U3, . . . ,  YtlK)t |( s ,y a),/z ,T  se distribuye i K-variante con 2ai grados de 
libertad con para a\ > 1 media:
£ ( y u J (s ,y a),/* ,T ) =  i G {t’i , . . . ,  ú } ,
=  /¿, * g  {*i, •■■,**} (5-61)
y matriz de varianzas y covarianzas,
Cov(YUi, YUi. \(s,ys),ti,T) = [(Ti -  n.) 1 +  — C-—] - ,  i = i*, i G { i i . . .  .,**}
n¿c +  1 a i  — 1 
= ( T r í + c) bí , i =  i* , i g  { í i , . . . , i* }
ai — 1
=  0 í # r  (5.62)
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(c) Y u \(s ,y s) , n , T  se distribuye t con 2ai grados de libertad con para ai >  1, media 
y varianza dadas respectivamente por:
E(Yu\{s, y s) , / i ,T )  =  
V ar (Y u | ( s , y 4),¿z,T) =
1
Tu +  Ts - n 
1
(Tu + T, -  n)2 ax -  1
^¡2 (Ti -  ni)9i + pTu
Y  I i ( l  +  7 ¡ c ) +
+
+  !^ )»€{»!,
(5.63)
(d) <7-2| ( s ,y 4) , / i , T  se distribuye 7r(<72| ( s ,y 4) , / / ,T )  =  7r(o’2|(s ,y5 ) , / í )  según una gamma 
inversa de parámetros ai y b\,
(e) / / | ( s ,y 4), {T i se distribuye con función de densidad 7r(/i|(s, y 4), T )  =  7r(/¿|(s, y 4)) 
dada por:
^ ( « . y * ) ) a 1 + ¿ r (í* - 22)2
-a j
x e x p { - ^  ( /z - / i ° )2} , (5.64)
(f)  T u |(s, y , ) ,  { 1»e {* i se distribuye con función de densidad / ( T u | ( s , y 4),
Í^ íjie ti*  i»>) =  / ( T «Í{ í’i}i6<i, dada vor:
K - ^ í  } t € { » i  t f c } )  —
( 0 + k ) T-+° r(Tu + T3 + a)
r ( T ,+ a )  (0 + K ) T-+T-+<- A l T !n 4t- <5-65)
(g) TI*|(s,y*), }*g{*i,...,*fc> se distribuye con función de densidad, f ( T u \(s ,y s),
{Ti}ie{i1 , fc}) =  /(^u|{7í}.e{*i,....i*}) gamma Poisson,
f(Tu\{T i}ie{il ik}) = Gp(Tu \a  + Tíyp + k , K - k )  (5.66)
donde T u =  (Ti : i £  {¿i, . . .  >*'*})*, Ts = ..,**} T ,  Tu = y
Oí =
A  i = 
B, =
E(9i\(s,ys),fi) =  Cn,y5,i+1/ i , i € { * i , , ik},
ITi-m  +
crii +  1
crii +  1 , i € {¿i
(5.67)
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Zy = 1 + ¿  ^  ( E ( ! ' « - S Ü 2 +
•••,**} \Í6*i
E niVsicrii +  1
n jy3i 
crii +  1
- i
E crii +  1
- 1
E n¡cn¿ -f 1
ai — ao +  2>
b i = b0 + 7¡ (ya* “  1» ^ ) t (In, +  U A n .c )  1( y , i ~  l ni/i).
D e m o stra c ió n . La demostración de este teorema se apoya en la aplicación de los 
lemas B.5, B.8, B.9, y será dividida en varios pasos señalando a lo largo de su desarrollo 
cuando quedan demostrados los apartados en los que se divide el presente teorema:
1.- A partir de la distribución de Y\6,cr2, T , aplicando propiedades de la distribución 
normal básicas tenemos que:
Y 4i|0,o-2,T  ~  N ni( l ni6 i ,Ini<T2), independientes, * G {*i, (5.68)
2.- A partir de (5.68) y la distribución de 0|/¿,cr2, dada en (5.3) se obtiene aplicando 
el resultado (a) del lema B.8, la distribución de Y 4|/z,<72,T , que es:
Y ,|/í,< t2,T  -  N n( l nfi,diagi£{ili___>ik){{Ini +  ln .l^ .c )^ 2}), (5.69)
y aplicando el resultado (b) del lema B.8, la distribución de ^ |( s ,y í ) ,^ ,a 2, según la 
cual 0,|(s, y 3),H, o 2, son independientes para i = 1 ,2 , . . .  , K  con distribución dada por:
O i \ ( s , y 3 ) , f i , ( r 2  ~  N(di}— C— - a2), i e  { t i , . (5.70)
nt-c +  1
~  N(n,c<r2), i £  {*i, — , i*}-
3.- A partir de (5.69) y la distribución inicial para a2 dada en (5.3), se obtiene, apli­
cando el resultado (b) del lema B.9, la distribución de a 2|( s ,y 4),¡i (~* comprobación 
del resultado (d)), y aplicando el resultado (a) del lema B.9 la distribución de Y 4|az,T, 
dada por:
Y 4|// ,T  ~  ¿ n ( l „ / i ,  —  d*a0«€{ilt...,**}{I n ¿  +  l n ¿ l n ¿ c } » 2 a o ) -  (5.71)a o
4.- A partir de (5.71) y la distribución inicial de /z dada en (5.1) se obtiene, aplicando 
el teorema de Bayes, la distribución de / / |(s ,y 4) ,T  dada en (5.64), esta distribución 
es propia por el lema B.5 (~» comprobación del resultado (e)).
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5.- A partir de la distribución de Y |0 ,<t2,T , aplicando propiedades de la distribución 
normal básicas tenemos que:
~  independientes, i =  1 ,2 ........ K .
(5.72)
6.- A partir de (5.72) y (5.70) se obtiene, aplicando el resultado (a) del lema B.8, la dis­
tribución de Y u |(s ,y 4), //,<r2, T , según la cual Y u¿ |(s, y 4),/¿, cr2, T , son independientes 
para i =  1 ,2 , . . . ,  A', con distribución dada por:
Y uJ ( s ,y 4),¿*,<r2,T  ~
~  ^ T i - n i ( ^ T i - n i O i , { l T i - n i  d —  l T j - n ¡  {*1» - - - » *Jfc } irii c +  i
~  JVt í(1tí^ ,( I t¿ +  ^  {«i»•••»**}» (5.73)
y aplicando las definiciones de media no observada por ru ta  y media no observada 
y que la combinación lineal de normales es normal, se obtienen las distribuciones de 
Y Ui |( s ,y 4), //, c 2, T , i =  1 ,2 , . . . ,  A , que son independientes y vienen dadas por:
F Ui|( s ,y 4),/i,<72,T  ~  N(9 í ,[(Tí -  n ,)-1 + — -]<r?), i e  { ¿ i,. . . , i*},TliCi 1
-  N M T T '  + cí)*}), (5.74)
y la distribución de Yu |(s ,y 4),/¿,cr2,T , que es normal con media y varianza dadas por:
£ ( y u | ( s ,y 4) , /z,<72,T )  
V ar {Y u | ( s ,y 4),¿/,ír2,T )
1
Tu + T ,  — n
(Tu +  T, -  n)2
Y  {Ti -  ni)Ói +  »Tu
*€ {*i
E  75(1 + TiC)+
*í?{* 1, ■ - , *f c  }
(7¿_-n¿)c \ 
n , c + l  )
, (5.75)
7.- A partir de (5.73) y el resultado (d) de este teorema (ya comprobado en el punto 
3 de esta demostración), se obtiene la distribución de Y u |( s , y 4) , / i , T  dada en (5.59) 
y (5.60) (~> comprobación del resultado (a)), a partir de (5.74) y el resultado (d) de 
este teorema, la distribución de Ytti| ( s ,y 4) , / i ,T ,  i =  1 , 2 , . . . , A , dada en (5.61) y
(5.62) (~* comprobación del resultado (b)) y a partir de (5.75) y el resultado (d) de
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este teorema, la distribución de Yu |(s, y a),;z, T , dada en (5.63) comprobación del 
resultado (c)). En los tres casos se aplica el resultado (a) del lema B.9.
8.- La demostración de los resultados (f) y (g) del teorema es idéntica a la demostración 
de los apartados (f) y (g) del teorema 5.2 (pasos 8 a 11).
C .S .Q .D .
T e o re m a  5.9 Consideremos el modelo Bayes para rulas aleatorias homocedásticas 
definido en (5.3), entonces se tiene que:
(a) las distribuciones predictivas de Yu|(s,y^), ..,»*}« ^ uj(s,ya), {7¿}»e{¿
i  = 1 ,2 , . . . ,  K , Y u \ (s ,y s), {7i}i6{»ll...I¿fc} V ^l(s>y*)> > so n  P r o p ia s  y bajo
la h i p ó t e s i s  a o > l  ( ó  n > 3 )  t i e n e n  p r i m e r o s  d o s  m o m e n t o s ,
(b) las distribuciones finales de a 2, 62, p. y T u condicionadas a (s, ya) y {T¿
son propias y tienen media y varianza bajo la hipótesis anterior do > 1 (ó n > 3),
y (c) el estimador Bayes para la media poblacional y su varianza vienen dados, si 
a o > l  (ó n >  3), por:
Y  = doE
y a r (Y |( s ,y s),{T¿}t(E{tl(...)tfc}) =  (dlVar(n\(s,  y ,))  +  d3)E
1
[Tu +  Ts \ +  ^ K s . y * ) ) ^
Tu
ITU+ T , \  
+L(Tu + T ,)2J 
+2[¿i V ar(/x |(s,ya)) +  d2E (n \( s ,y 3))]E
+ E ( f \ ( s , y , ) ) E  +
T u
( T u + T . y +
+<¡4 £  { E
1
(Tu +  Ta)2 
Ti
L(Tu + T a)2J +  cE
T}
-! doE [Tu + T s\ +  E(fi\{s,ys))E
L(TU +  Ta)2 J
T  "* '  2 1 u
Tu + T s
(5.76)
donde E(.) es el operador esperanza respecto a T uK T l} ,^ ,^ . cuya distribución 
está definida por (5.65),
¿i = £
Ti -  Tlj
. . . .  . .cr»i +  r
*G  { *  1 1 ,*fc )•
¿ 2  =  n y ,+  (Ti — n,) ——- f - r  +  diE(p,\(s ,ys)),
CTlj “p  X
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^K ».y .)(f,1)
d3 =  ----------
ai -
’y , ) ( 6 l )  / r p  x (■ >  | { T i  -  n * ) c>\  . ,2
——  2 . } T‘ ~ n‘) { 1 + - cñi + i  ) +J2’
• €{■»....*k} V 7
d4 =
ai — 1
y T u, Tu, T s, ai y b\, vector y escalares definidos en (5.67).
D em o stra c ió n . La demostración de estos resultados se apoya en el teorema 5.8 y los 
lemas B.5 y B.6.
* Para comprobar el resultado (a) notemos que las distribuciones Y u |( s ,y a),
> Y u¡ l(s >y*)> > 1 — 2 , . . . ,  , Y ti|(s,y»), y
Y\{s,y*)>
{T¿},-6{tl son propias y tienen primeros dos momentos para üq > 1 por ser las 
condicionales necesarias para su obtención (para Y u las distribuciones del resultado 
(a), (5.64) y (5.65), para Y Ui las distribuciones del resultado (b), (5.64) y (5.65), para 
Y u las distribuciones del resultado (c), (5.64) y (5.65) y para Y  las distribuciones
(5.63) (aplicando que la combinación lineal de normales es normal) del resultado (d),
(5.64) y (5.65) ) propias y tener primeros dos momentos bajo la hipótesis9 ao > 1. 
Esta últim a afirmación se apoya en los lemas B.5 y B.6 y en las propiedades de las 
distribuciones normales, t y gamma.
* El resultado (b) se demuestra de forma análoga (realizando las correcciones obvias) 
al resultado (b) del teorema 5.3.
* Y el resultado (c) se obtiene a partir de las distribuciones dadas en (5.63), (5.64) 
y (5.65) por un proceso de demostración totalmente idéntico al del resultado (c) del 
teorema 5.3 teniendo en este caso que:
£(y»l(« ,y .),T ) = ¿J',l(».y.)£(y u |(s, y,), ¡i, T) =
_  d 2 - n y , + T M E ( n \ ( t , y , ) )
~  T . + T , - n  »
V 'ar(y„ |(« ,y ,),T ) =  £<-l(*.y->Var(y¡¡|(« ,y .) , / i ,T )+
+yar"K*.y-)£(yu|(s,y1),íl,T) =
d 3 - d 2  +  d 4   t f c )  T i { l + T i C i ) + ( d i + T * ) a V a r { i i \ { s , y . ) )
~  ( T . + T . - n ) *  '
C .S .Q .D .
Nuevamente, la obtención del estimador Bayes de la media poblacional y su varianza 
condicionada a la muestra y los tamaños de las rutas muestreadas (y de los dos primeros
9 e s ta  hipótesis puede debilitarse p o r la  hipótesis n  >  3
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momentos de cualquiera de las distribuciones predictivas de interés señaladas en la letra
(a) del teorema anterior) requiere del cálculo numérico de los dos primeros momentos de 
la distribución de y ,)  dada en (5.64) y del cálculo de la esperanza de funciones del 
vector aleatorio T u |{7i},-6{,-lf...(ifc} cuya función de probabilidad viene dada por (5.65). 
En el caso del cálculo de los dos primeros momentos de la distribución de / i |( s ,y ,)  se 
requieren técnicas de integración numérica de una variable (salvo cuando el modelo 
Bayes de rutas aleatorias homocedásticas es mínimo informativo con distribución ini­
cial para ¡i, tt(/í) oc 1, y consecuentemente la distribución condicional de la variable 
/¿ |(s ,y ,)  es una t univariante, distribución estándar cuyos dos primeros momentos son 
conocidos), y en el caso de los momentos de funciones del vector se
necesita recurrir a procedimientos numéricos (K  — fc)-variables (de hecho se necesitan 
calcular los mismos momentos que en el modelo Bayes de rutas aleatorias definido en 
(5.1)).
Otro mecanismo para obtener las distribuciones predictivas y sus primeros dos mo­
mentos (en este caso aproximadas) es el método de muestreo Gibbs (que ya hemos 
propuesto para el modelo Bayes de rutas aleatorias y el modelo Bayes con medias 
iguales). El siguiente teorema describe las distribuciones condicionales necesarias para 
su aplicación.
T eo rem a  5.10 El modelo Bayes para rulas aleatorias homocedásiico definido en (5.3) 
es un modelo DAG (figura 5.3), con distribuciones condicionales dadas por:
/((yUl.• • •.VuKY|y»> / * » iTi}i .x) = /((yUl.• • • >yUK)*l0>0,2>í7* ) =
"*(<*■ ^ ),|e'ff2( diaso ™ rI) ^ í í a t H ) ) '  (578)
*(o \{Vuí} i =  ^{Q\{yxn}i ^ s ^ 2^ á t í }\ ) =
N k (9\¡i , (T2diagK{c{TiC +  l ) " 1}), (5.79)
,y s ,0 ,( r2, { Ti}i  >^) =  O  =
N { n \ { K c - l <x~2 +  íTq 2) - 1(c “ 1or-2 0i +  <r¿-2/¿o), (A 'c" 1^ " 2 +  <Tq 2) " 1),
(5.80)
^ K y u j f  =  7r(o-2|{yu .} f  ,y * ,o ,v , { T i } ? )  =
G a~l {cr2\a\,b\), (5.81)
/(T u |{ y Ui} f ,y f ,® , / í ,^ 2,{7i}i,A ) =  f ( T u \{yu .}%+1,{9i}£+l,(T2, \ )  oc
U W l ..... ik) [ ^ 1/2exp { - ¿ x  Ti(yu . -  di)2} % ]  , (5.82)
, y a,0 , / i ,o-2, { T , } f )  =  7r(A|{T-}f) =
C a ( A |£ * 17- +  a ,A + /? ) ,  (5.83)
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donde ¡x =  (/ii,/Í2> • • • , Í^ k Y , T u aparece definido en (5 .6 7 )  y ,
fii =
Ch =
b¡ =
(Ti - ni)cyu. +  nicys. +  n
rp  ^ _j_ ^  ^  { * 1 )  • • • > * & } >
- % T T ’ ........n
ao +  ^  +  K,
b° +  Ye Ic ^  ^ Ti ”  “  e^ 2 +  S  foy “  ^ ')2]+
 ^ *€{*i } j€*i
(5.84)
K
+« £  P i f a , - f c ) 2] +  £ (« < -# * )=
...t'fc} : =  1
Además, se cumple que, las distribuciones Ti\{yu. , y  a, 9, pL,tr2 i £  { ¿ i , . . . ,
ik j  son independientes con funciones de probabilidad log-concavas en los enteros posi­
tivos incluyendo el cero.
D em o stra c ió n . De la definición 5.3 del modelo en estudio se deduce directamente la 
representación gráfica de la figura 5.3, que responde a un modelo DAG. Las distribu­
ciones condicionales se obtienen a partir de la distribución conjunta de ( Y Ul, . . . ,  Y UK, 
, Q * <r2, T *)*, que viene dada por:
f ( ( y Ul. • • •»VuK > y**» W , al o-2, t 1)*) =
n * i  N (y u .\0i t (Ti -  n ,)-1 (r2) x n¿G{,1,...l,fc} l i j e n  ^ (y » # * -»*2)*  
x n f= i  N(di\fi,c<r2) x N(n\no, erg) x  G a_1((r2|ao, 6 0 )  x f [ £ i  P o(T i\\)  x Ga(X\oc,fi),
separando los términos correspondientes a cada condicional (que contienen el vector o 
variable cuya condicional estamos hallando) de manera análoga a como lo hacíamos en 
el teorema 5.4. La independencia de las variables condicionadas Ti, i ^  { ¿ i,. . . ,  ú }  y 
la log-concavidad de sus funciones de probabilidad se deducen de la distribución (5.82) 
(obtenida en el proceso anterior) y la aplicación del lema B.2.
C .S .Q .D .
De la definición del modelo en (5.3) y del teorema 5.10 se deducen los requisitos (ver 
C.2.1) para poder implementar el algoritmo Gibbs mediante el programa BUGS.
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no
Figura 5.3: Representación gráfica del modelo Bayes para ru tas aleatorias homocedástico
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5.3.4 M odelos para rutas aleatorias m ínim o inform ativos
En la práctica, la asignación de las distribuciones iniciales para los modelos no es siem­
pre fácil y para solucionar este problema o expresar una opinión más neutral, se recurre 
al uso de distribuciones iniciales mínimo informativas. En esta subsección estudiare­
mos la problemática que supone la asignación de distribuciones mínimo informativas 
en los modelos Bayes para rutas aleatorias.
Respecto a la introducción de distribuciones mínimo informativas sobre los parámetros 
media y varianza tenemos los siguientes resultados para los tres modelos:
M o d elo  B ayes p a ra  ru ta s  a lea to ria s  m ín im o  in fo rm a tiv o
Una versión mínimo informativa del modelo Bayes para rutas aleatorias consiste en 
tom ar como distribución inicial para / z ,  7 r ( / z )  oc 1 y una distribución inicial propia para 
las variables of, i = 1 , 2 Par a este modelo mínimo informativo es inmediato 
comprobar, tomando cr^ "2 —>• 0, que se satisfacen los teoremas 5.2, 5.3 y 5.4 sustituyendo 
fiQ =  0 y <Tq 2 =  0 (la distribución de /z |(s ,y ,) es propia a partir del lema B.5).
Del teorema 5.2, se desprende que toda versión mínimo informativa del modelo Bayes 
para rutas aleatorias ha de cumplir si A: < K ,  que la distribución inicial para las 
variables cr2, i = 1 , 2 , K  ha de ser propia, puesto que, en otro caso la distribución 
condicional de <r2|(s, y a),/z no sería propia y en consecuencia la distribución predictiva 
del vector Y u |(s, y ,) , {7¿}te{tl .. )tfc} y las distribuciones de las funciones lineales del 
mismo tampoco serían propia.
M o d elo  B ayes p a ra  ru ta s  a lea to ria s  con m ed ias  iguales m ín im o  in fo rm a tiv o
Una versión mínimo informativa del modelo Bayes para rutas aleatorias con medias 
iguales consiste en tomar como distribución inicial para /z, 7r(/z) a  1 y una distribución 
inicial propia para las variables a 2, i =  1 ,2 , . . . ,  K . Para este modelo mínimo informa­
tivo es inmediato comprobar, tomando aq 2 —*■ 0, que se satisfacen los teoremas 5.5, 
5.6 y 5.7 sustituyendo /z0 =  0 y (Tq 2 =  0 (la distribución de /z |(s ,ya) es propia a partir 
del lema B.5).
Del teorema 5.5, se desprende que toda versión mínimo informativa del modelo Bayes 
para rutas aleatorias ha de cumplir si k < K , que la distribución inicial para las 
variables <r2, i — 1 ,2 , . . . ,  K  ha de ser propia por la misma razón que señalábamos al 
referirnos a los modelos para rutas aletorias mínimo informativos.
M o d elo  B ayes p a ra  ru ta s  a le a to ria s  h o m o ced ás tic as  m ín im o  in fo rm a tiv o
Para el modelo Bayes para rutas aleatorias homocedásticas consideraremos de dos 
versiones mínimo informativas con la característica añadida de que para estas dos 
versiones es posible integrar ¿z y <r2, obteniendo distribuciones estándar (más concre­
tamente t) para el vector Y u |(s ,y a) ,T  (y las funciones lineales del mismo).
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La primera versión consiste en tomar distribución inicial para fx una mínimo infor­
m ativa de la  forma 7r(/z) oc 1 y mantener una distribución inicial propia para cr2 ; en 
este caso se pueden obtener la distribución para el vector Y u |( s ,y ,) ,T  a partir del 
corolario 3.1 y la distribución de10 <7'2|(s,ya), usando el lema B.9.
La segunda versión consiste en tomar una distribución inicial conjunta para (¡i, a 2) 
mínimo informativa de la forma 7r(n ,a 2) oc en este caso, la distribución del vector 
Y u l(s, y 4), T  es un caso particular de la obtenida en el corolario 3.2 para el vector Y u .
En ambas versiones, para integrar el vector T u |{7¿}*e{*i,...,**} (cuya distribución sigue 
viniendo dada por (5.65)) se pueden aplicar métodos numéricos (K  — fc)-variantes o 
bien aplicar el método de muestreo por Gibbs, en cuyo caso las distribuciones iniciales 
condicionales vienen dadas por el teorema 5.10, tomando //0 =  0 y <Tq 2 =  0, para la 
prim era versión y tomando además üq =  0 y 6o =  0, en el caso de la segunda versión.
Además en el caso de los tres modelos se puede asumir (en relación a la distribución 
sobre los tamaños de las rutas), una distribución mínimo informativa sobre A, esto es, 
7t(A) oc 1; en este caso la distribución de T u |{7¿}ie{ilf...,»fc} común a los tres modelos 
viene dada por (5.19) (o equivalentemente por (5.44) y (5.65)), tomando a =  1 y (3 =  0 
(tal y como se deduce aplicando el lema B.12) y es propia, con lo que la distribución 
predictiva del vector Y u |(s ,y ,) ,  {T¿}¿G{ * i y  de sus funciones lineales siguen siendo 
propias. Respecto a las distribuciones condicionales necesarias para aplicar el método 
Gibbs en los tres modelos (con distribución inicial para los tamaños también mínimo 
informativa), éstas se obtienen de manera inmediata a partir de los teoremas 5.4, 5.7 
y 5.10 tomando adicionalmente en este caso a  =  1 y ¡3 =  0.
5.3 .5  M od elo  B ayes para m uestras aleatorias con varianzas d es­
conocidas
Una vez analizados los modelos para rutas aleatorias pasaremos a realizar el estudio 
de los modelos Bayes para muestras aleatorias con varianza desconocida y varianza y 
tam año de la población desconocidos propuestos en (5.12) y (5.13). El análisis Bayes 
de estos dos modelos queda resumido en los siguientes teoremas:
T eo rem a  5.11 Consideremos el modelo Bayes para m.a.s con varianza desconocida 
definido en (5.12), entonces se tiene que:
(a) Y u |(s ,y a) se distribuye según una t, (N  — n)-varianle dada por:
/ (y u l ( s .y d )  =  <JV-n(yU|l7V-nys ,S2 ( iN - n  +  l7Sr~n„lAr~n )  >n ~  X)> (5-85)
(b) Y u |(s ,y a) se distribuye según una t dada por:
10que se ob tiene a  p a r t i r  de la  d istribución  de y s |M0*^2 (que se obtiene aplicando dos veces el lem a B.8 
(a )) y  de la  d istribuc ión  in icial de a 2 , aplicando en lem a B.10
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N s 2/(yJ(*>yO) =  <(y«|y..-77j— 7>n -  !)> (5.86)7l(./V — TI)
y (c) el estimador Bayes para la media poblacional y su varianza (condicionada a una 
muestra de la población) vienen dados, para n >  3 por:
v w i ( * , y , ) )  = k z 2 £ ( i - ¿ ) ,  (5-87)
donde ys es la media muesiral y s2 — ^ ' e,n^ '1 ^  .
D e m o stra c ió n . La demostración de este teorema es inm ediata a partir del corolario 
2.2 tomando X  =  ljv y W  =  Ijy.
C .S .Q .D .
T eo re m a  5.12 Consideremos el modelo Bayes para m.a.s con varianza desconocida 
y tamaño poblacional desconocidos definido en (5.13), entonces se tiene que:
(a) Y u |(s, y 5) ,T  se distribuye según una t, (N  — n)-variante dada por:
/ ( y u |( s ,y a),T ) =  tT- n(yu\ lT -nys,s2 ^IT_ n +  — z ^ T~n-^ , n -  1), (5.88)
(b) Y u |(s ,y 4) ,T  se distribuye una t dada por:
T s 2
/ ( y J ( s .y j)> T ) =  KVu\V,f-pp— - T . n -  1)> (5.89)n[l — n )
(c) la distribución predictiva de Yu |(s ,y 4) es propia con media y varianza dadas para 
n > 3, a > N s — n +  2 y N s > n, por
E(Yu\{s,ys)) =  ys ,
K or(F „I(s ,y s)) =  (n - J ) f  [F(N, -  n ,2 ) -  F (N ,  -  n -  1,1)], (5.90)
[n — ó)n
y (d) la distribución predictiva de Y |( s ,y s) es propia y el estimador Bayes para la
media poblacional y su varianza vienen dados, para n > 3 y a > N a por:
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V ar(Y |(s, y a)) ( (5.91)
donde ya es la media muesiral, s2 =  ■ 'lg*n^ *1 y
(5.92)
D e m o stra c ió n . La demostración de estos resultados se apoya en el teorema 5.11 y 
los lemas B.7 y B.12.
— Los resultados (a) y (b) se deducen de manera inmediata de la definición del
modelo Bayes para m.a.s con tamaño y varianza desconocidos y el teorema 5.11.
-  Las distribuciones Y u|(s ,y a) y Y |(s ,y a) son propias porque las condicionales 
Y u |(s, y a), T, Y |( s ,y a) ,T  son propias (por los apartados (a) y (b) de este teorema) 
y la distribución de Tu es asimismo propia (Tu ~  Gp(a,{3,t) por aplicación del 
resultado (c) del lema B.12).
— Los restantes resultados se deducen a partir de las distribuciones señaladas en el 
punto anterior y la definición de estimador Bayes, aplicando para Y u (y análoga­
mente para Y  con las modificaciones obvias) que:
5.4 A nálisis em pírico de los m odelos Bayes para 
rutas
£(y»K*,y.)) = £ r*£(Y„J(*,y.),r) = y.
Var(y„|(*,yJ)) =  £ T-yar(y„|(s,yJ), T) +  VarT-£(Y „|(s,y i),T) = 
= £ I’-yar(y„|(S,yJ),T) =
y los resultados (a) y (b) del lema B.7.
C .S .Q .D .
E sta sección se dedicará al estudio, a través de tres poblaciones simuladas, del fun­
cionamiento de los modelos Bayes para rutas propuestos en la sección 5.2, comparando
sus resultados con los obtenidos para los modelos Bayes para muestras aleatorias des­
critos en la misma sección. Dividiremos, para su exposición, el análisis en varias 
subsecciones en las que se procederá a: la descripción de las poblaciones simuladas, 
la  descripción de los procedimientos aplicados para realizar las inferencias sobre las 
mismas y la exposición y discursión de los resultados obtenidos.
5.4 .1  D escripción  de las poblaciones sim uladas
P ara realizar el presente análisis se han simulado tres poblaciones; estas tres pobla­
ciones responden a una situación de rutas aleatorias, en la que los elementos de la 
población se clasifican en rutas, y tienen además las siguientes características comunes:
-  El número de rutéis en las que se clasifican los elementos de la misma es 20 
(I< =  20).
— Los tamaños de cada ru ta  son una muestra Poisson con media 500 (A =  500).
Una vez simulada las poblaciones se procedió en todas ellétó a la obtención de dos 
muestras de las mismas de la siguiente manera11:
— elección aleatoria de 4 rutas distintáis (k =  4) de las 20 existentes y observación 
de los tamaños correspondientes a estas rutas,
-  elección aleatoria de 50 (muestra 50) y 100 (muestra 100) elementos distintos de 
cada una de las 4 rutas selecionadas en el paso anterior; para estos elementos se 
observa el valor de la característica poblacional observada.
Por lo tanto, la inferencia que se realizará sobre estas poblaciones se apoyará en una 
m uestra para rutas aleatorias del tipo descrito en la sección 5.2 (y consecuentemente 
en los datos observados para la muestra y los tamaños de las rutas muestreadas).
Veamos a continuación, léis característicéis propias de cada población y cómo ha sido 
simulada:
P ob lación  3
Para la simulación de la población 3 se aplicó el siguiente procedimiento (que dio lugar 
con los mismos datos a dos poblaciones que conoceremos por población 3 no ordenada 
y población 3 ordenada):
1. Obtención de una muestra de tamaño 20 de una distribución Poisson con media 
500,
2. Obtención de la suma de la muestra anterior, a fin de obtener el tam año de la 
población, (~» N).
11 La elección de las rutas y los elementos a muestrear en cada ruta se hizo de manera individual para cada 
población y para cada una de las dos muestras
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3. Obtención de una muestra de tamaño N  de una normal de media 80 y varianza 
152. Los datos simulados se guardaron en el orden de simulación y en orden 
creciente (de menor a mayor valor de la característica simulada).
4. Para la división de la población en rutéis, las rutas se construyeron a partir de 
los dos bancos de datos anteriores, rellenando en el orden del banco, ru ta  a ru ta  
según los tamaños de cada rutas simulados en el primer punto. Se obtiene así, 
para el banco no ordenado la población 3 no ordenada y para el banco ordenado 
en orden creciente la población 3 ordenada, ambas con sus elementos separados 
en rutas.
Como consecuencia de su construcción tenemos que:
— La población 3 no ordenada cumple las hipótesis para los modelos para mues­
tras aleatorias con varianza desconocida y varianza y tamaño desconocidos, en el 
sentido de que la población tomada en su globalidad está formada por elementos 
independientes e igualmente distribuidos según una normal y la m uestra por rutas 
obtenida es una muestra aleatoria de la población ya que la división por rutas da 
lugar, al mantenerse el orden de simulación, a rutas iguales entre sí en mediéis y 
varianzas.
— La población 3 ordenada, si bien se obtiene con los mismos datos que la no 
ordenada, ya no responde tan fielmente a los modelos para m.a.s., ya que la 
m uestra de la población se obtiene a partir de la división en rutas practicada y en 
este caso esta división no respeta totalmente la aleatoriedad de los elementos 
de la población, dando lugar a rutétó con medias distintas entre sí y de una 
varianza similar entre sí pero inferior a la de la población global. La figura 5.4 
m uestra las aproximaciones de kernel a las densidades para los datos poblacionales 
para 6 grupos de 4 rutas cada uno (entre ellas las correspondientes a las rutas 
muestreadas), justificando gráficamente la afirmación anterior. Por o tra  parte, 
notemos que las población 3 ordenada tampoco se ajusta a los modelos para rutas 
propuestos.
Como datos adicionales para esta población señalemos que: su media poblacional es 
Y  =  80.03, su varianza poblacional 224.9 y su tamaño N  = 10131.
P oblación  4
La población 4 se simuló (al igual que la población 5) ru ta  a ru ta  a diferencia de la 
población 3 que se simuló globalmente y luego se dividió en rutas. El mecanismo de 
simulación fue el siguiente:
1. Obtención de una muestra de tamaño 20 de una distribución Poisson con media 
500, ( ~  {Ti}?»,).
2. Obtención para cada ru ta  de una muestra de tamaño Ti de una normal de media di 
y varianza <r2, i =  1 ,2 , . . . ,  20, siendo di = 50 +  3i y <r2 =  (1.5¿)2, i =  1 ,2 , . . . ,  20.
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Figura 5.4: Comparación de cuatro rutas distintas de la población 3 ordenada
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3. Las muestras obtenidas en el punto anterior, unidas y con su indicación de perte­
nencia a una ru ta  determinada constituyen la población 4.
La población 4 construida no responde ni a los modelos por rutas definidos ni a los 
modelos para m.a.s. Así:
-  La población estudiada globalmente no ajusta a las hipótesis de los modelos para 
m.a.s. (elementos independientes e igualmente distribuidos según una normal), 
dado que podemos ver gráficamente, a través de la figura 5.5, que las representar 
ciones del histograma y densidad no ajustan a un modelo normal (la densidad 
empírica no es siquiera simétrica), la mediana (representada en el boxplot) tam ­
poco se sitúa en el centro y la representación de los cuantiles de la distribución 
muestral (línea) tampoco se ajustan a los cuantiles de una normal, obtenidos 
asumiendo que los datos son independientes e idénticamente distribuidos según 
una normal (puntos).
— Por o tra parte, la población tampoco se ajusta a las hipótesis de los modelos 
para rutas, ya que si bien cada ru ta  se genera a partir de una normal común, las 
medias { f = i y las varianzas {cr?}?^ no constituyen respectivamente muestras 
de una normal y una gamma invertida respectivamente. Esta situación la pode­
mos ver gráficamente en la figura 5.6, que representa la densidad empírica para 
las muestra de las medias y precisiones (r¿ =  4*-, i  =  1 ,2 ,. . .  ,20) y las desvia­
ciones en la representación de los cuantiles de la distribución para los datos de 
la población (línea) frente a los obtenidos asumiendo, respectivamente, que los 
datos son normales y 12 Ga(3,300) (puntos).
Como datos adicionales para esta población señalemos que: su media poblacional es 
Y  =  77.58, su varianza poblacional 764.9 y su tamaño N  =  10087.
P oblación  5
El mecanismo de simulación aplicado para la construcción de la población 5 fue el 
siguiente:
1. Obtención de una muestra de tamaño 20 de una distribución Poisson con media 
500, ( ~  {r ¡}£ i)-
2. Obtención de una muestra de tamaño 20 de una distribución gamma invertida de 
parámetros 60 y 13000 (media aproximadamente 152), (~> {of }¿=i)-
3. Para i  =  1 ,2 ,. . . ,2 0 ,  se obtiene a partir de la simulación de una Af(80,cr2),
4. Obtención para cada ru ta  de una muestra de tamaño T,- de una normal de media 
di  y varianza cr2, i  =  1 ,2 ,... ,2 0 .
12los parámetros de la gamma se han elegido, a partir de los parámetros asumidos para la  distribución  
inicial de las varianzas de cada ruta (ver el próximo subapartado)
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5. Las muestras obtenidas en el punto anterior, unidas y con su indicación de perte­
nencia a una  ru ta  determinada constituyen la población 5.
La población 5, por construcción, se a justa  al modelo Bayes para  ru tas aleatorias y 
la población considerada globalmente es “aproximadamente” una población con ele­
mentos independientes e igualmente distribuidos normales (ver teorema 5.1, que pro­
porciona el modelo de superpoblación condicionado a /i y T  para este modelo), tal y 
como se aprecia en la figura 5.7 que muestra el histograma, la aproximación de kernel 
a la densidad de la población, la variabilidad de la mediana muestral y las diferencias 
entre los cuantiles de la población y los cuantiles asumiendo que la distribución de la 
m uestra  es normal.
Como datos adicionales para  esta población señalemos que: su media poblacional es 
Y  =  75.36, su varianza poblacional 387.7 y su tam año N  =  10041.
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5 .4 .2  D eterm in ación  de las d istribuciones in iciales y  m ecan is­
m os aplicados para la realización de las inferencias
Una vez obtenidas las poblaciones anteriores y las dos muestras para cada una de ellas, 
se procedió a la realización de inferencias para todas estas poblaciones asumiendo los 
cinco modelos descritos en la sección 5.2 y tomando como parámetros iniciales para 
los tres modelos de rutas los siguientes:
— C{ — c — 1, i — 1 ,2 ,. . . ,2 0 .
— hq — 0, <Tq =  1002; ésto es, aproximadamente la distribución mínimo informativa 
para ¡i.
— üq =  3, ¿o =  300; con el valor de üq queda garantizada la existencia de los dos 
primeros momentos de todas las distribuciones predictivas y finales y el valor de 
6o se tom a de modo que E (a 2) =  «  122. Para estos valores de ao y 6o, la
b2varianza es Var((rf) =  (ao- i ) 2°(ao_ 2) w 150 , siendo por lo tanto la distribución 
inicial asignada bastante conservadora.
— a  =  300, (3 =  0.5; con lo que E(X) =  j  =  600 y Var(X)  =  «  352, nuevamente,
una distribución bastante conservadora.
Y para los modelos para muestras aleatorias podemos distinguir dos situaciones:
— en el caso del modelo Bayes para m.a.s. con varianza desconocida, se tomó 
como tam año poblacional el auténtico tamaño de la población, aplicándose los 
resultados (5.86) y (5.87) para obtener los estimadores Bayes de Y y Y u y sus 
varianzas dada la muestra, y
— en el caso del modelo Bayes para m.a.s. con varianza y tamaño poblacional 
desconocidos, se tomó como parámetros: a  =  300 +  N s , (3 = 0.5 +  k =  4.5 y 
t =  K  — k =  16, donde N¡, = »4} clue corresponden a la distribución 
final, TU|JV,, para los parámetros iniciales para A dados con anterioridad para 
los modelos para rutas; aplicándose las expresiones obtenidas en (5.90) y (5.91) 
para obtener los estimadores Bayes de Y  y Y u y sus varianzas dada la muestra 
(y nuestros conocimientos realizado el muestreo por rutas sobre los tamaños de 
las rutas muestreadas).
(Notemos que se satisfacen las hipótesis para la existencia, en ambos casos, de los dos 
momentos).
P ara la obtención de las inferencias dada la muestra y los tamaños de las rutas mues­
treadas en los modelos Bayes para rutas, se recurrió a la aplicación del método de 
muestreo por Gibbs implementado con el BUGS. El programa BUGS es aplicable en 
este caso por ser los tres modelos DAG, ser todas las condicionales necesarias para la 
aplicación del muestreo Gibbs (ver teoremas 5.4, 5.7 y 5.10), univariantes y de forma 
conocida por el programa salvo la distribución sobre T u , que ya vimos que estaba 
definida por variables T,-, i £  { i i , . . .  independientes con funciones de probabili­
dad log-concavas, que asimismo son simulables por las rutinas incluidas en el BUGS
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y porque todas las distribuciones de la definiciones de los modelos también pueden 
expresarse a través de distribuciones univariantes conocidas. (Ver C.2.1, para una des­
cripción más detallada de las condiciones que debe satisfacer un modelo para poder 
implementar Gibbs mediante el programa BUGS.)
El análisis con el programa BUGS (ver C.3) constó de tres fases: la traducción en 
BUGS de los tres modelos13 (ver figura 5.8), fase de simulación y obtención de los 
estadísticos de interés a partir de una muestra de las distribuciones predictivas y 
finales. La fase de simulación constó de la realización de 1000 iteraciones Gibbs que se 
emplearon únicamente para la obtención del punto de arranque para nuestra cadena 
de Markov. A partir de dicho punto de arranque se inició para cada modelo el proceso 
de simulación Gibbs, valorándose la convergencia del método mediante el estadístico 
aproximado de Geweke(92)[39] proporcionado por el BUGS para las variables Yu , 
T , /i  y  <r2 para algún i £  { 1 ,2 , . . . ,4 }  (y en el caso del modelo Bayes para rutas 
homocedástico <r2) que se obtuvo tras las primeras 5000 iteraciones del algoritmo 
Gibbs, y trató la realización de grupos adicionales de 2000 iteraciones más hasta que se 
considero que podíamos asumir la estabilidad de la cadena (estadístico aproximado de 
Geweke con un valor en módulo para las cuatro variables consideradas inferior a 1.96). 
En la mayor parte de los modelos y las muestras asumimos estabilidad (según este 
criterio) a las 7000 iteraciones desde el punto de arranque y en una minoría (señalada 
con una * en las tablas) a las 9000.
Una vez asumida la estabilidad de la cadena de Markov, se realizaron 1000 iteraciones 
más para obtener así una muestra de tamaño 1 0 0 0  de la distribución final del vector 
de interés dada la muestra y los tamaños muéstrales conocidos, a partir de la cual 
se obtuvieron, los estimadores y desviación típica para: Y, Yu, T, {yrUi}f€{i>2 ,...)4 }j 
(que n° se obtienen obviamente para el modelo con medias iguales), 
{cr?}¿6 (cr2 para el modelo homocedástico), /i y 9j, <r2 (en los casos adecuados) 
y Tj para algún j  £  { 1 ,2 ,. . . ,  4); todos estos estadísticos se obtuvieron con el comando 
s ta ts  del BUGS. En el caso particular del análisis de la población 5, hemos restringido 
el estudio al del modelo Bayes para rutas aleatorias y los dos modelos para muestras 
aleatorias. Para el modelo Bayes para rutas aleatorias se procedió a todo el análisis des­
crito en los dos últimos párrafos y además se obtuvo para la muestra 50 (n =  200) una 
aproximación de kernel de las densidades y funciones de probabilidad (para los tamaños 
de las rutas y la población) de las distribuciones predictivas y finales marginales condi­
cionadas a la muestra y los tamaños muestreados para T (N), T5 (T[5]), Y u (Y.medu), 
Y  (Y.med), Y Ul (Y.mdu[l]), YU2 (Y.mdu[2]), Y Ui (Y.mdu[3]), Yu« (Y.mdu[4]), Y Us 
(Y.rndu[5]), 6 \ (theta[l]), 6 2  (theta[2j), 6 3  (theta[3j), 6 4  (theta[4]), 95 (theta[5j), cr2 
(sigma2[l]), a\  (sigma2[2]), c \  (sigma2[3j), a\  (sigma2[4]) y a\  (sigma2[5]), (en una 
población que por su construcción cumple todas las hipótesis del modelo Bayes para 
rutas aleatorias) mediante el programa de Splus d ra w d a t incluido en el BUGS.
Una vez obtenidos todos estos resultados se procedió a su análisis según tres líneas de 
trabajo:
13para facilitar las notaciones se han reordenado las rutas de modo que los primeros 4 índices corresponden 
a las rutas maestreadas y los restantes 16 índices a las rutéis no muestreadas
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Figura 5.8: Traducción en BUGS de los tres modelos de rutas
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1. Comparación de los estimadores Bayes de Y u y Y y su desviación típica (D.T.) 
para los tres modelos de rutas y para los dos modelos para muestras aleatorias 
entre sí y con el auténtico valor de la media poblacional (en este caso conocido) 
para cada una de las tres poblaciones (subsección 5.4.3).
2. Análisis de los estimadores Bayes para T, {^i}f=i (que no se obtienen
obviamente para el modelo con medias iguales), {0 f}?=i (<r2 para el modelo ho- 
mocedástico), /i y 0j, a? (en los casos adecuados) y Tj para algún j  ^  {1,2,3,4} 
(subsección 5.4.4).
3. Estudio de las distribuciones predictivas y finales para las variables del párrafo 
anterior a través de las aproximaciones de kernel obtenidas a partir de la muestra 
de las distribuciones predictivas y finales obtenidas por el método Gibbs para el 
modelo de rutas aleatorias y la muestra 50 de la población 5 (subsección 5.4.4).
5 .4 .3  E xposición  y  discursión de los resu ltados para la m edia  
no observada y  m edia poblacionales
Centrándonos en la primera línea de trabajo, para la exposición de los resultados nos 
hemos apoyado en una tabla que contiene para las variables Y u y Y los valores de su 
estimador Bayes y desviación típica de la variable condicionada a la m uestra y tamaños 
de las rutas muestreadas (esto es, la raíz cuadrada de la varianza) para cada uno de los 
cinco modelos implementados ( “MBRR”=Modelo Bayes para rutas aleatorias, “MBRR 
=  Med.” =Modelo Bayes para rutas aleatorias con medias iguales, “MBRR =V ar.” 
=M odelo Bayes para rutas aleatorias homocedásticas, “MAS” =  Modelo Bayes para 
m.a.s con varianza desconocida y “MASe” =  Modelo Bayes para m.a.s con varianza 
y tam año poblacional desconocidos) y que en el caso de Y señala adicionalmente 
si el valor de la media poblacional (conocido en las tres poblaciones) pertenece ( 6 )
o no pertenece (^) al intervalo de confianza Y ±  2V’a r 5 ( Y |( s ,y , ) ,  {7i}^=1) (que si 
la distribución de y | ( s , y 4), {7»}¿=i fuera normal correspondería aproximadamente al 
intervalo de confianza al 95 % ). Estos resultados se han expuesto para las dos muestras 
obtenidas para cada población; la muestra 50, se refiere a la muestra obtenida a partir 
de la selección de 50 elementos para cada una de las 4 rutas seleccionadas (en total, el 
tam año de la muestra es 2 0 0 ) y la muestra 1 0 0 , a la muestra obtenida por la selección 
de 100 elementos para cada una de las 4 rutas seleccionadas (en total, el tam año de la 
m uestra es 400). Los resultados obtenidos para cada una de las poblaciones han sido 
los siguientes:
P ob lación  3
Hemos visto en la subsección 5.4.1 que los datos simulados para esta población daban 
lugar a dos poblaciones: la población 3 no ordenada y la población 3 ordenada con 
características distintas, por lo que atendiendo a esta dualidad expondremos los resul­
tados en dos tablas: la tabla 5.1 para los resultados para la población 3 no ordenada 
y la tabla 5.2 para los de la población 3 ordenada.
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Tabla 5.1: Resultados de la población 3 no ordenada
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Tabla 5.2: Resultados de la población 3 ordenada
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Del análisis de los resultados para la población 3 no ordenada se desprende que:
— los estimadores Bayes de los cinco modelos para la media no observada y media 
poblacionales son muy similares en las dos muestras,
— los estimadores Bayes para la media poblacional, para esta simulación, para la 
muestra 50 sobrevaloran en «  1.5 unidades el auténtico valor de la media pobla­
cional y para la muestra 100 lo infravaloran en «  0.5 unidades,
— los modelos Bayes para rutas aleatorias y para rutas aleatorias homocedásticas 
sobreestiman el error cometido en la estimación. Ello no obstante para todos ellos 
el verdadero valor de la media poblacional pertenece al intervalo de confianza 
estudiado para la media poblacional.
Estos resultados muestran que los estimadores Bayes obtenidos para los modelos de 
ru tas aleatorias son muy semejantes a los estimadores Bayes para los modelos de mues­
tras aleatorias cuando la muestra obtenida por un muestreo por rutas es prácticamente 
una muestra aleatoria de la población (recordemos las características de la población 3 
no ordenada que comentábamos en la subsección 5.4.1). Los modelos para rutéis es este 
caso son menos adecuados que el modelo para m.a.s, pero están cumpliendo su tarea 
de diagnosis de la muestra puesto que al proporcionar resultados similares a los de los 
modelos m.a.s nos están indicando que la muestra analizada es aproximadamente una 
muestra aleatoria de la población (y por construcción sabemos que efectivamente la 
muestra es aleatoria).
Y del análisis de los resultados para la población 3 ordenada que:
— los estimadores Bayes de los cinco modelos para la media no observada y media 
poblacional son similares aunque no tanto como en la población 3 no ordenada 
sobre todo si comparamos con el estimador Bayes para el modelo Bayes para 
rutas aleatorias con median iguales,
— los estimadores Bayes para la media poblacional, para esta simulación, infrava­
loran en «  5 unidades el auténtico valor de la media poblacional para ambas 
muestras,
— todos los modelos propuestos (especialmente los modelos para muestras aleatorias 
y el modelo para rutas con medias iguales), subestiman el error cometido en la 
estimación de modo que, únicamente en el caso del modelo Bayes para rutas 
aleatorias, el verdadero valor de la media poblacional pertenece al intervalo de 
confianza estudiado.
En el caso de la población 3 ordenada, ya comentábamos que la muestra por ru tas 
obtenida ya no podía asumirse como una muestra aleatoria de la población (dado que 
las rutas entre sí constituían muestras de normales con medias distintas tal y como se 
veía en la figura 5.4). Estas desviaciones de la muestra respecto al concepto de muestra 
aleatoria, aunque no muy grandes, ya empiezan a ser detectadas por nuestros modelos 
por rutéis puesto que se observan diferencias (aunque no demasiado grandes) entre los 
estimadores proporcionados por estos modelos comparados entre sí y con respecto a
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Tabla 5.3: Resultados de la población 4
los modelos para  m.a.s. Debemos destacar también, que el valor de la varianza de las 
medias poblacional y poblacional no observada dada la muestra y los tamaños de las 
ru tas  muestreadas proporcionado por el modelo Bayes para  rutéis aleatorias es más 
fiable como medidor del error de nuestras estimaciones que el proporcionado por los 
modelos para muestreis aleatorias; en este sentido el modelo Bayes para rutéis aleatorias 
es el único modelo (de los cinco estudiados) que proporciona un intervalo de confianza 
para  la media que contiene el verdadero valor de la media poblacional.
P o b la c ió n  4
Los resultados para  la media no observada y media poblacionales para  los cinco mo­
delos y las dos muestras de esta población aparecen reflejados en la tab la  5.3 y de ellos 
se desprende que:
— las diferencias entre los estimadores Bayes de los cinco modelos para  la media no 
observada y media poblacional son considerables (de h as ta  casi 9 unidades),
— para  esta simulación, el mejor estimador de la media poblacional es el propor­
cionado por el modelo Bayes para  rutas aleatorias homocedásticas,
— las diferencias entre los errores estimados por cada modelo son importantes entre 
sí,
— también p a ra  esta simulación, el verdadero valor de la media poblacional pertenece 
al intervalo de confianza de todos los modelos exceptuando el modelo Bayes pa ra
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Tabla 5.4: Resultados de la población 5
rutas aleatorias con medias iguales.
Ya comentábamos que la población 4 no se a justaba a ninguno de los modelos propues­
tos en este capítulo. En este caso, nuestros modelos para  rutas detectan ese desajuste 
entre las hipótesis y la realidad (modelos con hipótesis bastante  similares entre sí dan 
resultados muy distintos) y nos alertan así sobre la precisión de los resultados de 
estimación que estamos obteniendo.
P o b la c ió n  5
En esta población estudiaremos los resultados para  la media no observada y media 
poblacionales únicamente para el modelo Bayes para  rutas aleatorias y los dos modelos 
para  muestras aleatorias. Estos resultados aparecen en la tab la  5.4 y de ellos se 
desprende:
— los estimadores Bayes de los cinco modelos para  la media no observada y media 
poblacional difieren entre sí aproximadamente una unidad (mayores diferencias 
que en la población 3 ordenada y menores que en la población 4),
— el mejor estimador de la media poblacional, para  esta simulación, es el propor­
cionado por los modelos para  muestras aleatorias,
— el verdadero valor de la media poblacional pertenece al intervalo de confianza 
calculado pa ra  los tres modelos.
La población 5, por construcción, se ajusta al modelo Bayes para rutas aleatorias 
definido en (5.1) y, a la vez al modelo Bayes definido en los modelos para muestras
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aleatorias (Y  ~  ver figura 5.7; de esta dualidad se explica por
una parte (primera afirmación), las diferencias existentes entre los estimadores (las 
diferencias detectan que la muestra es una muestra de rutas y no una muestra aleatoria) 
y a la vez (por la segunda afirmación), los buenos resultados que proporcionan los 
modelos para muestras aleatorias.
Del análisis de las poblaciones 3, 4 y 5 podemos deducir que:
-  Los modelos Bayes para rutas aleatorias propuestos detectan cuando la muestra 
se aleja de una muestra aleatoria de la población. Esta detección se observa 
a través de las diferenciéis entre los estimadores Bayes obtenidos por los tres 
modelos y en especial entre los estimadores Bayes para los modelos Bayes para 
rutas aleatorias y rutas aleatorias homocedásticas en relación con el estimador 
Bayes para rutas aleatorias con medias iguales; estas diferencias, según nuestras 
simulaciones, parecen seguir un escala gradual (ver poblaciones 3 ordenada, 4 y 
5).
-  Los modelos Bayes para rutas propuestos también detectan de manera análoga, 
cuando la población no responde a la hipótesis de elementos para la carac­
terística en estudio independientes e igualmente distribuidos según una normal 
(ver población 4).
-  Se confirma la robustez de los estimadores Bayes para los modelos para muestras 
aleatorias.
En conclusión, los modelos para rutas propuestos se manifiestan como un instrumento 
de análisis sencillo para comprobar si la población se ajusta a nuestras hipótesis de 
elementos independiente e igualmente distribuidos normales y detectar los posibles 
errores en la valoración de la precisión al emplear el estimador media muestral cuando 
la m uestra empleada es una muestra obtenida a partir de rutas aleatorias y por lo 
tanto  no es m uestra aleatoria de la población. Si las diferencias entre las inferencias 
son grandes, el estudio indica la necesidad de una modelización cuidadosa de las ru­
tas aleatorias, pero en cualquier caso, el estimador Bayes para el modelo Bayes de 
ru tas aleatorias (un estimador puntual que parece ser razonablemente robusto, según 
se desprende de su comportamiento para las distintas poblaciones simuladas) junto 
con una medida de su fiabilidad deducida de la desviación típica (o de la varianza) 
proporcionan una inferencia razonable que supone una mejora sustancial respecto a la 
práctica habitual.
5 .4 .4  E xposición  y  análisis de las inferencias sobre otras varia­
b les de los m odelos de rutas aleatorias y  sobre las d istr ibu cion es  
pred ictivas y  finales dada la m uestra y  los tam años de las rutas  
m u estread as
En esta subsección estudiaremos algunas características de los modelos de rutétó aleato­
rias a partir de los resultados obtenidos por el análisis de las tres poblaciones anteriores.
216
Para realizar este estudio nos apoyaremos en primer lugar en los estimadores Bayes 
de T, {YUi}4_ i, {0 ,};=i ÍQ116 no se obtienen obviamente para el modelo con medias 
iguales), (<r2 para el modelo homocedástico), ¡i y a j  (en los casos ade­
cuados) y Tj para algún j  £  {1,2,3,4}, que aparecen resumidas en la tabla 5.5 para 
las dos muestras (n,- =  50 representa la muestra 50 y =  100, la m uestra 100) de 
las poblaciones 3, 4 y 5 y cada uno de los modelos de rutas aleatorias estudiados 
( “General” =Modelo Bayes para rutas aleatorias, “=M edia.”=Modelo Bayes para ru­
tas aleatorias con medias iguales y “= Varían.” =Modelo Bayes para rutas aleatorias 
homocedásticas).
Entre las características para las distribuciones predictivas y finales que se deducen de 
esta tabla señalemos las siguientes (que se pueden justificar fácilmente a partir de los 
teoremas 5.2, 5.5 y 5.8):
— La coincidencia para los dos tamaños de muestra y los tres modelos para un 
población dada de los estimadores Bayes de T  y de T5, como consecuencia de 
la independencia de las distribuciones posteriores de T u y de Tu respecto a la 
muestra y por ser estas distribuciones comunes para los tres modelos de rutas 
(ver (5.19)-(5.20), (5.44)-(5.45) y (5.65)-(5.66)).
— La coincidencia de los estimadores de y de fj. en el modelo Bayes para 
m tas aleatorias con medias iguales para cada una de las dos muestras de las 
poblaciones 3 y 4, como consecuencia (ver (5.40)) de que:
S í ñ .K o .y .M T i & i )  =  £ T -lT-£"l< '’y -> £ (Y „J(s ,y ,) ,M ,T ) =  £ W (« ,y ,) )
para i =  1 , 2 , . . . ,  2 0 .
— La coincidencia de los estimadores Bayes de {<r2 }¿=5 ,7  para los modelos Bayes para 
m tas aleatorias y para rutas aleatorias con medias iguales para las poblaciones 3 
y 4 (las diferencias observables son pequeñas y se deben al muestreo por Gibbs), 
como consecuencia (ver (5.17) y (5.42)) de que para los dos modelos:
£ ( ° í l ( a>y*)) =  E ^ s’y ' )E(<T¡\(s,ys) , t i ,T )  = E (f i \ (s ,ya)) =  &° =  150
ao — 1
para z =  5 , 6 , . . .  ,20.
— Y la  coincidencia de los estimadores de 6{ con los de Y Ui, i = 1,2, . . . , 2 0  (por 
m ta) para las poblaciones 3 y 4, en los modelos Bayes14 para rutas aleatorias y 
para rutas aleatorias homocedásticas, debida a que (ver (5.15)-(5.24) y (5.61)- 
(5.70)):
£ (F „ .i (S,y , ) , „ ,T )  =  B ( í( | ( . , y . ) . r t  =  { 5 ;  ;%  ¡ 1; J J ¡
ton Oí común en los dos modelos por ser ct- =  c =  1 , i =  1 , 2 , . . . ,  2 0 .
14por sepaiado, dado que la media de la distribución final de n no coincide para los dos modelos
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Tabla 5.5: O tras inferencias sobre las poblaciones 3, 4 y 5
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Las distribuciones predictivas y finales (condicionadas a la muestra y los tamaños 
de las rutas muestreadas) para los modelos para rutas aleatorias no presentan un 
forma estándar y el cálculo de sus primeros momentos suele presentar problemas de 
computación, tal y como veíamos en la sección 5.3. A título orientativo sobre cómo 
son estas distribuciones se han obtenido a partir de la función en Splus d ra w d a t, 
incluida en el programa BUGS las aproximaciones de kernel de las mismas a partir 
de las muestras simuladas por el muestreo Gibbs para el modelo Bayes para rutas 
aleatorias y la m uestra 50 de la población 5 (que es por construcción la que mejor 
aju sta  al modelo Bayes para rutas aleatorias). Los resultados gráficos se presentan en 
las figuras 5.9, 5.10, 5.11, 5.12 y 5.13; notemos a partir de ellos:
-  La forma acampanada y prácticamente simétrica de las distribuciones predictivas 
de Y , Y u, Y Ui, i =  1, 2 , . . . ,  5 y las finales marginales de ¡i y i =  1 , 2 , . . . ,  5.
-  Si nos fijamos en los cuantiles al 95 % estimados para las distribuciones predictivas 
de Y , y u , Y Ui, i =  1, 2 , . . . ,  5 y las finales marginales de /x y 0¿, i =  1 , 2 , . . . ,  5 
en comparación con el cuantil de la correspondiente normal, tenemos que, para 
esta simulación, las distribuciones predictivas para Y  y Y u son más apuntadas 
que las correspondientes normales, las distribuciones de Y Ui y 6 5  algo menos 
apuntadas y las restantes con un apuntamiento muy similar al de la normal (son 
aproximadamente normales).
-  La forma acam panada de T  y T¿, i = 5 ,6 , . . . ,  20; respecto a este punto señalemos 
que la densidad de kernel no aproxima en esta caso a la función de densidad 
de estas variables (que son discretas) sino que une por líneas a su función de 
probabilidad (definida únicamente para los enteros positivos y cero).
-  Y la forma más amplia de las distribuciones finales de er?, i =  1,2,3,4,  aunque 
asimétrica (por efecto de la información introducida por la muestra) y la forma de 
la distribución de a \ , que corresponde obviamente (ver (5.17)) a una G a-1 (3 ,300).
Adicionalmente, a la derecha de las aproximaciones de kernel a las funciones de den­
sidad (y probabilidad) se presenta una gráfica con la traza de los valores simulados 
en las últimas 1000 iteraciones (con las que se obtiene la muestra). A través de ella 
podemos valorar gráficamente la estabilización de la cadena de Markov.
5.5 Com entarios finales
Como comentario final al capítulo destacar dos ideas:
1.- Los modelos Bayes para rutas aleatorias aunque simples constituyen una herra­
mienta eficaz (ver sección 5.4) para detectar en qué medida una muestra obtenida por 
un muestreo por rutéis (de las condiciones descritas en la sección 5.2) se aproxima a 
un muestreo aleatorio de una población. Proporcionando, además, el modelo para 
rutas aleatorias un estimador Bayes razonablemente robusto junto con una medida 
de su precisión (deducida de la varianza condicionada a la muestra y los tamaños de
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las rutas muestreadas) que permite una inferencia mejor que la habitual que aplica 
procedimientos inferenciales basados en muestras aleatorias.
2.- Todos los resultados, modelos y método de muestreo se apoyan por simplicidad 
en la hipótesis de conocer los tamaños de las rutas muestreadas. Esta hipótesis, no 
siempre se satisface en la realidad y supone una restricción a la aplicación del modelo 
en la medida que no sea posible la obtención de unos buenos estimadores de los mismos. 
En futuros trabajos podría ensayarse la introducción de otros modelos más complejos, 
que permitieran un aprendizaje a priori de los tamaños de las rutas, que luego podría 
trasladarse a un modelo similar a los estudiados condicionado al tam año de cada ru ta. 
Estos modelos para conocer los tamaños de las rutas podrían apoyarse, por ejemplo, 
en la modelización de estos tamaños como los resultados de un proceso Poisson en el 
espacio asumiendo que el número de elementos de la población es constante por unidad 
de área.
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A péndice A  
N o ta c ió n
En esta tesis hemos aplicado una notación básica, que se ha completado al princi­
pio de cada capítulo atendiendo a las necesidades notacionales del problema tratado. 
Describiremos en este apéndice esta notación básica, atendiendo a una estructura mo- 
noetápica y bietápica de la población.
E stru ctu ra  m on oetáp ica
La población se divide en elementos según la característica en estudio (que se asume 
en toda la tesis continua). Denotamos por:
— N ,  número de elementos de la población.
— Yi(yi), i =  1 , 2 , . . . , N ,  el valor de la característica en estudio para el elemento 
de la población i, i — 1 , 2 , . . . ,  N .  En mayúsculas indica que dicha característica 
es considerada como variable aleatoria, y en minúscula el valor tomado por la 
variable Yi en el contexto de modelos de superpoblación, o simplemente el valor 
de la característica en estudio en los contextos de población fija.
— y = (t/i, y2, •.. i VnYi vector poblacional en población fija.
— Y  =  (Yi; Y2 , . . . ,  Yjv)*> vector poblacional (aleatorio) en el contexto de modelos 
de superpoblación.
— x t- =  (®ii, a?í2 , . . . ,  Xip), i =  1,2, . . . , N ,  vector auxiliar de covariables asociado a Yi, i = l , 2 , . . . , N .
— X  =  (xj ,  X2 , . . . ,  xjy)*, m atriz de covariables.
—  Y ' "  Yi— Y — — 'fi1 , la media poblacional.
— n, número de elementos muestreados de la población.
— s =  {¿i, *2 , . . . ,  *n}, índices de los elementos muestreados.
— Y u =  (Y¿ : i £  s)*, vector poblacional no observado.
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-  y s = (yt i , y¿2, . . . ,  y¿n)t , vector poblacional observado (conocido).
-  X u =  (xj : i £  s )*, matriz de covariables correspondiente a los elementos no 
observados (a Y u).
-  X ,  =  (xj ( . . . j x j J ' ,  matriz de covariables correspondiente a los elementos ob­
servados (a y ,).
-  £  Y*
-  Y u =  , la media poblacional no observada.
— . y i
-  ya = — , la media muestral o media poblacional observada.
-  Y  (Yu)) estimadores de la media poblacional y la media poblacional no observada 
respectivamente (cuando aparecen con minúsculas tienen el mismo significado en 
población fija).
E stru ctu ra  b ietáp ica
La población se divide en unidades que a su vez se dividen en elementos según la 
característica en estudio (que se asume en toda la tesis continua). Denotamos por:
-  K ,  número de unidades de la población.
-  7V¿, ¿ = 1 , 2 , . . . ,  K ,  número de elementos de la unidad i, i =  1 , 2 , . . . ,  K.
-  N ,  número de elementos de la población (N  =  ^2íL i -W*)-
-  Y» (Vij)j 3 =  1 )2 , . . . , Ni, i — 1 , 2 , . . . , K ,  el valor de la característica en estudio 
para el elemento de la población j  = 1 , 2 i = 1 , 2 , . . . , A'. En
mayúsculas indica que dicha característica es considerada como variable aleatoria, 
y en minúscula el valor tomado por la variable Yij en el contexto de modelos 
de superpoblación, o simplemente el valor de la característica en estudio en los 
contextos de población fija.
-  y  i = ( y n ,y i 2 , . . . ,  VíNí)*, i — 1) 2 , . . . ,  K ,  vector poblacional de la unidad i, i —
1 , 2 , . . . ,  K  en población fija.
-  Y,- =  (Yíi, Yí2 , . . . ,  Yíjv;)*, i =  1 , 2 , . . . ,  A', vector poblacional (aleatorio) de la
unidad i, i =  1 , 2 , . . . ,  K  en el contexto de modelos de superpoblación.
-  y  =  ( y í , y 2 , . . .  vector poblacional en población fija.
-  Y  =  (Yj ,  Y 2 , . . . ,  vector poblacional (aleatorio) en el contexto de modelos 
de superpoblación.
-  =  (x ij i ,X ij2, . . .  ,Xijp), j  = 1,2 i = 1 , 2 , . . . ,  A  vector auxiliar de
covariables asociado a Yij, j  =  1, 2 , . . . ,  Ni, i =  1 , 2 , . . . ,  K .
-  X,- =  ( x |j , x |2, • • •) y , i =  1,2, . . . , K ,  matriz de covariables asociada a Y t-,
¿ = 1 , 2 , . . . ,  I<.
-  X  =  ( X Í . X J , . . .  ,Xk)*,  matriz de covariables.
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_  y-'". Yij
Y{ = j , i =  1 , 2 , . . . , / í ,  la media (poblacional) de la unidad i, i =
1 , 2
Y  = '~lN * *, la media poblacional.
fc, número de unidades muestreadas de la población.
{¿i , . . . ,  ¿jt}, índices de la población muestreados.
ni » * £ {*1 j • • • > **}> número de elementos muestreados de la unidad i, i G
{¿i, . .  .,¿jt}.
Si =  { j i , . . . , i n ¡ } ,  2 € { * i , í n d i c e s  de la unidad ¿, ¿ G {¿i, . . . ,  i fc} 
muestreados.
n, número de elementos muestreados de la población (n =  *'*} nt') ‘
s =  { ( i , j ) ,  j  G s í , i G {¿i , . . . ,  ijk}}, índices de los elementos muestreados.
Y Ui =  (yij : j  £  s ,)í , i =  1 , 2 vector poblacional no observado de la 
unidad i, i = 1 , 2 , . . . ,  K.
Y u =  {Yij : (i, j )  s)*, vector poblacional no observado.
y 4. =  (t/,j : j  G s,-)*, vector poblacional observado de la unidad m uestreada i, 
i G {¿i , .. •, íjfc} (conocido).
y s = (y*. : i g {¿i , . . .  jíjfc})*, vector poblacional observado (conocido).
X Ui =  (x]j : j  Si)1, i = 1 , 2 , . . . ,  K , matriz de covariables correspondiente a los 
elementos no observados de la unidad i, i = 1 , 2 , . . . ,  K  (a Y Ui, i = 1, 2 , . . . ,  K).  
X u =  (x |j : (*, j )  s)í , matriz de covariables correspondiente a los elementos no 
observados (a Y u).
X Si = (xfj : j  G Si)*, matriz de covariables correspondiente a los elementos 
observados de la unidad muestreada i, i G {¿i , . . .  , ú )  (a y, . ,  i G ( ¿ i , . . . ,  ¿Jt})- 
X a =  (X 4i : i G {¿i , . . . ,  i*})*, matriz de covariables correspondiente a los
elementos observados (a y ,) .
— 52 y‘>Y Ui =  ■ —> 2 =  1 , 2 , . . . ,  AT, la media (poblacional) no observada de la
unidad z, z* =  1 , 2 , . . . ,  K.
y u =  ^ l= 1 j¿_n — —, la media poblacional no observada.
52 ■ya. =  — — , la media muestral o media (poblacional) observada de la unidad 
2 £ ( 2 i> • • • . ú } .
. n  y  .
y a =  — }a media muestral o media poblacional observada.
Y i  ( Y Ui), i =  1 , 2 estimadores de la media (poblacional) y la me­
dia (poblacional) no observada de la unidad i, i = 1, 2, . . . , J<’ respectivamente 
(cuando aparecen con minúsculas tienen el mismo significado en población fija).
Y ( y u), estimadores de la media poblacional y la media poblacional no observada 
respectivamente (cuando aparecen con minúsculas tienen el mismo significado en 
población fija).
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A péndice B 
L em as aplicados
En este apéndice presentaremos y demostraremos los resultados sobre matrices, fun­
ciones y distribuciones aplicados a lo largo de la tesis en la demostración de teo­
remas y corolarios. Como referencias auxiliares a las demostraciones presentadas 
señalemos, por ejemplo: Rao(73)[82][pág 1-78], Abramowitz y Stegun(72)[l], Lind- 
ley y Smith(72)[70] y DeGroot(70)[20].
B .l  R esultados sobre m atrices
L em a B . l  Consideremos: A una matriz p x p y C una matriz n x n, ambas no 
singulares y B y D  dos matrices de dimensiones respectivas p x n y n x p, entonces 
se cumplen los siguientes dos resultados:
(A  +  B C D ) - 1 =  A ' 1 -  + D A - 1 B )_ lD A -1, (B .l)
|A  +  B D | =  lA I- 'I I .  +  C A - ^ l ,  (B.2)
donde I n es la matriz identidad de dimensión n.
V éase  por ejemplo: Lindley y Smith(72)[70] (respecto a (B .l)) y Rao(73)[82].
B.2 R esultados sobre funciones
L em a B . 2  La función f ( x )  =  x*exp{— definida en (incluyendo el cero),
con ¡3 y A escalares positivos conocidos, es log-concava1.
1De la  log-concavidad en 3?+ (incluyendo el cero), se deriva la  log-concavidad en los enteros positivos 
incluyendo el cero de la  función de problabilidad ^(r) oc ara earp{— eu el sentido considerado por 
Gilks(92)[44], por lo que, para simular una muestra de la distribución de X,  podem os hacer uso del m étodo  
de aceptación-rechazo adaptado sin derivadas
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D e m o s tra c ió n . La función logf(.) es de clase C 2 en 3ft+ , por lo que, para comprobar 
el resultado basta con demostrar que logf(x) < 0 para Vx 6  Tenemos que:
— log f(x) = \ logx -  fix +  xlogX -  log(T(x +  1)),
— J¿ t°9 f(x ) = ~  P +  ^og\ — tp(x +  1 ), donde ip(.) es la función digamma,
— -£¿2 logf(x)  =  - ¿ y  — ip'(x +  1 ), donde ^ '( .)  es la función trigamma,
luego, la función /( .) ,  será log-concava si ip'(x + l)  >  — Esta desigualdad es fácil de 
comprobar ya que (ver 6.4.2, 6.4.6, 6.4.10 y 23.2.18 de Abramowitz y Stegun (72)[1]):
V>'(x +  1) =  tp'(x) -  x ~ 2 = (* +  t ) ~ 2 -  x " 2 =  j (x +  t )~ 2, x £  (0, oo) y
V>;(1) =  £(2) =  x- 2 , x =  0, (con £(.) la z-función de Riemann),
y por lo tanto, ^>'(x +  1) > 0 >  — ^ j-, Vx £  3£+ (incluyendo el cero).
C .S .Q .D .
B.3 R esultados sobre distribuciones
L em a B .3  Dada una variable aleatoria X  continua con rango en los reales positivos 
excluyendo el cero y función de densidad:
p(x) oc |Inx +  A |- ^x “ (ao+1)(6 o +  — +  ^a^InX  +  A )- 1a )_a i +^,x ¿
con A una matriz simétrica definida positiva conocida de dimensión n x n, a  un 
n-vector asimismo conocido, I n , la matriz identidad de dimensión n, n un entero 
conocido y c í q ,  ai, 6 o y bi escalares positivos conocidos. Se tiene que, si n >  2 y 
a\ >  ao, entonces:
— p(x) es propia,
— si ao > 1 , existe E (X ) ,
— si ao > 2, existe V a r (X ) ,
— Va o > 0 existen los siguientes momentos: E[(B +  C x )-1 (B b  +  Ccx)], V ar[{ B  -f 
C x )-1 (B b  +  Ccx)] y también existen si a 0 >  1, £ '{ ( 6 2  +  ^- +  | a í (IriX4 - A) _ 1 a)[m  
- f b ^ B  -f C x )- 1b]x), donde B y C son matrices simétricas, definidas positivas 
conocidas de dimensión n x n, b  y c son n-vectores conocidos, m  es un escalar 
conocido y 62  un escalar positivo.
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D e m o stra c ió n . Para ver que la distribución es propia, notemos que si ai >  ao y 
n >  2 ,
l im x^ 0+\Inx +  A | *x (ao+1)(60 +  — +  ia * (In:c +  A) í a) a i + 2 =  0, (B.3)
x ¿
limx-+oo\InX + A |" 2 (6 0 -f — +  ia ^ In X  +  A )_ 1a ) _ f l l + 2 =  0, (B.4)
x ¿
y que a partir de (B.4) se tiene que:
3H  > 0 : A >  H  =>■ \Inx  +  A |- * (&0 +  +  i a*(:lnx +  A )-1 a ) - a i+ * <  1. (B.5)
x ¿
Si denotamos por p¿(x) al núcleo de la función de densidad de X ,  se tiene que:
poo pH poo
1 = 1  Pc(x)dx =  /  Pc( x) dx+  /  pc(x)dx,
Jo Jo J h
donde I  =  (constante de integración)-1 , p¿(x)dx e I 2 = Pc(x)dx.  Las
integrales / 1  e 12 son finitas, veámoslo:
* Ii < 0 0 , porque la función P(x)  definida en [0,H] por:
p w  =  { r W  o < . ^
es continua en todo el dominio de su definición (ya que P(x)  es continua en (0, H] 
por producto y composición de funciones elementales continuas y en 0  por definición 
y (B.3)).
* I 2 < 0 0 , es propia ya que de (B.5) y multiplicando por x~(a°+1) se tiene que:
y* OO y* OO
h  = I Pc{x)dx < j  x - ( a°+1Ux,
J h  J h
donde x~^a°+1^dx < 0 0  por ser, por ejemplo, £ - (ao+i) el núcleo de una distribución 
Pareto(f/,ao).
En conclusión, si ai >  ao y n > 2, I  < 0 0  y por o tra parte, obviamente, Pc(x) >  0, 
luego la función de densidad de X  es una autentica función de densidad propia.
Los restantes resultados del lema se obtienen aplicando los argumentos anteriores, 
(bajo las hipótesis introducidas), sobre: / 0°° xpc(x)dx , f™ x 2pc(x)dx , / 0°°(B +  C z )-1 
(B b +  C ex)pc(x)dx, / 0°°(B +  C x )-1 (B b +  C cz)(B b  +  C cx)t (B +  C x )~ 1pc(x)dx  y 
/ 0°°(^2 +  ^  +  §a*(Inx +  A )-1 a)[m +  b*(B +  C z )-1 b]xdx respectivamente.
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C.S.Q.D.
L em a B .4  Dado un vector aleatorio X \ ,  X 2 , . ■., X k  continuo con rango X,- >  O, 
i =  1 , 2 , . . . ,  A,  y función de densidad:
p (x l , X 2 , . . . y X K )  OC
11=1 lln.X. + A , !  2X
U L  xr(“”+1,(4o + ¿1 £ L  j r  + I Ei=i + AO-'a^-'^+í) ,
con A  i, i =  1,2 K , matrices simétricas definidas positivas conocidas de dimen­
siones respectivas rii x n,-, a,-, rii-vectores asimismo conocidos, i =  1 , 2 , . . . , A ,  I n¡,
matrices identidad de dimensiones n{, i =  1 , 2 ni, i =  1,2, . . . , A  enteros 
conocido, n =  J2 íL i n* V ao> ai> bo y &i escalares positivos conocidos. Se tiene que, si 
n > 2 K  y a\ > K üq, entonces:
-  p (x i ,X 2 , . . .  ,x/f)  es propia,
-  si a o > 1, existe E ( X  i , X 2 , . . .  ,X/f),
-  s*  a o  >  2 , e r i s í e  Vra r ( X i , X 2 , . . . ,  X # ) ,
-  Vao > O existen los siguientes momentos: £[(B,- +  C,x¿)- 1 (B ,bj +  C tc,•£,)], 
V ar[(B t- +  C ,z ,) - 1 (B,b¿ +  C,c,•£,)], i = 1 , 2 , . . . ,  K , y si a o > 1 también existen 
£[(B¿ +  C ,z ,) - 1 (B,b¿ +  C ,c ,£ ,)(B jb j +  C j C j x ^ ^ B j  +  C j X j ) - 1], i ¿  j ,  i , j  =
1, 2 , . . . ,  A', y E{(b0 +  j -  +  l E í l i  +  A *)_ 1a,)[m t- +  b |(B ¿ +
C ,x ,)- 1b t]£,}> i =  1 , 2 , . . . ,  A,  donde B,  y C¿, i — 1 , 2 , . . . ,  A' son matrices 
simétricas, definidas positivas conocidas de dimensiones respectivas n¡ x n¡, b¡ y 
c i = 1 , 2 , . . . , A,  son rii-vectores conocidos y son escalares conocidos.
D e m o stra c ió n . La demostración de este lema se apoya en el lema B.3 y en la siguiente 
acotación.
(¡,„ + h ¿  i  + I + A,)-1»,)—+í <
i = i Xí 2 i = 1
<  f [ ( |  +  61  ¿  i  +  i  +  A i) - 1 a i) - * (“ + * ) ,
1 = 1 t = l * * = 1
que se apoya en la desigualdad G < A,  entre la media geométrica, G , y la media 
aritm ética, A,  de A  números positivos. Notemos que la expresión anterior perm ite 
acotar la función de densidad del vector X i , X 2 , . . .  , X jc por el producto de densidades 
del tipo descrito en el lema B.3 y por tanto las integrales necesarias para el análisis 
de este lema pueden ser acotadas por integrales que sabemos finitas, bajo las hipótesis 
introducidas en dicho lema.
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L e m a  B .5  Dada una variable aleatoria X  continua con rango en y función de 
densidad:
*o)2} .
con k un entero positivo conocido y 6,- > O, i =  1 ,2 , . . . , k  y X{, i =  0 , l , 2 , . . . , f c
escalares conocidos. Se tiene que para bo >  O finito y para &Ó1 " O se cumple que:
— p(x ) es propia,
— si para algún i, a,- > 1 ó bo > O finito, entonces existe E (X ) ,
— si para algún i, a,- > 2 ó bo >  O finito, entonces existe V ar(X ) .
D e m o s tra c ió n . La demostración de este resultado se apoya en las propiedades de la 
distribución normal y t de Student.
* Para ver que la distribución es propia basta notar que la función de densidad antes 
descrita es proporcional al producto de funciones acotadas respecto a x, en la recta real 
(si 6o >  0, producto de k núcleos t y de un núcleo normal y si 6q 1 —► 0, producto de k
núcleos t), luego acotada como función de x en la recta real y por lo tanto integrable
en la recta real.
* La existencia de primer momento se apoya en la integral f^ °  xp (x)dx , esta integral
es propia si 6o > 0 ó si a¿ > 2, para algún i € {1 , 2, . . . ,  k).
Efectivamente:
f-oo xp(x)dx < C f ^ x e x p ^ - ^  ( x - x 0)2} d x  si 60 >  0,
< C  x [i +  217 (x ~  x i )2] dx si 6Ó1 — 0»
donde C  es la constante de integración de la función de densidad p(x) (los restantes 
términos de la función de densidad se acotan por 1) e i es un índice cualquiera entre 
1 y k. La integral de interés es convergente, en el caso 6o > 0 porque la normal tiene 
siempre primer momento, y en el caso Óq1 —► 0 si a¿ >  1 ya que entonces la distribución 
t tiene primer momento.
* Análogamente al apartado anterior se comprueba que el segundo momento existe 
siempre si 6o >  0 y cuando a¿ >  0, para algún i si 6q 1 —*■ 0, apoyándonos en el estudio 
de la convergencia de la integral f™ x 2p{x)dx  y la existencia del segundo momento 
de un normal y una t respectivamente.
p íx ) « n 1 H (x  —26, v ; x exp ~ 2 ^ (X
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L em a  B .6  Dado un vector aleatorio X =  ( X \ , X 2 , .. •, X^) discreto con rango en los 
enteros positivos incluyendo el cero y función de probabilidad:
nÍT \  r(E,Li x i + °0 T T  J_P\Xll X2i • • • ) xk) — r>/ \ 11 o. I ’
r (“) (,9+*)£<-. *i+“ ¡=1 z¡!
con k un entero positivo conocido y a > 0 y / 3 > 0  escalares positivos conoci­
dos. sp. tiene, aue exis te  la m ed ia  n m a tr i z  de varianzas-covarianzas de X  y los si-
i  r i  r
Wf* .V V w*»*,  ^  ^
, e e q y
guientes valores esperados2: E
E T L . X ¡b j   w . i = , - - - - - - - - - - - - - -  F ¡  — í j í i s i   h ¡  - - - - - - - - - -   J 'k i - - - - - - - - - - -L(e l *+-H 1 .el,**+*°. : .e l *+*«.
i = 1 ,2 , . . .  ,k ,  con xq un entero positivo conocido.
.EL x<+a:o.
E k "1 2Xi■=1
, E  
2Ll
E L *    ________
. E L  L (E L ix ‘+ r°)2.
, t =  1 , 2 , . . . , * ,  £ .EL*+*°.
D e m o s tra c ió n . La demostración de este resultado se apoya en la convergencia de las 
siguientes dos series:
Y " r(o r+ x ) j_
¿ > x > 0 /3a+x x \ ’
E V  ^ r(a+g+y) J_ J_x > 0  ¿ ^ y > 0  (/3-j-2)“ + x+ y x! y! ‘
(B.6)
(B.7)
La serie (B.6) es convergente, para (3 > 1, por tratarse del núcleo de una distribución 
gamma Poisson de parámetros a, (3 — 1 y 1, y la serie (B.7) es el núcleo de un caso 
particular de la distribución enunciada en este lema para k =  2 (que es propia por el 
resultado (b) del lema B.12 tomando t =  1). Efectivamente:
1.- E (X )  existe dado que existe E (X i) ,  i = 1,2 , . . .  ,k .  Veámoslo:
tpí v . \  — ( \ — @a TT * gj +  <* +  1)
■ -  ( p + k )i+ E .« < ¡r' +“+i x{
< oo
x¿>0
ya que la últim a serie es del tipo dado en (B.6).
2.- V ar(X ) existe dado que existen: E ( X 2), i — 1 , 2 , . . . ,  k y E ( X íX j ), i ^  j ,  i , j  — 
1,2 , . . .  ,k .  Veámoslo:
2E 1 V ÍT E L X' 1.EL**+x°. .EL,Xi+*°. pueden calcularse de acuerdo con el lem a B .7 dado que
E.=i x« ~  Gp(ot,(3,k)
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2.1.- Por linealidad del operador esperanza se tiene que E ( X f ) =  E ( X í ( X í — 1)) +  
E ( X i ), de donde se sigue que E ( X f )  existirá si existe E (X i(X {  — 1)). Esta últim a 
esperanza existe ya que:
=  e  « . ( « i - d p m = £ n ^ E
r ¡ > 0  ' ' j j t i  J x > 0
1 +  E jy * i  Xj  ~f~ + '2 )  1
o ( p  +  k ) c + ^ X j + a + 2  **
<  O O
y la últim a serie es convergente por ser del tipo dado en (B.6).
2.2.- Por o tra  parte también existe E ( X i X j ) ,  i ^  j t i , j  =  1, 2 , . . . ,  k,
E ( X i X j )  =  Y ,  Y I  X i X j P { x )  =  
*¿>0
_ pa n  j _  s r  v  r (j+ y+E , ^ . , a;»+or+2) i i
r(a) 11 l ¿ i , j  x ¡ ! Z ^ i> o L y > 0  x+y+V *i+ « + 2  x\ y! ^
(P+k)
O O
ya que la últim a serie es del tipo dado en (B.7) y por lo tanto convergente.
3.- Los demás valores esperados existen por tratarse de valores esperados de funciones 
acotadas por otras funciones cuyos valores esperados existen. Así:
\ , 1 1 <
í V ' - ' Xt 1
l£L**+x°J
-  E iL(£L*<+x°)aJ
-  E r ei».*
■
. ( E L i x «+x°)2.
-  E r i
2
L E L x ^ + x0J
-  E Xi
. E L i x ‘+x°.
-  E r x? }
L £ L * < + x°J
=  j - ,  (dado que p(X ) es propia).
<  £7[1] =  1, (dado que p(X) es propia).
<  E
< E
= -íj-, (dado que p(X) es propia).
. £ L * i+a:°.
<  O O .
< £■[!] =  1, (dado que p(X) es propia).
<  oo, (dado que existe E (X )), i =  1 , 2 , . . . ,  k.
< £[1] =  1, (dado que p(X) es propia), i =  1,2, . . . ,&.
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L em a B .7  Sea X  una variable aleatoria discreta gamma Poisson, X  ~  G p (a ,f i , t )  y 
xq un entero positivo conocido, entonces se tiene que,
(a) Si ex >  x q ,
E
1
X  +  x0. =  e  ( *°r1 ) ( - D ,« - ( w ) />w r ( t t ~(<| )~ 0 . xo >  i,
1 r ( a - l )
t  T(cx)
(3a
(0 + 0a—1 , X0 =  1. (B.8)
(b)  Si a  > xq +  2,
E
X
X  +  X 0
D e m o stra c ió n . Para demostrar este resultado nos apoyaremos en que la distribución 
gamma-Poisson, X  ~  Gp(a,(3,t) se puede obtener como resultado de calcular la 
marginal de una Poisson, X|A ~  Po(tX) y una gamma, A ~  G a(a,/?), tal y como 
se obtiene en el resultado (a) del lema B.12, y en la definición de la siguiente función:
(txy
Ga:(s) =  ^ s a: l exp{—tX) - y—, s >  0.
x >  1
La función Gx(s) está definida a partir de una serie convergente para s > 0, ya que 
aplicando las propiedades de la distribución Poisson:
Gx(s) =  s 1(exp{(s — l)íA} — exp{—íA}) < oo
y por lo tanto (por tratarse de una serie de potencias) es infinitamente derivable para 
s >  0 y en particular para s = 1, cumpliéndose que:
G'in)(1) =  (x ”  1)(* ”  2) n ) e x p { - / A } ^ -
x > n + i  x '
con
é «")(1) =  ¿ l s ' l (“ P Í(S -  l)iA} -  exp{—íA})]|J=i =  ¿  (  "  )  ( - í r ü C í A ) - '
*=o '  '
A partir de estos resultados se tiene que:
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1 .- E
E x  Ia
X  + * c
1
con
.X  +  x0
y tom ando esperanza respecto a A:
_  j t^ ( l  -  exp{-íA}) si x0 =  1 
(a ) -r°GÍXo_1)(l) si X0 > 1
E
1
X  +  x0.
t - ' l E i A"1) -  E iX - 'e x p i - tX } ) ] si X q  =  1
Exo — 1 f  Xq 1í=0 l icon
_ p 1+ir { a i  ,) si a > ¿ + 1, i = 0, l , . - - . * o - 1,
r (a—]
E (  A -(1+,‘))
E iX - 'e x p i - tX } )  =  si a  > 1,
de donde se obtiene el resultado (a).
X  + x o
2.- E  v t — =
[ A  + a ? o  J
donde se obtiene el resultado (b 
de la presente demostración.
de. «>» E x »  [ * £ ; ]  =  l3rTj o¥I
aplicando los resultados obtenidos en el punto 1
C .S .Q .D .
B .4  R esultados sobre la obtención de distribuciones  
finales y  marginales
L e m a  B .8  Supongamos que,
Y |fl, ~  NPa( A ^ . V , ) ,  (B.10)
~  Np¡{ A 20 2,V 2), (B .ll)
entonces (a) la distribución marginal de Y  es
Y |0 2 ~  JVm (A ,A 20 ,, V , +  A ^ j A ' , ) .  (B.12)
y (b) la distribución de # i |y  es NPl (D d, D) con
D - 1 =  A'1V¡-‘A 1 + V 2- 1, (B.13)
d  =  A <1V r l y  +  V 2 1A 20 2,
237
donde 0 2 es un p2- vector de parámetros conocido, A i y A 2 son matrices de dimen­
siones po x pi y pi x P2 conocidas y V i y Y 2 matrices de varianzas-covarianzas de 
dimensiones po x po y p\ x p\ definidas positivas conocidas.
D em o stra c ió n .
P ara probar (a) notemos que (B.10) puede escribirse dado 0 i como Y  =  A i0 i  +  e 
con e ~  Arpo(0po,V i)  y (B .ll)  como 6\ =  A 2 0 2 +  v con v ~  NPl (0 Pl, V 2), con e  y v 
independientes. Juntado estas dos expresiones:
Y  =  A i(A 20 2 +  v) +  e,
esto es, Y  es combinación lineal de vectores independientes normales de donde se 
deduce, dado que toda combinación lineal de normales es normal, el resultado (B.12).
Para probar (b) aplicaremos el teorema de Bayes,
P { 0 i |y ) oc p (Y |0 i)p (0 i), 
el producto de la derecha es igual a e - ^  donde Q viene dado por:
Q =  ( y - A i 0 i ) < V r 1 ( y - A i 0 i )  +  (0 1 - A 2 0 2 )<V 2- 1 (0 i - A 2 0 2 ) =
=  0 i D - 1 0 i — 2 d*0 i +  constantes respecto a 0 1 ,
de donde completando cuadrados respecto a 0 i se tiene que
Q =  (0i — D d )í D “ 1 (0i — D d) +  constantes respecto a 0 i.
La parte de la derecha del teorema de Bayes es pues proporcional al núcleo de una 
normal con media D d  y varianza D , y por lo tanto 0 i |y  se distribuye tal y como se
indicaba en (b) con D y d  los definidos en (B.13).
(Este resultado aparece demostrado en Lindley y Smith(72)[70].)
C .S .Q .D .
L em a  B .9  Supongamos que,
Y|<r2  ~  NPa(8u<r2 W J, (B.14)
a 2 ~  Ga_1(o 0 ,¿>o), (B.15)
entonces (a) la distribución marginal de Y  es
(B.16)
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y (b) la distribución de <r ¡y es Ga (a i,¿ i)  con
ai =  f  +  ao, (B.17)
&i =  +
donde di es un po-vector de parámetros conocido, W ] una matriz po x po definida
positiva y a  o y bo escalares positivos.
D em ostración .
P ara probar (a) aplicaremos que,
P( Y) = í  p{Y\<r2)p{a2)da2,
Jo
obteniendo que,
p(Y) oc J  [<r2]~(ai + 1) exp{ — 61 ( ^ Sj } d a 2,
notemos que la integral de la derecha corresponde como función de cr2 al núcleo de 
una G a- 1 ( a i , 6 1 ), por lo que aplicando sus propiedades tenemos que,
p(Y) ex (&i)-ai oc
K [! + ¿  (Y -  ei)'a0b ^ W ^ ( Y  -  e 1)]-s^<*+2a“3,
que es el núcleo de la t descrita en (B.16).
Para probar (b) aplicaremos el teorema de Bayes,
p(er2 |y) oc p(Y|er2 )p(er2),
obteniendo que,
p(<r2\y) oc [er2] exp{-&i ( “ *)}>
que corresponde como función de er2 al núcleo de una Ga 1(a \,b i)  con ai y ¿i los 
definidos en (B.17).
C .S .Q .D .
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L em a B .10  Supon g am os  que,
Y |0 , , ff2 ~  (B.18)
p { 9 i ,<r2) oc (B.19)
entonces (a) la distribución de Gi |y , <r2 es NPl(Dd,o '2D) con
D " 1 =  A lW f 1^ ,  (B.20)
d  =  A ' W f ' y ,
y (b) la distribución de a 2\Y  =  y  es 3,
<r2|Y  =  y  ~  G o - ' í 52- ^ - ,  i[y , (W r1- W r 1A 1(A‘W r1A 1) - 1A,lW rI)y]), (B.21)
donde B\ es un p\-vector de parámetros desconocido, A j una matriz de dimensiones 
p0xp i conocida, una matriz de varianzas-covarianzas de dimensión poxpo definida
positiva conocida y po > p\.
D em ostración .
P ara probar este resultado aplicaremos el teorema de Bayes,
p (9 i , O1 |y) «  p (Y  10!,cr2)p (0 i, <r2),
el producto de la derecha es ( y j ) ^ +1e- á*T^  donde Q viene dado por:
Q =  ( y - A 101)*Wr1( y - A 101) =
=  0'1D - 101 - 2dl01 +  y‘W¡-1y,
de donde completando cuadrados respecto a 6 1 se tiene que
3E1 segundo parámetro de la distribución es positivo. Aplicando el resultado (B .l)  del lem a B .l  sobre 
W j +  A 1 W 2 AJ con W j y matrices definidas positivas de las dimensiones adecuadas y tomando lím ites
para W^"1 —► 0 se obtiene que
lim  y ^ W i + A i W 2A Í ) - 1y  =  y ‘ ( W f 1 -  W f 1 A i ( A ‘ W f 1 A , ) " 1 A j W f ' j y ,
W 2
luego como y ((W i +  A i  W 2 A j )~ * y  es positivo, el segundo parámetro (segundo término del lím ite) es 
asimismo positivo.
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Q = (0! -  Dd)íD - l (01 -  Dd) -  d 'D d + y 'W ^ 'y ,
y aplicando que,
p(01, cr2|y) = p( i^k2,y)p(o-2|y),
se obtienen la distribución de 0 i |c 2,y  definida en el apartado (a) con D y d los 
definidos en (B.20) y la de <r2|y dada en (B.21).
C .S .Q .D .
L em a  B . l l  Supongamos Y  =  (Yj ,  Y j , . . . ,  Yj.)*, un vector aleatorio de dimensión 
po, con Y,- de dimensión pi, i =  1 , 2 , . . . ,  k, que se distribuye según el siguiente modelo:
Y|<r2 ~  Npo(0, diayf=i{Wj(T2}) (B.22)
crf ~  G a~1(a,0,bó) i =  1 , 2, . . .  ,k, independientes, (B.23)
entonces:
(a) los vectores Y,-, i =  1,2, . . . , k  son independientes y se distribuyen según una t 
Pi-variante dada por:
»'= 1 , 2 , . . . , * .  (B.24)
ao
y (b) las variables <r2|y, se distribuyen Ga~l (a\,b \ ) independientes para i — 1 , 2 , . . .  , ¿ 
con:
“í =  «í  +  f .  ¿ = 1 . 2 ........ *. (B .25)
b\ =  i< +  ( Y i - s o ’w r V Y i - e o .  ¿ =  1 , 2 . . . . , * , .
donde  o * 2  =  ( ^ 1 . ^ 2 .  ■ ■ ■ .  a k Y i  & =  ( ^ 1 . ^ 2 .  ■ ■ • .  &kY es un  Po-vecior conocido (po =  
E L i P¡), W.-. ¡ =  1 , 2 , . . . , i  son matrices pi x pi definidas positivas conocidas y alQ) 
bo, i = 1 , 2 , . . .  ,k  son escalares positivos conocidos.
D e m o stra c ió n . Para probar (a) aplicamos que,
p ( y )  = /o°°/o00--/o°°n L ib (y¿k ,?)p( ^ 2) ] ^ 2^ 2  • • • d ° l «
«  /o°° /o°° • • ■ /o°° Ui=l [(°'?)_(al + 1)eXP{ — • • • d*h
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la  integral de la derecha, como función de af  es el núcleo de una Ga 1(ai,6*1), por lo 
que, aplicando sus propiedades para i = 1 ,2, . . . , / ; ,  tenemos que:
* i
p( y)« n t1 + ó (yi _ 0Oíw,rl(y¿ -  0i)]-*tPi+2a°1,
: = 1
y por lo tanto el resultado dado en (B.24).
Para probar (b) aplicamos el teorema de Bayes,
P(<r2|y) « nLi b>(Yi|a?>((r?)] «
K n ¿= i [(<7? )" (a; + 1)e;cP { - 6Í (0'.?)_1}]»
de donde se deduce el resultado dado en (b) con aj, y b%0, i =  1, 2 , . . . ,  k, definidos en 
(B.25).
C .S .Q .D .
L em a  B .12  Sea ( X \ , X 2 , • • • ,X¡t ) t un vector aleatorio discreto con rango en los en­
teros positivos incluyendo el cero y i >  0, ao > 0 y bo > 0 escalares conocidos y 
supongamos que:
X,|A ~  P o(t\) ,  i = l , 2 , . . . , k ,  independientes, (B.26)
A ~  Ga(ao,bo), (B.27)
entonces:
(a) X i  ~  Gp(a0,b0,t) ,  i = l , 2 , . . . , k ,
( b ) X  = ( X i , X 2 , • • •, X¡cY se distribuye con función de probabilidad,
\  _  b o °  r ( E i = i x * +  ao) T T  p(x  1 , X2 , . . . , £*) — . . | >
r (a °) (bo + kt)Ei=iXli+a° i=iXi-
(c) A|{xí}*=1 ~  Ga(a0 + J2í=i Xi,b0 + tk),
y (d) si sustituimos (B.27) por una distribución mínimo informativa de la forma  p(A) oc 
1, entonces A|{xi}f=1 ^ ( E L i  xí +  M *)-
D e m o stra c ió n . Para probar (a) y (b) aplicamos respectivamente que,
P(xi) = f¡° p(xMp(*)d* «
<x ^rio°° ea:P { —(  ^+  6o)A}Aao+Xi_1cíA, i =  1,2,
í>(x ) =  Jo°° I l i = i  P (x ¿ IA)p(A)dA =
= itüb- n ‘=> 0  /»“
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y que las dos integrales de la derecha corresponden a los núcleos de dos gammas.
Y para probar (c) y (d), basta con aplicar el teorema de Bayes para las dos distribu- . 
ciones para A propuestas.
C .S .Q .D .
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A péndice C
M éto d o s com p u tacion a les  
ap licados
El estudio de modelos Bayesianos no conjugados hace necesario el empleo de métodos 
computacionales que permiten el estudio de la distribución final: el conocimiento de 
la constante de integración, obtención de sus primeros momentos (si los tuviese), 
su mediana y de algunos de sus cuantiles, aproximación gráfica de la función de 
densidad (o probabilidad) de esa distribución,... La literatura en este terreno es 
muy amplia y variada (como referencias generales podemos señalar, por ejemplo: 
Sm ith(91)[lll] y 0 ’Hagan(94)[78][capítulo 8]), recogiendo técnicas computacionales 
muy distintas: aproximaciones asintóticas a la distribución final y algoritmos EM 
(estimación-maximización), métodos de integración numérica (métodos de Laplace y 
Naylor-Smith), métodos de Monte Cario y finalmente, métodos basados en cadenas 
de Markov (Markov Chain Monte Cario (MCMC)), entre los que se encuentra el algo­
ritm o Gibbs Sampling, estos últimos métodos y en particular el algoritmo Gibbs, han 
adquirido un gran auge en la actualidad por permitir estudiar distribuciones finales no 
analíticas de dimensiones grandes.
Este apéndice se centrará en la descripción de la técnica de muestreo por Gibbs y 
su implementación a partir del programa BUGS, con el objetivo de establecer los 
fundamentos de las técnicas y procedimientos de análisis aplicados en esta tesis para 
el estudio de poblaciones finitas mediante modelos no conjugados.
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C .l M uestreo de la distribución por Gibbs Sam- 
pling
El método de muestreo por Gibss se apoya en la teoría sobre las cadenas de Markov1 y 
consiste en la obtención en el límite de una muestra de la distribución final del vector 
de interés a partir de un valor inicial del mismo y mediante un proceso iterativo que 
incluye la obtención de simulaciones de las distribuciones de cada variable del vector 
condicionadas a las restantes.
A continuación pasaremos a describir el algoritmo Gibbs, su convergencia, cómo inferir 
a partir del mismo resultados sobre la distribución final y algunos procedimientos de 
simulación univariante que facilitan su implementación en un ordenador.
C . l . l  El algoritm o G ibbs Sam pling
El algoritmo Gibbs Sampling que describiremos a continuación fue propuesto por Ge- 
man y Geman(84)[38j.
Supongamos que deseamos obtener una muestra de la distribución / (0 ) ,  0 =  (9\ , 02, . .  ■, 
9p), y que conocemos las distribuciones marginales de cada una de las variables 0,-, 
i = 1 , 2 , . . .  ,p, condicionadas a las restantes, esto es las distribuciones / ( 0 , | 0 i , . . . ,  0¿ _  1 , 
0t + i , . . . ,  0P ) ,  i = 1,2 Entonces si denotamos por 0 o = ( 0° ,  0° ,  • • • > $p)j a u n
primer valor de 0 (punto de arranque del algoritmo Gibbs), generamos 0 1 a partir de 
0 o, 0 2 a partir de 0 1, y en general, 0 ,+1 a partir de 0*, de modo que:
0^+1 es una simulación de 9\ ~  f ( 9 \ |0 2 , 0 3 , . . . ,  9p)
02+1 es una simulación de 02 ~  f{92\9t* 1,9t3, • • • >#p) (C .l)
0p+1 es una simulación de 0P ~ / ( 0 p|0i+1, 0 2 +1j • • •»^p+1)-
Los vectores generados por el proceso anterior {0*}¿>o, son realizaciones de una cadena 
de Markov homogénea (notemos que se cumple, en particular la propiedad de Markov 
y por tanto, la generación de 0*+1 solo depende de 0* y no del conjunto {0J }j=o)> con 
función de transición de probabilidades dada por:
h ( 6 \ e i+1) =  (C.2)
m +1ñ , e ‘3 e‘p) X m + I \e[+ l Á  x x /(9 j ,+ 1|e;+1, ^ +1.........e ' t \ )
1 L a teoría  de los procedim ientos p a ra  la  integración po r M onte C ario desarro llada h a s ta  el m om ento , es 
clásica. Ver 0 ’Hagan(87)[77] p a ra  u n a  discursión sobre este pun to
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C .1 .2  C o n v erg en cia  del a lgor itm o  G ib b s a la  d istr ib u c ió n  final
Geman y Geman(84)[38] apoyándose en la teoría sobre cadenas de Markov demuestran 
que, bajo condiciones suaves, se tiene que:
- i  (« , ,« , ....... í , ) ~ / ( í i , í j ..........<V), (C.3)
1 m
lim - T , T ( e (C.4)
m —*■00 772 * ■* ri=l
siendo la velocidad de convergencia geométrica en i aplicando la norma supremo.
Con posterioridad, Tierney(91)[117] y Roberts y Smith(92)[87] establecen dos condi­
ciones: la irreducibilidad y la aperiodicidad2 de la cadena de Markov, para asegurar 
el cumplimiento de (C.3) y (C.4).
Respecto a la velocidad de convergencia y a la valoración de la misma respecto al 
número de simulaciones podemos señalar los resultados de Roberts y Polson(92)[86] 
(para p =  1) y de Schervish y Carlin(90)[105].
Las condiciones de irreducibilidad y aperioridad (que permiten una interpretación fácil 
en los términos de la nota a pie de página) y la existencia de una distribución final f {9 )  
propia (ver ejemplos de Casella y George(92)[15]), permiter establecer la convergencia 
efectiva del Gibbs Sampler y el problema se concreta entonces en establecer el número 
de iteraciones m  del tipo (C .l), que son necesarias para poder considerar que 6m = 
( 0 ^ ,  • • • 1 0™) se distribuye según f(9 ) .
Los resultados sobre la velocidad de convergencia de Geman y Geman(84)[38] y sobre 
la valoración de la misma en los términos de los resultados de Roberts y Polson(92)[86] 
y Schervish y Carlin(90)[105], son de difícil aplicación en la práctica, por lo que se suele 
adoptar una postura al respecto más empírica. En este sentido, debemos destacar dos 
líneas de trabajo conducentes a establecer cuando podemos asumir la convergencia del 
muestreo por Gibbs:
1.- La prim era línea de trabajo se basa en la realización de varias simulaciones por 
Gibbs Sampling en paralelo (parallel runs), esto es, seleccionar varios puntos iniciales 
de arranque y aplicar para cada uno de ello el algoritmo de Gibbs. La convergen­
cia del método Gibbs es, entonces , la valoración combinada de la convergencia de 
cada cadena y entre las cadenas. Esta valoración sobre la convergencia se basará en 
procedimientos gráficos (gráficos aproximativos de las posibles distribuciones finales 
marginales a partir de los últimos elementos simulados en cada cadena, gráficos de las 
trazas de las observaciones simuladas de cada variable, ...), o bien en procedimientos 
de diagnóstico más formales (ver Gelman y Rubin(92a,b)[36,37]).
2 de u n a  m an e ra  algo inform al, u n a  c adena  es aperiódica cuando no existen  valores iniciales d istin tos tales 
que el con jun to  de valores que p u ed an  ser generados a  p a r tir  de ellos sean d isjun tos y es irreducible cuando  
sea  cual sea  el valor iniciad de p a r tid a  es posible generar un  valor p a ra  cualqu ier región con p robab ilidad  
p o sitiva  según la  d istribución  /(<?). R oberts y Smith(92)[87] p resen tan  definiciones form ales y  establecen 
condiciones suficientes p a ra  que u n a  cadena sea aperiód ica  y /o  irreducible
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Entre los defensores de esta línea de trabajo señalemos: Gelfand y Smith(90)[35], 
Gelfand et al(90)[34], Casellay George(92)[15] y los antes citados Gelman y Rubin(92) 
[36,37].
2.- O tro grupo de autores, defienden la comodidad (y probablemente mayor ahorro) 
del empleo de un muestreo por Gibbs basado en un único punto de arranque del 
algoritmo, presentando procedimientos de diagnosis de convergencia formales bajo 
esta circunstancias. Este es el caso de Geweke(92)[39], Raftery y Lewis(92)[81] y 
Roberts(92)[85].
Geweke(92)[39], se apoya para establecer su criterio de convergencia en (C.4) y en el 
siguiente resultado asintótico. Sean í£  =  ^  £ £ 1  T (0 ‘), 7* =  i T (e *)>
los estimadores asintoticamente eficientes de E\T(6)\,  basados en las primeras ttxa y las 
últim as rus observaciones de una simulación con m iteraciones del tipo (C .l) , y sean 
S t(0 )  X Sy(0), estimadores consistentes3 de las densidades espectrales de {71(0 * )} ^  
y {T(0‘)}¿^.m_ mB+1; entonces, para ^  y ^  constantes4 y con +  m g < m, se 
tiene que:
t A — t B
Z = ----- -----------------------------r  - i  Ze ~  iV(0, I„). (C.5)
A partir del resultado anterior y apoyándose en el estadístico Z, Geweke(92)[39] acepta 
la hipótesis de convergencia para un m dado cuando dicho estadístico tom a valores 
propios de una N (0 , Ip) (esto es, tomando el intervalo de confianza al 95 % de una 
normal, cuando el valor de Z, toma para cada componente valores inferiores en módulo 
a 1.96).
C . l .3 O btención de una m uestra de la d istribu ción  final, e s ti­
m ación  de sus prim eros m om entos y  representación  gráfica de  
la m ism a
Una vez asumida la estacionaridad de la cadena de Markov tras m iteraciones del tipo 
(C .l) , podemos señalar tres aproximaciones para la obtención de una m uestra de N  
observaciones de la distribución f (0 ) .
1.- El primer método consiste en la simulación hasta asumir convergencia (en m), de 
N  muéstreos por Gibbs Sampling a partir de N  puntos de arranque distintos (parallel 
runs); los 0m correspondientes a cada uno de los N  muéstreos por Gibbs constituyen 
obviamente una muestra independiente de la distribución /(# )•
2.- Supongamos que estamos trabajando con un único muestreo por Gibbs que se 
asume estabilizado en la iteración m, entonces una alternativa a (1) es tom ar como
3Geweke(92)[39] propone calcular S™ (0), a  p a r tir  de u n  periodogram a de los {T(0')}£Li> u tilizan d o  u n a
ventana de Daniell para frecuencias (—'  3 >/m 3 y / r ñ '
4Los valores p ropuestos por Geweke(92)[39] p a ra  y m g  son: m >\ =  0.1 m  y m g  =  0 .5m .
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m uestra con * suficientemente grande para que las correlaciones entre
las observaciones sea muy pequeña y pueda considerarse nula, con lo que la muestra 
anterior puede considerarse como una muestra independiente de la distribución f (6 ) .
Hills y Smith(92)[60] afirman que comunmente t < m  y por lo tanto que este procedi­
miento es menos costoso que el anterior.
3.- La últim a alternativa consiste en emplear un único muestreo por Gibbs (que asu­
mimos que se estabiliza en m) y tomar como muestra aceptando la corre­
lación existente entre las observaciones.
A partir de las muestras anteriores, es fácil obtener estimadores de la media, varianza 
(si existen), mediana o cualquier cuantil de la distribución f (0 ) ,  o de cualquiera de las 
marginales (ya que si 6° =  (0°, 9%,.. . ,  0jj) es una simulación de f (0 ) ,  entonces 9 i es 
una simulación de la distribución marginal /(0¿), i — 1 , 2 , . . .  ,p). Dada T  una función 
sobre 3£p y {0»}^! una muestra de tamaño N  (obtenida por cualquiera de las tres 
aproximaciones anteriores), el estimador insesgado habitual de E[T(0)\, viene dado 
por:
1 N
í «  =  ] v ^ :r(0 i) ' ( a 6 )t = l
cuya varianza viene dada por:
a.-) Si la  m uestra es obtenida por los procedimientos (1) ó (2):
V ar(tN) =  ±V ar[T (e)] .  (C.7)
b -) Si la m uestra es obtenida por el procedimiento (3):
V ar(tN ) = j ^ { N V ar[T{e)) + 2 Y / Cov[T(ei),T{ei )}} =
*<í
= St(0) (C.8)
donde St (0) es la densidad espectral para frecuencia 0 (si ésta existe y es continua en
0).
Debemos notar que una muestra de tamaño N t  obtenida por el procedimiento (3) 
(aunque las observaciones estén correladas), es al menos tan  eficiente como una de
tam año N  obtenida por los procedimientos (1) o (2). El razonamiento para es­
tablecer la observación anterior es muy simple: si denotamos por a una
m uestra del tam año N t  obtenida por el procedimiento (3) entonces, las muestras
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Mi =  {0*+(j-i)t}j*!Li> * =  1>2, son del tipo del procedimiento (2) (o del (1)),
cuyas observaciones son independientes entre sí, y
VttrCiN) = T m Var[' É  £  r(0<)1 =
, =  1 Oi ZMi
= üvW ¿ ¿ Cot[£  E
* = 1 j = l
< ^Var[r(fl)]. (C.9)
Respecto al estudio de las distribuciones finales marginales f (9 j) ,  j  =  1 , 2 , . . .  ,p, con­
siderada una muestra {0*}fli de Ia distribución final, la literatura ofrece dos posibili­
dades: la representación gráfica de la misma a partir de la muestra {9ij }fL1 (empleando 
las aproximaciones de kernel a la función de densidad) o su estimación mediante:
  i N
M )  =   Oij-iAj+u ■■•,«*)•  ( c . i o )
i = l
(Notemos que f (9 j )  = E[f(9j \9U . . . ,  0¿_i,0J+i , . . . ,  0P)].)
C . l .4 M ecanism os para la sim ulación de variables a leatorias
El algoritmo Gibbs Sampling requiere en cada iteración i+ 1  de la simulación de p varia­
bles aleatorias con distribuciones dadas por /(0i|#2> $3 j ■ • • > ^p)> f(^2\0\+1, 9$, . .  •, 9lp),
por lo que para su implementación será necesario poseer 
algoritmos que posibiliten la generación de esas variables aleatorias.
Para la generación de las variables aleatorias anteriores podemos destacar cuatro gru­
pos de métodos:
1.-D e n s id ad es  o funciones de  p ro b a b ilid a d  e s tá n d a re s . Si las densidades o 
funciones de probabilidad son estándares, para simularlas poseemos una gama de al­
goritmos extensamente estudiados en Devroye(86)[25] y Ripley(87)[84].
2 .-M é to d o s  d e  A cep tac ió n -R ech azo  (R e jec tio n  M e th o d s ) . Supongamos que 
queremos generar una distribución sobre 9, con función de densidad (o probabilidad) 
no estándar g(9) = Cgg*(9), con Cg la constante de normalización y s(9) =  Cas*(9), 
con Ca la constante de normalización, una densidad (o probabilidad) correspondiente 
a una distribución que sabemos simular (por ejemplo, la densidad de una distribución 
estándar), y supongamos que el cociente está acotado y podemos determ inar
para ellos una cota superior A, entonces el algoritmo para la simulación de g(9) es el 
siguiente: simular 9 *W  y u  Un(0,1) hasta que se cumpla:
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(C .ll)
entonces aceptar 9 como una simulación de la distribución sobre 9. La eficiencia del 
algoritmo de aceptación-rechazo anterior, depende de la cota A  y de la elección de la 
densidad (o función de probabilidad) s(0).
Gilks y Wild(92)[47], Gilks(92)[44] y Gilks, Best y Tan(92)[45], proponen tres varian­
tes distintas del algoritmo anterior, que mejoran la eficiencia del proceso de simulación 
con la construcción de una función de densidad o probabilidad s(0), fácil de simular 
y un test rápido de rechazo que evita el cálculo del cociente dado en (C .ll) . Las va­
riantes de Gilks y Wild(92)[47] y Gilks(92)[44] se denominan respectivamente método 
de aceptación-rechazo adaptado (adaptive rejection method) y método de aceptación- 
rechazo adaptado sin derivadas (derivative free adaptive rejection) y se aplican sobre 
función de densidad (o probabilidad) log-concavas, requiriendo el primero la evalua­
ción de derivadas de la log-densidad (log-probabilidad). La variante de Gilks, Best y 
Tan(92)[45] no requiere, en cambio, la hipótesis de log-concavidad.
3.- M étod os basados en cocientes de uniform es (ratio-of-uniform  sam pling).
Sea g(9) =  Cgg*(9), con Cg la constante de normalización, la función de densidad (o 
probabilidad) de la distribución que queremos simular y A g = {(u,u) : 0 < t¿ < 
n/0*(Ít)}> entonces el algoritmo de cociente de uniformes consiste en simular ([/, V) 
uniformes sobre A g y tomar 9 =  jj como una simulación de la distribución sobre 9.
4  - M é to d o  de la  tra n s fo rm a d a  in v e rsa  (in v ersió n  m e th o d ) . Sea G(9), la 
función de distribución que queremos simular y G-1 (u) =  inf{0 : 9 G A u} con A u — 
{9 : F{9) > u ), entonces el método de la transformada inversa consiste en simular 
U ~  U n (0 ,1) y tom ar 9 = G ~l {U) como una simulación de la distribución G{9).
C.2 El program a BUG S (Bayesian Inference using  
G ibbs Sam pling)
El program a BUGS creado por Gilks, Spiegelhalter y Thomas, consiste en una imple- 
mentación del algoritmo de Gibbs Sampling abierta, que permite estudiar mediante 
esta técnica una amplia gama de modelos (siempre que estos cumplan unas determi­
nadas hipótesis). Este programa trabaja a partir de la definición del modelo (especi­
ficado en términos de BUGS), generando las distribuciones condicionales y eligiendo 
un mecanismo de simulación para las mismas.
El programa BUGS cuyas principales características describiremos a continuación, ha 
reducido considerablemente el esfuerzo computacional para el análisis de los modelos 
no conjugados presentados y analizados en esta tesis. Como referencias sobre el BUGS 
señalemos los artículos de Thomas, Spiegelhalter y Gilks(92)[115] y Gilks, Thomas y 
Spiegelhalter(94)[46] y los dos manuales del BUGS[13,14].
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C .2 .1  E sp ec ifica c ió n  d el m o d elo
El programa BUGS en su versión 0.30 es aplicable en modelos que cumplan las si­
guientes condiciones:
— el modelo ha de ser DAG (Directed Acyclic Graphs).
— las distribuciones a especificar en la descripción del modelo y las condicionales 
necesarias para aplicar el algoritmo Gibbs han de ser univariantes ya que el BUGS 
sólo genera distribuciones univariantes.
— solo admite como máximo tres bucles de subíndices para describir las variables 
del modelo (Ví/jfc, como mucho).
— las distribuciones condicionales a especificar en la descripción del modelo han de 
ser estándar y las distribuciones condicionales para aplicar el Gibbs han de ser 
estándar o bien log-concavas.
— si se define alguna variable discreta, el número de posibles estados es como 
máximo 101.
La condición DAG es de gran importancia para la implementación correcta de nuestro 
modelo, ya que el programa BUGS se basa en esta propiedad para la construcción 
de las condicionales necesarias para el muestreo Gibbs. Los modelos DAG son mode­
los jerárquicos en los que la dependencia probabilística entre las variables es directa 
de modo que la distribución conjunta de todo el modelo es producto de las distribu­
ciones conjuntas de cada una de sus jerarquías (hipótesis de cadena de Markov directa 
(Lauritzen et al(90)[68] ) ).
Estos modelos, admiten una representación gráfica con las siguientes características:
— Se distinguen tres tipos de nodos: 1) constantes o datos, que se representan con 
cuadrados, 2) nodos estocásticos, son variables del problema que tienen asociada 
una distribución y se representan con círculos, y 3) nodos deterministas, que son 
funciones de otros nodos y se representan con triángulos.
— Las relaciones entre los nodos (ejes del gráfico), se representan con flechas de 
modo que el nodo del extremo “depende del” nodo del origen.
Con la particularidad (Whitaker(90)[118]), descrita en el nombre, de que todos los ejes 
son directos y no es posible siguiendo la dirección de las flechas retornar a un nodo 
una vez éste ha sido abandonado.
La representación anterior del modelo ayuda a trasladar el modelo al lenguaje BUGS. 
La descripción en BUGS del modelo (para ver más detalles consular el manual), consta 
de dos partes:
1. Una parte declarativa en la que se introduce: el nombre del modelo, los nombres 
de las constantes, los nombres de las variables, y se indica el nombre del archivo 
en el que están guardados los datos (variables auxiliares o variables muestreadas) 
y (opcionalmente) el punto de arranque de la simulación.
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2. La descripción en sí del modelo, esta descripción queda encerrada entre llaves 
{•••}. El signo se aplica para representar relaciones con extremo en un 
nodo estocástico y significa “distribuido como” , y el signo ” se aplica para 
representar relaciones deterministas y significa “igual a” . Para representar bucles 
(por ejemplo, un conjunto de variables con la misma distribución), se emplea el 
signo fo r ( i  in  □ : □){•••}.
C .2 .2  D escripción  del funcionam iento
Una vez arrancado el programa e introducido el modelo, el BUGS: examina el modelo 
introducido, carga los datos y valores iniciales (si se introducen) del modelo, genera 
internamente un gráfico del modelo, genera las distribuciones condicionales para aplicar 
el Gibbs Sampling, genera el punto de arranque del mismo y elige los algoritmos para 
simular las condicionales anteriores.
Las distribuciones condicionales para aplicar el Gibbs son calculadas por el programa 
atendiendo a que el modelo propuesto es DAG (y por tanto se cumple la hipótesis de 
cadena de Markov directa), aplicando que:
p
/ (« )  =  I I - W I P adresM ) ’ (c -12)
i = l
y que entonces:
f (0 i\9 l}. . .  ,0¿_i ,0,+i , . . .  ,9P) oc / (0 i ,  02, • • •, Qp) (C.13)
oc términos de f {6 )  que contienen 0,- =
=  /(0,|padres[0¿]) J J  f (0 j  | p adres [0j]),
0 ¿epadres[0¿]
donde por padres[0¿] nos referimos a los nodos de los que depende a un primer nivel 
0¿, i =  1,2, . . .  ,p.
Una vez obtenidas por el programa las distribuciones condicionales, aplicando (C.13), 
el BUGS selecciona el algoritmo para su simulación empleando si la distribución es 
estándar (bernoulli, beta, binomial, Dirichlet, exponencial, gamma, log-normal, multi- 
nomial, normal, Pareto, Poisson, uniforme o Weibull), un algoritmo de simulación de 
la misma y en otro caso el algoritmo de aceptación-rechazo adaptado sin derivadas 
de Gilks(92)[44]. En este punto adquiere su importancia la hipótesis de condicionales 
estándar o log-concavas puesto que si esta hipótesis no se da el programa BUGS se 
parará dando error (lo más probable) o puede que continué pero proporcionando unos 
resultados erróneos.
Respecto al punto de arranque para la simulación por Gibbs, el programa BUGS 
traba ja  con el punto suministrado en una base de datos (cuyo nombre queda indicado
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en la descripción del modelo) y en caso de ausencia lo genera mediante una primera 
iteración “falsa” del muestreo por Gibbs seguida por un chequeo del mismo a través 
de la función de verosimilitud, que en el caso de resultar negativo detiene el programa 
causando error.
C .2 .3  D iagn osis de la convergencia  y  obten ción  de resu ltados
Realizados los pasos anteriores, el programa BUGS está en condiciones de realizar el 
muestreo por Gibbs Sampling. Para estudiar la convergencia del mismo, el BUGS 
proporciona archivos con todas las simulaciones y mediante el comando d iag  una 
aproximación al estadístico de Geweke(92)[39] descrito en (C.5). El estadístico su­
m inistrado Z, para cada variable se obtiene de la siguiente manera, para cada serie 
de m simulaciones de cada variable se consideran los grupos A  y B  formados por las 
y  primeras simulaciones y por las y  últimas respectivamente, que se dividen en 25 
subgrupos cada uno para los cuales se obtienen las medias de cada subgrupo, esto es, 
{m i*}¿=i y í mf  )i=i» respectivamente y se calcula Z, haciendo:
2  =
. / 3 ± £
V  25
donde m ^, m #, s \  y s2B , son las medias y varianzas muéstrales de los y
Una vez asumida la estacionariedad de la cadena de Markov, el programa BUGS facilita 
la obtención de los estadísticos más comunes para las distribuciones finales marginales 
mediante el comando s ta ts .  Este comando obtiene los estimadores habituales de 
la media, desviación típica, mediana y cuantiles 2.5 % y 97.5 % de la distribución 
marginal final de cada variable a partir de una muestra simulada de la misma. Esta 
m uestra construida una vez obtenida la estabilidad de la cadena puede responder a 
las aproximaciones (2) o (3) a las que nos referíamos en la subsección C.1.3. En el 
segundo caso, para valorar la correlación entre las observaciones y por tanto precisión 
de nuestras estimaciones (ver (C.8)) nos podemos apoyar como método aproximado 
para estim ar la densidad espectral en cero en el valor de s2B proporcionado como dato 
auxiliar por el comando diag , comentado con anterioridad.
P ara completar el análisis a partir de la m uestra de las distribuciones marginales finales, 
el BUGS sum inistra un programa de Splus, que denomina d ra w d a t, que obtiene la 
aproximación de kernel (más o menos suave según empleemos el intervalo recomendado 
por Silverman(86)[108][ecuaciones 3.28 y 3.30] o por Hardle(91)[54][ecuación 4.1.3] de 
la densidad (o de la función de probabilidad) de las distribuciones marginales finales 
y una representación de la traza de la muestra, que permite una valoración gráfica de 
la posible estabilidad del muestreo Gibbs.
P ara term inar la sección, señalemos que aunque el planteamiento sobre la convergencia, 
la obtención de la muestra y estimaciones desarrollado en esta subsección responde a 
las aproximaciones basadas en una única cadena de Markov (one run), el progama
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BUGS permite realizar un estudio basado en la aplicación del muestreo Gibbs para 
un grupo de puntos de arranque (paralell runs), siguiendo la filosofía de Gelman y 
Rubin(92)[36], sin más que, haciendo funcionar el programa BUGS sucesivamente con 
cada uno de los puntos de arranque propuestos.
C.3 A plicación del programa B U G S al análisis de 
los m odelos Bayesianos no conjugados sobre pobla­
ciones finitas estudiados en esta  tesis
Dedicaremos esta sección a comentar brevemente la metodología que se ha empleado 
para analizar los modelos no conjugados planteados en esta tesis (en los capítulos 2, 3 
y 5). Podemos distinguir en este análisis tres fases:
1.- Estudio de los modelos. En esta primera fase se estudian los modelos presentados: 
se garantiza que las distribuciones predictivas y posteriores de interés son propias y se 
establecen las condiciones suficientes para la existencia de los primeros dos momentos 
(media y varianza).
Este análisis garantiza la existencia de una distribución final propia a la que el algo­
ritm o Gibbs Sampling pueda converger. Esta propiedad unida a que estos modelos 
(apoyándonos en los conceptos informales señalados anteriormente), no parece que 
puedan dar lugar a cadenas periódicas o reducibles, nos lleva a creer en principio en 
la convergencia del muestreo Gibbs.
2.- Obtención de las distribuciones condicionales y estudio de las condiciones que deben 
satisfacer los modelos programables por BUGS. En esta fase, se obtienen las distribu­
ciones condicionales necesarias para aplicar el Gibbs Sampling, estudiándose en el caso 
de distribuciones no estándar, la log-concavidad de las densidades o funciones de pro­
babilidad correspondientes. Y se comprueba que los modelos propuestos son modelos 
DAG obteniendo sus representaciones gráficas.
El estudio anterior y la propia definición del modelo demuestra para todos los modelos 
propuestos que se cumplen los requisitos para poder aplicar el programa BUGS.
3.- Estudio de los modelos presentados con el programa BUGS. Para el estudio a partir 
del Gibbs Sampling, se empleó la aproximación basada en una única cadena de Markov, 
esto es, un único muestreo por Gibbs basado en un único punto de arranque. Las fases 
de este análisis fueron:
-  la traducción en BUGS del modelo,
-  la obtención del punto de arranque y estudio del número de simulaciones para 
asumir la estabilidad del algoritmo Gibbs.
-  obtención de una muestra y estudio de las características de las distribuciones 
predictivas y finales marginales a través de la misma.
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Para la obtención del punto de arranque, se dejó libertad al programa BUGS en la 
elección de un prim er punto de arranque a partir del cual se realizaron 1000 itera­
ciones del algoritmo Gibbs, el punto final resultante fue considerado como el punto 
de arranque definitivo de nuestro muestreo por Gibbs. Con este procedimiento se ha 
eludido la elección de un punto arbitrario de arranque y a la vez se ha intentado el 
establecimiento de un punto de arranque adecuado a las características del modelo.
A partir del anterior punto de arranque, se realizaron 5000 iteraciones Gibbs y se obtu­
vieron las aproximaciones del estimador de convergencia de Geweke(92) (ver (C.14)), 
para distintas variables del modelo (un grupo de 4 ó 5 variables, que se consideraron 
significativas), asumiendo la estacionariedad de la cadena cuando este valor pertenecía 
para todas ellas al intervalo al 95 % de una normal (0,1), y rechazando en caso con­
trario. En caso de rechazo se repitió hasta la aceptación de la estacionariedad, el 
proceso anterior añadiendo grupos con 2000 iteraciones adicionales.
Una vez asumida la estabilidad del proceso mediante el método anterior, se obtuvo una 
m uestra de 1000 observaciones realizando 1000 iteraciones más del algoritmo Gibbs, a 
partir de la que se realiza un estudio de las distribuciones final y predictivas marginales; 
en este sentido se obtuvieron: estimaciones de la media y varianza (cuando teníamos 
garantizada su existencia) y de la mediana y algunos cuantiles (en los otros casos), así 
como en algunas ocasiones, gráficas de las densidades (o funciones de probabilidad en 
su caso) de las mismas, basadas en la aproximación de kernel para el intervalo definido 
por Silverman(86)[108].
La muestra anterior es una muestra correlada (método de muestreo (3)), si empleamos 
SB (ver (C-14)) como una aproximación de la densidad espectral de frecuencia cero 
y analizamos la precisión de nuestras estimaciones de acuerdo con una estimación de 
(C.8) basada en esta aproximación, tenemos que:
— las estimaciones de las características poblacionales, pendientes y variables media, 
se realizan con una varianza del orden de 10-4  y 10- 5 ,
— en las estimaciones de las varianzas para los modelos con cociente entre varianzas 
desconocido, del orden del 10“ 4, y para los modelos para rutas aleatorias de 10- 3 ,
— y en las estimaciones sobre los tamaños de la población y de las rutas aleatorias 
no muestreadas, del orden de 10“ 3.
Estas valoraciones de la varianza del estimador, a título orientativo, muestran que 
la “calidad” de la muestra en relación con la autocorrelación entre las observaciones 
varía de una variable a otra. En este sentido las muestras correspondientes a  las 
características poblacionales, pendientes y variables media son las que proporcionan 
mejores resultados. Pero, en cualquier caso, se desprende que el tam año de la m uestra 
es suficiente (a pesar de la correlación entre las observaciones), ya que el error cometido 
en las estimaciones y estudios realizados a partir de la muestra es en el peor de los 
casos del orden de 10-3 , reduciéndose en el caso de las distribuciones predictivas a  un 
orden de 10- 5 .
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