Limit theorems for some time dependent expanding dynamical systems by Hafouta, Yeor
ar
X
iv
:1
90
3.
04
01
8v
5 
 [m
ath
.D
S]
  2
9 O
ct 
20
19
LIMIT THEOREMS FOR SOME TIME DEPENDENT
EXPANDING DYNAMICAL SYSTEMS
YEOR HAFOUTA
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Abstract. In this paper we will prove various probabilistic limit theorems
for some classes of distance expanding sequential dynamical systems (SDS).
Our starting point here is certain sequential complex Ruelle-Perron-Frobenius
(RPF) theorems which were proved in [17] and [22] using contraction properties
of a complex version of the projective Hilbert metric developed in [36]. We
will start from the growth rate of the variances of the underlying partial sums.
This is well understood in the random dynamics setup, when the maps are
stationary, but not in the SDS setup, where various growth rates can occur.
Some of our results in this direction rely on certain type of stability in these
RPF theorems, which is one of the novelties of this paper. Then we will
provide general conditions for several classical limit theorems to hold true in
the sequential setup. Some of our general results mostly have applications for
composition of random non-stationary map, while the conditions of the other
results hold true for general type of SDS. In the latter setup, results such as the
Berry-Essee´n theorem and the local central limit theorem were not obtained
so far even for independent but not identically distributed maps, which is a
particular case of the setup considered in this paper.
1. Introduction
Probabilistic limit theorems for dynamical systems and Markov chains is a well
studied topic. One way to derive such results is relying on some quasi-compactness
(or spectral gap) of an appropriate transfer or Markov operator, together with a
suitable perturbation theorem (see [33], [34], [16] and [23]). This quasi-compactness
can often be verified only via an appropriate Ruelle-Perron-Frobenius (RPF) the-
orem, which is the main key for thermodynamic formalism type constructions.
Probabilistic limit theorems for random dynamical systems and Markov chains in
random dynamical environments were also studied in literature (see, for instance,
[26], [27], [17], [1] ,[12], [13] and references therein). In these circumstances, the
probabilistic behaviour of the appropriate process is determined by compositions
of random operators, and not of a single operator, so no spectral theory can be
exploit, and instead, many of these results rely on an appropriate version of the
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RPF theorem for random operators. Relying on certain contraction properties of
random complex transfer and Markov operators, with respect to a complex version
of the Hilbert protective metric develpoed in [36] (see also [14] and [15]), we proved
in [17] an RPF theorem for random complex operators and presented the appropri-
ate random complex thermodynamic formalism type constructions, which was one
of the main keys in the proof of versions of the Berry-Esseen theorem and the local
central limit theorem for certain processes in random dynamical environment.
In recent years (see, for instance, [2], [6], [24], [29] and [35] and references
therein) there has been a growing interest in proving limit theorems for sequences
Xn = T
n
0 x0 of random variables generated by an appropriate random variable x0
and compositions T n0 = Tn−1 ◦Tn−2 ◦ · · ·◦T0 of different maps T0, T1, T2, .... Except
for the random dynamical system case, in which the maps Tj = Tξj are chosen
at random according to a stationary process {ξj}, the results obtained so far are
certain versions of the central limit theorem (CLT), without close to optimal (dis-
tributional) convergence rate and corresponding local CLT’s. In this paper we will
prove several limit theorems for some classes of maps Tj, as described in the next
paragraphs. We stress that some, but not all, of our general results are counter-
parts of the results obtained in Chapter 7 of [17] for sequences of maps instead of
random stationary maps (and for non-uniformly distance expanding maps). We
think that even though there is some overlap with this Chapter 7, it is important
to have all the limit theorems formulated together as “corollaries” of the sequential
Ruelle-Perron-Frobenius theorem.
Let Tj be a sequence of distance expanding maps, and fj , uj sequences of Ho¨lder
continuous (or differentiable) functions (uniformly in j). Let L(j)0 be the transfer
operator generated by Tj and the function e
fj , and let L(j)z (g) = L(j)0 (g ·ezuj ), z ∈ C
be the perturbations of L(j)0 corresponding to uj. The starting point of this paper
is a complex RPF theorem for the sequences of transfer operator L(j)z , j ∈ Z.
Applying this theorem we obtain several limit theorems (finer than the CLT) for
sequences of random variables of the form S0,nu(x0) =
∑n−1
j=0 uj ◦ T j0 (x0), where
x0 is distributed according some special (Gibbs) probability measure. We will also
study certain stability properties of the RPF triplets, which will yield that the
variance of the above random variables grow linearly fast in n, when the Tj , fj and
uj lie in some neighborhood of a single distance expanding map T and functions f
and u, respectively.
Some of the conditions of our general results hold true for non-random sequences
of maps. The other results will be mainly applicable for certain classes randommaps
which are not necessarily stationary, a situation which was not considered so far.
Several difficulties arise beyond the random dynamical setup (which was considered
in [17]), when the operators do not have the form L(j)z = Lθjωz for an appropriate
measure preserving system (Ω,F , P, θ). For instance, in the stationary case many
limit theorems follow from the existence of the limit Π(z) =
∫
Πω(z)dP (ω) =
limn→∞ 1n
∑n−1
j=0 Πθjω(z), where Πω(z) is a certain random pressure function. In
our case we have a sequence of pressure functions Πj(z), j ∈ Z and the limits
Π(z) = limn→∞ 1n
∑n−1
j=0 Πj(z)
do not necessarily exist. When Tj = Tξj , fj = fξj and uj = uξj are chosen at
random according to several classes of non-stationary sequences {ξj} with certain
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mixing properties, we will show that the limits Π(z) exist and are analytic functions
of z, and then use that in order to apply some of our limit theorems.
Acknowledgment. I would like to thank Prof. Yuri Kifer for suggesting me to
apply complex cone methods in the setup of time dependent dynamical systems,
and for several references on these systems, as well.
2. Sequential dynamical systems: preliminaries and main results
Our setup consists of a bounded metric space (X , d), a family {Ej : j ∈ Z} of
compact subsets of X , and a family of maps Tj : Ej → Ej+1, j ∈ Z. For any j ∈ Z
and n ≥ 1 put
T nj = Tj+n−1 ◦ · · · ◦ Tj+1 ◦ Tj.
We will assume that one of the following three assumptions holds true
2.1. Assumption. There exist constants ξ > 0, γ > 1, L, n0 ∈ N, and D > 0 so
that for any j ∈ Z:
(i) For any x ∈ Ej ,
(2.1) T n0j Bj(x, ξ) = Ej+n0
where Bj(x, ξ) := {w ∈ Ej : d(w, x) < ξ}.
(ii) For any x, x′ ∈ Ej+1 so that d(x, x′) < ξ we can write
T−1j {x} = {y1, ..., yk} and T−1j {x′} = {y′1, ..., y′k}
where k ≤ D and for each i = 1, 2, 3, ..., k,
(2.2) d(yi, y
′
i) ≤ γ−1d(x, x′).
(iii) There are x1,j , x2,j , ..., xLj ,j, Lj ≤ L in Ej so that
Ej =
Lj⋃
s=1
Bj(xs,j , ξ).
2.2. Assumption. The inverse image T−1j {x} of any point x ∈ Ej+1 under Tj is at
most countable, and there exists a constant γ > 1 so that the inverse images {xi}
and {x′i} of any two points x, x′ ∈ Ej+1 under Tj can be paired so that (2.2) holds
true.
2.3.Assumption. There exist two sided sequences (Lj), (σj), (qj) and (dj) so that
(Lj) is bounded and for each j we have σj > 1, qj , dj ∈ N, qj < dj and for any
x, x′ ∈ Ej+1 we can write
T−1j {x} = {x1, ..., xdj} and T−1j {x′} = {x′1, ..., x′dj}
where for any i = 1, 2, ..., qj we have
d(xi, x
′
i) ≤ Ljρj+1(x, x′)
while for any i = qj + 1, ..., dj we have
d(xi, x
′
i) ≤ σ−1j ρj+1(x, x′).
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The arguments in [32] show that Assumption 2.1 is satisfied when the maps Tj
are locally distances expanding, uniformly in j. The second assumption holds true,
for instance, when each Tj is a map on the unit interval with a countable number of
monotonicity intervals, and the absolute value of the derivative of Tj on each one of
these intervals is bounded from below by γ. The main example we have in mind is
the case where Xj = M are the same compact and connected Riemannian manifold
and each Tj :M →M is a diffeomorphism satisfying the conditions in [39] and [4]
(with constant which are uniform in j). This means that each Tj locally expands
distance only on some open region. These conditions are satisfied when all the
maps Tj lie in a C
1 neighborhood of some map T satisfying the above conditions.
Assumption 2.2 holds true for intervals maps which only expand distance only on
some pieces of the unit interval.
Next, for each integer j, let fj, uj : Ej → R be Ho¨lder continuous functions with
exponent α which does not depend on j. For each integer j and a complex number
z, let L(j)z be the linear operator which maps complex valued functions g on Ej to
complex valued functions L(j)z g on Ej+1 by the formula
L(j)z g(x) =
∑
y∈T−1
j
{x}
efj(y)+zuj(y)g(y).
For each j ∈ Z and n ∈ N set
Lj,nz = L(j+n−1)z ◦ · · · ◦ L(j+1)z ◦ L(j)z .
Let Hj be the (Banach) space of all Ho¨lder continuous functions g : Ej → C with
exponent α, equipped with the norm ‖g‖α = ‖g‖∞ + v(g), where ‖g‖∞ = sup |g|
and
vα(g) = vα,ξ(g) = sup
{ |g(x)− g(x′)|
dα(x, x′)
: 0 < d(x, x′) ≤ ξ
}
.
In the case when α = 1 and Xj is a Riemannian manifold we will also consider
the case when fj and uj are C
1 functions and in this case we also consider the
”variation” ν(g) = sup ‖Dg‖, where Dg is the differential of g. We will denote
here by H∗j the dual of the Banach space Hj . Finally, for any family of functions
{gj : Ej → C : j ∈ Z} we set for each integer j and n ≥ 1,
Sn,jg =
j+n−1∑
k=j
gk ◦ T kj .
We will work in this paper under the following
2.4. Assumption. Under Assumptions 2.1 and 2.2, the norms ‖fj‖ and ‖uj‖ are
bounded in j by some constant B.
2.5. Assumption. Assumption 2.3 holds true and there exist constants B > 0 and
s ∈ (0, 1) so that we have supj sup |fj | ≤ B, supj supx
∑
y∈T−1
j
{x} e
fj(y) ≤ B,
sup fj − inf fj < εj and v(φj) < ε′j
where εj, ε
′
j are sequence of positive constants satisfying
(2.3) sup
j
eεj
qjL
α
j − (dj − qj)σ−αj
dj
≤ s
and supj ε
′
j ≤ B.
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From now on, we will refer to the constants appearing in in Assumptions 2.1,
2.2, 2.3, 2.4 and 2.5 as the “initial parameters”.
Our starting point in this paper is the following
2.6. Theorem. Suppose that one of Assumptions 2.1, 2.2 and 2.3 hold true and
that either Assumption 2.4 or Assumption 2.5 are satisfied (depending on the case)
hold true. Then there exists a neighborhood U of 0, which depends only on the
initial parameters, so that for any z ∈ U there exist families {λj(z) : j ∈ Z},
{h(z)j : j ∈ Z} and {ν(z)j : j ∈ Z} consisting of a nonzero complex number λj(z), a
complex function h
(z)
j ∈ Hj and a complex continuous linear functional ν(z)j ∈ H∗j
such that:
(i) For any j ∈ Z,
(2.4) L(j)z h(z)j = λj(z)h(z)j+1, (L(j)z )∗ν(z)j+1 = λj(z)ν(z)j and ν(z)j (h(z)j ) = ν(z)j (1) = 1
where 1 is the function which takes the constant value 1. When z = t ∈ R then
λj(t) > a and the function hj(t) takes values at some interval [c, d], where a > 0
and 0 < c < d < ∞ depend only on the initial parameters. Moreover, ν(t)j is
a probability measure which assigns positive mass to open subsets of Ej and the
equality νj+1(t)
(L(j)t g) = λj(t)ν(t)j (g) holds true for any bounded Borel function
g : Ej → C.
(ii) The maps
λj(·) : U → C, h(·)j : U → Hj and ν(·)j : U → H∗j
are analytic and there exists a constant C > 0, which depends only on the initial
parameters such that
(2.5) max
(
sup
z∈U
|λj(z)|, sup
z∈U
‖h(z)j ‖, sup
z∈U
‖ν(z)j ‖
) ≤ C,
where ‖ν‖ is the operator norm of a linear functional ν : Hj → C. Moreover,
there exist a constant c > 0, which depends only on the initial parameters, so that
|λj(z)| ≥ c and minx∈Ej |h(z)j (x)| ≥ c for any integer j and z ∈ U .
(iii) There exist constants A > 0 and δ ∈ (0, 1), which depend only on the initial
parameters, so that for any j ∈ Z, g ∈ Hj and n ≥ 1,
(2.6)
∥∥∥ Lj,nz g
λj,n(z)
− ν(z)j (g)h(z)j+n
∥∥∥ ≤ A‖g‖δn
where λj,n(z) = λj(z) · λj+1(z) · · ·λj+n−1(z). Moreover, the probability measures
µj , j ∈ Z given by dµj = h(0)j dν(0)j satisfy that (Tj)∗µj = µj+1 and that for any
n ≥ 1 and f ∈ Hj+n,
(2.7)
∣∣µj(g · f ◦ T nj )− µj(g)µj+n(f)∣∣ ≤ A‖g‖µj+n(|f |)δn.
Under Assumptions 2.1 Theorem 2.6 was essentially proved in Chapter 5 of [17],
and under Assumption 2.3 it was proved in [22]. The proof under Assumption
2.2 proceeds similarly to the proof under Assumption 2.1, and for that reason the
details are omitted.
We note that when the {Tj} are ”sequentially non-singular” the measures µj are
absolutely continuous, as stated in the following
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2.7. Proposition. Let mj , j ∈ Z be a family of probability measures on Ej, which
assign positive mass to open sets, so that for each j we have (Tj)∗mj ≪mj+1 and
that e−fj = d(Tj)∗mj
dmj+1
. Then for any j we have λj(0) = 1 and ν
(0)
j = mj.
When Ej = X we can always take mj = m for some fixed m (e.g. a volume
measure when X is a Riemannian manifold). Theorem 2.7 is proved exactly as in
[19] (see Proposition 3.1.2 there).
Our first result in this paper is the following stability theorem:
2.8. Theorem. Let r > 0 be so that B¯(0, 2r) =: {z ∈ Z : |z| ≤ 2r} ⊂ U and set
K = B¯(0, r). Then for any ε > 0 there exists δ > 0 with the following property:
if T1,j, j ∈ Z is a family of maps and f1,j , u1,j ∈ Hj, where j ∈ Z, are families
of functions which satisfy one of Assumptions 2.1-2.3 and one of Assumptions 2.4
and 2.5 (in accordance with Tj and with the same initial parameters), and for any
z ∈ K and j ∈ Z,
(2.8) ‖L(j)z − L(j)1,z‖ < δ
where L(j)1,z is the operator defined similarly to L(j)z but with T1,j , f1,j and u1,j in
place of Tj , fj and uj, then for any integer j and z ∈ K we have
max
(|λj(z)− λ1,j(z)|, ‖h(z)j − h(z)1,j‖, ‖ν(z)j − ν(z)1,j ‖) < ε
where {λ1,j(z) : j ∈ Z}, {h(z)1,j : j ∈ Z} and {ν(z)1,j : j ∈ Z}, z ∈ U are the RPF
families corresponding to the operators L(j)1,z.
The relation between this theorem and to “limit theorems” is that it is the key
ingredient in the proof of Theorem 2.9 (ii) below.
2.1. Probabilistic limit theorems: general formulations. In this section we
will formulate general theorems, while some of them will mainly be applicable to
the case of non-stationary random environment, Theorem 2.9, the Berry-Esseen
theorem the exponential, the exponential concentration inequalities and the mod-
erate deviations theorems stated below are applicable for non-random sequences of
maps. We especially want to stress that Theorem 2.12 is a modification of the local
central limit theorem from [17] in the sequential setup, and its main importance
in its applications to the non-stationary random environments studied in Section
5. The main reason this theorem (and Theorem 2.16) are formulated here is in
order not to overload the exposition with the precise definitions of the different
non-stationary environment we have in mind.
2.1.1. The variance and the moments. We begin with the variances:
2.9. Theorem. (i) The variances varµk(Sk,nu), k ∈ Z do not converge to ∞ as
n → ∞ if and only if there exists a family of functions Ys : Es → R, s ∈ Z and a
constant C > 0 so that for any s ∈ Z we have∫
Y 2s (x)dµs(x) < C and us − µs(us) = Ys+1 ◦ Ts − Ys, µs − a.s.
When viewed as a random variable, the function Yk is a member of the subspace of
L2(Ek, µk) generated by the functions {uk ◦ T dk − µk(uk) : d ≥ 0} where T 0k := Id.
Moreover, the function Yk can be chosen to be a member of Hk so that ‖Yk‖ is
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bounded in k, and in this case the equalities us(x) − µs(us) = Ys+1(Tsx) − Ys(x)
hold true for any x ∈ Es.
(ii) Suppose that Ek = X for each k. Let T : X → X be a map so that one of
Assumptions 2.1-2.3 are satisfies with Tj = T , and let u, f : X → R be members of
H = Hj, so that ‖f‖ and ‖u‖ do not exceed B, and u does not admit a co-boundary
representation with respect to T . In the case when Assumption 2.3 holds true we
also require Assumption 2.5 to hold with Tj = T, fj = f and uj = u (with the same
initial parameters). Then there exists ε0 > 0, which depends only on the initial
parameters, so that the following holds true: if
(2.9) sup
k∈Z
‖L(k)z − Lz‖∞ ≤ ε0
for any z in some neighborhood of 0, where Lz is the transfer operator generated
by T and f + zu, then
inf
k
varµk(Sk,nu) ≥ δ0n
for some δ0 > 0 and all sufficiently large n.
Suppose that Xj = M are all the same Riemannian manifold, and that the maps
Tj satisfy the conditions from [4]. Assume also that all of the Tj ’s lie a sufficiently
small C1-ball of a single map which satisfies these conditions, and that the functions
fj and uj all lie in a sufficiently small ball (in the C
1-norm) around f and u,
respectively. Then (2.9) is satisfied with the norm ‖g‖ = sup |g|+ sup |Dg| (i.e. we
take α = 1, see Proposition 5.3 in [4]). We note that the size of the neighborhoods
of T, f and u which is needed depends only on the initial parameters and on the
limit σ2u = limn→∞ Varµ(
∑n−1
j=0 u ◦ T j) > 0, where µ = µT,f is the appropriate
T -invariant Gibbs measure corresponding to the function f . In fact, it is possible
to give a precise formula for the radius of the balls around T, f and u. Another
example is intervals maps with finite number of monotonicity intervals which do
not depend on j, where on each one of them each Tj and T is either expanding or
contracting. If each Tj is obtained from T by perturbing each inverse branch of
T in some Ho¨lder norm, and fj and uj are small perturbations of f and u in this
norm, then (2.8) will hold true in the appropriate Ho¨lder norm. Similar examples
can be given in rectangular regions in Rd for d > 1.
Next, for any n ≥ 1 set
σ0,n =
√
varµ0(S0,nu)
and let x0 be a E0-valued random variable which is distributed according to µ0.
Then, relying on (2.6) and the arguments in [6], it follows that
S¯0,nu(x0)−µ0(S0,nu)
σ0,n
converges in distribution towards the standard normal law, when σ20,n converges to
∞ as n→∞ (this essentially means that the quadratic variations of the martingales
constructed in the proof of Theorem 2.14 converge as n → ∞, after a proper
normalization). When the variances grow faster than n
2
3 then we are able to prove
a self normalized Berry-Esseen theorem:
2.1.2. Berry-Eseene´n and a local CLT.
2.10. Theorem. Suppose that
lim
n→∞σ0,nn
− 13 =∞
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and set S¯0,nu = S0,nu− µ0(S0,nu). Then there exists a constant C > 0 so that for
any n ≥ 1 and r ∈ R,
(2.10)
∣∣∣µ0{x ∈ E0 : S¯0,nu(x) ≤ rσ0,n} − 1√
2π
∫ r
−∞
e−
1
2 t
2
dt
∣∣∣ ≤ Cnσ−30,n.
In particular, when σ20,n grows linearly fast in n the above left hand side does not
exceed C1n
− 12 for some constant C1.
Note that we obtain here optimal convergence rate (i.e. rate of order n−
1
2 ) in
the circumstances of Theorem 2.9 (ii).
For the sake of completeness, we will formulate the following theorem whose
proof is carried out exactly as in [20]:
2.11. Theorem. (i) By possibly decreasing r, where r comes from Theorem 2.8, we
can define analytic functions Πj : B(0, r)→ C, j ∈ Z so that
Πj(0) = 0, λj(z)/λj(0) = e
Πj(z) and |Πj(z)| ≤ c0
for any z ∈ B(0, r), for some constant c0 which does not depend on j and z.
(ii) There exists a constant R1 so that for any integer j and n ≥ 1,
∣∣µj(Sj,nu)−
n−1∑
m=0
Π′j+m(0)
∣∣ ≤ R1
where Π′j+m(0) is the derivative of Πj+m at z = 0.
(iii) Suppose that µj(uj) = 0 for any integer j. For any k ≥ 2, s ∈ Z and n ≥ 1,
set
γj,k,n = n
−[ k2 ]
∫
Ej
(Sj,nu(x))
kdµj(x) and Πj,k,n = n
−1
n−1∑
m=0
Π
(k)
j+m(0)
where Π
(k)
j+m(0) is the k-th derivative of the function Πj+m at z = 0. Then there
exist constants Rk > 0, k ≥ 2, so that for any even k ≥ 2,
(2.11) max
(∣∣γj,k,n − Ck(γj,2,n) k2 ∣∣, ∣∣γj,k,n − Ck(Πj,2,n) k2 ∣∣
)
≤ Rk
n
where Ck = 2
−k2 (k2 !)
−1k!, while with Dk = k!3!2
− 12 (k−3)(k−32 !)
−1 for any odd k ≥ 3,
max
(∣∣γj,k,n −Dk(γj,2,n) k−32 γj,3,n∣∣, ∣∣γj,k,n −Dk(Πj,2,n) k−32 Πj,3,n∣∣
)
≤ Rk
n
.
An immediate consequence of Theorem 2.11 is that |γj,k,n| is uniformly bounded
in j and n, for each k. Using the Markov inequality, together with (2.11) with
k = 4, we obtain that for any ε > 0 and j ∈ Z,
µj
{
x : |Sj,nu(x)− µj(Sj,nu)| ≥ εn
} ≤ Cn−2ε−4
for some C > 0. Therefore, by the Borel-Cantelli Lemma,
lim
n→∞
Sj,nu(x)− µj(Sj,nu)
n
= 0, µj − a.s.
namely, a sequential version of the strong law of large numbers holds true.
When Tj , fj, uj are chosen at random according to some type of (not necessarily
stationary) sequence of random variables, then, in Section 5 we obtain almost sure
converges rate of the form ∣∣∣ 1
n
µj(Sj,nu)− p
∣∣∣ ≤ R1,ω
n
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where p is some constant and R1,ω is some random variable. When µj(uj) = 0 we
also derive that for any k ≥ 2,
(2.12)
∣∣γj,k,n − γk∣∣ ≤ Rω,kn− 12 lnn
where Rω,k is some random variable and γk is some constant. Using (2.12) with
k = 2, when σ2 = γ2 > 0, and almost optimal convergence rate in the central limit
theorem of the form
(2.13) sup
s∈R
∣∣µ0{x ∈ E0 : S¯0,nu(x) ≤ s√n} − 1√
2πσ2
∫ s
−∞
e−
t2
2σ2 dt
∣∣ ≤ cωn− 12 lnn
follows (see Section 5.3.4).
Next, as usual, in order to present the local central limit theorem we will distin-
guish between two cases. We will call the case a lattice one if the functions uj take
values at some lattice of the form hZ := {hk : k ∈ Z} for some h > 0. We will call
the case a non-lattice if there exist no h which satisfy the latter lattice condition.
In the non-lattice case set h = 0 and Ih = R \ {0}, while in the lattice case set
Ih = (− 2pih , 2pih ) \ {0}.
2.12. Theorem. Suppose that for any compact interval J ⊂ Ih we have
(2.14) lim
n→∞
√
n sup
t∈J
‖L0,nit ‖/λ0,n(0) = 0
and that there exists c0 > 0 so that σ
2
0,n = varµ0(S0,nu) ≥ c0n for any sufficiently
large n. Then for any continuous function g : R→ R with compact support we have
lim
n→∞
sup
r∈Rh
∣∣∣√2πσ0,n
∫
g(S0,nu(x)− µ0(S0,nu)− r)dµ0(x)−
(∫ ∞
−∞
g(t)dmh(t)
)
e
− r2
2σ2
0,n
∣∣∣ = 0
where in the non-lattice case Rh = R and mh is the Lebesgue measure, while in the
lattice case Rh = hZ = {hk : k ∈ Z} and mh is the measure assigning unit mass
to each one of the members of Rh. When the limit σ
2 = limn→∞ 1nσ
2
0,n exists then
we can replace σ0,n with σ
√
n.
Next, let Y1, ...,Ym0 be compact metric spaces, set Ym0+1 := Y1 and let Sj :
Yj → Yj+1, j = 1, 2, ...,m0 be maps so that Assumption 2.1 holds true with E ′j =
Ykj and T ′j = Skj in place of Ej and Tj, respectively, where k = kj = j mod m0.
Let ri, vi : Yi → R be Ho¨lder continuous functions whose ‖ · ‖ norms are bounded
by B. Set S = Sm0 ◦ · · · ◦ S2 ◦ S1 and for each real t let the transfer operator Lit
be defined by
Litg(x) =
∑
y∈S−1{x}
e
∑m0
j=1 rj(y)+it
∑m0
j=1 vj(y)g(y).
In Section 4.3 we will show that (2.14) holds true under the following
2.13. Assumption. The the spectral radius of Lit is strictly less than 1 for any
t ∈ Ih. Moreover, for any compact interval J ⊂ Ih there exists δ0 ∈ (0, 1) so that
for any constant BJ > 0 and a sufficiently large s we have
(2.15) lim
n→∞
|{0 ≤ m < n : BJ‖Lm,sm0it − Lsit‖ < 1− δ0 ∀t ∈ J}|
lnn
=∞
where |Γ| is the cardinality of a finite set Γ.
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Note that in Assumption 2.13 there is an underlying assumption that Em = Y1
for any m so that BJ‖Lm,sm0it −Lsit‖ < 1−δ0. In the non-lattice case, the condition
about the spectral radius of Lit means that the function
∑m0
j=1 vj ◦Sj−1 ◦· · · ·S2 ◦S1
is non-arithmetic (or aperiodic) with respect to the map S defined above, while in
the lattice case it means that h satisfies a certain maximality condition with respect
to this function (see [16] and [23]).
Assumption 2.13 holds true when Tk, fk, uk are chosen at random according to
some (not necessarily stationary) sequence of random variables, see Section 5 and
a discussion at the end of this Section. Non random examples can be constructed
as follows: assume that
‖Lak+im0,m0it − Lit‖ ≤ δkα(t)
for any sufficiently large k and 0 ≤ i ≤ m−10 (ak+1− ak−m0), for some sequence δk
which converges to 0 as k →∞ and a continuous function α(t), where (ak)∞k=1 is a
sequence of natural numbers so that limk→∞(ak+1 − ak) =∞ and ak ≤ c1ec2kr for
some r ∈ (0, 1) and c1, c2 > 0 and all natural k’s.
2.1.3. Exponential concentration inequalities and moderate and large deviations.
Now we will discuss several large deviations type results. We begin with the fol-
lowing
2.14. Theorem. There exist constants C,C1 > 0, which depend only on the initial
parameters, so that for any natural n there is a martingale {M (n)j = W (n)1 + ... +
W
(n)
j : j ≥ 1} whose differences W (n)j are bounded by C, and
‖S0,nu(x0)− E[S0,nu(x0)]−M (n)n ‖L∞ ≤ C1
where x0 is a random member of E0 which is distributed according to µ0. Moreover,
for any t ≥ 0 we have
µ0{x ∈ X : |S0,nu(x)− µ0(S0,nu)| ≥ t+ C1} ≤ 2e− t
2
4nC .
By taking t = εn we obtain estimates of the form
µ0{x ∈ X : |S0,nu(x)− µ0(S0,nu)| ≥ εn} ≤ 2e− ε
2n
16C
for any ε > 0 and n ≥ 1 so that εn ≥ 2C1.
The following moderate deviations principle also holds true:
2.15. Theorem. Set σ2n := varµ0(S0,nu) and suppose that
lim
n→∞
σn
n
1
3+ε0
=∞
for some 0 < ε0 <
1
6 . Let (an)
∞
n=1 be a strictly increasing sequence of real numbers
so that limn→∞ an = ∞ and limn→∞ n−ε0an = 0, and set Wn = S0,nu−µ0(S0,nu)σnan .
Then for any Borel set Γ ⊂ R,
− inf
x∈Γ0
I(x) ≤ lim inf
n→∞
1
a2n
µ0{x :Wn(x) ∈ Γ} and(2.16)
lim sup
n→∞
1
a2n
µ0{x :Wn(x) ∈ Γ} ≤ − inf
x∈Γ¯
I(x)
where I(x) = −x22 , Γo is the interior of Γ and Γ¯ is its closer.
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The scaling sequence (an)
∞
n=1 in theorem 2.15 is not optimal even when σ
2
n grows
linearly fast in n. In the following circumstances we can also derive more accurate
moderate deviations principle together with a local large deviations principle:
2.16. Theorem. Suppose that for some δ > 0 for any z ∈ B(0, δ) the following
limit
Π(z) = lim
n→∞
1
n
n−1∑
j=0
Πj(z)
exists. Then Π(z) is analytic on z ∈ B(0, 2δ) and we have
(2.17) Π(z) = lim
n→∞
1
n
lnµ0(e
zS0,nu) = lim
n→∞
1
n
ln ln(L0,nz )
where under Assumption 2.1 ln(g) =
∑Ln
i=1 g(xi,n) for any g : En → C, and the
xi,n’s come from Assumption 2.1 (iii), while under either Assumption 2.2 or As-
sumption 2.3 ln(g) = g(xn) for an arbitrary point xn. Moreover:
(i) The limit
p = lim
n→∞
1
n
∫
Sj,n(x)dµj(x)
exists, and it does not depend on j, and when µj(uj) = 0 for each j the centralized
asymptotic moments (defined in Theorem 2.11) γk = limn→∞ γj,k,n exist and they
do not depend on j. Furthermore, with σ2 = γ2 we have γk = Ckσ
k for even k’s,
while for odd k’s we have γk = Dkσ
k−1γ3, where the Ck’s the the Dk’s are defined
in Theorem 2.11. In addition,
p = Π′(0), γ2 = σ2 = Π′′(0) and γ3 = Π′′′(0).
In particular, in the circumstances of Theorem 2.9 (ii) we have σ2 > 0.
(ii) Suppose that σ2 > 0. Then for any strictly increasing sequence (bn)
∞
n=1 of
real numbers so that limn→∞ bnn = 0 and limn→∞
bn√
n
= ∞ and a Borel set Γ ⊂ R
(2.16) holds true with
Wn =
S0,nu− µ0(S0,nu)
bn
and I(x) = x
2
2σ2 .
(iii) Let L(t) be the Legendre transform of Π(t). Then, (2.16) holds true for any
Borel set Γ ⊂ [Π′(−δ),Π′(δ)] with Wn = S0,nu−µ0(S0,nu)n and I(t) = L(t).
Note that Π′(−δ) < Π′(δ) when σ2 > 0 since then the function t → Π(t) is
strictly convex in some real neighbourhood of the origin. Theorem 2.16 (ii) is a
moderate deviations principle (i.e. with quadratic rate function I(x)) which allows
scaling sequences (bn)
∞
n=1 of optimal order, as can be viewed from Theorem 2.16
(iii), which is a local large deviations principle. Note also that the equality
Π(z) = lim
n→∞
1
n
ln ln(L0,nz )
can be interpreted for real z’s as a sequential analogy of the usual pressure function
of the potential f + zu = fj +uj, in the case of a single map T and functions f and
u (see [8] in the subshift case). Remark also that, in fact, our proof shows that if
one of the limits in (2.17) exists, then all of them exists and they are equal.
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The limits Π(z) does not seem to exist in general, not even for a single z. When
Tk, fk, uk are chosen at random according to some (not necessarily stationary) se-
quence of random variables, we provide in Section 5 quite general conditions guaran-
teeing that Assumption 2.13 holds true and that the limits Π(z) exist. In particular,
in the circumstances considered in Section 5, the limit σ2 = limn→∞ 1nvarµj (Sj,nu)
exist and it does not depend on j. In the circumstances of Theorem 2.9 (ii), we
will derive that σ2 > 0. Under certain circumstances, we will also show that (2.12)
holds true, and then derive (2.13).
3. Sequential stability and non-singular maps
We will prove here Theorem 2.8. We will first recall some of the parts of the
proof of Theorem 2.6. The crucial part of the proof is to show that the exists a
sequence of complex cones Cj , containing the constant function 1, and a constant
n0 so that for any n ≥ n0 and j ∈ Z
Lj,nz Cj ⊂ Cj+n.
Under Assumption 2.1, the linear functional θj(g) = L
−1
j
∑Lj
i=1 g(xi,j) belongs to
the dual of the complex cone Cj , while under Assumptions 2.2 and 2.3 the linear
functions θj(g) = g(xj) belongs to this dual, where xj is an arbitrary point in Ej.
Next, let K, T1,j, f1,j and u1,j be as in the statement of Theorem 2.8. Let ε > 0,
and denote by νj,m and ν1,j,m the m-th derivative at z = 0 of the maps z → ν(z)j
and z → ν(z)1,j , respectively. Since ‖νj(z)‖ and ‖ν1,j(z)‖ are both bounded by some
constant C, which does not depend on z and j, it follows from Lemma 2.8.2 in [17]
that for any z ∈ B¯(0, r) and k ≥ 1,
∥∥νj(z)−
k∑
m=0
νj,m
m!
zm
∥∥ < (k + 2)C2−k−1
and the same inequality holds true with ν1,j in place of νj . Let k = kε be the
smallest positive integer so that (k + 2)C2−k−1 < 14ε. Then it is sufficient to show
that there exists δ0 > 0 so that if ‖L(j)z − L(j)1,z‖ < δ0 for any j and z ∈ K then for
any m = 0, 1, ..., kε we have
(3.1) ‖νj,m − ν1,j,m‖ < 1
4
r−mk−1ε ε.
First, applying (2.6), we get that for any sufficiently large n, z ∈ U and j ∈ Z,
max
(
‖ν(z)j − F (j, n, z)‖, ‖ν(z)1,j − F1(j, n, z)‖
)
≤ C1δn
where the linear functionals F (j, n, z) and F1(j, n, z) are given by
F (j, n, z) =
θn+j(Lj,nz (·))
θn+j(Lj,nz 1)
and F1(j, n, z) =
θn+j(Lj,n1,z(·))
θn+j(Lj,n1,z1)
.
Here C1 and δ ∈ (0, 1) depend only on the initial parameters B,L, α, γ, n0, ξ and
D and the linear functional θn+j was defined at the beginning of this section. Note
that the denominators in the definition of F (j, n, z) and F1(j, n, z) indeed do not
vanish since Lj,nz (·)) and Lj,n1,z(·)) belong to Cj+n. Let n1 = n1(ε) be the smallest
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positive integer so that C1δ
n1r−mm! < ε8 for any 0 ≤ m ≤ kε. Then by the Cauchy
integral formula, for any 0 ≤ m ≤ kε we have
max
(
‖νj,m − F (m)(j, n1, 0)‖, ‖ν1,j,m − F (m)1 (j, n1, 0)‖
)
≤ r−mm!C1δn1 < 1
8
ε
where F (m)(j, n, 0) = d
mF (j,n,z)
zm
∣∣
z=0
and F
(m)
1 (j, n, z) is defined similarly with
F1(j, n, z) in place of F (j, n, z). Observe next that
L−1j+n1 lj+n1(L
j,n1
0 1) ≥ e−‖Sj,n1f‖∞ ≥ e−Bn1
and the same inequality holds true with Lj,n11,0 in place of Lj,n10 . Therefore, the de-
nominators in F (m)(j, n1, 0) and F
(m)
1 (j, n1, 0) are bounded from below by e
−Bn12m ,
which depends only on ε and m. Using that for any families of operators A1, ..., An
and B1, ..., Bn, we have
A1 ◦A2 ◦ · · · ◦An −B1 ◦B2 ◦ · · · ◦Bn =
n−1∑
i=1
A1 ◦ · · · ◦Ai−1(Ai −Bi)Bi+1 ◦ · · · ◦Bn
and that Lj,n1z are analytic in z and uniformly bounded in j and z ∈ K in the
operator norm ‖ · ‖ (by some constant which depends only on n1 = n1(ε) and the
initial parameters), we find that
sup
j∈Z
sup
z∈K
‖L(j)z − L(j)1,z‖ < δ0
for some δ0 > 0, then for any j and m ≥ 0,
‖F (m)(j, n1, 0)− F (m)1 (j, n1, 0)‖ < C(m, r, ε)δ0
where C(m, r, ε) depends only on m, ε, r and the initial parameters. Taking a
sufficiently small δ0 completes the proof of the claim about the stability of {ν(z)j :
j ∈ Z} (which was stated in Theorem 2.8). Since λj(z) = ν(z)j+1(L(j)z 1) and λ1,j(z) =
ν
(z)
1,j+1(L(j)1,j1), we drive that for any ε > 0 there exists δ1 > 0 so that
sup
j∈Z
sup
z∈K
|λj(z)− λ1,j(z)| < ε if sup
j∈Z
sup
z∈K
‖L(j)z − L(j)1,z‖ < δ1.
Finally, by (2.6) for any j ∈ Z, n ≥ 1 and z ∈ U we have
∥∥∥h(z)j − L
j−n,n
z 1
λj−n,n(z)
∥∥∥ ≤ Aδn
and similar inequality holds true with h
(z)
1,j ,
λ1,j−n,n(z) :=
n−1∏
i=0
λj−n+i(z)
and Lj−n,n1,z . Let n2 be so that Aδn2 < 12ε. By taking fixing a sufficiently large
n2, we can also assume that |λj−n2,n2(0)| ≥ C2‖Lj−n2,n20 ‖ ≥ C2e−Bn2 for some
constant C2 which does not depend on j. Using now the stability of λj(z), for any
q > 0 and m ≥ 0 we can find δ2 = δ2(q,m, n2) so that∥∥∥∥∥
dmLj(z)
dzm
∣∣∣
z=0
− d
mL1,j(z)
dzm
∣∣∣
z=0
∥∥∥∥∥ < q
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if ‖L(j)z − L(j)1,z‖ < δ2 for any integer j and z ∈ K, where
Lj(z) =
Lj−n2,n2z 1
λj−n2,n2(z)
and L1,j(z) is defined similarly but with Lj−n2,n21,z 1 and λ1,j−n2,n2(z). Using this we
can approximate each one of the derivatives of h
(z)
j at z = 0 by the corresponding
derivative of h
(z)
1,j , which, as in the proof of the stability of {νj(z) : j ∈ Z}, is enough
to drive the stability of {h(z)j : j ∈ Z} (for z ∈ K).
4. Limit theorems: proofs
First, since λj(·) are analytic function and |λj(z)| is bounded uniformly in j and
z, and a ≤ λj(0) ≤ b for some positive constants a and b which do not depend on
j, it is indeed possible to construct functions Πj(·) which satisfies the conditions
stated in Theorem 2.11 (i).
Next, set
L˜(j)z (g) =
Lz(gh(0)j )
λj(0)h
(0)
j+1
.
Then L˜(j)0 1 = 1 for any j and all the results stated in Theorem 2.6 and in the rest
of Section 2 can be applied with the L˜(j)z . Indeed we can just consider the triplets
(4.1) λ˜j(z) =
aj(z)λj(z)
aj+1(z)λj(0)
, h˜
(z)
j =
aj(z)h
(z)
j
h
(0)
j
and ν˜
(z)
j = (aj(z))
−1h(0)j ν
(z)
j
where aj(z) = ν
(z)
j (h
(0)
j ) (which is nonzero since h
(0)
j ∈ Cj). Notice that ν˜(0)j = µj ,
that h˜
(0)
j ≡ 1 and λj(0) = 1. Moreover, there exists a constant C so that for any
j and z we have |aj(z)| ≤ c. Since aj(0) = 0 it follows that that exist constant
a, b > 0 so that for any z ∈ B(0, a) we have b ≤ |aj(z)| ≤ c. Therefore, there exist
positive constants a1 c1 so that for any z ∈ B(0, a1) and n ≥ 1,
(4.2)
∣∣ n−1∑
m=0
Πj+m(z)−
n−1∑
m=0
Π˜j+m(z)
∣∣ = | ln aj(z)− ln aj+n(z)| ≤ c1
where Π˜j(z), j ∈ Z are analytic functions which are defined (simultaneously) in
some neighborhood V of the origin, which depends only on the initial parameters,
so that eΠ˜j(z) = λ˜j(z) for each z in V . By the Cauchy integral formula we obtain
that for any k there exists a constant Ek so that
∣∣ n−1∑
m=0
Π
(k)
j+m(0)−
n−1∑
m=0
Π˜
(k)
j+m(0)
∣∣ ≤ Ek.
We conclude that in the proofs of Theorems 2.9, 2.10 and 2.11 we can assume that
L(j)z 1 = 1, λj(0) = 1, h(0)j ≡ 1 and ν(0)j = µj .
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4.1. The growth of the variance of S0,nu. We begin with the proof of Theorem
2.9 (i). It is sufficient to prove this part in the case when µs(us) = 0 for any s, for
otherwise we will just replace us with us − µs(us). First, if there exists a family
of functions {Yk : k ∈ Z} as in the statement of Theorem 2.9 (i), then clearly
varµk(Sk,nu) is bounded in n, for each integer k. On the other hand, suppose that
lim inf
n→∞
varµ0(S0,nu) <∞.
Since (Tj)∗µj = µj+1 and Sj+1,mu ◦ Tj = Sj,m+1u − uj for any j and m ≥ 1, it
follows from (2.7) that
lim inf
n→∞ varµk(Sk,nu) <∞
for any integer k. Let L
(k)
∞ be the closed linear subspace of L2(Ek, µk) generated
by the functions uk, uk+1 ◦ T 1k , uk+2 ◦ T 2k , uk+3 ◦ T 3k , .... We conclude that for any k
there exists a subsequence of varµk(Sk,nu) which converges weakly in L
2(Ek, µk) to
a member −Yk of L2(Ek, µk). Using a diagonal argument we can assume that the
indexes (nm)
∞
m=1 of the above subsequences do not depend on k.
Next, for any ζ ∈ L2(Ek, µk) we have
lim
n→∞
µk(Sk,nm · ζ) = −µk(Ykζ).
Therefore, since L˜(k)0 is the dual of the map g → g ◦ Tk with respect to the spaces
L2(Ek, µk) and L2(Ek+1, µk+1), we have
µk(Yk+1 ◦ Tk · ζ) − µk(Yk · ζ) = µk+1(Yk+1 · L˜(k)0 ζ) − µk(Yk · ζ)
= − lim
m→∞
(
µk+1(Sk+1,nmu · L˜(k)0 ζ)− µk(Sk,nmu · ζ)
)
= − lim
m→∞
(
µk(Sk+1,nmu ◦ Tk · ζ)− µk(Sk,nmu · ζ)
)
= µk(uk · ζ)− lim
m→∞
µk(uk+nm ◦ T nmk · ζ)
where we used that Sk+1,nmu ◦Tk = Sk,nm+1u−uk. Since ζ ∈ L(k)∞ and µs(us) = 0
for any s, it follows from (2.7) that
lim
m→∞
µk(uk+nm ◦ T nmk · ζ) = 0
and hence
Yk+1 ◦ Tk − Yk = uk
as members of L2(Ek, µk). Now we will show that Yk can be chosen to be Ho¨lder
continuous so that the norms ‖Yk‖ are bounded in k. Let the function Wk be given
by
Wk =
∞∑
j=1
L˜k−j,j0 uk−j .
This function is we defined, and is a member of Hk because of (2.6), and our
assumption that µj(uj) = 0 for any j. In fact, the exponential convergence (2.6)
implies that ‖Wk‖ is bounded in k. Moreover, for each k we have
Wk − L˜(k−1)0 Wk−1 = L˜(k−1)0 uk−1.
Next, substituting both sides of the equality Yk ◦ Tk−1 − Yk−1 = uk into L˜(k−1)0 , it
follows that
Yk − L˜(k−1)0 Yk−1 = L˜(k−1)0 uk−1.
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Since the functions {Wk : k ∈ Z} also satisfy the above relations, the family of
functions {dk : k ∈ Z} given by dk = Yk −Wk satisfies that for any k ∈ Z,
dk+1 = L˜(k)0 dk, µk − a.s..
Since L˜(k)0 is the dual of g → g ◦ Tk with respect to the spaces L2(Ek, µk) and
L2(Ek+1, µk+1), L˜(k)0 (v ◦ Tk) = v for any v : Ek+1 → C and (Tk)∗µk = µk+1, it
follows that for any integer k,
dk+1 ◦ Tk = dk
or, equivalently, since Yk+1 ◦ Tk = Yk + uk,
Yk −Wk = dk = Yk+1 ◦ Tk −Wk+1 ◦ Tk = Yk + uk −Wk+1 ◦ Tk.
Therefore, uk = Wk+1 ◦ Tk −Wk. This equality holds true µk-almost surely, but
since both sides are continuous and µk assigns positive mass to open sets we derive
that it holds true for any point in Ek. The proof of Theorem 2.9 (i) is complete. 
Now we will prove Theorem 2.9 (ii). By Theorem 2.11 there exists a constant
R2 so that
∣∣ 1
n
varµ0(S0,nu)−
1
n
n−1∑
j=0
λ′′j+n(0)
∣∣ ≤ R2
n
where we used that λ′′j (0) = Π
′′
j (0) (recall our assumption that µj(uj) = 0). Let
T, f, u satisfy the conditions stated in Theorem 2.9 (i), and let (λ(z), h(z), ν(z)) be
the RPF triplet corresponding to the operators Lz given by
Lzg(x) =
∑
y∈T−1{x}
ef(y)+zu(y)g(y).
Then (see [25]), since u does not admit a co-boundary representation,
σ2 = λ′′(0) = lim
n→∞
1
n
varµ(Snu) > 0.
Note that σ2 = λ′′(0) ≥ c > 0 for some constant c which depends only on the initial
parameters (as Theorem 2.6 holds true also when Tj , fj and uj do not depend on
j). Let ε > 0 and let δ as in Theorem 2.8. Then |λj(z)− λ(z)| ≤ ε for any j, and
so by the Cauchy integral formula,
|λ′′j (0)− λ′′(0)| = |λ′′j (0)− σ2| ≤ cε
for some constant c which depends only on the initial parameters. We conclude
that ∣∣∣ 1
n
n−1∑
j=0
λ′′j+n(0)− σ2
∣∣∣ ≤ cε
and therefore when cε < σ2 we obtain that
1
n
varµ0(S0,nu) ≥ σ2 − cε−
R2
n
which completes the proof of Theorem 2.9 (ii).

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4.2. Self normalized Berry-Essen theorem. Set σ0,n =
√
varµ0(S0,nu), and
suppose that
lim
n→∞
σ0,nn
− 13 =∞.
By replacing uj with uj − µj(uj), we can assume without a loss of generality that
µj(uj) = 0, which implies that µj(S0,n) = 0 for any n ≥ 1, since (Tj)∗µj = µj+1
for any j. By Theorem 2.11,
(4.3)
∣∣varµ0(S0,nu)−
n−1∑
j=0
Π′′j (0)
∣∣ ≤ R2
for some constant R2, and therefore,
(4.4) lim
n→∞
n−
1
3
n−1∑
j=0
Π′′j (0) =∞.
Next, since λj(0) = 1 and µj = ν
(0)
j for any n ≥ 1 and j we have (L0,n0 )∗µn = µ0
and therefore for any z ∈ C,
(4.5) µ0(e
zS0,nu) = µn(L0,n0 ezS0,n) = µn(L0,nz 1).
Consider now the analytic function ϕ0,n : U → C given by
(4.6) ϕ0,n(z) =
µn(L0,nz 1)
λ0,n(z)
=
∫ L0,nz 1(x)
λ0,n(z)
dµn(x)
where U is the neighborhood of 0 specified in Theorem 2.6. Then by (4.5) for any
z ∈ U , j ∈ Z and n ≥ 1,
(4.7) µj(e
zS0,nu) = λ0,n(z)ϕ,n(z) = e
∑n−1
j=0 Πj(z)ϕ0,n(z).
Next, by Theorem 2.11 (ii) we have λ′0,n(0) =
∑n−1
j=0 Π
′
j(0) = EµjSj,nu, and there-
fore by (4.6),
(4.8) ϕ′0,n(0) = 0.
Now, by taking a ball which is contained in the neighborhood U specified in
Theorem 2.6, we can always assume that U = B(0, r0) is a ball around 0 with
radius r0 > 0. We claim that there exists a constant A > 0 such that for any n ∈ N
and z ∈ U0,
(4.9) |ϕ0,n(z)| ≤ A.
Indeed, by (2.6), there exist constants A1, k1 > 0 and c ∈ (0, 1) such that for any
z ∈ U0 and n ≥ k1,
(4.10)
∥∥ L0,nz 1
λ0,n(z)
− hn(z)
∥∥ ≤ A1δn
By Theorem 2.6, for any n ≥ 0, j ∈ Z and z ∈ U0 we have ‖hn(z)‖ ≤ C1, and (4.9)
follows.
Next, applying Lemma 2.8.2 in [17] with k = 1 we deduce from (4.8) and (4.9)
that there exists a constant B1 > 0 such that
(4.11) |ϕ0,n(z)− ϕ0,n(0)| = |ϕ0,n(z)− 1| ≤ B1|z|2
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for any z ∈ U1 = B(0, 12r0) = 12U . Moreover, using (4.3) and the above Lemma
2.8.2 there exist constants t0, c0 > 0 such that for any s ∈ [−t0, t0] and a sufficiently
large n,
(4.12)
∣∣∣
n−1∑
j=0
Πj(is)− s
2
2
σ20,n
∣∣∣ ≤ c0|s|3n+ 1
2
R2s
2
where we also used that
∑n−1
j=0 Π
′
j(0) = Eµ0S0,nu = 0 and that |Πj(z)| ≤ C for
some C which does not depend on j and z. Set sn =
σ20,n
n2c0
(which is bounded in
n). Then, by (4.12), there exist constants q, q0 > 0 so that q0sn ≤ min(t0, 12r0) and
that for any sufficiently large n and s ∈ [−q0sn, q0sn],
(4.13) ℜ
( n−1∑
j=0
Πj(is)
)
≤ −qs2σ20,n.
Next, by the Esseen-inequality (see [37]) for any two distribution functions F1 :
R→ [0, 1] and F2 : R→ [0, 1] with characteristic functions ψ1, ψ2, respectively, and
T > 0,
(4.14) sup
x∈R
|F1(x) − F2(x)| ≤ 2
π
∫ T
0
∣∣ψ1(t)− ψ2(t)
t
∣∣dt+ 24
πT
sup
x∈R
|F ′2(x)|
assuming that F2 is a function with a bounded first derivative. Set Tn =
q0σ
3
0,n
2c0n
,
which converges to ∞ as n→ ∞. For any real t set tn = σ−10,nt. Let t ∈ [−Tn, Tn].
Then by(4.7),
|µ0(eitσ
−1
0,nS0,nu)− e− 12 t2 | ≤ e
∑n−1
j=0 ℜ(Πj(itn))|ϕ0,n(itn)− 1|(4.15)
+|e
∑n−1
j=0 ℜ(Πj(itn)) − e− 12 t2 | := I1(n, t) + I2(n, t).
By (4.13) we have e
∑n−1
j=0 ℜ(Πj(itn)) ≤ e−qt2 and therefore by (4.11),
I1(n, t) ≤ B1e−qt
2
t2σ−20,n.
Using the mean value theorem, together with (4.12) applied with s = tn, taking
into account that e
∑n−1
j=0 ℜΠj(itn) ≤ e−qt2 , we derive that
I2(n, t) ≤ c1nσ−30,n(|t|3 + t2)e−c2t
2
for some constants c1, c2 > 0. Let F1 be the distribution function of S0,nu(x0),
where x0 is distributed according to µ0, and let F2 be the standard normal distri-
bution. Since the functions |t|e−qt2 and (|t|3 + t2)e−c2t2 are integrable, applying
(4.14) with these functions and the above T = Tn we complete the proof of Theorem
2.10, taking into account that σ−20,n converges faster to 0 than Tn. 
4.3. Local limit theorem and Edgeworth expansion of order three. Theo-
rem 2.12 follows from the arguments in the proof of Theorem 2.2.3 in [17], which
provides conditions for a central local limit theorem to hold true in the case when the
asymptotic variance limn→∞ n−1var(S0,nu) exists, and it is positive (using Fourier
transforms). Still, when there exist constants c1, c2 > 0 so that for any sufficiently
large n,
var(S0,nu) ≥ c1n
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then, by replacing any appearance of σ
√
n with var(S0,nu), we derive that in order
to prove Theorem 2.12 it is sufficient to show that there exists constants a, b > 0
and δ ∈ (0, 1) so that for any n ≥ 1 and t ∈ [−δ, δ],
(4.16) |µ0(eitS0,nu)| ≤ ae−bnt
2
.
When σ20,n grows linearly fast in n then by (4.12), there exists a constant t1 > 0 so
that for any t ∈ [−t1, t1] and a sufficiently large n we have
(4.17)
n−1∑
j=0
ℜ(Πj(it)) ≤ −qns2
which together with (4.7) yields (4.16).
Now we will show that Assumption 2.13 implies that (2.14) holds true. Indeed,
using the spectral methods in [23], it follows that for any J ⊂ Ih and s ≥ 1,
(4.18) sup
t∈J
‖Lsit‖ ≤ crs
for some c = c(J) and r = r(J) ∈ (0, 1) which may depend on J but not on s.
Under our assumptions we have ‖Lj,nit ‖ ≤ 6(1 + 2B1−γ−1 ) ≤ BJ , where BJ is some
number which depends only on J . Under Assumptions 2.1 and 2.2 such a constant
exists due to Lemma 5.6.1 in [17], while under Assumption 2.3 it exists in view of
(5.3) in [22]. Write
{0 ≤ m : BJ‖Lm,sm0it − Lsit‖α < 1− δ0 ∀t ∈ J} = {m1 < m2 < ....}.
for some strictly increasing infinite sequence of nonnegative integers (mi)
∞
i=1. Fix
some s so that BJcr
s < δ02 , and for each k set ik = sm0k. Then mik+sm0 ≤ mik+1
and by (2.15) we have
lim
n→∞
kn
lnn
=∞
where kn = max{k : mik ≤ n−m0s}. Set lk = mik and write:
L0,nit = Llkn+sm0,n−lkn−sm0it ◦Llkn ,sm0it ◦· · ·◦Ll2,sm0it ◦Ll1+sm0,l2−l1−sm0it ◦Ll1,sm0it ◦L0,l1it .
The blocks of the form Lli,sm0it satisfy
‖Lli,sm0it ‖α < B−1J (1− δ0) + crs < B−1J (1 −
1
2
δ0)
and the norm of the other block does not exceed BJ . Therefore, for any n ≥ 1 we
have
sup
t∈J
‖L0,nit ‖ ≤
(
1− 1
2
δ0
)kn
and since µ0(e
itS0,nu) = µn(L0,nit 1) and kn grows faster than logarithmically in n,
we conclude that (2.14) holds true.
Next, when (2.14) holds true, then the following theorem is proved exactly as in
[20]:
4.1. Theorem. There exists a sequence of polynomials
Pj,n(s) =
m1∑
k=0
aj,n,ks
j , n ≥ 1
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with random coefficients, whose degree m1 does not depend on j and n, so that for
any n ≥ 1 with Πj,n,2 = 1n
∑n−1
m=0Π
′′
j+m(0) > 0 we have
sup
s∈R
∣∣∣√2πµj{x ∈ Ej : Sj,n(x) ≤ √ns} −
1√
Πj,n,2
∫ s
−∞
e
− t22Πj,n,2 dt− n− 12Pj,n(s)e− s
2
2
∣∣∣ = o(n− 12 ).
In the case when Tj , fj and uj do not depend on j, such (and high-order) ex-
pansions were obtained in [5] and [30]. In [20] we obtained high order Edgeworth
expansions for random dynamical systems, and, in concrete examples, we have
managed to show that the additional required condition (Assumption 2.4 there)
holds true, using some sub-additivity arguments (relying on Kingman’s theorem),
together with the arguments in [3], which is impossible to generalize for general
sequential dynamical systems (as there is no subadditivity of any kind). Therefore
we will not formulate here an appropriate theorem, even though it is possible to
obtain high-order Edgeworth expansions under appropriate version of the latter
Assumption 2.4 (plus additional assumptions in the spirit of Assumption 2.13).
4.4. Martingale approximation, exponential concentration inequalities
and moderate deviations. As we have explained at the beginning of Section
4, we can assume in course of the proof of Theorem 2.14 that L(j)0 1 = 1 for each j,
which means that λj(0) = 1 and h
(0)
j ≡ 1. Moreover, we can clearly assume that
µj(uj) = 0 for each j. Fix n ≥ 1, and let x0 be a random member of E0 which is
distributed according to µ0. Consider the random variables X1, X2, ..., Xn given by
Xm = X
(n)
m = un−m(T
n−m
0 x0).
For each m, consider the Em-valued random variable Zm = Tm0 x0. Then Zm+1 is a
function of Zm and so the family of σ-algebras Fk = F (n)k , k = 1, 2, ..., n, which is
given by
Fk = σ{Zn, Zn−1, ..., Zn−k} = σ{Zn−k}
is increasing in k. For the sake of convenience, set Fm = Fn when m > n. Next,
we claim that.
E[Xk|Fk−l] = Ln−k,l0 (un−k) ◦ T n−k+l0 .
Indeed, since for any j we have (L(j)0 )∗µj+1 = µj and (Tj)∗µj = µj+1, for any
measurable and bounded function g : En−k+l → R we have
E[g(Zn−k+l)Ln−k,l0 (un−k) ◦ T n−k+l0 ] =∫
g(T n−k+l0 x)
(Ln−k,l0 (un−k) ◦ T n−k+l0 )(x)dµ0(x)
=
∫
g(x)
(Ln−k,l0 (un−k))(x)dµn−k+l(x) = µn−k+l(Ln−k,l0 (g ◦ T ln−k · un−k))
= µn−k(g ◦ T ln−k · un−k) = µ0(g ◦ T n−k+l0 · un−k ◦ T n−k0 ) = E[g(Zn−k+l)Xk].
By (2.6) and since µj(uj) = 0 we derive that for each 0 ≤ l ≤ k ≤ n we have
‖E[Xk|Fk−l]‖L∞ ≤ C1δl
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for some constants C1 > 0 and δ ∈ (0, 1), which depend only on the initial param-
eters. Set Xm = 0 for any m > n and then for any j ≥ 1 set
Wj = Xj +
∑
s≥j+1
E[Xs|Fj+1]−
∑
s≥j
E[Xs|Fj ].
Then {Wj : j ≥ 1} is a martingale difference with respect to the filtration {Fj :
j ≥ 1}, whose differences are bounded by some constant C > 0. Observe that
‖S0,nu(x0)−
n∑
j=1
Wj‖L∞ = ‖
n∑
j=1
Xj −
n∑
j=1
Wj‖L∞ ≤ C2
for some other constant C2. Set Mn =
∑n
j=1Wj . Let (Ω,F , P ) be a probability
measure so large so that all the random variables defined above are defined on
(Ω,F , P ), and denote by EP with expectation with respect to P . Then by the
Hoeffding-Azuma inequality (see [31]), for any λ > 0 we have
max
(
EP [e
λMn ],EP [e
−λMn ]
) ≤ eλ2nC2
and so, by the Markov inequality, for any t ≥ 0,
µ0{x : |S0,nu(x)| ≥ C1 + t) = P (|
n∑
j=1
Xj | ≥ C1 + t) ≤ P (|Mn| ≥ t)
≤ P (Mn ≥ t) + P (−Mn ≥ t) ≤ P (eλtMn ≥ etλt) + P (e−λtMn ≥ etλt)
≤ 2e−tλt+λ2tnC2 = 2e− t
2
4Cn
where λt =
t
2Cn , which together with the previous estimates completes the proof
of Theorem 2.14.
4.4.1. Moderate deviations theorems via the method of cumulants. Relying
on (2.7) and using that (Tj)∗µj = µj+1, we derive the following multiple correlation
estimate holds: for any s and functions fi : Ej+mi , where i = 0, 1, ..., s and 0 ≤
m0 < m1 < m2 < ... < ms,
(4.19)
∣∣∣µj(
s∏
i=0
fi ◦ Tmij )−
s∏
j=0
µj+mi (fi)
∣∣∣ ≤ dM s
s∑
i=1
δmi−mi−1
where d is some constant and M = max{‖fi‖α : 0 ≤ i ≤ s}.
Recall next that the k-th cumulant of a (bounded) random variable W is given
by
Γk(W ) =
1
ik
dk
dtk
(
lnEeitW
)∣∣
t=0
.
Relying on 4.19 we can apply Lemma 14 in [11], we derive that
(4.20) |Γk(Sj,nu(xj)− µj(Sj,nu))| ≤ n(k!)2ck0
where xj is distributed according to µj and c0 is some constant. Suppose that
lim
n→∞
σ0,n
n
1
3+ε0
=∞
for some 0 < ε0 <
1
6 , where σ
2
0,n := varµ0(S0,nu). Then, Theorem 2.15 follows from
Theorem 1.1 in [10], applied with Zn =
Sj,nuxj−µj(Sj,nu)
σ0,n
, ∆n = n
−3ε0 and γ = 2,
taking into account that for any 0 < ε0 <
1
6 and k ≥ 3 we have n−kε0 ≤ n−3ε0(k−2).
Note that several other types of moderate deviations type results follow from the
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above estimates of the cumulants, see [10]. Remark also that by Corollary 2.1 in
[38] for any n ≥ 1 we have
(4.21)
∣∣∣µ0{x ∈ E0 : S0,nu(x)− µ0(S0,nu) ≤ rσ0,n} − 1√
2π
∫ r
−∞
e−
1
2 t
2
dt
∣∣∣ ≤ cn−ε0
for some constant c which depends only on the initial parameters. This provides
another proof of the CLT when the variances grow sufficiently fast (note: the rate
n−ε0 is not optimal).
4.5. Logarithmic moment generating functions. In this section we will prove
Theorem 2.16. Suppose that the limits
Π(z) = lim
n→∞
1
n
n−1∑
j=0
Πj(z)
exist in some open disk B(0, δ) around 0 in the complex plane. Then Π(z) is
analytic in z since it is a pointwise limit of a sequence of analytic functions which
is uniformly bounded in n (such limits are indeed analytic, as a consequence of the
Cauchy integral formula). Next, we claim that we can construct a branch of the
logarithm of µ0(e
zS0,nu) on B(0, δ) so that for any z ∈ B(0, δ),
(4.22) Π(z) = lim
n→∞
1
n
lnµ0(e
zS0,nu).
In view of (4.2), we can prove the above in the case when L(j)z 1 = 1. In this case,
we have
µ0(e
zS0,nu) = µn(L0,n0 ezS0,n) = µn(L0,nz 1)
and so by (2.6) we have
lim
n→∞
∣∣∣µ0(ezS0,nu)
λ0,n(z)
− µn(h(z)n )
∣∣∣ = 0.
Since h
(0)
n = 1 and the norms ‖hn(z)‖α are uniformly bounded in n and z, there
exist positive constants δ1, c1 and c2 so that for any z ∈ B(0, δ1) and n ∈ N we
have c1 ≤ |µn(h(z)n )| ≤ c2, which implies that for any sufficiently large n,
C1 ≤
∣∣∣µ0(ezS0,nu)
λ0,n(z)
∣∣∣ ≤ C2
where C1 and C2 are some positive constants. Therefore, a branch of the logarithm
of µ0(e
zS0,nu) can be defined so that (4.22) holds true. Note that we also used that∑n−1
j=0 Πj(z) is a branch of λ0,j(z).
In order to prove that
Π(z) = lim
n→∞
1
n
ln ln(L0,nz )
we first observe that since λj = ν
(z)
j+1(L(j)z 1), then by (4.3.26) in [17] we have
|λj(z)− gj,n(z)| ≤ Cδn
where
gj,n(z, j) =
ln+j+1(L
j,n+1
z 1)
ln+j+1(L
j+1,n
z 1)
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and lj+n was defined in the statement of Theorem 2.16. We also used that the
norms ‖L(j)z ‖ are bounded in j and z ∈ U . Replacing n with n − j − 1 we obtain
that
∣∣∣
n−1∑
j=0
Πj(z)−
n−1∑
j=0
ln gj,n−j−1(z, j)
∣∣∣ =
∣∣∣
n−1∑
j=0
Πj(z)− (ln ln(L0,nz )− ln l0(L(0)z )
∣∣∣
is bounded in n.
All the statements from Theorem 2.16 (i) follow from Theorem 2.11. The state-
ments in parts (ii) and (iii) of Theorem 2.16 follow from the Gartner-Ellis theorem
(see [9]), as noted in [43].
5. Applicatio to non-stationary random environemnts
The case of independent and identically distributed maps Tj has been widely
studied, and extension to stationary maps Tj were then considered. From this
point of view it was natural to ask about limit theorems for sequences of map
which are not random, but naturally the results that can be obtained are limited,
for instance, one could not expect to have a local central limit theorem (without
some kind of normalization) in such a generality. This leads us to consider random
maps which are not stationary. In this setup, even the case when the maps are
independent but not identically distributed was not studied. Even in this simple
case one does not have an underlying skew product map, so the system can not be
handled using a single operators as was done in [1] for iid maps.
5.1. Random non-stationary mixing environmens: a local CLT. Let {ξn :
n ∈ Z} be a family of random variables taking values at some measurable space Y,
which are defined on the same probability space (Ω,F , P ). Let (X , d) be a compact
metric space and let E ⊂ Y × X a set measurable with respect to the product
σ-algebra, so that the fibers Ey = {x ∈ X : (y, x) ∈ E}, ω ∈ Ω are compact.
The latter yields (see [7] Chapter III) that the mapping y → Ey is measurable with
respect to the Borel σ-algebra induced by the Hausdorff topology on the space K(X )
of compact subspaces of X and the distance function dist(x, Ey) is measurable in y
for each x ∈ X . Furthermore, the projection map πY(y, x) = y is measurable and it
maps any F×B-measurable set to a F -measurable set (see “measurable projection”
Theorem III.23 in [7]). For each y ∈ Y, let fy, uy : Ey → R be functions so that the
norms ‖fy‖α and ‖uy‖α are bounded in y. Let Ty be a family of maps from Ey to
X so that P -a.s. we have
(5.1) Tξj : Eξj → Eξj+1
and the family {Tj = Tξj : j ∈ Z} satisfies all the conditions specified in Section
2 (with non-random constants) with the spaces Ej = Eξj . Note that for (5.1) to
hold true, we can just assume that Ey = X for each y. We also assume here that
the maps (y, x) → fy(x), uy(x) and (y, x) → Ty(x) are measurable with respect to
the σ-algebra induced on {(y, x) : y ∈ Y, x ∈ Ey} from the product σ-algebra on
Y × X . Then by Lemma 5.1.3 in [17], the norms ‖fy‖ and ‖uy‖ are measurable
functions of y. Let the transfer operators L(y)z which maps functions g on Ey to
functions on Ty(Ey) by the formula
L(y)z g(x) =
∑
a∈T−1y {x}
efy(a)+zuy(a)g(a)
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Under Assumption 2.1, by Lemma 4.11 in [32] there exist L(y) and xi,y = xi,y
which are measurable y, so that
Ey =
L(y)⋃
j=1
By(xi,y , ξ)
where By(x, ξ) is an open open around x ∈ Ey with radius ξ. In the above circum-
stance we also assume that L(y) is bounded in y (e.g. when Ey = X ). Consider the
random operators L(j)z given by L(j)z = L(ξj)z . We remark that the the RPF triplets
λj(z), h
(z)
j and ν
(z)
j from Theorem 2.6 are measurable in ω (in view of the limiting
expressions of λj(z), h
(z)
j and ν
(z)
j from Chapter 4 of [17]).
In the rest of this section, we will impose restrictions on the process {ξj}, which
will guarantee that the local central limit theorem described in 2.12 holds true,
where it is sufficient to to derive that Assumption 2.13 holds true. In order to
achieve that, we will rely on the following
5.1. Assumption. The sequence {ξj : j ∈ Z} satisfies the following φ-mixing type
condition: there exists a sequence φ(n), n ≥ 1 so that∑∞n=1 φ(n) <∞ and for any
j ∈ Z, n ≥ 1, A ∈ σ{ξm : m ≤ j} and B ∈ σ{ξm : m ≥ j + n},
(5.2) |P (A ∩B)− P (A)P (B)| ≤ P (A)φ(n)
where σ{Xi : i ∈ I} is the σ-algebra generated by a family of random variables
{Xi : i ∈ I}.
(ii) There exist points y1, y2, ..., ym0 ∈ Y so that for any sufficiently large s ∈ N
and all sufficiently small open neighborhoods Ui of yi, i = 1, 2, ...,m0 and s ≥ 1 we
have
(5.3) lim
n→∞
∑n
m=1 P
{
ξmsm0+i ∈ Ui; ∀ 1 ≤ i ≤ m0s}√
n lnn
=∞
where we set Ui = Uki for any i > m0, if i = m0ki + r some 0 ≤ r < m0.
Under Assumption 5.1, set
Lz = L(ym0)z ◦ · · · ◦ L(y2)z ◦ L(y1)z .
5.2. Theorem. Suppose that Assumption 5.1 holds true and that the following two
conditions hold true:
(A1) For any compact J ⊂ R, the family of maps {y → L(y)it }, where t over J ,
is equicontinuous at the points y1, y2, ..., ym0 , and Ey does not depend on y, when y
lies in some open neighborhood of one of the yi’s.
(A2) The spectral radius of Lit is strictly less than 1 for any t ∈ Ih, where in the
non-lattice case we set Ih = R\{0}, while in the lattice case we set Ij = (− 2pih , 2pih ).
Then Assumption 2.13 holds true.
After showing that Assumption 2.13 holds true we can apply Theorem 2.12 with
Tj = Tξj , fj = fξj and uj = uξj when, P -a.s. the variance varµ0(S0,nu) grows
linearly fast in n, which holds true when Ey = X and ‖L(y)z − Lz‖α < ε0 for any
y ∈ Y and complex z in some neighborhood of 0, where Lz and ε0 are specified in
Theorem 2.9 (ii).
Proof of Theorem 5.2. Let J ⊂ be a compact set and let BJ > 0 be as specified after
(4.18), so that that ‖Lj,nit ‖/λj,n(0) ≤ BJ . Let s ∈ N and δ0 ∈ (0, 1). Then, in view
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of our Assumption (A1), there exist open neighborhoods Uj of yj, j = 1, 2, ...,m0
so that ‖L(y)it −L(yj)it ‖ < ε0 for any t ∈ J , where ε0 satisfies that sm0B3Jε0 < 1− δ0.
Using that for any families of operators A1, ..., Am and B1, ..., Bm we have
A1 ◦A2 ◦ · · · ◦Am −B1 ◦B2 ◦ · · · ◦Bm
=
m∑
j=1
A1 ◦A2 ◦ · · · ◦Aj−1(Aj −Bj)Bj+1 ◦Bj+2 ◦ · · · ◦Bm
we obtain that for any t ∈ J and j ∈ Z so that ξj+k ∈ Uk for any 1 ≤ k ≤ m0s, we
have
(5.4) BJ‖Lj+1,m0sit − Lsit‖α ≤ sm0B3Jε0 < 1− δ0
where
Lj,m0sit = L
(ξj+m0s)
it ◦ · · · ◦ L(ξj+2)it ◦ L(ξj+1)it .
Next, set Γm = {ω : ξmsm0+i(ω) ∈ Ui; ∀ 1 ≤ i ≤ m0s} and
Sn =
[
n−sm0
sm0
]∑
m=1
IΓm
where IΓ is the indicator of a set Γ. Then Sn does not exceed the number of j’s
between 1 and n so that (5.4) holds true. In the above circumstances, we can use
Theorem 2.4 in [18] with the random vectors {IΓm : 1 ≤ j ≤ sm0}, m = 1, 2, ...
and derive from (2.11) there that for any t ≥ 0,
P{|Sn − ESn| ≥ t+ c} ≤ 2e−c1 t
2
n
where c and c1 are positive constants which may depend only on m0 and s. Taking
t of the form t = tn = θ
√
n lnn for an appropriate θ, we derive from the Borel-
Cantelli lemma that P -a.s. for any sufficiently large n we have
|Sn − ESn| ≤ tn + c, P − a.s.
which together with (5.3) yields that
lim
n→∞
Sn√
n lnn
=∞
and so (2.15) holds true P -a.s. with the operators L(j)it , where, in fact, in our
circumstances the numerator inside the limit expression in (2.15) grows faster than√
n lnn. 
5.2. Examples. We will provide here several examples in which Assumption 5.1
is satisfied. First, when considering the simple case when Y = Z, then for any
U1 ⊂ (−1, 1) which contains 0 we have
n∑
m=1
P
{
ξmm0s+i ∈ Ui; ∀ 1 ≤ i ≤ m0s} =
n∑
m=1
P{ξmm0s+i = yi; ∀ 1 ≤ i ≤ m0s}
where we set yi = yr if i = m0k+ r for some integers k ≥ 0 and 0 ≤ r < m0. When
ξi’s form an inhomogenious Markov chain (e.g. when they are independent) with
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n-th step transition probabilities p
(i,n)
j,k = P (ξi+n = k|ξi = j) (so that (5.2) holds
true), then we only require that
n∑
m=1
m0s∏
i=1
P (ξmm0s = y1)p
(mm0s+i,1)
yi,yi+1
grows faster than
√
n lnn in n, for any s. For instance, we could require that
p
(j,1)
yi,yi+1 ≥ δj and P (ξj = y1) ≥ rj for some δj , rj > 0 and all i’s, which will give us
linear growth if δi’s and rj ’s are bounded from below by some positive constant,
while in general we can impose certain restrictions on the δi and rj ’s to obtain the
desired growth rate (e.g when 1
δj
is at least of logarithmic order in j and rj decays
sufficiently slow to 0 as j → ∞). Note that in these circumstances condition (i)
from Theorem 5.2 trivially holds true since L(y)z are locally constant in y around
y1, ..., ym0 .
A close but more general situation is the case when the maps y → Ty, fy, uy are
locally constant around y1, y2, ..., ym0 and {ξj} is an inhomogeneous Markov chain
so that,
P (ξi+1 ∈ U |ξi = x) =
∫
U
pi(x, y)dη(y), ∀x ∈ V
for any sufficiently small neighborhoods U and V some yi and yj , respectively. Here
η is some probability measure on Y which assigns positive mass to open sets, and
pi(x, y) are functions which are bounded from below by some positive constants δi.
In this case we have
n∑
m=1
P
{
ξmm0s+i ∈ Ui; ∀ 1 ≤ i ≤ m0s} ≥
( m0∏
j=1
η(Uj)
)s n∑
m=1
m0s∏
i=1
δmm0s+i.
Imposing some restrictions on the δi’s we will get that the above right hand
side grows faster than
√
n lnn. For instance, when 1
δj
≤ c ln j then, for any s,∏m0s
i=1 δmm0s+i is of order
1
lnθm
in m, where θ = m0s, and so
n∑
m=1
m0s∏
i=1
δmm0s+i
is at least of order n
lnθ n
in n. When Y is compact and the densities pi(x, y) are
bounded from below and above by some positive constant then condition (5.2) holds
true with φ(n) of the form φ(n) = ae−nb for some a, b > 0 (this follows from Section
6 in [17] and the arguments in the proof of Lemma 7.1.1. in [21]), and in this case
the δj ’s are bounded from below. Still, relying on (5.2) our arguments allow that
lim infi→∞ δi = 0’s, as i→∞, as described above.
Finally, let (Q, T,m) be a mixing Young tower (see [41] and [42]) whose tails
ν{R ≥ n} are of order n−a for some a > 0 (here ν is the original measure on the
tower, R is the return time function andm is the invariant mixing probability mea-
sure). Consider the case when ξj(q) = Hj(T
jq), where q is distributed according
to m and Hj is a function that is constant on elements of the partition defining
the tower. Then by (7.6) in [21] the inequality (5.2) holds true with a summuable
sequence φ(n) if the tails of the tower decay polynomially and sufficiently fast,
and the function Hj is measurable with respect to the partition which defines the
tower. Next, suppose that T has a periodic point q0 with period m0 and that
Hj(T
mq0) := ym does not depend on j for each m = 0, 1, ...,m0 − 1. We will show
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now that (5.3) holds true with the above yi’s. Let Ui be a neighborhood of yi, where
i = 0, 1, ...m0 − 1, and let s ≥ 1. Observe that (ξmsm0+i(q))sm0i=1 takes the value
(y1, y2, ..., y0)
⊗s when q lies in a set of the form T−msm0As, for some open neigh-
borhood As of the periodic point q0. Here the power s stands for concatenation:
a⊗s = aaa...a. Since m is T -invariant we derive that
n∑
m=1
P
{
ξmsm0+i ∈ Ui; ∀ 1 ≤ i ≤ m0s} ≥ nm(As)
and so (5.3) holds true (as m(As) > 0). We note that the case when all of the
Hj ’s are Ho¨lder continuous uniformly in j can be considered, since then we can
approximate (in the proof of Theorem 5.2) the Hj ’s by functions which are constant
on the above partitions, and use again (7.6) in [21] .
We can also consider the case when each ξj depends only the first coordinate in
the following model:
Non-stationary subshifts of finite type. Let dj , j ∈ Z be a family of positive
integers so that dj ≤ d for some d ∈ N and all j’s. Let Aj = Aj(a, b) be a family of
matrices of sizes dj × dj+1 whose entries are either 0 or 1, so that all the entries of
Aj+n0 · · ·Aj+n0−1 ·Aj+1 are positive, for some n0 ≥ 1 and all j’s. Let the compact
space X be given by
X = {1, 2, ..., d}N∪{0}
and for each j, and let d(x, y) = 2−min{n≥0:xn 6=yn}. For each integer j set
Ej = {(xj+m)∞m=0 ∈ X : xj+m ≤ dj+m and Aj+m(xj+m, xj+m+1) = 1, ∀m ≥ 0}
and define Tj : Ej → Ej+1 by
Tj(xj , xj+1, xj+2, ..) = (xj+1, xj+2, ...).
We also set γ = 2 and ξ = 1, so the inequality d(x, y) < ξ means that x0 = y0. In
this nonstationary subshift case we have the following result:
5.3. Theorem. (i) There exist constants C1, C2 > 0 so that fir any symbols
aj, ..., aj+r, where j ∈ Z and r ≥ 0 we have
C1 ≤ µj{(xm)∞m=j : xi = ai ∀ ∈ [j, j + r]}/eS
n
j φ(a
(j))−lnλj,r(0) ≤ C2
where a(j) ∈ Xj is any point so that a(j)i = ai for any j ≤ i ≤ j + r.
(ii) There exist constants C > 0 and δ ∈ (0, 1) so that for any integer j, r, s, n ≥
1, symbols aj , ..., aj+r and bj+r+n, ..., bj+r+n+s and cylinder sets
A = {(xm)∞m=j : xi = ai ∀ ∈ [j, j + r]} ⊂ Ej
and
B = {(xm)∞m=j : xi = bi ∀ ≤ i ∈ [j + r + n, j + r + n+ s]} ⊂ Ej
we have
(5.5) |µj(A ∩B)− µj(A)µj(B)| ≤ Cµj(A)µj(B)δn.
Namely, the σ-algebras generated by the cylinder sets are exponentially fast ψ-
mixing (uniformly in j).
This result is proved similarly to [8].
5.3. Random sequential dynamical environments.
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5.3.1. Random sequential distance expanding environments. Let Y,
Ey, Ty, fy and uy be as in the beginning of Section 5.1. We assume here that Y
is a metric space and let B be its Borel σ-algebra. Let Yj ⊂ Y, j ≥ 0 be a family of
closed sets, θj : Yj → Yj+1, j ∈ Z be family of measurable maps and Pj , j ∈ Z be
family of probability measures on Y which are supported on Yj , respectively, so that
(θj)∗Pj = Pj+1 for each j. For each j and m ≥ 1 set θmj = θj+m−1 ◦ · · · ◦ θj+1 ◦ θj
and consider the case when ζj = θ
j
0y0, where y0 is distributed according to P0. In
this section we will start with a certain type of one sided sequences and consider
iterates of the form
L(ζ,n)0 := L(ζj−1)0 ◦ · · · ◦ L(ζ1)0 ◦ L(ζ0)0 .
Namely, we view here the ζj ’s as a sequential dynamical random environment and
consider (random) one sided sequences of maps Tj and functions fj and uj of the
form
Tj = Tζj , fj = fζj and uj = uζj .
Note that we can not apply directly Theorem 2.6 and all the other results from
Section 2 since we only have one sided sequences. In order to overcome this difficulty
we will need the following. Let Yˆ be the space of all sequences yˆ = (yk)∞k=−∞ ∈ YZ
so that yk+1 = Skyk for each k, let σ : Yˆ → Y be the shift map given by σx =
(xk+1)
∞
k=−∞ and set ξk = σ
kξ0 where ξ0 is distributed according to the measure Pˆ
induced on Yˆ by the sequence of finite dimensional distributions given by
Pˆk{y : yi ∈ Ai; ∀ − k ≤ i ≤ k} = P−k
{ k⋂
i=−k
(θi−k)
−1Ai
}
.
Note that the Kolmogorov extension theorem indeed can be applied (i.e. the family
{Pˆk} is consistent) since (θj)∗Pj = Pj+1 for each j. Henceforth, we will refer to
the process {ξj : j ∈ Z} as the “invertible extension” of the process {ζj : j ≥ 0}.
Now, we can view Tj , fj and uj as functions of ξj : they depend only on the 0-th
coordinate of ξj (so now Tj, fj and uj are defined also for negative j’s). Henceforth,
{λj(z) : j ∈ Z}, {h(z)j : j ∈ Z} and {ν(z)j : j ∈ Z} will denote the RPF triplets
corresponding to the (random) family of operators L(j)z = L(ξj)z := L(pi0ξj)z , where
π0y = y0.
In the following section we will provide general conditions under which the results
stated in Section 2 hold true. Note that formally, we will show that the limit
theorems stated in Section 2 hold true with the extension {ξj : j ∈ Z} as the random
environment, but when the random Gibbs measure µj given by dµj = h
(0)
j dν
(0)
j
depend only on ξ = {ζj : j ≥ 0} then we can formulate all the limit theorems
without passing to the invertible extension. First, taking a careful look at the
arguments in Chapter 4 of [17], we see that the functional ν
(z)
j depend only on ζj .
Therefore, µj depends only on ξj if the function h
(0)
j is deterministic. We refer the
readers to Theorem 5.7 (and its proof) for conditions which guarantee that h
(0)
j = h
for any j, for some deterministic function h (take there Tj in place of Sj).
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5.3.2. The LCLT. We assume here that for any Lipschitz function g on Y, an
integer s ≥ 1 and t ≥ 0 we have
(5.6) P0
{∣∣ n−1∑
j=0
g ◦ θjs0 −
n−1∑
j=0
EP0g ◦ θjs0
∣∣ ≥ t+ c1} ≤ c2e−c3 t2n
where c1, c2 and c3 are some positive constants which may depend on g. The
inequality (5.6) holds true when θj ’s are maps satisfying the assumptions from
Section 2 and Pj ’s are the appropriate (sequential) Gibbs measures corresponding
to these maps.
In this section we will prove the following:
5.4. Theorem. Suppose that (5.6) holds true, that there exists a point y0 ∈
⋂∞
j=0 Yj
so that θjy0 = y0 for each j and that the maps θj are Ho¨lder continuous with
exponent β ∈ (0, 1] and Ho¨lder constant less or equal to K, for some constants β and
K which do not depend on j. Assume, in addition, that for any open neighbourhood
V of y0 we have
(5.7) lim
n→∞
∑n
j=1 Pj(V )√
n lnn
=∞
and that conditions (A1) and (A2) from Theorem 5.2 hold true with Lit = L(y0)it .
Then Assumption 2.15 holds true P0-a.s. with m0 = 1 and the above Lit.
Note that when verifying Assumption 2.15, we can use the one sided sequence
{ζj} without passing to its invertible extension. When θj , j ≥ 0 are distance
expanding maps which satisfy one of Assumptions 2.1-2.3, assuming that all of
them have the same fixed point, then we can take Pj to be the appropriate j-th
Gibbs measure. In this case, by Lemma 5.10.3 in [17] we have Pj
(
Bj(y0, r)
) ≥ Crq
for some q > 0, which implies that (5.7) holds true, since in this case the numerator
grows linearly fast in n. Note that a common fixed point exists, for instance when all
Yj are, the same torus and all Sj ’s vanish at the origin, and when Sj ’s form a non-
stationary subshift of finite type so that the matrices Aj , j ≥ 0 defining the shift
satisfy that Aj(a, a) = 1 for some a ∈ N (and then we can take y0 = (a, a, a, ...)).
Proof of Theorem 5.4. Let s ≥ 1. As in the proof of Theorem 5.2, it is sufficient to
show that for any neighborhood U of y0 in Y we have
lim
n→∞
∑n−s
m=0 IΓm(ω)√
n lnn
=∞, P − a.s.
where Γm = {ω : (ζms(ω), ζms+1(ω), ..., ζms+s−1(ω)) ∈ U ×U × · · · ×U}, and IA is
the indicator function of a set A. Equivalently, we need to show that for P0-almost
any y we have
lim
n→∞
∑n−s
m=0 I∆m(y)√
n lnn
=∞
where
∆m =
s−1⋂
j=0
(θms+j0 )
−1U = (θms0 )
−1Um,s
and Um,s = U ∩ θ−1msU ∩ (θ2ms)−1U ∩ ... ∩ (θs−1ms )−1U . Since y0 is a common fixed
point, for any r > 0 we have
Bm(y0, r
1
βK−
1
β ) ⊂ θ−1m Bm+1(y0, r)
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where for each m, x ∈ Ym and δ > 0 the set Bm(x, δ) denotes an open ball in Ym
around x with radius δ. Therefore, Um,s contains an open ball Vm,s = Bm(y0, 2rs) =
B(y0, 2rs) ∩ Y := Vs around y0 in Ym, whose radius does not depend on m (here
B(y0, 2rs) is the corresponding ball in Y). Hence, it is sufficient to show that
(5.8) lim
n→∞
∑n−s
m=0 IVs ◦ θms0√
n lnn
=∞, P0 − a.s..
Let f be Lipschitz function so that
IB(0,rs) ≤ f ≤ IVs = IB(0,2rs).
Then
n−s∑
m=0
IVs ◦ θms0 ≥
n−s∑
m=0
f ◦ θms0 .
Note that EP0f ◦ θms0 = EPmsf =
∫
fdPms ≥ Pms(B(0, rs)). Taking t of the form
t = tn = c
√
n lnn in (5.6), for an appropriate c, and using the Borel-Cantelli lemma
we derive that P0-a.s. for any sufficiently large n,
∣∣ n−s∑
m=0
f ◦ θms0 −
n−s∑
m=0
EP0f ◦ θms0
∣∣ ≤ C√n lnn
where C is some constant. The letter inequality together with the former inequali-
ties and (5.7) imply (5.8). 
5.5. Remark. The proof of Theorem 5.4 proceeds similarly if we assume that
there exists y0, y1, ..., ym0−1 ∈ Y so that for any j and i = 0, 1, ...,m0 − 1 we have
Sj+iyi = yi+1, where ym0 := y0, that (5.3) holds true, with yi−1 in place of yi
appearing there and with ζmm0s+i in place of ξmm0s+i, and that for any family
of Lipschitz functions gj, j ≥ 0 with Lipschitz constant less or equal to 1 so that
sup |gj | ≤ 1 we have
(5.9) P0
{∣∣ n−1∑
j=0
gj ◦ θj0 −
n−1∑
j=0
EP0gj ◦ θjs0
∣∣ ≥ t+ c1} ≤ c2e−c3 t2n
for some positive constants c1 and c2 (which do not depend on the gj’s). In this
case we require that the spectral radius of
Lit = L(ym0−1)it ◦ · · · ◦ L(y1)it ◦ L(y0)it
is less than 1 for any t ∈ Ih. In particular we can consider non-stationary subshifts
of finite type, with the property that for some a1, a2, ...am0 ∈ N and all j’s we
have Aj(ai, ai+1) = 1, where am0+1 := a1, which means that the periodic word
(a1, a2, a3, ...am0 , a1, a2, ..., am0 , ...) = (a1, a2, ..., am0)
⊗N belongs to all of the Ej ’s.
5.3.3. Existence of limiting logarithmic moment generating functions. We
assume here that Y is a compact metric space. Let Sj : Y → Y be a family of maps
satisfying all the conditions specified in Section 2 with Ej = Y, and consider the
case when θj = Sj for each j. Let rj : Y → R be a family of maps so that the
Ho¨lder norms ‖rj‖α are bounded in j, and let (λj(0),h(0)j ,ν(0)j ) be the RPF triplet
corresponding to the operators L
(j)
0 given by
L
(j)
0 g(x) =
∑
y∈S−1
j
{x}
erj(y)g(y).
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In these circumstances, we take Pj = µj , where µj is given by dµj = h
(0)
j dν
(0)
j .
Namely, we consider here a random sequential environment generated by a two
sequence of distance expanding maps Sj .
We will first need the following
5.6. Theorem. (i) The random pressure function Πj(z) depends only on ζj.
(ii) When the maps Sj are Ho¨lder continuous with the same exponent and Ho¨lder
constants which are bounded in j then P -a.s. we have
lim
n→∞
∣∣∣ 1
n
n−1∑
j=0
Πj(z)− 1
n
n−1∑
j=0
EPΠj(z)
∣∣∣ = 0.
In particular, when the distribution of ζj does not depend on j (i.e, when Pj = µj
does not depend on j) then the limit Π(z) from Theorem 2.16 exists and Π(z) =
EPΠ0(z).
The distribution of ζj does not depend on j when, for instance, each one of
the Sj ’s has the form Sj(x) = (m
(j)
1 x1, ...,m
(j)
d xd)mod 1 for some positive integers
m
(j)
i , where x = (x1, ..., xd) ∈ Ej = Td belongs to some d-dimensional Torus (here
ν
(0)
j = Lebesgue and h
(0)
j ≡ 1). More generally, when there exists a probably
measure n on Y which assigns positive mass to open sets, so that (Sj)∗n ≪ n for
any integer j and rj be defined by e
−rj = d(Sj)n
dn
, then by Theorem 2.7 we have
λj(0) = 1 and ν
(0)
j = n. In this case, the claim that the distribution of ζj does not
depend on j means that h
(0)
j , j ≥ 0 does not depend on j, and in Theorem 5.7 we
will show that h
(0)
j does not depend on j and ω when the Sj ’s are drawn at random
according to some, not necessarily stationary, classes of processes (so we will have
”random random” non-stationary neighborhoods).
Proof of Theorem 5.6. Set
gj,n(z, ζj) =
ln+j+1(L
j,n+1
z 1)
ln+j+1(L
j+1,n
z 1)
.
Since λj = ν
(z)
j+1L(j)z 1 and the norms ‖L(j)z ‖α are bounded in j and z ∈ U , applying
(2.6) we obtain that for any n ≥ 1 and j ∈ Z,
(5.10) |λj(z)− gj,n(z, ζj)| ≤ Cδn
where C > 0 and δ ∈ (0, 1) are constants, and therefore λj(z) and Πj(z) depend
only on ζj . We also derive from the above that there exists a constant r2 > 0 so
that for any j and complex z so that |z| < r2 we have
(5.11) |Πj(z)− ln gj,n(z, ζj)| ≤ C1δn
where C1 > 0 is some constant we used that λj(0) ≥ a for some constant a > 0.
Set
gˆj,n(z, ζj) = ln gj,n(z, ζj).
Let ε > 0 and let k be so that Cδk < ε. In the circumstances of Theorem 5.6 (i),
the maps gj,k(z, ζj) are Ho¨lder continuous functions of ζj with the same exponent
and with Ho¨lder constants which are bounded in j. Therefore, by Theorem 2.14,
32 Y. Hafouta
there exist constants c1, c2 and c3, which may depend on k, so that for any ε > 0
we have
(5.12) P
{|
n−1∑
j=0
gˆj,k(z, ζj)−
n−1∑
j=0
Egˆj,k(z, ζj)| ≥ c1 + t
} ≤ c2e−c3 t2n .
By taking t = tn which grows faster than
√
n but slower linearly in n, we derive
from Borel-Cantelli lemma that
lim
n→∞
∣∣ 1
n
n−1∑
j=0
gˆj,k(z, ζj)− 1
n
n−1∑
j=0
Egˆj,k(z, ζj)
∣∣ = 0, P − a.s.
and so for any ε,
lim sup
n→∞
∣∣ 1
n
n−1∑
j=0
Πj(z)− 1
n
n−1∑
j=0
EΠj(z)
∣∣ < ε, P − a.s.
which completes the proof of the theorem. 
Next, let Q be a compact metric space and let S¯j : X → X and r¯j : X → R
satisfy the conditions specified in Section 2 with Ej = Q. Let (λ¯(0)j , h¯(0)j , ν¯(0)j ) be the
RPF triplets corresponding to the transfer operator generated by S¯j and r¯j and let
µ¯j = h¯jν
(0)
j be the appropriate Gibbs measure. Let ηj = S¯
j
0η0 = S¯j−1◦· · ·◦S¯1◦S¯0η0
be a sequence of random variables, where η0 is distributed according to µ¯0.
5.7.Theorem. Suppose that there exists a probability measure n on Y which assigns
positive mass to open sets, so that (Sj)∗n ≪ n for any integer j and rj is defined
by
e−rj =
d(Sj)n
dn
.
Assume also that Sj, j ≥ 0 are random, and that they have form Sj = Sηj . Then
there exists a function h : X → R so that, Pˆ -almost surely, the distribution Pj = µj
of all the ζj’s is κ := hdn (i.e. in the extension we have µj = µξj = κ for each j).
Proof. Note first that the assumptions in the statement of the theorem mean that
Sj and rj are chosen at random by the invertible extension ηˆj , j ∈ Z of ηj , j ≥ 0
and that they depend only on the 0-the coordinate. We can assume that Sj , j < 0
are chosen at random according to the j-the coordinate in this extension. In this
case, we only need to show that there exists a function h : X → R so that for any
j ≥ 0 we have h(0)j = h (Pˆ -a.s.).
Let βj j ≥ 0 be independent copies of η0, and consider the setup of i.i.d. maps
Sβj , j ≥ 0. Suppose that the above i.i.d. process is defined on a probability space
(Ω,F , P ) so that βj = θjβ0 for some P preserving map θ. Consider the skew
product map S(ω, x) = (θω, Sβ0(ω)x). Then, as in [1], there exists an S-invariant
measure of the form P × (hdn) for some strictly positive continuous function h :
X → R so that n(h) = 1. Exactly as in Section 4.1 in [19], it follows that for
µ¯0-almost any q ∈ Q,
L
(q)
0 h¯ = h¯.
Fix some y ∈ Q and set
Γy = {q ∈ Q : L (q)0 h(y) = h(y)}.
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Then µ¯0(Q \ Γy) = 0 for each y. Since ν¯(0)j = n we have
µ¯j(Q \ Γy) =
∫
Q\Γy
h¯j(t)
h¯0(t)
dµ¯0(t) = 0
and therefore
µ¯0
{ ∞⋂
j=0
(S¯j0)
−1Γy
}
= 1
and therefore for any y and j ≥ 0 we have
L
(ηˆj)
0 h(y) = h(y), a.s..
Since both sides are continuous in y and Y is compact we conclude that
L
(ηˆj)
0 h = h, Pˆ − a.s.
for any j ≥ 0. Replacing ηˆ0 with ηˆk for any integer k, and using that ηˆk+j = σj ηˆk
for any j ≥ 0 we derive that
L
(ηˆk)
0 h = h
for any k. Since λ¯j(0) = 1 for any j, using (2.6) we derive that
lim
n→∞
L
(ηˆk−1)
0 ◦L (ηˆk−2)0 ◦ · · · ◦L (ηˆk−n)0 h = n(h)hk = hk
and so hk = h for any k. Note that (2.6) holds true for Ho¨lder continuous func-
tions, but for real z’s the converges itself, without rates, holds true for continuous
functions by monotonicity arguments due to Walters (see the proof of Proposition
3.19 in [32] and [40]). 
5.3.4. Converges rate towards the moments. Suppose that Sj , j ∈ Z is a
nonstationary subshift of finite type so that h
(0)
j does not depend on j, i.e. that
(Sj)∗µ = µ for some probability measure µ (e.g. when Sj is random). Moreover,
assume that Tj , fj and uj depend only on the j-the coordinate Xj . Then by (5.11)
the random variables Πj(z) can be approximated exponentially fast in the L
∞ norm
by functions of the coordinates at places j, j + 1, ..., j + n. Taking into account
Theorem 5.3 (ii), we conclude that all the conditions of Theorem 2.4 in [18] hold
true with ℓ = 1, with Πj(z) in place of ξj (from there) and with any bounded
function F which identifies with the function G(x) = x on a compact set which
contains all the possible values of all of the Πj(z)’s. In particular, (2.11) from [18]
holds true, and so for any t ≥ 0, r ≥ 1 and n ≥ 1,
(5.13) P
{|
n−1∑
j=0
Πj(z)− nEΠ0(z)| ≥ t+ Cnδr + r
} ≤ 2e−C t2nr
where C is some positive constant. Taking r of the form r = a lnn for an appropriate
a we derive that for some constant C1 > 0, for any t ≥ 0 and n ≥ 1 we have
P
{∣∣ n−1∑
j=0
Πj(z)− nEΠ0(z)
∣∣ ≥ t+ C1 lnn} ≤ 2e−C1 t2n lnn .
34 Y. Hafouta
Taking t of the form t = tn = a1n
1
2 lnn and using the Borel-Cantelli lemma we
derive that P -a.s. for any sufficiently large n,
∣∣ 1
n
n−1∑
j=0
Πj(z)− EΠ0(z)
∣∣ ≤ (1 + C1)n− 12 lnn.
Since λj(z) is analytic in z and uniformly bounded in z and j, it follows that for
any k ≥ 1 there exists a constant bk so that for any sufficiently large n,
∣∣ 1
n
n−1∑
j=0
Πj(z)− EΠ0(z)
∣∣ ≤ bkn− 12 lnn
and (2.12) follows from Theorem 2.11. The almost optimal Berry-Esseen inequality
(2.13) follows by arguments similar to the ones in the proof of Theorem 2.10.
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