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ABSTRACT
Bacterial biofilms play a critical role in environmental processes, water treatment,
human health, and food processing. They exhibit highly complex dynamics due to the
interactions between the bacteria and the extracellular polymeric substance (EPS), water,
nutrients, and minerals that make up the biofilm. In the current dissertation, a hybrid
computational model was proposed for simulation of biofilm growth processes using a
multiphase continuum for the transport of water and EPS, as well as nutrient diffusion, and
discrete phase particles for simulation of bacterial cells and their interactions. Mass and
momentum conservations of each phase and bacterial motion, rotation, growth, division,
and EPS production were all included in the model governing equations. The model was
demonstrated to be capable of capturing both the heterogeneous structure of bacterial
colonies and the opposing directions of water and EPS velocities for both spherical and
spherocylindrical bacterial cells in 2D and 3D. The biofilm structure was observed to
depend on the pore spacing between bacteria, which controls the percolation rate of water
and nutrient to the bacterial colony, as well as the details of the various intercellular forces
acting between the bacterial cells.
Simulations performed using this hybrid model found that four intercellular forces
had the most significant impact on biofilm development. These forces include van der
Waals adhesion between cell surfaces, fimbriae tension force, lubrication force between
the cells, and drag force on the cells from the outward moving EPS flow. The first two
forces act to hold the bacterial colony together in a tight unit, whereas the last two forces
act to separate the cells and pull the bacterial colony apart. These forces were found to be
critical for setting both the pore size and the overall shape of the colony. For non-spherical
cells, these different forces were also found to have an important effect on the cell rotation
rate and degree of alignment with neighboring cells. A careful examination of the effects
of EPS drag and fimbrial force was made for cases with different EPS production rates and
different numbers of fimbriae appendages per cell. As these parameters were varied, the
spatial pattern of bacterial colony changed from a single tightly-packed colony (for low
EPS production rate and high numbers of fimbriae per cell) to a system with looselyconnected small clusters of suspended cells (for high EPS production rate and small
number of fimbriae per cell). In-between these extremes, the bacterial colony was observed
to exhibit a state with an asymmetric structure with multiple clusters of cells, connected by
thinner strands. The balance between outward drag force on the cells due to the EPS flow
away from the bacterial colony and the inward tensile fimbrial force acting on chains of
cells connected by adhesive fimbriae appendages was identified as the dominant
mechanism controlling these structural transitions.
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CHAPTER 1:

INTRODUCTION

1.1. Motivation
Biofilms are structured and self-organized communities of microorganisms
embedded in a self-secreted polymer matrix known as extracellular polymeric substance
(EPS). This matrix is permeated by an aqueous solvent, which transports nutrients,
minerals and other chemicals (such as signaling chemicals and toxins) through the matrix
via diffusion. Biofilms have existed on Earth for billions of years and are the most
widespread form of life. Most types of microorganisms form biofilms, including bacteria,
microalgae, fungi and archaea, although bacterial biofilms have received by far the most
attention (Mazza 2016). To colonize different environments, biofilms can form extremely
diverse structures and evolve complex biological responses to their environmental
stimulus. For example, biofilms draw colors in hot springs in Yellowstone based on the
temperature and pH value of water.
Bacterial biofilms are composed of four major components: bacteria, EPS, water
and a wide variety of nutrients, minerals and chemicals that diffuse within the water. The
bacteria absorb nutrients and water, using them to grow and to produce EPS, which in turn
acts to establish the mechanical structure of biofilm. Bacteria can therefore be regarded as
the engines of the biofilm. The EPS matrix is composed of polysaccharides, proteins,
humic acids, DNA, lipids, and remnants of lysed cells. It composes up to 90% of the dry
mass of a biofilm (Flemming & Wingender 2010; Flemming et al. 2007), although the
precise amount varies widely and depends on the growth conditions and on the type of
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bacteria present. The EPS forms the matrix through which the bacteria grow, and it acts to
protect bacteria from environmental stresses such as toxins, antimicrobials, host immune
systems, oxidation and metallic cations. Consequently, EPS formation is closely associated
with the development of antibiotic or biocide resistance in biofilms. Water can either be
fixed in bacteria and EPS as a major component or be a free liquid carrying small
molecules, such as nutrients and chemicals. These small molecules play a key role in
bacteria communication and interaction.
Biofilms exhibit highly complex dynamics due to the interactions between the
bacteria (often of multiple different species) and the EPS, water and nutrients and minerals
that make up the biofilm. Bacteria modify their surroundings and themselves to support
their development. For example, nutrient availability is a key environmental factor
determining bacteria response. Bacteria can exhibit rapid growth in nutrient-rich regions
and little growth in nutrient-poor regions. EPS is produced and transported outward from
the bacterial colonies as long as fresh nutrients are available. The heterogeneous structure
and composition of many biofilms often depend on nutrient availability. Bacterial
concentration and structural differences can change the surface roughness, EPS viscoelastic
moduli, and electrochemical and magnetic properties of the biofilm. When the nutrients
are used up, new EPS is not available to maintain the biofilm structure, causing bacteria to
detach from the surface and return to a planktonic mode in search of new nutrients.
Several key stages have been recognized in the development cycle of biofilms: (i)
initiation, (ii) maturation, (iii) expansion and (iv) colonization. Bacteria first attach to a
surface where they have opportunity to grow. A relatively stable local community is
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formed by reproducing new bacteria and associated EPS production. This local community
continues to develop and expands into neighboring regions with similar structure and
composition of the biofilm. When the biofilm is too large for bacteria near its boundary to
get enough nutrients and mechanical support from the EPS matrix, individual bacteria
disperse from the biofilm and travel to find new areas for colonization.
Mixed-species biofilms predominate in most natural environments, while singlespecies biofilms exist in a variety of infections and are often a focus of research. The
interaction of different species can occur through different paths: direct contact, nutrient
competition, signal chemicals and quorum sensing. Different sizes, shapes, and surface
properties, such as adhesion, of bacteria influence attachment behavior of bacteria, as well
as porosity of biofilm. Nutrient competition is a key relationship between multiple species,
where bacteria can act as both consumers and producers of nutrients. Species can also sense
population of their own and other species through quorum sensing, involving emission and
sensing of unique signal chemicals.
Bacterial biofilms play a critical role in environmental processes (G. Lear 2016),
water treatment (Lewandowski & Boltz 2011), human health (Srivastava & Bhargava
2016), biofouling(Flemming 2009), and food processing industry (Giaouris et al. 2014;
Srey et al. 2013). Biofilms form in pipes used for transferring various materials in these
applications. These biofilms can detach in pieces that mixed with and contaminate the
material being transported in the pipe. Biofilms can adhere to surfaces to significantly
increase skin friction drag and add to the cost of maintenance. For example, biofilm
attachment to ship hulls allows adhesion of larger organisms, such as algae and mussels,
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which substantially increase roughness and turbulent drag. A 1 mm thick biofilm can
increase the ship hull friction by 80%, which translates into a 15% loss in speed (Gordon
& Mawatari 1992). For a middle-sized ship, this can lead to an increase of 35-50% in fuel
cost (Schultz et al. 2011). Biofouling can also cause corrosion because as the bioﬁlm
thickens, less oxygen is accessed by the cells next to the surface. Bacteria generate
metabolites that attack the metal in a process called microbial influenced corrosion (MIC).
In the oil and gas industry, MIC accounts for around 20-30% of all corrosion-related costs
(Skovhus et al. 2017). In water desalination, biofilms can adhere to the reverse osmosis
membranes and continue growing. It decreases the flux and efficiency of membranes and
is responsible for about 30% of total operating costs (Maddah & Chogle 2017).
There are many situations where biofilms can be beneficial to humans and the
environment. For instance, biofilms promote the remediation of contaminated water and
soils. The waste degradation process is done by biofilms attached to the surface of waste
particles. Biofilms play an important role in oil spill mitigation by degrading petroleum
hydrocarbons in the oil droplets. During the 2010 accident in BP’s Deepwater Horizon, an
estimated 780 million liters of light oil were released. Dispersant was used to increase the
available surface area, which potentially increased the rates of biodegradation. The
concentration of bacterial cells inside the deep-sea cloud of dispersed oil was as high as
105 cells/mL during the time oil was being released. Concentrations of detectable oil in the
water column were greatly diminished within about two months, primarily by bacterial
degradation processes (Atlas & Hazen 2011).
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Most of mucosal sites inside the human body are associated with biofilms. For
example, Bifidobacterium and Firmicutes provide most of the health balance in the gut,
though there are many other contributors. Some biofilms of healthy bacteria on our teeth
can prevent colonization by pathogenic bacteria. Biofilms are responsible for over 60% of
human infections (Costerton et al. 1999), and they are particularly important for infections
of teeth, lungs, eyes, ears, and the gastrointestinal and urinary tracts. Biofilms play a critical
role in post-surgical infections, which can form because of using cardiac implants,
catheters, prostheses, or ventilator tubing. In these cases, the protection of bacteria inside
the biofilm reduces effectiveness of treatments and leads to situations of antibiotic
resistance.
There are numerous experiments that investigated different properties and
processes of biofilms in the past three decades. Knowledge of biofilm systems has
accumulated, but there are a large number of parameters involved and biofilm systems are
highly nonlinear with complex dynamics. Mathematical modeling offers unlimited access
to data on biofilm development, allowing investigators to activate and deactivate different
biofilm features to gain insight into their impact on the system (Horn & Lackner 2014;
Klapper & Dockeryt 2010). Multiple modeling approaches, such as continuum and
discrete, have been developed and applied to biofilm systems. A key objective is to use
mathematical biofilm models to identify the relationships between individual bacteria
characteristics and biofilm system dynamics. Such an approach allows key factors in the
system to be determined and tested, which is more difficult experiments on real biofilm
systems where control of specific factors is more challenging.
5

1.2. Research Objectives and Scope
The purpose of this dissertation is to develop a mechanistic, spatially and
temporally accurate model for bacterial biofilms. The model introduces a new hybrid
approach to optimally simulate transport within the key biofilm constituents, incorporating
important dynamical influences that have previously been neglected. The biofilm model
was developed in a stepwise manner, starting from monospecies biofilms with spherical
particles in two-dimensional space and gradually advancing to multispecies biofilms with
rod-like bacterial having hair-like attachments in three-dimensional space. The
mathematical model developed in this dissertation is unique in its ability to account
individually for the transport due to EPS and water in a three-dimensional model and for
the inclusion of both lubrication force and tensile force due to fimbriae appendages in the
model. These features are shown to be of key importance for accurately representing
biofilm mechanics.
The dissertation is divided into six chapters. The first chapter discusses the
motivation and background of problem, as well as the research objective. The second
chapter provides a review of important literature in mathematical modeling of biofilms,
including continuum, discrete and hybrid approaches. The third chapter presents the
governing equations and method for numerical solution for the different biofilm
components, including a presentation of the various assumptions used in the model. Results
of a single bacterial colony for biofilm development of a monospecies of spherical nonadhesive bacteria in two dimensions and three dimensions are presented and problems like
EPS/water flow field and merging of bacterial colonies are investigated in this chapter. The
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fourth chapter examines the influences of different forces between spherocylindrical
bacteria, including adhesion, lubrication and fimbrial force. The effect of shape is also
investigated in this chapter. The fifth chapter studies the effects of balance between
fimbrial force and EPS drag in determining biofilm structure. Conclusions and suggestions
for future study are provided in the sixth chapter.
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CHAPTER 2:

LITERATURE REVIEW

2.1. Physical Characteristics of Biofilms
As discussed in Chapter 1, understanding the dynamics of biofilm systems is
challenging because of multiple parameters involved and the highly nonlinear, complex
dynamics exhibited by biofilm systems. Therefore, finding the key characteristics of
biofilm development from experiments is crucial for model development.
A lot of factors can influence biofilm formation, such as nutrient levels,
temperature, pH and oxygen content (O’Toole et al. 2000), and the overall effects vary
among bacterial species. Consider nutrient levels as an example. P. aeruginosa and P.
ﬂuorescens can form bioﬁlms under almost any conditions for which nutrients are available
for growth (O’Toole & Kolter 1998). And the higher the nutrient concentration, the faster
the biofilms develop. By contrast, some strains of Escherichia coli can only make biofilms
in low-nutrient conditions (Dewanti & Wong 1995). Other biofilms are extremely sensitive
to concentration levels of specific nutrients. For example, some strains of Vibrio cholerae
are not able to form biofilms without amino acids (Pratt & Kolter 1998).
Inside a biofilm, the characteristic time scales vary from about 10-3 s for processes
such as chemical diffusion, to days (105 s) for processes such as biomass growth and decay
(Picioreanu et al. 2000a). Based on the characteristic time of interest, different
measurements and simplifications were applied. For example, Shaw et al. (2004) showed
the elastic relaxation time scale (the ratio of EPS viscosity to shear modulus) has a nearly
constant value of approximately 18 min (103 s) for a wide variety of different biofilm types.
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Therefore, it is reasonable for purposes of modeling biofilm growth to treat the biofilm as
a Newtonian viscous fluid and ignore the viscoelastic behaviors in short time scale.
Experiments on biofilms initially focused on population-level properties, such as
the biomass, density, size, viscoelasticity and spatial architecture (Wilking et al. 2011), as
shown in Figure 2-1. Billings et al. (2015) and Mazza (2016) reviewed the physical
properties of biofilms, such as mobility, permeability, and adhesion, emphasizing that
biofilms are macroscopically viscoelastic materials with complex, history-dependent
behavior. Zhang and Bishop (1994) examined the spatial distributions of these properties
within the biofilms. The density of biomass is higher, the mean pore size is smaller, and
porosity is lower in the bottom layer of a biofilm than the top layer. On the other hand, the
ratio of living cells to total biomass is lower in the bottom layer than the top layer.

Figure 2-1. Bacillus subtilis biofilm grown on the agar gel. Figures are reprinted from
Wilking et al. (2011).

To measure the structure of biofilms, different techniques, such as confocal
scanning laser microscopy, fluorescent probes, microsensors, nuclear magnetic resonance
imaging (NMRI), particle image velocimetry (PIV), electrochemical measurements, and
physicochemical analyses, were applied. These methods were used to show that biofilms
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are highly heterogeneous in bacterial cluster structure, chemical distribution, and cell
physiological behaviors (Costerton et al. 1995; Gordon et al. 2017; Hall-Stoodley et al.
2004; Stewart & Franklin 2008), as shown in Figure 2-2. Some microcolonies were
observed to be simple conical structures, while others were mushroom-shaped with
convective fluid flow observed to occur between and even below these microcolonies
(Costerton et al. 1995; Mazza 2016).

(a)

(b)

(c)

(d)

Figure 2-2. Biofilm heterogeneity of (a) bacteria (Stewart et al. 2007), (b) chemical concentration (Rani
et al. 2005), (c) flow field (Seymour et al. 2004) and (d) DNA synthetic activity (Rani et al. 2007). a: a
cell cluster (red) was surrounded by fluid (green); b: chemical gradients formed from high (red) to
low (black) region; c: red and blue indicated opposite velocity directions in biofilm; d: DNA synthetic
activity (green) was shown to be localized at the periphery of cell clusters (red). Figures are reprinted
from these four papers.

The biofilm structure critically depends upon the EPS produced by constituent cells
(Branda et al. 2005). Seminara et al. (2012) compared the spreading of Bacillus subtilis
biofilms under different treatments of bacteria, as shown in Figure 2-3. The flagella were
removed for the flagella mutant hag and EPS production was inhibited for the eps mutant.
They concluded that the self-motion by flagella of the bacterial cells was not significant in
biofilm development since the flagella mutant cells developed a similar size biofilm as did
wild-type cells. This could be explained by the inhibition of cell motion and adhesion of
network structure inside the biofilm. The secretion of EPS generated osmotic pressure
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gradients in the extracellular space and increased the spreading of biofilm. The size of
biofilm of EPS mutant cells was half that for a biofilm formed of wild-type cells, and
bacteria tended to distribute into less dense structures with the influence of EPS. Therefore,
besides cell-cell contact, EPS osmotic spreading was another key mechanism for biofilm
expansion, which was also reported by Yan et al. (2017) for Vibrio cholerae biofilms.

Figure 2-3. Top view of biofilm expansion under different treatments for bacteria B. subtilis. Top
row: wild-type (WT), mid row: the flagella mutant hag, bottom row: the eps mutant. Figure is
reprinted from Seminara et al. (2012)

Traditionally, the osmotic pressure is the minimum pressure required for a solution
to prevent the inward flow of pure solvent across a semi-permeable membrane in an
equilibrium system. The random motion of dissolved molecules results in a pressure
difference across membrane (Cath et al. 2006). The EPS swelling pressure does not just
arise at the border of biofilm and can be treated as the extension of osmotic pressure in
nonequilibrium flowing mixtures. A similarity has been drawn between the swelling
pressure (or osmotic pressure) in a hydrogel and the shear-induced particle pressure in
particle suspension system (Deboeuf et al. 2009). The hydrodynamic interactions inside
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EPS network structure generate chaotic EPS molecular trajectories, resulting in diffusion
and driving pressure for EPS migration.

(a)

(b)

Figure 2-4. Development of experimental Vibrio cholerae biofilm, showing (a) the positions and
orientations of horizontal (blue) and vertical (red) surface-adhered cells; (b) top-down(upper row)
and side views (lower row) of biofilms of different shapes of bacteria Figures are reprinted from
Beroz et al. (2018).

Recent experiments pay more attention to individual bacteria since a number of
individual-based observation techniques are now available. Yan et al. (2016) used state-ofthe-art microscopy techniques to observe developing biofilm at single-cell resolution. They
discovered that Vibrio cholerae biofilms undergo a 2D-to-3D transition as a consequence
of directional cell division and anisotropic pressure caused by cell-to-surface adhesion.
Moreover, deletion of a single gene responsible for cell-to-cell adhesion changed the
biofilm growth mode from directional cell growth to expansion caused by the extracellular
matrix. Beroz et al. (2018) followed a similar method and confirmed that the verticalization
from 2D to 3D proceeded through a series of localized mechanical instabilities on the
cellular scale. They used chemical treatments to change the cell shape and found that longer
cells yield more rapidly expanding, flatter biofilms, as shown in Figure 2-4. For short cells,
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the mechanical instabilities were primarily triggered by cell division, whereas long cells
were more likely to be peeled off the surface by nearby vertical cells.
Hartmann et al. (2019) and Pearce et al. (2019) reported that the local cellular order
and global biofilm architecture could arise from the mechanical cell-cell interactions. The
external flow also changed the orientation of bacterial cells and generated asymmetrical
droplet-like biofilm shapes through drag force and direct contact force between cells, as
shown in Figure 2-5.

Figure 2-5. The development of V. cholerae biofilm growth and hydrodynamic cell alignment
mechanisms in a strong flow. Figures are reprinted from Pearce et al. (2019).

The detail structure of individual bacteria also influences the biofilm formation,
such as the presence of fimbriae (singular fimbria) appendages observed on Gram negative
and some Gram positive bacteria. These short hair-like appendages effect biofilm growth
through enabling adhesion of bacterial cells both to each other and to other surfaces
(Hancock et al. 2011). For instance, type 3 fimbriae were found to strongly promote biofilm
formation for Klebsiella pneumoniae (di Martino et al. 2003; Murphy et al. 2013; Schroll
et al. 2010; Wang et al. 2017). Bak et al. (2015), Zuberi et al. (2017), and Lasaro et al.
(2009) showed that biofilm formation in Escherichia coli is inhibited when type 1 fimbriae
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are suppressed. Rodrigues and Elimelech (2009) and Wang et al. (2018) examined the role
of type 1 fimbriae for biofilm formation of E. coli with fimbriaed, non-fimbriaed and wild
bacteria. They found that type 1 fimbriae are not necessary for initial reversible cell
attachment, but that they are necessary for irreversible cell attachment and subsequent
biofilm development. Cohen et al. (2019) showed that the presence of fimbriae enhances
the aggregation of E. coli with small clay particles. McLay et al. (2018) gradually varied
the degree of fimbriation (by varying the number of fimbriae attached to the cells) and
showed that the ability of cells to adhere gradually decreases as the degree of fimbriation
is decreased.
Most studies of biofilm mechanics have been done on single-species biofilms.
However, most real-world biofilms contain multiple microbial species. Interspecies
interactions can be antagonistic or synergistic and in general, they involve direct killing
through contact, metabolic cooperation or competition, antibiotic production, and quorum
sensing (Elias & Banin 2012; Nadell et al. 2016). Competition over nutrients and growth
inhibition was one of the most common antagonistic interactions.
Hansen et al. (2007) measured the difference of growth rates of two unrelated soilinhabiting bacteria, Acinetobacter sp. and Pseudomonas putida, and found that simple
mutations in the genome of one species caused it to adapt to the presence of the other and
provoke significant changes in their spatial structure, as shown in Figure 2-6. Instead of
separating microcolonies, they formed a layering model. The symbiotic interaction
between these two species offered them a more stable and productive community than
before.
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Figure 2-6. Characteristic biofilm and colony phenotypes of the ancestral and the derived rough
variant of P. putida. (a) Mixed biofilms of Acinetobacter sp. C6 (red) and ancestral P. putida (green).
(b) Mixed biofilms containing Acinetobacter sp. C6 (red) and a rough variant of P. putida (green). (c)
The smooth colony morphology of the ancestral P. putida. (d) The rough colony morphology of a
rough variant of P. putida. Figures are reprinted from Hansen et al. (2007).

Similar coaggregation behavior was also reported by Nielsen et al. (2000) for the
interaction of Burkholderia sp. LB400 and Pseudomonas sp. B13. Citrate was a common
nutrient for both species and Pseudomonas sp. B13 can metabolize chlorobenzoate
produced by Burkholderia sp. When the bacteria were fed citrate, they formed separate
microcolonies. After a shift in carbon source from citrate to a low concentration of
chlorobiphenyl, they formed associated colonies and Pseudomonas sp got carbon from
Burkholderia sp. Therefore, cross-feeding relation or cooperation pairs of bacteria always
lead to coaggregation and this spatial pattern is not sensitive to initial conditions. This
collaborative multispecies biofilm is commonly reported in the human oral commensal
bacteria (Rickard et al. 2006), the engineered yeast community and the methane-producing
community (Momeni et al. 2013).
On the other hand, nutrient competition also changes the distribution of cells within
the biofilm. Van Gestel et al. (2014) found that the density of founder cells affects spatial
pattern in Bacillus subtilis biofilms. They put non-cooperative mutants which did not
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produce EPS with normal Bacillus subtilis together. If the initial cell densities were low,
co-cultured strains strongly segregate in space and normal strains had a competitive
advantage over non-cooperative mutants. If the initial cell densities were high, nutrientlimited biofilm development in the early stage and EPS-deficient cells focused on their
growth and division. Therefore, the EPS-deficient bacteria had an advantage over normal
strains since they did not need to use limited nutrients to produce EPS.
We can summarize the following key observations about biofilms from current
experimental results:
1. Biofilm development is a multi-scale process in both time and space, and
heterogeneity of bacterial colonies and nutrient concentration is very common within
biofilms.
2. EPS, which is made from water and nutrient, is a key component inside biofilm,
and it plays a significant role in biofilm development through the interaction with bacteria
and water. EPS plays an important role in determining the structure of biofilm.
3. Bacterial cells can have shapes varying from spherical to rod-like. The
orientation of bacterial cells is influenced by their local interactions, such as collision
between bacteria due to bacterial growth and division, as well as the torque exerted between
cells and the flowing EPS.
4. Adhesion is important in biofilm attachment, and for species with fimbriae the
fimbrial force is key for biofilm development.
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5. Interaction between multiple species, such as metabolic cooperation and nutrient
competition, is an important factor in determination of the biofilm structure, depending
both on the specifics of the species involved and the initial species concentrations.

2.2. Biofilm Models
Computational models of bacterial biofilms advance insight into physical processes
by enabling the investigator to activate and deactivate different processes and observe the
biofilm response (Horn & Lackner 2014; Klapper & Dockeryt 2010). In general, there are
three different levels of biofilm models: molecular, cellular and population, which focus
on different specific questions.
Molecular models evolve the motion of individual molecules under assumed force
potentials. These models typically deal with up to 109 atoms and cover a range of time
scales from 10-15 to 10-4 s (Ferrer et al. 2008). Molecular models are typically used to
examine sub-cellular processes such as molecular motors (Mora et al. 2009; Singharoy et
al. 2019) or DNA transformation (Dalia & Dalia 2019) within the bacteria. Molecular
models are not well suited for study of bacterial interaction in a biofilm since the time and
length scales involved are far too large to be handled with these models.
Population-level models are based on ordinary differential equations (ODEs) or
partial differential equations (PDEs) to describe the change of macroscopic variables, such
as total mass and growth rate, of the populations (Hellweger et al. 2016). For example, the
Monod model, which was derived from the differential equation of biomass inside biofilm,
found it was the limitation of nutrients, not cell death, which ended the exponential phase
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of growth (Horn et al. 2001; Monod 1949). The simplest population-based models assume
homogeneous bacterial density within the biofilm and evolve the evolution in time of
averaged variables (such as biofilm mass, thickness, etc) using an ODE. More complex
models have been developed for heterogeneous spatial distributions in which PDEs are
applied to model variation in both space in time, although here it is typical to simplify the
problem by using a reduced number of spatial dimensions. Population-level models
provide very simple and efficient ways to reveal general dynamics for certain phenomena
since they have fewer parameters and require less information. They have proven to be of
significant value for addressing specific aspects of microbial ecology (Dockery & Klapper
2002). The population heterogeneity is usually neglected in population-level models.
Bacterial cells have different sizes and ages under the effects of the growth and
consumption mechanism (Crundwell 1994). The model separates the population into
multiple age classes or size ranges and defines the rate of change for each class (or range)
by a separate ODE. The rate of a given class only depends on the population sizes of
neighbor classes. It was observed that a dynamic stable state could be achieved when these
multiple classes (or ranges) achieved a balance. The discrete population size could also be
represented by its continuous form, i.e. population densities (Gurney & Nisbet 1998).
However, the more complex a population-level model is, the more it loses its advantage.
Most of these complex treatments in the simulation are empirical and they make little direct
use of the experimental information of individual characterization of the micro-organisms
(Hellweger & Bucci 2009). In other words, it is impossible to validate these assumptions
and trace changes in biofilm system back to the behavior of individual cells.
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Cellular automata (CA) models discretize a biofilm population field as a set of
values on a grid, which evolves over discrete time steps based on values of the variables in
the neighboring cells using simple rules (Lambert et al. 2018; Picioreanu et al. 1998a;
Weimar 1997). An example is shown in Figure 2-7 for growth of biomass within the
biofilm. CA models can also incorporate probabilistic rules to represent bacterial behaviors
(Popławski et al. 2008). For example, if a bacterial call is dividing inside the biofilm (grey
region) and there is not enough space (white region) in its neighborhood, a new offspring
bacterial cell will be randomly placed in the biofilm front area (black region). This model
can be used to explore global geometric patterns arising from the local interactions (Horn
& Lackner 2014). However, the extreme simplicity of CA rules and discretization pose a
challenge for this method to accurately represent realistic biofilm dynamics, since these
rules are typically based on phenomenological simplification of biofilm behavior rather
than fundamental mechanical of bacterial cell interactions or growth. As models become
more realistic, the CA rules quickly become highly complicated, which degrades the utility
of these models.

Figure 2-7. Cellular automata method. Figure is reprinted from Picioreanu et al. (1998a)
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For detailed modeling of bacterial biofilms, investigators commonly use either
continuum models of biomass growth or individual-based models (IBM) of bacterial cell
interactions (also referred to as discrete models). Both discrete and continuum models
exhibit different advantages and disadvantages when applied to biofilm systems (Mattei et
al. 2018). In particular, most continuum models do not account for the numerous forces
acting between individual bacterial cells and the do not account for relative motion between
adhesive bacterial cells and the surrounding EPS fluid. On the other hand, most discrete
models do not account for the separate flow fields of water and EPS past the cells, and
many discrete models do not account for EPS at all. Existing discrete models also tend to
over-simplify the cell interaction forces, often omitting important forces for the biofilm
dynamics or using non-physical models of cell collision and adhesion. Details of these two
types of biofilm growth models are provided in the following sections.

2.2.1

Continuum Models
Continuum models treat each biofilm component, such as bacteria, EPS and water,

as interacting continua, for each of which there is an associated continuous concentration
field, velocity field, and related mass and momentum conservation equations (Cogan &
Keener 2004; Duddu et al. 2009; Klapper & Dockery 2006; Seminara et al. 2012). The
water within the biofilm exists in either a bound state (i.e., water of hydration associated
with the EPS) or in a free state that can flow through the biofilm. For modeling purposes,
we regard the former as part of the EPS, and use the term 'water' to refer to water in the
latter (free) state. Since substrate, such as nutrients and minerals, is a dissolved substance
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that diffuses through the water, it is not treated as a distinct phase. Most continuum models
deal with a subset of the various biofilm components listed above by combining two or
more of the components, and they use a level-set formulation or similar approach to handle
the moving interface.
For instance, Klapper & Dockery (2006) proposed a two-phase biofilm model, in
which one phase consists of ‘biomaterials’ (bacteria and EPS) and the other phase consists
of ‘solvent’ (water and substrate), as shown in Figure 2-8. They found that cohesion of
bacteria led to heterogeneity of the biofilm. This approach of combining bacteria and EPS
into a biomass phase is very common in continuum biofilm models and was similarly used
by Cogan & Keener (2004) and Seminara et al. (2012). These authors similarly reported a
heterogenous distribution of biomass phase and swelling pressure from biomass within the
biofilm. These results were obtained by solving the mass and momentum conservation laws
of the two phases, and the overall trends observed were consistent with experimental
findings. Cogan & Keener (2004) and Seminara et al. (2012) both included key forces in a
biofilm system: pressure gradient, viscous force, EPS swelling pressure and interaction
force between phases. Cogan & Keener (2004) also introduced a tiny diffusion coefficient
for EPS to avoid numerical issue with tracking of the biofilm-water interface. Shaw et al.
(2004) reported the effective viscosity inside biofilm was much higher than water, so that
the Schmidt number (Sc) of EPS is huge in biofilm systems. However, the assumption that
bacteria are bound to the EPS, and hence that there is no relative velocity between bacteria
and EPS, is obviously at odds with the observation that bacteria adhere to each other to
form colonies (or agglomerates) within the biofilm. This approximation in particular
21

ignores the important role that drag due to motion of the EPS relative to the cells has on
biofilm structure.

Figure 2-8. Example of 2D continuum models. Figure is reprinted from Mattei et al. (2018)

A different type of two-phase model by Duddu et al. (2009) treats the biofilm as a
mixture of ‘active’ and ‘inactive’ biomass, where the latter combines with water inside the
biofilm. Instead of treating the biofilm as a fluid, this paper assumes that the biofilm
responds to mechanical stress as an isotropic elastic material, which deforms subject to the
interfacial shear force exerted by the external fluid motion.
For continuum models that allow for the separate motion of water and EPS (or
water and biomass), the water-EPS interfacial force is a key factor influencing the biofilm
dynamics. A variety of approaches have been taken in modeling this interaction force.
Alpkvist & Klapper (2007a) and Dockery & Klapper (2002) employed Darcy’s law for the
EPS momentum equation, where the interactive pressure was connected to biofilm growth.
Cogan & Keener (2004) and Seminara et al. (2012) employed both a water-EPS interactive
drag force and an osmotic pressure gradient in the EPS momentum equation. Both of these
forces had proven to be important in regulating biofilm development (Seminara et al.
2012), although there remain questions about the exact form that they should take. For
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example, the water-EPS interaction force 𝒇𝒇𝑊𝑊𝑊𝑊 is proportional to the velocity difference
between the two fluids, and so can in general be written as 𝒇𝒇𝑊𝑊𝑊𝑊 = 𝛷𝛷𝛷𝛷(𝛼𝛼𝑊𝑊 , 𝛼𝛼𝐸𝐸 )(𝒖𝒖𝐸𝐸 − 𝒖𝒖𝑊𝑊 ).

A scaling argument indicates that the dimensionless interaction coefficient 𝛷𝛷 is
proportional to the ratio 𝜇𝜇𝑊𝑊 /𝜉𝜉 2 , where 𝜉𝜉 denotes the pore size of the EPS hydrogel

(Seminara et al. 2012), but uncertainty exists about the form of the coefficient 𝛽𝛽. Crowe et

al. (2011) argued that 𝛽𝛽(𝛼𝛼𝐸𝐸 , 𝛼𝛼𝑊𝑊 ) = 𝛼𝛼𝐸𝐸 based on a model for dilute particulate flow. Cogan

& Keener (2004) assumed that 𝛽𝛽(𝛼𝛼𝐸𝐸 , 𝛼𝛼𝑊𝑊 ) = 𝛼𝛼𝑊𝑊 𝛼𝛼𝐸𝐸 , which has the property that the
interaction force vanishes in the limit as either 𝛼𝛼𝑊𝑊 or 𝛼𝛼𝐸𝐸 approach zero. We take up this

issue in the first paper within this dissertation using experimental results for water
permeability in hydrogels (Kapur et al. 1996; Tokita 1993; Tokita & Tanaka 1991).

2.2.2

Discrete Models
Discrete models (also called ‘individual-based models’(IBM)) treat biofilms as a

collection of individual ‘agents’ (or particles) that interact with each other, with the surface
to which the biofilm is attached, and with other surrounding biofilm components (such as
EPS and water) (Hellweger & Bucci 2009; Hellweger et al. 2016). IBMs allow the modeler
freedom to assign properties and behaviors to individual bacteria and then allow the model
to determine how these characteristics lead to different collective (emergent) behavior of
the biofilm system. The IBM approach also allows the modeler to examine the
consequences of differences in agent structure, shape or behavior and to model the
microstructural interactions of different types of agents (i.e., different bacterial species),
which is more difficult to achieve in the continuum framework. Experimental results taken
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from the cellular level, such as fimbrial force between bacteria and the surface, can also be
applied directly in IBMs. There are a lot of different IBMs used in microbial ecology, such
as CellModeller (Rudge et al. 2012), CHASTE (Mirams et al. 2013), CompuCell3D (Swat
et al. 2012), and iDynoMiCS (Lardon et al. 2011). However, most of these models consider
only bacteria, water (or some other solvent) and a diffusing substrate, and do not include
either the EPS or the interaction between bacteria and EPS.
Recent studies have proposed a variety of approaches to account for bacteria / EPS
interaction. One way is to represent EPS implicitly and build connections between bacterial
behavior and EPS production. For instance, Schluter et al. (2015) used adhesive particles
to represent bacterial cells and defined an adhesive force between particles whose
magnitude varied depending on the EPS concentration. They found EPS-secreting cells
captured substratum territory and forced EPS non-secreting cells out of the system.
However, the quantitative relation between the concentration of EPS and cell adhesiveness
is still under study. The concentration-adhesion relation is not enough to explain the EPS
swelling effect reported by Seminara et al. (2012) in the experiments.
Explicit representation of discrete EPS agents, like small spheres lying in the space
between spherical or rod-shaped bacterial cells, was proposed by Kreft et al. (2001) and
Ghosh et al. (2015) for simulations in a two-dimensional biofilm, as shown in Figure 2-9.
Bacteria are colored as pink rods surrounded by tiny yellow EPS spheres. The locations
and motions of both bacterial cells and EPS particles were tracked individually, and a
simple collision repulsive force was defined between bacteria and EPS. They found that an
entropy-driven depletion interaction between bacteria and EPS could induce spatial
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heterogeneity in a biofilm. However, an extension of this approach to three dimensions
may be quite challenging (Lardon et al. 2011), since (1) the amount of EPS agents for a
reasonable size of biofilm can be more than tens of millions, (2) EPS would be more
accurately represented in three-dimensions by a fine forest-like network of rod-like
polymers, and (3) interaction between EPS and bacteria can be more complex than collision
and repulsion.

Figure 2-9. Two-dimensional IBM of both bacteria and EPS.
Figures are reprinted from Ghosh et al. (2015)

Many IBMs assume that the bacteria have spherical shape (Gorochowski et al.
2012; Kreft et al. 2001; Melaugh et al. 2016), although IBMs with rod-shaped bacteria have
also been proposed (Ghosh et al. 2015; Rudge et al. 2012; Warren et al. 2019). Researchers
have found that orientation was important when simulating with rod-shaped cells, and it
had strong effects on cell positions and nutrient uptake and cell reproduction (Beroz et al.
2018; Pearce et al. 2019; Smith et al. 2017). Hartmann et al. (2019) modeled cells as
ellipsoids and included the effect of the flow on the cells, and cell-cell adhesion through
interaction potentials between each pair of cells for thousands of bacteria, as shown in
Figure 2-10. They varied the strength and attractive range of the adhesion force and found
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that with high strength and large attractive range force, bacteria tended to adhere at their
poles and form dense structures.

Figure 2-10. Colony of non-spherical bacteria in a biofilm. Different colors of bacterial cells
represented their orientations. Left figure is reprinted from Hartmann et al.(Hartmann et al. 2019)
and right figure is reprinted from Beroz et al. (2018).

Beroz et al. (2018) focused on V. cholerae biofilm and treated bacteria as a cylinder
with two hemispherical endcaps (called a "spherocylinder"). Hertzian theory of mechanical
contact was applied to calculate the interaction between different cells and between the
cells and the underlying surface. Using this non-spherical bacteria model, they found that
verticalization of biofilms proceeded through a series of mechanical interactions between
local bacterial cells. The division plane of V. cholerae was perpendicular to the long axis
and division process was treated as replacing the mother cell with two daughter cells that
occupy the same total cell length. Only when there was an instability did the model cause
cells to rotate to another plane. However, this treatment of division does not maintain mass
conservation from one mother cell to two daughter cells since a loss of total cell volume
happened at the corners of daughter cells in order to keep them the same aspect ratio as the
mother cell.
Smith et al. (2017) studied the influence of cell morphology to biofilm spatial
patterning. They used two species of cells with different shapes and represented each cell
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by a rigid elastic capsule. Cells were assumed to be immotile and elastic repulsion from
cell growth and division was the only driving force for motion. EPS was treated as a
viscous, stationary fluid to dampen cell motion and nutrient diffused inside EPS. Figure
2-11 showed different spatial patterns obtained from this model depending on the cell
shapes.
IBMs were also applied to multi-species biofilm simulations to study the
cooperation and competition in biofilms (Nadell et al. 2016). For example, Frost et al.
(2018) studied the interactions between antibiotic-resistant and susceptible strains. They
set different growth rates for two species with identical shapes and showed that even a 5%
difference between growth rates could lead to an approximate 2-fold increase in the number
of bacterial cells. Different shapes were also set to resistant and susceptible bacteria and
found that mechanical interaction between cells may enhance or inhibit the effects of
metabolic cooperation or competition. Xavier et al. (2007) and Mitri et al. (2011) studied
the “cheater” problem and mixed EPS secretors and non-secretors of a single species under
different nutrient conditions. They found that nutrient concentration could determine the
winner of the competition. Low nutrient concentrations resulted in tower-like separated
clusters of cells, whereas high nutrient concentrations resulted in a mixture, as shown in
Figure 2-12. Mitri et al. (2011) also added a new species to compete with them in this
system and found that the new species could inhibit previous cooperation at low nutrient
condition.
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Figure 2-11. Comparison of different combinations of 2D colonies composed of short-large (top),
short-short (middle) and large-large (bottom) capsules.
Figures are reprinted from Smith et al. (2017).

Figure 2-12. Secretors (blue) and nonsecretors (red) of a single species.
Figure is reprinted from Mitri et al. (2011)

2.2.3

Hybrid Model
Since EPS is abundant in the biofilm, neglect of EPS in discrete models is a major

disadvantage in use of these models. At the same time, the ability of discrete models to
simulate individual bacterial cells and their interactions with each other addresses one of
the major limitations of continuum models. In an attempt to develop a model that
incorporates the best features of discrete and continuum models, Alpkvist et al. (2006)
proposed a hybrid model in which EPS is treated as a continuum and the bacteria are
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modeled as individual (discrete) cells. Water was assumed to be stationary outside the
biofilm region and combined with EPS inside the biofilm. An interface was defined for the
biofilm region by using the level-set method, where nutrient diffusion occurred in both
water and EPS. The EPS motion relative within the biofilm was assumed to respond to
pressure gradients via Darcy’s law. The hybrid model was used to simulate biofilm growth
with tens of thousands of bacterial cells and heterogeneous distributions in cell
concentration, EPS distribution and nutrient distribution, as shown in Figure 2-13.
However, since water is not included as a separate phase, the percolation of water through
the EPS, as discussed by Cogan & Keener (2004), cannot be captured by this model.
Secondly, the assumption used in this model that the flow of the water/EPS continuum is
related to pressure via Darcy’s law omits a number of critically important factors regulating
biofilm growth. Darcy’s law balances a pressure gradient with the interfacial force due to
motion of a fluid through a fixed porous medium, such as transport of water through soil.
This assumption neglects the effect of viscous shear flow within the EPS and of the osmotic
pressure gradient, and the basis of the interfacial force is unclear since both EPS and water
are assumed to move in tandem in the model.
Nevertheless, the key improvement allowed by this hybrid model was to treat EPS
as a separate continuum phase inside the biofilm. We note that the typical pore size of a
biofilm hydrogel is in the range 10-50 nm (Forier et al. 2014a; Zhang et al. 2011), while a
single bacterial cell has a typical size of about 1μm. It is therefore reasonable to model the
force imposed on a bacterial cell relative to EPS as if the cell were traveling through a
viscoelastic continuum. Such an approach avoids the complications of accurately
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representing EPS via a discrete model in three dimensions, while offering a manageable,
physically realistic representation of bacterial motion within the biofilm.

Figure 2-13. Results of hybrid biofilm models. Left: 2D multi species biofilm. Different species were
represented by different color spheres and gray shades showed the concentration field of nutrient.
Right: 3D mono species biofilm. Bacterial cells were illustrated by red spheres and the EPS matrix by
a light-yellow partially transparent surface. Figures are reprinted from Alpkvist et al. (2006)

2.3. Summary
The previous review highlights a number of key factors and challenges in
development of biofilm growth models, which are summarized below.
1. Both EPS and water play important roles in regulating biofilm structure and
spreading. Since these phases generally move in opposing directions, it is highly desirable
to treat EPS and water as separate phases with separate velocity fields.
2. Simple changes in bacteria interaction at the cellular level can lead to major
changes in biofilm structure. Use of discrete models (IBM) for the bacterial cells is
therefore highly desirable in order to accurately simulate the different ways that bacteria
interact with each other.
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3. The bacterial cell shape is crucial in modeling of bacterial mechanical processes,
such as collision and adhesion. Cell shape has been observed to influence the porosity and
structure of the bacterial colony, and to influence interactions between bacterial cells of
different shapes.
4. In continuum models, governing equations are derived from mass and
momentum conservation of the different phases. Substrates regulating bacterial growth,
such as nutrients, minerals and other chemicals, diffuse inside the biofilm and stay at quasi
steady state, since the diffusion time scale is much less than the time scale of bacterial
growth. A challenge is to connect these phases with discrete bacterial cells while
maintaining the continuum phase conservation laws.
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CHAPTER 3: HYBRID MODEL OF BACTERIAL BIOFILM GROWTH
Jin, X., Marshall, J.S., Wargo, M.J.. (2020). Hybrid Model of Bacterial Biofilm Growth.
Bulletin of Mathematical Biology, 82, 27.
Abstract
Bacterial biofilms play a critical role in environmental processes, water treatment, human
health, and food processing. They exhibit highly complex dynamics due the interactions
between the bacteria and the extracellular polymeric substance (EPS), water and nutrients
and minerals that make up the biofilm. We present a hybrid computational model in which
the dynamics of discrete bacterial cells are simulated within a multiphase continuum,
consisting of EPS and water as separate interacting phases, through which nutrients and
minerals diffuse. Bacterial cells in our model consume water and nutrients in order to grow,
divide and produce EPS. Consequently, EPS flows outward from the bacterial colony while
water flows inward. The model predicts bacterial colony formation as a tree-like structure.
The distribution of bacterial growth and EPS production is found to be sensitive to the pore
spacing between bacteria and the consumption of nutrients within the bacterial colony.
Forces that are sometimes neglected in biofilm simulations, such as lubrication force
between nearby bacterial cells and osmotic (swelling) pressure force resulting from
gradients in EPS concentration, are observed to have an important effect on biofilm growth
via their influence on bacteria pore spacing and associated water/nutrient percolation into
the bacterial colony.
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3.1. Introduction
Biofilms consist of microorganisms embedded in a self-secreted polymer matrix
known as extracellular polymeric substance (EPS). This matrix is permeated by an aqueous
solvent, which transports nutrients, minerals and other chemicals (such as signaling
chemicals and toxins) through the matrix via diffusion. Most types of microorganisms form
biofilms, including bacteria, microalgae, fungi and archaea, although bacterial biofilms
have received by far the most attention (Mazza 2016). Bacterial biofilms play a critical role
in environmental processes (G. Lear 2016), water treatment (Lewandowski & Boltz 2011),
human health (Srivastava & Bhargava 2016), biofouling (Flemming 2009), and the food
processing industry (Giaouris et al. 2014; Srey et al. 2013). Biofilms are responsible for
over 60% of human infections (Costerton et al. 1999), and they are particularly important
for infections of teeth, lungs, eyes, ears, and the gastrointestinal and urinary tracts. Biofilms
also play a critical role in post-surgical infections, which can form as a result of use of
cardiac implants, catheters, prostheses, or ventilator tubing.
Biofilms exhibit complex dynamics due both to their physical structure (Flemming
& Wingender 2010; Wilking et al. 2011) and to the complex sociochemical interactions of
the microrganisms that colonize within them (Hibbing et al. 2010; Nadell et al. 2009;
Stewart & Franklin 2008). Bacterial biofilms can be viewed as an interaction between four
types of components – bacteria (often of several different species), EPS, water, and a wide
variety of nutrients, minerals and chemicals that diffuse within the water. For the present
simplified model, the nutrients, minerals and other chemicals that regulate bacterial growth
are lumped under the term ‘substrate’. The bacteria absorb substrate and water, using them
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to grow and reproduce, as well as to produce EPS. The EPS composes up to 90% of the
dry mass of a biofilm (Flemming & Wingender 2010), although the precise amount
depends on the type of bacteria present. The EPS holds the biofilm together and protects
bacteria from predators, antibiotic chemicals and displacement by fluid shear. Variation in
EPS concentration within the biofilm gives rise to EPS and water flow via differences in
osmotic pressure (Seminara et al. 2012). The substrate diffuses within the water, and it
serves to feed the growing bacterial cells and supply ingredients necessary for EPS
production.
Mathematical modeling of biofilms is essential for understanding their complex
dynamics, allowing the investigator to activate and deactivate different biofilm features to
gain insight into their impact on the system (Horn & Lackner 2014; Klapper & Dockeryt
2010). Biofilm modeling can be categorized as taking either a discrete or continuum
viewpoint (Mattei et al. 2018). Continuum models treat components such as bacteria, EPS
and water as interacting continua, for each of which there is an associated continuous
concentration, velocity field, and momentum equation. Since substrate is a dissolved
substance that diffuses through the water, it is not treated as a distinct phase. While many
investigators have adopted the continuum approach, the paper by Cogan and Keener (2004)
provides a particularly detailed account of the governing equations describing the
components of the biofilm system from the continuum viewpoint. Most continuum models
deal with a subset of the various biofilm components listed above. For instance, Klapper
and Dockery (2006) propose a two-phase biofilm model, in which one phase consists of
‘biomaterials’ (bacteria and EPS) and the other phase consists of ‘solvent’ (water and
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substrate). Another two-phase model by Duddu et al. (2009) treats the biofilm as a mixture
of ‘active’ and ‘inactive’ biomass, where the latter includes water. In order to avoid the
complexity of modeling bacterial dynamics and interactions with the surrounding EPS,
models using the continuum approach often make the assumption that the bacteria are
bound to the EPS, and hence that there is no relative velocity between bacteria and EPS
(Cogan & Keener 2004; Seminara et al. 2012).
Discrete models treat biofilms as a collection of individual ‘agents’ that interact
with each other as well as with any surrounding continuum (e.g., the substrate). The socalled individual-based models (IBM) developed for biofilm simulations are examples of
the more general class of ‘agent-based models’, in which each agent represents an
individual bacterial cell (Hellweger & Bucci 2009; Hellweger et al. 2016). IBMs allow the
modeler freedom to assign properties and behaviors to individual bacteria and then allow
the model to determine how these characteristics lead to different collective (emergent)
behavior of the biofilm system. The IBM approach also allows the modeler to examine the
consequences of differences in agent structure, shape or behavior and to model the
microstructural interactions of different types of agents (i.e., different bacterial species),
which is more difficult to achieve in the continuum framework. Many IBMs assume that
the bacteria have spherical shape (Gorochowski et al. 2012; Kreft et al. 2001; Melaugh et
al. 2016), although IBM’s with rod-shaped bacteria have also been proposed (Ghosh et al.
2015; Gutiérrez et al. 2017; Rudge et al. 2012; Warren et al. 2019). While early IBMs
typically considered only bacteria, water and a diffusing substrate, more recent studies have
proposed a variety of approaches to account for bacteria / EPS interaction. For instance,
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Schluter et al. (2015) used adhesive particles to represent bacterial agents, but allow an
adhesive force between particles whose magnitude varies depending on the EPS
concentration. Explicit representation of discrete EPS agents, represented as small spheres
lying in the space between spherical or rod-shaped bacterial agents, was proposed by Kreft
& Wimpenny (2001) and Ghosh et al. (2015) for simulations in a two-dimensional biofilm.
An extension of this approach to three dimensions may be quite challenging (Lardon et al.
2011), since the EPS would be more accurately represented in three-dimensions by a fine
forest-like network of rod-like polymers.
A hybrid approach was proposed by Alpkvist et al. (2006) in which the EPS is
treated as a continuum and the bacteria are modeled as individual agents. We note that the
typical pore size of a biofilm hydrogel is in the range 10-50 nm (Forier et al. 2014b; Zhang
et al. 2011), while a single bacterial cell has a typical size of about 1 µm. It is therefore
reasonable to model the force imposed on a bacterial cell moving relative to EPS as if the
cell were traveling through a viscoelastic continuum. Such an approach avoids the
complications of accurately representing EPS via a discrete model in three dimensions,
while offering a manageable, physically realistic representation of bacterial motion within
the biofilm. Alpkvist et al. (2006) proposed a two-phase model composed of a discrete
model for the bacteria and a continuum model for EPS and water (combined as one phase).
Consequently, the percolation of water through the EPS, as discussed by Cogan and Keener
(2004), cannot be captured by this model. Alpkvist et al. (2006) also assumed that flow of
the water/EPS continuum is related to pressure via Darcy’s law. Darcy’s law balances a
pressure gradient with the interfacial force due to motion of a fluid through a fixed porous
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medium, such as transport of water through soil. This assumption neglects the effect of
viscous shear flow within the EPS, and the basis of the interfacial force is unclear since
both EPS and water are assumed in the model to move in tandem.
The current paper develops a new hybrid model for bacterial biofilms based on
three interacting phases – bacteria, EPS, and water. Bacterial cells are modeled as discrete
individual agents, whereas the EPS and water are each modeled as interacting continua.
The governing equations of the model can be reduced to a form similar to that of Cogan
and Keener (2004) under limiting assumptions. Interactions of bacterial cells with each
other or with the wall are modeled using a multiple time-scale soft-sphere discrete-element
method (DEM) (Marshall 2009; Marshall & Li 2014).
The governing equations for the three-phase hybrid model are presented in Section
3.2 for both the continuum and discrete phases, along with the computational method used
to solve these equations within the context of the hybrid model. A key element of the hybrid
model is the method used for bridging between continuum and discrete phases via
interpolation and homogenization procedures. The sensitivity of the model to a variety of
numerical parameters examined in Section 3.3 and the effect of key physical parameters is
examined in Section 3.4 for growth of a single bacterial colony in two dimensions. In
Section 3.5, sample results are shown for multi-colony biofilm development in three
dimensions. Conclusions are given in Section 3.6.

3.2. Model Derivation and Computational Methods
3.2.1

Continuum Equations
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Water and EPS are treated as interacting continua, with substrate diffusing through
the water. Associated with each of the water and EPS phases are a volume fraction (𝛼𝛼𝑊𝑊 ,

𝛼𝛼𝐸𝐸 ), a mass source per unit volume (𝑚𝑚̇𝑊𝑊 ,𝑚𝑚̇𝐸𝐸 ), and a velocity vector (𝐮𝐮W ,𝐮𝐮E ). Substrate is

characterized by a mass concentration 𝑐𝑐𝑆𝑆 (mass of substrate per unit volume of water) and

mass source per unit volume 𝑚𝑚̇𝑆𝑆 . It is assumed for simplicity in the current model that the
water, bacteria and EPS all have the same density 𝜌𝜌 (Sutherland I W 2001).

Nondimensional variables (denoted by a prime) are defined using the biofilm nominal
width L, the cell division time scale T, and the characteristic velocity scale 𝑈𝑈 = 𝐿𝐿/𝑇𝑇 as
follows:

𝑥𝑥′ = 𝑥𝑥/𝐿𝐿,

𝑡𝑡′ = 𝑡𝑡/𝑇𝑇,

𝑚𝑚̇𝐸𝐸′ = 𝑚𝑚̇𝐸𝐸 𝑇𝑇/𝜌𝜌,
𝐮𝐮′E = 𝐮𝐮E /𝑈𝑈,

𝑚𝑚̇𝐵𝐵′ = 𝑚𝑚̇𝐵𝐵 𝑇𝑇/𝜌𝜌,

𝐮𝐮′W = 𝐮𝐮W /𝑈𝑈,

′
𝑚𝑚̇𝑊𝑊
= 𝑚𝑚̇𝑊𝑊 𝑇𝑇/𝜌𝜌,

𝑐𝑐𝑆𝑆′ = 𝑐𝑐𝑆𝑆 /𝜌𝜌.

𝑚𝑚̇𝑆𝑆′ = 𝑚𝑚̇𝑆𝑆 𝑇𝑇/𝜌𝜌,

(3-1)

For convenience, we drop the prime on the dimensionless variables in the remainder of the
paper. The selections of L and T are listed in Table 3-2.

Governing Equations
Mass conservation of the EPS, water and substrate yields the following governing
equations (Cogan & Keener 2004; Klapper & Dockery 2006):
𝜕𝜕𝛼𝛼𝐸𝐸
𝜕𝜕𝜕𝜕

𝜕𝜕𝛼𝛼𝑊𝑊
𝜕𝜕𝜕𝜕

+ ∇ ⋅ (𝛼𝛼𝐸𝐸 𝐮𝐮E ) = 𝑚𝑚̇𝐸𝐸 ,

+ ∇ ⋅ (𝛼𝛼𝑊𝑊 𝐮𝐮W ) = 𝑚𝑚̇𝑊𝑊 ,
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(3-2)
(3-3)

(𝛼𝛼𝑊𝑊 +𝛼𝛼𝐸𝐸 )

−∇ ⋅ �

Pe

∇𝑐𝑐𝑆𝑆 � = 𝑚𝑚̇𝑆𝑆

(3-4)

The bacterial volume fraction 𝛼𝛼𝐵𝐵 is obtained via homogenization of results from the

discrete bacterial particles. The volume fraction and the mass source terms are further
subject to the constraints
𝛼𝛼𝑊𝑊 + 𝛼𝛼𝐸𝐸 + 𝛼𝛼𝐵𝐵 = 1,

𝑚𝑚̇𝐸𝐸 + 𝑚𝑚̇𝑊𝑊 + 𝑚𝑚̇𝐵𝐵 + 𝑚𝑚̇𝑆𝑆 = 0.

(3-5)
(3-6)

The diffusion equation (3-4) for the substrate neglects the time derivative and convection
terms on the basis that the diffusion time scale of substrate, which is the time for a substate
to diffuse from the top to bottom of a biofilm and is on the order of minute, is very small
compared to the bacterial division time scale T, which is on the order several hours, so that
the substrate distribution is nearly always in its equilibrium state (Alpkvist et al. 2006;
Cogan & Keener 2004). The Péclet number Pe is defined by Pe = 𝑈𝑈𝑈𝑈/𝐷𝐷𝑆𝑆 , where 𝐷𝐷𝑆𝑆 is the

substrate diffusion coefficient.

The momentum transport equation for water balances the gradient of the pressure
p with an EPS-water interfacial force 𝐟𝐟𝑊𝑊𝑊𝑊 , giving

−𝛼𝛼𝑊𝑊 ∇𝑝𝑝 + 𝐟𝐟𝑊𝑊𝑊𝑊 = 0.

(3-7)

The inertia and friction terms within the water phase are small compared to the remaining
terms in equation (3-7) and are neglected. The momentum transport equation for EPS was
obtained using the volumetric averaging procedure described by Crowe et al (2011), and
can be written in dimensionless form as
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−𝛼𝛼𝐸𝐸 ∇𝑝𝑝 +

𝛼𝛼𝐸𝐸

ReE

∇ ⋅ 𝝉𝝉𝐸𝐸 + 𝐟𝐟𝐵𝐵𝐵𝐵 − 𝐟𝐟𝑊𝑊𝑊𝑊 − ∇𝜓𝜓(𝛼𝛼𝐸𝐸 ) = 0,

(3-8)

where ReE = 𝜌𝜌𝜌𝜌𝜌𝜌/𝜇𝜇𝐸𝐸 is the EPS Reynolds number. In this equation, 𝐟𝐟𝐵𝐵𝐵𝐵 is the

homogenized body force per unit mass between bacteria and EPS and 𝜓𝜓(𝛼𝛼𝐸𝐸 ) is the osmotic
pressure (sometimes called ‘swelling pressure’), which can be derived from Flory-Huggins
theory as a function of the EPS volume fraction 𝛼𝛼𝐸𝐸 (Flory & Krigbaum 1951; Huggins

1941). The pressure and osmotic pressure terms are nondimensionalized by 𝜌𝜌𝑈𝑈 2 , the

interfacial force terms are nondimensionalized by 𝜌𝜌𝜌𝜌/𝑇𝑇, and the shear stress tensor 𝛕𝛕E is
nondimensionalized by 𝜇𝜇𝐸𝐸 𝑈𝑈/𝐿𝐿.

The viscous terms must be retained in the EPS momentum equation due to the fact

that the value of viscosity of the EPS and water mixture is between 104 to 1010 times the
value of the water viscosity (Shaw et al. 2004). Shaw et al. (2004) also showed that the
elastic relaxation time scale (the ratio of EPS viscosity to shear modulus) has a nearly
constant value of approximately 18 min (103 s) for a wide variety of different biofilm types.
Since the bacteria division time T varies from about 1-10 hours (Horn & Lackner 2014;
Picioreanu et al. 2000a), it is reasonable for purposes of modeling biofilm growth to treat
the biofilm as a Newtonian viscous fluid. This assumption yields the constitutive equation
for the dimensionless shear stress tensor as
𝛕𝛕E = ∇𝐮𝐮E + (∇𝐮𝐮E )T .

(3-9)

The EPS velocity 𝒖𝒖𝐸𝐸 is not divergence-free due to time and spatial variation of 𝛼𝛼𝐸𝐸 , so the

divergence of the last term in equation (3-9) does not vanish (Cogan & Keener 2004).
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The water-EPS interaction force 𝐟𝐟WE is proportional to the velocity difference, and

can in general be written as

𝐟𝐟WE = 𝛷𝛷𝛷𝛷(𝛼𝛼𝑊𝑊 , 𝛼𝛼𝐸𝐸 )(𝐮𝐮E − 𝐮𝐮W ).

(3-10)

The dimensionless interaction coefficient 𝛷𝛷 is proportional to the ratio 𝜇𝜇𝑊𝑊 /𝜉𝜉 2 , where 𝜉𝜉

denotes the pore size of the EPS hydrogel (Seminara et al. 2012). The form of the
coefficient 𝛽𝛽 depends on the microstructure of the porous medium. Crowe et al. (2011)

argue that 𝛽𝛽(𝛼𝛼𝐸𝐸 , 𝛼𝛼𝑊𝑊 ) = 𝛼𝛼𝐸𝐸 based on a model for dilute particulate flow. Cogan and Keener
(2004) assume 𝛽𝛽(𝛼𝛼𝐸𝐸 , 𝛼𝛼𝑊𝑊 ) = 𝛼𝛼𝑊𝑊 𝛼𝛼𝐸𝐸 , which has the property that the interaction force

vanishes in the limit as either 𝛼𝛼𝑊𝑊 or 𝛼𝛼𝐸𝐸 approach zero. An appropriate expression for this

coefficient in a biofilm can be deduced from experimental literature on the permeability of

water in hydrogels (Kapur et al. 1996; Tokita 1993; Tokita & Tanaka 1991). The
permeability coefficient k (nondimensionalized by 𝐿𝐿2 ) appears in the Darcy equation

𝐪𝐪 = −𝑘𝑘 𝑅𝑅𝑅𝑅𝑊𝑊 ∇ 𝑝𝑝, where 𝐪𝐪 = 𝛼𝛼𝑊𝑊 (𝐮𝐮W − 𝐮𝐮E ) is the superficial velocity of water relative to

the EPS. Solving this equation for ∇𝑝𝑝 and then multiplying by 𝛼𝛼𝑊𝑊 yields
−𝛼𝛼𝑊𝑊 ∇𝑝𝑝 +

2
𝛼𝛼𝑊𝑊

𝑘𝑘𝑅𝑅𝑅𝑅𝑊𝑊

(𝐮𝐮E − 𝐮𝐮W ) = 0,

(3-11)

which has the same form as equation (3-7). Experimental data for hydrogel permeability
from Tokita and Tanaka (1991) and Tokita (1993) yield a close fit for the permeability
coefficient using the power law expression 𝑘𝑘 ∝ 𝜉𝜉 2 /𝛼𝛼𝐸𝐸1.5 . The exponent 1.5 on 𝛼𝛼𝐸𝐸 in this

empirical expression is in agreement with scaling theory for polymers (de Gennes 1979).
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3/2

2
This expression for permeability results in the expression 𝛽𝛽 = 𝛼𝛼𝑊𝑊
𝛼𝛼𝐸𝐸

for the coefficient

in equation (3-9), so that the EPS-water interaction force becomes
3/2

2
𝐟𝐟WE = 𝛷𝛷𝛼𝛼𝑊𝑊
𝛼𝛼𝐸𝐸 (𝐮𝐮E − 𝐮𝐮W ).

(3-12)

A comparison was performed of computations performed with the expression (3-12) and
with the Cogan-Keener expression 𝛽𝛽(𝛼𝛼𝐸𝐸 , 𝛼𝛼𝑊𝑊 ) = 𝛼𝛼𝑊𝑊 𝛼𝛼𝐸𝐸 , and the results for bacterial colony
growth were found to be qualitatively similar for the two expressions.

Adding equations (3-7) and (3-8) and multiplying by 𝑅𝑅𝑅𝑅𝐸𝐸 gives a Poisson-type

equation for 𝒖𝒖𝐸𝐸 as

𝛼𝛼𝐸𝐸 ∇2 𝐮𝐮E = 𝛷𝛷 𝑅𝑅𝑅𝑅𝐸𝐸 { [(1 − 𝛼𝛼𝐵𝐵 )∇𝑃𝑃 + ∇𝛹𝛹(𝛼𝛼𝐸𝐸 )] − 𝐟𝐟BE /𝛷𝛷} − 𝛼𝛼𝐸𝐸 ∇(∇ ⋅ 𝐮𝐮E ),

(3-13)

where 𝑃𝑃 ≡ 𝑝𝑝/𝛷𝛷 and 𝛹𝛹 = 𝜓𝜓/𝛷𝛷 are rescaled pressure and osmotic pressure variables,
respectively. While the EPS Reynolds number 𝑅𝑅𝑅𝑅𝐸𝐸 is of order 10−13 , the EPS-water
interaction coefficient 𝛷𝛷 is of order 1012 , such that the product of the two is close to order
unity. The rescaled pressure P can be obtained by solving equation (3-7) for 𝒖𝒖𝑊𝑊 and

substituting into equation (3-3), yielding a Poisson-type equation of the form
2
𝛼𝛼𝑊𝑊

∇⋅(

𝛽𝛽

∇𝑃𝑃) =

𝜕𝜕𝛼𝛼𝑊𝑊
𝜕𝜕𝜕𝜕

+ ∇ ⋅ (𝛼𝛼𝑊𝑊 𝐮𝐮E ) − 𝑚𝑚̇𝑊𝑊 .

(3-14)

Once 𝐮𝐮E and P are known by solution of equations (3-13) and (3-14), respectively, we can
obtain 𝐮𝐮W from equations (3-7) and (3-12) as

𝐮𝐮W = 𝐮𝐮E −
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𝛼𝛼𝑊𝑊
𝛽𝛽

∇𝑃𝑃.

(3-15)

Numerical Solution
The Poison-type equations (3-4), (3-13) and (3-14) were solved using a Full
MultiGrid (FMG) algorithm (Hackbusch 1985; Napov & Notay 2011; van LENT 2006;
Vanka 1986) with the boundary conditions listed in Table 3-1. The FMG algorithm iterates
solutions of a matrix equation on different grid levels from the initial approximation, which
is obtained by interpolation from a coarse-grid solution. A linear prolongation operator and
a full weighting restriction operator are applied to transfer residuals and solutions between
different grid levels. The red-black Gauss-Seidel method is used to solve the Laplace
operator. Central differences are used for the spatial derivatives in these equations, and a
second-order backward time derivative is used for the time derivative term in equation
(3-14).
Table 3-1. Boundary conditions in continuum variables

Parameter

x

𝛼𝛼𝐸𝐸

periodic

𝑝𝑝

periodic

𝐮𝐮E

periodic

𝑐𝑐𝑆𝑆

periodic

y
zero gradient at bottom
zero gradient at top
no slip at bottom (𝒖𝒖𝐸𝐸 = 0)
zero gradient at top
zero gradient at bottom
constant at top (𝑝𝑝 = 0)
zero gradient at bottom
constant at top (𝑐𝑐𝑆𝑆 = 𝑐𝑐0 )

z
periodic in 3D
periodic in 3D
periodic in 3D
periodic in 3D

Following Cogan and Keener (2004), a small diffusion term was added to equation
(3-2) and the domain of integration was extended to the entire computational domain by
assuming a tiny minimum value 𝛼𝛼𝐸𝐸,𝑚𝑚𝑚𝑚𝑚𝑚 of 𝛼𝛼𝐸𝐸 , giving the governing equation for 𝛼𝛼𝐸𝐸 as
𝜕𝜕𝛼𝛼𝐸𝐸
𝜕𝜕𝜕𝜕

+ ∇ ⋅ (𝛼𝛼𝐸𝐸 𝐮𝐮E ) = 𝑚𝑚̇𝐸𝐸 + 𝐷𝐷𝐸𝐸 ∇2 𝛼𝛼𝐸𝐸 ,
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(3-16)

where 𝐷𝐷𝐸𝐸 is a small dimensionless EPS diffusion coefficient. This equation was solved

using the Crank-Nicolson method for the diffusive term and second-order upwind
differencing for the convective term. Since 𝛼𝛼𝑊𝑊 was computed from the constraint equation
(3-5) and 𝛼𝛼𝐵𝐵 was computed from the discrete computation together with the
homogenization procedure described in Section 3.2.3, it was necessary to introduce an
upper limit on 𝛼𝛼𝐸𝐸 to ensure that all of the concentration values remained positive.

Specifically, a maximum value 𝛼𝛼𝐸𝐸,𝑚𝑚𝑚𝑚𝑚𝑚 at each point was specified as a fraction of the
available pore volume, or

𝛼𝛼𝐸𝐸,𝑚𝑚𝑎𝑎𝑥𝑥 = 𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 (1 − 𝛼𝛼𝐵𝐵 ),

(3-17)

where in our computations 𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 = 0.9.
3.2.2

Discrete Equations

Cell Mechanics
Bacteria absorb substrate and water both to support their growth and to produce
EPS. During this process, they push their neighbors outward to obtain space to grow and
interact with EPS through the fluid drag force and the lubrication force, where the latter is
related to the thin squeeze-film fluid layer between nearby particles. We use a discrete
element model to solve the particle momentum equation for the velocity 𝐔𝐔𝐵𝐵 of individual

bacterial cells, which are treated as discrete particles in the computation. Due to the very
low values of EPS Reynolds and Stokes numbers for the biofilm growth processes under
consideration, the inertia of the bacterial cell is negligible. Similarly, the very high values
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of EPS viscosity cause the EPS forces on the bacterial cells to be many orders of magnitude
greater than water forces on bacteria, and so the latter is neglected. The particle momentum
reduces to a balance between fluid-induced forces from the EPS (𝐅𝐅BE ) and collision forces

between different bacterial cells and between bacteria and the wall (𝐅𝐅BB ), such that

(3-18)

𝐅𝐅BE + 𝐅𝐅BB = 0.

In the subsequent equations in this section, forces, lengths, velocities and mass
source rates are nondimensionalized by 𝑚𝑚𝑈𝑈 2 /𝐿𝐿, L, U and 𝜌𝜌𝐿𝐿2 𝑈𝑈, respectively, where L and

U are fluid length and velocity scales defined previously and the nominal bacterial cell

3
mass 𝑚𝑚 = (𝜋𝜋/6)𝜌𝜌𝑑𝑑𝐵𝐵0
is a function of the nominal cell diameter 𝑑𝑑𝐵𝐵0 . The time-dependent

dimensionless cell diameter is denoted 𝐷𝐷𝐵𝐵 (𝑡𝑡) ≡ 𝑑𝑑𝐵𝐵 (𝑡𝑡)/𝐿𝐿, and the dimensionless nominal
cell diameter is 𝐷𝐷𝐵𝐵0 ≡ 𝑑𝑑𝐵𝐵0 /𝐿𝐿.

The EPS-induced forces are dominated by the drag force and the lubrication force.

The dimensionless drag force is given by an extension of Stokes law for drag on a spherical
particle as
𝐅𝐅BE = −

1

St 𝐸𝐸

�

𝐷𝐷𝐵𝐵 (𝑡𝑡)
𝐷𝐷𝐵𝐵0

� (𝐔𝐔B − 𝐔𝐔E )𝑓𝑓,

where the EPS Stokes number is defined by St 𝐸𝐸 =

2
𝜌𝜌𝑑𝑑𝐵𝐵0
𝑈𝑈

18𝜇𝜇𝐸𝐸 𝐿𝐿

(3-19)

. In equation (3-19), 𝑈𝑈𝐸𝐸 is the EPS

velocity field evaluated at the cell centroid position. The friction factor 𝑓𝑓 is used to account
for the effect on drag of crowding by neighboring bacterial cells, and it is given for low
particle Reynolds number by (Wen & Yu 1966)
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𝑓𝑓 = (1 − 𝛼𝛼𝐵𝐵 )−2.7 .

(3-20)

A second fluid force acting on cells that are sufficiently close to each other is the
lubrication force (sometimes called the squeeze-film force). The classical lubrication force
between two nearby rigid spheres (Davis et al. 1986; Joseph et al. 2001; Marshall 2011;
Yang & Hunt 2006) can be written in dimensionless form as
𝐅𝐅L (𝑡𝑡) = −

2
𝐷𝐷𝐵𝐵
(𝑡𝑡)

ℎ̇

� � 𝐧𝐧,

8St 𝐸𝐸 𝐷𝐷𝐵𝐵0 ℎ

(3-21)

where ℎ is the distance between the surfaces of two nearby particles and ℎ̇ ≡ 𝑑𝑑ℎ/𝑑𝑑𝑑𝑑

(nondimensionalized by L and U, respectively). In this equation, 𝑛𝑛 = (𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖 )/|𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖 |
is the unit normal vector oriented along the line connecting the centers of two nearby

particles, with center locations 𝒙𝒙𝑖𝑖 and 𝒙𝒙𝑗𝑗 , This expression was extended to account for the

flow generated by bacterial growth and EPS production. A small term 𝛿𝛿 was also added to

the distance h in the denominator of equation (3-21) to regularize the singularity as two
particles approach each other (i.e., as ℎ → 0). This regularization term is associated with

the fact that the bacterial cells will deform slightly as they approach each other. A detailed
study of the elastic-hydrodynamic interaction during collision of two spheres was reported
by Davis at al. (1986), who demonstrated that the minimum gap distance between two
identical colliding spheres of diameter 𝑑𝑑𝐵𝐵 , elastic modulus 𝐸𝐸𝐵𝐵 , and Poisson ratio 𝜎𝜎𝐵𝐵 is of

order 𝑥𝑥1 over a wide range of particle parameters, where
𝑥𝑥1 = �

1−𝜎𝜎 2

4𝜋𝜋𝐸𝐸𝐵𝐵

3/2

2/5

𝑑𝑑𝐵𝐵 𝑣𝑣0 �
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,

(3-22)

where 𝑣𝑣0 is the nominal collision velocity. We select 𝛿𝛿 = 0.5𝑥𝑥1 /𝐿𝐿 based on Davis et al.
(1986) computational results. The resulting modified lubrication equation is
𝐅𝐅L (𝑡𝑡) = −

2
𝐷𝐷𝐵𝐵

8St 𝐸𝐸 𝐷𝐷𝐵𝐵0

ℎ̇ +𝑈𝑈𝐿𝐿𝐿𝐿 +𝑈𝑈𝐿𝐿𝐿𝐿

�

ℎ+𝛿𝛿

(3-23)

� 𝒏𝒏,

where the dimensionless EPS velocity magnitudes, 𝑈𝑈𝐿𝐿𝐿𝐿 and 𝑈𝑈𝐿𝐿𝐿𝐿 , generated by the
dimensionless mass source rates 𝑀𝑀̇𝐵𝐵 and 𝑀𝑀̇𝐸𝐸 can be written as
𝑈𝑈𝐿𝐿𝐿𝐿 =

𝑀𝑀̇𝐵𝐵

2
𝜋𝜋𝐷𝐷𝐵𝐵

,

𝑈𝑈𝐿𝐿𝐿𝐿 =

𝑀𝑀̇𝐸𝐸

2
𝜋𝜋𝐷𝐷𝐵𝐵

.

(3-24)

While lubrication force is often neglected in other biofilm simulation models, we
show in Section 3.3 that it plays a particularly important role in governing bacterial colony
formation and structure. Other EPS-induced forces include the pressure gradient and stressgradient forces, the added mass force, and the force due to production of EPS by the
particles. However, all of these forces are of a similar order of magnitude to the particle
inertia, which is negligible for the scaling involved in biofilm growth processes. Similarly,
the Reynolds number of biofilm motion is small, so the scaling analysis of Marshall and Li
(2014) indicates that the particle lift force and the Bassett history force are also negligible
for this application.
The force 𝐅𝐅BB between two colliding bacterial cells is given by
𝐅𝐅BB = −𝐹𝐹𝑛𝑛 𝐧𝐧.

We define a dimensionless effective radius 𝑅𝑅 and elastic modulus 𝜀𝜀 by
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(3-25)

1

𝑅𝑅

=

𝐿𝐿

𝑟𝑟𝑖𝑖

𝐿𝐿

+ ,
𝑟𝑟𝑗𝑗

1
𝜀𝜀

=

3
𝜋𝜋𝜋𝜋𝐷𝐷𝐵𝐵0
𝑈𝑈 2 1−𝜎𝜎𝑖𝑖2

8

�

𝐸𝐸𝑖𝑖

+

1−𝜎𝜎𝑗𝑗2
𝐸𝐸𝑗𝑗

�

,(3-26)

where 𝑟𝑟𝑖𝑖 and 𝑟𝑟𝑗𝑗 are radii, 𝐸𝐸𝑖𝑖 and 𝐸𝐸𝑗𝑗 are Young’s moduli and 𝜎𝜎𝑖𝑖 and 𝜎𝜎𝑗𝑗 are Poisson’s ratios

of two colliding particles i and j. The normal elastic force between two colliding particles
is given by Hertz theory (Hertz 1882) as
𝐹𝐹𝑛𝑛 = 𝜀𝜀

𝑎𝑎3
𝑅𝑅

3/2

= 𝜀𝜀𝑅𝑅1/2 𝛿𝛿𝑁𝑁 .

(3-27)

The dimensionless contact region radius 𝑎𝑎(𝑡𝑡) can be written in terms of the normal

particle overlap 𝛿𝛿𝑁𝑁 = (𝑟𝑟𝑖𝑖 + 𝑟𝑟𝑗𝑗 − �𝒙𝒙𝑖𝑖 − 𝒙𝒙𝑗𝑗 �)/𝐿𝐿 as 𝑎𝑎 = �𝑅𝑅𝛿𝛿𝑁𝑁 . A number of other contact

forces and torques are also present, including resistance to sliding, rolling and twisting

motions and normal damping force. We have repeated the computations presented in this
paper including these various terms (as given in detail by Marshall and Li (2014)), but the
predicted flow for the scaling typical of biofilm flows yield almost no difference with
simple computations including only the Hertz contact force.
Of course, bacterial cells also experience adhesive forces of different types. Like
all particles, they are subject to van der Waals, steric and electrostatic forces as they move
close to each other. However, bacterial adhesion is also affected by large-scale proteins
attached to the bacteria cell membrane and small hair-like appendages (e.g., pili, flagella)
extending outward from the cell membrane (Garrett et al. 2008; Hori & Matsumoto 2010;
Katsikogianni et al. 2004). Bacterial adhesion is of paramount importance in the early
stages of biofilm development, as bacteria are initially colonizing a surface. While many
models for the later stages of biofilm growth neglect adhesion, several recent studies
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suggest that bacterial adhesion may continue to play an important role throughout the
biofilm growth cycle (Kragh et al. 2016; Melaugh et al. 2016). Because of the complexity
of modeling bacterial adhesion forces and in order to obtain baseline information on our
model without adhesion, we postpone examination of adhesive effects in the current hybrid
model until a future study.
We note that a large number of bacteria ‘shoving’ algorithms have been utilized in
the literature for individual-based models of bacterial biofilms (Lardon et al. 2011). Since
bacteria rebound with effectively zero restitution coefficient, we see little difference
between the physically based Hertz algorithm (Hertz 1882) and more ad hoc bacteria
shoving algorithms for non-adhesive particles. In the absence of other forces, all such
‘shoving’ approaches simply serve to separate the bacteria so that they no longer overlap.
However, this statement would no longer be true if adhesive forces where included, since
in such cases the bacteria cell deformation and the adhesive contact force are intricately
linked, as are effects such as rolling resistance of the bacteria (Marshall 2009).

Cell Growth and Division
The bacterial cells grow by producing new cell mass at a rate 𝑀𝑀̇𝐵𝐵 and

simultaneously produce EPS at a rate 𝑀𝑀̇𝐸𝐸 , where both are nondimensionalized by 𝜌𝜌𝐿𝐿2 𝑈𝑈.

For simplicity, in the current paper we consider spherical particles, although the model
presented here has also been implemented for the more general case of rod-like elongated
particles. Bacterial growth leads to increase in particle diameter 𝐷𝐷𝐵𝐵 (𝑡𝑡) in accordance with
𝑑𝑑

𝑑𝑑𝑑𝑑

𝐷𝐷𝐵𝐵 (𝑡𝑡) =

2

2
𝜋𝜋𝐷𝐷𝐵𝐵
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𝑀𝑀̇𝐵𝐵 ,

(3-28)

The current computations were performed using a simple Monod model, which
relates the particle and EPS growth rate to the substrate concentration as (Horn et al. 2001;
Monod 1949)
𝑀𝑀̇𝐵𝐵 = 𝑀𝑀̇𝐵𝐵0 �

𝑐𝑐𝑆𝑆

𝐾𝐾𝑆𝑆 +𝑐𝑐𝑆𝑆

𝑀𝑀̇𝐸𝐸 = 𝑀𝑀̇𝐸𝐸0 �

�,

𝑐𝑐𝑆𝑆

𝐾𝐾𝑆𝑆 +𝑐𝑐𝑆𝑆

�

,(3-29)

where 𝐾𝐾𝑆𝑆 is the half-saturation constant and 𝑀𝑀̇𝐵𝐵0 and 𝑀𝑀̇𝐸𝐸0 are the maximum growth rate
of bacteria and EPS. Reference ranges for these coefficients were recorded for different

bacterial species by Picioreanu et al. (1998b) and Melaugh et al. (2016). Alpkvist and
Klapper (2007a,b) extended this model to consider growth rate dependent on multiple
nutrients. Chopp et al. (2002) and Frederick et al. (2011) examined the effect of quorum
sensing on cell and EPS growth rates.
In order for bacterial cells to grow and produce EPS, they must consume substrate
and water, such that the substrate mass source 𝑀𝑀̇𝑆𝑆 and water mass source 𝑀𝑀̇𝑊𝑊 for a cell are
generally negative. A prescribed ‘yield coefficient’ 𝑌𝑌𝐵𝐵𝐵𝐵 was defined by Melaugh et al.

(2016) and Picioreanu et al. (1998b) as the amount of substrate required to produce one
unit of biomaterial (EPS or bacteria mass), or
𝑌𝑌𝐵𝐵𝐵𝐵 =

(−𝑀𝑀̇𝑆𝑆 )
.
𝑀𝑀̇𝐵𝐵 +𝑀𝑀̇𝐸𝐸

(3-30)

The ratio 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 can be approximated by observing the relative mass of bacterial

cells to EPS in biofilms, which based on data from Flemming and Wingender (2010) and
Costerton et al. (1987) ranges approximately from 1 to 9 for typical biofilms. The water
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mass source rate associated with the bacterial cell, 𝑀𝑀̇𝑊𝑊 , is given by the mass conservation
law

𝑀𝑀̇𝑊𝑊 + 𝑀𝑀̇𝑆𝑆 + 𝑀𝑀̇𝐵𝐵 + 𝑀𝑀̇𝐸𝐸 = 0.

(3-31)

𝑀𝑀̇𝑆𝑆 = −𝑌𝑌𝐵𝐵𝐵𝐵 𝑀𝑀̇𝐵𝐵 − 𝑌𝑌𝐵𝐵𝐵𝐵 𝑀𝑀̇𝐸𝐸 , 𝑀𝑀̇𝑊𝑊 = (𝑌𝑌𝐵𝐵𝐵𝐵 − 1)𝑀𝑀̇𝐵𝐵 + (𝑌𝑌𝐵𝐵𝐵𝐵 − 1)𝑀𝑀̇𝐸𝐸 .

(3-32)

Substituting 𝑌𝑌𝐵𝐵𝐵𝐵 into equation (3-31), we can solve for 𝑀𝑀̇𝑊𝑊 and 𝑀𝑀̇𝑆𝑆 as

Since bacterial growth and EPS production remove water from the system, we
temporarily set two feedbacks for 𝑀𝑀̇𝐸𝐸 and 𝑀𝑀̇𝐵𝐵 to avoid zero water concentration at local

area. First, when the EPS concentrations at the neighboring grid points of a given bacterial
cell are close to the maximum 𝛼𝛼𝐸𝐸,𝑚𝑚𝑚𝑚𝑚𝑚 , given by equation (3-17), the rate of EPS production
𝑀𝑀̇𝐸𝐸 at that cell is set to zero. Second, the bacterial growth rate 𝑀𝑀̇𝐵𝐵 is also set to be zero if

local water concentration 𝛼𝛼𝑊𝑊 decreases below a critical value 𝛼𝛼𝑊𝑊,𝑚𝑚𝑚𝑚𝑚𝑚 = 0.01.

When a cell grows to such an extent that its diameter exceeds a critical value 𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ,

it is divided to create two offspring cells with diameters 𝑑𝑑1 and 𝑑𝑑2 . The offspring bacteria

diameters are selected to ensure mass conservation during division in accordance with the
equations
1+𝜁𝜁 1/3

𝑑𝑑1 = 𝑑𝑑𝑃𝑃 �

2

�

,

1−𝜁𝜁 1/3

𝑑𝑑2 = 𝑑𝑑𝑃𝑃 �

2

�

,

(3-33)

where 𝜁𝜁 is a small random number with uniform distribution over the range (0,𝜁𝜁𝑚𝑚𝑚𝑚𝑚𝑚 ) and
𝑑𝑑𝑃𝑃 is the diameter of the parent cell prior to division. In the current computations, we set
𝜁𝜁𝑚𝑚𝑚𝑚𝑚𝑚 = 0.3. The direction of particle division is defined by the line connecting the centers
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of two offspring cells. These two offspring cells needs more space than the parent cell in
the dividing direction. The dividing direction is taken to be random and each fluid time
step is divided into multiple division time steps. At the beginning of division, two offspring
cells are allowed to overlap and are placed within the space previously occupied by the
parent cell. During each division time step, the offspring cells separate a constant distance
along the dividing direction and push their neighbor cells away through collision force,
until there is no overlap between these two offspring cells. At that point the offspring cells
are ‘released’ and are allowed to evolve in the same way as the other cells. For simplicity,
two connected cells are not allowed to divide simultaneously.

Numerical Solution
The problem of bacteria transport, collision, growth and division is characterized
by widely diverse time scales, ranging from the cell division time scale at the upper end
and the time scale associated with cell collision at the lower end. The time scale of the bulk
fluid flow is related to the bacteria division time, which in turn is related to the time scale
for overall growth of the biofilm. The particle convective time scale is defined as 𝑑𝑑𝐵𝐵 /𝑈𝑈

and is used to resolve the particle response to fluid forces, where U is a fluid velocity scale.

The time scale that characterizes the elastic particle response during particle interaction is
called the collision time scale and is the smallest time scale in the model. To make the
computations efficient, a multiple-time step framework was developed in which different
computational tasks were performed with different frequencies depending on the
corresponding time scales(Marshall 2009). The three time steps are denoted as 𝑑𝑑𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 ,
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𝑑𝑑𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 and 𝑑𝑑𝑡𝑡𝑐𝑐𝑜𝑜𝑙𝑙𝑙𝑙 , where 𝑑𝑑𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑑𝑑𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 /𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 and 𝑑𝑑𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝑑𝑑𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 /𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 . For the

current computations, we set 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 50. The particle boundary conditions are

periodic in the x- and z-directions and wall no-slip boundary conditions in the y-direction.

3.2.3

Coupling Between Discrete and Continuum Models
In evolving the discrete bacterial particles, it is necessary to know the fluid velocity,

the particle concentration, and the substrate concentration at the particle centroid locations.
This information is obtained by interpolation from the continuum grid nodes 𝒚𝒚𝑖𝑖 onto the

particle centroid locations 𝒙𝒙𝑛𝑛 using bilinear interpolation (in 2D) or trilinear interpolation

(in 3D). Higher-order interpolation schemes are sometimes used for simulation of particles

in turbulent flows by discrete element methods, such as the 3rd order B-spline interpolation
procedure of Monaghan (1985), but the low Reynolds number biofilm EPS velocity field
is very smooth, so a linear interpolation procedure is adequate.
It is also necessary to express parameters computed on individual bacterial particles
as a smooth continuum field on the Cartesian grid. This operation is performed using a
homogenization procedure. For instance, in the current computations the bacterial volume
𝑉𝑉𝐵𝐵 , the various source terms 𝑀𝑀̇𝐵𝐵 , 𝑀𝑀̇𝐸𝐸 and 𝑀𝑀̇𝑆𝑆 , and the inter-phase force 𝐅𝐅𝐵𝐵𝐵𝐵 are all

computed on the discrete particles, and a homogenization procedure is necessary to
compute the values on the grid nodes of the corresponding continuum particle
concentration field 𝛼𝛼𝐵𝐵 , mass source fields per unit volume 𝑚𝑚̇𝐵𝐵 , 𝑚𝑚̇𝐸𝐸 and 𝑚𝑚̇𝑆𝑆 , and inter-

phase body force per unit mass 𝐟𝐟𝐵𝐵𝐵𝐵 . The mass source field for water, 𝑚𝑚̇𝑊𝑊 , is then computed
on the grid using the identity equation (3-6). A comparison of five different
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homogenization procedures was given by Marshall and Sala (2013), which were tested for
particle concentration computation. The current computations use the so-called
conservative blob homogenization procedure proposed by Marshall and Sala (2013), in
which the contribution to the continuous field 𝑐𝑐(𝐱𝐱, 𝑡𝑡) from each particle is distributed as a

localized smooth distribution (a ‘blob’) around the particle center location. This
distribution is determined by the weighting function 𝑓𝑓(𝐱𝐱 − 𝐱𝐱𝑛𝑛 , 𝑅𝑅𝑛𝑛 ), where 𝑅𝑅𝑛𝑛 is a length

scale called the blob radius and the integral of 𝑓𝑓 over all space equals unity. A common
choice for 𝑓𝑓 is a Gaussian function of the form
𝑓𝑓(𝐱𝐱 − 𝐱𝐱 𝑛𝑛 , 𝑅𝑅𝑛𝑛 ) =

2

3
3𝜋𝜋𝑅𝑅𝑛𝑛

𝑒𝑒𝑒𝑒𝑒𝑒[ − |𝐱𝐱 − 𝐱𝐱 𝑛𝑛 |2 /𝑅𝑅𝑛𝑛2 ].

(3-34)

The continuous field 𝑐𝑐(𝑥𝑥, 𝑡𝑡) at a point x is obtained by summing over the nearby

blobs as

𝑐𝑐(𝐱𝐱, 𝑡𝑡) = ∑𝑛𝑛𝑖𝑖=1 𝐴𝐴𝑛𝑛 𝑓𝑓(𝐱𝐱 − 𝐱𝐱 𝑛𝑛 , 𝑅𝑅𝑛𝑛 ),

(3-35)

where 𝐴𝐴𝑛𝑛 denotes the blob amplitude. For the so-called concentration blob homogenization

method, the blob amplitude 𝐴𝐴𝑛𝑛 is set equal to the volume of particle n. The resulting

homogenization procedure is exactly conservative, meaning that the exact integral of

𝑐𝑐(𝐱𝐱, 𝑡𝑡) over the computational grid is equal to the sum of the volume of all particles in the

flow. By contrast, the conservative blob method is made discretely conservative by setting
the blob amplitude 𝐴𝐴𝑛𝑛 as
𝐴𝐴𝑛𝑛 =

𝑃𝑃𝑛𝑛
𝑁𝑁𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔
𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ∑𝑖𝑖=1 𝑓𝑓(𝐲𝐲i −𝐱𝐱 𝑛𝑛 ,𝑅𝑅𝑛𝑛 )

,

(3-36)
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where 𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 denotes the grid cell volume and (for particle concentration calculation) 𝑃𝑃𝑛𝑛

denotes the volume of the nth particle. For the conservative blob method, a numerical
approximation of the integral of 𝑐𝑐(𝐱𝐱, 𝑡𝑡) over the computational grid using the trapezoidal
method is equal to the sum of the volume of all particles in the flow.

3.3. Two-Dimensional Flow Computations for a Typical Case
A listing of the range of typical parameter values for biofilms is given in Table 3-2,
along with the nominal value used for the current simulations. Computations were initiated
by placing a single bacterial cell at the bottom surface of a 1 × 1 square computational

domain, with initially uniform value of the dimensionless substrate concentration 𝑐𝑐𝑆𝑆 =

𝑐𝑐𝑆𝑆,0 = 10−4 . The continuum fields were discretized using a 128 × 128 Cartesian grid, and

the concentration blob size was set to 𝑅𝑅𝑛𝑛 = 2𝛥𝛥𝛥𝛥. A variable time step was used to speed
up the computation, with a maximum value of the Courant-Friedrichs-Lewy (CFL) number
of 0.75.
Table 3-2. Values of physical parameters for biofilms, including ‘typical value’ used in our
computations, range of observed values, units and references.

Typical
Value

Range

Unit

Bacteria cell diameter, 𝑑𝑑𝐵𝐵

0.5

0.1-2

μm

Biofilm thickness, L

100

20~200

μm

3

1~10

hr

Parameter
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Reference
Pavasant et al. (1996)
Bott & Pinheiro
(1977)
Valladares et
al.(2014)
-

Bacteria reproduction time,
T
103

-

kg/m3

-

10-3

-

Pa⋅s

-

EPS viscosity, 𝜇𝜇𝐸𝐸

104

102~107

Pa⋅s

Shaw et al.(2004)

Interaction coefficient, 𝛷𝛷

1012

1011~1014

Pa⋅s/m2

103

4300

N/m2

Bacteria/water/EPS density,
𝜌𝜌
Water viscosity, 𝜇𝜇𝑊𝑊

Osmotic pressure factor, 𝛤𝛤
in
2
𝜓𝜓(𝛼𝛼𝐸𝐸 ) = 𝛤𝛤𝛼𝛼𝐸𝐸 (𝛼𝛼𝐸𝐸 − 𝛼𝛼𝐸𝐸,𝑟𝑟𝑟𝑟𝑟𝑟 )
Chemical diffusion
coefficient, 𝐷𝐷𝑆𝑆

Maximum growth rate, 𝑀𝑀𝐵𝐵,0
Monod saturation constant,
𝐾𝐾𝑆𝑆

Maximum concentration of
substrate, 𝐶𝐶0
Growth yield coefficient,
𝑌𝑌𝐵𝐵𝐵𝐵

Bacteria elastic modulus, EB

100

50~400

μm2/s
hr-1

1/T
10-4

10-5~10-3

kg/m3

10-1

10-3~10-2

kg/m3

0.1

0.045~0.
44

-

103

10~105

N/m2
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Seminara et al.(2012)
Winstanley et
al.(2011)
Wolgemuth et
al.(2004)
Roose & Fowler
(2008)
Cogan &
Keener.(2004)
Stewart(2003)
Peulen & Wilkinson
(2011)
Zhang et al.(2011)
Picioreanu et
al.(1998a,b)
Wanner &
Gujer(1986)
Alpkvist & Klapper
(2007a)
Cogan &
Keener(2004)
Picioreanu et
al.(2000a,b)
Picioreanu et
al.(1998a,b)
Melaugh et al.(2016)
Paramonova et
al.(2009)
Lau et al.(2009)

Flow sensitivity to grid resolution was examined by comparing computational
results for a 128 × 128 grid with those for a 64 × 64 grid. The results were found to be

nearly identical. Sensitivity to the size of the concentration blob used in the
homogenization process was also examined by comparing results of computations with

both larger and smaller values (𝑅𝑅𝑛𝑛 = 𝛥𝛥𝛥𝛥 , 2𝛥𝛥𝛥𝛥 , and 3𝛥𝛥𝛥𝛥 ). The two cases with larger

concentration blob sizes gave nearly identical results. If the concentration blobs become
too small, as was the case with 𝑅𝑅𝑛𝑛 = 𝛥𝛥𝛥𝛥, the concentration field becomes noisy, with small
spots of high concentration surrounding each particle. In general, it is necessary to select

concentration blob size to yield a smooth concentration field between particles while still
resolving the overall concentration field.
Table 3-3 Parameter values for different computational cases examined.

Case

2D or 3D

A-1
A-2
A-3
A-4
A-5
A-6
A-7
A-8
B-1

2D
2D
2D
2D
2D
2D
2D
2D
3D

Lubrication
Force?
Yes
No
Yes
Yes
Yes
Yes
Yes
Yes
Yes

𝑴𝑴̇𝑬𝑬 /𝑴𝑴̇𝑩𝑩
2.5
2.5
1.0
4.0
2.5
2.5
2.5
2.5
2.5

𝒀𝒀𝑩𝑩𝑩𝑩
0.1
0.1
0.1
0.1
0.5
0.9
0.1
0.1
0.1

𝜱𝜱𝑹𝑹𝑹𝑹𝑬𝑬
1
1
1
1
1
1
0
10
1

The listing of parameter values for the different computational cases examined is
given in Table 3-3. A typical case is described by case A-1, in which parameter values of
motivated from the experimental values listed in Table 3-2 and all of the relevant terms in
evolution of the biofilm are included. The development of a bacterial colony with time for
this typical case is shown in Figure 3-1, which shows contour plots of the bacterial
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concentration 𝛼𝛼𝐵𝐵 , the EPS concentration 𝛼𝛼𝐸𝐸 and the substrate concentration 𝑐𝑐𝑆𝑆 at three

different times during the computation. Substrates and water are consumed by the bacteria,
both to grow and to produce EPS. The bacterial colony has a tree-like structure, with denser
concentration near the bottom and more disperse concentration in the upper region. The
EPS is found throughout the bacterial colony, but it also is transported both by the EPS
velocity field and via diffusion to a region surrounding the bacterial colony. The substrate
is consumed by bacterial growth and EPS production, and so it develops a decreased value
inside the bacterial colony that is slowly replenished by substrate diffusion through the
biofilm.
A useful method for evaluation of computational accuracy is to compare
conservation of EPS using two different integral approaches. In the first approach, the EPS
production rate 𝑚𝑚̇𝐸𝐸 is integrated over time and over volume since the start of the

computation to obtain an estimate 𝑀𝑀𝐸𝐸𝐸𝐸𝐸𝐸,𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 for the total dimensionless mass of EPS

present at a given time t. In the second approach, an estimate 𝑀𝑀𝐸𝐸𝐸𝐸𝐸𝐸,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 of the total
dimensionless EPS mass is determined by integrating the concentration 𝛼𝛼𝐸𝐸 over volume at
a given time t. These two estimates can be represented mathematically as shown below:
𝑡𝑡

𝑀𝑀𝐸𝐸𝐸𝐸𝐸𝐸,𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑡𝑡) = ∫0 ∫𝑉𝑉 𝑚𝑚̇𝐸𝐸 (𝐱𝐱, 𝜏𝜏)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,
𝑀𝑀𝐸𝐸𝐸𝐸𝐸𝐸,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 (𝑡𝑡) = ∫𝑉𝑉 𝛼𝛼𝐸𝐸 (𝐱𝐱, 𝑡𝑡)𝑑𝑑𝑑𝑑 .

(3-37)
(3-38)

These two estimates are compared as a function of time in Figure 3-2 for the
computation for case A-1. The two estimates exhibit excellent agreement, with maximum
difference of only about 1.5% at the final time.
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Figure 3-1. Development of bacteria, EPS and substrate concentration fields for case A-1 at times (a)
𝒕𝒕 = 𝟑𝟑, (b) 𝒕𝒕 = 𝟒𝟒. 𝟓𝟓, and (c) 𝒕𝒕 = 𝟔𝟔. Bacterial cells are indicated by circles and the 𝜶𝜶𝑬𝑬 = 𝟎𝟎. 𝟎𝟎𝟎𝟎
concentration iso-surface is indicated by a dashed line.

Figure 3-2. Comparison of the time variation of the two estimates 𝑴𝑴𝑬𝑬𝑬𝑬𝑬𝑬,𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 (solid curve) and
𝑴𝑴𝑬𝑬𝑬𝑬𝑬𝑬,𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 (dashed curve) of the total EPS volume for case A-1.
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Figure 3-3. Plots showing the time variation of EPS velocity, water velocity and pressure for case A-1
at times (a) 𝒕𝒕 = 𝟑𝟑, (b) 𝒕𝒕 = 𝟒𝟒. 𝟓𝟓, and (c) 𝒕𝒕 = 𝟔𝟔. Colors represent water and EPS velocity magnitude,
with flow direction indicated by streamlines.

Bacterial growth and EPS production lead to development of both pressure and EPS
concentration differences in the flow field, where the latter is particularly important due to
its relationship to the osmotic pressure field. These two factors, in turn, lead to generation
of flow fields of both water and EPS. Plots are given in Figure 3-3 showing the time
variation of the pressure field and the EPS and water velocity magnitudes and streamlines.
A region of low pressure develops within the bacterial colony, the gradient of which is
oriented outward from the colony. The pressure gradient is proportional to the difference
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between the EPS and water velocity fields, as indicated in equation (3-15). EPS flows
outward from bacterial colony due both to EPS production within the colony and
displacement of volume by bacterial growth. Water flow patterns are more complex, but it
is found to generally flow inward the bacterial colony. This inward water flow is required
by the bacteria both to grow and produce EPS. The velocity magnitudes increase in time
with growth of the biofilm, and the maximum value of water velocity magnitude is
generally larger than that of the EPS velocity.
The EPS velocity was computed from equation (3-13), in which the Laplacian of
EPS velocity is influenced by four terms on the right-hand side of the equation. These terms
include, in order, effects of pressure gradient, osmotic pressure gradient, interfacial force
between bacteria and EPS, and gradient of the EPS velocity divergence. We note that while
the flow is incompressible, the EPS velocity has nonzero divergence due to EPS production
and to the material time derivative of 𝛼𝛼𝐸𝐸 , as indicated in equation (3-2). We refer to these

as the pressure gradient, osmotic pressure gradient, interfacial force, and velocity
divergence terms, respectively. Comparing the values of these terms for the computation
shown in Figure 3-1, we find that the interfacial force term 𝐅𝐅BE and the pressure gradient

term are negligible in this equation. However, pressure gradient plays an essential role in
determination of the water velocity from equation (3-15). The EPS velocity is determined
by a balance of the viscous shear term with the two remaining terms – osmotic pressure
gradient and velocity divergence – which are found to have opposing effects on the flow
field. In general, the osmotic pressure gradient pushes the EPS outward, with a resulting
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outward drag force on the bacteria. By contrast, the velocity divergence term acts to
compact the bacterial colony and inhibits outward motion.

Figure 3-4. Plot showing the EPS concentration and EPS production rate for computations (a) with
no lubrication force and (b) with lubrication force. For both computations, the results are plotted at
time 𝒕𝒕 = 𝟔𝟔 and all other parameters are the same.

The local pore space between bacterial cells is sensitive to two factors – the outward

motion caused by the production of EPS and the inward transport of water and substrate
necessary to provide the materials required for bacterial growth and EPS production. Cell
growth and EPS production both cause the cells to act as small mass sources, which
increases the lubrication force between nearby cells and ultimately increases the pore space
between cells. A comparison illustrating the effect of lubrication force is shown in Figure
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3-4, showing the results of two computations where one is a case with lubrication force
(the typical case A-1 shown previously) and the other is the same computation performed
with no lubrication force (case A-2). All other parameters are the same between the two
computations, and the results in Figure 3-4 are plotted at the same time. With no lubrication
force, production of EPS occurs primarily along the outer region of the bacterial colony.
By contrast, in the presence of lubrication force the cells are pushed apart sufficiently to
allow free transport of water and substrate into the bacterial colony, and the bacterial
colony forms a loose tree-like structure. Rapid EPS production rate leads to a high
lubrication force between neighboring particles, thus further separating the particles and
allowing space for water and substrates to be transported into the bacterial colony. Weak
EPS production rate is associated with low lubrication force, smaller pore spacing, and
slower inward transport of water and substrate.

3.4. Effects of Variation of Physical Parameters
There are three dimensionless parameters that have significant effect on the biofilm
structure - (a) the ratio 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 of EPS production rate to growth rate of bacteria, (b) the
yield coefficient 𝑌𝑌𝐵𝐵𝐵𝐵 , and (c) the product 𝛷𝛷𝑅𝑅𝑅𝑅𝐸𝐸 of the dimensionless EPS-water interaction
coefficient with the EPS Reynolds number.
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Figure 3-5. Contour plots of EPS concentration and EPS production rate at time 𝒕𝒕 = 𝟓𝟓. 𝟓𝟓 for cases
with (a) 𝑴𝑴̇𝑬𝑬 /𝑴𝑴̇𝑩𝑩 = 𝟏𝟏 (case A-3), (b) 𝑴𝑴̇𝑬𝑬 /𝑴𝑴̇𝑩𝑩 = 𝟐𝟐. 𝟓𝟓 (case A-1), and (c) 𝑴𝑴̇𝑬𝑬 /𝑴𝑴̇𝑩𝑩 = 𝟒𝟒 (case A-4).

The ratio 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 plays a key role in determining biofilm structure since it sets the

relative amounts of EPS and bacteria produced. When this ratio is small, the EPS

production rate and the resulting EPS velocity magnitude are weak, so that bacterial growth
dominates the biofilm development. Under this condition, lubrication force is relatively
small and the bacteria will form a tightly-packed cluster, as shown in Figure 3-5a for a case
with 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 = 1. There is little pore space available inside this cluster for EPS, so the new

EPS generation occurs primarily along the outer boundary of the cluster. By contrast, for

large values of 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 , most of the water and substrate are used to generate EPS. This

condition results in relatively large EPS velocity magnitudes and large lubrication force
between the bacterial cells, with the result that bacteria rarely collide with each other. For
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high values of this ratio, the bacterial colony therefore has much larger pore spaces and is
dispersed over a much larger region, as shown in Figure 3-5c for a case with 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 = 4.

Results for a case with an intermediate value of this ratio (𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 = 2.5) is shown in

Figure 3-5b, and it is found to have characteristics of both extremes. The bacteria are
mostly dispersed and not touching each other, but there is a region near the bottom center
of the colony with more tightly packed bacterial cells.

Figure 3-6. Contour plots of EPS concentration and EPS production rate at time 𝒕𝒕 = 𝟔𝟔 for cases with
(a) 𝒀𝒀𝑩𝑩𝑩𝑩 = 𝟎𝟎. 𝟗𝟗 (case A-6), (b) 𝒀𝒀𝑩𝑩𝑩𝑩 = 𝟎𝟎. 𝟓𝟓 (case A-5), and (c) 𝒀𝒀𝑩𝑩𝑩𝑩 = 𝟎𝟎. 𝟏𝟏 (case A-1).

65

The yield coefficient 𝑌𝑌𝐵𝐵𝐵𝐵 , defined by equation (3-30), influences the speed of

biofilm development since it specifies the rate of substrate consumption necessary to
sustain a given rate of biomass (bacteria and EPS) production. The larger 𝑌𝑌𝐵𝐵𝐵𝐵 , the less

biomaterial will be produced from the amount of substrate, and hence the slower the
biofilm will grow in time. Figure 3-6 shows results for EPS concentration, substrate
concentration, and EPS production rate for cases with values of 𝑌𝑌𝐵𝐵𝐵𝐵 of 0.9, 0.5 and 0.1. For

the cases with both 𝑌𝑌𝐵𝐵𝐵𝐵 = 0.5 and 0.9, the bacterial growth and EPS production are limited

primarily by the amount of available substrate. The substrate concentration is
correspondingly small within the bacterial colony, and the majority of bacterial growth and
EPS production occurs at the very top of the colony and along the colony boundary on the

two sides. When 𝑌𝑌𝐵𝐵𝐵𝐵 = 0.9, the entire colony is in a region of low substrate concentration,
and biofilm growth is corresponding very slow. For 𝑌𝑌𝐵𝐵𝐵𝐵 = 0.5, the bacteria near the top of

the colony are in a region of somewhat higher substrate concentration, which allows greater

upward bacterial growth and development of a region of higher EPS concentration near the
colony top. The magnitude of inward water velocity and outward EPS velocity are similar
for this latter case. When 𝑌𝑌𝐵𝐵𝐵𝐵 = 0.1, the growth of the bacteria and EPS production are

limited more by availability of water than by substrate, and as a consequence the substrate
concentration never becomes very low within the bacterial colony. The EPS is produced
throughout the colony for this latter case, and the growth rate of bacteria and EPS
production rate are much greater than for the other cases examined. Aside from the issue
of rate of growth, however, we note that the bacterial colony maintains a similar structural
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form for all of the different values of 𝑌𝑌𝐵𝐵𝐵𝐵 examined, with similar bacteria concentration
within the colony.

Figure 3-7. Contour plots of EPS concentration and EPS production rate at time 𝒕𝒕 = 𝟒𝟒. 𝟔𝟔 for cases
with (a) 𝚽𝚽 𝐑𝐑𝐑𝐑𝐄𝐄 = 𝟎𝟎 (case A-7), (b) 𝚽𝚽 𝐑𝐑𝐑𝐑𝐄𝐄 = 𝟏𝟏 (case A-1), and (c) 𝚽𝚽 𝐑𝐑𝐑𝐑𝐄𝐄 = 𝟏𝟏𝟏𝟏 (case A-8).

A third physical parameter that has a significant influence on the flow field is the

product 𝛷𝛷𝑅𝑅𝑅𝑅𝐸𝐸 of the water-EPS interaction force coefficient 𝛷𝛷 and the EPS Reynolds

number 𝑅𝑅𝑅𝑅𝐸𝐸 . Since we have shown in Section 3.2.1 that both the bacteria-EPS interaction
force and the pressure gradient terms in equation (3-13) are negligible, the product 𝛷𝛷𝑅𝑅𝑅𝑅𝐸𝐸

can be combined with the coefficient of the osmotic pressure gradient. Plots are given in
Figure 3-7 showing the EPS concentration and EPS production rate for values of 𝛷𝛷𝑅𝑅𝑅𝑅𝐸𝐸 of

0, 1 and 10. The case with 𝛷𝛷 𝑅𝑅𝑅𝑅𝐸𝐸 = 0 corresponds to a situation with no osmotic pressure,

and the right-hand side of equation (3-13) is controlled by the velocity divergence term. In
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this case, the bacterial colony forms a densely packed structure with approximately semicircular shape. EPS production occurs mostly along the outer surface of the bacterial
colony (Figure 3-7a). As 𝛷𝛷𝑅𝑅𝑅𝑅𝐸𝐸 is increased, the osmotic pressure gradient term in equation

(3-13) increases, which in term increases the flow rate of EPS generated by a given EPS

concentration gradient. The large EPS velocity causes the bacteria within the colony to
break apart from each other and disperse more rapidly through the flow field. For moderate
values of this product (such as 𝛷𝛷 𝑅𝑅𝑅𝑅𝐸𝐸 = 1 in Figure 3-7b), a cohesive bacterial colony is

formed but with bacteria that are somewhat separated from each other, as described in the
‘typical case’ examined in Section 3.4. For large values of this product (such as
𝛷𝛷 𝑅𝑅𝑅𝑅𝐸𝐸 = 10 in Figure 3-7c) the bacteria become very dispersed within the EPS, but are
observed to form small clusters.

3.5. Three-Dimensional Biofilm Simulation
A three-dimensional computation (case B-1) was performed in a 1 × 1 × 1 cubic

domain with a 1283 grid. The parameter values used are given in Table 3-2. Ten initial seed

bacteria were randomly positioned on the bottom surface. The development of bacterial
colonies with time is shown in Figure 3-8, where each bacterial particle that is an offspring
of a given seed particle is plotted using the same color. The bottom surface color map on
the bottom surface indicated contours of the EPS concentration 𝛼𝛼𝐸𝐸 . In Figure 3-8a, we see

small colonies that develop from the ten seed particles, which are initially isolated from
each other and do not interact significantly. As the colonies grow, the gap between colonies
decreases and EPS generated by the different colonies gradually starts to flow into a film.
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The development of the EPS field with time, starting with small pockets of EPS
surrounding each colony and eventually becoming a homogeneous EPS lay, is shown in
Figure 3-9, which plots the 𝛼𝛼𝐸𝐸 = 0.05 iso-surface of EPS concentration, colored by height

off of the bottom surface. The five times plotted are the same in Figure 3-8 and Figure 3-9,
from which we can see the initially individual growth of bacterial colonies leading to
colony merger and the development of a homogeneous biofilm layer. It is noted that in this
simulation, all bacteria are assumed to be of the same species. Our computational method
can also be used for a wide range of problems involving competition of different types
between different biofilm species.
Figure 3-10 examines the EPS velocity field during merger of two colonies. The
colors in Figure 3-10 represent the x-components of 𝐮𝐮E , where the magnitude of 𝐮𝐮E is
increasing in time during the sequence of images. We see that in Figure 3-10a, both

colonies have a negative 𝑢𝑢𝐸𝐸,𝑥𝑥 on the left and a region with positive 𝑢𝑢𝐸𝐸,𝑥𝑥 on the right,
indicating an overall flow pattern for the EPS velocity similar to that for a point source
positions above a surface. The x-component of velocity in the space in-between the two
colonies decreases with time relative to the velocity magnitude as the colonies grow toward
each other. By the time that the colonies nearly approach each other, the pattern of the xcomponent of 𝒖𝒖𝐸𝐸 looks similar to that of a single bacterial colony.
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Figure 3-8. Results of a three-dimensional computation (Case B-1) showing particles as spheres and
contours of 𝜶𝜶𝑬𝑬 on the surface 𝒚𝒚 = 𝟎𝟎. Spheres plotted with the same color grew from the same seed
particle. Plots are presented at times (a) 𝒕𝒕 =4, (b) 5, (c) 6, (d) 7 and (e) 8.
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Figure 3-9. Plots of the iso-surface 𝜶𝜶𝑬𝑬 = 𝟎𝟎. 𝟎𝟎𝟎𝟎 for the three-dimensional run B-1 at times (a) 𝒕𝒕 = 𝟒𝟒,
(b) 5, (c) 6, (d) 7, and (e) 8. The surface has contour lines and colors to indicate the height above the
𝒚𝒚 = 𝟎𝟎 surface, which is indicated by a white square.
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Figure 3-10. Time series examining the variation of the x-component of the EPS velocity 𝒖𝒖𝑬𝑬 as two
colonies grow into each other for case B-1. Images are taken for a vertical slice of thickness 𝜟𝜟𝜟𝜟 = 𝟎𝟎. 𝟏𝟏
of the 3D flow field at times (a) t = 2, (b) 4 and (c) 6.

Figure 3-11. Plot of the homogeneity measure H as a function of time for the EPS velocity 𝒖𝒖𝑬𝑬 (solid
line) and the water velocity 𝒖𝒖𝑾𝑾 (dashed line) for case B-1.

A quantitative measure of biofilm homogeneity can be written as

𝐻𝐻 =

2 +𝑢𝑢2 )𝑑𝑑𝑑𝑑
∫𝑉𝑉(𝑢𝑢𝑥𝑥
𝑧𝑧

2 +𝑢𝑢2 +𝑢𝑢2 )𝑑𝑑𝑑𝑑
∫𝑉𝑉(𝑢𝑢𝑥𝑥
𝑧𝑧
𝑦𝑦

.

(3-39)

In this measure, the velocity components in the numerator are oriented tangent to
wall, whereas the denominator is computed using all three velocity components. This
measure is plotted as a function of time in Figure 3-11 for both the EPS and water
velocities. The values of H for these two velocity fields is approximately constant in time
in the time period when the bacterial colonies are essentially isolated, showing that this
measure is essentially independent of the size of the bacterial colony. The value of H
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decreases significantly for times greater than about 6.7, as the bacterial colonies begin to
merge to create a homogeneous biofilm layer.

Figure 3-12. Plots showing the profile across the biofilm of mean values (solid lines) and root-meansquare values (dashed lines) for the EPS volume fraction and x- and y- velocity components for case
B-1 at times (a) t = 4, (b) 6 and (c) 8.

Biofilm homogenization can also be examined by plotting the time variation of the
profile across the biofilm of the mean and root-mean-square (rms) values for different
variables. These profiles were computed by evaluating the mean and rms values in a series
of 128 layers, where each layer is a grid plane tangent to the x-z plane. Here, the mean and
rms of a quantity 𝜑𝜑 are defined mathematically as
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1

𝜑𝜑̄ (𝑦𝑦, 𝑡𝑡) ≡ ∫𝑆𝑆(𝑦𝑦) 𝜑𝜑(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡)𝑑𝑑𝑑𝑑,
𝐴𝐴
1

(3-40)
1/2

𝜑𝜑𝑟𝑟𝑟𝑟𝑟𝑟 (𝑦𝑦, 𝑡𝑡) ≡ � ∫𝑆𝑆(𝑦𝑦)[𝜑𝜑(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡) − 𝜑𝜑̄ (𝑦𝑦, 𝑡𝑡)]2 𝑑𝑑𝑑𝑑�
𝐴𝐴

,

(3-41)

where 𝑆𝑆(𝑦𝑦) is the plane of a layer at height y with area A. Homogenization of the EPS field

can be observed in a plot of mean and rms profiles given in Figure 3-12 for run B-1 at times
t = 4, 6 and 8. Profiles are plotted for EPS concentration 𝛼𝛼𝐸𝐸 and the x- and y-components

of the EPS velocity 𝐮𝐮E . The profile for the z-component of the EPS velocity looks similar

to that for the x-component.

In the plots for 𝛼𝛼𝐸𝐸 and 𝑢𝑢𝐸𝐸,𝑦𝑦 , we see that the mean and rms profiles are initially of a

similar shape, but that over time the rms value decreases relative to the mean value. In
interpreting these plots, it is helpful to consider an example system from which we can
easily compute the mean and rms values. For the 𝛼𝛼𝐸𝐸 and 𝑢𝑢𝐸𝐸,𝑦𝑦 plots, a suitable example

system is that of a plane of area A on which is found N non-overlapping circles, each of

radius R. The value of a variable 𝜑𝜑 is equal to zero outside of the circles and equal to a
uniform value 𝜑𝜑𝐶𝐶 inside the circles, where we set 𝜑𝜑𝐶𝐶 = 1/𝜋𝜋𝑅𝑅2 so that the integral of 𝜑𝜑

across any circle is equal to unity. For such a system, the average and rms values of 𝜑𝜑 are
computed from equations (3-40) and (3-41) as 𝜑𝜑̄ = 𝑁𝑁/𝐴𝐴 and 𝜑𝜑𝑟𝑟𝑟𝑟𝑟𝑟 = 𝜑𝜑̄ (

𝐴𝐴

𝐴𝐴𝐶𝐶

− 1)1/2 , where

𝐴𝐴𝐶𝐶 = 𝑁𝑁𝑁𝑁𝑅𝑅2 is the area on the plane covered by the circles. For this example, the mean and

rms values are proportional to each other, and the coefficient of proportionality is a function

of the fraction of the area of each layer covered by the circles. The value of this
proportionality coefficient decreases as the area of the circles increases, such that 𝐴𝐴𝐶𝐶 → 𝐴𝐴.
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In this example, the circles represent individual bacterial colonies, which are initially
isolated but in time grow larger to occupy the whole plane. The example explains the
observation that the mean and rms profiles appear to be proportional to each other at the
early time (t = 4) when the colonies are isolated, but that the rms decreases significantly
relative to the mean as the colonies become larger and the film more homogeneous.
By contrast, for the x-component of the EPS velocity the rms value is much greater
than the mean, which is nearly zero. These profiles are more similar to the mean and rms
values of a sine curve, for which the mean vanishes and the rms is equal to one-half the
amplitude of the sine function. The ratio of the peak value of the rms of 𝑢𝑢𝐸𝐸,𝑥𝑥 to the peak

value of the mean of 𝑢𝑢𝐸𝐸,𝑦𝑦 decreases with time as the EPS field becomes more homogenous
during the latter part of the calculation, varying from 0.33 at t = 4, to 0.31 at t = 6, to 0.18
at t = 8. This trend reinforces the trend shown in Figure 3-12 with regard to the velocity
homogeneity measure H.

3.6. Conclusions
A new hybrid model was presented for biofilm growth, in which individual
bacterial cells are modeled as discrete particles and the EPS and water are modeled as
interacting continua through which substrate (nutrients and minerals) diffuse. The particles
representing bacterial cells can move relative to the surrounding fluid, collide with each
other, grow and divide. The bacterial cells consume water and substrate while producing
EPS. Governing equations for the continuum phases and substrate diffusion require
solution of three elliptic partial differential equations, and a hyperbolic first-order
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differential equation for the EPS concentration. These equations were solved using a full
multigrid method and a second-order upwind method, respectively. A new expression was
derived for the EPS-water interaction force based on experimental results for permeability
of hydrogels to water.
Numerical solutions were obtained in both two- and three-dimensional systems. In
the two-dimensional flows, the bacterial cells were modeled as spherical particles, but they
were confined to move within a plane. Parametric studies examining the role of different
terms and of different dimensionless parameters were conducted. It was demonstrated that
biofilm growth is sensitive to pore spacing within the bacterial colonies, which controls
percolation rate of water and nutrients to the bacteria. Two forces that have a particular
influence on bacteria pore spacing are the lubrication force and the osmotic (swelling)
pressure. Lubrication force arises both from relative motion of the cells as well as from the
cell growth and EPS production within the cells. The lubrication force serves to push apart
growing cells and cells actively producing EPS, which widens the pore space between the
cells leaving room for the EPS and water. Runs conducted with no lubrication force result
in tightly packed bacterial colonies, whereas in runs with lubrication force the bacterial
colonies are more loosely structured, with either freely floating bacteria or tree-like
dendritic structures of bacteria. The bacterial cell velocity was determined by the particle
momentum equation, which was largely a balance between lubrication force and drag
force, with occasional cell collision. The second term that was found to have an important
effect on bacteria pore size is the osmotic pressure gradient, which in turn is related to the
gradient of the EPS concentration. Cases with low values of the osmotic pressure force
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tended to generate tightly packed cell clusters, whereas those with high value of osmotic
pressure gradient tended to have more distributed bacterial cells.
The proposed computational approach was also applied to three-dimensional
computations in which the biofilm developed from multiple, randomly-positioned seed
cells attached to the bottom surface. Bacterial colonies grow from the different seed cells
in a manner where the colonies are initially fairly isolated from each other. Over time,
however, the colonies merge into each other and form a homogenized biofilm layer. The
processes of bacterial colony growth and merger were examined using a cross-section of
the three-dimensional plot to visualize merger of two specific colonies. An integral
homogenization measure was also introduced that characterizes the extent of
homogenization within the biofilm in a global manner.
The current paper represents a first step toward development of a new type of
computational model for biofilm growth and development. This model incorporates the
advantages of the individual-based models for bacterial cell motion, growth and
interaction, while also including a practicable model for bacteria interaction with the key
surrounding biofilm media, including EPS, water and nutrients. The computational model
was demonstrated to yield manageable computational run times spanning from a few hours
to about a day on single-processor PCs for both two- and three-dimensional computations.
We expect numerous extensions in future developments of this model, including
incorporation of multiple types of nutrients, multiple bacteria species, more complex
expressions for bacterial growth and EPS production rates, different bacteria shapes, and
bacterial adhesion to each other and to the wall to which the biofilm is attached.
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CHAPTER 4: INFLUENCE OF CELL INTERACTION FORCES ON
GROWTH OF BACTERIAL BIOFILMS
Jin, X., Marshall, J.S.. (2020) Influence of cell interaction forces on growth of bacterial
biofilms. Physics of Fluids, 32, 091902.
Abstract
A hybrid computational method was proposed for simulation of biofilm growth processes
using a continuum model for transport of water and extracellular polymeric substance
(EPS) and a discrete model for simulation of bacterial cells. The current paper focuses on
development of accurate models for different forces acting between bacterial cells, which
are represented by spherocylinder particles. The major forces acting on the bacterial cells
include drag from flow of EPS generated by the bacterial colony, adhesion forces (e.g., van
der Waals adhesion, ligand-receptor binding) between colliding cell surfaces, lubrication
force due to cell growth and EPS production, and tension from the fimbriae appendages
that project outward from many types of bacterial cells. The lubrication force and drag
force act to separate the cells and expand the bacterial colony, whereas the adhesion and
fimbriae forces act to pull the bacterial colony together. Simulations are performed to
examine the effect on biofilm development of each of these forces individually.
Significance of the different forces depends on the cell shape and other specifics of the
given computation. However, there appears to be opposing influence at the scale of the
bacterial colony between the outward-oriented EPS drag on cells and the inward- oriented
fimbriae force. These two forces were particularly found to be important for determining
degree of orientation alignment of the cells. On the smaller scale of individual cells, the
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actions of the cell surface adhesion force and the lubrication force similarly oppose each
other, with the balance influencing cell clustering and degree of contact.

4.1. Introduction
Bacterial biofilms are formed of bacteria embedded in a self-secreted polymer
matrix known as extracellular polymeric substance (EPS), which is permeated by an
aqueous solvent that transports nutrients, minerals and other chemicals through the
polymer matrix via diffusion (Mazza 2016). The bacteria absorb nutrients and water, using
them to grow and to produce EPS. Bacterial biofilms play a critical role in environmental
processes (G. Lear 2016), water treatment (Lewandowski & Boltz 2011), human health
(Srivastava & Bhargava 2016), biofouling (Flemming 2009), and the food processing
industry (Giaouris et al. 2014; Srey et al. 2013). Biofilms are responsible for the majority
of human infectious diseases (Costerton et al. 1999), particularly in infections of teeth,
lungs, eyes, ears, and the gastrointestinal and urinary tracts. Biofilm infections are
particularly problematic for post-surgical infections, such as occur from cardiac implants,
catheters, prostheses, or ventilator tubing.
Computational models of bacterial biofilms advance insight into physical processes
by enabling the investigator to activate and deactivate different processes and observe the
biofilm response (Horn & Lackner 2014; Klapper & Dockeryt 2010). Three-dimensional
biofilm models are typically classified as taking either a continuum or discrete viewpoint
(Mattei et al. 2018). Continuum models treat bacteria, EPS and water as interacting
continua, for each of which there is an associated continuous concentration and velocity
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field, and related mass and momentum conservation equations (Cogan & Keener 2004;
Duddu et al. 2009; Klapper & Dockery 2006; Seminara et al. 2012). Most continuum
models deal with a subset of the various biofilm components listed above, such as by
grouping EPS and bacteria as one ‘biomaterial’ phase. Since nutrients and minerals are
dissolved substances that diffuse through the water, they are not treated as distinct phases.
Discrete models (also called ‘individual-based models’) treat biofilms as a collection of
individual ‘agents’ (or particles) that interact with each other, with the surface to which the
biofilm is attached, and with other surrounding biofilm components (such as EPS and
water) (Hellweger & Bucci 2009; Hellweger et al. 2016). With discrete models, it is a
simple matter to assign properties, shapes, and behaviors to individual bacteria and then
allow the model to determine how these characteristics lead to different collective
(emergent) behavior of the biofilm system. Discrete models have been developed for
bacteria with a spherical shape (Gorochowski et al. 2012; Kreft et al. 2001; Melaugh et al.
2016) as well as more general rod-shaped bacteria (Ghosh et al. 2015; Gutiérrez et al. 2017;
Rudge et al. 2012; Warren et al. 2019)
Early discrete models for biofilms considered only bacteria in an aqueous solution
and did not account for the EPS. More recent studies have proposed a variety of approaches
to account for bacteria / EPS interaction. Schluter et al. (2015) used adhesive particles to
represent bacterial cells, where the adhesive force magnitude varies with the EPS
concentration. Kreft and Wimpenny (2001) and Ghosh et al. (2015) introduced discrete
EPS agents (small spheres lying in the space between bacterial cells) for two-dimensional
biofilm simulations. An extension of this approach to three dimensions may be quite
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challenging (Lardon et al. 2011), since the number of EPS particles increases dramatically.
A hybrid approach was proposed by Alpkvist et al. (2006) in which the EPS is treated as a
continuum and the bacteria are modeled as individual agents. The assumption is consistent
with the observation that the typical pore size of a biofilm hydrogel (10-50 nm) (Forier et
al. 2014a; Zhang et al. 2011) is much smaller than the size of a bacterial cell (~ 1 µm).
Alpkvist et al. (2006) proposed a two-phase model composed of a discrete model for the
bacteria and a continuum model for EPS and water (combined as one phase). Consequently,
the model cannot capture the important percolation of water through the EPS. Alpkvist et
al. (2006) also neglected effect of viscous shear within the EPS and simplified the
momentum transport in the EPS to simply Darcy’s law.
A new type of three-phase hybrid model was recently proposed by Jin et al. (2020)
which treats biofilms as discrete bacterial cells immersed in interacting EPS and water
continua, where nutrients and minerals diffuse through the water. By treating EPS and
water as separate continua, this model captures the important relative motion of EPS and
water, which often flow in opposing directions in the biofilm as water is ingested by
bacteria to both grow and to produce EPS. The momentum equations for EPS and water
used in this model are similar to those used for continuum biofilm models, and include
important effects such as drag force due to relative motion of EPS and water, osmotic (or
swelling) pressure associated with a gradient in the EPS concentration, viscous shear that
results from a gradient in the EPS velocity. The momentum equations for bacterial cells
are accurate models of particle interactions as typically used in discrete element models of
interacting particles, and include a variety of fluid-induced forces and torques (viscous drag
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and torque, added mass force, pressure gradient force) and collision-induced forces and
torques (elastic rebound, normal dissipation force, sliding, rolling and twisting resistance)
(Marshall 2009; Marshall & Li 2014). Both two- and three-dimensional computations of
biofilm growth were conducted. A key observation from these computations is that the
biofilm growth is highly sensitive to pore size between the bacterial cells in a colony.
Consequently, any inter-cellular force that modifies pore size can have a significant
influence on colony development, in many cases forcing a transition from a tightly-packed
colony to a loose dendritic structure, or even to small clusters of bacterial cells connected
by the EPS.
The current paper significantly expands our previous model to account for nonspherical bacteria and different forces acting between bacteria and uses this expanded
model to investigate the role of the various inter-cellular forces on bacterial colony
development within a biofilm. Three specific inter-cellular forces are considered. The first
force is cell surface adhesion, in which van der Waals force between cells acts to hold them
together and steric forces push apart cell surfaces when they get too close, as described for
colliding particles by the classical Johnson-Kendall-Roberts (JKR) model (Johnson et al.
1971). It was shown by Chesnutt and Marshall (2009) that ligand-receptor binding force
between cells, as described by the Bell model (Bell 1978; Bell et al. 1984), can be shown
to take a mathematical form similar to van der Waals adhesion, but with a time-varying
adhesive surface energy density. Both van der Waals and ligand-receptor adhesion act over
small distances, on the order of 10 nm, and so these forces only become significant when
bacterial cell surfaces collide.
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The second force considered is lubrication force, which is associated with energy
dissipation in the thin squeeze-film as two cells approach close to each other. For the case
of bacterial biofilm cells, the lubrication force is significantly modified by the fact that the
cells are both growing and producing EPS. Both effects act to push fluid outward from the
cell surface, giving rise to a lubrication force that pushes nearby cells apart (even if the cell
centers are not moving toward each other).
The third force considered in the current work arises from stretching of the short
hair-like appendages called fimbriae (singular fimbria), which are found on most gramnegative bacteria and on some gram-positive bacteria. We refer to the net force between
cells imposed by these fimbriae appendages as the fimbriae force. As illustrated in Figure
4-1, fimbriae are shorter and much more numerous than the longer flagella (used for
locomotion by bacteria in a planktonic state) and sex pili appendages (used for transfer of
genetic material between cells). (Some researchers refer to fimbriae as ‘attachment pili’,
but for clarity we will use the word fimbriae to refer to hair-like appendages used for cell
attachment.) A typical gram-negative bacteria has of the order of 1000 fimbriae hairs
distributed approximately uniformly over the cell membrane, each 3-10 nm thick and 1-5
µm long, projecting outward from the cell. At the microstructural level, a single fimbria
appendage has the form of a coiled helix-shaped protein (called ‘pilin’), on which sticky
proteins called ‘adhesins’ are located on the fimbria tip (Gross 2006). The adhesin proteins
bind to receptors on other bacteria or on host cells using a ‘catch-bond’ mechanism, in
which the adhesive force becomes stronger (up to a limit) as the tension force acting on a
fimbria is increased (Aprikian et al. 2011). If fimbriae from a bacterial cell are attached to
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another bacterial cell and then subjected to a straining flow that pulls the cells apart, the
fimbriae can stretch to several times their original length. Experiments of this type have
been used to examine the stress-strain mechanics of individual fimbria appendages by Chen
et al. (2011) and Forero et al. (2006). Wang et al. (2017) demonstrated that the presence of
fimbriae significantly enhances the ability of bacteria to form biofilms.

Figure 4-1. Illustration of the surface appendages of a bacterial cell, showing the difference between
flagellum, pili and fimbriae. The fimbriae and cell body are from a TEM image with approximately
1800 fimbriae per bacterium.

The objective of this paper is to explore how the overall growth of a biofilm (the
macroscale problem) is sensitive to the dynamics of force competition between
neighboring bacterial cells subject to these three interactive forces (the microscale
problem). The biofilm growth is computed using a hybrid model similar to that described
by Jin et al. (2020), but extended in the current paper to account for the three cell interaction
forces discussed above, as well as non-spherical cell geometry. Section 4.2 examines in
detail the three interactional forces between bacterial cells, with a specific focus on the
models introduced for fimbriae force and for the effects of cell growth and EPS production
on lubrication force. Section 4.3 gives a brief overview of the biofilm growth model
introduced by Jin et al. (2020), including the continuum models for EPS and water transport
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and the homogenization of the discrete model for bacterial cells. Results are presented in
Section 4.4, followed by Conclusions in Section 4.5.

4.2. Bacterial Cell Dynamics
The bacterial cell motion and the source/sink terms for EPS and water were
computed by solving the individual cell linear and angular momentum equations and the
mass conservation equations for cell growth and EPS production. This results in an
enhanced form of the discrete element model (DEM) that incorporates cell growth and
division, water absorption, EPS production, and a variety of interactive forces between
cells. Cell momentum is negligible due to the very small values of the cell Reynolds and
Stokes numbers in a biofilm, so the cell momentum equations reduce to equilibrium
expressions between the various forces and torques acting between the cells, or
𝐅𝐅𝐵𝐵𝐵𝐵 + 𝐅𝐅𝐵𝐵𝐵𝐵 = 0,

(4-1)

𝐌𝐌𝐵𝐵𝐵𝐵 + 𝐌𝐌𝐵𝐵𝐵𝐵 = 0.

Here, 𝐅𝐅𝐵𝐵𝐵𝐵 and 𝐌𝐌𝐵𝐵𝐵𝐵 denote forces and torques between the bacterial cells and the
surrounding EPS and 𝐅𝐅𝐵𝐵𝐵𝐵 and 𝐌𝐌𝐵𝐵𝐵𝐵 denote forces and toques between different bacterial

cells, or between a bacterial cell and a wall. Water is many orders of magnitude less viscous
than the EPS, and so forces imposed by water flow on the bacteria were neglected.

Each rod-like bacterial cell is modeled in this work as a cylindrical body with
hemispherical end caps, characterized by the semi-major axis a and semi-minor axes b,
where 𝑎𝑎 ≥ 𝑏𝑏. Three reference frames are used to describe each rod-like cell, referred to as
the inertial frame 𝐱𝐱 = [𝑥𝑥

𝑦𝑦

𝑧𝑧], the particle frame 𝐱𝐱� = [𝑥𝑥�
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𝑦𝑦�

𝑧𝑧̂ ], and the co-moving

frame 𝐱𝐱�� = [𝑥𝑥��

𝑦𝑦��

𝑧𝑧̂̂ ]. As shown in Figure 4-2, both the co-moving and particle frames

have their origin at the particle centroid, where the 𝑥𝑥� axis coincides with the particle

symmetry axis. The axis of the particle frame is aligned with the cell axis for each cell,
whereas the co-moving frame axis is aligned with the fixed inertial frame. Transformation
of coordinates between the co-moving and particle frames can be described by the linear

equation
𝐱𝐱� = 𝐀𝐀𝐱𝐱��,

(4-2)

where A is an orthonormal transformation matrix.

Figure 4-2. Coordinate frames for transport of an ellipsoidal particle: inertial, particle, and comoving frames(Chesnutt & Marshall 2009).

1986)

We can express 𝐀𝐀 in terms of the Euler parameters 𝜀𝜀1 , 𝜀𝜀2 , 𝜀𝜀3 , and 𝜂𝜂 as (Hughes
1 − 2(𝜀𝜀22 + 𝜀𝜀32 ) 2(𝜀𝜀1 𝜀𝜀2 + 𝜀𝜀3 𝜂𝜂)
𝐀𝐀 = � 2(𝜀𝜀2 𝜀𝜀1 − 𝜀𝜀3 𝜂𝜂) 1 − 2(𝜀𝜀32 + 𝜀𝜀12 )
2(𝜀𝜀3 𝜀𝜀1 + 𝜀𝜀2 𝜂𝜂) 2(𝜀𝜀3 𝜀𝜀2 − 𝜀𝜀1 𝜂𝜂)

The Euler parameters are evolved in time by
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2(𝜀𝜀1 𝜀𝜀3 − 𝜀𝜀2 𝜂𝜂)
2(𝜀𝜀2 𝜀𝜀3 + 𝜀𝜀1 𝜂𝜂) �.
1 − 2(𝜀𝜀12 + 𝜀𝜀22 )

(4-3)

𝑑𝑑𝜀𝜀1 /𝑑𝑑𝑑𝑑
⎡
⎤
⎢𝑑𝑑𝜀𝜀 /𝑑𝑑𝑑𝑑⎥
⎢ 2
⎥ 1
⎢
⎥=2
𝑑𝑑𝜀𝜀
/𝑑𝑑𝑑𝑑
⎢ 3
⎥
⎢
⎥
⎣ 𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑 ⎦

𝜂𝜂𝛺𝛺𝑥𝑥� − 𝜀𝜀3 𝛺𝛺𝑦𝑦� + 𝜀𝜀2 𝛺𝛺𝑧𝑧̂
⎡
⎤
⎢ 𝜀𝜀 𝛺𝛺 + 𝜂𝜂𝛺𝛺 − 𝜀𝜀 𝛺𝛺 ⎥
𝑦𝑦�
1 𝑧𝑧̂
⎢ 3 𝑥𝑥�
⎥
⎢
⎥,
−𝜀𝜀
𝛺𝛺
+
𝜀𝜀
𝛺𝛺
+
𝜂𝜂𝛺𝛺
1 𝑦𝑦�
𝑧𝑧̂ ⎥
⎢ 2 𝑥𝑥�
⎢
⎥
⎣−𝜀𝜀1 𝛺𝛺𝑥𝑥� − 𝜀𝜀2 𝛺𝛺𝑦𝑦� − 𝜀𝜀3 𝛺𝛺𝑧𝑧̂ ⎦

(4-4)

where 𝛺𝛺𝑥𝑥� , 𝛺𝛺𝑦𝑦� , and 𝛺𝛺𝑧𝑧̂ are the components of the particle angular velocity (relative to the

inertial frame) projected along the base vectors of the particle frame. The second-order

Adams-Bashforth method combining re-normalization procedure was used to evolve these
parameters and control numerical errors. A detailed discussion of the numerical method to
evolve non-spherical particle rotation can be found in Zhao & Wachem (2013). The Euler
angles 𝜑𝜑 , 𝜃𝜃 , and 𝜓𝜓 of the particle in the co-moving frame are related to the Euler
parameters by

𝜀𝜀1 = 𝑐𝑐𝑐𝑐𝑐𝑐
𝜀𝜀3 = 𝑠𝑠𝑠𝑠𝑠𝑠

𝜑𝜑−𝜓𝜓
2

𝜑𝜑+𝜓𝜓
2

𝜃𝜃

𝑠𝑠𝑠𝑠𝑠𝑠 ,
2

𝜃𝜃

𝑐𝑐𝑐𝑐𝑐𝑐 ,
2

𝜀𝜀2 = 𝑠𝑠𝑠𝑠𝑠𝑠
𝜂𝜂 = 𝑐𝑐𝑐𝑐𝑐𝑐

𝜑𝜑−𝜓𝜓
2

𝜑𝜑+𝜓𝜓
2

𝜃𝜃

𝑠𝑠𝑠𝑠𝑠𝑠 ,
2

𝜃𝜃

𝑐𝑐𝑐𝑐𝑐𝑐 .
2

(4-5)

The two most important EPS-bacteria interaction forces are the drag force 𝑭𝑭𝑑𝑑 and

the lubrication force 𝑭𝑭ℓ , where the latter force acts between two neighboring bacterial cells

through the intervening EPS. The most important bacterial cell-cell interaction forces are
the elastic rebound force, the cell surface adhesion force, and the fimbriae force 𝑭𝑭𝑓𝑓 . The

first two of these forces are nonlinearly coupled to form a single surface collision/adhesion
force 𝑭𝑭𝑠𝑠𝑠𝑠 due to small-scale cell surface deformation near the cell collision site, as
87

described by the classical Johnson-Kendell-Roberts (JKR) theory (Johnson et al. 1971).
The resulting forces and torques are
𝐅𝐅BE = 𝐅𝐅d + 𝐹𝐹ℓ 𝐧𝐧,

𝐅𝐅BB = 𝐹𝐹𝑠𝑠𝑠𝑠 𝐧𝐧 + 𝐹𝐹𝑓𝑓 𝐧𝐧,

� d.
𝐌𝐌BE = 𝐹𝐹ℓ 𝐫𝐫i × 𝐧𝐧 + 𝐀𝐀T 𝐌𝐌
𝐌𝐌BB = (𝐹𝐹𝑠𝑠𝑠𝑠 + 𝐹𝐹𝑓𝑓 )𝐫𝐫i × 𝐧𝐧,

(4-6)
(4-7)

where n is the unit normal vector of the particle i at the contact point C and ri is the vector
that extends from the center of particle i to the contact point. The contact point for two
colliding particles is the point at the centroid of the contact region, and for two non�d
colliding particles it is the nearest point of approach on each particle. The drag torque 𝐌𝐌
is the force moment on a spheroidal particle in the particle frame, so multiplication by 𝐀𝐀T

in equation (4-6) is necessary to transform this torque back into the co-moving frame. In
discussing the particle interactive forces, it is useful to define an effective radius of
curvature R and effective elastic modulus E in terms of the particle local mean radius of
curvature at the contact point 𝑟𝑟𝑖𝑖 and the particle elastic modulus 𝐸𝐸𝑖𝑖 and Poisson ratio 𝜎𝜎𝑖𝑖 as
1

𝑅𝑅

≡

1

𝑟𝑟𝑖𝑖

1

+ ,
𝑟𝑟𝑗𝑗

1

𝐸𝐸

≡

1−𝜎𝜎𝑖𝑖2
𝐸𝐸𝑖𝑖

+

1−𝜎𝜎𝑗𝑗2
𝐸𝐸𝑗𝑗

.

(4-8)

The following sub-sections examine in detail each of these four forces and related torques.

4.2.1

Drag Force
It is well known that particle forces at very low Reynolds numbers are not very

sensitive to the body shape (Happel & Brenner 1973). For simplicity, we therefore
approximate each rod-like bacterial cell as a spheroidal particle for the purpose of
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estimating the fluid drag force and the viscous torque acting on the cell from the EPS. We
further note that the Weissenberg number for this problem, given by We = 𝛾𝛾̇ 𝜆𝜆 where 𝛾𝛾̇ is
the shear rate and 𝜆𝜆 is the material relaxation time, is given by We ≅ 0.1. This estimate is

based on a growth time scale of 𝑇𝑇 ≅3 hrs (Horn & Lackner 2014; Picioreanu et al. 2000a)

(see Table 3-2), with 𝛾𝛾̇ ≅ 1/𝑇𝑇, and a relaxation time of 𝜆𝜆 = 18 min, which is nearly
constant for different types of biofilms (Shaw et al. 2004). A study of drag forces on

spherical particles in a low Reynolds number, viscoelastic fluid (Chhabra et al. 1980)
concludes that the drag on the particle can be well approximated by the Stokes law for We
≤ 0.1. These two approximations allow us to use the well-established theory for forces and
torques on spheroidal particles at low Reynolds numbers by Jeffery (1922) and Gallily and
Cohen (1979).
The hydrodynamic drag force 𝐅𝐅d on a spheroidal particle due to relative motion

between the particle centroid velocity 𝐔𝐔B and the EPS velocity 𝐔𝐔E can be written as
� ⋅ (𝐔𝐔E − 𝐔𝐔B )𝑓𝑓,
𝐅𝐅d = 𝜇𝜇𝐸𝐸 𝐊𝐊

(4-9)

� is the particle frame translation tensor, 𝜇𝜇𝐸𝐸 is the EPS viscosity, and f is a factor
where 𝐊𝐊
that accounts for the effect of particle crowding. Based on measurements of flow through

a fluidized bed of particles, Wen and Yu (1966) give an expression for the crowding factor
as a function of the local particle volumetric concentration 𝛼𝛼𝐵𝐵 (𝒙𝒙, 𝑡𝑡) for as
𝑓𝑓 = (1 − 𝛼𝛼𝐵𝐵 )−2.65 .

(4-10)

The particle-frame translation tensor for a spheroid is a diagonal matrix given by Happel
and Brenner(Happel & Brenner 1973) as
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� = 16𝜋𝜋𝜋𝜋𝑏𝑏 2 �
𝐊𝐊

𝐞𝐞𝑥𝑥� ⊗𝐞𝐞𝑥𝑥�

𝜒𝜒0 +𝑎𝑎2 𝛼𝛼0

+

𝐞𝐞𝑦𝑦
� ⊗𝐞𝐞𝑦𝑦
�

𝜒𝜒0 +𝑏𝑏2 𝛽𝛽0

+

𝐞𝐞𝑧𝑧� ⊗𝐞𝐞𝑧𝑧�

𝜒𝜒0 +𝑏𝑏2 𝛽𝛽0

(4-11)

�,

where 𝐞𝐞𝑥𝑥� , 𝐞𝐞𝑦𝑦� , and 𝐞𝐞𝑧𝑧̂ are unit vectors in the particle coordinate system and ⊗ denotes the
tensor product. The coefficients 𝛼𝛼0 , 𝛽𝛽0 and 𝜒𝜒0 are given by
∞ 𝑑𝑑𝑑𝑑

where

𝜒𝜒0 = 𝑎𝑎𝑏𝑏 2 ∫0

𝛥𝛥

,

∞

𝛼𝛼0 = 𝑎𝑎𝑏𝑏 2 ∫0

𝑑𝑑𝑑𝑑
,
(𝑎𝑎2 +𝜆𝜆)𝛥𝛥

∞

𝛽𝛽0 = 𝑎𝑎𝑏𝑏 2 ∫0

𝑑𝑑𝑑𝑑
,
(𝑏𝑏2 +𝜆𝜆)𝛥𝛥

𝛥𝛥 = [(𝑎𝑎2 + 𝜆𝜆)(𝑏𝑏 2 + 𝜆𝜆)2 ]1⁄2 .

(4-12)

(4-13)

The particle aspect ratio is defined as 𝑆𝑆 ≡ 𝑎𝑎⁄𝑏𝑏 , where 𝑆𝑆 > 1 for a rod-shaped particle.
Defining 𝜒𝜒̄ 0 ≡ 𝜒𝜒0 /𝑏𝑏 2 , the integrals in equation (4-12) can be evaluated to write
𝛼𝛼0 = 2(1 − 𝛽𝛽0 ),
𝜒𝜒̄ 0 = −

𝑆𝑆

(𝑆𝑆 2 −1)1/2

𝛽𝛽0 = (−𝑆𝑆 2 + 𝜒𝜒̄ 0 /2)/(1 − 𝑆𝑆 2 ),

𝑆𝑆−(𝑆𝑆 2 −1)1/2

𝑙𝑙𝑙𝑙 �

𝑆𝑆+(𝑆𝑆 2 −1)1/2

�.

(4-14)

� d on a spheroidal particle in the particle frame can be
The EPS-induced torque 𝐌𝐌

obtained from the more general ellipsoidal particle expressions given by Jeffery (1922) and
Gallily and Cohen (1979) as
3

�𝑑𝑑,𝑥𝑥� = 16𝜋𝜋𝜋𝜋𝜋𝜋𝑏𝑏 �𝑤𝑤𝑧𝑧̂ 𝑦𝑦� − 𝛺𝛺𝑥𝑥� �,
𝑀𝑀
�𝑑𝑑,𝑦𝑦� =
𝑀𝑀
where

�𝑑𝑑,𝑧𝑧̂ =
𝑀𝑀

3𝛽𝛽0

16𝜋𝜋𝜋𝜋𝜋𝜋𝑏𝑏3

3(𝛽𝛽0 +𝑆𝑆 2 𝛼𝛼0 )
16𝜋𝜋𝜋𝜋𝜋𝜋𝑏𝑏3

3(𝑆𝑆 2 𝛼𝛼0 +𝛽𝛽0 )

(4-15a)

�(1 − 𝑆𝑆 2 )𝑑𝑑𝑥𝑥�𝑧𝑧̂ + (1 + 𝑆𝑆 2 )�𝑤𝑤𝑥𝑥�𝑧𝑧̂ − 𝛺𝛺𝑦𝑦� ��,

�(𝑆𝑆 2 − 1)𝑑𝑑𝑦𝑦�𝑥𝑥� + (𝑆𝑆 2 + 1)�𝑤𝑤𝑦𝑦�𝑥𝑥� − 𝛺𝛺𝑧𝑧̂ ��,
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(4-15b)
(4-15c)

𝜕𝜕𝑢𝑢𝚥𝚥�

1 𝜕𝜕𝑢𝑢

𝑑𝑑𝚤𝚤̂𝚥𝚥̂ = � 𝚤𝚤̂ + �,
2 𝜕𝜕𝑥𝑥
𝜕𝜕𝑥𝑥
𝚥𝚥�

𝚤𝚤̂

1 𝜕𝜕𝑢𝑢

𝜕𝜕𝑢𝑢𝚥𝚥�

𝑤𝑤𝚤𝚤̂𝚥𝚥̂ = � 𝚤𝚤̂ − �
2 𝜕𝜕𝑥𝑥
𝜕𝜕𝑥𝑥
𝚥𝚥�

𝚤𝚤̂

(4-16)

are components of the deformation rate tensor and rotational rate tensor, respectively, in
the particle frame.
Other EPS-induced forces on the particles might include the pressure gradient and
stress-gradient forces, the added mass force, and the inertial force associated with EPS
production. All these forces are of a similar order of magnitude to the particle inertia and
are therefore negligible for the biofilm growth processes (Marshall & Li 2014). The biofilm
Reynolds number is small, so the scaling analysis of Marshall and Li (2014) indicates that
the particle lift force and the Bassett history force are also negligible for this application.

4.2.2

Lubrication Force
Bacterial cells absorb water and nutrients and use these materials to grow and to

produce EPS. Each bacterial cell grows by producing new cell mass at a rate 𝑀𝑀̇𝐵𝐵 and

simultaneously produces EPS at a rate 𝑀𝑀̇𝐸𝐸 . Cells are assumed to grow in such a manner as
to maintain a fixed value of the cell aspect ratio. If 𝑉𝑉𝐵𝐵 denotes the cell volume as a function

of time, then

𝑑𝑑

𝑑𝑑𝑑𝑑

𝑉𝑉𝐵𝐵 (𝑡𝑡) =

𝑀𝑀̇𝐵𝐵
𝜌𝜌

,

(4-17)

where 𝜌𝜌 is the fluid density (assumed to be uniform for the EPS, water and bacteria). The
current computations were performed using a simple Monod model, which relates the
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particle and EPS growth rate to the nutrient concentration 𝑐𝑐𝑆𝑆 (Horn et al. 2001; Monod
1949)

𝑐𝑐𝑆𝑆

𝑀𝑀̇𝐵𝐵 = 𝑀𝑀̇𝐵𝐵0 �

𝐾𝐾𝑆𝑆 +𝑐𝑐𝑆𝑆

�,

𝑀𝑀̇𝐸𝐸 = 𝑀𝑀̇𝐸𝐸0 �

𝑐𝑐𝑆𝑆

𝐾𝐾𝑆𝑆 +𝑐𝑐𝑆𝑆

�,

(4-18)

where 𝐾𝐾𝑆𝑆 is the half-saturation constant and 𝑀𝑀̇𝐵𝐵0 and 𝑀𝑀̇𝐸𝐸0 are the maximum growth rate

of bacteria and EPS, respectively. Reference ranges for these coefficients were recorded
for different bacterial species by Picioreanu et al. (1998b) and Melaugh et al. (2016). When
the cell volume 𝑉𝑉𝐵𝐵 (𝑡𝑡) exceeds a critical value 𝑉𝑉𝐵𝐵,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 , the cell is divided to create two
offspring cells with volumes 𝑉𝑉1 and 𝑉𝑉2 given by
𝑉𝑉1 = 𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝

1+𝜁𝜁
2

,

𝑉𝑉2 = 𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝

1−𝜁𝜁
2

,

(4-19)

where 𝜁𝜁 is a small random number with uniform distribution over the range (0,𝜁𝜁𝑚𝑚𝑚𝑚𝑚𝑚 ) and
𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝 is the volume of the parent cell prior to division. The current computations were

performed with 𝜁𝜁𝑚𝑚𝑚𝑚𝑚𝑚 . Cell division was performed using an algorithm (similar to Lardon
et al. (2011) that gradually moved the particles apart over a series of time steps until they
were separated, and then released them to move according to their individual dynamics.
Both cell growth and EPS production cause an outward flow of EPS from the
bacterial cell surfaces, which leads to a lubrication force 𝐅𝐅ℓ = 𝐹𝐹ℓ 𝐧𝐧 between the cells (Figure

4-3). The lubrication force generally acts to push apart neighboring cells and increase the

pore space in bacterial colonies. The classical lubrication force between two nearby rigid
spheres of radius 𝑟𝑟𝑝𝑝 was derived using lubrication theory (Crowe et al. 2011), given by
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𝐹𝐹ℓ = −

3𝜋𝜋𝜇𝜇𝐸𝐸 𝑟𝑟𝑝𝑝2 ℎ̇
2ℎ

,

(4-20)

where ℎ is the minimal distance between the surfaces of two nearby particles and ℎ̇ ≡
𝑑𝑑ℎ/𝑑𝑑𝑑𝑑.

Figure 4-3. Diagram illustrating the flow from the cell boundaries from both cell growth and EPS
production, resulting in a squeeze-film flow in the fluid layer between two cells.

Growth of the cell causes a decrease in the cell-cell separation distance h, but an
additional term 𝑈𝑈𝐿𝐿𝐿𝐿 must be added to the numerator of this equation to account for the

outward flow of EPS produced by the cell. The resulting modified lubrication force

equation can be written in terms of the effective radius of curvature R defined in equation
(4-8) as
𝐹𝐹ℓ = −6𝜋𝜋𝜇𝜇𝐸𝐸 𝑅𝑅2 �

ℎ̇ +𝑈𝑈𝐿𝐿𝐿𝐿
ℎ+𝛿𝛿

(4-21)

�.

Here, 𝑈𝑈𝐿𝐿𝐸𝐸 is the sum of the normal EPS velocity at the contact point relative to the surface
velocity for each particle, which can be expressed in terms of the EPS source rates 𝑀𝑀̇𝐸𝐸,𝑖𝑖
and 𝑀𝑀̇𝐸𝐸,𝑗𝑗 as

𝑈𝑈𝐿𝐿𝐿𝐿 =

𝑀𝑀̇𝐸𝐸,𝑖𝑖

𝜌𝜌𝐴𝐴𝐵𝐵,𝑖𝑖

+

𝑀𝑀̇𝐸𝐸,𝑗𝑗

(4-22)

𝜌𝜌𝐴𝐴𝐵𝐵,𝑗𝑗
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and 𝐴𝐴𝐵𝐵,𝑖𝑖 is the surface area of particle i.

A small term 𝛿𝛿 was added to the separation distance h in the denominator of

equation (4-20) to regularize the singularity as two particles approach each other (i.e., as
ℎ → 0). This regularization factor is on the order of the gap thickness in the contact region

of two deformable particles, which was shown by Davis et al. (1986) using
electrohydrodynamic computations of smooth deformable particles to be approximately
𝛿𝛿 = 0.5𝑥𝑥1 , where
𝑥𝑥1 = �

1−𝜎𝜎 2

3/2
𝜇𝜇 𝑑𝑑 𝑣𝑣0 �
𝜋𝜋𝐸𝐸𝑝𝑝 𝐸𝐸 𝐵𝐵

2/5

.

(4-23)

In this equation, 𝑑𝑑𝐵𝐵 is the diameter of the initial spherical particles used by Davis et al.

(1986), 𝐸𝐸𝑝𝑝 and 𝜎𝜎 are the particle elastic modulus and Poisson ratio, and 𝑣𝑣0 is the nominal

collision velocity.

4.2.3

Fimbriae Force
Fimbriae force plays a role when fimbria from a bacterial cell i attach to another

surface j (e.g., a wall or another bacteria) and these two surfaces are then separated by an
external force. A constant number density of fimbriae 𝑛𝑛𝑓𝑓 are assumed on each bacterial

cell surface, where the fimbriae length in the relaxed state is ℎ𝑓𝑓0 . If 𝐴𝐴𝑎𝑎 denotes the area on

surface j which is attached to fimbriae from cell i (called the ‘attached area’), the total
number 𝑁𝑁𝑓𝑓 of attached fimbriae between the two surfaces is given by
𝑁𝑁𝑓𝑓 = 𝐴𝐴𝑎𝑎 𝑛𝑛𝑓𝑓 ,
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(4-24)

The fimbriae force is oriented along the surface unit normal n at the contact point, or 𝐅𝐅𝑓𝑓 =

𝐹𝐹𝑓𝑓 𝐧𝐧. Assuming that the attachment area 𝐴𝐴𝑎𝑎 is small compared to the total cell surface area,
we can simplify the determination of the fimbriae tension by assuming that the tension of

all attached fimbriae is equal, in which case 𝐹𝐹𝑓𝑓 is related to the number of connected
fimbriae by

𝐹𝐹𝑓𝑓 = 𝑁𝑁𝑓𝑓 𝑇𝑇𝑓𝑓 ,

(4-25)

where 𝑇𝑇𝑓𝑓 is the tension of a single fimbria appendage attached between the two surfaces.
Determination of the fimbriae force thus reduces to determining the fimbriae tension 𝑇𝑇𝑓𝑓

and the attached area 𝐴𝐴𝑎𝑎 .
Fimbriae Tension

The fimbria tension can be measured by atomic force microscope and depends on
both the direction of relative motion of the two attached surfaces and on the fimbria
extension from its equilibrium length (Chen et al. 2011; Forero et al. 2006). A typical forceextension curve for a single fimbria is plotted in Figure 4-4. The fimbria tension is
characterized by three different regimes, labeled regions I, II and III. In region I, the fimbria
stretches while retaining its helical form, resulting in a force-extension response similar to
Hooke’s law for a linear elastic medium with a Young’s modulus 𝐸𝐸𝑓𝑓 . In region II, the
helical fimbria begins to uncoil as a result of stretching, which results in a constant tension

force 𝑇𝑇𝑢𝑢𝑢𝑢 that is independent of fimbria extension. This region of the force-extension curve

can continue for extensions out to several micrometers, or several times the fimbria length.
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In region III the fimbria is fully uncoiled, and the fimbria tension increases rapidly in a
typical S-shape up to a point of maximum extension. Beyond this maximum extension
point the bond holding the fimbria attachment to the surface breaks and the fimbria
detaches. The fimbria tension and extension at the inflection point of the force-extension
curve in region III are called the characteristic tension 𝑇𝑇𝑐𝑐ℎ and characteristic extension 𝑒𝑒𝑐𝑐ℎ ,
respectively.

Figure 4-4. Typical force-extension plot for a single fimbria appendage. The regions of fimbria
extension are identified by Roman numerals at the top of the plot. The force-extension curve of a
single fimbria in tension between two surfaces that are being pulled apart is identified by a red curve.
The blue curve is the force-extension curve for a case where the direction of relative motion between
the surfaces is reversed at a specified time and the surfaces are pushed back toward each other.

The blue lines in Figure 4-4 show the response to the force-extension curve if the
relative motion between the two attachment surfaces were to be suddenly reversed, such
that the surfaces move toward each other. In this case the fimbria begins to recoil itself,
reforming its helical structure. The force-extension curve decreases in a nearly elastic
manner to a coiling tension 𝑇𝑇𝑐𝑐 , which is lower than the uncoiling tension. Once the fimbria

tension reaches 𝑇𝑇𝑐𝑐 , it again remains constant as the fimbria stretch is reduced. If at some
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point the direction of relative motion of the attachment surfaces again reverses and the
surfaces again move apart, the fimbria tension will again rise elastically to the uncoiling
tension value 𝑇𝑇𝑢𝑢𝑢𝑢 , after which it remains constant. The elastic modulus of the fimbria
appears to be approximately constant within regions I and II.

Assuming that the contact region is a small part of the cell surface, the length of all
attached fimbriae can be assumed to be equal to the minimum distance ℎ(𝑡𝑡) between two
nearby surfaces to which the fimbriae are attached. Approximate mathematical expressions
for the fimbria tension when the surfaces are moving apart from each other (i.e., when ℎ̇ >
0) are given by

𝐸𝐸𝑓𝑓 (ℎ − ℎ𝑓𝑓0 )
in region I
(0 ≤ ℎ ≤ 𝑒𝑒12 )
in region II (𝑒𝑒12 ≤ ℎ ≤ 𝑒𝑒23 )
𝑇𝑇𝑢𝑢𝑢𝑢
𝑇𝑇𝑓𝑓 = �
𝑇𝑇𝑐𝑐ℎ + 𝐶𝐶 𝑠𝑠𝑠𝑠𝑠𝑠ℎ[ 𝐷𝐷(ℎ − 𝑒𝑒𝑐𝑐ℎ )] in region III (𝑒𝑒23 ≤ ℎ ≤ 𝑒𝑒𝑑𝑑 )

(4-26)

where the coefficients C and D are determined by solving the set of nonlinear equations
𝑇𝑇𝑐𝑐ℎ + 𝐶𝐶 𝑠𝑠𝑠𝑠𝑠𝑠ℎ[ 𝐷𝐷(𝑒𝑒23 − 𝑒𝑒𝑐𝑐ℎ )] = 𝑇𝑇𝑢𝑢𝑢𝑢 ,
𝑇𝑇𝑐𝑐ℎ + 𝐶𝐶 𝑠𝑠𝑠𝑠𝑠𝑠ℎ[ 𝐷𝐷(𝑒𝑒𝑑𝑑 − 𝑒𝑒𝑐𝑐ℎ )] = 𝑇𝑇𝑑𝑑 .

(4-27a)
(4-27b)

If the direction of motion of the attached surfaces is reversed at a separation distance ℎ =
ℎ𝑟𝑟𝑟𝑟𝑟𝑟 in region II (such that ℎ̇ < 0), the fimbriae tension is alternatively given by
𝑇𝑇𝑓𝑓 = �

𝑇𝑇𝑢𝑢𝑢𝑢 − 𝐸𝐸𝑓𝑓 (ℎ𝑟𝑟𝑒𝑒𝑒𝑒 − ℎ) for ℎ𝑟𝑟𝑟𝑟𝑟𝑟 − ℎ < (𝑇𝑇𝑢𝑢𝑢𝑢 − 𝑇𝑇𝑐𝑐 )𝑒𝑒12 /𝑇𝑇𝑢𝑢𝑢𝑢
,
for ℎ𝑟𝑟𝑟𝑟𝑟𝑟 − ℎ ≥ (𝑇𝑇𝑢𝑢𝑢𝑢 − 𝑇𝑇𝑐𝑐 )𝑒𝑒12 /𝑇𝑇𝑢𝑢𝑢𝑢
𝑇𝑇𝑐𝑐

(4-28)

which corresponds to the blue line in Figure 4-4. Typical values of these critical extensions
and tensions used in our computations are listed in Table 4-1.
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Table 4-1. Typical values of fimbria extensions and tensions

Fimbria extension
𝑒𝑒12
𝑒𝑒23
𝑒𝑒𝑐𝑐ℎ
𝑒𝑒𝑑𝑑

Length (μm)
1.5
2.5
3
3.5

Attached Area

Fimbria tension
𝑇𝑇𝑐𝑐
𝑇𝑇𝑢𝑢𝑢𝑢
𝑇𝑇𝑐𝑐ℎ
𝑇𝑇𝑑𝑑

Force (pN)
2.5
6
9.5
13

The surface of each bacterial cell is approximated by a spherocylinder, with a
cylindrical body and a hemisphere attached to each end. The cell minor semi-axis is set
equal to the cylinder radius b, and the major semi-axis a is equal to half the cylinder length
plus the radius of the hemispherical end-cap. Surrounding the cell surface is an additional
spherocylinder called the fimbriae capsule, which is a surface that passes through the outer
tip of the cell’s fimbriae in the equilibrium state, where the fimbriae are assumed to have a
uniform length ℎ𝑓𝑓0 . The fimbriae capsule has a minor semi-axis 𝑏𝑏𝑓𝑓 = 𝑏𝑏 + ℎ𝑓𝑓0 and major
semi-axis 𝑎𝑎𝑓𝑓 = 𝑎𝑎 + ℎ𝑓𝑓𝑓𝑓 . An illustration of a cell with the surrounding fimbriae capsule is

shown in Figure 4-5a. The ith fimbriae capsule spherocylinder is associated with a line

segment 𝑆𝑆𝑖𝑖 having two endpoints, 𝑃𝑃1𝑖𝑖 and 𝑃𝑃2𝑖𝑖 , as shown in Figure 4-5b. The endpoint

position vectors are denoted by 𝐱𝐱1i and 𝐱𝐱 2i , such that the line segment 𝑆𝑆𝑖𝑖 has length ℓ𝑖𝑖 =

|𝐱𝐱 2i − 𝐱𝐱1i |. The line segment is coincident with a line 𝐿𝐿𝑖𝑖 , the direction of which is defined
by a unit orientation vector 𝒄𝒄𝑖𝑖 . The components of 𝒄𝒄𝑖𝑖 are given by the first row of the

orthonormal transformation matrix A. The common perpendicular unit vector of two
spherocylinders, i and j, is given by
when �𝐜𝐜i × 𝐜𝐜j � ≠ 0
𝐜𝐜 × 𝐜𝐜j ⁄�𝐜𝐜i × 𝐜𝐜j �
𝐧𝐧ij = � i
𝐧𝐧ij = 𝐞𝐞i × 𝐞𝐞j
.
when �𝐜𝐜i × 𝐜𝐜j � = 0
0
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(4-29)

If 𝐧𝐧ij = 0, the two bacterial cells are parallel to each other and 𝐿𝐿𝑖𝑖 and 𝐿𝐿𝑗𝑗 are in the same
plane. If 𝐧𝐧ij ≠ 0 , then 𝐿𝐿𝑖𝑖 and 𝐿𝐿𝑗𝑗 are in the same plane if (𝐱𝐱1j − 𝐱𝐱1i ) ⋅ 𝐧𝐧ij = 0 , or in

different planes if (𝐱𝐱1j − 𝐱𝐱1i ) ⋅ 𝐧𝐧ij ≠ 0.

(a)

(b)

Figure 4-5. (a) Illustration of a cross-section of the rod-like cell body surrounded by the fimbriae
capsule. (b) Illustration of the endpoints, 𝑷𝑷𝟏𝟏 and 𝑷𝑷𝟐𝟐 , of the generating line segment 𝑺𝑺𝒊𝒊 for the
fimbriae capsule.

Figure 4-6. Illustration of the process for generating the projections, 𝑷𝑷′𝟏𝟏𝟏𝟏 and 𝑷𝑷′𝟐𝟐𝟐𝟐 , of the endpoints,
𝑷𝑷𝟏𝟏𝟏𝟏 and 𝑷𝑷𝟐𝟐𝟐𝟐 , of a line segment 𝑺𝑺𝒊𝒊 with orientation vector 𝒄𝒄𝒊𝒊 along a line 𝑳𝑳𝒋𝒋 .

The fimbriae force between two nearby cells occurs when the fimbriae capsule of
one cell (i) penetrates through the cell surface of the other cell (j). The attached area 𝐴𝐴𝑎𝑎 for
computing the force of cell I's fimbriae on cell j is equal to the area on the surface of cell j

enclosed within the fimbriae capsule of cell i. We separately compute the force from cell
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j's fimbriae on cell i, and add the two forces to obtain the total fimbriae force between the
cells.
The attached area of the fimbriae of cell i on cell j can be calculated from the
shortest distance between the generating line segments, 𝑆𝑆𝑖𝑖 and 𝑆𝑆𝑗𝑗 , of the fimbriae capsule

of cell i and the surface of cell j. In order to find the distance between two line segments in
three-dimensional space, it is necessary to define three different kinds of points - projection
points, closest points of two lines, and closest points of two line segments. The projections,
′
′
𝑃𝑃1𝑖𝑖
and 𝑃𝑃2𝑖𝑖
, of the two endpoints, 𝑃𝑃1𝑖𝑖 and 𝑃𝑃2𝑖𝑖 , of 𝑆𝑆𝑖𝑖 onto the line 𝐿𝐿𝑗𝑗 are illustrated in Figure

′
is obtained as the intersection point of 𝐿𝐿𝑗𝑗 with the plane 𝐴𝐴1 , which
4-6. Projection point 𝑃𝑃1𝑖𝑖

is defined as the normal plane to line 𝐿𝐿𝑗𝑗 passing through 𝑃𝑃1𝑖𝑖 . This procedure is repeated for
′
the second projection point 𝑃𝑃2𝑖𝑖
. When (𝐱𝐱1j − 𝐱𝐱1i ) ⋅ 𝐧𝐧ij ≠ 0, a single line intersects 𝐿𝐿𝑖𝑖 and

𝐿𝐿𝑗𝑗 that is perpendicular to both lines, and the two intersection points of this perpendicular

line with 𝐿𝐿𝑖𝑖 and 𝐿𝐿𝑗𝑗 , denoted 𝐶𝐶𝐿𝐿𝐿𝐿 and 𝐶𝐶𝐿𝐿𝐿𝐿 , are the closest points between the lines. When

𝐧𝐧ij ≠ 0 and (𝐱𝐱1j − 𝐱𝐱1i ) ⋅ 𝐧𝐧ij = 0, 𝐶𝐶𝐿𝐿𝐿𝐿 and 𝐶𝐶𝐿𝐿𝐿𝐿 reduce to a single intersection point. When
𝐧𝐧ij = 0, there are infinitely many choices of 𝐶𝐶𝐿𝐿𝐿𝐿 and 𝐶𝐶𝐿𝐿𝐿𝐿 since the lines are parallel to each
other.

The closest points, 𝐶𝐶𝑆𝑆𝑆𝑆 and 𝐶𝐶𝑆𝑆𝑆𝑆 , between two line segments, 𝑆𝑆𝑖𝑖 and 𝑆𝑆𝑗𝑗 , depend on

the type of contact between the two associated spherocylinder surfaces, as shown in Figure
′
′
′
′
4-7. The position vectors, 𝐱𝐱 ni
and 𝐱𝐱 nj
, of projection points 𝑃𝑃𝑛𝑛𝑛𝑛
and 𝑃𝑃𝑛𝑛𝑛𝑛
, n = 1,2, are given

by (Agarwal et al. 2016)

′
𝐱𝐱ni
= 𝐱𝐱1j + [(𝐱𝐱 ni − 𝐱𝐱1j ) ⋅ 𝐜𝐜j ]𝐜𝐜j ,

′
𝐱𝐱 nj
= 𝐱𝐱1i + [(𝐱𝐱 nj − 𝐱𝐱1i ) ⋅ 𝐜𝐜i ]𝐜𝐜i ,
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(4-30)

′
where 𝑃𝑃𝑛𝑛𝑛𝑛
is inside the segment 𝑆𝑆𝑖𝑖 when 0 < �𝐱𝐱 nj − 𝐱𝐱1i � ⋅ 𝐜𝐜i < ℓ𝑖𝑖 , 0 < �𝐱𝐱 nj − 𝐱𝐱1i � ⋅ 𝐜𝐜i <

𝑙𝑙𝑖𝑖 . When (𝐱𝐱1j − 𝐱𝐱1i ) ⋅ 𝐧𝐧ij ≠ 0, position 𝐱𝐱 Li and 𝐱𝐱Lj of the points 𝐶𝐶𝐿𝐿𝐿𝐿 and 𝐶𝐶𝐿𝐿𝐿𝐿 are given by
(Ketchel & Larochelle 2005)

𝐱𝐱Li = 𝐱𝐱1i +

[(𝐱𝐱 1j −𝐱𝐱 1i )×𝐜𝐜j ]⋅𝐧𝐧ij
�𝐜𝐜i ×𝐜𝐜j �

𝐜𝐜i ,

𝐱𝐱 Lj = 𝐱𝐱1j +

[(𝐱𝐱 1j −𝐱𝐱 1i )×𝐜𝐜i ]⋅𝐧𝐧ij
�𝐜𝐜i ×𝐜𝐜j �

𝐜𝐜j ,

(4-31)

where 𝐶𝐶𝐿𝐿𝐿𝐿 is inside 𝑆𝑆𝑖𝑖 when 0 < [(𝐱𝐱1j − 𝐱𝐱1i ) × 𝐜𝐜j ] ⋅ 𝐧𝐧ij ⁄ �𝐜𝐜i × 𝐜𝐜j � /< ℓ𝑖𝑖 .

Contact between any two spherocylinder surfaces can be categorized into three

types of interactions − hemisphere-hemisphere, hemisphere-cylinder, and cylinder′
′
cylinder. When 𝐧𝐧ij = 0 and at least one of 𝑃𝑃𝑛𝑛𝑛𝑛
is inside segment 𝑆𝑆𝑗𝑗 (or at least one of 𝑃𝑃𝑛𝑛𝑛𝑛

is inside 𝑆𝑆𝑖𝑖 ), the contact is a parallel cylinder-cylinder contact. When 𝐧𝐧ij ≠ 0 and points
𝐶𝐶𝐿𝐿𝐿𝐿 and 𝐶𝐶𝐿𝐿𝐿𝐿 are both inside the line segments 𝑆𝑆𝑖𝑖 and 𝑆𝑆𝑗𝑗 , respectively, the contact is a
′
cylinder-cylinder cross contact. When 𝐧𝐧ij ≠ 0 and at least one of 𝑃𝑃𝑛𝑛𝑛𝑛
(n = 1,2) is inside 𝑆𝑆𝑗𝑗 ,

it is a hemisphere-cylinder contact. Other cases are of the hemisphere-hemisphere contact
type, for which case the nearest points on the line segments, 𝐶𝐶𝑆𝑆𝑆𝑆 and 𝐶𝐶𝑆𝑆𝑆𝑆 , coincide with the
line segment endpoints 𝐱𝐱 ni and 𝐱𝐱 nj , respectively, for n = 1,2.

The normal overlap 𝛿𝛿𝑁𝑁 of two spherocylinders is a function of distance between

points 𝐶𝐶𝑆𝑆𝑖𝑖 and 𝐶𝐶𝑆𝑆𝑆𝑆 , given by

(4-32)

𝛿𝛿𝑁𝑁 = 𝑏𝑏𝑖𝑖 + 𝑏𝑏𝑗𝑗 − �𝐱𝐱 Ci − 𝐱𝐱 Cj �,

where 𝑏𝑏𝑖𝑖 is the semi-minor axis of ith fimbriae spherocylinder and 𝑏𝑏𝑗𝑗 is the semi-minor

axis of jth cell surface. When 𝛿𝛿𝑁𝑁 > 0, the two surfaces collide, with 𝐶𝐶𝑆𝑆𝑆𝑆 and 𝐶𝐶𝑆𝑆𝑆𝑆 as the
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contact points. Different types of contact give rise to different shapes of the contact area.
For a hemisphere-hemisphere contact, such as in Figure 4-7a, the contact area is a circle
with radius
𝑎𝑎𝑐𝑐 = �𝑅𝑅𝛿𝛿𝑁𝑁 ,

(4-33)

where R is the effective radius defined in equation (4-8) and the attached area is 𝐴𝐴𝑎𝑎 = 𝜋𝜋𝑎𝑎𝑐𝑐2 .

For a hemisphere-cylinder contact and a cylinder-cylinder cross contact, such as in Figure
4-7b and Figure 4-7c, the contact area is an ellipse. Computation of the semi-major and
semi-minor axes of this elliptical contact region is discussed by Johnson (1985). However,
a detailed study of spherocylinder interaction by Kumar et al. (2018) showed that for cases
where the angle between two spherocylinder orientation vectors is greater than about 30°,
the attachment area and interaction force between the particles is given with reasonable
accuracy by treating the radius given by equation (4-33) as an equivalent area of the contact
region. For DEM computations with large number of particles, Kumar et al. (2018) also
showed that this approximation yielded highly accurate predictions for particle force
distributions and other averaged measures of the computations. In the extreme case of
cylinder-cylinder parallel contacts, such as in Figure 4-7d, the contact area is a rectangular
region with side lengths 2𝑎𝑎// and 2𝑎𝑎⊥ . Here 𝑎𝑎// can be obtained from the position of

−1
−1
endpoints and projection points and 𝑎𝑎⊥ = �𝛿𝛿𝑁𝑁 𝑏𝑏𝑒𝑒𝑒𝑒𝑒𝑒 , and 𝑏𝑏𝑒𝑒𝑒𝑒𝑒𝑒
= 𝑏𝑏𝑓𝑓𝑓𝑓
+ 𝑏𝑏𝑗𝑗−1 . The

equivalent contact radius is 𝑎𝑎𝑐𝑐 = (4𝑎𝑎// 𝑎𝑎⊥ /𝜋𝜋)1/2 and the attachment area is 𝐴𝐴𝑎𝑎 = 4𝑎𝑎// 𝑎𝑎⊥ .
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(a)

(b)

(c)

(d)

Figure 4-7. Examples showing the closest points of segments (𝑪𝑪𝑺𝑺𝑺𝑺 , 𝑪𝑪𝑺𝑺𝑺𝑺 ) (squares) for four different
scenarios of particle interaction: (a) hemisphere-hemisphere interaction (𝑪𝑪𝑺𝑺𝑺𝑺 and 𝑪𝑪𝑺𝑺𝑺𝑺 are endpoints of
line segments 𝑺𝑺𝒊𝒊 and 𝑺𝑺𝒋𝒋 ), (b) hemisphere-cylinder interaction (𝑪𝑪𝑺𝑺𝑺𝑺 and 𝑪𝑪𝑺𝑺𝒋𝒋 are an endpoint and its
corresponding projection point), (c) cylinder-cylinder interaction (𝑪𝑪𝑺𝑺𝑺𝑺 and 𝑪𝑪𝑺𝑺𝑺𝑺 are the same as closest
points 𝑪𝑪𝑳𝑳𝑳𝑳 and 𝑪𝑪𝑳𝑳𝑳𝑳 for infinite lines), and (d) cylinder-cylinder parallel interaction (𝑺𝑺𝒊𝒊 and 𝑺𝑺𝒋𝒋 are
parallel line segments; 𝑪𝑪𝑺𝑺𝑺𝑺 and 𝑪𝑪𝑺𝑺𝑺𝑺 correspond to center points of line segments 𝑷𝑷𝟏𝟏𝟏𝟏 𝑷𝑷′𝟐𝟐𝟐𝟐 and 𝑷𝑷′𝟏𝟏𝟏𝟏 𝑷𝑷𝟐𝟐𝟐𝟐 ,
respectively).

4.2.4

Cell Surface Adhesion Force
Direct adhesive force between cells occurs when cell surfaces collide. Since van

der Waals adhesion and steric forces act over distances (~10 nm) much smaller than the
bacterial cell length scale (~1 𝜇𝜇m), it is reasonable to assume that adhesive forces only act
within the small contact region on the cells where the two cell surfaces are separated by a

small gap distance 𝛿𝛿, which can be taken as approximately constant. This assumption is

the basic idealization of the JKR contact theory, which we use for modeling the cell surface

contact forces. Because of the local deformation of the cell surfaces within the contact
region, the elastic rebound force and the adhesion force are nonlinearly coupled, where the
combination force can be written as (Chokshi et al. 1993)
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𝐹𝐹𝑠𝑠𝑠𝑠
𝐹𝐹𝑐𝑐

𝑎𝑎

3

𝑎𝑎

3/2

= 4 � 𝑐𝑐 � − 4 � 𝑐𝑐 �
𝑎𝑎𝑜𝑜

𝑎𝑎𝑜𝑜

,

𝛿𝛿𝑁𝑁
𝛿𝛿𝑐𝑐

2

𝑎𝑎

1/2

4 𝑎𝑎

= 61/3 �2 � 𝑐𝑐 � − � 𝑐𝑐 �
𝑎𝑎𝑜𝑜

3 𝑎𝑎𝑜𝑜

�.

(4-34)

In these equations, the contact region is assumed to be a circular region with radius 𝑎𝑎𝑐𝑐 ,
with equilibrium value 𝑎𝑎0 . While the contact region of two colliding cylinders is in general

of elliptical shape, as noted in the previous section, it is reasonable to approximate the
contact region by a circle with an effective radius 𝑎𝑎𝑐𝑐 for cases where the angle between

particle axes is greater than about 30°. Specific error estimates for this approximation were

reported by Johnson (1985) and Kumar et al. (2018). The contact region radius can be
related to the normal overlap 𝛿𝛿𝑁𝑁 , which is computed using the algorithm as described in
Section 4.2.3 treating both cell surfaces as spherocylinders. As two particles move away
from each other following collision, they remain in contact until the point where 𝐹𝐹𝑛𝑛 = −𝐹𝐹𝑐𝑐

and 𝛿𝛿𝑁𝑁 = −𝛿𝛿𝑐𝑐 due to the necking of the material in the contact region. Beyond this state
any further separation leads the two particles to break apart.

The critical overlap δc, the critical normal force Fc, and the equilibrium contact
region radius 𝑎𝑎𝑜𝑜 are given by (Johnson et al. 1971)
𝐹𝐹𝑐𝑐 = 3𝜋𝜋𝜋𝜋𝜋𝜋,

𝛿𝛿𝑐𝑐 =

𝑎𝑎𝑜𝑜2

2(6)1/3 𝑅𝑅

,

9𝜋𝜋𝜋𝜋𝑅𝑅2

𝑎𝑎𝑜𝑜 = �

𝐸𝐸

1/3

�

,

(4-35)

where the effective radius R and effective elastic modulus E are defined in equation (4-8).
The surface energy potential γ is defined such that the work required to separate the two
colliding particles having a contact region of radius 𝑎𝑎𝑐𝑐 (𝑡𝑡) is 2𝜋𝜋𝜋𝜋𝑎𝑎𝑐𝑐2 , in the absence of
further elastic deformation of the particles.

A variety of other contact forces and moments also act between colliding particles
(Li et al. 2011; Marshall 2009, 2018; Marshall & Li 2014). For instance, there are
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viscoelastic forces that damp particle motion in the normal direction n (Brilliantov et al.
1996), but for cases such as this that have very small Stokes numbers, the lubrication force
will dominate the particle normal damping. There are also resistance forces and torques to
sliding, rolling and twisting motions. Comparisons of biofilm growth computations with
and without these resistance terms exhibit little difference, however.

4.3. Biofilm Growth Model
The transport of water, EPS and nutrients in the biofilm are all computed using
continuum equations on a grid spanning the biofilm domain. Prior to solving these
continuum equations, it is necessary to first homogenize the results of the discrete systems
used for the bacterial cell simulation in order to obtain the corresponding variables
describing the bacteria on the grid nodal points. The discrete variables requiring
homogenization include the bacterial volume 𝑉𝑉𝐵𝐵 , the bacteria, EPS and nutrient source

terms 𝑀𝑀̇𝐵𝐵 , 𝑀𝑀̇𝐸𝐸 and 𝑀𝑀̇𝑆𝑆 , and the inter-phase force 𝐹𝐹𝐵𝐵𝐵𝐵 . The homogenization procedure uses
these discrete variables to compute the particle concentration field 𝛼𝛼𝐵𝐵 , mass source fields

per unit volume 𝑚𝑚̇𝐵𝐵 , 𝑚𝑚̇𝐸𝐸 and 𝑚𝑚̇𝑆𝑆 , and inter-phase body force per unit mass 𝑓𝑓𝐵𝐵𝐵𝐵 on the grid
nodal points. In order to minimize noise in the computed fields, we used the conservative

blob homogenization procedure proposed by Marshall and Sala (2013), for which the
computed fields of the continuum model are guaranteed to be discretely conservative. Since
the radius of the averaging blob used for homogenization is much larger than the bacterial
cell size, the cell volume is distributed through the fluid yielding a bacterial cell
concentration 𝛼𝛼𝐵𝐵 that is less than unity everywhere.
105

Mass conservation of the EPS, water and nutrients is controlled by the following
equations (Cogan & Keener 2004; Klapper & Dockery 2006):
𝜕𝜕𝛼𝛼𝐸𝐸

+ ∇ ⋅ (𝛼𝛼𝐸𝐸 𝐮𝐮E ) = 𝑚𝑚̇𝐸𝐸 /𝜌𝜌,

(4-36)

−∇ ⋅ [(𝛼𝛼𝑊𝑊 + 𝛼𝛼𝐸𝐸 )𝐷𝐷𝑆𝑆 ∇𝑐𝑐𝑆𝑆 ] = 𝑚𝑚̇𝑆𝑆 .

(4-38)

𝜕𝜕𝜕𝜕

𝜕𝜕𝛼𝛼𝑊𝑊
𝜕𝜕𝜕𝜕

(4-37)

+ ∇ ⋅ (𝛼𝛼𝑊𝑊 𝐮𝐮W ) = 𝑚𝑚̇𝑊𝑊 /𝜌𝜌,

where 𝛼𝛼𝑊𝑊 and 𝛼𝛼𝐸𝐸 are the volume concentrations of water and EPS, 𝑚𝑚̇𝑊𝑊 and 𝑚𝑚̇𝐸𝐸 are the
mass source per unit volume of water and EPS, and 𝐮𝐮W and 𝐮𝐮E are the water and EPS

velocity vectors. Nutrients are described by a mass concentration 𝑐𝑐𝑆𝑆 , defined as the nutrient
mass per unit volume of water, and a nutrient mass source per unit mass 𝑚𝑚̇𝑆𝑆 . The diffusion

coefficient of nutrients is denoted by 𝐷𝐷𝑆𝑆 . The volume fraction and the mass source terms
are subject to the constraints

(4-39)

𝛼𝛼𝑊𝑊 + 𝛼𝛼𝐸𝐸 + 𝛼𝛼𝐵𝐵 = 1,

(4-40)

𝑚𝑚̇𝐸𝐸 + 𝑚𝑚̇𝑊𝑊 + 𝑚𝑚̇𝐵𝐵 + 𝑚𝑚̇𝑆𝑆 = 0.

The nutrient diffusion equation (4-38) neglects the time derivative and convection terms
on the basis that the diffusion time scale of substrate (on the order of 1-2 minutes) is very
small compared to the bacterial division time scale T (on the order of several hrs) (Alpkvist
et al. 2006; Cogan & Keener 2004).
The momentum transport equations for water and EPS, respectively, are given by
(4-41)

−𝛼𝛼𝑊𝑊 ∇𝑝𝑝 + 𝐟𝐟WE = 0,

−𝛼𝛼𝐸𝐸 ∇𝑝𝑝 + 𝛼𝛼𝐸𝐸 ∇ ⋅ 𝛕𝛕E + 𝐟𝐟BE − 𝐟𝐟WE − ∇𝜓𝜓(𝛼𝛼𝐸𝐸 ) = 0.
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(4-42)

where 𝐟𝐟BE is the homogenized body force per unit volume between bacteria and EPS and

𝐟𝐟WE is the EPS-water interfacial force per unit volume. Equation (4-41) balances the
pressure gradient acting on the water with the water-EPS interfacial force 𝐟𝐟WE , where

inertia and friction terms within the water phase are neglected. Equation (4-42) is based on
the second-type of formulation of the governing equations for multiphase flow as discussed
by Crowe et al. (2011), in which 𝛼𝛼𝐸𝐸 appears outside the derivative in both the pressure

gradient and shear stress divergence terms. Here, 𝜓𝜓(𝛼𝛼𝐸𝐸 ) is the osmotic pressure
(sometimes called ‘swelling pressure’), which can be derived from Flory-Huggins theory
as a function of the EPS volume fraction 𝛼𝛼𝐸𝐸 (Flory & Krigbaum 1951; Huggins 1941). The

viscous terms were retained in equation (4-42) since the EPS viscosity is between 104 to

1010 times the water viscosity (Shaw et al. 2004). Viscoelasticity effects are neglected for
our computations, since the elastic relaxation time (approximately 18 minutes) (Shaw et
al. 2004) is much less than the bacteria division time (1-10 hrs) (Horn & Lackner 2014;
Picioreanu et al. 2000a), so the EPS shear stress is approximated by the Newtonian
expression
2

𝛕𝛕E = 𝜇𝜇𝐸𝐸 [∇𝐮𝐮E + (∇𝐮𝐮E )𝑇𝑇 ] − 𝜇𝜇𝐸𝐸 (∇ ⋅ 𝐮𝐮E )𝐈𝐈,
3

(4-43)

where I is the identity tensor and the bulk viscosity is neglected. As noted by Cogan and
Keener (Cogan & Keener 2004), the EPS velocity 𝐮𝐮E is not divergence-free due to time
and spatial variation of 𝛼𝛼𝐸𝐸 .

An expression for the water-EPS interaction force 𝐟𝐟WE was proposed by Jin et al.

(2020) as
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3/2

2
𝐟𝐟WE = 𝐴𝐴𝛼𝛼𝑊𝑊
𝛼𝛼𝐸𝐸 (𝐮𝐮E − 𝐮𝐮W ).

(4-44)

This expression was developed based on experimental results for permeability of water in
hydrogels (Kapur et al. 1996; Tokita 1993; Tokita & Tanaka 1991). The interaction
coefficient A is proportional to the ratio 𝜇𝜇𝑊𝑊 /𝜉𝜉 2 , where 𝜇𝜇𝑊𝑊 is the water viscosity and 𝜉𝜉
denotes the pore size of the EPS hydrogel (Seminara et al. 2012).

Table 4-2. Boundary conditions in continuum variables

Parameter

x

𝛼𝛼𝐸𝐸

periodic

𝑝𝑝

periodic

periodic

𝒖𝒖𝐸𝐸

periodic

𝑐𝑐𝑆𝑆

y
zero gradient at bottom
zero gradient at top
no slip at bottom (𝒖𝒖𝐸𝐸 = 0)
zero gradient at top
zero gradient at bottom
constant at top (𝑝𝑝 = 0)
zero gradient at bottom
constant at top (𝑐𝑐𝑆𝑆 = 𝑐𝑐0 )

z
periodic
periodic
periodic
periodic

Following Cogan and Keener (2004), a small diffusion term was added to equation
(4-36) and the domain of integration was extended to the entire computational domain by
assuming a tiny minimum value 𝛼𝛼𝐸𝐸,𝑚𝑚𝑚𝑚𝑚𝑚 of 𝛼𝛼𝐸𝐸 , giving the governing equation for 𝛼𝛼𝐸𝐸 as
𝜕𝜕𝛼𝛼𝐸𝐸
𝜕𝜕𝜕𝜕

+ ∇ ⋅ (𝛼𝛼𝐸𝐸 𝐮𝐮E ) = 𝑚𝑚̇𝐸𝐸 /𝜌𝜌 + 𝐷𝐷𝐸𝐸 ∇2 𝛼𝛼𝐸𝐸 ,

(4-45)

where 𝐷𝐷𝐸𝐸 is a small EPS diffusion coefficient. This equation was solved using the Crank-

Nicolson method for the diffusive term and second-order upwind differencing for the
convective term. Equations (4-41), (4-42), and (4-44) can be rearranged to obtain elliptic
partial differential equations for the EPS velocity 𝒖𝒖𝐸𝐸 and the pressure p, which were solved

using the Full Multigrid (FMG) algorithm (Hackbusch 1985; Napov & Notay 2011; van
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LENT 2006; Vanka 1986), using the boundary conditions listed in Table 4-2. Once 𝐮𝐮E and
p are known, the water velocity field 𝒖𝒖𝑊𝑊 was obtained from equation (4-41) and (4-44) as
𝐮𝐮W = 𝐮𝐮E −

1

3/2

𝐴𝐴𝛼𝛼𝑊𝑊 𝛼𝛼𝐸𝐸

(4-46)

𝛻𝛻𝑝𝑝.

4.4. Individual Effects of Bacteria Interaction Forces
In this section we illustrate the computational method described earlier in the paper
by describing biofilm growth in a reference case with no lubrication, adhesion or fimbriae
forces, and then examine the individual effects of each of these forces introduced separately.
The computations were performed in a cubic domain with 1283 grid points and side length
100 µm. The continuum equations were solved using a ‘fluid’ time step Δ𝑡𝑡𝑓𝑓 = 100 𝑠𝑠,

whereas a multiple time-step procedure (Marshall 2009) was used for solution of the
discrete equations with particle time step size Δ𝑡𝑡𝑝𝑝 = Δ𝑡𝑡𝑓𝑓 /50 and collision time step size

Δ𝑡𝑡𝑐𝑐 = Δ𝑡𝑡𝑝𝑝 /50. A set of typical ranges and nominal values of a wide variety of parameters
for bacterial biofilms is summarized in Table 3-2. Particles were assumed to be rod-shaped

with semi-major and semi-minor axes 𝑎𝑎 = 1µm and 𝑏𝑏 = 0.5µm. The EPS production rate

was set such that 𝑚𝑚̇𝐸𝐸 /𝑚𝑚̇𝐵𝐵 = 2. All computations were initialized using a single seed
bacterium placed at the center of the bottom surface of the computational domain.

4.4.1

Reference Case
A reference computation was conducted for a case with non-spherical rod-like

particles with aspect ratio 𝑎𝑎/𝑏𝑏 = 2 which included EPS production, but did not include
cell-cell adhesion, lubrication force, or fimbriae force. This case represents a base-case
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computation that will be compared to other computations with different forces added. The
computation was initiated by a single bacterial cell placed along the bottom boundary of
the computational domain (the ‘wall’), with the nutrient concentration set equal to the
constant upper boundary value 𝑐𝑐𝑆𝑆0 in the entire domain. The various parameter describing
the biofilm are set equal to the nominal values listed in the Table 3-2.

Figure 4-8. Development of colony of bacterial cells for the reference case at times (a) t = 12, (b) 18,
and (c) 24 hrs. Top: Bacterial cells colored by their sizes. Bottom: The iso-surface 𝜶𝜶𝑬𝑬 = 𝟎𝟎. 𝟎𝟎𝟎𝟎, with
contour lines and colors to indicate the height above the y = 0 surface.

The biofilm developed slowly, with the seed cell gradually growing and then
dividing when it reached a critical size. As the number of cells increased, the rate of EPS
production also increased, leading to formation of an EPS layer surrounding the cells.
During the initial part of the computation, from about t = 0 to 12 hrs, there were few cells
in the biofilm and also little EPS produced. However, after about 12 hours, the number of
cells and the amount of EPS both increased nearly exponentially. The growth of the biofilm
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during this second stage is illustrated in Figure 4-8, which shows the time variation of the
bacterial cells and of the EPS layer during the computation. The cells in the figure are
colored by their size, and we see that cells of a range of sizes between the size immediately
after division and the critical size for division are all mixed together. The contours in the
bottom images in Figure 4-8 show the height of the 5% iso-surface of the EPS
concentration 𝛼𝛼𝐸𝐸 , which is a good estimate for the outer EPS boundary of the biofilm. The

bacterial colony in this computation has a nearly hemispherical shape. The flow fields of
the EPS and water are shown in Figure 4-9, including the streamlines and velocity
magnitude contours in the 𝑧𝑧 = 0 cross-sectional plane and cells located in the interval

−0.01 < 𝑧𝑧 < 0.01. The EPS velocity is generated within the bacterial colony and flows
outward and upward. The maximum EPS velocity magnitude occurs just at the outer

boundary of the bacterial cells. The water velocity field is more complex, with water flow
into the bacterial colony from both the top and sides of the colony. Cross-sectional plots in
the 𝑧𝑧 = 0 plane are shown in Figure 4-10 for the bacterial cell concentration, the EPS
concentration and the dimensionless nutrient concentration 𝑐𝑐𝑆𝑆 /𝑐𝑐0 at t = 24 hrs. The

bacterial cell concentration is nearly uniform across most of the bacterial colony, with a
region of higher concentration near the border of the colony, where has higher nutrient
concentration. The EPS has a nearly uniform concentration within the colony and then
gradually decreases outside of the region covered by cells. The nutrient concentration
decreases within the bacterial colony due to consumption by the bacteria and achieves a
minimum value near the bottom of the colony at which point it is approximately 10% lower
than the ambient concentration value.
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Figure 4-9. Streamlines z = 0 for the EPS velocity (top) and water velocity (bottom) for the reference
case at times (a) t = 12, (b) 18, and (c) 24 hrs. Colors represent velocity magnitude. Cells within the
band −𝟎𝟎. 𝟎𝟎𝟎𝟎 < 𝒛𝒛 < 𝟎𝟎. 𝟎𝟎𝟎𝟎 are indicated by white capsules.

Figure 4-10. Slice plots at z = 0 showing (a) bacteria concentration, (b) EPS concentration, and (c)
nutrient concentration fields for the reference case at time t = 24 hrs.

4.4.2

Cell Surface Adhesion Force
The reference case computation was repeated with inclusion of van der Waals

adhesion force between the bacterial cell surfaces, which only occurs following cell surface
collision. The adhesion surface energy 𝛾𝛾 = 0.001 J/m2 was set based on experimental

measurements of the adhesive strength of biofilm (Chen et al. 1998, 2005). Figure 4-11
shows a comparison of six measures of the bacterial colony development for cases with
and without adhesion. The number of bacteria was observed to increase approximately
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exponentially with time within the computational domain. Figure 4-11a shows that the
presence of adhesion has almost no influence on the number of bacterial cells during the
simulation, and the lines for the cases with and without adhesion practically overlap. Since
cell division occurs as a response to cells exceeding a critical size, and cell growth rate is
related to nutrient concentration within the colony, this result indicates that adhesion does
not have a large impact on average nutrient concentration levels within the bacterial colony
(Figure 4-11f). Correspondingly, the average gap size between cells in the colony (Figure
4-11b) and the bacterial colony porosity were not significantly affected by presence of
adhesive force. The bacterial colony porosity was computed as by dividing one minus the
volume of all particles by the volume of all grid cells that contain a particle. There is an
increasing of porosity at around t = 20 hrs for both cases because of the influence of EPS
flow. On the other hand, adhesion is found to cause a slight increase in the average number
of contacts per bacteria (Figure 4-11c) during the final part of the computation, during
which the number of bacteria is increasing rapidly and the colony is becoming mature.
The most significant influence of adhesive force is apparent in Figure 4-11d
between times of 20 and 24 hrs, which plots the percentage of bacterial cells that are in
surface-surface contact with at least one other cell. In the earlier part of the computation
when the number of bacteria was small, the EPS velocity magnitude was also small and
there was little fluid drag pulling the colony apart. However, as the number of bacteria
grew in the second half of the computation, the EPS velocity became large enough to cause
separation of the bacterial cells in the reference case, and as a consequence the percentage
of cells in contact with other cells decreases rapidly in this time interval. By contract, the
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case with adhesion does not exhibit this decrease in percentage of cells in contact, since
the adhesive force is sufficiently large to hold nearby cells in contact despite the drag from
the EPS flow. The data show, therefore, that adhesive force is one factor that helps to hold
a colony together in the presence of the outward EPS velocity field.

Figure 4-11. Comparison of time variation of parameters between the reference case (dashed line)
and a case with adhesion (solid line): (a) number of bacteria, (b) average gap size normalized by
bacteria initial semi-minor axis, (c) number contacts per bacteria, (d) percentage of cells that are
touching other cells, (e) porosity within the bacterial colony, and (f) minimum value of nutrient
concentration. Solid and dashed lines nearly overlap in plots (a), (b), (e) and (f).

4.4.3

Fimbriae Force
The fimbriae force is also an attractive force acting between bacteria, but it differs

from the adhesive force discussed in the previous sub-section in that it has an influence
distance on the order of the bacteria diameter and it does not require the bacteria cell
surfaces to collide before taking effect. One bacteria can interact through the fimbriae force
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with multiple other bacteria at the same time, forming a tension chain through the bacterial
colony. The reference case computation was repeated with fimbriae force added using the
values listed in Table 4-1 for the different fimbria critical tension parameters, where each
cell had 1000 fimbriae that were uniformly distributed on the cell surface. The average
percentage of fimbriae that are attached to another cell is found to increase in time
throughout the computation as the bacterial colony develops (Figure 4-12a). The
probability density function (PDF) of the number of attached fimbriae for each pair of
attached cells is plotted in Figure 4-12b, exhibiting a peak at about 25. The time variation
of the average fimbriae tension is plotted in Figure 4-12c, and found to asymptote to about
27% of the maximum tension 𝑇𝑇𝑑𝑑 . The distribution of fimbriae tension at time t = 24 hrs
(the end of the computation) is plotted in Figure 4-12d, which exhibits two peaks at 18%

and 46% of 𝑇𝑇𝑑𝑑 . These two values correspond to the coiled tension 𝑇𝑇𝑐𝑐 and uncoiled tension
𝑇𝑇𝑢𝑢𝑢𝑢 , respectively, listed in Table 4-1, indicating that the fimbriae are primarily in the

constant-tension coiling or uncoiling regions of Figure 4-4.

The fimbriae force acts to compress the bacterial colony, decreasing the average
gap size between cells and substantially increasing the number of cell-cell surface contacts
(Figure 4-13b and Figure 4-13c). It is particularly noted that the decrease in number of cellcell contacts for the reference case observed in Figure 4-13c at around t = 15 hrs, due to
increase in number of cells and increased EPS velocity magnitude, is absent in the case
with fimbriae. Both the bacterial colony porosity (Figure 4-13e) and the nutrient minimum
concentration (Figure 4-13f) decreased due to the fimbriae force during the final part of the
computation. On the other hand, the fimbriae force has little effect on the number of cells
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(Figure 4-13a). The plot of percentage of cells attached to other cells (Figure 4-13d) is
nearly 100% for the case with fimbriae force, since for this plot we define cell attachment
as including cells connected by the fimbriae of one cell attached to the surface of another
cell. This contrasts with cell contact (Figure 4-13c), which requires cell surface-to-surface
contact.

Figure 4-12. Measures of fimbriae force for a case with fimbriae, showing (a) time variation of
average number of attached fimbriae per cell (out of 1000 total); (b) probability density function
(pdf) of the number of attached fimbriae for each attached cell pair at t = 24 hrs; (c) time variation of
average tension of attached fimbriae normalized by fimbriae maximum tension 𝑻𝑻𝒅𝒅 , the coiled tension
𝑻𝑻𝒄𝒄 and uncoiled tension 𝑻𝑻𝒖𝒖𝒖𝒖 are indicated by dashed lines; (d) probability density function of the
tension of attached fimbriae for each attached cell pair at t = 24 hrs normalized by 𝑻𝑻𝒅𝒅 .
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Figure 4-13. Comparison of time variation of parameters between the reference case (dashed line)
and a case with fimbriae force (solid line): (a) number of bacteria, (b) average gap size normalized by
bacteria initial semi-minor axis, (c) number contacts per bacteria(the dot-dashed line represents the
fimbriae contact), (d) percentage of cells that are touching other cells, (e) porosity within the
bacterial colony, and (f) minimum value of nutrient concentration. Solid and dashed lines nearly
overlap in plot (a).

A number of orientation measures were introduced by Chesnutt and
Marshall(Chesnutt & Marshall 2010) for characterizing alignment of particles in a cluster.
One of these measures, called the symmetry-axis-angle orientation measure 𝑂𝑂𝐼𝐼 , relates the
orientation of the symmetry axes of two contacting spheroidal particles, where 𝑂𝑂𝐼𝐼 = 0

indicates that the symmetry axes are perpendicular and 𝑂𝑂𝐼𝐼 = 1 indicates that the symmetry
axes are parallel. Summing this measure over all contacting pairs of particles gives
𝑂𝑂𝐼𝐼 =

1

2𝑁𝑁𝑇𝑇

𝑁𝑁
∑𝑁𝑁
𝑖𝑖=1 ∑𝑗𝑗=1 𝑎𝑎𝑖𝑖𝑖𝑖 �𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑𝑖𝑖𝑖𝑖 �,
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(4-47)

where the 𝑎𝑎𝑖𝑖𝑖𝑖 equals unity if the particles are touching and zero otherwise, 𝑁𝑁𝑇𝑇 is the
number of touching particle pairs, and N is the number of particles. Figure 4-14a shows the
time variation of 𝑂𝑂𝐼𝐼 during bacterial colony growth. While the cell axes of touching

bacteria are highly aligned for the reference case, the presence of fimbriae acts to
significantly decrease the orientation alignment. Letting the inclination angle θ and
azimuth angle φ represent the angles in a spherical coordinate system of the cell orientation
vector 𝒄𝒄𝑖𝑖 (x,y,z), contour plots of these two angles for both the reference case and the case
with fimbriae force are shown in Figure 4-14b and Figure 4-14c, respectively, at t = 24 hrs.

The higher contour levels indicate that more particles fall into these regions. The
orientation measure 𝑂𝑂𝐼𝐼 is significantly more homogeneous for the case with fimbriae than

for the reference case, indicating that the in the case with fimbriae the cells are more
randomly distributed whereas in the reference computation the cells become partially

aligned with their neighbors. This alignment occurs both due to the effect of damped
collision forces between cells and due to the viscous torque exerted on the particles by the
outward flowing EPS. This alignment is partially broken up for the computation with
fimbriae due to the rotational momentum imported by the fimbriae on particles in the
tension force chains. These fimbriae torques cause the particles to actively rotate, as is
apparent from the plot in Figure 4-15 showing the average particle rotation rate magnitude
1/2
𝑍𝑍 ≡ (1/𝑁𝑁) ∑𝑁𝑁
versus time for both the case with fimbriae and the reference
𝑖𝑖=1(𝛺𝛺𝑖𝑖 𝛺𝛺𝑖𝑖 )

case. For most of the computation, this measure of particle rotation rate averages nearly an
order of magnitude higher for the case with fimbriae than for the reference case due to the
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ability of fimbriae to transmit forces and torques long distances through the tension force
chains.

Figure 4-14. (a) Time variation of orientation measure 𝑶𝑶𝑰𝑰 for case with fimbriae (solid line) and the
reference case (dashed line). (b-c) Comparison of probability density contour plots for cell
orientation (b) in the reference case and (c) in the case with fimbriae at time t = 24 hrs.

Figure 4-15. Time variation of average particle of rotation rate magnitude for the case with fimbriae
(solid line) and the reference case (dashed line).
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4.4.4

Lubrication Force
Lubrication force acts to separate bacterial cells that are in close proximity to each

other. Even if the cell centers are not moving, lubrication force can still occur from the cell
growth and from the production of EPS and its transport through the cell membranes. A
comparison of six measures of biofilm growth for a computation including lubrication
force (with gap size 𝛿𝛿 = 0.001 µm) and the reference computation is shown in Figure

4-16. The lubrication force has almost no effect on the number of cells (Figure 4-16a), the
average gap size (Figure 4-16b), the minimum nutrient concentration within the colony

(Figure 4-16f), or the bacterial colony porosity (Figure 4-16e). The number of surface-tosurface contacts per cell is decreased in the presence of the lubrication force (Figure 4-16c).
Similarly, the presence of lubrication force substantially reduces the percentage of cells
that are in contact with at least one other cell (Figure 4-16d). As EPS accumulates, its drag
force acting on bacterial cells strengthens and becomes the major force promoting
separation of the bacteria. The effect of lubrication force on cell contact is therefore
relatively small during the later part of the computation.
We have found that sensitivity of bacterial colonies to the lubrication force depends
in part on the bacterial cell shape. For instance, Jin et al.(Jin et al. 2020) showed results of
a computation with spherical bacterial cells where the lubrication force had a large
influence on whether the colony formed a tight cluster or a disbursed cloud with small
clusters of cells. The reason for that case being sensitive to lubrication force was that the
bacterial colony porosity was significantly smaller for computations with spherical
particles than for comparable computations with rod-like elongated particles. The addition
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of lubrication force in the case with spherical particles allowed the gap size to increase
sufficiently that water and nutrients could flow into the pore space in the colony, leading
to significantly increased cell growth rate and EPS production. For the case with larger
porosity in the computation with rod-like cell shapes in the current paper, the addition of
lubrication force is found to have a milder, although still significant, influence on bacterial
colony structure.

Figure 4-16. Comparison of time variation of parameters between the reference case (dashed line)
and a case with lubrication force (solid line): (a) number of bacteria, (b) average gap size normalized
by bacteria initial semi-minor axis, (c) number contacts per bacteria, (d) percentage of cells that are
touching other cells, (e) porosity within the bacterial colony, and (f) minimum value of nutrient
concentration. Solid and dashed lines nearly overlap in plot (a).

4.5. Conclusions
A new hybrid computational method was presented for simulation of rod-like
bacterial cells in a biofilm, which includes EPS generation, water and EPS flow, and
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diffusive nutrient transport. The model includes a wide range of forces between the
bacterial cells, including drag caused by motion of the EPS, collision and van der Waals
adhesion force following cell surface-to-surface contact, lubrication force associated with
cell growth and EPS generation, and tensile force due to attachment of fimbriae appendages
from one cell onto the surface of another cell. For non-spherical particles, all these forces
can also give rise to torques on the particles, leading to either cell alignment or enhanced
cell rotation.
The model was tested for the problem of bacterial colony growth from a single seed
cell positioned on a flat surface. A reference computation was conducted that included EPS
generation but did not include the cell-cell adhesion force, the lubrication force, or the
fimbriae force. Each of these inter-cellular forces were then examined individually, without
the other force present. Typical parameter values for these trials were selected from
experimental data for biofilms from a wide variety of sources. The results indicate that van
der Waals adhesion from cell-cell collision has little influence on the main measures
characterizing the bacterial colony growth, such as the number of cells, the average gap
size between cells, the minimum nutrient concentration within the colony, the porosity of
the bacterial colony, or the number of cell-cell contacts per bacteria. The only measure that
it did influence was the percentage of bacterial cells that are in contact with at least one
other cell, which was increased significantly in the case with adhesion present near the end
of the computation, where the number of cells and the EPS generation rate from the cells
becomes large.
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The fimbriae force also tries to pull the colony together and make it more compact.
The fimbriae were found to be either in the coiling or uncoiling state, with a large number
of fimbriae attachments for each cell. Fimbriae force significantly increases the number of
contacts per cell, and it induces strong rotational motion of the cells due to transition of
tensile forces through the fimbriae force chain. This enhanced rotational motion breaks up
the orientational alignment of cells apparent in the reference computation, causes by the
viscous torque of the EPS flow on the rod-like cells, and thus the fimbriae make the cell
orientation more random within the colony. The presence of lubrication force decreases the
number of cell-cell contacts per cell and the percentage of cells that are in contact with at
least one other cell. Lubrication force also causes a small increase in colony porosity and
in the minimum nutrient concentration near the end of the computation, when the number
of bacteria and the EPS generation rate have become large.
This hybrid numerical model is able to easily and accurately account for bacterial
growth and transport, EPS generation, water absorption, nutrient diffusion, and both water
and EPS transport, while still incorporating the many advantages of modeling interactions
of individual bacterial cells. We have used this individual cell modeling ability to
incorporate a variety of inter-cell forces using well-established discrete-element theory for
effect of van der Waals interaction of adhesive particles (Marshall 2009; Marshall & Li
2014), while at the same time incorporating new inter-cell effects such as fimbriae tensile
force and lubrication force from EPS generation and cell growth. These latter forces, which
are not typically included in individual-based models for bacterial biofilms, can have a
significant influence on the biofilm structure and development under certain situations.
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CHAPTER 5:

MECHANICS OF BIOFILMS FORMED OF

BACTERIA WITH FIMBRIAE APPENDAGES
Jin, X., Marshall, J.S.. Mechanics of Biofilms Formed of Bacteria with Fimbriae
Appendages. PLOS ONE, under review.
Abstract
Gram-negative bacteria, as well as some Gram-positive bacteria, possess hair-like
appendages known as fimbriae, which play an important role in adhesion of the bacteria to
surfaces or to other bacteria. Unlike the sex pili or flagellum, the fimbriae are quite
numerous, with of order 1000 fimbriae appendages per bacterial cell. In this paper, a
recently developed hybrid model for bacterial biofilms is used to examine the role of
fimbriae tension force on the mechanics of bacterial biofilms. Each bacterial cell is
represented in this model by a spherocylindrical particle, which interact with each other
through collision, adhesion, lubrication force, and fimbrial force. The bacterial cells absorb
water and nutrients and produce extracellular polymeric substance (EPS). The flow of
water and EPS, and nutrient diffusion within these substances, is computed using a
continuum model that accounts for important effects such as osmotic pressure gradient,
drag force on the bacterial cells, and viscous shear. The fimbrial force is modeled using an
outer spherocylinder capsule around each cell, which can transmit tensile forces to
neighboring cells with which the fimbriae capsule collides. We find that the biofilm
structure during the growth process is dominated by a balance between outward drag force
on the cells due to the EPS flow away from the bacterial colony and the inward tensile
fimbrial force acting on chains of cells connected by adhesive fimbriae appendages. The
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fimbrial force also introduces a large rotational motion of the cells and disrupts cell
alignment caused by viscous torque imposed by the EPS flow. The current paper
characterizes the competing effects of EPS drag and fimbrial force using a series of
computations with different values of the ratio of EPS to bacterial cell production rate and
different numbers of fimbriae per cell.

5.1. Introduction
In bacterial biofilms, bacteria are enmeshed in a self-secreted extracellular
polymeric substance (EPS), which is permeated by an aqueous solvent that transports
nutrients, minerals and other chemicals through the EPS (Mazza 2016). In general, bacteria
absorb nutrients and water, using them primarily to grow and to produce EPS. [The water
within the biofilm exists in a bound state (i.e., water of hydration associated with the EPS)
or in a free state that can flow through the biofilm. For modeling purposes, we regard the
former as part of the EPS, and use the term 'water' to refer to water in the latter (free) state.]
Bacterial biofilms are important in water treatment processes (Lewandowski & Boltz
2011), in environmental processes such as production of greenhouse gases from the soil
(G. Lear 2016), in biofouling of ships and marine structures (Flemming 2009), and in food
processing (Giaouris et al. 2014; Srey et al. 2013). Biofilms are responsible for the majority
of human infectious diseases (Costerton et al. 1999; Srivastava & Bhargava 2016),
particularly in post-surgical infections or chronic infections.
A key feature that enables adhesion of bacterial cells both to each other and to other
surfaces is the short hair-like appendages called fimbriae (singular fimbria), which are
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found on most Gram-negative bacteria and on some Gram-positive bacteria (Melville &
Craig 2013; Piepenbrink & Sundberg 2016; Proft & Baker 2009). (These appendages are
also referred to in some literature as pili or attachment pili.) There are on order of 1000
fimbriae on a single cell, each 3-10 nm thick and 1-5 µm long. At the microstructural level,
a single fimbria appendage has the form of a coiled helix-shaped protein (pilin), with sticky
proteins (adhesins) located on the fimbria tip. The adhesin proteins bind to receptors on
other bacteria or on host cells using a ‘catch-bond’ mechanism, in which the adhesive force
becomes stronger (up to a limit) as the tension force acting on a fimbria is increased
(Aprikian et al. 2011; Berne et al. 2015). Once attached, a fimbria can stretch to several
times its original length. Experiments characterizing the stress-strain behavior of individual
fimbria were reported by Chen et al. (2011) and Forero et al. (2006).
Numerous experimental studies have demonstrated that different types of fimbriae
play a critical role is enabling certain bacteria to form biofilms, although the enhancement
of bacterial attachment ability and biofilm growth is dependent on both the type of bacteria
and the type of fimbriae (Hancock et al. 2011). For instance, type 3 fimbriae were found to
strongly promote biofilm formation for Klebsiella pneumoniae (di Martino et al. 2003;
Murphy et al. 2013; Schroll et al. 2010; Wang et al. 2017). Bak et al. (2015), Zuberi et al.
(2017), and Lasaro et al. (2009) showed that biofilm formation in Escherichia coli is
inhibited when type 1 fimbriae are suppressed. Rodrigues and Elimelech (2009) and Wang
et al. (2018) examined role of type 1 fimbriae for biofilm formation of E. coli, with
fimbriaed, non-fimbriaed and wild bacteria. They found that type 1 fimbriae are not
necessary for initial reversible cell attachment, but that they are necessary for irreversible
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cell attachment and subsequent biofilm development. Cohen et al. (2019) showed that
presence of fimbriae enhances aggregation of E. coli with small clay particles. McLay et
al. (2018) gradually varied the degree of fimbriation (by varying the number of fimbriae
attached to the cells), and showed that the ability of cells to adhere gradually decreases as
the degree of fimbriation is decreased.
Understanding the dynamics of biofilm systems is challenging because of the large
number of parameters involved and the highly nonlinear, complex dynamics exhibited by
biofilm systems. Mathematical modeling allows investigators to easily activate and
deactivate different biofilm features to gain insight into their impact on the system (Horn
& Lackner 2014; Klapper & Dockeryt 2010). Both discrete and continuum models have
been developed and applied to biofilm systems, both with different advantages and
disadvantages (Mattei et al. 2018). Most continuum models do not account for the
numerous forces acting between individual bacterial cells, whereas most discrete models
(also known as individual based models) do not account for the separate flow fields of
water and EPS past the cells. Both of these types of models tend to over-simplify the cell
interaction forces, often omitting important forces for the biofilm dynamics. A new type of
hybrid model was recently developed by the current investigators (Jin et al. 2020) which
surmounts many of these objections. The model uses a discrete approach to follow motion
and interaction of individual bacterial cells while using a continuum approach to model
EPS, water and nutrient transport around and within the biofilm, including absorption of
nutrients and water and EPS production by the bacteria. The continuum model is based on
an extension of that of Cogan & Keener (2004), with an improved model for the cell-EPS
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interfacial force. The discrete model is based on an extension of an accurate discrete
element method (DEM) for adhesive particle flows (Li et al. 2011; Marshall 2009; Marshall
& Li 2014), and includes a wide range of cell-EPS and cell-cell forces and torques for both
spherical and spherocylindrical cell shapes.
The current paper extends the Jin et al. (2020) hybrid model to include fimbrial
force and non-spherical bacterial cells, and then uses this extended model to examine the
influence of fimbrial force and EPS flow on biofilm growth processes. We argue that of
the many different forces present, the fimbriae tension and the EPS drag force dominate in
determining the structure of the bacterial colony as it develops within the biofilm. Method
section gives an overview of the biofilm growth model used in the study, including the
continuum models for EPS and water transport and the discrete model for the bacterial
cells. The results of the paper include an examination of the effects of varying the ratio of
EPS to cell production rates and the number of fimbriae attached to each cell. Conclusions
are given in the last section.

5.2. Computational Method
5.2.1

Discrete Model
The biofilm mechanics was simulated using a hybrid computational model in which

bacterial cells are represented by spherocylindral particles and the flow of water, EPS and
nutrients are computed as continua on a grid that spans the flow field (Jin et al. 2020).
Spherocylinders are formed of cylindrical bodies with hemispherical end caps. The cell
minor semi-axis b is set equal to the cylinder radius, and the major semi-axis a is equal to
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half the cylinder length plus the radius of the hemispherical end-cap. The bacterial cell
motion was computed by solving the individual cell momentum and angular momentum
equations at equilibrium (with cell inertia neglected), or
𝐅𝐅BE + 𝐅𝐅BB = 0,

𝐌𝐌BE + 𝐌𝐌BB = 0,

(5-1)

where 𝐅𝐅BE and 𝐌𝐌BE denote forces and torques between the bacterial cells and the

surrounding EPS and 𝐅𝐅BB and 𝐌𝐌BB denote forces and toques between two or more
bacterial cells, or between a bacterial cell and a wall. The two most important EPS-bacteria
interaction forces contained in 𝐅𝐅BE are the drag force 𝐅𝐅d and the lubrication force 𝐅𝐅ℓ . The

drag force 𝐅𝐅d , and the associated viscous torque 𝐌𝐌d , are approximated using the wellestablished theory for low Reynolds number flow past ellipsoidal particles (Gallily &

Cohen 1979; Happel & Brenner 1973). Details can be found in Chesnutt and Marshall
(2009).
The lubrication force 𝐅𝐅ℓ = 𝐹𝐹ℓ 𝐧𝐧 is caused not only by relative motion between the

particle centers, but also by cell growth and EPS production. An expression for lubrication
force magnitude that accounts for these different effects is obtained as
𝐹𝐹ℓ = −6𝜋𝜋𝜇𝜇𝐸𝐸 𝑅𝑅2 �

ℎ̇ +𝑈𝑈𝐿𝐿𝐿𝐿
ℎ+𝛿𝛿

(5-2)

�,

where 𝜇𝜇𝐸𝐸 is the EPS viscosity, ℎ is the closest separation distance between the cell
surfaces, 𝛿𝛿 is a constant gap width between cell surfaces at collision, 𝑈𝑈𝐿𝐿𝐿𝐿 is the sum of the

normal EPS velocity at the contact point relative to the surface velocity for each particle of
a colliding pair, and R is the effective radius of curvature at the collision point.
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The most important cell-cell interaction forces contained in 𝐅𝐅BB are the elastic

rebound force, the cell surface adhesion force, and the fimbrial force 𝐅𝐅f = 𝐹𝐹𝑓𝑓 𝐧𝐧. The first
two of these forces are nonlinearly coupled to form a single surface collision/adhesion force
𝐹𝐹𝑠𝑠𝑠𝑠 , an expression for which is given by the classical Johnson-Kendell-Roberts (JKR)
theory (Johnson et al. 1971). These various effects can be combined to write the EPSbacteria and bacteria-bacteria interaction forces and torques as
𝐅𝐅BE = 𝐅𝐅d + 𝐹𝐹ℓ 𝐧𝐧,

𝐅𝐅BB = 𝐹𝐹𝑠𝑠𝑠𝑠 𝐧𝐧 + 𝐹𝐹𝑓𝑓 𝐧𝐧,

𝐌𝐌BE = 𝐹𝐹ℓ 𝐫𝐫i × 𝐧𝐧 + 𝐌𝐌d .

𝐌𝐌BB = (𝐹𝐹𝑠𝑠𝑐𝑐 + 𝐹𝐹𝑓𝑓 )𝐫𝐫i × 𝐧𝐧.

(5-3)
(5-4)

Here, n is the unit normal vector of the particle i at the contact point C, and ri is the vector
that extends from the center of particle i to the contact point.
The fimbrial force exerts a tension between cells when the fimbriae from one cell
attach to the surface of another cell, and the two cell surfaces are pulled apart by an external
force. The model for fimbrial force used in the current paper assumes that the fimbriae of
each cell have a uniform unstretched length ℎ𝑓𝑓0 and a uniform fimbriae number density 𝑛𝑛𝑓𝑓 .
A spherocylindrical fimbriae capsule is assumed to surround each cell with semi-major

axis 𝑎𝑎 + ℎ𝑓𝑓0 and semi-minor axis 𝑏𝑏 + ℎ𝑓𝑓0 . The number 𝑁𝑁𝑓𝑓 of attached fimbriae between
two colliding cells is therefore equal to 𝑛𝑛𝑓𝑓 times the attachment area 𝐴𝐴𝑎𝑎 on the fimbriae
capsule, or

𝑁𝑁𝑓𝑓 = 𝐴𝐴𝑎𝑎 𝑛𝑛𝑓𝑓 .

(5-5)
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The attachment area 𝐴𝐴𝑎𝑎 is defined as the area on the fimbriae capsule of one cell that

intersects the surface of another cell. The algorithm for determination of fimbriae
connections to cell surfaces and calculation of the attachment area is similar to that of
Kumar et al. (2018). The fimbrial force 𝐹𝐹𝑓𝑓 is related to the number of connected fimbriae

by

𝐹𝐹𝑓𝑓 = 𝑁𝑁𝑓𝑓 𝑇𝑇𝑓𝑓 ,

(5-6)

where 𝑇𝑇𝑓𝑓 is the tension of a single fimbria appendage attached between the two cells.

Experiments using an atomic force microscope (Chen et al. 2011; Forero et al.

2006) have shown that fimbria tension 𝑇𝑇𝑓𝑓 depends on both the direction of relative motion

of the two attached surfaces and on the fimbria extension from its equilibrium length. An
idealized force-extension curve for a single fimbria that is characteristic of the
experimental data is plotted in Figure 5-1. The fimbria tension is characterized by three
different regimes, labeled regions I, II and III in the figure. In region I, the fimbria stretches
while retaining its helical form, resulting in a force-extension response similar to Hooke’s
law for a linear elastic medium with a Young’s modulus 𝐸𝐸𝑓𝑓 . In region II, the helical fimbria

begins to uncoil as a result of stretching, which results in a constant tension force 𝑇𝑇𝑢𝑢𝑢𝑢 that

is independent of fimbria extension. This region of the force-extension curve can continue
for extensions out to several micrometers, or several times the fimbria length. Region III
occurs once the fimbria is fully uncoiled to form a thin filament. In region III, the fimbria
tension increases rapidly up to a point of maximum extension 𝑒𝑒𝑑𝑑 , at which the tension has

the value 𝑇𝑇𝑑𝑑 . The fimbria detaches from the cell surface when stretched at extensions
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beyond 𝑒𝑒𝑑𝑑 , and 𝑇𝑇𝑑𝑑 and 𝑒𝑒𝑑𝑑 are correspondingly called the detachment tension and

extension. The fimbria tension and extension at the inflection point of the force-extension
curve in region III are called the characteristic tension 𝑇𝑇𝑐𝑐ℎ and characteristic extension 𝑒𝑒𝑐𝑐ℎ ,

respectively. If the relative motion between the two cells were reversed, the force-extension
curve traces a different path, as indicated by the blue line in Figure 5-1. In this case the
fimbria begins to recoil itself, reforming its helical structure. The force-extension curve
decreases in a nearly elastic manner to a coiling tension 𝑇𝑇𝑐𝑐 , which remains constant as the
fimbria stretch is further reduced.

Figure 5-1. Typical force-extension plot for a single fimbria appendage. The regions of fimbria
extension are identified by Roman numerals at the top of the plot. The force-extension curve of a
single fimbria in tension between two surfaces that are being pulled apart is identified by a red curve.
The blue curve is the force-extension curve for a case where the direction of relative motion between
the surfaces is reversed at a specified time and the surfaces are pushed back toward each other.

Approximate mathematical expressions the fimbria tension when the surfaces are
moving apart from each other (i.e., when ℎ̇ > 0) are given by

𝐸𝐸𝑓𝑓 (ℎ − ℎ𝑓𝑓0 )
in region I
(0 ≤ ℎ ≤ 𝑒𝑒12 )
in region II (𝑒𝑒12 ≤ ℎ ≤ 𝑒𝑒23 )
𝑇𝑇𝑓𝑓 = �
𝑇𝑇𝑢𝑢𝑢𝑢
𝑇𝑇𝑐𝑐ℎ + 𝐶𝐶 𝑠𝑠𝑠𝑠𝑠𝑠ℎ[ 𝐷𝐷(ℎ − 𝑒𝑒𝑐𝑐ℎ )] in region III (𝑒𝑒23 ≤ ℎ ≤ 𝑒𝑒𝑑𝑑 )
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(5-7)

where the coefficients C and D are determined by solving the set of nonlinear equations
𝑇𝑇𝑐𝑐ℎ + 𝐶𝐶 𝑠𝑠𝑠𝑠𝑠𝑠ℎ[ 𝐷𝐷(𝑒𝑒23 − 𝑒𝑒𝑐𝑐ℎ )] = 𝑇𝑇𝑢𝑢𝑢𝑢 ,

(5-8a)

𝑇𝑇𝑐𝑐ℎ + 𝐶𝐶 𝑠𝑠𝑠𝑠𝑠𝑠ℎ[ 𝐷𝐷(𝑒𝑒𝑑𝑑 − 𝑒𝑒𝑐𝑐ℎ )] = 𝑇𝑇𝑑𝑑 .

(5-8b)

If the direction of motion of the attached surfaces is reversed at a separation distance ℎ =
ℎ𝑟𝑟𝑟𝑟𝑟𝑟 in region II (such that ℎ̇ < 0), the fimbriae tension is alternatively given by
𝑇𝑇𝑓𝑓 = �

𝑇𝑇𝑢𝑢𝑢𝑢 − 𝐸𝐸𝑓𝑓 (ℎ𝑟𝑟𝑟𝑟𝑟𝑟 − ℎ) for ℎ𝑟𝑟𝑟𝑟𝑟𝑟 − ℎ < (𝑇𝑇𝑢𝑢𝑢𝑢 − 𝑇𝑇𝑐𝑐 )𝑒𝑒12 /𝑇𝑇𝑢𝑢𝑢𝑢
,
for ℎ𝑟𝑟𝑟𝑟𝑟𝑟 − ℎ ≥ (𝑇𝑇𝑢𝑢𝑢𝑢 − 𝑇𝑇𝑐𝑐 )𝑒𝑒12 /𝑇𝑇𝑢𝑢𝑢𝑢
𝑇𝑇𝑐𝑐

(5-9)

where corresponds to the blue line in Figure 5-1. The values of these critical extensions
and tensions are listed in Table 5-1.
Table 5-1. Typical values of fimbria extensions and tensions

Fimbria extension
𝑒𝑒12
𝑒𝑒23
𝑒𝑒𝑐𝑐ℎ
𝑒𝑒𝑑𝑑

Length (μm)
1.5
2.5
3
3.5

Fimbria tension
𝑇𝑇𝑐𝑐
𝑇𝑇𝑢𝑢𝑢𝑢
𝑇𝑇𝑐𝑐ℎ
𝑇𝑇𝑑𝑑

Force (pN)
2.5
6
9.5
13

Bacterial cells absorb water and nutrients and use these materials to grow and to
produce EPS. Each bacterial cell produces new cell mass at a rate 𝑀𝑀̇𝐵𝐵 and produces EPS at
a rate 𝑀𝑀̇𝐸𝐸 . If 𝑉𝑉𝐵𝐵 denotes the cell volume as a function of time, then
𝑑𝑑

𝑑𝑑𝑑𝑑

𝑉𝑉𝐵𝐵 (𝑡𝑡) =

𝑀𝑀̇𝐵𝐵
𝜌𝜌

,

(5-10)

where 𝜌𝜌 is the fluid density. A Monod model(Horn et al. 2001; Monod 1949) was used to

specify cell growth rate as a function of the nutrient concentration 𝑐𝑐𝑆𝑆 . Since both water and
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nutrients are necessary for cells to grow and to produce EPS, we employed an extended
form of the Monod model of the form
𝑀𝑀̇𝐵𝐵 = 𝑀𝑀̇𝐵𝐵0 �

𝑐𝑐𝑆𝑆

𝐾𝐾𝑆𝑆 +𝑐𝑐𝑆𝑆

��

𝛼𝛼𝑊𝑊

𝐾𝐾𝑊𝑊 +𝛼𝛼𝑊𝑊

𝑀𝑀̇𝐸𝐸 = 𝑀𝑀̇𝐸𝐸0 �

�,

𝑐𝑐𝑆𝑆

𝐾𝐾𝑆𝑆 +𝑐𝑐𝑆𝑆

��

𝛼𝛼𝑊𝑊

𝐾𝐾𝑊𝑊 +𝛼𝛼𝑊𝑊

�,

(5-11)

where 𝐾𝐾𝑆𝑆 and 𝐾𝐾𝑊𝑊 are half-saturation constants and 𝑀𝑀̇𝐵𝐵0 and 𝑀𝑀̇𝐸𝐸0 are the maximum

bacteria and EPS growth rates. The last term in these equations typically has small effect,
except in regions where water becomes scarce due to rapid EPS production and cell growth.
Related extensions of the Monod model are discussed in more detail by Gonzo et al. (2018)
and Legner et al. (2019). Typical ranges of values for these coefficients were recorded by
Picioreanu et al. (1998b) and Melaugh et al. (2016) for different bacterial species.
When the cell volume 𝑉𝑉𝐵𝐵 (𝑡𝑡) exceeds a critical value 𝑉𝑉𝐵𝐵,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 , the cell divides to

create two offspring cells with volumes 𝑉𝑉1 and 𝑉𝑉2 , given by
1+𝜁𝜁

𝑉𝑉1 = 𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝 �

2

�,

1−𝜁𝜁

𝑉𝑉2 = 𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝 �

2

�,

(5-12)

where 𝜁𝜁 is a small random number with uniform distribution over the range (0,𝜁𝜁𝑚𝑚𝑚𝑚𝑥𝑥 ) and

𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝 is the volume of the parent cell prior to division. Cell division was performed using

an algorithm (similar to Lardaon et al. (2011)) that gradually moved the particles apart over
a series of time steps until they were separated, and then released them to move according
to their individual dynamics.
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5.2.2

Continuum Model
The transport of water, EPS and nutrients in the biofilm are all computed using

continuum equations on a grid spanning the biofilm computational domain. Prior to solving
these continuum equations, it is necessary to homogenize the discrete data from the
bacterial cell simulation, which yields values of corresponding averaged variables on the
grid nodes. This homogenization procedure yields the particle concentration field 𝛼𝛼𝐵𝐵 , mass

source fields per unit volume 𝑚𝑚̇𝐵𝐵 , 𝑚𝑚̇𝐸𝐸 and 𝑚𝑚̇𝑆𝑆 for the bacterial, EPS and nutrients, and
interfacial body force per unit mass 𝐟𝐟BE . The conservative blob homogenization procedure
(Marshall & Sala 2013) was used to produce smooth fields with minimal noise.

Mass conservation of the EPS, water and nutrients is controlled by the following
equations (Cogan & Keener 2004; Klapper & Dockery 2006):
𝜕𝜕𝛼𝛼𝐸𝐸

+ ∇ ⋅ (𝛼𝛼𝐸𝐸 𝐮𝐮𝐸𝐸 ) = 𝑚𝑚̇𝐸𝐸 /𝜌𝜌,

(5-13)

−∇ ⋅ [(𝛼𝛼𝑊𝑊 + 𝛼𝛼𝐸𝐸 )𝐷𝐷𝑆𝑆 ∇𝑐𝑐𝑆𝑆 ] = 𝑚𝑚̇𝑆𝑆 .

(5-15)

𝜕𝜕𝜕𝜕

𝜕𝜕𝛼𝛼𝑊𝑊
𝜕𝜕𝜕𝜕

(5-14)

+ ∇ ⋅ (𝛼𝛼𝑊𝑊 𝐮𝐮𝑊𝑊 ) = 𝑚𝑚̇𝑊𝑊 /𝜌𝜌,

where 𝛼𝛼𝑊𝑊 and 𝛼𝛼𝐸𝐸 are the volume concentrations of water and EPS, 𝑚𝑚̇𝑊𝑊 is the mass source

per unit volume of water, and 𝐮𝐮𝑊𝑊 and 𝐮𝐮𝐸𝐸 are the water and EPS velocity vectors. The
nutrient mass concentration 𝑐𝑐𝑆𝑆 are solved by the equilibrium diffusion equation (5-15)

subject to a nutrient mass source per unit mass 𝑚𝑚̇𝑆𝑆 and diffusion coefficient 𝐷𝐷𝑆𝑆 . This
equation neglects the time derivative and convection terms since the nutrient diffusion time

scale (~1-2 min) is small compared to the bacterial division time scale T (~1 hr) (Alpkvist

135

et al. 2006; Cogan & Keener 2004). The volume fraction and the mass source terms are
subject to the constraints
(5-16)

𝛼𝛼𝑊𝑊 + 𝛼𝛼𝐸𝐸 + 𝛼𝛼𝐵𝐵 = 1,

𝑚𝑚̇𝐸𝐸 + 𝑚𝑚̇𝑊𝑊 + 𝑚𝑚̇𝐵𝐵 + 𝑚𝑚̇𝑆𝑆 = 0.

(5-17)

−𝛼𝛼𝑊𝑊 ∇𝑝𝑝 + 𝐟𝐟WE = 0,

(5-18)

The momentum transport equations for water and EPS, respectively, are given by

−𝛼𝛼𝐸𝐸 ∇𝑝𝑝 + 𝛼𝛼𝐸𝐸 ∇ ⋅ 𝛕𝛕E + 𝐟𝐟BE − 𝐟𝐟WE − ∇𝜓𝜓(𝛼𝛼𝐸𝐸 ) = 0,

(5-19)

where p is the pressure. Equation (5-18) balances the pressure gradient acting on the water
with the water-EPS interfacial force per unit volume 𝐟𝐟𝑊𝑊𝑊𝑊 . Inertia and friction terms within
the water phase are neglected. In equation (5-19), 𝜓𝜓(𝛼𝛼𝐸𝐸 ) is the osmotic pressure
(sometimes called ‘swelling pressure’) (Flory & Krigbaum 1951; Huggins 1941) and 𝐟𝐟𝐵𝐵𝐵𝐵

is the homogenized body force per unit volume between bacteria and EPS. The viscous
term was retained in equation (5-19) since the EPS viscosity has much larger viscosity than
water (Shaw et al. 2004). The bacterial division time scale is much longer than the biofilm
elastic relaxation time (~18 min) (Shaw et al. 2004), so the viscoelastic effects of the
biofilm were neglected, and the EPS shear stress was given by the Newtonian expression
2

𝛕𝛕E = 𝜇𝜇𝐸𝐸 [∇𝐮𝐮E + (∇𝐮𝐮E )T ] − 𝜇𝜇𝐸𝐸 (∇ ∙ 𝐮𝐮𝐸𝐸 )𝐈𝐈.
3

(5-20)

We note that the EPS velocity is not divergence-free, and so the ∇ ∙ 𝐮𝐮𝐸𝐸 term must be

retained the shear stress expression (5-20). An expression for the water-EPS interaction
force 𝐟𝐟𝑊𝑊𝑊𝑊 was proposed by Jin et al. (2020) as
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3/2

2
𝐟𝐟𝑊𝑊𝑊𝑊 = 𝐴𝐴𝛼𝛼𝑊𝑊
𝛼𝛼𝐸𝐸 (𝐮𝐮𝐸𝐸 − 𝐮𝐮𝑊𝑊 ),

(5-21)

based on experimental results for permeability of water in hydrogels (Kapur et al. 1996;
Tokita 1993; Tokita & Tanaka 1991). The interaction coefficient A is proportional to the
ratio 𝜇𝜇𝑊𝑊 /𝜉𝜉 2 , where 𝜇𝜇𝑊𝑊 is the water viscosity and 𝜉𝜉 denotes the pore size of the EPS

hydrogel (Seminara et al. 2012).

Table 5-2. Boundary conditions in continuum variables

Parameter

X

𝛼𝛼𝐸𝐸

Periodic

𝑝𝑝

Periodic

Periodic

𝐮𝐮𝐸𝐸

Periodic

𝑐𝑐𝑆𝑆

y
zero gradient at bottom
zero gradient at top
no slip at bottom (𝐮𝐮𝐸𝐸 = 0)
zero gradient at top
zero gradient at bottom
constant at top (𝑝𝑝 = 0)
zero gradient at bottom
constant at top (𝑐𝑐𝑆𝑆 = 𝑐𝑐0 )

z
periodic
periodic
periodic
periodic

Equation (5-13) was solved over the entire computational domain (including within
and outside the biofilm) by addition of a small diffusion term (Cogan & Keener 2004) as
𝜕𝜕𝛼𝛼𝐸𝐸
𝜕𝜕𝜕𝜕

+ ∇ ⋅ (𝛼𝛼𝐸𝐸 𝐮𝐮𝐸𝐸 ) = 𝑚𝑚̇𝐸𝐸 + 𝐷𝐷𝐸𝐸 ∇2 𝛼𝛼𝐸𝐸 ,

(5-22)

where 𝐷𝐷𝐸𝐸 is the EPS diffusion coefficient. This equation was solved using the Crank-

Nicolson method for the diffusive term and second-order upwind differencing for the
convective term. Equations (5-18), (5-19), and (5-21) can be rearranged to obtain elliptic
partial differential equations for 𝐮𝐮𝐸𝐸 and p, which were solved using the Full Multigrid
(FMG) algorithm (Hackbusch 1985; Napov & Notay 2011; van LENT 2006; Vanka 1986),
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using the boundary conditions listed in Table 5-2. Once 𝐮𝐮𝐸𝐸 and p are known, the water
velocity field 𝐮𝐮𝑊𝑊 was obtained from equation (5-18) and (5-21) as
𝐮𝐮𝑊𝑊 = 𝐮𝐮𝐸𝐸 −

1

3/2

𝐴𝐴𝛼𝛼𝑊𝑊 𝛼𝛼𝐸𝐸

(5-23)

∇𝑝𝑝.

Table 5-3. Dimensionless parameter values for different computational cases examined. Cases
include the ratio 𝑴𝑴̇𝑬𝑬 /𝑴𝑴̇𝑩𝑩 of EPS production rate to bacterial growth rate and the number 𝒏𝒏𝒇𝒇𝒇𝒇𝒇𝒇 of
fimbriae per bacterial cell. (Case A-4 is the same as Case B-3.)

Case
A-1
A-2
A-3
A-4
B-1
B-2
B-3
B-4

𝑴𝑴̇𝑬𝑬 /𝑴𝑴̇𝑩𝑩
0
2
4
8
8
8
8
8

𝒏𝒏𝒇𝒇𝒇𝒇𝒇𝒇
1000
1000
1000
1000
0
100
1000
5000

5.3. Results and Discussion
The computations were performed in a cubic domain with 1283 grid points and side
length L = 100 µm. The computational domain extends in the horizontal directions from
(−0.5,0.5) in 𝑥𝑥/𝐿𝐿 and 𝑧𝑧/𝐿𝐿 and in the vertical direction from (0,1) in 𝑦𝑦/𝐿𝐿. The continuum

equations were solved using a ‘fluid’ time step Δ𝑡𝑡𝑓𝑓 = 100 𝑠𝑠, and a multiple time-step

procedure(Marshall 2009) was used for solution of the discrete equations with particle time
step size Δ𝑡𝑡𝑝𝑝 = Δ𝑡𝑡𝑓𝑓 /50 and collision time step size Δ𝑡𝑡𝑐𝑐 = Δ𝑡𝑡𝑝𝑝 /50. A set of typical ranges
and nominal values of a wide variety of parameters for bacterial biofilms is summarized in

Table 3-2. Dimensionless parameter values for the runs examined in the current paper are
reported in Table 5-3. Particles were assumed to be rod-shaped with semi-major and semi138

minor axes 𝑎𝑎 = 1µm and 𝑏𝑏 = 0.5µm. All computations were initialized using a single seed
bacterium placed at the center of the bottom surface of the computational domain.

5.3.1

Reference Case (A-2)
A baseline computation (Case A-2) was conducted for a case with 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 = 2 and

𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓 = 1000, which is typical of common biofilm growth conditions. A bacterial colony

grows from the seed cell in a roughly ball-like shape. Cross-sectional plots on the plane
𝑧𝑧 = 0 are shown in Figure 5-2 at a time when the biofilm is well developed, showing the

contour maps of the bacteria concentration 𝛼𝛼𝐵𝐵 , EPS concentration 𝛼𝛼𝐸𝐸 , water concentration
𝛼𝛼𝑊𝑊 , and nutrient mass concentration 𝑐𝑐𝑆𝑆 /𝑐𝑐0 . The bacterial colony forms a ball-like shape
attached to the wall, with a higher concentration front near the outside of the ball where
the nutrient and water availability is highest. Peak bacterial concentration is around 0.22
within the colony. The EPS is produced within the bacterial colony, but it is transported
outward via both convection and diffusion, where iso-surfaces of the EPS concentration
appear to have approximately hemispherical shapes. The EPS concentration approaches
0.7 within the colony. The water concentration decreases from nearly unity outside of the
colony to around 0.1 within the colony. This strong reduction in water concentration is due
to absorption of water by the bacteria in order to grow and produce EPS. A similar
absorption occurs for the nutrients; however, the nutrient concentration reduces to only
about 90% of its ambient value within the colony. The amount of nutrients required to
produce a given about of biomatter is determined by the ‘yield coefficient’
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𝑌𝑌𝐵𝐵𝐵𝐵 ≡ −𝑀𝑀̇𝑆𝑆 /(𝑀𝑀̇𝐵𝐵 + 𝑀𝑀̇𝐸𝐸 ), which was set equal to 0.1 in the current computations(Melaugh
et al. 2016; Picioreanu et al. 1998b).

Figure 5-2. Slice plots at z = 0 of the bacterial colony. Plots show volume fractions of (a) bacterial
cells, (b) EPS, (c) water, and (d) nutrient concentration, for Case A-2 when the total number of cells
is around 5000. (Only bottom half of computational domain is shown.)

Figure 5-3. Slice plots at 𝒛𝒛 = 𝟎𝟎 showing the production rates (in ng/h). Plots show (a) bacterial cell
(𝒎𝒎̇𝑩𝑩 ) and (b) EPS (𝒎𝒎̇𝑬𝑬 ) for Case A-2 when the total number of cells is around 5000. (Only bottom
half of computational domain is shown.)

The rate of production of new cell material and EPS is shown in Figure 5-3. We see
that both bacterial cell growth and EPS production are highest within an arched region near
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the outer surface of the colony, and that production 𝑀𝑀̇𝐵𝐵 and 𝑀𝑀̇𝐸𝐸 are both observed to
decrease in the inner part of the colony due to shortage of both nutrients and water. The
streamlines and magnitudes of the EPS and water velocities are shown in Figure 5-4. The
EPS velocity is oriented outward from the bacterial colony, and acts to push both EPS and
bacterial cells away from the colony center. The water velocity field is more complex, but
the velocity is generally oriented inward toward the bacterial cells from both the top and
sides of the colony.

Figure 5-4. Slice plots at 𝒛𝒛 = 𝟎𝟎 showing streamlines and magnitude of velocity fields. Plots show (a)
EPS velocity field and (b) water velocity field for Case A-2 when the total number of cells is around
5000. (Only bottom half of computational domain is shown.)

5.3.2

Sensitivity to EPS-to-Bacteria Production Rate Ratio
The significance of EPS on the biofilm growth is dependent on the EPS-to-bacteria

growth rate ratio, defined by 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 . Examples with values of this ratio ranging from

about 0.2-4.5 were recorded for different types of biofilms in Refs. (Ghosh et al. 2015;
Kommedal et al. 2001; Ni & Yu 2012), although values outside of this range are not
atypical. The larger the value of this ratio, the more EPS is produced and the higher is the
value of the EPS velocity magnitude during biofilm growth. Increase in EPS velocity
magnitude results in an increase in outward cell drag force, and hence an increased
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tendency for the biofilm to break up and disperse. This tendency can be seen in Figure 55, which compares biofilm structure for three computations with 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 values of 2 (Case
A-2), 4 (Case A-3) and 8 (Case A-4). All other parameters are set the same as in the
reference case discussed in the previous section.

Figure 5-5. Comparison of bacterial colony structure for different values of 𝑴𝑴̇𝑬𝑬 /𝑴𝑴̇𝑩𝑩 . Plots for cases
(a) 𝑴𝑴̇𝑬𝑬 /𝑴𝑴̇𝑩𝑩 = 2 (Case A-2), (b) 𝑴𝑴̇𝑬𝑬 /𝑴𝑴̇𝑩𝑩 = 4 (Case A-3), and (c)𝑴𝑴̇𝑬𝑬 /𝑴𝑴̇𝑩𝑩 = 8 (Case A-4), are captured
when the total number of cells is around 5000. Top: Bacterial cells colored by their sizes. Bottom:
The iso-surfaces of the EPS production rate 𝒎𝒎̇𝑬𝑬 = 𝟏𝟏 ng/h, with contour lines and colors to indicate
the height above the y = 0 surface.

The top row of the figure shows the locations and orientations of the bacterial cells
at a time when the number of cells equals approximately 5000 in each case. The cells are
colored based on cell size. The bottom row of the figure gives the iso-surface 𝑚𝑚̇𝐸𝐸 = 1 ng/h

of the EPS production rate, with contour lines and colors to indicate the height above the y
= 0 surface. For 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 = 2, the bacterial colony is compact with a nearly axisymmetric

shape. As the value of 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 increases the colony becomes larger and more loosely
structured, even though each run has the same number of cells at the time the figure was
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drawn. When 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 = 8, the colony symmetry is broken and it adopts a complex shape

with multiple nodes (or clusters ) of cells connected by thinner strands.

Figure 5-6. Variation as a function of cell numbers of various diagnostic parameters. The ratio
𝑴𝑴̇𝑬𝑬 /𝑴𝑴̇𝑩𝑩 for different cases are 𝑴𝑴̇𝑬𝑬 /𝑴𝑴̇𝑩𝑩 = 0 (black, Case A-1), 2 (blue, Case A-2), 4 (green, Case A-3),
and 8 (red, Case A-4). Plots show (a) average number of fimbriae contacts (solid curves) and direct
surface contacts (dashed curves) per bacteria, (b) porosity within the bacterial colony, and (c)
minimum value of nutrient concentration 𝒄𝒄𝑺𝑺,𝒎𝒎𝒎𝒎𝒎𝒎 /𝒄𝒄𝟎𝟎 .

A number of parameters characterizing the biofilm development are plotted in
Figure 5-6 as functions of the number of cells in the bacterial colony. The data compared
in this figure has values of 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 ranging from 0 to 8. Figure 5-6a shows the average
number of contacts per bacterial cell, with fimbriae contacts indicated by solid lines and
cell-cell surface contacts indicates by dashed lines. As might be expected, higher values of
𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 result in fewer of both types of contacts, since the particles become more separated

as this ratio increases. The porosity within the bacterial colony is plotted in Figure 5-6b,
which was computed by dividing one minus the volume of all particles by the volume of

all grid cells that contain a particle. The porosity is observed to significantly increase as
𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 increases. Figure 5-6c plots the minimum value of the nutrient concentration

within the colony divided by the ambient concentration, or 𝑐𝑐𝑆𝑆,𝑚𝑚𝑚𝑚𝑚𝑚 /𝑐𝑐0 . The nutrient
concentration within the bacterial colony is observed to decrease substantially with even a
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small amount of EPS production (between the 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 = 0 and 2 cases), and then not to
change much with further increase in 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 .

Figure 5-7. Comparison of bacterial colony structure for different values of fimbriae numbers per
bacterial cell. Plots of cases (a) 𝒏𝒏𝒇𝒇𝒇𝒇𝒇𝒇 = 𝟎𝟎 (Case B-1), (b) 𝒏𝒏𝒇𝒇𝒇𝒇𝒇𝒇 = 𝟏𝟏𝟏𝟏𝟏𝟏 (Case B-2), (c) 𝒏𝒏𝒇𝒇𝒇𝒇𝒇𝒇 = 𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏
(Case B-3), and (d) 𝒏𝒏𝒇𝒇𝒇𝒇𝒎𝒎 = 𝟓𝟓𝟓𝟓𝟓𝟓𝟓𝟓 (Case B-4), are captured when the total number of cells is around
1500. Top: Three-dimensional scatter plots with bacterial cells colored by their sizes. Bottom: Closeup slices in the 𝒛𝒛 = 𝟎𝟎 plane of the bacteria concentration 𝜶𝜶𝑩𝑩 . Particles shown in the lower plots lie in
the region −𝟎𝟎. 𝟎𝟎𝟎𝟎 ≤ 𝒛𝒛/𝑳𝑳 ≤ 𝟎𝟎. 𝟎𝟎𝟎𝟎 surrounding the slice plane.

5.3.3

Sensitivity to Number of Fimbriae Per Cell
The role of fimbrial force on biofilm growth was examined using a series of

computations in which the number of fimbriae per cell was increased in steps from 0 to
5000 (Cases B-1 thru B-4), with all other parameters being held the same. The
computations were performed for a case with 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 = 8, since we wanted to understand
the effect of fimbrial force on the more loosely-structured biofilms typical of high EPS

production rates. A comparison of the structure of the bacterial colony in the four
computations at a time when the number of bacteria was approximately 5000 is shown in
Figure 5-7, showing both a perspective 3-D view of the bacterial cells and a 2-D slice of
the contours of bacteria concentration 𝛼𝛼𝐵𝐵 in the 𝑧𝑧 = 0 plane. These 2-D slices also show
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cells that lie within the region −0.01 ≤ 𝑧𝑧/𝐿𝐿 ≤ 0.01 surrounding the slice plane. This
figure shows that increase in number of fimbriae causes several significant changes in the

colony structure. In the case with no fimbriae (Case B-1), the colony has the shape of a
slight compressed ball shape, extending to a height of 𝛥𝛥𝛥𝛥/𝐿𝐿 = 0.19 and a width of 𝛥𝛥𝛥𝛥/𝐿𝐿 =

0.24. The cells preferentially lie along the outer part of the colony, with a deficit in the
bacteria concentration near the colony center. The cells themselves occur either in small

clusters or singly, with neighboring cells having a strong tendency to align with each other.
The addition of a small number of fimbriae in Case B-2 (with 𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓 = 100) causes the

colony to flatten more, with the width increasing to 𝛥𝛥𝛥𝛥/𝐿𝐿 = 0.27 while the height remains

approximately the same. The colony becomes asymmetrical when the fimbriae number per
cell increases to 1000 (Case B-3) and the fimbriae are observed to cluster into a small
number of tightly-packed groups. For the largest value of fimbriae number examined
(𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓 = 5000), the colony condenses into a tightly-packed mushroom shape, with a

narrow base and a broader ‘head’. In this structure, there is very little alignment of nearby
particles with each other, but instead particles appear to be nearly randomly oriented.
Figure 5-8a plots the average fraction of fimbriae per cell that are attached to other
cells against the number of cells in the bacterial colony. This number increases rapidly
early in the computation, but then appears to flatten out, and in several cases seems to
approach an asymptotic value of between 5-25%. The fraction of attached fimbriae
increases significantly with increase in total number of fimbriae, which is consistent with
the observation that the fimbrial force makes the colony more tightly packed together. In
Figure 5-8b, the average tension of one fimbria attachment is plotted as a function of
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number of cells. After some initial transients, this measure appears to remain
approximately constant at between 25-30% of the detachment tension 𝑇𝑇𝑑𝑑 . It is noted that
from the values given in Table 5-1 for uncoiling fimbriae is 𝑇𝑇𝑢𝑢𝑢𝑢 /𝑇𝑇𝑑𝑑 = 0.46 and for coiling

fimbriae is 𝑇𝑇𝑐𝑐 /𝑇𝑇𝑑𝑑 = 0.19, so this result suggested that some fimbriae are in a coiling state
and others are in an uncoiling state.

Figure 5-8. Plots showing diagnostics of fimbrial force as a function of number of bacterial cells. The
numbers of fimbriae per bacterial cell for different cases are 𝒏𝒏𝒇𝒇𝒇𝒇𝒇𝒇 = 𝟏𝟏𝟏𝟏𝟏𝟏 (blue, Case B-2), 1000
(green, Case B-3), and 5000 (red, Case B-4). Plots show (a) average number of attached fimbriae per
cell, (b) average fimbriae tension per cell.

Figure 5-9. Variation as a function of cell numbers of various diagnostic parameters. The numbers of
fimbriae per bacterial cell for different cases are 𝒏𝒏𝒇𝒇𝒇𝒇𝒇𝒇 = 𝟎𝟎 (black, Case B-1), 𝒏𝒏𝒇𝒇𝒇𝒇𝒇𝒇 = 𝟏𝟏𝟏𝟏𝟏𝟏 (blue, Case
B-2), 𝒏𝒏𝒇𝒇𝒇𝒇𝒇𝒇 = 𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 (green, Case B-3), and 𝒏𝒏𝒇𝒇𝒇𝒇𝒇𝒇 = 𝟓𝟓𝟓𝟓𝟓𝟓𝟓𝟓 (red, Case B-4). Plots show: (a) average
number of fimbriae contacts (solid curves) and direct surface contacts (dashed curves) per bacteria,
(b) porosity within the bacterial colony, and (c) minimum value of nutrient concentration 𝒄𝒄𝑺𝑺,𝒎𝒎𝒎𝒎𝒎𝒎 /𝒄𝒄𝟎𝟎 .
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Measures of the bacterial colony structure are plotted in Figure 5-9 as functions of
number of bacterial cells. A very significant increase is observed in the number of fimbriae
contacts per cell in Figure 5-9a, which more than doubles as the number of fimbriae is
increased from 100 to 5000. The number of cell surface contacts also increases
substantially, indicative of the bacterial colony becoming tighter packed by the increasing
fimbrial force as 𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓 increases. The bacterial colony porosity in Figure 5-9b decreases

significantly as the number of fimbriae increases, again evidence that the cells within
colony are becoming more tightly packed. In Figure 5-9c, we see that the minimum value

of nutrient concentration is only slightly influenced by the number of fimbriae, suggesting
that this parameter is primarily dependent on the number of cells and less sensitive to the
colony structure.
A number of orientation measures were introduced by Chesnutt and Marshall
(2010) for characterizing alignment of particles in a cluster. In particular, symmetry-axisangle orientation measure 𝑂𝑂𝐼𝐼 was defined to relate the symmetry axis orientation of two

contacting spheroidal particles, where 𝑂𝑂𝐼𝐼 = 0 indicates that the symmetry axes are

perpendicular and 𝑂𝑂𝐼𝐼 = 1 indicates that the symmetry axes are parallel. Summing this
measure over all contacting pairs of particles gives
𝑂𝑂𝐼𝐼 =

1

2𝑁𝑁𝑇𝑇

𝑁𝑁
∑𝑁𝑁
𝑖𝑖=1 ∑𝑗𝑗=1 𝑎𝑎𝑖𝑖𝑖𝑖 �𝑐𝑐𝑐𝑐𝑐𝑐 𝜑𝜑𝑖𝑖𝑖𝑖 �,

(5-24)

where the 𝑎𝑎𝑖𝑖𝑖𝑖 equals unity if the particles are touching and zero otherwise, 𝑁𝑁𝑇𝑇 is the

number of touching particle pairs, and N is the number of particles. The time variation of
𝑂𝑂𝐼𝐼 is plotted as a function of number of bacterial cells in Figure 5-10a, and observed to be
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nearly constant as the biofilm grows. However, the value of 𝑂𝑂𝐼𝐼 decreases significantly as

the number of fimbriae per cell is increased, changing from about 0.92 for the case with no
fimbriae (Case B-1) to 0.56 for the case with 𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓 = 5000 (Case B-4). This parameter
provides a quantitative measure of the degree of alignment of nearby cells, and the

observed decrease in this measure with 𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓 is consistent with our previous qualitative

observations that cells appear more randomly oriented and less aligned with each other as

the fimbriae number increases. The reason for this behavior is that the fimbriae tension
exerts a torque on cells in cases where the normal to the contact point of the fimbriae
capsule with the cell surface does not pass through the cell center. This toque induces rapid
rotation on a chain of particles that touch via the fimbriae connections, causing them to
lose alignment with their neighboring particles.

Figure 5-10. Variation as a function of cell numbers of two diagnostic parameters. The numbers of
fimbriae per bacterial cell for different cases are 𝒏𝒏𝒇𝒇𝒇𝒇𝒇𝒇 = 𝟎𝟎 (black, Case B-1), 𝒏𝒏𝒇𝒇𝒇𝒇𝒇𝒇 = 𝟏𝟏𝟏𝟏𝟏𝟏 (blue, Case
B-2), 𝒏𝒏𝒇𝒇𝒇𝒇𝒇𝒇 = 𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 (green, Case B-3), and 𝒏𝒏𝒇𝒇𝒇𝒇𝒇𝒇 = 𝟓𝟓𝟓𝟓𝟓𝟓𝟓𝟓 (red, Case B-4). Plots show (a) cell
orientation parameter 𝑶𝑶𝑰𝑰 and (b) number of agglomerates 𝑵𝑵𝒂𝒂𝒂𝒂𝒂𝒂 .

Figure 5-10b plots the number of agglomerates composing the bacterial colony as
a function of the number of cells. An agglomerate is defined as an assemblage of particles
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in which each particle is in contact with at least one other particle in the assemblage, such
that a continuous path between any two particles in the assemblage can be traced passing
through these connected particles. Figure 5-10b is based on cell-cell surface contact, and
not fimbriae contact. For the case with no fimbriae, the number of agglomerates in the
colony is observed to increase with cell number, increasing to approximately 1000
agglomerates by the end of the computation. This behavior is characteristic of a very loose
colony formed of dispersed clusters of particles that are held together by the EPS. Inclusion
of even a small number of fimbriae changes this structure abruptly. For instance, in the
case with 𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓 = 100 (Case B-2), the colony is composed of a single agglomerate during
the initial third of the computation, after which this agglomerate breaks up into 10-40

agglomerates during the latter two-thirds of the computation. For the case with 𝑛𝑛𝑓𝑓𝑖𝑖𝑚𝑚 =

1000 (Case B-3), the colony intermittently breaks up into 2-3 agglomerates and then

reforms into a single agglomerate. The case with 𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓 = 5000 (Case B-4) remains as a
single agglomerate throughout the computation.

5.4. Conclusions
A hybrid computational method was developed for biofilm growth with cells of
either spherical and rod-like (spherocylindrical) shapes. The model utilizes continuum
mixture theory to simulate the different flow fields of water and EPS (as well as diffusion
of nutrients, minerals and other chemicals through the water), while employing an adhesive
discrete-element method to resolve interactions between individual bacterial cells. The
continuum approach for water and EPS allows us to account for the important influences
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of osmotic pressure gradient, EPS viscous shear and EPS-water interfacial force, while the
discrete simulation of individual cells allows us to incorporate important forces acting on
the cells from drag due to motion of the cells relative to the EPS and as well as from forces
such as lubrication, collision and adhesion forces between nearby cells.
Of particular focus in the current paper is the fimbrial force, in which the hair-like
fimbriae appendages of one cell attach to a neighboring cell and exert a tensile force, as
well as a related torque, on each attached cell. The fimbrial force is well known from
experimental investigations to be of critical importance for biofilm development, but the
role of fimbrial force on biofilm structural development has not been studied to date in the
computational literature. We report on a two related series of simulations designed to
illuminate the competing influence of EPS drag and fimbrial force on a growing biofilm
bacterial colony. In the first computational set examines the significance of EPS flow on
the bacterial colony by varying the ratio 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 of EPS to bacterial production rate from
0 to 8. The bacterial colony is observed transition from a single tightly-packed colony for

small values of this ratio to an asymmetric structure with multiple nodes (or clusters) of
cells, connected by thinner strands, for large values of this ratio. The second set of
computations was designed to investigate the significance of fimbrial force for cases with
relatively large values of 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 , by varying the number of fimbriae per cell from 𝑛𝑛𝑓𝑓𝑓𝑓𝑓𝑓 =

0 to 5000. These computations illustrate well the important role of the fimbriae in holding
the bacterial colony together. With no fimbriae, the colony breaks up into small clusters of

cells attached to each other by van der Waals surface adhesion, where all of these clusters
are suspended in the biofilm by the EPS. As the fimbriae number is increases, these
150

individual cell clusters coalesce into a single agglomerate. At first this agglomerate has a
disorganized shape with multiple nodal regions, but for higher values of fimbriae number
it coalesces into a tightly-packed mushroom-shaped structure, with small base connected
to the y = 0 surface and a broader ‘head’.
The current paper demonstrates that fimbrial force and cell drag associated with
EPS production (and related relative flow of EPS past the cells) are significant effects that
oppose each other during biofilm bacterial colony development. The ultimate structural
form of a colony is largely dependent on the balance between these two competing effects.
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CHAPTER 6: CONCLUSIONS

6.1. Summary of the Dissertation Work
The dissertation focused on developing a mechanistic, spatially and temporally
accurate model for growth of bacterial biofilms. A hybrid model was developed to simulate
multi-component interactions, which include EPS generation, water and EPS flow, and
diffusive nutrient transport, as well as complex behaviors of individual bacteria, including
bacterial growth, division, motion, rotation and contact, based on the current cellular level
experimental research. The model utilizes continuum mixture theory for the different flow
fields of water and EPS (as well as diffusion of nutrients, minerals and other chemicals
through the water), while employing an individual-based model for spherical and
spherocylindrical particles to resolve interactions between individual bacterial cells.
Governing equations, based on mass and momentum conservations of each phase, were
solved using a full multigrid method, a second-order upwind method and a multi-timescale
adhesive discrete-element method.
Numerical solutions were obtained in both two- and three-dimensional systems. In
the two-dimensional flows, spherical cells formed either dense packed or tree-like dendritic
structure based on the pore spacing within the bacterial colonies, which controlled
percolation rate of water and nutrients within the bacterial mass. Both lubrication force and
drag due to EPS flow, resulting largely from the EPS osmotic (swelling) pressure, were
found to have significant influences on pore spacing. In three-dimensional flows, merging
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of colonies of spherical bacteria showed a homogenization process not only of bacterial
colonies, but also of EPS and water fields.
The hybrid model was then extended to include cells of a spherocylindrical shape,
and additional intercellular forces were introduced into the model, including cell surface
adhesion force and tensile force due to attachment of cells with fimbriae appendages, as
well as associated torques on the cells. The significance of the different intercellular forces,
including lubrication, fimbriae tension, and cell surface adhesion forces, was examined by
varying each force from a base state in which none of these forces were present. Adhesion
force was observed to maintain bacterial surface-surface contact but did not make a
significant difference on the measurements on averaged quantities whose characteristic
length is greater than the adhesive length scale, such as like porosity of the bacterial colony.
The presence of lubrication force decreased the number of cell-cell contacts per cell and
made more cells with no surface-surface attachments. Fimbrial force acted to pull bacteria
together and had an effective range on the order of the cell size. The number of contacts
per cell increased significantly due to this tensile force, and a strong rotational motion of
the cells was introduced due to torques introduced by fimbriae tensile forces on the cells.
This rotational motion broke up the orientational alignment of neighboring cells, which
occurred in the absence of fimbriae due to the viscous torque of EPS flow.
The balance between fimbrial force and EPS drag was reported as the key factor in
determining biofilm structure in computations in which all of these different intercellular
forces were included. Cases with different ratios 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 of EPS to bacterial production
rate and different numbers of fimbriae per cell were examined to show the competing
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influence of these two forces on a growing biofilm bacterial colony. The bacterial colony
was observed to transition from a single tightly-packed colony (for small values of 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵

and large number of fimbriae) to an ensemble of small cell clusters suspended in the EPS
(for large values of 𝑀𝑀̇𝐸𝐸 /𝑀𝑀̇𝐵𝐵 and small number of fimbria). In-between these extremes, the

bacterial colony passes through an interesting intermediate state in which it is characterized
by an asymmetric structure with multiple nodes (or clusters) of cells, connected by thinner
strands.

6.2. Validation
Validation is a critical aspect of model development; however, this is always a
challenge when modeling biological systems. There are a number of different types of
validation that are important when developing complex models. The first type involves
validation of the sub-models that are used as the building blocks of the overall model.
Unlike other biofilm models, the current work has been extremely diligent about sub-model
validation. For instance, instead of simply imposing an ad hoc force to separate colliding
cells, we used the well-established nonlinear JKR model for the combined elastic-adhesive
force (Chesnutt & Marshall 2009). Similarly, we used rolling, sliding and twisting
resistance terms for colliding particles that are based on detailed theoretical derivations and
have been meticulously tested in previous work (Marshall 2009). Similarly, the interfacial
force model between water and EPS was based on experimental measurements of water
percolation in hydrogels (Tokita 1993; Tokita & Tanaka 1991), and the fimbrial force
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model was based on experimental data for the stress-strain relationship for individual
fimbria (Chen et al. 2011; Forero et al. 2006).
A second type of validation is that the model approaches other well-established
models as limiting cases. Our model approaches the continuum model of Cogan & Keener
(2004) when the bacteria are restricted to model with the EPS, and it approaches the DEM
model of Marshall (2009) for spherical particles or of Chesnutt and Marshall (2009) for
elongated particles in the absence of cell growth, fimbriae and EPS. None of the existing
discrete biofilm models can make a similar claim.
A third type of validation is the confirmation that the model is not sensitive to nonphysical numerical parameters. We have conducted sensitivity tests of numerical
parameters to check and limit their influence on numerical errors. Different grid sizes and
time intervals were compared and show no significant sensitivities. Some numerical
parameters, such as the radius in the conservative blob homogenization method (Marshall
& Sala 2013) used to distribute discrete variables into continuous fields and the diffusion
coefficient of EPS, are adjusted to reasonable small values to avoid numerical issues. We
have also validated model self-consistency, for instance, by computing the total EPS
measured from both a time integral over the EPS mass source and the spatial integral of
the EPS concentration, to confirm that these give nearly the same result.
A fourth type of validation is that the predictions of the model agree with
experimental findings for biofilm growth. It is with this type of validation that the
challenges inherent with working with biological systems come into play. Specifically,
experiments with bacterial biofilms are not in general reproducible, since living bacteria
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do not always respond in the same way under a given stimulus. Consequently, most
validation of this type must be of a qualitative nature. The results of the current model were
able to reproduce a number of qualitative experimental findings, such as the mushroom
shape of some kinds of biofilms and the important effect of EPS on biofilm structure. More
validations of this type are gradually being accumulated as new computations are
performed and new experimental data become available.

6.3. Recommendations for Future Work
The current biofilm model establishes a new and powerful category of
computational models for biofilm growth processes. In contrast to previous work in this
area, the model presented here incorporates the most advanced, physically accurate model
for discrete-element modeling of cellular interaction processes and integrates it with the
most advanced model of continuum EPS and water transport within the biofilm. Some of
the key advances to biofilm individual-based modeling introduced in this work include: (1)
inclusion of the first IBM incorporating fimbrial force, (2) accurate modeling of cell
collision and adhesive forces based on the JKR model, (3) inclusion of lubrication force
with modifications to account for the effect of EPS production and cellular growth, (4) a
new model for the water-EPS interfacial force based on experimental results for water
permeability in a hydrogel, and (5) full inclusion of EPS and water flow within the context
of an IBM. The model was used in the dissertation for relatively simple numerical
experiments involving single-species biofilms growing under relatively simple Monod-like
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growth kinetics. However, the basic framework on the model is broad and it is expected to
be extended in a number of ways in future research.
Bacterial contact is influenced by bacterial properties (like size and shape) and
behaviors (like growth and division). The current work can be improved by including more
bacterial individual behaviors. For example, bacterial death becomes important if species
competition is of interest. Whether to introduce a mass conservation between different
components for death process should be determined based on experimental findings. There
are three options to deal with death cell in DEM method: treating it as a nonactive particle,
removing it after death, and shrinking it to eventually disappear in a given time interval.
The last one is more realistic, but the shrinking characteristic time depends on the species
of bacteria.
One of the key extensions expected for the model is for multispecies interactions.
Bacterial species interactions take place in multiple ways based on the species of bacteria
and environmental conditions. Examples include direct cellular contact (Beroz et al. 2018;
Ghosh et al. 2015), metabolic cooperation or competition (Elias & Banin 2012; Nadell et
al. 2016), and quorum sensing (Waters & Bassler 2005). Metabolic cooperation or
competition inside a biofilm may exhibit complicated reactions between multiple nutrients
and chemicals. While a simple Monod equation is used in current work to describe the
growth and nutrient consumption mechanism, this formulation could be readily adjusted
for more realistic growth kinetics. Quorum sensing opens a new mechanism for interaction
between bacteria. Bacteria can use signal chemicals to sense the presence of and
communicate with other bacteria. Like nutrient diffusion in metabolic reactions, these
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signal chemicals could easily be added and evolved in the continuum part of the hybrid
model. Communication rules could be defined in the discrete part of the model based on
experimental data.
In addition to new applications for multispecies biofilms, improvements can also
be made to other aspects of the numerical model. For example, in order to simplify the
model of fimbrial force, it was assumed in the current work that the direction of fimbrial
force between two cells always acts along the line connecting the shortest distance points
on cell surfaces. This assumption concentrates the effects of multiple fimbriae into one
attached point and ignores the details of individual fimbria, which substantially decreases
the computational cost. However, the location of the attached point can change rapidly in
the simulations. An alternative that would provide for more accurate computations,
although at a significantly higher computational cost, is to simulate the tensile force of each
fimbriae appendage individually between nearby cells.
A challenge in development of the model was the complete lack of experimental
data on the bulk viscosity of the EPS, which is important in growth-dominated multiphase
flows such as this because the divergence of the EPS velocity is not small. The bulk
viscosity was set to zero in the current work, but there is a need for an additional study to
accurately determine EPS bulk viscosity in a biofilm suspension.
Future research could also be performed in the numerical aspects of the
computational model to improve numerical stability and accuracy. In the discrete part of
the model, we used second-order Adams-Bashforth method to evolve the Euler parameters
of non-spherical particles combined with re-normalization to maintain satisfaction of
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constraints on the Euler parameters. This is a common approach, but Zhao & Wachem
(2013) suggested an improved algorithm that avoids the re-normalization process and has
the potential to improve accuracy and stability, which might be considered for future
developments of the model. Another numerical issue is that of computational cost, which
is always a challenge for model development. With more species, features and interaction
dynamics introduced into the current model, the computational time would be expected to
increase. The current computer code used to solve the model uses OpenMP for sharedmemory parallelization of the computations. The computational time could be significantly
reduced by using MPI for distributed-memory parallelization, or even by using GPUs for
the computation instead of CPUs. These improvements in computational time may be
important for increasing the domain size of the computations and the number of bacteria,
particularly for problems with non-spherical cells.
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