This paper is concerned with the intersection of two classes of rational system functions. The first class was called the subclass k in previous papers and its functions constitute generalizations of the positive-real functions [1] [2] [3] [4] . Functions of this type are quite common in electric network theory. For instance, the reciprocals of Hurwitz polynomials are members of this class and they are used quite frequently in network synthesis [5] [6] [7] . The transfer functions of the series-shunt peaking network and the Dietzold network [8] are also subclass k functions. Or again, a minimum-phase function having a monotonic decreasing** phase function is a subclass k function [1] . The unit step responses of such functions need not be monotonic.
A(t) Fig. 1 . Illustration of the settling time rj (a) for a unit step response that has overshoot and (b) for a unit step response that is non-decreasing.
step response and its characteristic function corresponds to the system function. The rationality restriction on the characteristic function or on the system function may be dropped if the subclass k functions are defined as in [3] . The notations used here will be the same as those of [1] and this paper should be read as a sequel to it.
Definitions. Let Z{s) be the following rational system function of the complex variable s = <r + ju, where all the coefficients are real numbers 
Furthermore, let K > 0, k -m ~ n > 1, Z(0) = Ka0/bu = r, and let D(s) be a Hurwitz polynomial. The real and imaginary parts of Z(ju) will be denoted by R(u) and /(&>), respectively. Under these conditions, the response A (t) of the initially quiescent system to a unit step input applied at time t = 0 will be a continuous function for all t. A (t) is related to Z(s) through the following Laplace-Stieltjes transform Z(s) = [ e-' dA(t).
Jo
The subclass k is defined as follows. Z(s) will be called a subclass k junction if the following conditions are satisfied. For k odd, R(ui) has k -1 changes of sign in -a> < ai < °° and R{u>) is positive in the neighborhood of co = 0. For k even, /(to) has k -1 changes of sign in -<» < w < °° and dl/dco is negative in the neighborhood of ca = 0.
In the following analysis we shall assume that the final value r of the unit step response is a positive quantity. Another quantity that will be considered is the settling time to 5 which is denoted by rj . This settling time is the least time beyond which A (t) remains within the bounds (1 ± S)r where 0 < 8 < 1. A particular settling time is illustrated in Fig. 1 for a unit step response that has overshoot and for another unit step response that is non-decreasing. When A(t) is non-decreasing, any value of time t is a settling time ts where S = 1 -A(t)/r.
Upper bounds on non-decreasing step responses. If a system function is a subclass k function, the settling time to 8 cannot be less than certain lower bounds given by the dotted curves of Fig. 2 [1] , That is, given the unit step response of a subclass k function, any deviation Sr (0 < 8 < 1) from the final value r will determine a settling time rs ; the point, whose coordinates are ts/Tn and (1 -5), must lie to the right of the dotted curve for the given k. In Fig. 2 the time scale is normalized by the factor Ts which is given by (3) For non-decreasing step responses this result can be strengthened. The new lower bounds on the settling time are given by the solid curves of Fig. 2 . They may be derived in a fashion similar to the development of the dotted curves. In fact, the first parts of the two derivations are precisely the same and will not be repeated in this paper. This section gives the derivation of the solid curves starting at the point where the development diverges from that of the dotted curves.
This result and the monotonicity of A(t) together imply a still stronger restriction. Any time t is a settling time rs for non-decreasing step responses. Hence, /or a given k the corresponding solid curve oj Fig. 2 is an upper bound on a non-decreasing A(t). The upper bounds that were previously shown to exist [1] on the entire unit step responses of all subclass k functions are given by the dotted curves of This conclusion may be stated as follows. Theorem. Let Z(s) be a subclass k function, let the corresponding A(t) be non-decreasing, let B be the upper bound on A{t)/r, and let = iT-iT k\ LrJ « --n «r .
Then the parametric equations for the upper bound on A(t) are given by (4), (5), and (6) for k odd and by (4), (7), and (8) for k even, where 0 < y < 1.
In (5) and (6) the summations on n do not exist if k = 1. Furthermore, Liv ( 1) is the polylogarithm of order p and argument one and and ty'(x) are the digamma function and its derivative, respectively.
Note. Tables of Liv(x) and of ty(x) and ty'(x) may be found in [13] and [14] , respectively. It should also be noted that this theorem holds for a wider class of transfer functions (i.e., for those functions that satisfy inequalities (8) and (9) in [1] ).
Proof. As mentioned previously, the first part of the proof for k > 2 is exactly as given in [1] up to expression (35) and this part will not be repeated here. For k = 1, see [15] . Expression (35) of [1] is the following inequality wherein 0 < y < 1. (Note that the upper limit N in the summation of expression (35) of [1] should be replaced by °°.)
Now those values for A(pt/y) that maximize the right-hand side of (11) must be found. Since 0 < y < 1, (sin iry)/iry is positive and the coefficients of the A(pt/y) alternate in sign and decrease in magnitude, the first coefficient being positive. 
The coefficients of A{vt/y) in (12) are all positive so that this expression and hence the right-hand side of (11) 
Combining (15) and (17) 
-c\,y <24>
Differentiating (14), (22), and (23) and combining them according to (24), we obtain (6) and (8 (5) and (7). This completes the proof.
Before leaving this section, it should be noted that in certain cases the upper bounds on a non-monotonic A(t) given by the dotted curves of Fig. 3 can also be strengthened. This is possible if it is known that A (t) satisfies the following conditions. In this case the same reasoning used before leads to the following conclusion. In the interval, 0 < t < ry , A{t) is bounded according to that dotted curve of Fig. 2 which has the appropriate k. Unfortunately, for a given Z(s) a value of ry that satisfies conditions (a) and (b) is not usually known so that this last result is not readily applicable.
Examples.
To get an estimate of how close the bounds of the theorem are to being best possible, two examples, were computed for the unit step responses of the subclass 1 functions. The first subclass 1 function is the normalized driving-point impedance of the critically damped, shunt-peaked filter, given by the following expression (26)
The corresponding unit step response is A{t) = 1 -(1 + t)e-2'.
(27)
It is plotted as curve (b) in Fig. 4 . Curve (a) of Fig. 4 is the upper bound on such unit step responses; i.e., it is the solid curve for k = 1 in Fig. 3 . Any possible improvement in this bound cannot be greater than the amount indicated by curve (b). It can be noted that the horizontal distance between curves (a) and (b) is greatest in the neighborhood of the final value line. Another example of a non-decreasing unit step response, which is closer to the upper bound in this neighborhood and corresponds to a subclass 1 function, is provided by the following z(s) (« + 2-56)* +J3j6)L_. (5) or (7) and dB/dy is the derivative of either (6) 
The expressions for Q(y) and its derivative may be summed into the following closed forms by using a procedure similar to that employed in summing E(y). For k odd, 
Furthermore, by comparing (32) with (14) and (15) 
where Q(j/) and Q'(?/) are given by (9) and (10), respectively, and where the summation 
so that the closed form expression for J(y) and J'(y) are obtained by combining (51) and (52) with (37) through (40). For k ranging from one to five, these bounds are plotted
in Fig. 4 of [1] .
