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THE FIRST PASSAGE TIME OF A STABLE PROCESS
CONDITIONED TO NOT OVERSHOOT
FERNANDO CORDERO
Abstract. Consider a stable Lévy process X = (Xt, t ≥ 0) and let Tx, for
x > 0, denote the first passage time of X above the level x. In this work, we
give an alternative proof of the absolute continuity of the law of Tx and we
obtain a new expression for its density function. Our constructive approach
provides a new insight into the study of the law of Tx. The random variable
T 0
x
, defined as the limit of Tx when the corresponding overshoot tends to 0,
plays an important role in obtaining these results. Moreover, we establish a
relation between the random variable T 0
x
and the dual process conditioned to
die at 0. This relation allows us to link the expression of the density function
of the law of Tx presented in this paper to the already known results on this
topic.
1. Introduction
Stable Lévy processes have been intensively used as models in many different
fields such as finance, physics, hydrology and biology. One reason for this is that
the one-dimensional distributions of the stable processes are heavy tailed and stable
under addition. These properties are suitable, especially in modelling random noise
and uncertain errors (see [7], [19] and [23]). Another important feature of the stable
processes is the scaling property, which is often observed in financial time series (see
e.g. [2] and [18]).
In this work, we consider a stable Lévy process X = (Xt, t ≥ 0) with index
α ∈ (0, 2) and we study the law of its first passage time above a positive level x,
i.e. Tx = inf{s > 0 : Xs ≥ x}. More precisely, we are interested in the absolute
continuity of this law and in the representations of its density function.
The law of Tx is related to the law of the past supremum St = sup{Xs : s ∈ [0, t]}
by means of the identity in law:
Tx
(d)
= xα S1
−α, (1.1)
which follows from the scaling property. The study of these random variables is part
of the theory of fluctuations, and an extensive literature on this topic is available. In
particular, it is well known that the law of S1 is absolutely continuous with respect
to the Lebesgue measure. A proof of this, as well as an integral representation for
the density function fS1, can be found in [13, Theorem 4, p. 168] in the case of
symmetric stable processes, and in [15, Theorem 1, p. 422] in the case of general
stable processes. These results together with (1.1) imply that the law of Tx is also
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absolutely continuous and that its density function is given by
fTx(t) =
1
α
x t−
1
α
−1 fS1(x t
− 1
α ). (1.2)
Additionally, in some particular cases, explicit series representations for fTx can
be obtained. For example, when X has no positive jumps, the density function of
Xt, denoted by pt, and fTx are related through the Kendall’s identity (see e.g. [4,
p. 190] or [6]), and the known series representations for pt (see [22, pp. 87-89])
lead to series representations for fTx . On the other hand, when X has no negative
jumps, infinite series representations for fTx can be deduced from those given in [3,
Theorem 1] for fS1 . Recently, in [16] Kuznetsov obtains series representations and
asymptotic expansions for the density function of the supremum for a large class
of stable processes (see also [17]).
The first goal of this paper is to give an alternative proof of the absolute continu-
ity of the law of Tx and to provide a new representation for the density function fTx
in terms of the distribution of T 0x , defined below. In a second step, we aim to relate
the latter to other classical quantities in fluctuation theory and, in particular, to
infer from our results the already known density representations for fS1 obtained
by Doney and Savov in [14] and Chaumont in [11] (see also [1]).
Our approach is based on the following observation. Note that, using the scaling
property, the probability P (t−ε < T1 ≤ t) equals to P
(
Tyt ≤ 1, Tyt−ε > 1
)
, where
yu = u
−1/α. As an application of the strong Markov property at the time Tyt , we
see that
P (t− ε < T1 ≤ t) = E
[
1{Tyt≤1,Kyt≤ yt−ε−yt} Φ (yt−ε − yt −Kyt , 1− Tyt)
]
,
where Φ(z, r) = P (Tz > r), and Ky = XTy − y is the overshoot of X at time Ty.
Informally, dividing by ε in the previous identity and taking the limit when ε tends
to 0, we can expect to find a relation between the absolute continuity of the law of
T1 and the asymptotic properties of the joint law of (Tyt,Kyt) when Kyt is forced
to converge to 0. The latter problem is studied in [12] as follows. First, for each
ε > 0, the random variable T εx is defined as the random variable Tx given that
the corresponding overshoot Kx is smaller than ε. Then, it is proven that, when ε
tends to 0, the random variables T εx converge in distribution to a random variable
denoted by T 0x . Finally, the law of T
0
x is characterized in terms of the law of Tx.
The organization of the paper is as follows. In Section 2, we start by giving some
definitions and recalling some preliminary facts about stable processes. Then, we
give the definition of the random variable T 0x as well as some results concerning the
characterization of its law.
In Section 3, we establish the asymptotic behaviour around 0 of the distribution
function of T 0x , based on the tail distribution of the variable S1 .
In Section 4, we show a simple relation between the Mellin transforms of the
variables Tx and T
0
x . Using this relation, we give a direct proof of the absolute
continuity of the law of Tx and simultaneously, we obtain the desired representation
for its density function.
In Section 5, we look at the process (Xs, 0 ≤ s ≤ t) on {t < Tx} conditioned on
the event that the overshoot at time Tx is smaller than ε, and then, we consider
the limit when ε tends to 0+. This approach provides a relation between the
asymptotic law and the law of the dual process killed upon leaving [0,∞) and
conditioned to die at 0. As a consequence of this relation and the expression of the
density function fTx obtained in Section 3, we retrieve both, Chaumont and Doney
and Savov representations of the density function fS1 .
CONTIDITIONED FIRST PASSAGE TIMES 3
2. Preliminaries
In this section, we provide definitions, notations and already known results in
the theory of stable Lévy processes which are used along the paper.
2.1. Definitions and Notations. Let D = D([0,∞)) be the space of càdlàg tra-
jectories ω : [0,∞) → R ∪ {∞}. The lifetime of a trajectory ω ∈ D is defined as
ς(ω) = inf{s ≥ 0 : ω(s) = ∞}, with the usual convention inf{∅} = ∞. The space
D is endowed with the Skorokhod’s topology. We denote by X = (Xt, t ≥ 0) the
coordinate process on D and by (Ft, t ≥ 0) the natural filtration generated by X .
Let P be the law on D of a stable Lévy process with index α ∈ (0, 2). It means
that, under P , the coordinate processX has stationary and independent increments
and satisfies the scaling property
(Xat, t ≥ 0)
(d)
= (a1/αXt, t ≥ 0), for all a > 0.
In particular, under P , the process X starts from 0, i.e. P (X0 = 0) = 1. Moreover,
for each x ∈ R, we denote by Px the law of the canonical process starting from x,
i.e. the law of X + x under P . We write P = P0.
The characteristic exponent of X , ψ(λ) = − ln (E[exp(iλX1)]), has the form (see
[4], [27] and [28])
ψ(λ) = c|λ|α (1− i sgn (λ) tan (πα(2ρ− 1)/2)) , (2.1)
where c > 0 is a constant and ρ = P (X1 > 0) is the positivity parameter. For the
sake of simplicity, we exclude the case when α = 1 and ρ 6= 1/2, i.e. we assume
that X is not an asymmetric Cauchy process.
Let TA denote the entrance time of a set A ⊂ R of X :
TA = inf{s ≥ 0 : Xs ∈ A}.
When the set A has the form [x,∞) for some x > 0, we simply write Tx instead of
T[x,∞) for the first passage time of X above the level x. We denote the overshoot
at time Tx by Kx, i.e. Kx = XTx − x.
We denote by P̂ the law of the dual process X̂ = −X under P and, for x > 0,
by P̂x the law of the dual process starting at x, i.e. the law of x+ X̂ under P .
For x > 0, Qx denotes the law on D of the process (X,Px) killed when it leaves
[0,∞), i.e.
Qx (Λ, t < ς) = Px
(
Λ, t < T(−∞,0)
)
, t ≥ 0,Λ ∈ Ft.
The process (X,Qx) is a Markov process on (0,∞). Moreover, the absolute con-
tinuity of the law of Xt clearly implies the absolute continuity of the semigroup
of (X,Qx). We denote the corresponding densities by (qt, t ≥ 0). In the same
way, but replacing X by its dual X̂ , we define, for x > 0, the measure Q̂x and the
corresponding semigroup densities (q̂t, t ≥ 0).
Let St and It denote the past supremum and the past infimum of X respectively,
that is, for all t ≥ 0,
St = sup{Xs : 0 ≤ s ≤ t} and It = inf{Xs : 0 ≤ s ≤ t}.
It is well known that the reflected processes R = S −X and R̂ = X − I verify
the strong Markov property (see [5]). Since 0 is regular for (0,∞) with respect to
X , we can define a local time at 0 of R which we denote by L. Let τ be the right
continuous inverse of the local time L. Then, τ is a stable subordinator of index ρ
(see [4, Lemma 1, Chap. VIII]). Similarly, but replacing R by R̂, we define L̂ the
local time at 0 of R̂, and τ̂ its right continuous inverse, which is a stable subordinator
of index 1 − ρ. The local times L and L̂ are unique up to multiplicative constant,
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and we choose a normalization, so that the Laplace exponents of τ and τ̂ are given
by φ(q) = qρ and φ̂(q) = q1−ρ.
The Itô measures of excursions away from 0 of the processes R and R̂ are denoted
by n and n̂. These measures are Markovian, and their corresponding semigroups
are given by (q̂t, t ≥ 0) and (qt, t ≥ 0). We denote by (rt, t > 0) and (r̂t, t > 0) the
densities of the entrance laws of the reflected excursions at the maximum and at
the minimum, i.e. for t > 0,
rt(x) = n (Xt ∈ dx, t < ς) /dx and r̂t(x) = n̂ (Xt ∈ dx, t < ς) /dx.
For t > 0, P (m,t) denotes the law of the stable meander of length t, that is, the
image of n(·|ς > t) under the mapping w 7→ (w(s), 0 ≤ s ≤ t). The law of the dual
stable meander of length t, P̂ (m,t), is defined in the same way replacing n by n̂.
In the remainder of the paper, we assume in addition thatX is not a subordinator
and that X is not spectrally negative. Since we also exclude the asymmetric Cauchy
case, we are restricted to the following situations:
(0 < α < 1 ∧ 0 6= ρ 6= 1) ∨ (α = 1 ∧ ρ = 1/2) ∨ (1 < α < 2 ∧ αρ < 1). (2.2)
2.2. Representations of the Density Function fS1. In this work, we are inter-
ested in obtaining new representations of the density function of the first passage
time above the level x. From (1.2), this problem is equivalent to obtaining repre-
sentations of the density function of the past supremum at time 1. In this section,
we recall two known representations of the latter density function.
The following expression is provided by Doney and Savov in [14, Lemma 8]:
fS1(x) =
sin(πρ)
π
1∫
0
p̂
(m,s)
s (x)
s1−ρ (1− s)ρ
ds, x > 0, (2.3)
where p̂
(m,t)
t is the density function of the terminal value of the dual stable meander
of length t. A similar result is obtained by Chaumont in [11], where he proves that
the density function fS1 admits the following representation:
fS1(x) =
1
Γ(1− ρ)
1∫
0
r̂s(x)
(1− s)ρ
ds, x > 0. (2.4)
Both expressions are equivalent, and we can pass from one to the other by using
the elementary identity
r̂t(x) =
1
Γ(ρ)
tρ−1 p̂
(m,t)
t (x). (2.5)
These representations are obtained by using the excursion theory for Lévy processes.
2.3. The Asymptotic Variable T 0x . In this section, we recall the definition and
the main properties of the random variable T 0x , which was introduced in [12] as
the first passage time above the level x, given that the corresponding overshoot
is 0. The main results of this paper involve the law of T 0x and its properties. In
particular, this random variable plays a key role in obtaining a new representation
for the density function fTx .
First, for each x > 0 and ε > 0, we introduce the random variable T εx whose law
is given by
P (T εx ∈ · ) = P (Tx ∈ · |Kx ≤ ε).
In [12, Theorem 2] it is proven that, for each x > 0, the family of random variables
{T εx}ε>0 converges in law as ε tends to 0+. The limit is denoted by T
0
x and its law
CONTIDITIONED FIRST PASSAGE TIMES 5
is given by
P
(
T 0x ≤ t
)
=
sin(πρ)
k0 πρ
x−αρE
[
Tx 1{Tx≤ t}
(t− Tx)
1−ρ
]
.
An alternative characterization of the distribution of T 0x is given by its Laplace
transform (see [12, Proposition 5]):
E
[
exp(−λT 0x )
]
=
1
k0Γ(1− ρ)αρ
x1−αρ λ−ρ fλ(x), (2.6)
where fλ is the density function of the law of Seλ and eλ is an exponential ran-
dom variable with parameter λ, independent of X . Additionally, from the scaling
property of X it is straightforward to prove that
T 0ax
(d)
= aαT 0x .
Remark 2.1. The aforementioned results concerning the distribution of T 0x are
stated in [12] for stable processes with index α ∈ (1, 2) such that αρ < 1. However,
these results remain true, without any modification on their proofs, under the weaker
condition (2.2). Indeed, the only restriction in [12] is the applicability of [5, Theorem
3a and 4a] (see (2.9), (2.10)). Both results referring to stable processes, the first
one needs that |X | is not a subordinator and the second one that X has positive
jumps.
2.4. Some Asymptotic Probabilities. The law of the overshoot Kx is well
known in the literature. In [21], Ray gives an expression for its density function in
the symmetric case. In [5], Bingham generalizes this result to the case when X has
positive jumps (see also [26] and [12]). From these results, we have that
XTx
(d)
= xβ−1αρ,1−αρ, (2.7)
where βαρ,1−αρ is a beta random variable with parameters αρ and 1 − αρ. As
a consequence (see [12, Lemma 2]), the asymptotic behaviour of the distribution
function of Kx around 0+ is given by
P (Kx ≤ h) ∼
sin(παρ)
π(1 − αρ)
(
h
x
)1−αρ
as h→ 0 + . (2.8)
Other results that we use in this work concern the behaviour of the distribution of
S1 around 0+ and its asymptotic tail distribution, which are given by ([5, Theorems
3a and 4a])
P (S1 ≤ x) ∼ k0 x
αρ as x→ 0+, (2.9)
and
P (S1 > x) ∼ k∞ x
−α as x→∞, (2.10)
where k0 and k∞ are explicit constants given by
k0 =
1
c1ρ Γ(1− ρ)Γ(1 + αρ)
, k∞ = c1 Γ(α)
sin(παρ)
π
,
and c1 = c |sec (πα(2ρ− 1)/2)|, where c is the constant in (2.1).
3. The Distribution of T 0x around 0+
In this section, we study the behaviour of the distribution function of T 0x around
0. More precisely, we establish the rate of convergence to 0 of P (T 0x ≤ u) when u
tends to 0+.
The Tauberian theorem tells us that the behaviour around 0 of the distribution
function of T 0x is related with the behaviour of its Laplace transform at ∞ (see [4,
p. 10]). Thus, thanks to (2.6), it is enough to study the asymptotic behaviour of
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fλ(x) when λ tends to ∞. In addition, the function fλ can be expressed as (see
[12, Proposition 3])
fλ(x) =
λα
x
E [Tx exp(−λTx)] , x > 0. (3.1)
For x > 0, we introduce the function ℓx : (0,∞)→ (0,∞) defined by
ℓx(λ) = λfλ(x), λ > 0.
Lemma 3.1. For all x > 0, the function ℓx is slowly varying at ∞, more precisely,
lim
λ→∞
ℓx(λ) =
αk∞
xα+1
.
Proof. First note that using (3.1) and applying the Fubini’s theorem,
ℓx(λ) = −
αλ
x
E
 ∞∫
λTx
e−v(1 − v) dv
 = −αλ
x
∞∫
0
e−v(1 − v)P
(
Tx <
v
λ
)
dv,
and then, thanks to the scaling property (or directly using (1.1)), we obtain
ℓx(λ) = −
αk∞
xα+1
∞∫
0
e−v(v − v2)U
(
λ1/αx
v1/α
)
dv,
where U(y) = P (S1>y)y
α
k∞
. By (2.10), the function U is bounded and lim
y→∞
U(y) = 1.
Thus, the result follows as an application of the dominated convergence theorem.

The next proposition provides the desired rate of convergence to 0 of P (T 0x ≤ u)
when u tends to 0.
Proposition 3.2. For every x > 0, we have
P (T 0x ≤ u) ∼
k∞
k0
sin(πρ)
πρ2(1 + ρ)
x−α(1+ρ) u1+ρ as u→ 0 + .
Proof. By (2.6), the Laplace transform of T 0x can be expressed as
E
[
exp(−λT 0x )
]
=
1
k0Γ(1− ρ)αρ
x1−αρ λ−(1+ρ) ℓx(λ).
So, according to Lemma 3.1, we obtain
E
[
exp(−λT 0x )
]
∼
k∞
k0
x−α(1+ρ)
ρΓ(1− ρ)
λ−(1+ρ) as λ→∞.
The result is a consequence of the Tauberian theorem (see [4, p. 10]). 
Remark 3.3. By the scaling property, (2.10) can be rephrased in terms of the
distribution of Tx as follows:
P (Tx ≤ u) ∼ k∞ x
−α u as u→ 0 + .
In particular, we note that P (T 0x ≤ u) converges faster to 0 when u tends to 0 than
P (Tx ≤ u).
4. Absolute Continuity and Density Representation of the Law of Tx
The purpose of this section is to provide an alternative proof for the absolute
continuity of the law of Tx and to obtain a new representation for its density function
fTx in terms of the law of the random variable T
0
x .
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4.1. Mellin Transforms. Note that, from (2.9), (2.10) and the relation (1.1), we
get that, for all γ ∈ (−1, ρ), E [Tx
γ ] <∞. On the other hand, by Proposition 3.2,
we have that for all β ∈ [0, 1 + ρ), E
[
(T 0x )
−β
]
< ∞. In fact, there is a simple
relation between the moments of Tx and those of T
0
x , which is stated in the next
proposition.
Proposition 4.1. For all x > 0 and β ∈ C with Re(β) ∈ (0, 1 + ρ), we have
E
[(
1
T 0x
)β ]
=
1
k0ρB(β, 1− ρ)
x−αρ E
[(
1
Tx
)β−ρ ]
, (4.1)
where B(·, ·) is the beta function. In particular, we have
E
[(
1
T 0x
)ρ ]
=
sin(πρ)
k0π
x−αρ.
Proof. By the scaling property of T 0x and Tx, it suffices to prove the result for x = 1.
Fix β ∈ C with Re(β) ∈ (0, 1+ ρ). By using the identity x−β = 1Γ(β)
∞∫
0
e−xssβ−1ds,
we obtain
E
[(
1
T 01
)β ]
=
1
Γ(β)
∞∫
0
E
[
e−sT
0
1
]
sβ−1 ds.
Thus, using (2.6) and (3.1), we deduce from the previous identity that
E
[(
1
T 01
)β ]
=
1
k0ρΓ(β)Γ(1− ρ)
∞∫
0
E
[
T1e
−sT1
]
sβ−ρ ds
=
1
k0ρΓ(β)Γ(1− ρ)
E
T1 ∞∫
0
e−sT1sβ−ρ ds
 (Fubini’s theorem)
=
Γ(β − ρ+ 1)
k0ρΓ(β)Γ(1− ρ)
E
[
T ρ−β1
]
,
which proves the result. 
4.2. Density Representation of the Law of Tx. In the next theorem, we use the
relation between the moments of Tx and the moments of T
0
x stated in Proposition
4.1 in order to obtain a new representation for the law of Tx. More precisely, by an
inversion method, we deduce from (4.1) the absolute continuity of this law as well
as an expression for its density function.
Theorem 4.2. For all x > 0, the law of Tx is absolutely continuous with respect
to the Lebesgue measure on [0,∞) and its density function is given by
fTx(t) = k0 ρ
xαρ
t
E
[
1{T 0x≤t}
(t− T 0x )
ρ
]
, t > 0.
Proof. Recall that the moments of a beta random variable of parameters a, b > 0
are given by
E
[
βpa,b
]
=
Γ(a+ p) Γ(a+ b)
Γ(a+ b+ p) Γ(a)
, Re(p) > −a.
Then, the relation between the moments of Tx and T
0
x obtained in Proposition 4.1
can be expressed as
E
[
Tx
−p
]
=
E
[(
1
T 0x
)ρ (
T 0x
βρ,1−ρ
)−p]
E
[(
1
T 0x
)ρ] , Re(p) ∈ (−ρ, 1), (4.2)
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where βρ,1−ρ is a beta random variable of parameters ρ and 1 − ρ independent of
T 0x . Denote µx the law of Tx and νx the probability measure on [0,∞) given by
νx ([s, t)) =
E
[(
1
T 0x
)ρ
1{β−1ρ,1−ρ T 0x ∈ [s,t)}
]
E
[(
1
T 0x
)ρ] , 0 ≤ s < t.
The identity (4.2) says that the Mellin transforms of the measures µx and νx coin-
cide on the strip {z ∈ C : Re(z) ∈ (0, 1+ ρ)}, which implies that they are equal. In
particular, we deduce that
P (Tx ≤ t) = k0 ρ x
αρ
t∫
0
E
[(
1
T 0x
)ρ
1{T 0x≤st}
]
s1−ρ(1 − s)ρ
ds. (4.3)
Note that using Fubini’s theorem and the change of variable u = T 0x/s, we get
t∫
0
E
[(
1
T 0x
)ρ
1{T 0x≤st}
]
s1−ρ(1− s)ρ
ds = E
( 1
T 0x
)ρ
1{T 0x≤t}
1∫
T 0x/t
sρ−1(1 − s)−ρ ds

= E
1{T 0x≤t}
t∫
T 0x
1
u (u− T 0x )
ρ ds
 .
Applying Fubini’s theorem to the term in the right-hand side and plugging the
resulting expression in (4.3), we obtain
P (Tx ≤ t) = k0 ρ x
αρ
t∫
0
1
u
E
[
1{T 0x≤u}
(u− T 0x )
ρ
]
du.
This concludes the proof. 
Remark 4.3. An alternative an shorter proof of the previous result follows from
the expression of the Laplace transform of T 0x given by (2.6) and (3.1). Indeed,
from these identities, we deduce that
E [Tx exp(−λTx)] = k0 ρ x
αρ Γ(1− ρ)λρ−1 E
[
exp(−λT 0x )
]
.
Note that, the left-hand side is the Laplace transform of the measure tP (Tx ∈ dt).
Since Γ(1 − ρ)λρ−1 is the Laplace transform of t−ρ, and the Laplace transform of
a convolution is the product of the Laplace transforms, the right-hand side is the
Laplace transform of the function
k0 ρ x
αρ
∫
[0,t]
(t− s)−ρP (T 0x ∈ dt) = k0 ρ x
αρ E
[
1{T 0x≤t}
(t− T 0x )
ρ
]
,
and the result follows.
The advantage of the proof with the Mellin transforms is that it also tell us that
the law of Tx under P equals the law of β
−1
ρ,1−ρT
0
x under P
x,ρ, where P x,ρ is the
probability measure defined by
P x,ρ(A) =
E
[
(T 0x )
−ρ 1A
]
E [(T 0x )
−ρ]
.
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5. Properties and Representations of the Law of T 0x
By definition, the construction of the random variable T 0x uses only information
of the joint law of (Tx,Kx). In this section, we examine the problem from the point
of view of the process. This means that we study the asymptotic behaviour of the
process (Xs, 0 ≤ s ≤ t) on {t < Tx} given that {Kx ≤ ε} when ε tends to 0+. Using
this approach, we provide a relation between the corresponding limit process and
the dual process conditioned to die at 0. After that, we use this relation to show
that the law of T 0x is absolutely continuous with respect to the Lebesgue measure
and we exhibit two expressions for its density function. The connections of our
results with the existent literature are established in Section 5.5. In particular,
the identities 2.3 and 2.4 are deduced from the density representation provided in
Theorem 4.2. Finally, in the last section, we show an identity in law, similar to
(1.1), involving the random variable T 0x .
5.1. The Process Conditioned to Die at 0. In this section, we recall the defini-
tion of the process conditioned to die at 0 in the particular case of stable processes
(see [10]). For a more general and detailed treatment of this subject see [9].
According to the results of [24], the excessive version of the potential density
of the subordinator (−Xτ̂ℓ , ℓ ≥ 0) is harmonic for the process (X,Qx), x > 0.
Moreover, the function h defined by
h(x) = E
 ∞∫
0
1{It≥−x}dL̂t
 , x ≥ 0,
is invariant for this process and the potential density of (−Xτ̂ℓ , ℓ ≥ 0) is h
′. For
each x > 0, we define Pցx as the law of the h-process associated with the semigroup
(qt, t ≥ 0) and the function h′. That is,
Pցx (Λ, t < ς) =
1
h′(x)
EQx
[
h′(Xt) 1Λ 1{t<ς}
]
, t ≥ 0,Λ ∈ Ft.
This law is introduced in [9], where it is demonstrated that this process approaches
0 at its lifetime. In other words, the process (X,Pցx ) corresponds to the process
(X,Qx) conditioned to die at 0. Following the same procedure, but replacing the
process X by its dual X̂ , we can define the function ĥ with the analogous properties
of h. Consequently, for each x > 0, we define the law P̂ցx as the h-process associated
with the function ĥ
′
and the semigroup (q̂t, t ≥ 0).
In the stable case, the functions h and ĥ have the following form (see [10]):
h(x) = c0 x
α(1−ρ) and ĥ(x) = ĉ0 x
αρ x > 0, (5.1)
where c0 and ĉ0 are positive constants. A direct proof of these identities is given
in [26, Proposition 2.3]. Here, we provide an alternative proof which allows to
compute the constants c0 and ĉ0 explicitly.
Lemma 5.1 ([10, p. 384]). The functions h and ĥ are given by
h(x) = Γ(ρ) k̂0 x
α(1−ρ) and ĥ(x) = Γ(1− ρ) k0 x
αρ x > 0,
where the constant k̂0 is obtained by replacing ρ by 1− ρ in the definition of k0.
Proof. We give the proof for ĥ. The proof for h follows the same lines.
For q > 0, we consider the function
ĥq(x) =
∞∫
0
E
[
e−qτℓ 1{Sτℓ≤x}
]
dℓ, x > 0.
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Note that ĥq(x) converges to ĥ(x) when q tends to 0. On the other hand, it is
possible to prove that (see the proof of [4, Theorem 18, Chap. VI])
q
∞∫
0
e−qtP (Tx > t)dt = φ(q) ĥ
q(x) = qρ ĥq(x),
and then, making the change of variable u = qt and using (1.1), we can express this
identity as
∞∫
0
e−uP
(
S1 < x
( q
u
)1/α)
du = qρ ĥq(x).
Dividing this by qρ, taking the limit when q tends to 0+ and using (2.9), we obtain
the desired result. 
5.2. A Relation Between T 0x and the Process (X, P̂
ց
x ). We start with a tech-
nical lemma, which will be useful in order to study the limit when ε tends to 0+ of
the process (Xs, 0 ≤ s ≤ t) on {t < Tx} given that {Kx ≤ ε}.
Lemma 5.2. For all x, t > 0 we have
E
[
1{Tx>t}(x−Xt)
αρ−1
]
≤ xαρ−1.
Proof. Note that
E
[
1{Tx>t} (x−Xt)
αρ−1
]
= Ê
[
1{T(−∞,−x)>t} (x+Xt)
αρ−1
]
= Êx
[
1{T(−∞,0)>t}Xt
αρ−1
]
=
1
ĉ
EQ̂x
[
1{ς>t} ĥ
′
(Xt)
]
.
The result follows from the fact that the function ĥ
′
is (q̂t)-excessive (see [9] and
[24]). 
Now, we can state the main theorem of this section.
Theorem 5.3. For all x, t > 0 and Λ ∈ Ft, we have
lim
ε→0+
P (Λ, Tx > t |Kx ≤ ε) = P̂
ց
x (Λx, ζ > t),
where Λx = {w : x− w ∈ Λ}.
Proof. Fix x, t > 0 and Λ ∈ Ft. Note first that
P (Λ, Tx > t |Kx ≤ ε) = E
[
1Λ 1{Tx>t}
E[Kx ≤ ε | Ft]
P (Kx ≤ ε)
]
.
Thus, using the Markov property, we obtain
P (Λ, Tx > t |Kx ≤ ε) = E
[
1Λ 1{Tx>t}
ψ(x −Xt; ε)
ψ(x; ε)
]
, (5.2)
where ψ(y; ε) = P (Ky ≤ ε).
Applying (2.8), we get that, for all y, z > 0,
ψ(y; ε)
ψ(z; ε)
−−−−→
ε→0+
(y
z
)αρ−1
. (5.3)
Moreover, using the identity in law (2.7), it follows that for all y > 0,
ψ(y; ε) =
sin(παρ)
π
yαρε1−αρ
1∫
0
1
(uε+ y)uαρ
du.
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The previous expression allows us to prove that, for every y > 0 and ε ≤ z,
ψ(y; ε)
ψ(z; ε)
≤
(y
z
)αρ (z + ε)
y
≤ 2
(y
z
)αρ−1
. (5.4)
Thanks to (5.3), (5.4) and Lemma 5.2, we can take the limit in (5.2) when ε tends
to 0+ and apply the dominated convergence theorem to deduce that
lim
ε→0+
P (Λ, Tx > t |Kx ≤ ε) = E
[
1Λ 1{Tx>t}
(
x−Xt
x
)αρ−1]
.
Note that the right-hand side can be written as
E
[
1Λ 1{Tx>t}
(
x−Xt
x
)αρ−1]
= Ê
[
1Λ0 1{T(−∞,−x)>t}
(
x+Xt
x
)αρ−1]
= Êx
[
1Λx 1{T(−∞,0)>t}
(
Xt
x
)αρ−1]
= EQ̂x
[
1Λx 1{ς>t}
(
Xt
x
)αρ−1]
.
The result follows from the definition of P̂ցx . 
Remark 5.4. The statement of the previous theorem can be equivalently rewritten
as follows:
lim
ε→0+
P̂x
(
Λ, T(−∞,0) > t |XT(−∞,0) ≥ −ε
)
= P̂ցx (Λ, ζ > t).
This result is very close to Proposition 3 in [9] which states that for every β > 0,
we have
lim
ε→0+
P̂x
(
Λ, T(−∞,β) > t | IT(−∞,0)− ≤ ε
)
= P̂ցx (Λ, T(0,β) > t),
Moreover, in the stable case, we can relax the condition β > 0 in the following way.
First, note that
P̂x
(
Λ, T(−∞,ε) > t | IT(−∞,0)− ≤ ε
)
= P (Λx, Tx−ε > t|Kx−ε ≤ ε) .
Thus, following the lines of the proof of Theorem 5.3, we can show that
lim
ε→0+
P̂x
(
Λ, T(−∞,ε) > t | IT(−∞,0)− ≤ ε
)
= P̂ցx (Λ, ζ > t).
The main difference between the two results lies in the conditioning part. In the
latter result, the process (X, P̂x) is conditioned to reach continuously the level 0,
while in our result the process (X, P̂x) is conditioned to leave continuously the in-
terval [0,∞). As a consequence of the two results, we can see the random variable
T 0x as a first passage time above the level x, when the process X is conditioned to
cross the level x continuously.
Remark 5.5. Following the discussion of the previous remark, we see that Propo-
sition 3 in [9], which holds in a more general framework, can be expressed in terms
of overshoots as follows:
lim
ε→0+
P (Λ, Tx−β > t|Kx−ε ≤ ε) = P̂
ց
x (Λx, T(0,β) > t), x > β > 0.
Corollary 5.6. For all x > 0, the law of T 0x is equal to the law of the lifetime ζ of
X under P̂ցx .
Proof. Direct from Theorem 5.3. 
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5.3. A FewWords on the Lamperti Transformation. The process (X, P̂ցx ) is
a positive self-similar Makov process (PSSMP) of index 1/α. The underlying Lévy
process (ξց, P̂) in the Lamperti representation is characterized in [8, Corollary 3].
From the Lamperti transformation and Corollary 5.6 we have that
(T 0x , P )
(d)
= (ζ, P̂ցx )
(d)
=
xα ∞∫
0
eαξ
ց
s ds, P̂
 . (5.5)
When the process (X,P ) is spectrally positive, i.e. α(1−ρ) = 1, the process (ξց, P̂)
is spectrally negative (see [8]). Consequently, the results in [20] can be applied to
deduce that the law of T 0x is absolutely continuous and its density function fT 0x
infinitely continuously differentiable. Moreover, power series and contour integral
representations for the latter density are in [20] provided.
In the general case, we can deduce from [17, Section 5.3] that the process (ξց, P̂)
is a hypergeometric Lévy process with parameters (0, α(1 − ρ), 0, αρ). Therefore,
we have that
T 0x
(d)
= xα
∞∫
0
e−αξsds, (5.6)
where ξ is a hypergeometric process with parameters (1, αρ, 1, α(1 − ρ)). Let L
denote the set of irrational numbers x, for which there exists a constant b > 1 such
that the inequality |x − pq | < b
−q is satisfied for infinitely many integers p and q.
According to (5.6) and the results in [17], if α /∈ L ∪Q we have that the law of T 0x
is absolutely continuous and its density function admits the following convergent
series expansion:
fT 0x (t) = x
−α(1+ρ)tρ
∞∑
n=0
bm,n
(
t
xα
)m/α+n
, if α < 1,
and
fT 0x (t) = xt
−1−1/α
∞∑
m=0
∞∑
n=0
cm,n
(
t
xα
)−m/α−n
, if α > 1,
where the coefficients {bn,m}m,n≥0 and {cn,m}m,n≥0 are defined in [17, pp. 125-126]
using the notations β = β̂ = 1, γ = αρ and γ̂ = α(1 − ρ).
5.4. Density Representation of the Law of T 0x . The following proposition
states the absolute continuity of the law of T 0x and provides two representations
for its density function.
Proposition 5.7. For all x > 0, the law of T 0x is absolutely continuous and its
density function fT 0x is given by
fT 0x (t) =
1
αρ k0 Γ(1− ρ)
x1−αρ r̂t(x), t > 0, (5.7)
or equivalently, by
fT 0x (t) =
sin(πρ)
παρ k0
x1−αρ tρ−1 p̂
(m,t)
t (x), t > 0. (5.8)
Proof. By Corollary 5.6 and the definition of P̂ցx , we have that
P (T 0x > t) = P̂
ց
x (ς > t) = E
Q̂
x
[
ĥ
′
(Xt)
ĥ′(x)
1{ς>t}
]
. (5.9)
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On the other hand, using an expression of the potential under n̂ due to Silverstein
([24, Eq. (3.3)]), we have
ĥ
′
(x) =
∞∫
0
r̂s(x) ds.
Plugging this identity in (5.9) and applying Fubini’s theorem, we obtain
P (T 0x > t) =
1
ĥ′(x)
∞∫
0
EQ̂x
[
r̂s(Xt) 1{ς>t}
]
ds.
Note that
EQ̂x
[
r̂s(Xt) 1{ς>t}
]
=
∞∫
0
r̂s(y) q̂t(x, y) dy =
∞∫
0
r̂s(y) qt(y, x) dy = r̂t+s(x).
It follows that
P (T 0x > t) =
1
ĥ′(x)
∫ ∞
t
r̂u(x) du.
The absolute continuity of the law of T 0x , as well as the identity (5.7), is established.
The identity (5.8) follows from (5.7) by using (2.5). 
5.5. Connections with the Existent Literature. As a corollary of the previous
results, we obtain two representations for the density function fTx , which, by means
of (1.2), are equivalent to (2.4) and (2.3).
Corollary 5.8 ([11, Corollary 4] and [14, Lemma 8]). For all x > 0, the density
function of Tx admits the following representations:
fTx(t) =
1
αΓ(1 − ρ)
x
t
t∫
0
1
(t− s)ρ
r̂s(x) ds, t > 0,
and
fTx(t) =
sin(πρ)
απ
x
t
t∫
0
p̂
(m,s)
s (x)
s1−ρ (t− s)ρ
ds, t > 0.
Proof. The first representation follows by plugging (5.7) in the expression of fTx
given in Theorem 4.2. The second representation is obtained from the first one by
using (2.5). 
Doney and Savov provide in [14] the asymptotic behaviour of the density function
p̂
(m,1)
1 at infinity and at zero. These results together with Proposition 5.7 allow us
to give the analogous results for fT 0x .
Corollary 5.9. There is a constant C∞ > 0, such that
fT 0x (t) ∼ C∞ x t
−1−1/α as t→∞. (5.10)
On the other hand, we have
fT 0x (t) ∼
k∞
k0
sin(πρ)
πρ2
x−α(1+ρ) tρ as t→ 0+, (5.11)
Proof. By the scaling property and Proposition 5.7, we have
fT 0x (t) =
sin(πρ)
παρ k0
x1−αρ tρ−1−1/α p̂
(m,1)
1 (x t
−1/α).
From [14, Theorem 1], we know that, there is a constant C > 0, such that
p̂
(m,1)
1 (y) ∼ C y
αρ as y → 0+,
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and that
p̂
(m,1)
1 (y) ∼
α k∞
ρ
y−(α+1) as y →∞.
The results follow. 
Remark 5.10. At the best of my knowledge, there is no closed form formula avail-
able in the literature for the constant C. However, from (5.6) and [17, Theorem 3],
we can deduce for α /∈ Q that
fT 0x (t) ∼ c¯ c0,0 x t
−1−1/α as t→∞,
where
c¯ = c
|sec (πα(2ρ− 1)/2)| π
2 sin(πα/2)Γ(1 + α)
, c0,0 =
Γ(1 + 1/α)
Γ(1− αρ)Γ(α(1 − ρ))
M(1/α),
and M is a function defined in [17, p. 121] with the help of some double gamma
functions. Comparing with (5.10), we see that, when α /∈ Q, we have
C∞ = c¯ c0,0 and C = c¯ c0,0
παρk0
sin(πρ)
.
Remark 5.11. Note that (5.11) could not be deduced directly from Proposition
3.2 since we do not know whether or not the density function fT 0x is ultimately
monotone.
Remark 5.12. From Theorem 4.2 and (5.11), we infer that the density function
fTx is strictly positive in (0,∞). On the other hand, we know from [25, Lemma
3] and [10, Theorem 1] that the density function p̂
(m,1)
1 is strictly positive. Conse-
quently, the density function fT 0x is also strictly positive. Therefore, the distribu-
tions of Tx and T
0
x are equivalent and
dµ0x
dµx
(t) =
1
k0 ρ xαρ
fT 0x (t)
1
t
t∫
0
fT 0x (s)
(t− s)ρ
ds
−1,
where µ0x(·) := P (T
0
x ∈ ·) and µx(·) := P (Tx ∈ ·).
Remark 5.13. The results of Corollary 5.9 can be compared to the analogous
results for fTx , which state that (see [14, Remark 5])
fTx(t) ∼ ρ k0 x
αρ t−(1+ρ) as t→∞,
and
fTx(t) ∼ k∞ x
−α as t→ 0 + .
5.6. An Identity in Law. We end this work with an identity in law, which is
in some sense, the analogue of (1.1) for T 0x . Note first that from the asymptotic
behaviour of p̂
(m,1)
1 (see [14, Theorem 1]), we have
0 < Ê(m,1)[X−αρ1 ] <∞.
Consequently, we can define the probability measure P (0) on F1 by
P (0)(Λ) =
Ê(m,1)
[
1ΛX
−αρ
1
]
Ê(m,1)[X−αρ1 ]
.
Corollary 5.14. For all x > 0, the law of T 0x equals the law of x
αX−α1 under P
(0).
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Proof. Let g : [0,∞) → [0,∞) be a measurable function. By Proposition 5.7 and
the scaling property, we have
E[g(T 0x )] =
sin(πρ)
παρ k0
x1−αρ
∞∫
0
g(t) tρ−1−1/α p̂
(m,1)
1 (x t
−1/α) dt.
Thus, making the change of variable y = x t−1/α, we get
E[g(T 0x )] =
sin(πρ)
πρ k0
∞∫
0
g
(
xα y−α
)
y−αρ p̂
(m,1)
1 (y) dy,
or equivalently
E[g(T 0x )] =
sin(πρ)
πρ k0
Ê(m,1)
[
X−αρ1 g
(
xαX−α1
)]
. (5.12)
Taking g = 1 in the previous identity, we obtain
Ê(m,1)
[
X−αρ1
]
=
πρ k0
sin(πρ)
.
The result follows by plugging this expression in (5.12). 
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