Abstract-A computationally efficient algorithm is proposed for modeling and representing time-varying musical sounds. The aim is to encode individual sounds and not the statistical properties of several sounds representing a certain class. A given sequence of acoustic feature vectors is modeled by finding such a set of "states" (anchor points in the feature space) that the input data can be efficiently represented by interpolating between them. The proposed interpolating state model is generic and can be used to represent any multidimensional data sequence. In this paper, it is applied to represent musical instrument sounds in a compact and accurate form. Simulation experiments were carried out which show that the proposed method clearly outperforms the conventional vector quantization approach where the acoustic feature data is k-means clustered and the feature vectors are replaced by the corresponding cluster centroids. The computational complexity of the proposed algorithm as a function of the input sequence length is ( log ).
I. INTRODUCTION
T HIS paper proposes an interpolating state model and an algorithm for representing and coding time-varying musical sounds. In particular, we focus on modeling individual sounds, not the statistical properties of several sounds representing a certain class. This has applications in structured audio coding, sound synthesis, and music content analysis.
Many musical sounds are very poorly modeled using a conventional state model, where each state generates its characteristic spectral energy distribution and time-varying spectra are modeled by switching between the states. Such a model is, for example, the hidden Markov model (HMM), where a hidden state variable and state-conditional observation distributions determine the acoustic features emitted at each time instant [1] . The Gaussian mixture model (GMM), too, can be viewed as a state model, although no temporal continuity constraints are imposed [2] . The third and most straightforward example of this model class is the k-means clustering algorithm that assigns feature vectors into subsets, and the cluster centroids can then be used as vector-quantized values in place of the original data [3] . Despite their shortcomings, these models and especially the HMM are widely used in classifying musical sounds [4] and to encode time series of feature vectors [5] , [6] . Contrary to the above models, most musical sounds can be represented very efficiently by interpolating between spectra that are taken from appropriate temporal positions of the input signal. Several examples of this can be found in sound synthesis [7, p. 319-329] . As an example, consider the power envelopes of a piano sound at three subbands as illustrated in the upper left panel of Fig. 1 . The input data (solid line) consists of three-dimensional feature vectors that encode the rough spectral energy distribution as a function of time. The conventional "vector quantization" approach where the input data is replaced by a sequence of quantized vectors (i.e., discrete "states", see the dashed line) would require a very large number of states to represent the data accurately. On the contrary, the proposed interpolating state model, illustrated in the upper right panel, achieves much better fit to the data. The amount of stored model parameters is the same as in the left panel (four different states). The occurrence times of the four states are indicated as vertical lines, with the number of the occurred state at the -axis, and the original data is then represented by interpolating between each 1558-7916/$26.00 © 2010 IEEE two consecutive state vectors. The lower panels show a similar example, where vector quantization and the interpolating state model are used to model a violin sound.
The limitations of, e.g., HMMs are well known in speech processing. Musical sounds are generally more slowly varying than speech signals and therefore the limitations of the conventional models are even earlier encountered. In speech recognition and speech synthesis, the most common way of addressing the dynamic aspects of speech is to include time-differentials of static features in the feature vector [8] , [9] . More advanced techniques include triphone models, segment models, and trajectory models. In triphone models, the context-dependent nature of observations is taken into account by training a three-state HMM for each phoneme/context combination [10] , [11] . In segment models, the unit being modeled consists of several consecutive frames, and the Markov assumption is made only between the segments [12] . Training algorithms for the distributions within segments have been presented for example in [13] . Trajectory models, in turn, involve time-varying parameters. For example, Sim and Gales proposed a model where the trajectory is a function of the acoustic observations and a set of centroids in the feature space [14] . Also, the use of the dynamic features can be formulated as a trajectory model [9] . Other modeling alternatives include switching linear dynamical systems which involve a continuous latent state variable [15] , and buried HMMs which train a Bayesian network for a window of observations [16] . The data-driven interpolation model of Sun [17] is related to the model proposed here, but the author did not present an algorithm for estimating the state vectors (anchor points) of the model.
When it comes to representing individual musical sounds in a coding sense, a drawback of the segment models and trajectory models is that they are better suited for modeling the statistical properties of (speech) signals and they increase the model complexity, i.e., the amount of stored parameter data. Triphone models, in turn, are not always well matched to music signals, since the concept of a context is not equally well-defined in music, and musical sounds do not consist of enumerable phoneme-like units.
The proposed interpolating state model bears some resemblance to splines, functions that are defined piecewise by polynomials and are typically used for interpolating between given data points [18] . The proposed model can be viewed as a first degree (linear) spline, but a crucial difference here is that the anchor points are learned from the data and not given in advance. Linear regression represents another class of techniques related to the present method [19] . The main difference here is that the basis functions are learned from data and each data point is modeled as a weighted sum of only two basis functions, not all. Connections to sparse coding and other variants of linear models will be discussed in Section II.
In the following section, the interpolating state model illustrated in Fig. 1 will be defined more exactly. In Section III, a computationally efficient algorithm is proposed for estimating the model parameters. Whereas globally optimal parameters for this model are computationally intractable, the method finds a suboptimal solution. The time-complexity of the algorithm is , where is the length of the input data se- quence, is the desired number of states between which the input data is interpolated, and is the dimensionality of the data. Some parts of this work have been previously published in the conference paper [20] .
The proposed model is generic and can be used to approximate any multidimensional data sequences that can be effectively modeled by piece-wise linear regression between anchor points (states) in the target space. In this paper, we apply the model to represent musical instruments in a compact and accurate form. An analysis-synthesis procedure to this end is described in Section IV. In addition to sound synthesis and coding, the proposed method has potential as intermediate data representation in acoustic signal analysis in general (see, for example, [21] , where interpolating HMM was used for musical instrument recognition).
Simulation experiments were carried out which show that the proposed method clearly outperforms the conventional "vector quantization" approach where acoustic feature vectors are k-means clustered and the feature vectors are then replaced by the corresponding cluster centroids. The results are presented in Section V. Section VI summarizes the conclusions.
II. MODEL FORMULATION
The input data to be modeled is a sequence of feature vectors which have been extracted in successive time frames of an acoustic signal. The dimensionality of the feature vectors is denoted by and a matrix of size is used to denote the complete data set to be modeled.
The basic idea of our model is to find a limited number of "state vectors" (anchor points) in the feature space so that the original data can be efficiently approximated by interpolating between these. The proposed representation can be most conveniently described as a state model. There are states , each of which corresponds to a distinct -dimensional state vector . For convenience, the state vectors are collected into a matrix . Transitions from a state to another do not occur instantly, but during a certain period of time. The output of the model is generated at the transitions between the states, as a linear interpolation of the state vectors at the two ends of the transition. Fig. 2 illustrates this situation. During the transition, the model moves with a constant speed towards the next state and, when that is reached, the model immediately starts moving towards another state. The occurrence times of the states are called nodes where, momentarily, the output corresponds exactly to one state vector. The durations of the transitions may be arbitrary.
Note that transitions between all state pairs have to be allowed. The violin sound in Fig. 1 , for example, loops around the states three and four during the sustained vibrato portion that extends over the latter half of the signal. Allowing the transitions back to the previous states greatly reduces the number of states needed for modeling.
The nodes are characterized by a time stamp and the number of the state that occurs at the node, . The nodes are always kept in ascending temporal order, i.e.,
, and the number of nodes satisfies . One node is always positioned in the beginning and in the end of the data sequence, i.e., and . For convenience, we define and . The model is completely specified by the three data structures , and . The output of the model at time between two nodes, is a linear interpolation of the state vectors that occur at the two nodes (1) where (2) It should be noted that the model is completely deterministic, contrary to, e.g., hidden Markov models or stochastic segment models [12] . No probability distributions are applied.
In a matrix form, the model (1)- (2) can be written as , where the matrix of size contains the interpolation weights and is restricted to have only two nonzero entries at each row. A similar linear representation is used in many machine learning algorithms, such as principal component analysis [22] , independent component analysis [23] , sparse coding [24] , and non-negative matrix factorization [25] . However, the further modeling assumptions in these differ from each other. For example in sparse coding, is assumed to be a sparse matrix, whereas in non-negative matrix factorization the entries in and are assumed to be non-negative. Finding a sparse representation given the model is a difficult optimization problem for which several greedy algorithms have been proposed, such as matching pursuit [26] and basis pursuit [27] . A generic algorithm for learning dictionary for sparse representations has been proposed in [28] . In our method, the weights in are sparse and restricted to have certain interpolation properties; therefore, we need a specific algorithm for the parameter estimation.
III. ALGORITHM FOR PARAMETER ESTIMATION
A remaining problem is to estimate the model parameters , and given the input data and the desired number of states so as to minimize the sum of squared error between the original data and the output of the model (3) A basic version of the parameter estimation algorithm is first described in Sections III-A-III-D and then the efficient version in Section III-E.
A. Least-Squares Error Solution for a Given State Sequence
To begin with, consider the situation where the state sequence (as defined by and ) is given in advance. In this case, optimal state vectors which minimize (3) can be solved in a closed form using the linear least squares approach [29, Chap. 8] .
The solution can be formulated in the present context as follows. Let be a matrix of weights where each row , contains only two nonzero values for column for column otherwise.
(4)
Note that each time index is between two states or exactly at one state. As a consequence, the matrix is sparse, with only one or two nonzero values at each row.
Then, the least squares solution for the state vectors is [29] :
Next, consider a situation where only a subset of all the state vectors are being solved and the other states are kept fixed (i.e., are already known). Let us denote by the set of states that are being updated. First, all columns for which are removed from . Then a matrix is defined where each row is defined as (6) where the indicator function is defined counter-intuitively as if if (7) The matrix represents a version of the input data sequence where the effect of the fixed states is compensated for.
Finally, the rows , for which and can be removed both from and to get matrices and , respectively. The least-squares solution for the state vectors of the states can then be written as (8) where contains only the states . Note that the size of the square matrix depends on the number of unknowns (size of the set ) and cannot be singular due to the way the matrix is composed.
B. Iterative Algorithm to Find All the Model Parameters
A problem with the above-described least squares solution is that there are approximately different configurations for the vectors and , i.e., different state sequences that can occur within the time interval
. As testing all these configurations for error minimization is not feasible, an iterative algorithm is proposed which finds a suboptimal solution. The processing steps are as follows.
Initialization: The algorithm begins by initializing a distinct state vector to all the data points of the original data so that, in the beginning, there are states and nodes with the state vectors for , and the node sequence for . Iteration: During the iteration, the number of states is reduced by performing simple atomic operations one-by-one so that, at each step, the added modeling error ("cost") is minimized. Note that during the runtime of the algorithm, and are variables which decrease monotonically in value until reaches the desired number of states . One of the following atomic operations is performed at each iteration step to reduce the number of state vectors. 1) Delete state. Delete a state and all nodes associated with it. All states which have nodes as immediate neighbors of a deleted node are updated [recomputed using (8) ] so as to minimize the error in the neighborhood of the deleted nodes. The other state vectors are kept fixed. The states containing temporally the first or the last node cannot be deleted. The left panel of Fig. 3 illustrates a simple case of state deletion. In this example, the state six is being deleted and the node associated with it is marked with an asterisk. The states four and five which occur as immediate neighbors of the deleted node are updated in order to minimize the error over the time span that is marked with a solid line in the figure. The right panel of Fig. 3 illustrates a more general case of state deletion where the deleted state (six) has several associated nodes. The states occurring as neighbors to the deleted nodes (four, five, and seven) are updated. Note that one of the updated states (five) has several associated nodes (including the one at the time ). Repeating only the delete state operation until results in a model where each state occurs exactly once (has one associated node) and state transitions occur only from a state to the next state. In order to introduce arbitrary state transitions, another atomic operation is needed. 2) Merge state. Merge two states and . All nodes associated with either of the two states are associated with after the operation. An optimal state vector is computed for the merged state using (8) and the other state is deleted. As a result, the number of states is decreased by one. Fig. 4 illustrates the merge operation. The nodes associated with the two states being merged (five and six) are marked with black. After merging the states, the state five is updated so that the error is minimized over the solid line in the figure. The above atomic operations are performed one at a time to reduce the model order until the desired order is reached. Important in doing this is to choose such an atomic operation at each step that the resulting cost (added modeling error) is minimized. Repeating the delete and merge operations one-by-one leads to a model which can have arbitrary state transitions. In practical experiments, however, two additional atomic operations turned out to be useful. These make a substantial improvement in the actual modeling result.
3) Delete node. After several merge operations, it is useful to be able to remove individual nodes that are associated with states that have several nodes. The delete node operation deletes a node associated with a state . After the deletion, the state and the states occurring as immediate neighbors of the node are updated (a maximum of three states). If a state has only one associated node, its deletion requires the delete state operation. 4) Move node. Move an individual node one time index towards the past or towards the future . The state is updated after the operation.
C. Keeping Track of the Cost of the Atomic Operations
In order to keep track of the cost of different operations (and to choose the best at each step), the following data structures are introduced. Deletion and merging costs for the states are stored in the vectors and . Along with the latter, a vector is needed where the optimal merge partner is stored for each . Node deletion and node moving costs are stored in the vectors and for
. Along with the latter, a vector is needed which indicates whether a move towards the past or towards the future is better for the corresponding node. Initializing the cost vectors is rather straightforward since in the beginning, each state has only one associated node.
During the iterative algorithm-that is, after performing any of the four atomic operations-we need to update the cost vectors for the states and nodes that have been affected by the operation. The vectors and have to be updated for the states that have associated nodes as immediate neighbors to the nodes of the states that were updated during the previous atomic operation. The vectors and have to be updated for the nodes that occur as such neighbors.
The costs are computed as follows.
1) The costs are approximated by testing to delete the state and all its associated nodes and by computing the resulting error (3) without performing any updates for the remaining states. This is compared to the error before the deletion to calculate the cost of the operation. It should be noted that this gives an upper bound for the error: if the deletion is later realized, the states occurring as neighbors of the deleted state are updated, leading to an added modeling error which is .
2) The costs are calculated by computing Euclidean distance between state and all the other state vectors, testing to merge the state with closest states, 1 one at the time, and by comparing the resulting error (3) with that before merging. After finding the best merging partner for the state , the corresponding cost is stored in and the partner in .
3) The costs are approximated by testing to delete the node and by computing the error in (3) without performing any updates for the state vectors. This gives an upper bound for the cost (cf. 1) above). 4) The costs are computed by testing to move the node one step to both directions and by computing the resulting modeling error (3) without any state updates. This gives an upper bound for the cost (cf. 1) above). At each step of the above iterative process, it is important to choose the atomic operation that leads to the smallest amount of added modeling error. This is done by keeping track of the above costs. Delete node and move node operations are performed only in the case that they reduce the modeling error. 2 If this condition is not satisfied, the smallest value in the two vectors and is searched for, and the corresponding atomic operation is performed.
D. Weighted Least Squares
In some applications, it is desirable to weight the modeling error in such a way that some data vectors are more important than others and therefore modeled more accurately. For example in perceptual audio coding, quiet parts of the time-frequency plane have to be modeled more accurately than the loud parts where errors are more effectively masked by the signal itself [30] . Such a weighting can be easily incorporated in the proposed method. Let us define a weight vector which determines the weight of the feature vectors so that the desired modeling error of the data vectors should be inversely proportional to the weights.
This objective is achieved by weighted least squares which requires only a few modifications to the above described algorithm. First, a weighted error function is defined as (9) To minimize the above error, weights are included in (8) to obtain (10) where is a square matrix containing the weights on its diagonal. In practice, the weighting can be implemented by multiplying each row of and by prior to the application of (8) .
In calculating the costs , and , the weighted error (9) is used instead of (3) to predict the cost of different operations.
In all other respects, the algorithm utilizing the weights remains the same as the one described in the preceding sections.
E. Computationally Efficient Implementation
The computational efficiency of the above-described algorithm is already practically applicable, but the method becomes quite slow when the input data consists of the order of thousands of data vectors. In this subsection, we describe a mechanism which reduces the time complexity of the algorithm to . That is, the computation time as a function of the input data sequence length is proportional to when all other factors are kept fixed.
The basic idea of the computational improvement is to divide the input data sequence into temporally consecutive segments called groups. In the beginning, the number of the groups is selected so that is a power of two and each group contains more than but no more than data vectors. The abovedescribed iterative algorithm is then applied within each group so that merge partners have to come from within the same group and search for the optimal atomic operation is limited to the states and nodes within the group. (State or node deletion at a group boundary still causes state updates in the neighboring group as usual.) When all the groups have been processed so that they contain exactly states, pairs of neighboring groups (0 and 1; 2 and 3; etc.) are joined to form temporally longer groups with exactly states. These are then processed until is again reached. The process is continued until all the data vectors are joined into a single group and it is processed to contain exactly states. The above procedure significantly improves the computational efficiency of the algorithm and has only a negligible effect on the resulting modeling error. An intuitive explanation for the computational improvement is that the number of states within groups is always within the limits and . As a consequence, the number of unknowns in (8) is limited.
One more constraint has to be added to ensure the complexity: the number of delete node and move node operations within each group has to be limited to during the lifetime of the group. After reaching the limit, these operations are disabled. This has some minor effect on the accuracy of the resulting model.
The complexity of the method with respect to all the three important parameters is . Detailed analysis of the complexity is presented in the Appendix.
An intuitive explanation for the fact that the grouping mechanism does not significantly affect the modeling accuracy is that, since the complete data set has to be modeled with a total of states, this amount of states is enough for modeling each subset of the data. This was experimentally verified in simulations.
IV. APPLICATION TO THE REPRESENTATION OF MUSICAL SOUNDS
The proposed method was applied to represent musical instrument sounds in a compact and accurate form. Fig. 5 shows an overview of the analysis-synthesis procedure employed. It is based on pitch-synchronous processing and therefore involves the limitation that only one pitched sound is assumed to be active at each time in the input audio. In our experiments, isolated musical instrument sounds and sound sequences were used.
The first block in Fig. 5 , pitch analysis, produces pitch marks which are time stamps located one pitch period apart from each other and aim to keep in synchrony with the time-varying pitch. This is followed by pitch-synchronous feature extraction, where the root mean square (rms) level and waveshape of the signal is measured in frames that extend over each two successive pitch periods. The waveshape is represented using modified discrete cosine transform (MDCT) described later. The proposed interpolating state model is then used to encode the time-varying pitch, rms level, and MDCT coefficients. At the synthesis stage, the three acoustic feature sequences are reconstructed from the model and used to resynthesize an approximation of the input audio signal. Accuracy of the method is measured by comparing the reconstructed signal with the original one, . These steps are now described in more detail.
Preliminary pitch analysis is carried out in 93-ms time frames which overlap 75%. We employed the method described in [31] which makes no assumptions about the sound source and can handle the wide pitch range of musical instruments. Based on the pitch estimates, pitch marks are generated that indicate individual pitch periods. While doing this, small corrections to the preliminary pitch estimates are made, in order to minimizing the mean-square error between the waveshapes of successive pitch periods. The pitch marks form a sequence , where and delimit the th pitch period in . Important for the quality of especially high-pitched sounds is that the pitch marks are actually real-valued (sub-sample precision). Further details of the pitch mark generation are beyond the scope of this paper.
For computational efficiency reasons explained later, each pitch period (interval between and ) is uniformly resampled to consist of exactly samples. The resampling is implemented simply by a linear interpolation of , since this is computationally efficient and the resulting nonoptimality in sound quality is negligible compared to the other modeling steps. The value of was chosen according to the maximum period between successive pitch marks . In the following, we use to denote one pitch-synchronous frame of the input signal. It consists of the resampled waveform covering two periods of the input signal between and . The rms level of the signal in frame is calculated as (11) where the window function equals the square root of the Hann window. 3 The waveshape (timbre) in frame can be compactly represented using the MDCT. It transforms real numbers , into real numbers according to (12) Note the normalization by above, which allows modeling the waveshape and the level separately. Often the waveshape remains the same although the level of a sound changes. Similarly to the fast Fourier transform, MDCT can be implemented in time. Due to the resampling, all the transform frames are of length and therefore the cosine basis needs to be computed only once.
MDCT enables perfect reconstruction despite the data reduction in individual frames. This is possible because successive frames overlap 50% and the errors introduced in one frame are canceled by the errors introduced in the neighboring frame [32] . Another nice feature of the MDCT is energy compaction, meaning that the first few coefficients usually capture most of the energy. In practice, coefficients were found sufficient to encode the waveshape of musical sounds. For convenience, we use to denote the first transform coefficients in frame .
The three acoustic feature sequences, , and , are each separately modeled using the proposed interpolating state model. In principle, the features in each frame could also be catenated into a single feature vector and the modeling be done jointly for it. However, there is no guarantee that the three features would correlate, and furthermore, from a perceptual point of view, it is more satisfying to model the three perceptual attributes of sound separately and to analyze the importance of each on the sound quality. This bears resemblance to sourcefilter modeling, where pitch and spectral shape are separately modeled, too [33] . Here, rms levels and MDCT coefficients are modeled directly, but pitch marks have to be preprocessed before applying the model. The most straightforward way of doing this would be to model the pitch period lengths , instead of the absolute time stamps . Although this produces perceptually good results, a problem in doing this is that modeling errors cause the resynthesized signal to go out-of-sync compared to the input sound, which complicates the comparison of and . Therefore, when modeling individual musical sounds, the pitch marks are preprocessed as follows. A second-order polynomial is fitted to the sequence , the resulting approximation is subtracted from to obtain , and is then subjected to the modeling. The coefficients of the polynomial (that is, three real numbers) are stored along with the model parameters to enable reconstruction of later on. 4 
Reconstruction of
, and from the model parameters is straightforward using (1)-(2). For , the above-mentioned polynomial has to be added after the reconstruction. Fig. 6 shows the three feature sequences , and , and the corresponding model outputs , and for a flute sound with pitch 294 Hz.
Audio resynthesis using , and is straightforward. Vector is inverse MDCT transformed, windowed with , and resampled to obtain the number of samples indicated by pitch marks and . The resulting frame is weighted by and added to the appropriate position of the output signal .
V. SIMULATION EXPERIMENTS
Simulation experiments with musical instrument samples were carried out to validate the proposed method. Acoustic material consisted of samples from the McGill University Master Samples collection [34] . There were altogether 31 different 4 When processing a sequence of several sounds, the differences p 0 p ; . . . ; p 0 p have to be modeled, since in that case the pitch does not vary around a global mean that could be represented by the polynomial. musical instruments, comprising brass and reed instruments, strings, flutes, mallet percussion instruments, and the piano. These introduce several different sound production mechanisms and a variety of spectra. Different playing techniques were included where applicable (for example bowed, plucked, and martele playing of violin). The total number of samples was 1624, each sample representing an individual musical note. To give an appropriate weight to the beginning transients and other dynamic features, sounds longer than one second were truncated to 1.0 s. The signals were sampled at 44.1-kHz rate and 16-bit resolution.
A. Reference Method: k-Means Clustering
One important goal of this paper was to investigate if the described interpolating state model can achieve a better modeling accuracy than the conventional "vector quantization" approach (see Introduction) with the same model order. Among the latter approaches, we chose the k-means clustering algorithm [3] , [35] to act as a point of comparison for the proposed algorithm.
The k-means algorithm partitions input data vectors into clusters so as to minimize the sum of squared distances between the input data points and their corresponding cluster centroids (13) The cluster centroids are then used in place of the input data vectors to approximate them. Here we used the implementation of the k-means algorithm in the Matlab Statistical Toolbox.
Weighted k-means is otherwise similar, but minimizes the error (14) It is easy to see that k-means minimizes exactly the same error as the proposed method [compare the above error measures with (3) and (9)]. The weighted k-means algorithm was implemented by introducing the weights to the k-means implementation in the Matlab Statistics Toolbox.
Computational complexity of the k-means algorithm is , where is the input data sequence length, is the number of clusters, is the dimensionality of the data, and is the number of iterations performed during the clustering [3] . In practice, the number of iterations required is directly proportional to [36] and therefore the resulting time complexity of K-means clustering is .
B. Results
Signal-to-noise ratio (SNR) was chosen as the measure of modeling quality because it is objective and easy to interpret. The SNR is defined as SNR (15) where the matrices and represent the original data and the output of the model, respectively. All the results for the proposed method are computed using the efficient version of the algorithm as outlined in Section III-E. For the sake of illustration, let us first study the modeling accuracy for a synthetic sinusoidal sweep, drawn with solid line in the left panels of Fig. 7 . The dashed lines in the upper and lower left panel show the output of k-means and the proposed method, respectively, for . The right panel shows the SNRs for the proposed method and for k-means as a function of the model order . The two models are shorthanded "IM" (interpolating model) and "VQ" (vector quantization), respectively. As can be seen, the proposed method outperforms k-means clearly for this one-dimensional and near-trivial data. Fig. 8 shows results for realistic multidimensional data sequences. The data consists of the log-powers within 30 critical bands of hearing, calculated for musical instrument samples in successive 23-ms analysis frames that overlap 50%. This data was used in order to evaluate the performance of the proposed interpolating state model independently of the analysis-synthesis procedure described in Section IV. More exactly, 30 . This representation is well motivated from the perceptual viewpoint. The resulting 30-dimensional feature sequences were modeled and SNRs obtained for individual sounds were averaged.
As can be seen in Fig. 8 , the proposed method outperforms k-means for all model orders . The accuracy achieved by the proposed method with is achieved by k-means with . For higher model orders, the difference between the proposed method and k-means is over 3 dB, meaning that the mean square error of the proposed method is only half of that of k-means.
We then turn to evaluating the proposed method from the viewpoint of audio coding using the analysis-synthesis procedure described in Section IV. Signal-to-noise ratio SNR for the resynthesized waveform is given by SNR
To maximize SNR , pitch marks and MDCT data are modeled using the weighted models [see (10) and (14)], where the rms level is used as the weight. The rms levels themselves are modeled without weighting [ (8) and (13)]. As an intuitive motivation for using the weighted models, imagine a situation where the target signal would contain a segment of low-level background noise. Without the weighting, the models would waste many parameters to represent the noise spectrum, not maximizing (15) . Fig. 9 shows the average SNRs for the proposed method and for k-means as a function of the model order . The top left panel shows results in the case that all the three feature sequences are separately modeled. The remaining three panels show results in the case that only one of the three features is modeled, and for the other two, the modeling step is bypassed (equivalent to modeling them with infinite ).
In the case "All", where all the three features are modeled, the difference between the proposed method and k-means is over 3 dB for , and the difference between the two models increases slightly along with the model order. When modeling pitch or rms level alone, the difference between the proposed and the reference method is even larger. For MDCT data, however, neither of the two models achieves a good modeling accuracy at low model orders. Perceptually, thought, the difference between the proposed and the reference method is clear, since k-means vector quantization leads to abrupt changes in the sound spectrum which are clearly audible, whereas the proposed method naturally leads to smooth transitions between the states. When the modeling step is bypassed for all the three features, the SNR of the analysis-synthesis system is 36 dB on the average. lines correspond to k-means with and , respectively. For the sake of clarity, the instruments are sorted in descending SNR order according to the proposed method with . As can be seen, the proposed method with achieves almost the same modeling accuracy as k-means with , since the corresponding to two lines (thick solid line and thin dashed line) run almost on top of each other in the middle-ground of the panels.
There is no single explaining factor for the fact that some instruments are modeled better than the others. For some instruments occupying the high pitch range, the pitch synchronization sometimes fails, making it more difficult to model the waveshape of the signals, since it appears different when shifted circularly. Piano is an interesting case, since its spectrum consists of partials that are not in perfect harmonic relationships and different partials modulate in an unconcerted manner, therefore the waveshape is constantly changing. Fig. 11 shows the SNRs as a function of the pitch of the modeled sounds. Both models perform best at the middle pitch register. For low-pitched notes ( Hz), the SNR slightly decreases because the number of MDCT coefficients is no longer sufficient to represent the rich spectrum of lowpitched sounds. For high-pitched sounds ( Hz), the number of pitch periods is larger and the modeled time sequences therefore longer. In some cases, the pitch marks go out-of-sync and the waveform starts to appear different.
C. Discussion
The k-means algorithm is just one way of performing vector quantization. It was chosen because it is widely used and minimizes exactly the same error measure as the proposed method. Another alternative would have been to employ the HMM and then use the state-conditional observations in place of the original feature vectors. However, HMM has temporal continuity constraints that do not help in improving the mean square error criterion. If they are omitted, HMM and k-means are basically equivalent as models.
When measuring audio quality, it is clear that the SNR is not perceptually the most accurate measure. SNR was chosen because it is easy to interpret and therefore makes the evaluations more transparent. In order to achieve perceptually more optimal coding result, a simple technique is to -law compress the MDCT coefficients and rms levels prior to the modeling, and then compensate for the compression in resynthesis. Since MDCT is a frequency transform, the compression results in minimizing the modeling error in the log magnitude spectrum, which allocates the error in a perceptually relevant manner. However, this makes it more difficult to interpret the results and listening tests should be arranged to evaluate the coding result.
Above, the problem was formulated as minimizing the modeling error for a given model order . One standard way of choosing automatically is to include a penalty term in the objective (3) to penalize excess number of anchor points [19] . A straightforward way of minimizing such an augmented cost is to first calculate the error for different model orders and then choose which minimizes the augmented cost.
The proposed method has not been used for audio classification so far. In principle, better modeling accuracy can lead to better recognition performance. However, since the model is completely deterministic, further statistical modeling of the parameter distributions is required to enable computing likelihoods that a certain feature sequence has been generated by a certain interpolating state model. Closely related to this is the ongoing work of Virtanen and Heittola on the interpolating HMM, which has produced promising results [21] . Furthermore, we will investigate the use of the proposed interpolating state model for the separation and recognition of sound sources in polyphonic sound mixtures in a manner similar to [37] .
VI. CONCLUSION
A computationally efficient algorithm was described for representing musical sounds with an interpolating state model. In addition to proposing the estimation algorithm, one of the main interests of this paper was to investigate if an interpolating state model leads to substantially better modeling accuracy than the conventional vector-quantization (clustering) approaches. The simulation results show that the proposed model achieves a clearly better modeling accuracy than the k-means clustering method, thus motivating further development of algorithms for this model class.
In representing musical instrument sounds, the proposed model achieved on the average 3-4 dB better SNR than the k-means algorithm with a same model order . Especially the pitch and rms level can be highly efficiently represented by the interpolating state model. For MDCT coefficients, neither of the models achieved a good accuracy at low model orders, but the proposed model outperformed the reference when the model order was increased.
APPENDIX A COMPLEXITY ANALYSIS
Computational complexity of the algorithm described in Section III-E is a result of several factors and a complete proof of the complexity of course requires a careful inspection of the C-language source code of the algorithm. Here we present only the main lines of the complexity analysis.
Let us first analyze the computational complexity of the individual atomic operations. In all the four operations, the time complexity is determined by the computation of (8), which consists of one matrix inverse and three matrix multiplications. Let us denote by the number of states that are being updated and by the number of time points (feature vectors) in the data that are affected by the updated states. Then the size of in (8) is and the size of is . Note that is sparse due to the way it is constructed in (4) and therefore the complexity of the matrix multiplication is only . The complexity of the matrix inverse is and the complexities of the latter two matrix multiplications in (8) are and , respectively. Omitting the insignificant terms, the overall time complexity of (8) is therefore . Equation (8) has to be evaluated in all the four atomic operations, but in merge state, and move node operations, all the time, and in delete node operation, . Therefore, the time complexity of (8) reduces to , which is also the overall complexity of these three operations. In delete state operation, can take larger values and therefore the complexity of this operation remains . After performing any of the four operations, we need to update the cost vectors for the states and nodes that were affected. However, only updating the merging costs require evaluating (8) and even in this case the state vector is calculated only for one state ( . It turns out that the costs and updates can be calculated in time for one state , and since there are of the order states for which these costs have to be calculated, the complexity is . The complexity of updating the costs and for all the affected nodes is , where denotes the number of data vectors that are affected by the updated nodes. Therefore, all the costs can be updated in time after an individual atomic operation has been performed.
In summary, performing an atomic operation and the following cost updates takes computation time in the worst case. In the following, we will consider the contribution of the two terms, and , to the runtime of the algorithm separately.
Let us first calculate the complexity due to the term over the runtime of the algorithm, omitting the term which will be considered later. Throughout the runtime of the algo-rithm, , due to the way the groups are formed. The amount of potentially affected data vectors varies, since the time span of individual groups and states increasing each time when neighboring groups are joined to form larger groups.
• In the beginning, there are groups and each group requires of the order operations to reach within the group. At this stage, the time span of an individual group is and therefore the complexity of one atomic operation is (omitting the term which will be considered later). The time complexity of processing all the groups is
• After joining pairs of neighboring groups, there are groups and . It is easy to see that the time complexity of processing all the groups is again . • In the end, there is only one group, which requires or the order operations to reach . Now , and therefore the time complexity required to process the group is . In the above list, the event of joining neighboring groups takes place of the order times and the processing of each group configuration takes time that is proportional to . Therefore, the overall complexity of the above processing is . Next, let us consider the term which was omitted above. The term is due to the matrix inversion in (8) and only concerns the delete state operation as described above. Important to note is that the number of updated states after each state deletion depends on the number of nodes associated with the deleted state. Since new nodes are not generated during the runtime of the algorithm, can occur in (8) only of the order times before we run out of nodes. Therefore, the time complexity of the matrix inversion in (8) over the entire runtime of the algorithm in the worst case is , since . Therefore, the time complexity of the entire algorithm remains .
