A large body of literature estimates private returns to R&D adopting the Griliches knowledge production framework which ignores the potential impact of spillovers on consistent estimation.
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Investment in R&D represents one of the few instruments that public policy can affect in the future and due to the particular characteristics of knowledge created through R&D, namely non-excludability and non-exhaustability, private and social returns to R&D generally do not coincide, creating a strong incentive for policy intervention.
There is a vast economic literature attributing an eminent role to R&D in generating productivity gains and long-run growth owing to the generation of spillovers, which account for the difference between social and private returns to R&D. If spillovers are closely linked to R&D, the relevant question is whether the direct effect of R&D on productivity and its direct (i.e., private) returns can be estimated without also accounting for the spillovers it induces. The dominating framework in the analysis of private returns to R&D is the Griliches 'knowledge production function', where R&D stock is introduced into a standard Cobb-Douglas production function. While this approach neglects any possibility for spillovers in the empirical framework a separate literature augments the empirical framework with 'spillover variables' to investigate the contribution of spillovers to productivity and thus quantify social returns to R&D investment. These spillover variables are created using a rigid and somewhat ad hoc structure of spillover channels, a practice which reflects the general lack of a clear understanding about the precise channels through which (unobservable) spillovers occur. This paper asks whether spillovers have to be accounted for within the Griliches knowledge production function framework even when the interest lies exclusively in the estimation of private returns to R&D. If spillovers are unobserved and go unaccounted in the empirical analysis, their presence can lead to correlation between cross-sectional units. Spillovers can, therefore, be regarded as omitted unobserved factors in the error terms. If these unobserved factors are correlated with R&D, the resulting estimates of private returns to R&D are biased and inconsistent. The dedicated knowledge spillover literature implicitly assumes that cross-sectional correlation is exclusively generated by R&D spillovers, even though common shocks (e.g. the recent global financial crisis) may equally induce variable correlation across countries. Hence, this approach may fail to produce reliable estimates of private returns in case of empirical misspecification as it may not capture all of the cross-sectional dependence in the data. This also implies that a statistically significant spillover variable may not represent genuine knowledge spillovers but rather reflect data dependencies more generally due to a host of other factors common to the countries and industries included in the sample.
In this paper, we adopt a more general 'common factor' framework, which allows us to remain agnostic about the nature and channels of this relationship: our primary interest is in establishing the private returns to R&D investment at the macro-level when accounting for local or global spillovers and common shocks (among other distortions). This means that our results are neither based on ad hoc assumptions about the structure of spillovers nor do we assume that cross-sectional dependence is generated exclusively by knowledge spillovers. To implement our approach empirically, we use an unbalanced panel of ten OECD countries containing data for twelve manufacturing industries covering the period 1980-2005. We compare and contrast the estimates for a Griliches knowledge production function across a number of different specifications with inherently different assumptions about error term independence (lack of R&D and/or other spillover effects) as well as technology homogeneity across countries and/or industries.
Introduction
Firms invest in R&D to achieve productivity gains through innovations resulting from their investments. 1 Thus from an aggregate economy perspective, R&D is seen as crucial in achieving productivity growth and has therefore received an enormous amount of attention from policymakers, academics, and the private business sector. 2 As with any type of investment, investment in R&D depends on its expected return -in absolute terms as well as relative to other inputs. In addition, given the particular characteristics of knowledge, non-excludability and non-exhaustability, private and social returns to R&D generally do not coincide. This difference between private and social returns to R&D has motivated a range of policy interventions including direct subsidies and tax credit. From a policy perspective the question of the return to R&D is essential, as R&D spending represents "one of the few variables which public policy can affect in the future" (Griliches, 1979: 115) .
Despite the crucial role of investments in R&D, national accounting does not record these in a way that reflects their perceived relevance for productivity growth, although this situation is about to change following an update of the System of National Accounts. 3 But even once R&D is covered in core national accounts, another important issue closely linked to R&D will remain unaccounted for: knowledge spillovers. There is a vast economic literature attributing an eminent role to R&D in generating productivity gains and long-run growth owing to the generation of spillovers (Romer, 1990; Grossman and Helpman, 1991) . Notably, spillovers account for the difference between social and private returns to R&D. If spillovers are closely linked to R&D, the relevant question is whether the direct effect of R&D on productivity and its direct (i.e., private) returns can be estimated without also accounting for the spillovers it induces.
Considering the importance of the subject, it is not surprising that there is a substantial number of empirical studies assessing the private and social returns to R&D at the country, regional, industry and firm-level. 4 A closer look at this literature, which is summarized in Table  A -I in the Appendix, reveals that the most widely used approach is based on the 'knowledge production function' originally proposed by Griliches (1979) . In this approach, R&D stock is added as additional input to a Cobb-Douglas production function. This means that R&D is Hicks-neutral as it shifts the production function without directly affecting returns to the standard inputs, labour and capital. This also implies that R&D enters the production function in an additively separable way, which is a convenient assumption as it allows direct estimation of output elasticities with respect to own-R&D, which are easily converted into returns to R&D. 5 In the Griliches knowledge production function framework, any notion of spillovers is neglected in the empirical specification, a practice maintained in the most recent applications (see for example Doraszelski and Jaumandreu, 2009 ). In parallel to this approach, there is a large body of research concentrating on the contribution of spillovers to productivity, imposing a rigid structure on the spillover channels in constructing 'spillover variables' based on somewhat ad hoc assumptions. This practice reflects the general lack of a clear understanding about the precise channels through which (unobservable) spillovers occur. This paper asks whether spillovers have to be accounted for within the Griliches knowledge production function framework even when the interest lies exclusively in the estimation of private returns to R&D. If spillovers are unobserved and go unaccounted in the empirical analysis, their presence can lead to correlation between cross-sectional units. Spillovers can, therefore, be regarded as omitted unobserved factors in the error terms. If these unobserved factors are correlated with R&D, the resulting estimates of private returns to R&D are biased and inconsistent.
The dedicated knowledge spillover literature is largely unaware of the econometric importance of accounting for cross-section dependence for consistent estimation and instead concentrates on establishing the impact of 'spillover variables' created in a fashion akin to employing spatial weight matrices. 6 Moreover, this approach implicitly assumes that crosssectional correlation is exclusively generated by R&D spillovers. Hence, this approach may fail to produce unbiased and consistent estimates of private returns in case of empirical misspecification as it may not capture all of the cross-sectional dependence. This also implies that a statistically significant spillover variable may not represent genuine knowledge spillovers but rather reflect data dependencies more generally due to a host of other factors common to the countries and industries included in the sample.
In this paper, we adopt a more general 'common factor' framework, which allows us to remain agnostic about the nature and channels of this relationship: our primary interest is in establishing the private returns to R&D investment at the macro-level when accounting for any unobserved heterogeneities including local or global spillovers and common shocks. This means that our results are neither based on ad hoc assumptions about the structure of spillovers nor do we assume that cross-sectional dependence is generated exclusively by knowledge spillovers. To implement our approach empirically, we use an unbalanced panel of ten OECD countries containing data for twelve manufacturing industries covering the period 1980-2005. We find strong evidence for cross-sectional dependence and the presence of a common factor structure in the data, which we interpret as indicative for the presence of knowledge spillovers and additional unobserved cross-sectional dependencies.
We then compare and contrast the estimates for a Griliches knowledge production function across a number of different empirical specifications with inherently different assumptions about error term independence (lack of R&D and/or other spillover effects) as well as technology homogeneity across countries and/or industries. This ensures that our conclusions do not merely reflect specific assumptions imposed on an unknown data generating process.
Our findings suggest that when spillovers in the form of cross-sectional dependence are ignored, private returns to R&D are sizeable; when we account for spillovers of unknown form, which may include other factors than merely R&D spillovers, private returns to R&D are at best modest. In our view, this finding is a strong indication of the presence of spillovers and the indivisibility of R&D from spillovers. If cross-sectional dependence due to knowledge spillovers and/or additional unobserved heterogeneity is present in the data, estimates of the output elasticity with respect to R&D capital confound the direct effect of R&D on output with that of spillovers and a host of other phenomena. Our findings also suggest that commonly employed R&D spillover variables in the form of some weighted averages of R&D may, on the one hand, fail to adequately capture all of the cross-sectional dependence present in the data and on the other, capture broader cross-sectional data dependencies than solely genuine knowledge spillovers.
The remainder of this paper is organized as follows: Section 2 discusses the theory underlying the Griliches knowledge production function at the heart of the literature. Section 3 discusses the theory on knowledge spillovers as well as their empirical measurement. Section 4 introduces the dataset used for our analysis and provides descriptive statistics. Section 5 contains a description of our estimation strategy and Section 6 presents the empirical results. Section 7 concludes.
The Knowledge Production Function
The output elasticity with respect to R&D capital, from which the private return to R&D is derived, is commonly estimated adopting a version of the Cobb-Douglas production function framework. Griliches (1979) assumes an augmented production function with value-added Y as a function of standard inputs labour L and tangible capital K as well as 'knowledge
With F (·) assumed to be Cobb-Douglas, knowledge capital R is treated as a complement to the standard inputs. According to Griliches, the level of knowledge capital is a function of current and past levels of R&D expenditure
where W (B) is a lag polynomial with B being the lag operator. Equation (2) describes the so-called knowledge production function: the functional relation between knowledge inputs and knowledge output. 7 Griliches then writes (1) as
where A is a constant, t is a time index capturing a common linear trend λ and e is a stochastic error term. α, β, γ and λ are parameters to be estimated. Equation (2) can be substituted into Equation (3) to obtain output directly as a function of current and past R&D expenditure (Hall, 1996) . In order to obtain an estimable equation, we take logarithms and use subscripts i and t to denote cross-sectional units and time respectively:
where lower case letters denote logarithms of the inputs in Equation (3) and λ t is, more generally than above, a time-specific effect that is (for the sake of exposition) assumed to be common across countries and industries. e i t is an error term which contains random shocks to the production and knowledge accumulation processes. Equation (4) contains a measure for R&D capital stock, r i t , instead of a lag polynomial of R&D expenditures. We discuss in Appendix B-4 how the R&D capital stock (R) can be constructed from R&D expenditures (R&D). In order to account for cross-section, unit-specific effects that remain constant over time, we also introduce ψ i . The coefficient γ measures the joint contribution of R&D to productivity and to output prices. γ therefore indicates the elasticity of output with respect to R&D capital, i.e., γ =
. Accordingly the gross private rate of return can be obtained as
. Consequently, the net rate of return is ρ N = ρ G − d where d is the depreciation rate of R&D capital. Griliches (1980) noted two important measurement problems with regard to Equation (4): first, conventional measures of capital and labour also contain elements of R&D, which is thus 'double-counted' as R&D workers are included in the total labour force headcount and R&D-related investments in the overall capital stock figure. 8 This was conventionally taken to imply that the coefficient associated with R&D stock is an estimate of the excess gross rate of return to R&D, i.e., the risk premium or supra-normal profit of R&D investment over other investment. Second, since R&D is treated as an 'intermediate expense' in the calculation of value-added, measured value-added is too small by that amount. Schankerman (1981) discusses the distorting impact of these mismeasurements in both a growth accounting and regression framework. Within the confines of the latter he notes that the failure to recognise the 'double-counting' of R&D inputs and the 'expensing' of R&D can be framed as an omitted variable problem. He goes on to show that the omission of the share of R&D workers in total labour and of R&D-related investments in total investment leads to a downward bias on the R&D stock coefficient, which cannot be interpreted as "an excess return in any simple sense" (Schankerman, 1981:456) . The 'expensing bias' resulting from the failure to account for R&D intensity may be either positive or negative, such that the sign of the combined bias is a priori ambiguous. Some of the existing empirical evidence in cross-section data suggests an overall downward bias in the coefficient of the R&D stock (Schankerman, 1981; Hall and Mairesse, 1995) although the significance of this bias in panel datasets accounting for fixed effects is subject to some debate (Cuneo and Mairesse, 1984; Hall and Mairesse, 1995; Guellec and van Pottelsberghe, 2004) . Our strategy to deal with these econometric difficulties will be twofold: firstly, we show that the unobserved common factor model adopted in our empirics and detailed in Section 3.2.2 is theoretically appropriate to tackle the excess returns and expensing biases. Secondly, we follow the suggestion by Schankerman (1981) and investigate the significance of these biases in our data using both adjusted input values to account for 'double-counting' and augmented empirical equations to account for 'expensing' of R&D, with results discussed briefly in Section 6 and presented in more detail in a Technical Appendix.
The overall validity of the Griliches knowledge production function approach rests on the assumption of perfectly competitive factor markets, full capacity utilization, as well as the absence of spillover effects -the latter is econometrically represented by the cross-sectional independence of error terms e i t in Equation (4) . While implied by our notation in the empirical setup described above, there is no obvious reason to require the input coefficients of the knowledge production function to be the same across countries or industries (α i = α, β i = β, γ i = γ). 9 We investigate these issues in greater detail in the following.
Knowledge Spillovers and other Cross-Section Dependencies
In this section we introduce a second empirical literature that extends the Griliches knowledge production framework to measure productivity gains that arise from R&D spillovers. We discuss the main assumptions routinely made in this literature, prime amongst which is the specification of a known, additively separable, functional form which allows the estimation of separate coefficients associated with own-R&D and R&D spillovers respectively. The approach rests on the assumption that any cross-sectional dependence present in the data reflects R&D spillovers and that these are accurately captured by the coefficient associated with the spillover variable. In order to provide an answer to our research question -"Do Spillovers Matter When Estimating Private Returns to R&D?" -that is not dependent on such ad hoc assumptions, we then introduce a more flexible encompassing empirical framework. Arrow (1962) pointed out that knowledge is distinct from the traditional production factors labour and physical capital. The distinguishing features are (i) non-excludability, and (ii) nonrivalry of knowledge. These features lead to the fact that "we do not deal with one closed industry, but with a whole array of firms and industries which borrow different amounts of knowledge from different sources according to their economic and technological distance from them" (Griliches, 1979:103) . Hence, knowledge spills over to other actors which do not pay the full cost of accessing and using the knowledge. The process of unintentional knowledge transmission from one actor to another is commonly referred to as 'knowledge spillovers'. 10 This implies that the return on investment in knowledge is partly private and partly public (Keller, 2004 ).
Knowledge Spillovers
Spillovers in the Knowledge Production Function
Standard Approaches
Given the fundamentally unobservable nature of knowledge spillovers, directly quantifying their magnitude is a difficult task. Within the production function framework, the most common approach in the literature proceeds in two steps -we assume i = 1, . . . , N industries within a single country for simplicity of exposition. First, TFP is estimated or computed from value-added and standard factor inputs labour and physical capital; in a second step the resulting TFP estimates are regressed on an industry's own R&D and some measure of knowledge spillovers:
where R i t denotes the R&D stock of industry i and the second term in parentheses captures spillovers received from all other industries (i = k), with ω k some explicit weights structuring the relative 'importance' of industries. This setup allows for a differential impact of other industries' R&D stocks on industry i's productivity but comes at the cost of a rigid structure in the specification of ω k , usually based on somewhat ad hoc assumptions. Examples of the imposed structure for spillovers include Input/Output tables (Goto and Suzuki, 1989; Keller, 2002a 
where lower case letters denote logarithms and i t is a stochastic shock. Equation (6) is commonly augmented with time dummies to purge additional correlation across industries, arising from common shocks (recessions, policy changes) which affect all industries in the same way. If the sample contains industry-level data from several countries, the specification usually also includes country fixed effects to capture country-specific effects. The underlying assumptions made in this setup are worth emphasizing: Equation (6) assumes that spillovers affect TFP linearly as captured by the corresponding parameter χ. The spillover effect is additively separable from the own-R&D effect γ. More importantly, the model suggests that industry TFP levels are correlated exclusively because of R&D spillovers and that the spillover measure captures the nature of these spillovers appropriately, that is, conditional on N k=1 ω k r kt , the residuals i t are cross-sectionally independent. Furthermore, with special reference to the analysis of industry-or country-level data with a substantial timehorizon, it is also assumed that the empirical specification captures the long-run equilibrium relationship and is not distorted by dynamic misspecification or neglect of salient time-series properties of the data. Econometrically, these assumptions translate into well-behaved, serially uncorrelated, stationary and cross-sectionally independent regression residualsˆ i t .
In order to avoid empirical restrictions based on ad hoc assumptions about the nature of spillover channels as well as all of the other concerns raised above, we suggest an empirical strategy which (i) can capture knowledge spillovers of unknown form together with any other unobserved heterogeneities that may cause cross-sectional correlation; (ii) allows for heterogeneous production technology across industries; and (iii) is concerned with the appropriate treatment of dynamics and time-series properties more generally.
Unobserved Common Factor Framework
The common factor approach assumes that the error term as well as the covariates in the empirical model contain a finite number of unobserved common processes ('factors'), whose impact may differ across industries or countries. Recent work in this area has emphasised the distinction between 'strong' factors representing global shocks such as the recent global financial crisis, and 'weak' factors such as spillovers between a limited group of industries or countries (Holly et al., 2010; Chudik et al., 2011) . This setup has particular appeal for the present analysis of returns to own-R&D in a set of interconnected OECD countries that are subject to common shocks which, however, may impact individual economies differentially, and where R&D may spill over from one industry or economy to another following a complex, unknown, and non-symmetric structure.
We can illustrate the model setup in a simplified version of Equation (4) with a single input x i t and (for generality) heterogeneous technology parameter
Cross-sectional dependence arises from the multi-factor error structure and the assumed driving force of the input
where e i t and i t are stochastic shocks. The setup assumes that latent processes drive both productivity as well as the inputs, albeit not necessarily with the same strength ('factor loadings' ϕ i and i differ from each other). The fact that the regressor as well as the error term share a common factor f t implies that if the factor loadings ϕ i and i are on average non-zero, estimating (7) without accounting for f t produces biased and inconsistent estimates of E[β i ] = β, as can be shown by simple substitution
This idea extends to multiple factors and the multivariate context, such as the Griliches knowledge production function where the main focus is on the coefficient of own-R&D: if the unobservable f t is merely a 'weak' factor (representing local spillovers between a small number of industries) then the estimate of the β coefficient may not be seriously biased; however, if we have multiple factors of the 'weak' and 'strong' type, the β coefficient is not identified.
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As suggested above, the common factor framework can also account for the omitted variable bias arising from double-counting and expensing of R&D (Schankerman, 1981) . If observed labour, capital stock, and value-added are 'mismeasured' by the share of R&D workers in total labour (s i t ), the share of R&D capital in capital (δ i t ), and the measured R&D intensity (θ i t ) respectively, then the true relationship can be represented in a variant of Equation (4) (adapted from Equation (10) in Schankerman, 1981) as
where λ t and ψ i are time-and country-industry specific effects. Provided the omitted shares (s, δ) and R&D intensity (θ ) each display some commonalities across a subset of countryindustries, e.g. increase over time in all R&D-intensive industries or increase within all industries of one country, the omitted variables in brackets can be represented by a combination of unobserved common factors (here for simplicity: h t , i t and j t ) with heterogeneous factor loadings (and a set of intercept terms)
Since these common factors are correlated with the R&D stock (Schankerman, 1981:456) , failure to account for their presence leads to the identification problem highlighted above. The omitted variable problem described as the source of the R&D 'double-counting' and 'expensing' bias can thus be accommodated econometrically in our encompassing empirical framework. We will nevertheless also estimate a version of Equation (10) in which we use observed s i t , δ i t , and θ i t to account for both 'double-counting bias' and 'expensing bias' (see Section 6.1).
Data
The dataset comprises information on up to twelve manufacturing industries (SIC 15-37 excluding SIC 23) 13 in ten countries (Denmark, Finland, Germany, Italy, Japan, Netherlands, Portugal, Sweden, United Kingdom, and the US) over a time period of up to 26 years from 1980 to 2005, yielding a total of 2,637 observations -see Tables 1 and 2 for details. 14 All of the results presented assume the country-industry as the unit of analysis (panel group member i), of which we have N = 119, yielding an average T = 22.2 time-series observations per 8 industrial sector. The data are taken from a number sources including the EU KLEMS dataset for the production data, the OECD for R&D expenditure and Eurostat and the OECD for GDP deflators.
All monetary variables in our dataset are expressed in million Euros and deflated to 1995 price levels using either country-or industry-level deflators. We use double-deflated valueadded, total number of hours worked by persons engaged and total tangible assets by book value as our measures of output, labour and capital stock respectively. R&D stock is taken from KLEMS and extended to 2004 and 2005 using OECD data. In addition we construct the R&D capital stock series for Portugal, following the method adopted by KLEMS. We provide more details on data construction and assumptions made in Appendix B. Table 3 contains descriptive statistics for the data sample used in our regression analysis. In Figure 1 we provide box plots for value-added, physical capital stock and R&D capital stock for the year 2005 (all deflated by million working hours), sorted by median value. As can be seen in the cross-country analysis of the left column, Japan is near the top for all three measures, whereas Portugal maintains the bottom position. The latter country aside, the distribution of value-added and physical capital stock per hour worked is relatively similar across these economies and has a narrow interquartile range, whereas the R&D capital stock per hour worked varies much more substantially. For the cross-industry analysis in the right column we can note that the Chemicals industry (SIC 24) tops all three graphs while Textiles (SIC [17] [18] [19] and Other Manufactures (SIC 36/37) can be found toward the bottom. Crossindustry variation is much stronger than cross-country variation and features more outliers, particularly for the R&D stock variable.
As a means of pre-estimation analysis of the data, we investigate the time-series and crosssection properties of all variables using panel unit root tests of the first (Maddala and Wu, 1999) and second generation (Pesaran, 2007) , average cross-section correlation coefficients as well as a formal test for cross-section dependence by Pesaran (2004) . Detailed results are presented in a Technical Appendix. We also employ these tests in our residual diagnostics for each of the empirical models presented below. The panel unit root tests suggest that all variables are integrated of order one. The analysis of cross-section correlation indicates substantial dependence for the variables in levels as well as first differences. 15 
Estimation Strategy
By the nature of our research question, the empirical implementation will be carried out using different estimators, each of which will impose different assumptions about the underlying data generating process, which can in part be tested using a range of diagnostic tests applied to the residuals. 16 This ensures that our empirical findings do not simply mirror specific assumptions imposed by different empirical specifications and estimators. We employ the following general regression equation and use the scheme in Table 4 to structure the different approaches into a common framework.
where l, k and r are labour, capital stock and R&D stock (in logarithms). A first distinction is to be made between common and heterogeneous parameter models: the former, 'pooled' estimators, assume common technology parameters on factor inputs across all countries and industries (α i = α, β i = β, γ i = γ ∀ i), while the latter relax this assumption to a varying degree. 17 Typical pooled estimators include the least squares estimator augmented with year dummies (POLS) or the Two-way Fixed Effects estimator (2FE) which contains country-industry as well as time fixed effects. 'Mean Group' type estimators allow for technology heterogeneity by running country-industry specific regressions and then averaging the coefficients across the panel. Results for individual country-industry pairs are unreliable (unless T is large) and are often difficult to interpret, whereas panel averages establish a reliable mean estimate (Boyd and Smith, 2002) . In Table 4 the distinction between common and heterogeneous technology parameters is between the upper and lower panels.
A second distinction is made between static and dynamic models, which is implemented for the common and heterogeneous technology models, respectively. Investigating long-run equilibrium relations in a static model without any lagged variables may oversimplify the dynamic adjustment of the system and may mistake short-run deviations for long-run effects. A first attempt at dealing with this is to specify a simple Autoregressive Distributed Lag model (ARDL), which can be derived from Equation (13) for ρ i = 0
Equation (14) is commonly estimated in an unrestricted version without the non-linear ('common factor') restrictions implied. Based on empirical testing, the long-run relationship in the data can then be evaluated either with or without restrictions. Apart from standard pooled estimators (POLS, 2FE) we also employ the dynamic micro-panel estimator by Blundell and Bond (1998, BB). 18 The latter deals with the problem of 'Nickell bias' (Nickell, 1981) in a dynamic panel data model with fixed effects, which yields inconsistent estimates in samples with limited T . The unique instrumentation employed, using transformed equations and lagged values of endogenous variables, has the additional attraction that it can provide 'internal' instruments for any endogenous variable in the model. Despite a number of problems (Bowsher, 2002; Roodman, 2009 ) this type of micro panel estimator has become very popular for use in macro panel data. The BB estimators solves the identification problem we discussed in Section 3.2.2 (correlation between observed inputs and unobservables/TFP) but relies on the crucial assumption that technology parameters (α, β, γ) do not differ across country-industries. 19 The distinction between static and dynamic models is highlighted in Table 4 .
A third distinction relates to the concerns over cross-section dependence, including both knowledge spillovers as well as any other type of spillovers and/or common shocks. As we developed above, the various types of cross-section correlation are modelled in our empirical strategy using unobserved common factors. 20 The distinction between the left and right column in Table 4 represents different assumptions about the impact of these unobservables.
All the pooled estimators in the left column of Table 4 are augmented with year dummies (in the 2FE case implicitly) which can account for the presence of unobserved common factors provided their impact does not differ across country-industries. For the empirical models in Equations (13) and (14) this would imply λ i t = λ t . The evolution of the unobservables over time is not constrained in any way, thus could be linear or nonlinear, stationary or nonstationary. In the lower panel of the Table, the Mean Group estimator with variables in deviation from the cross-section mean (CDMG) maintains the same assumption about a common impact of unobservables across country-industries but allows for differential technology parameters.
The right column of Table 4 contains estimators which allow for the impact of unobserved common factors to differ across countries and industries. Among the Mean Group type estimators in the lower panel of the Table, the Pesaran and Smith (1995) Mean Group (MG) estimator can be augmented with country-industry specific linear trends which allow for a differential impact of unobservables across country-industries whilst imposing linearity on their evolution. The Pesaran (2006) Common Correlated Effects (Pooled or Mean Group) estimators account for unobserved common factors with heterogeneous factor loadings by using cross-section averages of the dependent and independent variables as additional regressors. This allows for more flexibility as the impact of the unobserved common factors can differ across country-industries while the evolution of these factors may be nonlinear or even nonstationary (Kapetanios et al., 2011) . 21 To see the intuition behind this approach, consider the cross-section average of our pet model from Equations (7), (8a) and (8b) above, replicated here for convenience
where cross-section averages at time t are defined asȳ
In words, as the cross-section dimension becomes large the unobserved common factor f t can be captured by a combination of cross-sectional averages of y and x. Substitution for f t in Equation (15) yields
As can be seen the parameters ofȳ t andx t as well as the intercept π 3i must be countryindustry specific to capture the heterogeneity in the factor loadings ϕ i . In the heterogeneous technology version of the estimator (CMG), where we allow for β i = β, this is achieved by construction since each country-industry is estimated separately. In the pooled version (CCEP) the cross-section averages need to be interacted with country-industry dummies, so that each country-industry can have a different parameter on the cross-section averages. Both estimators can accommodate a fixed number of 'strong' common factors and an infinite number of 'weak' common factors (Chudik et al., 2011) , where the former can be thought of as common global shocks and the latter as local/regional spillover effects. The focus of this estimation approach is to obtain unbiased estimates for β or the mean of the heterogeneous β i ; since various averages of the unknown parameters are contained in π 1i , π 2i and π 3i these cannot be interpreted and should be seen as merely accounting for the cross-section dependence in the data.
Results
In the following we discuss the empirical results from our study of ten OECD economies with up to twelve manufacturing sectors each. We follow the scheme in Table 4 , beginning with common technology models (static, dynamic), then moving on to heterogeneous technology models (static, dynamic). Within each of these four groups, estimators differ in their assumptions about cross-section dependence/common factors. In order to evaluate rival empirical models we use a number of diagnostic tests including a Wald test of constant returns to scale (α + β + γ = 1), serial correlation tests (in the static models only), common factor restriction tests (in the dynamic models only), residual cross-section correlation tests (Pesaran, 2004) and residual stationarity tests (Pesaran, 2007) . In addition we provide the root mean squared error (RMSE) statistic for each regression model to indicate a measure for goodness of fit. Table 5 contains the results for standard pooled panel estimators in their static specification (POLS, 2FE, FD) as well as for the CCEP estimator in its standard version and augmented with common year dummies. All five models yield statistically significant and sensible parameter estimates for capital and labour inputs, ranging from .2 to .5 and .45 to .65 respectively. The coefficient of the R&D stock is large and highly significant in the POLS case and to a lesser extent in the 2FE and CCEP models. Although of relatively similar magnitude, the R&D coefficient in the FD model is not significant at the 5% level. All parameter estimates are economically plausible. Turning to the diagnostics, it is suggested that POLS and 2FE yield nonstationary residuals and we therefore cannot rule out spurious results, even in a panel regression (Kao, 1999) . Serial correlation is present in all five models (AR(1) is to be expected in the FD case) and curiously the residual CD tests for cross-section independence seem to reject in case of CCEP estimators. The measure of fit indicates that the FD and CCEP models have similar residual standard deviations, which are much smaller than those for the POLS and 2FE models.
Common Parameter Models
Our interpretation of these results is that the standard pooled models in levels (POLS, 2FE) are seriously misspecified, given their serially correlated and nonstationary residuals. Since these models do not seem to suffer from cross-sectionally correlated residuals and the FD yields more favourable diagnostics we suggest that the source of the misspecification derives either from the (lack of) dynamics or the erroneous pooling of all country-industries (common technology). The CCEP models fail to address the concerns for which they were developed, namely to account for all cross-section dependencies; again, possible causes include the two misspecifications suggested. Our preferred pooled model in the static specification is thus the FD, which yields an R&D coefficient roughly one half in magnitude of the standard OLS estimator, albeit statistically insignificant. Table 6 turns to the results for the dynamic specifications. In order to ease comparison with the static results we only report the long-run coefficients implied by the common factor restrictions (ARDL model estimates based on Equation (14) are available on request). Implied long-run coefficients for capital and labour vary substantially across the five models presented, from .1 to .9 and -.5 to .7, respectively. All but the POLS model in [1] result in very low and/or statistically insignificant R&D capital. For the POLS estimator it seems that identification of capital stock in the presence of R&D stock is challenging and although the diagnostic tests indicate some favourable residual diagnostics these results are still somewhat questionable -the identification problem highlighted in Equation (9) above is most likely the culprit for this outcome. The poor performance of the BB estimator (negative albeit insignificant labour coefficient), relying on lagged levels variables as instruments for contemporaneous first differences and on lagged differences for levels, highlights the persistence and likely nonstationarity of the data. The two CCEP estimators yield similar results, with R&D capital insignificant and around .03.
Diagnostics for these models seem to suggest that only the 2FE and CCEP models yield stationary residuals, while the popular micro-panel estimator (BB) further fails the instrument validity (Sargan) test. 24 Once we take the possibility of cross-section dependence (spillovers, common shocks) explicitly into account in models [4] and [5] we see a substantial reduction in the coefficient of R&D capital, and we can no longer detect a statistically significant impact. Given their favourable diagnostics, our preferred dynamic pooled models are the standard and augmented CCEP in columns [4] and [5] .
We have argued in Section 3.2.2 above that the concerns over double-counting and expensing of R&D should be alleviated in a panel model accounting for unobserved common factors. We nevertheless also offer results that are obtained from explicitly correcting the input variables and value-added for mis-measurement following Schankerman (1981) . However, the data required to correct for double-counting and expensing are only available for a subset of countries, industries and time periods. Hence, the sample used to explore the effect of explicitly correcting the data is less than 30% of the size of the original sample. This lack of data allows us only to implement the static specification of our pooled model for which we estimate two specifications: i) directly correcting the input variables and ii) augmenting the specification with the omitted variables. Furthermore, the CCEP estimators were dropped since their use would have lead to a further halving of the sample while it is also unlikely that these estimators would perform as expected in the resulting short-T panel (average T = 7.5).
To briefly summarize, we find that the results obtained from the corrected data suggest some downward bias in the R&D coefficient, mostly due to double-counting, but produce statistically insignificant R&D coefficients (except for POLS). The models which add s, δ and θ to the regression show very little impact on the R&D capital coefficient throughout. A more detailed discussion of the approach and the corresponding results is relegated to a Technical Appendix.
Heterogeneous Parameter Models
In our results for the static and dynamic models in Tables 7 and 8 we focus on the most flexible specification where each country-industry is allowed to follow a different production function -we also investigated intermediate models using country-or industry-level regressions which yielded qualitatively similar results regarding R&D capital stock (available on request).
The average labour coefficients in our static results in Table 7 are again quite similar across all models, between .56 and .70 and thus close to the macroeconomic data on factor incomeshare in developed economies (e.g. Gomme and Rupert, 2004) . Capital coefficients are however notoriously difficult to estimate precisely, so it is not surprising that only in the CDMG model in column [2] we obtain statistically significant results. Results for the capital coefficient in the two CMG specifications in columns [3] and [4] are plausible (given the imprecision) if somewhat on the low side. Only the CDMG model yields a statistically significant R&D stock coefficient and it bears noting that overall the CDMG results are very similar to those of the pooled OLS model in Table 5 .
Once we take the diagnostic tests into account, we can see that MG and CDMG suffer from cross-sectionally dependent, serially dependent and possibly nonstationary residualsprovided we want to distinguish between empirical models using these testing procedures the conclusion must be that these models are seriously misspecified. The two CMG models obtain much more favourable diagnostic results, no longer rejecting cross-section independence, with the model without country trends in column [3] being preferable due to the more convincing evidence for residual stationarity.
We can conclude from this analysis that the imposition of a rigid structure on the nature of spillovers and common shocks -as is the case in the CDMG model where shocks are assumed to impact all country-industries in an identical way -produces a spuriously high coefficient of the R&D capital stock, which is substantially reduced once we allow for a more flexible structure in the CMG models. 25 The dynamic models for which we present results in Table 8 (based on empirical testing we impose common factor restrictions; full results are available on request) represent a considerable challenge for our data given the moderate time-series dimension available: these models are estimated with between 8 and 17 covariates in the CDMG and trend-augmented CMG models respectively. Due to this dimensionality problem we are forced to drop a number of countries (GER, PRT, SWE) from the analysis in the CMG models -results for the MG and CDMG in this reduced sample were qualitatively very similar to those presented so we report results for the larger sample for these two models. Given these data problems we only view these results as tentative evidence and merely highlight the similar patterns to the static heterogeneous models discussed above: CDMG yields a spuriously high R&D coefficient due to the imposition of common impact of unobservables across country-industries; once this assumption is relaxed in the CMG models in columns [3] and [4] the coefficient drops substantially in magnitude and is no longer statistically significant. 26 Diagnostic tests again suggest that MG and CDMG yield possibly nonstationary residuals and all models raise some concerns over residual cross-section dependence.
In summary, our empirics have paid particular attention to residual cross-section dependence, which in economic terms can be interpreted as knowledge spillovers and/or other unobserved shocks but econometrically raises serious concerns regarding consistency of the regression estimates. We offer a number of alternative specifications for the empirical model, allowing for dynamics as well as technology heterogeneity across countries. We find across these alternatives that models which yield a large and statistically significant coefficient of own-R&D are seriously misspecified (nonstationary, serially correlated and/or cross-sectionally dependent residuals). In contrast, once our diagnostic tests are more favourable the coefficient of own-R&D always drops considerably and becomes statistically insignificant. We take this as a clear indication that spillovers, be they true knowledge spillovers or other common shocks, matter and cannot be ignored even when the interest lies exclusively in estimating private returns to R&D.
Concluding Remarks
In this study we asked whether returns to R&D can be estimated in a standard Grilichestype production function framework ignoring the potential presence of knowledge spillovers between cross-sectional units as well as other cross-section dependencies. Finding an answer to this question is relevant considering the vast amount of empirical work either implementing a Griliches-type production function under the assumption of cross-section independence, or investigating knowledge spillovers, assuming a known, additively separable functional form for R&D and spillovers and positing that no other cross-section dependencies are captured by the 'R&D spillover' variable. The main claim of this paper is that the Griliches framework is inadequate even when the analysis focuses exclusively on private returns to R&D.
Using data for 12 industrial sectors in 10 OECD countries our results suggest the conventional Griliches-type knowledge production function model is indeed seriously misspecified, with diagnostic tests pointing at nonstationary and serially correlated residuals. Across static and dynamic as well as pooled and heterogeneous parameter models we can trace a pattern whereby estimators which explicitly account for cross-section dependence and are robust to variable nonstationarity yield substantially lower coefficients for the R&D capital stock which are statistically insignificant in most cases. These findings suggest that conventional approaches imply large and significant private returns to R&D, while specifications accounting for cross-section dependence imply relatively limited private returns to R&D.
These results may be explained by at least two types of arguments and most likely by a combination of the two. First, R&D is a worthwhile undertaking. Yet, its value stems from a complex mix of own R&D successes and spillovers received rather than from a clearly identifiable stream of returns to an industry's own R&D investment: once we account for spillovers, private returns to R&D are modest. Second, the empirical approach taken here does not just account for knowledge spillovers but for any other cross-section dependencies, including other types of productivity spillovers unrelated to R&D as well as the impact of common shocks. The true, social return to R&D investment is likely to be substantially higher. It is partly the result of interactions between factor inputs as well as between countries and industries. It can therefore not be extracted in a ceteris paribus fashion as is common in a knowledge production function building on additive separability and focusing on private returns.
Our analysis, therefore, offers two conclusions: first, even when the objective is to identify only private returns to R&D, spillovers cannot be ignored. Second, only including measures capturing R&D spillovers in the empirical equation is unlikely to account appropriately for cross-sectional dependence that is commonly generated by the complex interplay of a range of unobserved processes. Instead, the coefficient associated with the 'R&D spillover' variable is likely to at least in part capture common shocks and cross-sectional dependence that arises for reasons other than genuine knowledge spillovers. The common factor approach adopted in our analysis offers a way of recovering private returns by stripping the estimates from any other confounding factors.
While our analysis sheds some light on the importance of spillovers and other causes of cross-section correlation in the estimation of private returns to R&D, we do not recover a parameter associated with spillovers and therefore cannot make any statements regarding the social returns to R&D. If social returns are the object of interest, more structure needs to be imposed on the nature of spillovers to be able to recover the corresponding parameter within a spatial econometric framework. Any such analysis thus necessarily involves the question of how to measure spillovers. 27 We deliberately avoided addressing this question by adopting an agnostic common factor approach in order to escape the need to make ad hoc assumptions about the unobserved structure of spillovers. In our mind, the search for a more appropriate specification of the knowledge production function that accounts for the true nature of crosssectional interdependencies and allows identification of private and social returns to R&D should be regarded as the main challenge for the investigation of returns to R&D in years to come. 1 In this paper we focus entirely on R&D conducted by the business enterprise sector. 2 We use the terms productivity and TFP interchangeably throughout this paper to describe the residual of a production function. 3 R&D is treated as an intermediate input for firms and as current consumption for governments and non-profit organizations (Edworthy and Wallis, 2007) . Following the changes to the System of National Accounts in 2008 it is now recommended to treat existing and past R&D as an asset which is capitalized through 'satellite accounting'. The principal motivation for treating R&D expenditure as investment in National Accounting is to compute its contribution to growth in real GDP. 4 A comprehensive overview of earlier work can be found in Cameron (1996) , while Hall et al. (2009) cover more recent studies. 5 Alternatively, returns to R&D can be obtained directly from using R&D expenditure albeit under the restrictive assumption that knowledge does not depreciate (Hall et al., 2009 ). 6 A spatial econometric approach would capture spillovers by imposing a specific structure on the 'spatial' association between countries and/or industries by means of a spatial weight matrix, where the relevant 'space' can be defined in many ways such as geographical, technological, or input-output-based. However, the specification of the spatial weight matrix, which simply produces weighted averages of the R&D variable, remains essentially arbitrary. 7 Crepon et al. (1998) stress the point that not innovation input (R&D) is supposed to affect productivity, but innovation output. In common with a large number of empirical studies, they use patents as a measure for knowledge output. This however seems too narrow a measure, since knowledge output can also assume many other forms (new products, capital goods, or improved managerial practices). Since R&D is underlying these different innovative outputs, it may be a better and more comprehensive measure of innovation than restricting the analysis to patented innovations. 8 We are grateful to an anonymous referee for highlighting the problems introduced by double counting and expensing. 9 Motivation for technology heterogeneity of this type can be taken from the 'new growth' literature (e.g. Aziarides and Drazen, 1990; Banerjee and Newman, 1993) which has resulted in a limited empirical literature (see Eberhardt and Teal, 2011) . 10 This phenomenon must not be confounded with targeted knowledge transfer, e.g. technology transfer within (international) business groups.
Endnotes
11 Our literature review in Table A -I of the Appendix contains more details and additional studies. 12 The literature on productivity analysis at the micro-level refers to this as 'transmission bias', which arises from firms' reaction to unobservable productivity realisations when making input choices. Solutions to this problem are then sought via instrumentation of one form or another (for a recent survey of the literature see Eberhardt and Helmers, 2010) . 13 We exclude industry SIC 23 (Coke, refined petroleum products and nuclear fuel) for which several countries do not report data. 14 The selection of countries is determined by data availability. Note that we use data for Germany only after its reunification in 1990. 15 Interestingly, testing the residuals from a pooled AR(2) regression for each of the variables cannot reject cross-section independence for value-added, labour and capital stock, whereas these tests do reject for residuals from country-specific AR(2) regressions -the R&D stock variable however displays substantial cross-section dependence throughout all of these testing procedures possibly indicating the presence of R&D spillovers and other cross-section dependencies. 16 The empirical analysis was carried out in Stata 10 and we employed a number of user- webpages. 17 Our main focus is on the most flexible setup where each country-industry can have a different set of technology parameters. Results for alternatives (country-or industry-level homogeneity) are available on request. 18 We also considered the Arellano and Bond (1991) estimator, which commonly performs poorly when data are highly persistent (results available on request). 19 If this assumption is violated no instrument (internal or external) exists which can satisfy both the conditions of validity and informativeness (Pesaran and Smith, 1995) . 20 Note that in standard fashion in all but the POLS models we account for time-invariant unobservables (fixed effects) using dummy variables or model transformations (e.g. first differencing). 21 These estimators are further remarkably robust to structural breaks, lack of cointegration and certain serial correlation. 22 Note that in the case of multiple covariates we construct cross-section averages for each in turn:x 1t ,x 2t , . . . ,x kt . 23 We use the arithmetic mean, but it is notable that weighted means can be applied here, provided they submit to certain (granularity) conditions (Pesaran, 2006) . 24 As is so often the case in long-T panels, the AB (available on request) and BB results are very fragile and are dependent on the lag structure chosen for instrumentation. In the AB model we use lagged levels of y i t , l i t , k i t and r i t dated t − 3 and earlier as instruments in the first difference equation, collapsing the instrument matrix to avoid overfitting bias (Bowsher, 2002) . We then applied the same strategy in the BB model (in addition we employ lagged differences as instruments in the levels equation) but tested a considerable number of alternatives. In none of the latter did we obtain a coefficient of R&D stock in excess of .05, all of which were statistically insignificant. 25 We also conducted these MG-type regressions (static and dynamic) using (outlier-robust) weighted averages instead of the unweighted averages reported in Tables 7 and 8 -findings are qualitatively identical and confirm that our results are not driven by outliers. 26 The results reported are based on long-run coefficients calculated from the average coefficients in the ARDL model. When we calculate long-run coefficients in each industrial sector and average these, the results are qualitatively the same. 27 The practical problem consists in splitting 'knowledge spillovers' from 'common shocks' and other cross-section dependencies. For instance, the use of the CCE estimators in a dedicated spatial econometric model fails to recognise that the cross-section averages included in the specification already account for both common shocks and spillovers. It is however anticipated that theoretical developments in this field of research will offer appropriate alternative methods in the near future. Notes: These descriptive statistics refer to the sample for N = 119 country-industries (from OECD 10 countries), which in levels contains n = 2, 637 observations, average T = 22.2 (range 1980-2005). Notes: BB -Blundell-Bond (1998) System GMM estimator. See also Table 5 for details of tests and other estimators. Absolute t-statistics in brackets, constructed from White heteroskedasticityrobust standard errors. * , * * indicate significance at the 5% and 1% level respectively. Diagnostics: COMFAC: p-values for H 0 of valid common factor restrictions. All tests (except CRS) are based on the unrestricted ARDL regression results (available on request). Panel A reports unrestricted long-run coefficients, for which standard errors were computed using the Delta method. Panel B imposes the common factor restrictions ex post (provided the COMFAC test indicates the restriction is valid) based on a minimum distance procedure. Pesaran and Smith (1995) . * , * * indicate significance at the 5% and 1% level respectively. All averages reported are unweighted means. Diagnostics: Ljung-Box AR reports the p-values of Fisher statistics constructed from countryindustry specific Portmanteau (Q) tests of the residual series for the H 0 of independently distributed residuals/no serial correlation (joint test for up to 3 lags). Notes: See Tables 6 and 7 for details. Absolute t-statistics in brackets, following Pesaran and Smith (1995) . * , * * indicate significance at the 5% and 1% level respectively. All averages reported are unweighted means. The common factor restrictions cannot be rejected in any of the four models, we therefore only report the restricted model results (ARDL results available on request). We dropped data from SWE, GER and PRT for the CMG models due to the dimensionality problem (MG and CDMG estimates for smaller sample match those presented). Table A -I provides an overview of the literature on returns to own R&D and R&D-related spillovers based on the recent survey article on the measurement of returns to R&D by Hall et al. (2009) . The selection reported here, however, is much smaller because we focus on articles that match our own approach as closely as possible. The selection criteria are as follows: (i) country or country-industry as the unit of observation (i.e. no firm-level studies); (ii) production function setup (as opposed to cost functions); (iii) samples of developed countries; (iv) studies featuring an explicit own-R&D variable for the business sector (as opposed to specifications using total R&D or confounding own and others' R&D); and (v) published after 1980. Our selection includes some 30 articles of which the 19 studies deemed most relevant are summarized in Table A -I. The full table including all studies as well as further information on the specifics of the underlying production function, the estimators, alternative specifications, additional variables and results is available from the authors upon request.
FIGURES AND TABLES
APPENDIX A Literature Overview
In Table A -I, we make a distinction between country-level and industry-level studies. The latter are further divided into those analysing inter-industry spillovers, whereby the sample may contain only one country (central part of the table), and articles with a particularalbeit not exclusive -interest in international spillovers within the same industry. As shown in the table, most studies first derive TFP indices from a standard growth accounting framework and regress this TFP index on own R&D, the R&D spillover variable and sometimes a set of control variables and dummies. When the R&D variables come as R&D capital stocks, results are to be interpreted as elasticities and reported in column 'Elasticity'. When R&D variables are intensities (R&D/value-added), results are interpreted as gross returns (assuming zero depreciation, see Hall et al., 2009 ) and are reported in column 'Gross return'. Column 'Modeling of Spillovers' summarises the different weighting schemes employed to aggregate R&D in other industries/countries into an R&D spillover variable. Studies can be broadly divided into employing spillover measures aimed at uncovering rent spillovers or knowledge spillovers. In the former case, input-output relations between industries and trade relations between countries are used. In the latter case, preference is given to patent flows across industries and countries and indicators of countries' similarity in research field composition among others. The spillover coefficients are reported in the final column. 
B Variable construction B-1 Output -Value-added
We use value-added as a measure of industry output in order to achieve comparability with the existing literature and because value-added is more closely related to profitability than sales. EU KLEMS reports both gross output and intermediate inputs in current prices. We therefore construct double-deflated value-added by subtracting real inputs from real output. This practice is preferable over using single-deflated value-added, i.e., deflated nominal value-added, as a measure for output, since it avoids the situation where differential price movements across countries generate the false impression of productivity changes. EU KLEMS also provides the necessary industry-level deflators which is a distinct advantage of this data as for some industries, expectations of price changes would likely be different to the general level of inflation. This is an important issue because if inadequate deflators are used, industry output may appear to grow slower. Since this is most likely in industries that are R&D-intensive, the contribution of R&D to output growth would be underestimated (Hall, 1996) . 28 To account for the 'expensing bias' discussed in Section 2 of the main text, we adjust intermediate inputs for R&D-related expenses. We use OECD data to construct the share of intermediate R&D inputs in total R&D expenditure to adjust the conventional measure of intermediate inputs. We then use this adjusted intermediate input measure to construct our double-deflated measure of value-added. In an alternative specification we include the measure for R&D intensity directly in our regression model. The sample for the Schankermanadjustments (we only discuss the coverage for the final regression sample which is diminished primarily by the lack of industry-level data on R&D workers) covers 97 country-industries in 9 countries (SWE is missing, USA only has 5 observations in one industry) between 1987 and 2005 (with 1988, 1992, 1994, 1996 further missing) and has a total of 725 observations, thus less than 30% of the full sample analysed in the main section of the paper.
B-2 Labour input
As a measure of labour input, EU KLEMS provides the total number of hours worked by persons engaged. The availability of such information is an advantage of EU KLEMS over other datasets as usually the number of full-time equivalent employees has to serve as a proxy for labour input, possibly aggravating the problem of measurement error (see for example Hall and Mairesse, 1996; Wakelin, 2001) .
In order to correct for 'double counting' of R&D in our measure of labour input as suggested by Schankerman (1981) , we construct the ratio of R&D labour input and traditional labour. The data come from EUKLEMS and the OECD.
B-3 Capital input
Ideally, a measure of current capital services instead of capital stocks, i.e., a flow measure instead of a stock measure, should be used in productivity analysis (Jorgenson and Griliches, 1967) . 29 The EU KLEMS dataset provides such a measure for capital services in index form. However, since we do not have any data on R&D capital services, we prefer to use physical capital stocks as a proxy for capital services. 30 This is acceptable under the assumption that the quantity of an asset held by an industry is proportional to the quantity of the corresponding service obtained from that asset. For this to be the case, the aggregate of an industry's capital holdings should represent an average over the various different vintages and age groups of the capital employed within the industry. That this assumption may approximately hold in practice is supported by empirical work, for example, by Wallis and Turvey (2009) for the UK.
Capital input is measured as total tangible assets by book value recorded annually. EU KLEMS provides several measures for tangible assets including total tangible assets, gross fixed capital formation (GFCF), ICT assets, and non-ICT assets. We use total tangible assets and deflate them using a industry-level producer price index.
We create a measure for the ratio of physical capital devoted to R&D and total physical capital to correct for 'double-counting' of R&D (Schankerman, 1981) . The measure is constructed as the share of R&D spending on capital in total R&D spending where the data come from the OECD.
B-4 R&D expenditure and stocks
We use R&D stocks in our analysis. It is well known that R&D takes time to translate into innovation and it is therefore the ensemble of past and current R&D expenditures that should matter for productivity rather than merely current expenditure. At the same time past knowledge also depreciates, hence, simply specifying lagged levels of R&D expenditure to account for the dynamic nature of R&D may be misleading. The combination of knowledge accumulation and depreciation is also the underlying rationale for Equation (2) in the Griliches knowledge production framework: the notion that more recent vintages of R&D investment matter more for the knowledge stock than older ones is captured by the log polynomial specification.
EU KLEMS provides R&D stocks for 19 countries for the period 1980-2003. However, the overlap with the available tangible capital stock data is not perfect leaving us with 9 countries for which both R&D stocks and physical capital data are available. In order to increase the number of countries in the sample, we constructed R&D capital stocks for Portugal for which R&D data is readily available. These R&D stocks were computed using the OECD Analytical Business Enterprise Research & Development (ANBERD) data (update May 2009) which only accounts for business enterprise R&D. 31 EU KLEMS also uses ANBERD to construct R&D stocks and we followed their methodology for Portugal applying the perpetual inventory method (PIM):
where R&D denotes real R&D flows and R the corresponding stock. In order to implement equation (19) , δ has to be determined. In line with EU KLEMS, we assume a depreciation rate of 12% (Hall and Mairesse, 1995; Hall, 2007) . The depreciation rate is assumed to be the same across industries and constant over time: as noted by Hall and Mairesse (1995) , the actual rate chosen seems to be of little relevance for estimation. The reason is the same that also justifies the use of the following formula to compute the initial capital stock
where g i denotes the industry-specific growth rate of R&D capital stock. Contrary to other authors, such as Hall and Mairesse (1995), we do not assume a value for g i but compute it using the first seven years for which R&D expenditure is observed. As long as the growth rate and the depreciation rate do not change dramatically within industries over time, they will be captured by industry-specific effects in any regression. Hence, the elasticity of output with respect to R does not depend on the choice of δ. In addition to constructing R&D capital stocks for Portugal, we extended the R&D stocks computed by EU KLEMS for all other countries to cover 2004 and 2005 as well, using ANBERD data and PIM described above. We used GDP deflators as proxies for R&D-specific deflators to obtain real R&D expenditures prior to computing the stock variables. We acknowledge a potential measurement problem arising from this choice (see Edworthy and Wallis, 2007 ) but at present no viable alternative data are available.
Despite efforts undertaken by the OECD to produce internationally comparable R&D data, important differences across countries in their attribution of R&D across industries remain, including data collection, changes in classification and annual data coverage (OECD, 2009). For our data, the problem in international comparability arises from the fact that countries do not report R&D data uniformly by product field but some rather by main activity. Countries also differ in their treatment of R&D conducted in the 'R&D services' industrial sector ISIC 73. Our set of countries contains countries that follow either the product field or main activity approach: Denmark, Germany, Italy, Japan, Netherlands, Portugal and the US follow the main activity approach, whereas Finland, Sweden, and the UK follow the product field approach. This difference in the allocation of R&D spending across industries still contaminates crosscountry comparability of R&D expenditures and stocks. 32 
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TECHNICAL APPENDIX
TA-1 Variable Properties
TA-2 Schankerman (1981) Correction/Augmentation
We carry out variable adjustments to account for excess return bias due to double-counting (DC) and model augmentation to account for expensing bias (EB), following Schankerman (1981) . Since our data coverage for s (share of R&D workers in total workforce), δ (share of R&D investment in total investment) and θ (R&D intensity) is relatively limited (we lose over 70% of observations) we are unable to estimate dynamic model specifications and limit our analysis to static models. Furthermore, the augmentations with cross-section averages in the (standard, augmented) CCEP estimators necessitate a sample reduction such that the number of country-industries would drop to a mere 33 (n = 395 observations). In addition, these estimators rely on the time-series dimension of the panel to estimate the country-specific coefficients on the cross-section averages and therefore cannot be expected to perform well in the resulting sample setup where T ranges from 8 to 13. We therefore drop these estimators from this robustness exercise.
We present results for a Griliches knowledge production function where input variables are adjusted for observed values of s & δ and with observed θ included as additional regressor. Alternatively, we use unadjusted input variables and add s, δ, and θ to the standard Griliches knowledge production function to account for the omitted variable bias. We also experimented with adjusting value-added directly by correcting the intermediate input measure for R&D expensing. Results showed very similar patterns to those presented in Table TA- The results for the pooled models where k and l are adjusted and R&D intensity is added as covariate (Table TA- 3, Panel A) largely follow the direction of the bias suggested by Schankerman (1981): in all but the POLS models correcting for double-counting raises the coefficient on R&D capital. Further, adjusting for expensing can be seen to have an ambiguous effect across empirical models. When we instead add measures for s and δ to the regression equation with unadjusted k and l (same Table, Panel B) the coefficient on R&D capital hardly moves at all and the tests for the constraints linking the coefficients (see Schankerman (1981) footnote 4) reject in all models.
We further experimented with some data imputations, replacing missing observations with country-industry time-series averages (this yielded n = 2, 292 observations), but these results proved not to be particularly insightful, following the patterns described in the smaller sample for observed data only.
In conclusion, given all the data constraints experienced we can merely highlight the seemingly limited change in the R&D coefficients once we adjust for expensing and doublecounting. From an econometric perspective we believe there are good grounds to suggest that other data properties, first and foremost nonstationarity and cross-section dependence, play an important role in this type of data and that the empirical bias derived by Schankerman (1981) in a cross-section regression of firm-level data may be conflated with a failure to address these more salient macro panel data issues in the present case. For the empirical models which explicitly account for cross-section dependence there is furthermore a theoretical argument that they can address the double-counting and expensing problem (see Section 3.2.2 in the main text). 
