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The real time non-equilibrium evolution of condensates in field theory requires an initial value
problem specifying an initial quantum state or density matrix. Arbitrary specifications of the initial
quantum state (pure or mixed) results in initial time singularities which are not removed by the usual
renormalization counterterms. We study the initial time singularities in the linearized equation of
motion for the scalar condensate in a renormalizable Yukawa theory in 3 + 1 dimensions. In this
renormalizable theory the initial time singularities are enhanced. We present a consistent method
for removing these initial time singularities by specifying initial states where the distribution of
high energy quanta is determined by the initial conditions and the interaction effects. This is done
through a Bogoliubov transformation which is consistently obtained in a perturbative expansion.
The usual renormalization counterterms and the proper choice of the Bogoliubov coefficients lead to
a singularity free evolution equation. We establish the relationship between the evolution equations
in the linearized approximation and linear response theory. It is found that only a very specific
form of the external source for linear response leads to a real time evolution equation which is
singularity free. We focus on the evolution of spatially inhomogeneous scalar condensates by
implementing the initial state preparation via a Bogoliubov transformation up to one-loop. As a
concrete application, the evolution equation for an inhomogenous condensate is solved analytically
and the results are carefully analyzed. Symmetry breaking by initial quantum states is discussed.
I. INTRODUCTION
The study of the real time dynamics and the evolution of non-equilibrium quantum states has now become ubiquitous
in cosmology and high/intermediate energy physics. In cosmology the real time evolution of expectation values of
quantum fields is a necessary component of a microscopic description of the inflationary dynamics and the subsequent
hot FRW stage (big bang) seeking to give a realistic description of the early universe and the physical processes
originated there. In the physics of heavy ion collisions a very active program seeks to establish potential experimental
signatures from possible non-equilibrium stages of the evolution of the quark-gluon and chiral phase transitions
[1]. In cosmology a program that incorporates consistently the non-equilibrium evolution of initial quantum states
or density matrices of thermal or non-thermal origin including renormalization and backreaction effects had been
pursued vigorously during the last few years [4–7]. In high/intermediate energy the possibility of studying the quark-
gluon plasma and chiral phase transition at the forthcoming ultrarelativistic heavy ion colliders (RHIC and LHC)
has motivated a substantial effort to study out of equilibrium dynamics during phase transitions. In particular the
formation of coherent pion domains [8], the evolution of non-equilibrium initial density matrices and states of high
energy density [9], and isospin condensates [10]. Non-perturbative techniques had been developed to study consistently
non-equilibrium dynamics of quantum field theories [3,4] and current computational facilities allow the possibility of
studying the non-equilibrium dynamics of non-linear, inhomogeneous configurations in quantum field theories [11]
including gauge theories [12,13], for which recent lattice simulations of non-equilibrium gauge field theories with
topological excitations had recently been reported [14].
The real time evolution of either density matrices or pure states, or alternatively of matrix elements must be set
up as an initial value problem, either by specifying the initial state or by providing the Cauchy data (expectation
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values and their derivatives) typically on space-like hypersurfaces. Once this initial value problem has been set
up at some initial time, the real-time evolution of the expectation values or other matrix elements can be studied
either analytically in the case of small amplitudes [15,16] or numerically in the case of large amplitude configurations
[3,9,11,13,14] (Although analytic expressions are available in some extent).
An important but largely unnoticed subtlety arises in these situations in that besides the usual ultraviolet diver-
gences associated with masses, couplings and wave-function renormalizations there appear initial time singularities
[17,18]. The physical reason for these initial time singularities can be understood as follows: the initial state (either
pure or mixed) is typically chosen to reflect some physical description but generally is either some initial pure excited
state with free field quanta or a thermal density matrix for free field theory. The choice of the initial state (including
the field expectation value and its time derivative) has been essentially arbitrary and in particular independent of
the field hamiltonian. The time evolution with the interacting Hamiltonian suddenly couples at the initial time the
infinite number of degrees of freedom of the theory, redistributing the spectral densities. In the case in which the
underlying theory is renormalizable this redistribution of the spectral densities results in a divergent response. Such
effect is also present on systems with a finite number of degrees of freedom but it is then finite.
The consideration of singularities associated with setting up initial conditions in a quantum field theory has been
addressed originally by Stueckelberg [2], the similarity with sharp boundary conditions in a Euclidean formulation has
been studied by Symanzik [19] and has since found different possible solutions [2,5,17,18,20]. A very appealing method
to prepare initial states that lead to evolution equations without initial time singularities has been recently advocated
[17,18] for self-consistent real-time evolution. This method consists in defining an initial state as a Bogoliubov
transformation of the initial states in a free field theory. The Bogoliubov transformation is chosen to cancel the initial
time singularities. The advantage of this method is that it is physically transparent and can be implemented both for
small amplitude, i.e. the linearized problem, as well as for the large amplitude case which must be necessarily studied
numerically.
In this article we focus on studying these initial time singularities and their resolution via the method of a Bogoliubov
transformed initial state in a renormalizable theory in the case of small amplitudes of the scalar condensate. This case
allows to obtain the evolution equations in a linearized approximation with an analytical solution to the evolution.
Furthermore, we establish the correspondence between this method and linear response theory for the case of linearized
equations of motion of condensates. An important corollary of this correspondence is that only very specific choices
of the external source in the linear response approach lead to a singularity free initial value problem. We choose to
study the initial value problem for the evolution of a scalar field condensate in a Yukawa theory in 3 + 1 dimensions
both for homogeneous as well as for inhomogeneous condensates. Whereas in [17,18] the homogeneous case has been
studied in a self-consistent manner and the linearized approximation has been extracted from it, the inhomogeneous
case has not been studied, and hence we devote our attention mainly to this important case. In a renormalizable
theory the initial time singularities are enhanced and new infinities associated with the preparation of the initial state
emerge, this situation is highlighted in the renormalizable Yukawa theory which is the focus of our study.
Main Results: i) The main results of our study can be summarized as follows: a definite proposal to set up the
initial value problem in renormalizable quantum field theories based on an initially Bogoliubov transformed state. In
order to eliminate the initial time singularities, the Bogoliubov coefficients are constrained to vanish in a particular
manner for high momentum modes. In particular the Bogoliubov coefficients for a mode of momentum p must be
chosen such that the 1/p , 1/p3 contributions to these coefficients are uniquely fixed by the initial data, the coupling
and the mass [sec. IV]. Choices of Bogoliubov coefficients that differ by contributions of higher order in 1/p define
different initial states, all of them free of initial time singularities. Thus, the time evolution of an initial state in
quantum field theory is free of initial time singularities provided that high energy distribution of quanta of the initial
state is specified in a very precise manner.
This method is implemented consistently in the perturbative expansion and in combination with the usual renor-
malization of mass, wave-function and coupling leads to a real-time evolution free of ultraviolet and initial time
singularities. ii) As an example we study the real-time evolution of an inhomogeneous scalar condensate in the
Yukawa theory, both in the case in which the scalar is heavy and can decay into fermion-antifermion pairs, and in the
case in which the scalar is light and cannot decay into fermion pairs. Here we provide a detailed analysis of the real
time evolution of an inhomogeneous scalar condensate corresponding to a spherical wave.
The article is organized as follows: in section II we obtain the equations of motion for a scalar condensate. In section
III we analyze the ultraviolet and initial time singularities. For simplicity we present first the case of a homogeneous
scalar condensate. Section IV introduces the Bogoliubov transformed initial state in the case of a homogeneous
condensate, discusses in detail the choice of the Bogoliubov coefficients that lead to an evolution free of initial time
singularities and presents the singularity free real-time equations of motion for the homogeneous case. In section V
we establish a relation between the initial value problem in the linearized approximation and linear response and
discuss the constraints on the external sources that lead to a well defined initial value problem free of singularities.
In section VI we extend the treatment to the case of inhomogeneous scalar condensates, obtain the corresponding
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inhomogeneous Bogoliubov transformation consistently in perturbation theory and the equations of motion free of
singularities to one-loop order. In section VII we obtain an analytic solution of the real-time equations of evolution
for an inhomogeneous scalar condensate. We also provide a numerical analysis of the solution and discuss its main
features. The conclusions summarize our work and discusses the potential applications of the methods presented.
The Bogoliubov transformation of the tadpole and self-energy diagrams is presented in the Appendices A-C. Fur-
thermore, Appendix D establishes several sum rules on the spectral densities.
II. LINEARIZED EQUATIONS OF MOTION FOR CONDENSATES:
Although the initial time singularities that will be discussed in this article are generic features of initial value prob-
lems in field theory, they are highlighted in renormalizable theories. Therefore we choose to discuss these singularities
and their resolution in a Yukawa theory in 3 + 1 dimensions. The focus of this article is to understand the problems
of setting up an initial value problem to describe the non-equilibrium evolution of condensates or field expectation
values in the linearized (small amplitude) approximation. Furthermore, we compare with an alternative formulation
based on linear response.
We consider a massive scalar field Φ(x) coupled to a massive Dirac field ψ(x) in a Yukawa model specified by the
Lagrangian density
L(Φ, ψ, ψ¯) = 1
2
∂µΦ(x) ∂
µΦ(x) +
1
2
M2 Φ2(x) + ψ¯(x) [i/∂ +m+ g Φ(x)]ψ(x) . (II.1)
We study the time evolution of the expectation value of the scalar field via the real time generating functional in
terms of a path integral defined on a contour in complex time (CTP) [21,22]. The effective Lagrangian that enters in
the contour path integral is
Leff = L(Φ+, ψ+, ψ¯+)− L(Φ−, ψ−, ψ¯−) ,
where the ± labels on the fields refer to the forward (+) and backward (−) branches corresponding to the forward and
backward time evolution of the initially prepared density matrix. We now follow the procedure of references [15,16]
and use the tadpole method to obtain the equation of motion for the expectation value of the scalar field
φ(x) ≡ < Φ(x) >
and write
Φ±(x) = χ±(x) + φ(x) ; 〈χ±(x)〉 = 0 .
We specify the initial data at the time t0 = 0 by giving the initial condition,
φ(x, 0) ≡ φ(x) and φ˙(x, 0) ≡ φ˙(x) .
Let us consider that the initial density matrix at time t0 = 0 is given by
ρ(0) = |0〉〈0|
with |0 > the free field Fock vacuum for the scalar and fermion fields. For t > 0, ρ(t) = e−iHt ρ(0) eiHt where H is
the full Hamiltonian. This case is tantamount to considering an initial free field vacuum state and switching-on the
interaction suddenly at t = 0.
The equation of motion for φ(x, t) is obtained in a systematic perturbative expansion by imposing that 〈χ±(x, t)〉 = 0
to all orders in perturbation theory. We will restrict our study to the case of small amplitudes of the condensate and
will obtain the equations of motion linearized in φ(x, t). In this linear approximation the self-energy kernel is obtained
to any desired order in a perturbative expansion in the Yukawa coupling but in the state with vanishing condensate.
Thus assuming that the state with vanishing condensate is spatially translational invariant it is convenient to perform
a spatial Fourier transform for the condensate and the self-energy kernel [15,16]. Anticipating renormalization effects
we introduce the renormalized field and mass in the Lagrangian before shifting the field by the condensate
Φ(x) =
√
Zφ ΦR(x) ; Zφ M
2 = M2R + δM
2 .
Since the fermionic fields will be integrated out to obtain the equation of motion for the expectation value of the
scalar field, we do not introduce the renormalizations associated with the fermionic fields. We now drop the subscript
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R from the renormalized quantities to avoid cluttering of notation, with the understanding that the scalar field and
its mass are the renormalized ones.
The equation of motion for the spatial Fourier transform of the condensate
φq(t) ≡
∫
d3x e−iq·x φ(x, t) ,
to one loop order is given by (see ref. [16] for details)
(1 + δZ)
[
φ¨q(t) + q
2 φq(t)
]
+ (M2 + δM2) φq(t) +
∫ t
0
dt′ Σq(t− t′) φq(t′)− J = 0 , (II.2)
with δZ = Zφ − 1 and
J = −ig δq,0
∫
d3k
(2π)3
tr S>k (t, t) , (II.3)
Σq(t− t′) = −ig2
∫
d3p
(2π)3
tr
[
S>p (t− t′)S<p−q(t′ − t)− S<p (t− t′)S>p−q(t′ − t)
]
. (II.4)
The contribution J is due to the fermion tadpole, it is usually absorbed in a constant shift of the field φ(x). The
fermionic Green’s functions in the vacuum state are given by [16]
S>p (t, t
′) = −i
∫
d3x e−ip·x 〈ψ(x, t)ψ¯(0, t′)〉
= − i
2Ep
[
e−iEp(t−t
′)(6p+m) + eiEp(t−t′)γ0(6 p−m)γ0
]
,
S<p (t, t
′) = i
∫
d3x e−ip·x 〈ψ¯(0, t′)ψ(x, t)〉
=
i
2Ep
[
e−iEp(t−t
′)(6p+m) + e−iEp(t−t′)γ0(6p−m)γ0
]
,
Ep =
√
p2 +m2 .
III. ULTRAVIOLET RENORMALIZATION AND INITIAL TIME SINGULARITIES
The evolution equation of the type (II.2) contains two types of divergences: i) ultraviolet divergences which are
removed by the mass and wave function renormalizations, ii) initial time singularities.
To illustrate these singularities in a more clear manner we now focus on the case of homogeneous condensate, i.e.
q = 0. We find
Σ0(t− t′) = −2g2
∫
d3p
(2π)32Ep
8p2
2Ep
sin[2Ep(t− t′)] , (III.1)
J = −4 m g
∫
d3p
(2π)32Ep
.
Whereas J acts as a constant source term and can be absorbed in a shift of the expectation value φ(x), the self-energy
kernel leads to ultraviolet divergences as can be seen upon integrating by parts the non-local term in (II.2) three times
∫ t
0
dt′ Σ0(t− t′) φ0(t′) = −g2
∫
d3p
(2π)32Ep
8p2
Ep
∫ t
0
dt′ sin[2Ep(t− t′)] φ0(t′) =
−g2
∫
d3p
(2π)32Ep
8p2
Ep
{
1
2Ep
φ0(t)− 1
2Ep
φ0(0) cos(2Ept)− 1
(2Ep)2
φ˙0(0) sin 2Ept
− 1
(2Ep)3
φ¨0(t) +
1
(2Ep)3
φ¨0(0) cos 2Ept+
1
(2Ep)3
∫ t
0
dt′ cos[2Ep(t− t′)]
...
φ0 (t
′)
}
.
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Using dimensional regularization the coefficient of φ0(t) becomes
− δM2 = −g2
∫
d3p
(2π)32Ep
4p2
E2p
=
3g2m2
4π2
[
2
ǫ
− γ + 1
3
+ ln
4πµ2
m2
]
.
This agrees with the expression obtained by evaluation the corresponding Feynman graph in 4 − ǫ dimensions. The
renormalization is performed here at q2 = 0.
The coefficient proportional to φ¨0(t) is the wave function renormalization which again in dimensional regularization
is given by
− δZ = g2
∫
d3p
(2π)32Ep
p2
E4p
=
g2
8π2
[
2
ǫ
− γ − 2
3
+ ln
4πµ2
m2
]
.
These ultraviolet renormalizations are cancelled by the mass and wave function counterterms but there still remain
singularities arising from the terms that are evaluated at the initial time t = 0, these are given by[∫ t
0
dt′ Σ0(t− t′) φ0(t′)
]∣∣∣∣
sing
=
−g2
∫
d3p
(2π)32Ep
8p2
Ep
{
− 1
2Ep
φ0(0) cos 2Ept− 1
(2Ep)2
φ˙0(0) sin 2Ept
+
1
(2Ep)3
φ¨0(0) cos 2Ept
}
.
Obviously this expression is singular as t → 0. Simple power counting shows that the coefficients of φ0(0), φ˙0(0),
and φ¨0(0) diverge as 1/t
2, 1/t, and log t, respectively. At finite t they are finite due to the oscillatory behavior of the
integrand.
The physical reason for these singularities is the following: having prepared the initial state to be the free field
Fock vacuum and switching-on the interaction suddenly at the initial time t = 0, the interaction redistributes the
spectral density of fields. The scalar field states overlap with the fermionic continuum of states and the particles
become dressed by the interaction. This dressing effect which is responsible for mass, wave function and coupling
renormalizations occurs suddenly when the interaction is switched on and is reflected as an initial time singularity.
Obviously these short time singularities will be present at finite temperature or density, and are a consequence of the
fact that the the underlying field theory posses an infinite number of degrees of freedom.
Our main point in this article is that these initial time singularities can be removed and an initial value problem
can be defined consistently and free of singularities by considering an appropriately chosen initial state that is dressed
by the interactions. We thus propose to initialize the real time evolution by providing an initial state that includes
the dressing as a Bogoliubov transformation from the free field Fock states. Furthermore we will argue that this
construction leads to a consistent initial value problem for real-time dynamics and can be implemented systematically
order by order in perturbation theory.
We now discuss in detail this procedure in the example under consideration to lowest order in the Yukawa coupling.
IV. EQUATIONS OF MOTION WITH BOGOLIUBOV TRANSFORMED STATES: HOMOGENEOUS
CASE
In this section we introduce the Bogoliubov transformed states and show explicitly how the introduction of these
dressed states provides a solution to the problem of initial time singularities. For the sake of clarity we study first the
homogeneous case q = 0 and postpone to a later section the generalization to inhomogeneous condensates.
From the free field Fock vacuum state |0〉 a Bogoliubov transformed state is obtained after a unitary transformation
|0♭〉 = e−Q|0〉 .
with Q a unitary operator. Bogoliubov transformed operators are defined via
O♭ = exp(−Q) O exp(Q) ,
therefore if the vacuum state |0 > is annihilated by the destruction operators, the Bogoliubov transformed annihilation
operators annihilate the state |0♭〉.
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To lowest order in the Yukawa coupling the Bogoliubov transformation that required to cancel the initial time
singularities only involve fermionic fields. Only when scalar contributions in higher order corrections arise there will
be a need to introduce the Bogoliubov transformation for scalar fields.
Therefore we introduce the antihermitian operator Q that generates the unitary Bogoliubov transformation
Q =
∑
s
∫
d3p
(2π)32Ep
βps
[
d†(−p, s)b†(p, s) eiδps − b(p, s)d(−p, s) e−iδps] .
This generator of Bogoliubov transformations illuminates at once the nature of the Bogoliubov transformed initial
states. Acting on the free field Fock vacuum state, the Bogoliubov transformation leads to a state that is a linear
combination of particle-antiparticle pairs ot total zero momentum. The fact that the total momentum of these pairs
is zero is of course a result of the fact that the scalar condensate is homogeneous.
The commutators of Q with the fermionic creation and annihilation operators are given by
[Q, b(p, s)] = βps e
iδps d†(−p, s)[
Q, d†(−p, s)] = −βps e−iδps b(p, s) .
which leads to the following relation between the transformed and the original operators
b(p, s) = cosβp,s b♭(p, s) + sinβp,s e
iδp,s d†♭(−p, s) ,
d†(−p, s) = − sinβp,s e−iδp,s b♭(p, s) + cosβp,s d†♭(−p, s) . (IV.1)
The operators b(p, s), d(p, s) as well as b♭(p, s), d♭(p, s) obey the usual canonical anticommutation relations.
The initial density matrix is now given by
ρ♭(0) = e
−Q ρ(0) eQ = |0♭ >< 0♭| . (IV.2)
Although we have focused on a pure (vacuum) state, obviously this can be easily generalized to thermal or non-
thermal mixed states.
In Appendix A we provide the details that lead to the following Green’s functions in the Bogoliubov transformed
states.
With this restriction the transformed Green function becomes
iS>♭ (t,x; t
′,x′) = 〈0♭|ψ(t,x)ψ¯(t′,x′)|0♭〉 =∫
d3p
(2π)32Ep
eip(x−x
′)
[
cos2βp (/p+m)e
−iEp(t−t
′)
− sinβp cosβp eiδp Σpˆ(/p+m)γ5γ0e−iEp(t+t
′)
− sinβp cosβp e−iδp Σ pˆ γ5γ0(/p+m) eiEp(t+t
′)
+ sin2βp γ5γ0(/p+m)γ5γ0 e
iEp(t−t
′)
]
,
and
−iS<♭ (t,x; t′,x′) = 〈0♭|ψ¯(t′,x′)ψ(t,x)|0♭〉 = (IV.3)∫
d3p
(2π)32Ep
eip(x−x
′)
[
sin2βp (/p+m) e
−iEp(t−t
′)
sinβp cosβp e
iδp Σpˆ(/p+m)γ5γ0 e
−iEp(t+t
′)
+sinβp cosβp e
−iδp Σpˆ γ5γ0(/p+m) e
iEp(t+t
′)
+cos2βp γ5γ0(/p+m)γ5γ0e
iEp(t−t
′)
]
.
Perhaps the most striking feature of these Green’s functions is their lack of time translational invariance, the main
reason is that the Bogoliubov transformed states are not eigenstates of the bare particle number. We note that in
the terms with t+ t′ a translation of the time variables can be compensated by a change in the phase δp, i.e. a gauge
transformation of the fermionic fields.
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It is this lack of time translational invariance that will allow to cancel the initial time singularities as shown explicitly
below.
The evolution equation is obtained in the same manner as in the previous section and is exactly of the same form as
(II.2) with q = 0 as befits the homogeneous case, with the self-energy and tadpole kernels now given by the expressions
(II.3)-(II.4) but in terms of the Bogoliubov transformed Green’s functions
J♭(t) = −ig tr S>♭ (t,x; t,x) = −g
∫
d3p
(2π)32Ep
[4m cos 2βp − (−4p) sin 2βp cos(2Ept− δp)] . (IV.4)
and
Σ♭,0(t, t
′) = −2g2
∫
d3p
(2π)32Ep
1
2Ep
{
8 p2 cos(2βp) sin[2Ep(t− t′)] (IV.5)
−8 p m sin(2βp) [sin(2Ept− δp)− sin(2Ept′ − δp)]} .
The first, time independent contribution to J♭(t) in eq.(IV.4) can be absorbed into a constant shift of the condensate
much in the same way as in the un-transformed case. The second, time dependent term will be used to cancel the
initial time singularities.
The self-energy kernel (IV.5) can be written as Σ0(t− t′) + ∆Σ♭,0(t, t′) with Σ0(t− t′) given by (III.1) and
∆Σ♭,0(t, t
′) = −2g2
∫
d3p
(2π)32Ep
1
2Ep
{
8p2 (cos 2βp − 1) sin[2Ep(t− t′)]
−8 p m sin 2βp [sin(2Ept− δp)− sin(2Ept′ − δp)]} .
We will assume in the following that βp decreases sufficiently fast with p so that terms proportional to sin 2βp and
cos(2βp)−1 lead to convergent integrals. This in fact will be checked a posteriori when we find the required expression
for βp below. Then the ultraviolet divergences in eq.(IV.5) are the same as in the perturbative vacuum.
Integrating by parts now three times in t′ in order to single out the ultraviolet and equal-time singularities from
Σ♭,0(t, t
′) in the equation of motion, we find that just as in the un-transformed case the ultraviolet divergences
proportional to φ0(t) and φ¨0(t) are cancelled by the mass and wave function renormalization counterterms (up to
finite parts depending on the renormalization prescription).
The terms that result in initial-time singularities arise from[∫ t
0
dt′ Σ♭,0(t− t′) φ0(t′)
]∣∣∣∣
sing
=
−g2
∫
d3p
(2π)32Ep
8p2
Ep
{
− 1
2Ep
φ0(0) cos 2Ept− 1
(2Ep)2
φ˙0(0) sin 2Ept
+
1
(2Ep)3
φ¨0(0) cos 2Ept
}
cos 2βp
We now require that these terms are cancelled by the time dependent terms of J♭(t), eq.(IV.4). This requirement
leads to the equation
tan 2βp cos(2Ept− δp) =
g
2p
Ep
{
− 1
2Ep
φ0(0) cos 2Ept− 1
(2Ep)2
φ˙0(0) sin 2Ept
+
1
(2Ep)3
φ¨0(0) cos 2Ept
}
Comparing the terms proportional to the sine and cosine we find two equations that determine δp , βp. These
equations can be solved perturbatively with
βp = b1,p g + b2,p g
2 +O(g3) .
To one loop order we only need to keep the linear term in g leading to
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βp cos δp = g
p
Ep
[
− 1
2Ep
φ0(0) +
1
(2Ep)3
φ¨0(0)
]
βp sin δp = g
p
Ep
[
− 1
(2Ep)2
φ˙0(0)
]
(IV.6)
At this stage we recognize that there is freedom in choosing the Bogoliubov parameters to cancel the initial time
singularities. The initial value problem will be free of singularities by choosing the coefficients βp ; δp so as to cancel
the terms proportional to 1/p , 1/p3 and so that βp vanishes as p→∞.
Different choices of the Bogoliubov parameters that differ only in higher inverse powers of the momenta lead to
different initial quantum states, but the initial value problem is free of initial singularities. This freedom is similar to
choosing renormalization counterterms including finite parts, i.e. different renormalization prescriptions.
Now the Bogoliubov correction and the mass and wave-function renormalization counter terms remove exactly
all ultraviolet and initial time divergences from the equation of motion. To lowest order we can set βp = 0 in the
self-energy in the equation of motion and having removed all ultraviolet and initial time singularities and absorbing
the time independent contribution from the tadpole term in a constant shift of the condensate, we finally obtain the
evolution equation in the case of the homogeneous condensate
φ¨0(t) +M
2 φ0(t) +
∫ t
0
dt′ Σs(t− t′)
...
φ0 (t
′) = 0 (IV.7)
where Σs(t− t′) is the subtracted self energy kernel
Σs(t− t′) = −g2
∫
d3p
(2π)32Ep
p2
E4p
cos [2Ep(t− t′)] . (IV.8)
The equation of motion above should be compared to Eqs (7.21) and (7.22) in [18]. The equation of motion obtained
there differs from (IV.7) by a finite renormalization ∆Z that corresponds to a different renormalization scheme but
otherwise the equations are the same up to one loop order.
We note that even in the massless limit the tadpole J♭ = 〈ψ¯ψ〉 is nonvanishing, signaling chiral symmetry breaking,
which in this case is solely a consequence of the initial conditions. This is an important result of our analysis, that
non-equilibrium initial states can lead to symmetry breaking.
V. LINEAR RESPONSE THEORY
The initial value problem can be obtained by establishing direct contact with linear response theory as presented
in ref. [23] in the case of scalar condensates and in ref. [24] for fermionic coherent states. This is achieved by coupling
an external source term to the scalar field in the Lagrangian density (II.1)
L[Φ, ψ, ψ¯]→ L[Φ, ψ, ψ¯] + Jext(x) Φ(x) .
The expectation value of the scalar field induced by this source term is given by
〈Φ(x)〉 = i
∫
dx′Jext(x
′)
[〈Φ+(x)Φ+(x′)〉 − 〈Φ+(x)Φ−(x′)〉] (V.1)
where the superscripts ± refer to the forward and backward time branches in the real time generating functional. The
bracket in (V.1) is the retarded commutator. As discussed in detail in ref. [23] the inversion of (V.1) gives rise to the
equation of motion for the scalar field with an inhomogeneity given by the external source term. Following the same
steps detailed in the first section, we find the equation of motion for an homogenous condensate to be given by
(1 + δZ) φ¨0(t) + (M
2 + δM2) φ0(t) +
∫ t
−∞
dt′ Σ0(t− t′) φ0(t′)− J = Jext,0(t) ,
which differs from (II.2) in the lower limit in the non-local term with the self-energy. Assuming adiabatic switching-
on of the interaction from t = −∞ we can now rewrite this equation of motion in a form that is closer to (II.2) by
integrating by parts the non-local term. Definining,
Σ0(t− t′) = d
dt′
Σ1,0(t− t′) = d
2
dt′2
Σ2,0(t− t′) = d
3
dt′3
Σ3,0(t− t′)
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and integrating by parts we obtain
(1 + δZ) φ¨0(t) + (M
2 + δM2) φ0(t) + Σ1,0(0) φ0(t)− Σ2,0(0) φ˙0(t) + Σ3,0(0) φ¨0(t)
+
∫ t
−∞
dt′ Σs,0(t− t′)
...
φ0 (t
′)− J = Jext,0(t) ,
with Σs,0(t− t′) given by (IV.8). Using the explicit form of Σ0(t) given by (III.1) we find
Σ1,0(0) = −g2
∫
d3p
(2π)32Ep
4p2
E2p
= −δM2 (V.2)
Σ2,0(0) = 0
Σ3,0(0) = g
2
∫
d3p
(2π)32Ep
4p2
E4p
= −δZ (V.3)
Therefore the specific choice of external current
Jext(t) =
∫ 0
−∞
dt′ Σs(t− t′)
...
φ0 (t
′) (V.4)
leads to the initial value problem described by eq.(IV.7).
This current depends on the past history of the condensate, and in general does not vanish for t > 0 as it would
be desirable from the point of view of linear response. In linear response the initial value problem is envisaged to be
prepared by switching-on an external source and the interaction adiabatically from t = −∞. The external source acts
as a Lagrange multiplier, slowly displacing the condensate to the value to be determined at t = 0, and switching-off
the source suddenly at this time. This allows the condensate to be formed and dressed over a very long period of
time. The dressed condensate is then released when the external current is switched-off. However, in an interacting
renormalizable theory this instantaneous switching-off of the external current results in singularities. To set up a
consistent, singularity free and renormalized initial value problem as is the goal of this article, the choice of the
current (V.4) is the one that establishes contact with a linear response formulation, in this case the current depends
on the past history of the condensate, which obviously need not be specified for an initial value problem. On the
other hand, such a choice of current, depending on the past history is rather artificial from the linear response point
of view.
We note that the current can be made to vanish at all times with the particular choice
φ0(t) = φ0(0) + φ˙0(0) t+
1
2
φ¨0(0) t
2
for t < 0. Obviously this behaviour manifests the problem of the initial time singularities as singularities in the
behavior of the field at a remote past.
An alternative would be to assume that the external source and therefore the condensate is adiabatically switched-
on with a damping factor eǫt for t < 0 but this results in discontinuities in the first or second derivatives at t = 0 and
that would produce additional contributions from the integration by parts from these discontinuities.
There are two main conclusions of this discussion on the relationship with linear response:
• We have established a direct relationship between the evolution equations in the linearized approximation and
linear response theory. The initial value problem free of UV and initial time singularities is shown to be
obtained in the context of linear response through a particular choice of the external current. Such external
current depends on the past history of the condensate and only a very specific form for it leads to a singularity
free initial value problem. From the perspective of an initial value problem in which Cauchy data are specified at
some given initial time on a space-like hypersurface this is a consistent choice. However, from the point of view
of linear response this choice is somewhat artificial. The resulting external current does not vanish for t > 0.
If we instead require an instantaneous switching-off of the external current at t = 0, initial time singularities
become unavoidable.
• The method of preparing a dressed initial state via a Bogoliubov transformation leads to a satisfactory description
of the initial value problem. The usual mass, wave function and coupling constant renormalization counterterms
cancel the ultraviolet divergences, and the Bogoliubov coefficients are judiciously chosen to cancel the initial time
divergences consistently in perturbation theory. To lowest order in the Yukawa coupling and for a homogenous
condensate such a choice is given by (IV.6).
Having studied in detail the simpler case of the homogeneous condensate, we now move on to our main point, the
study of the evolution of inhomogeneous condensates.
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VI. EQUATIONS OF MOTION FOR INHOMOGENOUS CONDENSATES
The equation of motion for non-homogeneous condensates in the amplitude approximation and in terms of spatial
Fourier transforms reads
(1 + δZ)
[
φ¨q(t) + q
2 φq(t)
]
+ (M2 + δM2) φq(t)
+
∫ t
0
dt′ Σq(t, t
′) φq(t
′) + J♭,q(t) = 0 .
From the discussions of the previous sections we have learned that the Bogoliubov coefficients that define the dressed
states at the initial time can be found consistently in perturbation theory. Since the self-energy is already of second
order in the Yukawa coupling we will not need to consider the Bogoliubov corrections to the self-energy, but only to
the tadpole term J♭,q(t).
The one-loop self-energy is therefore the usual one and given by
iΣq(t− t′) = 4g2
∫
d3p
(2π)32Ep2Ep−q
[
Ep + Ep−q + p(p− q)−m2
]
(−2i) sin [(Ep + Ep−q)(t− t′)] . (VI.1)
The derivation of the tadpole diagram that determines J♭,q(t) using the Bogoliubov-transformed Green functions,
is given in Appendix B. We find
J♭,q(t) = 4 m g
∫
d3p
(2π)32Ep
−2
∫
d3p
(2π)32Ep2Ep−q
[
γ∗(q,p) e−i(Ep+Ep−q)t + γ(q,p′) ei(Ep+Ep−q)t
]
.
The function γ(q,p) is a function related to the angles of the Bogoliubov transformation, that will be specified below
such as to remove the initial time singularities.
The analysis of the singular and divergent contributions in the equation of motion proceeds as in the homogenous
case, performing three integrations by parts with respect to the time in the non-local term, we find∫ t
0
dt′ sin[(Ep + Ep−q)(t− t′)] φq(t′) = φq(t)
Ep + Ep−q
− φq(0)
Ep + Ep−q
cos[(Ep + Ep−q)t]
− φ˙q(0)
(Ep + Ep−q)2
sin[(Ep + Ep−q)t]− φ¨q(t)
(Ep + Ep−q)3
+
φ¨q(0)
(Ep + Ep−q)3
cos[(Ep + Ep−q)t] +
1
(Ep + Ep−q)3
∫ t
0
dt′ cos[(Ep + Ep−q)(t− t′)]
...
φq (t
′) .
The parts containing φq(0) and its derivatives lead to initial time singularities in the equation of motion, these can
be isolated by writing [∫ t
0
dt′Σq(t− t′)φq(t′)
]
sing
=
−8g2
∫
d3p
(2π)32Ep2Ep−q
[
EpEp−q + p(p− q)−m2
]
[
τ(q,p) e−i(Ep+Ep−q)t + τ∗(q,p) ei(Ep+Ep−q)t
]
with
τ(q,p) =
1
2
[
− φq(0)
Ep + Ep−q
+ i
φ˙q(0)
(Ep + Ep−q)2
+
φ¨q(0)
(Ep + Ep−q)3
]
;
note that φq(0) = φ
∗
−q(0). With the choice
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γ(q,p) = −4g [Ep + Ep−q + p(p− q)−m2] τ∗(q,p)
the current J♭,q(t) exactly cancels the initial time singularities in the non-local term with the self-energy. As in the
homogeneous case, the current J♭,q(t), which is a Fourier transform of 〈ψ(x)ψ(x′)〉 is nonvanishing. Again, chiral
symmetry is here broken by the initial conditions.
The ultraviolet divergent contributions of the self energy to the equation of motion are given by[∫ t
0
dt′ Σq(t− t′) φq(t′)
]
UV div
=
−8g2
∫
d3p
(2π)32Ep2Ep−q
[
Ep + Ep−q + p(p− q)−m2
]
[
φq(t)
Ep + Ep−q
− φ¨q(t)
(Ep + Ep−q)3
]
= Σ˜1(q
2) φq(t) + Σ˜3(q
2) φ¨q(t) .
Here we define the UV divergent parts of the self energy kernel in dimensional regularization as
Σ˜1(q
2) = −8 g2
∫
d3−ǫp
(2π)3−ǫ
Ep + Ep−q + p(p− q)−m2
4EpEp−q(Ep + Ep−q)
Σ˜3(q
2) = 8 g2
∫
d3−ǫp
(2π)3−ǫ
Ep + Ep−q + p(p− q)−m2
4EpEp−q(Ep + Ep−q)3
.
These expressions have to be regularized to obtain the renormalized equation of motion. This is discussed in detail in
Appendix C. The singular and ultraviolet divergent parts are cancelled by the appropriate choice of the mass and wave
function renormalization and the Bogoliubov coefficient in the tadpole. The final form of the subtracted self-energy
kernel is given by
Σs,q(t− t′) = −8g2
∫
d3p
(2π)32Ep2Ep−q
Ep + Ep−q + p(p− q)−m2
(Ep + Ep−q)3
cos[(Ep + Ep−q)(t− t′)] ,
It follows from rotation invariance that the kernel Σs,q(t) only depends on q
2.
The equation of motion in momentum space becomes
[1 + δZ + Σ˜3(q
2)]φ¨q(t) +
[
q2(1 + δZ) +M2 + δM2 + Σ˜1(q
2)
]
φq(t)
+
∫ t
0
dt′ Σ˜s,q(t− t′)
...
φq (t
′) = 0 .
We show in Appendix C that we can decompose Σ˜1(q
2) and Σ˜3(q
2) as
Σ˜1(q
2) = −δM2 − q2 δZ +∆Σ˜1(q2)
Σ˜3(q
2) = −δZ +∆Σ˜3(q2)
The divergent and finite parts are explicitly given in Appendix C. We finally obtain the renormalized equation of
motion which is free from ultraviolet and initial time singularities
[1 + ∆Σ˜3(q
2)] φ¨q(t) +
[
q2 +M2 +∆Σ˜1(q
2)
]
φq(t) ,
+
∫ t
0
dt′ Σ˜s,q(t− t′)
...
φq (t
′) = 0 , (VI.2)
where
Σ˜s,q(t− t′) = −8 g2
∫
d3p
(2π)34EpEp−q
EpEp−q + p(p− q)−m2
(Ep + Ep−q)3
cos [(Ep + Ep′)τ ] . (VI.3)
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VII. SOLUTION OF THE EQUATION OF MOTION: NUMERICAL ANALYSIS
We have derived in the previous section the renormalized equation of motion. It can be solved in a standard way
via Laplace transform. We introduce
ψ˜q(s) =
∫ ∞
0
dt e−st φq(t) .
for the condensate, and
σ˜s(s
2, q2) = s
∫ ∞
0
dt e−st Σ˜s,q(t)
for the self energy1. We find,
σ˜s(s
2,q2) = −8g2s
∫ ∞
0
dτ e−sτ
∫
d3p
(2π)34EpEp−q
EpEp−q + p(p− q)−m2
(Ep + Ep−q)3
cos [(Ep + Ep−q)τ ]
= −8g2s2
∫
d3p
(2π)34EpEp−q
EpEp−q + p(p− q) −m2
(Ep + Ep−q)3[(Ep + Ep−q)2 + s2]
. (VII.1)
The Laplace transformed renormalized equation of motion becomes{
s2
[
1 + ∆Σ˜3(q
2) + σ˜s(s
2,q2)
]
+ q2 +M2 +∆Σ˜1(q
2)
}
ψ˜q(s)
=
[
φ˙q(0) + sφq(0)
] [
1 + ∆Σ˜3(q
2) + σ˜s(s
2,q2)
]
+
φ¨q(0)
s
σ˜s(s
2,q2) ,
so that
ψ˜q(s) =
[
φ˙q(0) + sφq(0)
] [
1 + ∆Σ˜3(q
2) + σ˜s(s
2,q)
]
+
¨˜
φ(0,q) σ˜s(s
2,q2)/s
s2
[
1 + ∆Σ˜3(q2) + σ˜s(s2,q2)
]
+ q2 +M2 +∆Σ˜1(q2)
.
The solution φq(t) then is obtained by the inverse transformation
φq(t) =
∫ i∞+c
−i∞+c
ds
2πi
est ψ˜q(s) .
This solution is discussed in detail in Appendix D. The integral above is along the Bromwich contour with c a positive
real constant to the right of all the singularities of the Laplace transform. The result can be written as (see Appendix
D for details).
φq(t) =
2
π
∫ ∞
0+
dω
[
cos(ωt) φq(0) ω ImF1(−ω2 + io,q2)
+ sin(ωt) φ˙q(0) ImF1(−ω2 + io,q2)
− φ¨q(0)
ω
cos(ωt) ImF2(−ω2 + io,q2)
]
,
where
F1(s
2,q2) =
1 +∆Σ˜3(q
2) + σ˜s(s
2,q2)
s2
[
1 + ∆Σ˜3(q2) + σ˜s(s2,q2)
]
+ q2 +M2 +∆Σ˜1(s2,q2)
F2(s
2,q2) =
σ˜s(s
2,q2)
s2
[
1 + ∆Σ˜3(q2) + σ˜s(s2,q2)
]
+ q2 +M2 +∆Σ˜1(q2)
.
1The extra factor s is introduced so as to make σ˜s a function of s
2.
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φ¨q(0) is not an independent initial value, it is determined by setting t = 0 in the equation of motion (VI.2) with the
result
φ¨q(0) = −φq(0) q
2 +M2 +∆Σ˜1(q
2)
1 + ∆Σ˜3(q)2
.
It is then convenient to define a kernel F3 which combines F1 and F2 with prefactors uniqueley determined by φq(0).
With the definition
F3(ω,q
2) = − 1
ω
+
q2 +M2 +∆Σ1
(1 + ∆Σ3)ω
× 1
−ω2 + q
2 +M2 +∆Σ1
1 + ∆Σ3 + σ˜s(−ω2 + io,q2)
the solution can be written as
φq(t) =
2
π
∫ ∞
ωc
dω
[
φq(0) cos(ωt) ImF3(ω − io,q2) + φ˙q(0) sin(ωt) ImF1(−ω2 + io,q2)
]
The function F3 which is, up to prefactors, the Laplace transform of the solution, exhibits a pole at
ωR = ωq + δω ; ωq =
√
M2 + q2 ,
with δω = O(g2). If M > 2m the scalar field can decay into a fermion-antifermion pair, the pole actually describes a
resonance. In perturbation theory the width of this resonance is perturbatively small and near the resonance we can
approximate the function F3 by a Breit-Wigner resonance
F3(ω,q
2) ≃ 1
2
ZR
ω − ωR − i ΓR .
The resonance position is determined by
ωR = Re
ω2q +∆Σ1
1 + ∆Σ3 + σ˜s(−ω2q + io,q2)
,
the residue ZR is given by
ZR =
ω2q +∆Σ1
(1 + ∆Σ3)ωq
1
−2ωq + ddω
[
Re
ω2q +∆Σ1
1 + ∆Σ3 + σ˜s(−ω2 + io,q2)
]
ω=ωq
and the width by
ΓR =
1
2ωR
Im
[
ω2q +∆Σ1
1 + ∆Σ3 + σ˜s(−ω2 + io,q2)
]
ω=ωq
.
Numerical Analysis:
We are now in conditions to study the evolution of an initial scalar condensate numerically by performing the
inverse Laplace and Fourier transforms since all the quantities are given by the subtracted one-loop self-energy.
We consider two separate cases: M > 2m in which case the scalar can decay into fermion-antifermion pairs, and
M < 2m in which case the scalar particle is stable. In both cases we studied the evolution for an initial spherical
wave of gaussian profile
φ(0,x) = N0 exp(−x2/2R20) ; φ˙(0,x) = 0 ; with
∫
d3x φ(0,x) = 1 (VII.2)
Since this gaussian wave-packet has zero center of mass momentum, the peak of the wave packet will not displace
under time evolution, but the wave packet will disperse and spread out in space-time.
M > 2m: We have chosen M = 3m but there is a rather smooth variation of the wave function renormalization
constant, position and width of the resonance for reasonable values of the ratio 2 < M/m ≤ 10. As a first step we
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calculated the value of the wave function renormalization numerically and find that ZR differs from unity by less than
3% and that the ratio of the width to the position of the pole Γ/ωR ≈ 0.02 for g = 1 or smaller and 2 < M/m ≤ 10.
Therefore if the coupling is of this order or smaller, the approximation of the spectral density (discontinuity across the
cut) by the imaginary part of the Breit-Wigner form given above is excellent. The agreement obtained from the full
numerical evolution and that obtained from the approximate Breit-Wigner form is excellent. The evolution in this
case is depicted in Fig. 1 that displays the profile of the condensate as a function of t and |~x| for M = 3;m = 1; g = 1
. We see that the propagation is inside the light cone and damped in time. The peak at the origin is the center of
mass of the wave packet, it oscillates in time with a frequency ≈ ωR and decays on a time scale Γ−1. The evolution
at very early times is smooth.
M < 2m: In this case the scalar field is stable, the spectral density features poles at ω = ±ωR below the fermion-
antifermion cut. We find again that ZP ≈ 0.97, implying, that the contribution from the fermion-antifermion contin-
uum is negligible except for small t. Fig. 2 displays the time evolution of the gaussian wave packet in this case. The
wave packet spreads in space-time, the evolution is always below the light cone as clearly illustrated in the figure.
The amplitude of the wave packet decreases as a result of spreading. Its spatial integral, which is equal to φ0(t),
asymptotically oscillates with the pole frequency and amplitude ZP .
VIII. SCALAR THEORIES
The connection between the preparation of the initial state via Bogoliubov transformations and the formulation in
terms of linear response allows to generalize the study presented above to scalar theories. In particular let us consider
the case of a scalar self-coupled λΦ4 model using the linear response analysis. Focusing on the evolution equation for
a homogeneous condensate to order λ2 we find
(1 + δZ) φ¨0(t) + (M
2 + δM2) φ0(t) + Σ1,0(0) φ0(t) + Σ3,0(0) φ¨0(t)
+
∫ t
−∞
dt′ Σs,0(t− t′)
···
φ0 (t
′) = Jext,0(t) . (VIII.1)
The order λ tadpole has been absorbed into δM2 as a mass renormalization and the self energy to order λ2 is given by
the sunset diagram. The choice of counterterms δZ, δM2 are as given in equations (V.2)-(V.3) and the external source
introduced for linear response is specifically chosen as in eq.(V.4). In this manner we obtain the initial value problem
free of ultraviolet and initial time singularities. An alternative interpretation of the external source associated with
the linear response formulation can be provided by introducing a Hartree factorization in the Lagrangian with a term
of the form 4 λ Φ 〈Φ3〉. This term acts now as an explicit source in the linearized equation of motion which is chosen
so as to lead to a singularity free initial value problem, thus requiring a non-trivial Bogoliubov vacuum. The linear
response analysis leads very simply to a well defined initial value problem for a proper choice of the external source.
The equivalence between the preparation of the state via a Bogoliubov transformation of the free field Fock vacuum
(or density matrix) and the initial value problem obtained from linear response for the proper choice of external source
allows now to generalize the results obtained above for the linearized approximation.
IX. CONCLUSIONS
The non-equilibrium evolution of condensates in real time requires to provide Cauchy data at some initial time,
hence an initial value problem which requires the specification of an initially prepared quantum state or density
matrix. An initial pure or mixed state of free field Fock quanta leads to initial time singularities. These have a simple
interpretation: the evolution of expectation values or matrix elements in the interacting theory implies that the
interaction is switched-on suddenly. The interaction rearranges the spectral densities of the fields and the response to
the sudden switching-on of the interaction results in initial time singularities which are enhanced in a renormalizable
theory. For ystems with a finite number of degrees of freedom such effects are also present but no singularities arise.
In summary, the time evolution of arbitrary quantum states or density matrices in (interacting) field theory leads
to short time divergences. Only for appropriately prepared pure or mixed initial states, as those considered in this
paper, the time evolution is well defined. By appropriately prepared we mean states where the filling for high energy
quanta follows a precise law determined by the initial data, couplings and masses.
We have chosen to study these initial time singularities and provide a consistent resolution in a Yukawa theory in
3+1 dimensions, this theory being renormalizable allows to identify all of the divergences and singularities: ultraviolet
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divergences associated with mass, coupling and wave-function renormalizations and initial time singularities that
cannot be cancelled by the usual counterterms.
After recognizing the initial time singularities and their physical significance in the case of homogeneous conden-
sates, we have proposed a rather simple approach to provide a singularity free initial value problem. We introduced
Bogoliubov transformed initial states that incorporate the effects of dressing of states by the interaction. The Bogoli-
ubov coefficients can be obtained in a systematic series expansion in the Yukawa coupling and we have obtained them
to one-loop order in this theory. The usual renormalization counterterms cancel the ultraviolet divergences associated
with mass, coupling and wave-function, and the Bogoliubov coefficients are chosen consistently to cancel the initial
time singularities. That is, their high energy behaviour is fixed according to the initial data [sec. IV].
We have established contact with linear response theory by obtaining the evolution equations for the scalar con-
densate and the initial value problem in the linearized approximation as the linear response to an external source
coupled to the scalar condensate. This equivalent formulation clarifies at once the relationship between the linearized
approximation for the evolution equations of the condensate and linear response. The corresponding initial value
problem, i.e. providing Cauchy data for the field and its first derivative on a spatial hypersurface requires that the
external source that couples to the scalar field does not vanish after the initial time. A very specific source term that
depends on a given past history of the condensate furnished a singularity free initial value problem.
After presenting the method in the simpler homogeneous case and establishing the relationship to linear response
theory we focused on the important case of inhomogeneous condensates. Following on the steps for the homoge-
neous case we have constructed the proper Bogoliubov transformation to lowest order in the Yukawa coupling and
shown explicitly how a judicious choice of the Bogoliubov coefficients in combination with the usual renormalization
counterterms leads to an initial value problem free of ultraviolet and initial time singularities. As an example of this
consistent procedure we have provided a numerical study of the space-time evolution of an inhomogeneous scalar
condensate both in the case in which the scalar can decay into fermion-antifermion pairs and in the case in which the
scalar is light and stable.
A noteworthy result of our study is the breakdown of (discrete) chiral symmetry via the initial conditions in the case
of massless fermions. The initial state with a non-zero value of the condensate of its time derivatives (first or second)
break the discrete chiral symmetry, we emphasize that this breakdown is not a consequence of an explicitly symmetry
breaking term but of the initial quantum state with a non-equilibrium condensate. This is clearly a manifestation of
non-equilibrium effects.
We have also generalized the results of the fermionic case to scalar field theories by exploiting the relation to linear
response, thus providing a generalized and consistent manner of describing non-equilibrium evolution of condensates
in terms of an initial value problem free of ultraviolet divergences and initial time singularities.
Applications: We foresee several applications of these methods: i) we can now study consistently the evolution
of inhomogeneous pion condensates after a chiral phase transition by setting up a physically reasonable initial value
problem that incorporates the important features of the transition in the fully interacting initial state (or density
matrix). This approach is complementary to that advocated in ref. [11]. ii) In cosmology we can now study the non-
equilibrium dynamics of inhomogeneous configurations by providing the initial field profile and the first derivative on
a space-like hypersurface and following the space-time evolution of this configuration. In particular a very relevant
setting for cosmology is that of supersymmetric theories during for example the stages of rolling of the scalar field
component. Treating the dynamics as an initial value problem, the initial conditions on the scalar field, displaced
from the equilibrium position breaks supersymmetry. This breakdown of supersymmetry is not explicit at the level of
the Lagrangian, but by the quantum state. Our formulation allows us to follow the dynamics consistently and study
the consequences of this supersymmetry breaking. Work on these issues is in progress.
The next step in our program is to extend the results obtained in this article, valid in the linearized approximation,
to a full non-linear inhomogeneous problem. We expect to report on progress on these and other issues in the near
future.
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APPENDIX A: FERMIONIC GREEN’S FUNCTIONS IN THE BOGOLIUBOV STATE FOR THE
HOMOGENEOUS CASE
The Green function S>♭ (t,x; t
′,x′) in the Bogoliubov-transformed state |0♭〉 is defined via
iS>♭ (t,x; t
′,x′) = 〈0♭|ψ(t,x)ψ¯(t′,x′)|0♭〉 (A.1)
and the (free) field operators are given, in terms of the creation and annihilation operators, by
ψ(t,x) =
∑
s
∫
d3p
(2π)32Ep
eipx
[
b(p, s) U(p, s) e−iEpt
+d†(−p, s) V (−p, s) eiEpt]
ψ¯(t′,x′) =
∑
s′
∫
d3p′
(2π)32Ep′
e−ip
′x′
[
b†(p′, s′) U¯(p′, s′) e−iEp′ t
′
+ d(−p′, s′) V¯ (−p′, s′) eiEp′ t′
]
. (A.2)
We use the normalization for the spinors U¯(p, s)U(p, s) = 2m so that U †(p, s)U(p, s) = 1.
Using eqs.(IV.1), (IV.2), (A.1) and (A.2) we obtain the following expression for the transformed Green function
S>♭ (t,x; t
′,x′),
iS>♭ (t,x; t
′,x′) = 〈0♭|ψ(t,x)ψ¯(t′,x′)|0♭〉 =∑
s
∫
d3p
(2π)32Ep
eip(x−x
′)
[
cos2(βps) U(p, s)U¯(p, s) e
−iEp(t−t
′) .
− sinβps cosβps eiδps U(p, s)V¯ (−p, s) e−iEp(t+t
′)
− sinβps cosβps e−iδpsV (−p, s)U¯(p, s) eiEp(t+t
′)
+sin2 βps V (−p, s) V¯ (−p, s) eiEp(t−t
′)
]
.
As long as we consider homogeneous condensates, the angles βps and δps can be chosen to depend only on the
modulus |p|, and on the helicities. The weight of the two possible helicities is still arbitrary and we consider these
angles to be functions of the helicity matrix
Σpˆ =
(
σpˆ 0
0 σpˆ
)
,
where pˆ = p/|p|. We have, e.g.,
f(Σpˆ)
∑
s
U(p, s)V¯ (−p, s) =
∑
s
U(p, s)V¯ (−p, s)f(Σpˆ) =
∑
s
f(s)U(p, s)V¯ (−p, s) .
Σpˆ commutes with the all other matrices that are relevant to this discussion, γ0, γ5 and pγ and can therefore be
treated as a c-number.
Specifying the vector pµ to be on shell, pµ = (Ep,p), and using γ0γγ0 = −γ it is straightforward to find∑
s
U(p, s)U¯(p, s) = /p+m ,
∑
s
V (−p, s)V¯ (−p, s) = γ0(/p−m)γ0 = γ5γ0(/p+m)γ5γ0 .
the mixed product can be found by resorting to the representation
U(p, s) =
/p+m√
Ep +m
(
χs
0
)
V (−p, s) = −γ0(/p−m)γ0√
Ep +m
(
0
χs
)
.
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Where χs is an eigenspinor of σpˆ with eigenvalue s from which we find∑
s
V (−p, s)U¯(p, s) = γ5γ0(/p+m) ,
∑
s
U(p, s)V¯ (−p, s) = (/p+m)γ5γ0 ,
We note that the phase δps appears in a combination such that a shift in this phase can be compensated by a shift
in the origin of time, i.e. a time translation t → t + to δps → δps + 2Ept0. Since the square of the helicity matrix
is the identity and the only odd function of βps multiplies the mixed terms, we found that the simplest Bogoliubov
transformation that is required to cancel the initial time singularities is such that the phase δps is independent of s
and that βps = Σpˆβp so that
cosβps = cosβp
sinβps = Σpˆ sinβp .
Such a choice has proven to be appropriate for removing the initial singularity for the full one-loop equations.
After some straightforward algebra, we find
iS>♭ (t,x; t
′,x′) = 〈0♭|ψ(t,x)ψ¯(t′,x′)|0♭〉 = (A.3)∫
d3p
(2π)32Ep
eip(x−x
′)
[
cosβp e
−iEpt − sinβp e−iδp Σpˆγ5γ0 eiEpt
]
(/p+m)
[
cosβp e
iEpt
′ − sinβp eiδpγ5γ0 Σpˆ e−iEpt
′
]
,
Upon reordering of the terms we find the Green’s function quoted in (IV.3).
A similar calculation leads to the transformed Green function S<♭ (t,x; t
′,x′) which is defined as
− iS<♭ (t,x; t′,x′) = 〈0♭|ψ¯(t′,x′)ψ(t,x)|0♭〉 ,
Following the same steps leading to (A.3) we find
−iS<♭ (t,x; t′,x′) = 〈0♭|ψ¯(t′,x′)ψ(t,x)|0♭〉 =∫
d3p
(2π)32Ep
eip(x−x
′)
[
sinβp e
iδps e−iEpt Σpˆ+ cosβp γ5γ0 e
iEpt
]
(/p+m)
[
sinβp e
−iδp eiEpt
′
Σpˆ+ cosβp γ5γ0 e
−iEpt
′
]
.
which upon reordering of terms gives the form quoted in expression (IV.4).
APPENDIX B: BOGOLIUBOV TRANSFORMATION AND TADPOLE DIAGRAM FOR
INHOMOGENOUS SYSTEMS
In this Appendix we generalize the Bogoliubov transformations described in the homogeneous case to the case of
inhomogeneous condensates. Unlike the homogeneous case in which the generator of the Bogoliubov transformation
creates particle-antiparticle pairs of zero total momentum, in the inhomogenous case the total momentum of the pair
is non-zero.
Consistent with perturbation theory we now find the corresponding Bogoliubov transformation to lowest order in
the Yukawa coupling, thus cosβps ≈ 1 , sinβps ≈ βps = O(g). Since the self-energy is already of O(g2), to lowest
order we only need to focus on the tadpole term J♭(x, t).
The Bogoliubov transformation in lowest order reads
b(p, s) = b♭(p, s) +
∫
d3p′
(2π)32Ep′
ρss′(p,p
′) d†
♭
(−p′, s′) ,
d†(−p, s) = −
∫
d3p′
(2π)32Ep′
ρ∗s′s(p
′,p)b♭(p
′, s′) + d†♭(−p, s) .
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with ρss′ = O(g). With this choice the transformation leaves the canonical anticommutation relations unchanged up
to terms of order ρ2ss′ . In order to compute the transformed Green functions we need the expectation values of bilinear
combinations of creation and annihilation operator. We find the following expectation values that are necessary to
compute the Green’s functions ,
〈0♭|b(p, s)d(−p′, s′)|0♭〉
=
∫
d3p′′
(2π)32Ep′′
[−ρs′′s′(p′′,p′)] 〈0♭|b♭(p, s)b†♭(p′′, s′′)|0♭〉δss′(2π)32Epδ3(p− p′′)
= −ρss′(p,p′) .
〈0♭|b(p, s)b†(p′, s′)|0♭〉 = (2π)32Epδss′δ3(p− p′) ,
〈0♭|d†(−p, s)d(−p′, s′)|0♭〉 = 0 ,
〈0♭|d†(−p, s)b†(p′, s′)|0♭〉 = −ρ∗s′s(p′,p) .
〈0♭|d(p′, s′)d†(p, s)|0♭〉 = (2π)32E0δss′δ3(p− p′) ,
〈0♭|b†(−p′, s′)b(−p, s)|0♭〉 = 0 ,
〈0♭|d(−p′, s′)b(p, s)|0♭〉 = ρss′(p,p′) ,
〈0♭|b†(p′, s′)d†(−p, s)|0♭〉 = ρ∗s′s(p′,p) .
This yields the transformed Green’s functions,
iS>♭ (t,x; t
′,x′) = 〈0♭|ψ(t,x)ψ¯(t′,x′)|0♭〉 =∑
s
∫
d3p
(2π)32Ep
eip(x−x
′) U(p, s) U¯(p, s) e−iEp(t−t
′)
−
∑
ss′
∫
d3p
(2π)32Ep
∫
d3p′
(2π)32Ep′
ei(px−p
′
x
′)
{
ρ∗s′s(p
′,p) V (−p, s) U¯(p′, s′) e−i(Ept+Ep′ t′)
+ρss′(p,p
′) U(p, s) V¯ (−p′, s′) ei(Ept+Ep′ t′)
}
.
and
−iS<♭ (t,x; t′,x′) = 〈0♭|ψ¯(t′,x′)ψ(t,x)|0♭〉 =∑
s
∫
d3p
(2π)32Ep
eip(x−x
′) V (−p, s) V¯ (−p, s) e−iEp(t−t′)
+
∑
ss′
∫
d3p
(2π)32Ep
∫
d3p′
(2π)32Ep′
ei(px−p
′x′)
{
ρ∗s′s(p
′,p) V (−p, s) U¯(p′, s′) e−i(Ept+Ep′ t′)
+ ρss′(p,p
′) U(p, s) V¯ (−p′, s′) ei(Ept+Ep′ t′)
}
.
to first order in ρss′(p,p
′).
Using these results we now can evaluate the tadpole graph in the inhomogenous condensate. That is, the expectation
value of < ψ¯ψ > which plays the roˆle of an external current in the equation of motion. Inserting the above explicit
expressions we find
J♭(t,x) = ig tr S
>
♭ (t,x; t,x) = g
∑
s
∫
d3p
(2π)32Ep
tr
[
U(p, s)U¯(p, s)
]
−
∑
ss′
∫
d3p
(2π)32Ep
∫
d3p′
(2π)32Ep′
ei(p−p
′)x
{
ρ∗s′s(p
′,p) tr
[
V (−p, s) U¯(p′, s′)] ei(Ep+Ep′)t
ρss′ (p,p
′) tr
[
U(p, s) V¯ (−p′, s′)] e−i(Ep+Ep′)t} .
The traces over the spinors yield,
18
tr V (−p, s)U¯(p′, s′) = U¯(p′, s′)V (−p, s) (B.1)
= −δss′s
[√
(Ep −m)(Ep′ +m) +
√
(Ep +m)(Ep′ −m)
]
tr U(p, s)V¯ (−p′, s′) = V¯ (−p′, s′)U(p, s)
= −δss′s
[√
(Ep −m)(Ep′ +m) +
√
(Ep +m)(Ep′ −m)
]
.
We see that the relevant part of ρss′ (p,p
′) contributing to eq.(B.1) is odd in s and diagonal in ss′. We therefore
choose,
ρss′(p,p
′) = γ(p,p′)
s δss′√
(Ep −m)(Ep′ +m) +
√
(Ep +m)(Ep′ −m)
.
Then,
J♭(t,x) = 4mg
∫
d3p
(2π)32Ep
−2
∫
d3p
(2π)32Ep
∫
d3p′
(2π)32Ep′
ei(p−p
′)x
{
γ∗(p′,p) e−i(Ep+Ep′)t + γ(p,p′) ei(Ep+Ep′)t
}
.
The first term is again space and time independent and is absorbed into a shift of the condensate. The second term
displays space and time dependence in a factored form. It will be used to compensate for the initial time singularities
of the self-energy.
APPENDIX C: ANALYSIS OF THE SELF ENERGY KERNEL
In this Appendix we provide the details for the various contributions to the self-energy. The integrals that enter in
the expression for the self energy kernel can be related to the following one defined in dimensional regularization
I(q20 ,q
2) ≡ i
∫
d3−ǫp
(2π)3−ǫ
1
2E+E−
E+ + E−
(E+ + E−)
2 − q20
=
∫
d4−ǫp
(2π)4−ǫ
1[
(p− q/2)2 −m2 + io
] [
(p+ q/2)
2 −m2 + io
]
=
1
16π2
[
Lǫ +
∫ 1
0
dα ln
m2
m2 + α(1− α) (q2 − q20)
]
.
Where we have introduced the shifted momenta p± = p± q/2 and energies E± =
√
p2± +m
2. Lǫ is defined as
Lǫ =
2
ǫ
− γ + ln 4πµ
2
m2
.
We now consider the various integrals defined in section VIII. In doing so we will shift the integration variable p so
that p→ p+ = p+q/2 and p′ = p−q→ p− = p− q/2. Then the numerator arising from the Dirac trace takes the
form
E+E− + p+p− −m2 = 1
2
(E+ + E−)
2 − 2
(
m2 +
q2
4
)
We then have
Σ˜1(q
2) = −8g2I1(q2)
with
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I1(q
2) =
∫
d3−ǫp
(2π)3−ǫ
E+E− + p+p− −m2
4E+E− (E+ + E−)
=
1
8
∫
d3−ǫp
(2π)3−ǫ
(
1
E+
+
1
E−
)
−
(
m2 +
q2
4
)∫
d3−ǫp
(2π)3−ǫ
1
2E+E−(E+ + E−)
The first integral, including the prefactor, is equal to∫
d3−ǫp
(2π)3−ǫ
1
4E
= − m
2
32π2
(Lǫ + 1) .
The second integral is the basic integral I(q20 ,q
2) at q20 = 0. Altogether we obtain
Σ˜1(q
2) = Σ˜1(0) + q
2Σ˜′1(0) + ∆Σ˜1(q
2)
with
Σ˜1(0) = −δM2 = 3m
2g2
4π2
(Lǫ +
1
3
)
Σ˜′1(0) = −δZ =
g2
8π2
Lǫ (C.1)
∆Σ˜1(q
2) =
(
m2 +
q2
4
)
g2
2π2
∫ 1
0
dα ln
m2
m2 + α(1 − α)q2 .
Here we have introduced the renormalization constants corresponding to a renormalization at q2 = 0.
For Σ˜3(q
2) we have
Σ˜3(q
2) = 8 g2 I3(q
2)
with
I3(q
2) =
∫
d3−ǫp
(2π)3−ǫ
1
4E+E−
(E+ + E−)
2/2− 2(m2 + q2/4)
(E+ + E−)3
.
This integral can be related to the integral I(q20 ,q
2) and its derivative w.r.t. q20 , at q0 = 0. We find
Σ˜3(q
2) = −δZ +∆Σ˜3(q2)
where δZ has been defined in eq.C.1). The finite part is
∆Σ˜3(q
2) = − g
2
8π2
∫ 1
0
dα ln
[
1 + α(1 − α) q
2
m2
]
+
g2
2π2
(
m2 +
q2
4
)∫ 1
0
dα
α(1 − α)
m2 + α(1 − α)q2
From the way in which we have introduced δZ in Σ˜1 and Σ˜3 it is apparent that the covariant counterterms δZ(
¨˜φ+q2φ˜)
in the equation of motion will absorb these divergences.
We finally consider the Laplace transform of the subtracted self energy kernel introduced in eq.(VII.1)
σ˜s(s
2,q2) = −8 g2 s2
∫
d3p
(2π)3
1
4E+E−
(E+ + E−)
2/2− 2(m2 + q2/4)
(E+ + E−)3[(E+ + E−)2 + s2]
.
Comparing with the standard integral I(q20 ,q
2) we see that besides the continuation to the Euclidean region, q20 → −s2
we have additional denominators. These can be obtained via subtraction. We have∫
d3p
(2π)3
1
2E+E−
1
(E+ + E−)[(E+ + E−)2 + s2]
= − 1
s2
[
I(−s2,q2)− I(0,q2)]
= − 1
s2
1
16π2
∫ 1
0
dα ln
m2 + α(1 − α)q2
m2 + α(1− α)(q2 + s2) .
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We proceed analogously for the second integral and finally obtain
σ˜s(s
2,q2) =
g2
2π2
∫ 1
0
dα
{
1
s2
[
m2 +
1
4
(q2 + s2)
]
ln
m2 + α(1 − α)q2
m2 + α(1− α)(q2 + s2)
+
(
m2 +
q2
4
)
α(1 − α)
m2 + α(1 − α)q2
}
(C.2)
The α integrations can be performed analytically.
APPENDIX D: DETAILS OF THE ANALYTIC SOLUTION
We have obtained in section the solution of the equation of motion and its solution via Laplace transform. We
consider at first the unrenormalized equation. The solution reads
ψq(s) =
s φq(0) + φ˙q(0)
s2 +M2 + q2 + σ˜(s2,q2)
,
so that
φq(t) =
1
2πi
∫ i∞+c
−i∞+c
ds est
sφq(0) + φ˙q(0)
s2 +M2 + q2 + σ˜(s2,q2)
.
As usual [15,16] we shift the contour to the left so that finally it includes the cuts, and eventually poles, on the
imaginary s axis and a circle at |s| → ∞ around the left half, which does not contribute for positive t as the
exponential exp st tends to zero there. In doing so we make use of the causality condition that there are no zeros in
the left half of the complex s plane, as required by causality. Along the cut at s = iω with 2
√
m2 + q2 < ω <∞ we
define the real and imaginary parts of the kernel σ˜ by the convention
σ˜((iω ± ǫ)2,q2) = σ˜R(−ω2,q2)± i σ˜I(−ω2,q2) .
As σ only depends on s2 this also fixes the relative signs of the imaginary parts of σ˜ on the lower cut for which
−∞ < ω < −2
√
m2 + q2. We then obtain
φq(t) =
1
2πi
∫ ∞
ωc
i dω eiωt disc
iωφq(0) + φ˙q(0)
−ω2 +M2 + p2 + σ˜(−ω2 ± iǫ,q2)
+
1
2πi
∫ ∞
ωc
(−i) dω e−iωt disc −iωφq(0) + φ˙q(0)−ω2 +M2 + p2 + σ˜(−ω2 ∓ iǫ,q2)
with ωc = 2
√
q2 +m2 for the two fermion cut. The spectral density is obtained from the discontinuity across the cut
S(ω,q) = i disc
1
−ω2 +M2 + p2 + σ˜(−ω2 + iǫ,q2)
=
2σ˜I(−ω2,q2)
[−ω2 +M2 + p2 + σ˜R(−ω2 + iǫ,q2)]2 + σ˜2I (−ω2 + iǫ,q2)
(D.1)
In the case in which the scalar particle is unstable, i.e. M > 2m there is a resonance above the fermion-antifermion
threshold and no support for the spectral density below threshold [15,16]. However in the case M < 2m the scalar
is stable and cannot decay, now the spectral density has support above and below threshold. Below threshold the
spectral density is a delta function at the position of the renormalized pole, to include the stable pole below the
two particle threshold in the description we now define ωc = 0
+ to distinguish that the origin is excluded from the
integration region. The pole in the stable case is obtained from the identity
S(ω,q)
σI→0→ πδ(−ω2 +M2 + p2 + σ˜R(−ω2 + iǫ,q2))
so that
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φq(t) =
2
π
∫ ∞
0+
dω cosωt
ω φq(0) σ˜I(−ω2,q2)
[−ω2 +M2 + p2 + σ˜R(−ω2 + iǫ,q2)]2 + σ˜2I (−ω2 + iǫ,q2)
+
2
π
∫ ∞
0+
dω sinωt
φ˙q(0) σ˜I(−ω2,q2)
[−ω2 +M2 + p2 + σ˜R(−ω2 + iǫ,q2)]2 + σ˜2I (−ω2 + iǫ,q2)
. (D.2)
In order that this equation and its time derivative be consistent at t = 0 we have to require the sum rule
1 =
2
π
∫ ∞
0+
dω
ω σ˜I(−ω2,q2)
[−ω2 +M2 + p2 + σ˜R(−ω2 + iǫ,q2)]2 + σ˜2I (−ω2 + iǫ,q2)
.
In order to derive this sume rule we require, as already mentioned above, that the denominator s2+q2+M2+σ(s2,q2)
has no zeros in the left half of the complex plane. We have to assume furthermore that σ˜(s2,q2) increases less strongly
as s2 as |s| → ∞ in the left half of the complex plane. Under these assumptions we have the identity
1
iπ
∮
ds
s
s2 + q2 +M2 + σ˜(s2,q2)
= 0
if the integral is carried out along the contour enclosing the left half of the complex plane. The contour consists of
an integral along the left of the imaginary s axis and a semicircle at |s| =∞. The latter one contibutes
1
iπ
∫
C
ds
s
= −1 .
The integral along the imaginary axis is given by
1
π
∫ ∞
0
dω
[
iω
s2 + q2 +M2 + σ˜(−ω2 − io) +
−iω
s2 + q2 +M2 + σ˜(−ω2 + io)
]
=
2
π
∫ ∞
ωc
dω
ωσ˜I(−ω2,q2)
|−ω2 +M2 + p2 + σ˜(−ω2 + iǫ,q2)|2 . (D.3)
The two parts of the contour integral have to add up to zero, which yields the sum rule.
For the renormalized equation of motion we rewrite the result obtained in section VII as
φq(t) =
1
2πi
∫ i∞+c
−i∞+c
ds
{[
sφq(0) + φ˙q(0)
]
F1(s
2,q2) + φ¨q(0)
1
s
F2(s
2,q2)
}
with
F1(s
2,q2) =
1 +∆Σ˜3(q
2) + s σ˜(s2,q2)
s2
[
1 + ∆Σ˜3(q2) + σ˜s(s2,q2)
]
+ q2 +M2 +∆Σ˜1(s2,q2)
F2(s
2,q2) =
σ˜s(s
2,q2)
s2
[
1 + ∆Σ˜3(q2) + σ˜s(s2,q2)
]
+ q2 +M2 +∆Σ˜1(q2)
.
The function F1(s
2,q2) has analyticity properties analogous to the fraction 1/(s2 + q2 +M2 + σ˜) considered above.
In particular the discontinuities along the positive and negative imaginary axis have the same relative signs, it has
no singularities in the left half of the complex plane, and the limiting behavior as |s| → ∞ is 1/s2. For the first
property it is essential to note that σ˜s only depends on the square of the variable s, see (C.2). For the last property is
sufficient to notice that σ˜s(s
2,q2) behaves as ln s2 as |s| → ∞, so the terms proportional to σ˜s dominate in numerator
and denominator. The function F2(s
2,q2) has analyticity properties analogous to those of F1(s
2,q2), and decreases
asymptotically as 1/s2. The relative signs of the imaginary parts along the cuts are the same as for F1(s
2,q2).
Collecting all terms we find
φq(t) =
2
π
∫ ∞
ωc
dω
[
cosωt φq(0) ω ImF1(−ω2 + io,q2) (D.4)
+ sinωt φ˙q(0) ImF1(−ω2 + io,q2)
− φ¨q(0)
ω
cosωt ImF2(−ω2 + io,q2)
]
.
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For the consistency of the left and right hand sides and their first derivatives w.r.t t the sum rule
1 =
2
π
∫ ∞
ωc
dω ω ImF1(−ω2 + io,q2) (D.5)
has to be satisfied. It follows again by considering the integral
1
iπ
∮
ds s F1(s
2,q2)
along a closed contour around the left complex half plane. One needs, furthermore,
0 =
2
π
∫ ∞
ωc
dω
1
ω
ImF2(−ω2 + io,q2)
which follows from analagous considerations, using that in this case the infinite semicircle does not contribute as the
integrand behaves as 1/s3 there.
We next have to consider the term proportional to φ¨q(0) and the second time derivative of eq.(D.4). From the
renormalized equation of motion (VI.2) at t = 0 we derive immediately
φ¨q(0) = −φq(0) q
2 +M2 +∆Σ˜1(q
2)
1 + ∆Σ˜3(q)2
. (D.6)
The second derivative of (D.4) at t = 0 reads
φ¨q(0) = − 2
π
∫ ∞
ωc
dω
[
φq(0) ω
3 ImF1(−ω2 + io,q2) + ω2 φ¨q(0) ImF2(−ω2 + io,q2)
]
.
We express, on the right hand side, φq(0) by φ¨q(0), using (D.6). Then we can write the sum rule as
1 =
2
π
∫ ∞
ωc
dω ω Im
[
ω2F1(−ω2 + io,q2) 1 + ∆Σ˜3(q
2)
q2 +M2 +∆Σ˜1(q2)
+ F2(−ω2 + io,q2)
]
. (D.7)
The expression in the square brackets can be written explicitly as
ω2
(
1 + ∆Σ˜3 + σ˜s
)
−ω2
(
1 + ∆Σ˜3 + σ˜s
)
+ q2 +M2 +∆Σ˜1
1 + ∆Σ˜1
q2 +M2 +∆Σ˜1
+
σ˜s
−ω2
(
1 + ∆Σ˜3 + σ˜s
)
+ q2 +M2 +∆Σ˜1
=
− 1 + ∆Σ˜1
q2 +M2 +∆Σ˜1
+
1 +∆Σ˜3 + σ˜s
−ω2
(
1 + ∆Σ˜3 + σ˜s
)
+ q2 +M2 +∆Σ˜1
.
Only the imaginary part if this expression occurs in the integrand. So the first term on the right hand side does not
contribute, and the second term is just F1. The sum rule (D.7) reduces therefore to the first one(D.5).
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FIG. 1. Unstable case: M = 3 ; m = 1 ; g = 1 with a gaussian profile for the condensate at t = 0, given by (VII.2) with
R0 = 1 and normalized so that
∫
d3xφ(0,x) = 1.
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FIG. 2. Stable case: M = 1 ; m = 1 ; g = 1 with a gaussian profile for the condensate at t = 0, given by (VII.2) with R0 = 1
and normalized so that
∫
d3xφ(0,x) = 1.
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