project sought to replicate and extend this prior work by evaluating an algorithm specifically targeting lapses from a weight loss diet among a treatment-seeking sample. Our methods are novel in that we investigate the utility of combining group-and individual-level data to efficiently generate real-time lapse predictions. This procedure can reduce the time spent on data collection while preserving the ability to detect patterns in the data.
We recruited a small sample (n = 12) of weight-loss-seeking individuals with overweight or obesity. Participants were asked to adhere to the Weight Watchers® (WW) weight loss plan and continuously self-report lapses and relevant triggers through an EMA smartphone app for 6 weeks. It was estimated that 6 weeks of data collection from 12 individuals would provide adequate data for a preliminary model (an estimated 216-288 lapses based on prior work) 8 while also piloting our methodology for algorithm development.
Study Aims

Aim 1
Our primary aim was to achieve a model for predicting dietary lapses that achieves a priori thresholds of accuracy, sensitivity, and specificity. An accuracy threshold was set at >70% based on extant literature. 9, 10 The threshold for sensitivity (ie, accurate prediction of lapse) was set at >70% so that the algorithm could predict the majority of lapses. Strong sensitivity typically comes at the expense of specificity (eg, accurate prediction of a non-lapse). 11 Therefore, we set a threshold of >50% specificity to minimize false positives.
Aim 2
The next aim was to evaluate the ability of separate individual-level models to predict dietary lapses. We also tested the ability of a group model to predict lapses for a completely new user. Given the individualized nature of eating behavior and the rarity of lapse cases, we hypothesized that neither group-nor individual-level models alone will be capable of meaningful prediction.
Aim 3
The final aim sought to evaluate a combination of group-and individual-level data to enhance prediction.
Methods
Participants
This study included 12 participants (age mean = 38.25, SD = 13.54; 91.7% female; 50.0% white, 50.0% black/ African American) with overweight or obesity (BMI mean = 33.60 kg/m 2 , SD = 5.66). Inclusion criteria were age 18-65, body mass index 27-45 kg/m 2 , and ownership of an iOS device with data plan.
Exclusion criteria were participation in a structured weight loss program, pregnancy, serious medical conditions that affected weight or appetite, reported disordered eating symptoms, or medication change known to affect weight or appetite within the last 3 months.
Procedures
See Figure 1 for depiction of study flow. Participants were recruited from Philadelphia and surrounding areas using listservs and community postings. Interested participants were screened using an online survey. Additional screening occurred via telephone. Eligible individuals were invited to attend an in-person baseline appointment. At this appointment, informed consent was obtained from all participants and documented according to the specifications of the US Department of Health and Human Services and US Food and Drug Administration.
After providing informed consent, participants were given the EMA smartphone app and the WW program at no cost and were taught to use both. The WW program, an evidencebased weight loss program, 12 assigns points goals per day and these daily point goals were further broken down into specific meal/snack targets. Participants were instructed to report a dietary lapse in the EMA smartphone app if they exceeded any of their meal/snack point targets throughout the day. This procedure was developed to enhance the validity of a lapse report by increasing objectivity. Participants were retrained on the definition of a dietary lapse at a follow-up appointment 3-5 days after baseline. Participants used the EMA smartphone app and the WW program for 6 weeks. They received weekly emails with information about survey completion, study earnings, and WW mobile app use. Participants also received 20-minute phone calls in weeks 2 and 4 to reinforce good compliance with EMA and troubleshoot problems with the apps. Participants received payment for participation every other week. Consistent with prior EMA studies, participants could earn up to $180 total, with $0.50 deduction for every missed EMA prompt. [13] [14] [15] [16] Participants' monetary balances were displayed in the EMA app.
Ecological Momentary Assessment
The EMA app prompted participants at 6 quasi-random times to enter data (time-based sampling) and allowed participants to give unprompted lapse reports (event-based sampling). Over 20 potential lapse triggers were identified from the literature and assessed. Asking participants to respond to 20 questions 6 times per day was judged infeasible. Instead, each prompt contained 8 questions drawn quasi-randomly. The frequency and timing of questions varied based on theory and research support (eg, hours of sleep was asked once in the morning, mood was asked several times per day as it tends to vary often). 17 If participants responded "yes" to a lapse, a subset of questions were replaced with specific lapse-related questions (eg, time, location) so as not to penalize lapse reporting. Surveys were timestamped upon completion.
Measures
Dietary Lapse. Dietary lapses were defined as any instance in which an individual exceeded a meal or snack point target.
Participants also recorded the time and date of each lapse.
Lapse Predictors. Lapse predictors were identified via a literature search of factors previously associated with lapses, general overeating behavior, or poor self-control. Questions were developed by the study team based on our prior EMA work. 8 See Table 1 for a complete list of predictors, questions, and answer scales. 
Trait-Like Predictive Factors.
A number of trait-like factors can impact eating behavior and therefore were included in our models. A demographics questionnaire, given at baseline, included questions on age, sex, ethnicity. Weight and height was measured using a research-grade calibrated scale and stadiometer. Dieting and weight history was assessed via self-report of current and previous dieting attempts, and difference between current and lowest weight (ie, weight suppression). Restraint and overeating were assessed using the Eating Inventory (EI), 18 formally the Three-Factor Eating Questionnaire. The EI contains 51 items and is composed of three subscales including cognitive restraint (ie, an individual's presumed cognitive control over eating behavior), disinhibition (ie, eating in excess in response to emotional and cognitive cues), and hunger. EI factors were included in the model because they are associated with real-world eating behavior. 19 Responsivity to food was measured using the Power of Food Scale (PFS). 20 The PFS is a 15-item selfreport measure that assesses individual differences in the psychological influence of the food environment. The PFS predicts cravings and consumption among individuals who are dieting. 21 Propensity for food cravings was measured using the Food Cravings Questionnaire-Trait (FCQ-T). 22 This 39-item self-report measure prompts respondents to indicate how often each statement regarding food cravings is true for them on a 6-point scale (from never to always). Strength and frequency of food cravings tend to predict consumption (eg, susceptibility to dietary lapse). Preparation of Data. Predictors were lagged onto the subsequent case to reflect event prediction. Lagging variables from one day to the next was not performed. The data set was imbalanced with non-lapses outnumbering lapse instances by 1:9.5. To prevent the algorithm from focusing on the most numerous case (ie, non-lapse) rather than the lapses, the ROSE package was used to balance the data. 23, 24 Our EMA procedure to alleviate participant burden resulted in systematic missing data (ie, a response was not possible because of quasi-random question administration) in addition to the data missing due to nonresponse. A separate class approach to imputation was used, which is recommended when there is substantial missing data in both the training and testing data sets. 25 Using this method, categorical and continuous variables received codes specifying missing data.
Training and Testing. Training and testing of data was conducted through cross-validation. 23 The model was trained on the first 4 weeks of data and made a prediction on the subsequent 2 weeks of data to simulate how predictions would be used when the algorithms are ultimately applied in the context of treatment. The goal was to provide the algorithm with as much training data as possible while preserving adequate data for testing. Predicted outcomes were compared to the actual outcomes to estimate accuracy, sensitivity, and specificity. Estimates were compared to a priori thresholds for acceptable sensitivity (.70), accuracy (.70), and specificity (.50).
Model performance was also evaluated by calculating an area under the curve (AUC) estimate using the pROC package 26 to conduct a receiver operating characteristic (ROC) analysis. An AUC of 1 indicates a perfect test, while .50 represents a test that is no better than chance. 11, 27 Furthermore, 95% confidence intervals (CIs) of AUC values were calculated to estimate stability. If the CI included .50, model estimates were deemed unreliable. 28 Aim 1: Model Selection. The optimal group model was identified using ensemble methods (eg, combining weighted vote of predictions from Random Forest, Logit.Boost, Bagging, Random Subspace, Bayes Net). Cost-sensitive methods were used by incorporating a cost matrix (eg, a matrix of penalties for misclassification) into each decision tree. 29 Cost sensitive penalties were selected based on a balance of sensitivity and specificity (eg, highest possible sensitivity while maintaining adequate specificity).
Aim 2: Individual-and Group-Level Analyses.
Accuracy, sensitivity, and specificity of the classification model built within each participant was examined. To examine model generalization, "leave-one-out" cross-validation procedures were used in which an entire participant's set of responses was left out of the training set and used as the testing set. This analysis assessed the ability of a model built on the group-level (training set including multiple subjects) to predict a new individual's observations. The number of models that met threshold criteria and AUC values were calculated for individual and group cross-validation.
Aim 3: Combining Group-and Individual-Level Data.
The above analyses were repeated with cross-validation that included part of the data from the testing case in the training data. Therefore, the model was trained using data from the group, as well as part of the data from the testing case. The final cross-validation step was tested with 4 weeks of individual data added to the group. The number of models that met threshold criteria and AUC values were calculated.
Results
Descriptive Information
See Table 2 for descriptive information of model predictors. Collectively, participants reported a total of 292 lapses and there were 2,551 non-lapse ratings. Participants reported an average of 3.47 lapses per week (SD = 2.41, 95% CI [2.10, 4.84] ). An average of 24.33 lapses per person were reported (SD = 15.82, range = 0-48). Participants responded to an average of 94.6% of EMA prompts (range = 85.2%-98.9%) and compliance remained relatively stable throughout the study.
Aim 1
The final group model accuracy (0.72) exceeded the a priori threshold while maintaining good sensitivity (0.70) and specificity (0.72). In addition, the ROC analysis (AUC = 0.72, 95% CI AUC [0.66, 0.77]) indicated that the group-level model was adequate.
Aim 2
To accomplish Aim 2, the performance of group-level and individual-level models were examined separately. Model outcomes from each analysis are depicted in Figure 2 . One participant (participant A) was removed from the below analyses because no lapses were reported for the duration of the study.
Individual-Level Model.
To examine the effect of an individuallevel model, a model was built based on each participant's first 4 weeks of data (and tested on the remaining two). This procedure resulted in 11 sets of model outcomes (one for each participant who had reported enough lapse cases). Two individual-level models met the minimum criteria for model adequacy. Furthermore, 95% CIs of the AUC values included 0.50 (indicating model instability) for all but one participant.
Group-Level Model.
To examine the effect of the group-level model, one participant was left out of model construction and the algorithm was tested on that particular individual. This procedure resulted in 11 sets of model outcomes (one for each participant who had reported enough lapse cases). None of the group-level models tested on each individual participant met the minimum criteria for model adequacy (specificity ≥.50 and sensitivity ≥.70). An examination of 95% CIs of the AUC values for these models indicated that approximately half of models (54.5%) had CIs including 0.50 (indicating model instability), whereas the remaining 45.5% had more stable CIs (eg, did not include .50).
Aim 3
To further examine the effect of the combined group-and individual-level model (Aim 3), each participant's data was again split into the first 4 weeks and the last 2 weeks. Model construction involved the group's data in addition to the first 4 weeks of an individual's responses and the algorithm was tested on that particular individual's final 2 weeks of responses. This procedure resulted in 11 sets of model outcomes (one for each participant who had reported enough lapse cases). Eight models (constructed from the group data with 4 weeks of an individual's data) met the minimum criteria for model adequacy. Furthermore, 95% CIs of the AUC excluded 0.50 for all participants, indicating good model stability. Model outcomes are depicted in Figure 2 .
Discussion
The current study sought to develop a classification algorithm to predict dietary lapses among individuals who were following a weight loss diet. Our data collection methods (eg, length of time, ease of reporting) were tolerable to participants as evidenced by good compliance throughout the study. The average number of lapse reports was consistent with prior literature. [1] [2] [3] [4] Approximately 300 lapse cases were collected, which surpassed the minimum number of 75 cases recommended for classification. 30 The algorithm that resulted from the current study can predict when an individual is likely to lapse from his or her weight control diet over the next several hours based on self-reported factors. These results met the minimum criteria specified for a clinically relevant algorithm that is better than chance. Secondarily, our study aimed to investigate the predictive ability of both group-and individual-level data as combining the two data types is a commonly cited advantage of machine learning. 31 Results illustrated that the group-level models (eg, predicting one participant's behavior using an entirely separate group's data) generally had either poor sensitivity or poor specificity. For individual-level models, CIs were generally unstable and models suffered from poor sensitivity. Of note, model outcomes showed the greatest improvement when 4 weeks of individual data was added to the group-level data. Such results have strong implications for the translation of this algorithm into a JITAI for lapses. For instance, results indicate that the ideal JITAI for lapses would have a combination of group-and individual-level data. This could involve a temporary period in which an individual provides data (without intervention) until enough data are accrued to make adequate predictions when combined with the group.
Strengths and Limitations
The current study is novel in that it is the first to apply machine learning techniques to predict of dietary lapses. In addition, the study is innovative in that it specifically sought to create a scalable set of algorithms with clinical utility. The methods used here can apply broadly to JITAI solutions for other weight-related conditions (eg, diabetes, binge eating) given the similarities of these behaviors to dietary lapse and parallels in form of intervention.
The present study also contained several limitations. First, our data collection procedure may have impaired model performance by creating large amounts of missing data that were difficult to impute. 32, 33 Second, the small sample size raises questions regarding the generalizability of findings to the populations with overweight/obesity. CIs and standard deviations reveal that our outcomes are stable and reliable. Despite this reliability, results do indicate that group models generalize poorly to each individual. Thus, it appears that our sample generated enough data to create a successful machine learning model, but (as would be predicted) they are not representative of the population. It is unknown if more, and how many more, participants would be required to achieve a model that has better generalizability, and this should be an area for future study. Last, research on the prediction of lapses within other types of weight loss dieting (besides Weight Watchers) is necessary given that this algorithm and approach may not generalize to all diet programs and it may be more difficult for participants to conceptualize and report lapses in other programs.
Conclusion
In sum, machine learning techniques appear to be a promising solution for the real-time prediction of dietary lapse. The current study is a proof of concept for the application of machine learning techniques to the problem of lapsing. Continued research is necessary to refine lapse prediction by developing a more finite set of lapse predictors or utilizing predictors that require less input from the participant. [34] [35] [36] [37] The next step of this research is to use this algorithm to power a JITAI that preventatively delivers interventions for lapses based on continuous model predictions. One method of testing the efficacy of this JITAI would be a randomized controlled trial comparing the JITAI to an EMA-only condition to control for reactivity to repeated assessments. A more stringent comparison condition would be provision of nontailored interventions. Trials such as these should be powered to detect between-groups differences in weight loss as mediated by objectively measured dietary adherence. With continued innovations in the fields of mobile phone technology and data mining, JITAIs can become powerful tools for health behavior change. 
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