In this paper, we will consider the period-index problem of elliptic curves, and in particular we will give another concrete example of torsor with different period and index different with Cassel's example [3] . We will also define a number called 'generic index', which is closed related to the essential dimension of the Picard stack of algebraic curves with genus 1. Then we will show that in general, the period, index and generic index are different with each other.
Introduction
1.1. Period-index problems. Given an elliptic curve E over some field k with characteristic 0, let C be a torsor of E over k, then we know that C can be regarded as an element in the first cohomology group H 1 (k, E). We may define the period of C as the minimal positive integer n such that nC = 0 in H 1 (k, E). It can be shown that n is always finite, denote by per(C). We may also define the index of C, denote by I(C), to be the greatest common divisor of the degrees of the closed points on C. Then a well known result is that per(C)|I(C). A natural question is that whether these two numbers are the same. Unfortunately they are not. In [3] , Cassel first gave a counterexample with per(C) = 2 but I(C) = 4. On the other hand, we may define another value which lies between these two numbers: Given a torsor C of E, we use Pic 0 C/k to denote its Picard stack of degree 0 component. Then Pic 0 C/k is a G m gerbe over Pic 0
Usually it is not a trivial gerbe when the field is not algebraically closed. We use SpecK to denote the generic point of E, and consider the restriction of the Picard stack Pic 0 C/k to the generic point, say Pic 0 C/k | K . And we know the classes of G m gerbes over the field K is the same as the set of similar classes of central simple algebras, i.e. the Brauer group Br(K), so we may consider the index of the Brauer class Pic 0 C/k | K ∈ Br(K). We call it the generic index of the torsor C, denoted by i(C). We will see that these three numbers have the following relations:
per(C)|i(C)|I(C)|per(C) 2 It is natural to ask whether per(C) = i(C) or i(C) = I(C). In this paper, we will give negative answers to both of them: Theorem 1.1. There exists an elliptic curve E 1 /k 1 and a torsor C 1 of it, such that per(C 1 ) = 2, i(C 1 ) = 4
There also exists an elliptic curve E 2 /k 2 and a torsor C 2 of E 2 with i(C 2 ) = 2, I(C 2 ) = 4
So usually they are differ with each other.
Here is the reason why we consider the number i(C): It is closed related to the essential dimension (See definition below) of the Picard stack Pic 0 C/k . So the essential dimension of the Picard stacks is closed related to the period-index problems.
1.2. Essential dimension of algebraic stacks. Roughly speaking, essential dimension is a number which measures the minimal parameters we need to describe some algebraic object. Fix some base field k, we use F ield/k to denote the category with objects the field extensions of k and morphisms the obvious inclusions. Denote Set the category of sets. Given a functor
Pick an element η ∈ F (L) for some field L/k, we say an intermediate field k L ′ L a defining field of η if there exists some element η ′ ∈ F (L ′ ) and η ′ = η ∈ F (L) via the inclusion map. Then we define the essential dimension of η, denoted by ed k (η), to be:
where L ′ runs over the defining field of η and tr.deg means transcendental degree. The essential dimension of the functor F , is defined to be
where L runs over all field extensions and η runs over all elements in F (L). When the base field k is clear, we will just write ed(η) and edF . From the definition it is obvious that the essential dimension of a general functor F can be infinite. However, an interesting case is the following: consider an algebraic stack X /k, we can construct a functor
and define ed k X = ed k F X . Of course for general algebraic stacks, even for moduli stacks, its essential dimension can be infinite, for example see Section 10 of [1] . Usually we will pick X to be the moduli stack of some moduli problems or B k G, the classifying stack of some algebraic group G. The theory of essential dimension of algebraic stacks has been widely studied, see [1] and [2] for details. We will review the theorems they proved we need to use later, especially the genericity theorem (Theorem 4.1 in [1] ).
In this paper we will consider the essential dimension of the Picard stack Pic 0 C/k defined as above. It is not a Deligne-Mumford stack so in general we cannot apply the genericity theorem. But we will see in the G m gerbe case we have a similar result.
1.3. Outline of the paper. In Section 2 and Section 3 we will review the basic material of the period-index problem and essential dimension of algebraic stacks. We will prove a result we need to compute the essential dimension of Picard stacks in Section 3.
In Section 4 we will consider the Picard stacks of algebraic curves of genus 1. We first give a well known theorem about the when the Picard stack is a trivial gerbe. Then we will concentrate on the Brauer group of elliptic curves. We establish a geometric interpretation of Br(E) for an elliptic curve E. Then we review the description of the 2-torsion elements in Br(E) given by Chernousov and Guletski in [4] .
In Section 5 and Section 6 we will give the counterexamples we promised in Theorem 1.1.
Through the whole paper, we always assume the character of the base field is 0. We will use the properties of Brauer groups and algebraic stacks freely. We refer to [7] and [9] for the details of Brauer groups, [11] and [12] for the definition and properties of algebraic stacks and gerbes.
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Period-index problems of elliptic curves
Fix the base field k. Given an elliptic curve E/k, and a torsor C of E. We also use the same notation C to represent the the class of C in H 1 (k, E). By definition the period of C, denoted by per(C), is the minimal positive integer n making nC = 0 ∈ H 1 (k, E). The index I(C) of C, is the greatest common divisor of the degrees of the closed points of C. Since C is a trivial torsor if and only if C admits a k rational point, we can see that I(C) can also defined as the greatest common divisor of the degrees of field extensions l/k such that C = 0 ∈ H 1 (l, E) under the obvious inclusion. Usually for higher dimension abelian varieties, we don't have a closed point on C with degree exact I(C). But Artin and Lang showed that this is true in elliptic curves case, see Section 2 of [10] . That is, in our case, we have a closed point p ∈ C with degree of its residue field just I(C). It is shown in [5] , Corollary 10 that we always have per(C)|I(C)|per(C) 2 per(C) and I(C) are not always the same, see [3] .
We also give our definition of generic index of a torsor here:
Given an elliptic curve E over k. For a torsor C of E, we define the generic index of C to be the index of
as a Brauer class over K, where K is the functional field of E. We denote this number by i(C).
Since the inclusion Br(E) → Br(K) is injective, so we can see that per(C) = per(Pic 0 C/k | K ), hence we always have per(C)|i(C). Also we know that suppose C is a torsor splitting over some finite field extension L with degree d, then we know C admits a L point, so Pic 0 C L /L is a trivial gerbe over E L , hence K ⊗ k L is a splitting field of the Brauer class Pic 0 C/k | K , so i(C)|L, which implies i(C)|I(C). We will discuss the properties of these three numbers in the following sections.
Essential dimension and algebraic stacks
Given an algebraic stack X over k, we define the essential dimension of the algebraic stack edX to be the essential dimension of the functor F X given by:
We will discuss the basic facts of essential dimension of algebraic stacks in this section. We refer to [2] and [1] for more details. We first give some small lemmas. Prop. 2.12) For an algebraic stack X over k, suppose L/k is a field extension, then we always have Prop. 2.15 ) Given an algebraic space X over k locally of finite type. We can define its essential dimension by considering it as a stack. Then we have edX = dimX
As we pointed in the introduction, usually the essential dimension of a general algebraic stack can be infinity. So we concentrate on some special algebraic stacks. We know that algebraic stacks come naturally as solutions of moduli problems, so moduli stacks are the things we will always focus on. In this paper we will consider two types: Deligne-Mumford stacks (DM stacks) and G m gerbes.
3.1. The essential dimension of Deligne-Mumford stacks and genericity theorem. Given an algebraic stack X over k, recall the inertia stack I X → X is the fiber product X × X ×X X mapping to X via the second the projection. We say X has finite inertia if I X → X is finite. By the theorem proved by Keel and Mori, a DM stack X over a field k locally of finite type with finite inertia has a coarse moduli space X, and the morphism X → X is proper. In [1] , Brosnan, Reichstein and Vistoli proved a theorem called genericity theorem which is a powerful tool for computing essential dimension of some nice DM stacks. We now state it here:
, Theorem 4.1) Let k be a field of characteristic 0, X a smooth DM stack with finite inertia, locally of finite type over k. Let X be the coarse moduli space, K the functional field of X. Denote X K the fiber product X × X SpecK, then we have
This means that for DM stacks, to compute its essential dimension, we just need to consider the generic object. In lots of cases, this generic fiber X K will be some gerbe, so we will consider the essential dimension of gerbes next.
Remark 3.1. The Theorem 3.1 can be generalized to DM stacks whose inertia is not finite, see [2] Section 6 for more details.
3.2. Essential dimension of gerbes. We will focus on G m gerbes and µ n gerbes in this section. Since we always assume the characteristic is 0, so n is always invertible.
We fix a base field k. µ n gerbes over Speck are classified by H 2 (k, µ n ), G m gerbes are classified by H 2 (k, G m ). We have a natural injection
under the language of Brauer groups, this is just the inclusion of n torsion parts:
where for an abelian group A, we use A[n] to denote it n torsion part. The theory of Brauer groups of fields tells us Br(k) is a torsion group, that is Br(k) is the union of Br(k)[n] for n runs over all positive integers. We will use this fact later.
Given G → Speck a µ n gerbe. G corresponds to a Brauer class in Br(k)[n], let's use α to denote the class. Then we have the index of α, we use ind(α) to denote it. It is a general philosophy that the essential dimension of a µ n gerbe is closed related to the index of its Brauer class. In [6] , the authors conjectured the following:
This has been proved in [1] , Theorem 5.4 when k = 1. That is the case when m is a prime power. Usually we always have
The case of G m gerbes is related to µ n gerbes.
With these preparation, we can prove the following theorem:
Theorem 3.3. Let X → X be a G m gerbe with X an integral smooth variety over k, X is locally of finite type. Denote K the functional field of X, and X K the generic gerbe X × X SpecK. Then we have
Since X is smooth, so Br(X) → Br(K) is an injection. So Br(X) is a torsion group. There exists a µ n gerbe Y over X for some n such that Y maps to X under the map
Y is a DM stack and we may apply the genericity theorem to see that
where Y K is the generic gerbe. Then we have
is the residue field of p ∈ X and X p is the restriction of X to p, similar for Y p . The first equality is by definition, the second is by Theorem 3.2, the third is by Theorem 3.1 and the remark below, the last is again by Theorem 3.2.
This theorem means for G m gerbes, we still have the genericity property. We now actually proved:
Theorem 3.4. Given an elliptic curve E over k, C a torsor of E. If i(C) = p r 1 1 ...p r k k , then we have
and if conjecture 3.1 holds, we have the equality.
This theorem gives us a reason to consider the value i(C). It is natural to ask whether i(C) is just per(C) or I(C)? In the next three sections we will show that this is really a new value.
Picard stack of algebraic curves of genus 1 and Brauer group of elliptic curves
The main purpose of this section is to collect the tools we need in the construction in the next two sections. We first need: Proof. We first show that π is an injection. Suppose π(f * G +Pic 0 C/k ) = 0 ∈ Br(E), then f * G +Pic 0 C/k restricts to the identity of E is a trivial gerbe, but the restriction of Pic 0 C/k to the identity is always trivial since we always have the structure sheaf, so G = 0 ∈ Br(k). Now Pic 0 C/k is a trivial gerbe over E then by Theorem 4.1 we must have C is a trivial torsor. So π is injective.
For surjectivity, we have the exact sequence
induced by the Leray spectral sequence, and the Picard stack Pic 0 C/k ∈ Br(E) maps to C ∈ H 1 (k, E). So for any X a G m gerbe over E, define C ∈ H 1 (k, E) to be the image of X . Then we have X − Pic 0 C/k maps to 0 under the morphism Br(E) → H 1 (k, E). So X − Pic 0 C/k = f * G for some G ∈ Br(k). This proves the surjectivity.
2 torsion elements of Br(E).
We need to following useful description of the 2 torsion elements in Br(E) for an elliptic curve E given in [4] . For any field L, two elements a, b ∈ L * , we use the notation < a, b >∈ Br(L) to denote the quaternion algebra generated by 1, i, j, ij with relations . Denote by τ, σ, ω the three non-trivial 2 torsion elements of E. We define f σ,σ to be the rational function of E with a double zeroes at σ and double poles at e, the identity, and f g 2 evaluated to the identity is a square for some (hence any) rational function g with a single zero at e. Similar we define f τ,τ and f ω,ω . If we write the curve by Br(E)[2] Br(K) [2] can be written in the form:
also all biquaternion algebras of this form arise from some torsors. And such a biquaternion algebra is trivial if and only if it is similar to one of the following three types:
(
With these tools, we can begin our construction.
An example for i(C) < I(C)
In this section we will give a concrete example for i(C) < I(C). In this section, we fix the ground field k to be Q. And we also need the rank of our elliptic curve E is 0 (This is not necessary since by Mordell-Weil conjecture E(Q)/2E(Q) is always finite, which is sufficient for our proof, but we assume it for simplicity). An good example is the elliptic curve constructed in [3] , which has the property E[2] = E(Q). We keep our notations in the previous section. Remember we always use K to denote the function field of E.
Let's start with an interesting Brauer class:
. Then A is in Br(E) under the inclusion map Br(E) → Br(K). Moreover it represents the class of the Picard stack of some torsor C of E.
Proof. We first prove that A ∈ Br(E). We define
and similar for L τ with multiplication given by
The restriction of I to the generic point is just A. So we just need to check this is an Azumaya algebra. We need to show I p is an Azumaya algebra over O E,p for all p ∈ E. But this is trivial since when p / ∈ {e, σ, τ } then f σ,σ , f τ,τ are units so I p is just a quaternion algebra defined similarly over local rings. When p ∈ {e, σ, τ } since they have double poles or zeroes, we can first multiplied by the square of the uniformizer then they are units, and hence we may use quaternion algebras same as before.
To see A comes from some torsor we need to check its restriction to the identity is trivial. But this is obvious from the definition.
From the previous lemma and Theorem 4.3, we can see there exists two integers S, T such that < f σ,σ , f τ,τ >=< f σ,σ , S > ⊗ < f τ,τ , T > in Br(K). Then for any rational numbers M, N satisfying < M, N >= 1 we have
so < Mf σ,σ , Nf τ,τ > also comes from some torsor of E providing < M, N >= 1 (or you may prove it directly by using the same idea of Lemma 5.1). For < M, N >= 1, we denote C M,N the torsor such that Proof. We pick a prime p which is not in P and for every p i ∈ P , p is not a square in F p i if p i is odd. This can be done by following procedure: We first choose 0 ≤ r i < p i for each p i ∈ P and r i is not a square in F p i . Set D the product of all odd primes in P . Then by Chinese remainder theorem there is a unique 0 ≤ r < D such that the unique solution of system of equations:
x ≡ r i (mod p i ) for all p i ∈ P is x ≡ r(mod D). Then by the Dirichlet's Theorem the are infinitely many prime numbers of form Dn + r. We just pick one of them as p. We also need to require that p is greater than 5.
Next we know that for any integers x, y, < p, x 2 −py 2 >= 1. We claim that there exists a pair of integers x, y satisfying the following property: there exists a prime number q / ∈ P , q ∤ xy, the power of q in the prime decompositions of x 2 − py 2 is odd, and p ∤ x 2 − py 2 . We find such a pair by the following procedure: We choose some prime number q > 5 which is not in P and different with p such that p is a square in F q . So we may choose some x, y, q ∤ xy such that x 2 − py 2 ≡ 0(mod q). Replace x by x + q, x + 2q, x + 3q, x + 4q or x + 5q to make p ∤ x q 2 ∤ x 2 − py 2 and x 2 − py 2 is not even. Such x, y satisfy our requirement.
Finally we let M = p, N = (x 2 − py 2 )/e 2 for the largest integer e such that e|x 2 − py 2 . Then such M, N satisfy the properties we need. Proof. Suppose I(C M,N ) = 2, that means there exists some integer α such that C M,N split over Q( √ α). Denote G α = Gal(Q( √ α)/Q), then C M,N is an element in H 1 (G α , E) [2] . Recall we have the exact sequence: -INDEX PROBLEM FOR ELLIPTIC CURVES AND THE ESSENTIAL DIMENSION OF PICARD STACKS 13 hence we have a surjection:
coming from the long exact sequence. So there exists some element η ∈ H 1 (G α , E [2] ) representing C M,N . Then by the standard calculation we can see Pic 0 C M,N /Q | K ∈ Br(K) can be represented as one of the followings:
We already know
So we get that one of the following biquaternion algebras must be trivial:
Since in quaternion algebras up to square will keep the algebras same as before, we may assume α, M, N, S, T are square-free integers. The short exact sequence:
gives us long exact sequence:
we can see that
if and only if it comes from E(Q). We have assumed that E(Q) is finite, so there are only finitely many pairs of elements
We may assume β i , γ i are square-free integers. Define P to be the set of all prime factors of S, T, β i , γ i . Then by Lemma 5.2, there is a pair of integers M, N greater than 1 such that < M, N >= 1, the prime divisors of MN are not in P , M, N are coprime. We fix M, N and will show that for this pair I(C M,N ) cannot be 2.
We have seen if C M,N has index 2, then one of the following must be trivial:
for A, B square-free, then at least the prime factors of AB must be in P . But it is obvious that no matter which α we choose this cannot happen. So I(C M,N ) = 4.
By Theorem 5.1 we can see that usually we don't have i(C) = I(C). Actually we can see from the proof of Theorem 5.1 that for any elliptic E/Q with finitely many rational points, there are infinitely many torsors C with per(C) = i(C) = 2 but I(C) = 4.
An example for per(C) < i(C)
In this section we will construct a concrete example with per(C) < i(C). We set k = Q(t 1 , t 2 , t 3 , t 4 ). Here actually Q can be replaced by any field of char 0. We define an elliptic curve E/k by
By Theorem 4.3, the central simple algebra
comes from some torsor C. We have per(C) = 2. Now we have the following: 
has no non-trivial solutions. Now we have f σ,σ = x, f τ,τ = x − t 1 , and we know K ∼ = k(x)[y]/(y 2 − x(x − t 1 )(x − t 2 )), so every element in K can be written in the form f y + g where f, g are rational functions of x. Then we write every element in the equation in the explicit form, the equation is the same as the following two equations:
We may assume that all things appear in the equation are polynomials of x. We will use infinite descend to get a contradiction. For simplicity, we will use the same notations when we consider things modulo some element. In the following proof, we will concentrate on the second equation, cause the first one will be satisfied automatically. Suppose we have a non-trivial solution, we may assume that the sum of their degrees (as polynomials in k[x]) is minimal. Let x = 0, we have
Here v 2 , r 2 , s 2 , p 2 means there value at x = 0, same for the following discussion. We show that this equation has only trivial solution, in other words, we must have x|v 2 , r 2 , s 2 , p 2 in the original equation. Assume this is not true. Since v 2 , r 2 , s 2 , p 2 are rational functions in t 1 , t 2 , t 3 , t 4 , we can regarded them as polynomials in t 4 and coefficients in Q(t 1 , t 2 , t 3 ). We may also assume not all of them are divided by t 4 . If t 4 ∤ v 2 or r 2 , then set t 4 = 0 we will see that −t 1 t 3 will be a square in Q(t 1 , t 2 , t 3 ), which is not true. So t 4 |v 2 , r 2 .
Write v 2 = t 4 v ′ 2 , r 2 = t 4 r ′ 2 , we have
By our assumption one of s 2 , p 2 cannot be divided by t 4 , this implies t 1 is a square in Q(t 1 , t 2 , t 3 ), which cannot happen. So we have x|v 2 , r 2 , s 2 , p 2 in the original equation.
Write v 2 = xv ′ 2 , r 2 = xr ′ 2 , s 2 = xs ′ 2 p 2 = xp ′ 2 . We have
= (x−t 1 )(r 2 1 (x−t 1 )(x−t 2 )+xr ′2 2 )+t 4 (s 2 1 (x−t 1 )(x−t 2 )+xs ′2 2 )−t 4 (x−t 1 )(p 2 1 (x−t 1 )(x−t 2 )+xp ′2 2 ) We let x = 0, then we have
Same as before we will show that this equation will only have trivial solution, which means x|u 2 , v 1 , w 2 , r 1 , s 1 , p 1 in the original one. We can consider u 2 , v 1 , w 2 , r 1 , s 1 , p 1 are polynomials in t 4 with coefficients in Q(t 1 , t 2 , t 3 ), and not all of them are divided by t 4 . If one of u 2 , v 1 , w 2 , r 1 is not divided by t 4 , by letting t 4 = 0, we have
where u 2 , v 1 , w 2 , r 1 ∈ Q(t 1 , t 2 , t 3 ) and not all of them are zeroes. Then we may consider them as polynomials in t 3 and coefficients in Q(t 1 , t 2 ). Similar as before we may assume not all of are divided by t 3 . If t 3 doesn't divide one of u 2 , r 1 , modulo t 3 will lead to −t 2 is a square in Q(t 1 , t 2 ), which is a contradiction. So t 3 |u 2 , r 1 . Divide t 3 and since t 3 doesn't divide one of v 1 , w 2 , this leads to t 1 t 2 a square in Q(t 1 , t 2 ), which is a contradiction. So we must have t 4 |u 2 , v 1 , w 2 , r 1
Divide t 4 since t 4 ∤ s 1 or t 4 ∤ p 1 , this implies t 1 is a square in Q(t 1 , t 2 , t 3 ), which is a contradiction. So we must have
= (x−t 1 )(r ′2 1 x(x−t 1 )(x−t 2 )+r ′2 2 )+t 4 (s ′2 1 x(x−t 1 )(x−t 2 )+s ′2 2 )−t 4 (x−t 1 )(p ′2 1 x(x−t 1 )(x−t 2 )+p ′2 2 )
