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Abstract 
A sudden increase in flow depth induces a positive surge. A tidal bore is a positive surge formed in 
an estuary under spring tide conditions in a narrow funnelled channel mouth. Albeit the complicated 
interactions between tidal bores and mankind, the studies of the turbulent characteristics in 
propagating bores and surges remain limited. The thesis presents a thorough study into the 
turbulence and hydrodynamic properties of propagating bores and surges. The research work is 
composed of novel physical experiments, new numerical models using Computational Fluid 
Dynamic (CFD) simulations, and prototype field measurements. 
Systematic laboratory experiments over a broad range of flow conditions were conducted in a 19 m 
long 0.7 m wide rectangular tilting flume in the AEB hydraulic laboratory at the University of 
Queensland. Unsteady free-surface and velocity measurements were performed using instruments 
with high temporal resolutions. All experiments were repeated 25 times to obtain ensemble-
averaged turbulent properties. Ultra-high-speed video examinations of the breaking bore roller were 
carried out with frame rates up to 22,700 fps, coupled with a series of two-phase air-water 
measurements using an array of phase-detection conductivity probes. The experiments documented 
a rapid longitudinal deceleration with large increase in free-surface and velocity fluctuations in all 
directions as tidal bores propagated. The Reynolds stresses showed marked increase in all 
components as the bore passed, indicating large shear between fluid layers. The propagation of 
breaking bore was a highly turbulent and rapidly fluctuating process, with a three-dimensional 
breaking roller. The celerity of the roller toe varied rapidly with time, with fluctuations twice as 
high as the mean celerity. Intensive air bubbles were entrained next to the free-surface at the toe of 
roller. The turbulent time and length scales suggested that the propagation of tidal bores was an 
anistropic process, with larger length scales in the longitudinal dimension. The iso-correlation data 
in the span-wise plane indicated existence of large scale coherent structures underneath the free-
surface, resembling the cross-section of a hair-pin vortex. The time and length scales tended to 
increase during and after the bore passage. Both strain rate and vorticity showed larger values at 
lower water column near the channel bed, and during the immediate bore passage. 
Numerical CFD modelling of tidal bores was conducted based upon the experimental flow 
conditions and validated against the experimental results. The CFD models solved Navier-Stokes 
equations using a Large Eddy Simulation (LES) coupled with a sub-grid scale model. Both two-
dimensional (2D) and three-dimensional (3D) CFD models were conducted, and the results showed 
some satisfactory agreement with experimental data. The CFD models highlighted large vortical 
structures underneath the flow, before, during and after the bore arrival, the size of which were 
comparable to the time and length scales found in laboratory. The 3D model provided results with 
much better agreement with the experimental data compared to the 2D model. For small inclusions 
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such as air bubbles or water droplets, the current models was still limited both in terms of mesh grid 
refinement and an appropriate scheme to estimate the energy dissipation in two-phase flows. 
Two series of field measurements were performed in tidal bore affected river flows in 2015 and 
2016. Both series were conducted for one to four consecutive days on the same site: the Arcins 
channel of Garonne River, France. The field works consisted of a broad range of observations and 
measurements, encompassing properties of hydrodynamics, turbulence, sedimentology and 
sediment transport. The tidal bore propagation resulted in an intense flow reversal, large increase in 
Reynolds shear stresses, and large amount of sediment being suspended and transported. A two-
stage bed scour process was observed, highlighting an initial surface erosion followed by delayed 
mass erosion 5 to 15 minutes after the bore. The study demonstrates the progressive siltation of the 
river channel sediments following the successive bore events. 
Overall, the thesis presents a comprehensive study of the tidal bores and positive surges from 
experimental, numerical and field perspectives, providing a novel and systematic understanding of 
this complex phenomena. The propagation of bores and surges is three-dimensional anisotropic 
turbulent process with energetic vortex motions. Future works should investigate further into the 
air-water interactions in the breaking bore roller, and the air bubble mechanism after entrainment. 
Collaborations between physical and numerical modellers are needed to advance the prediction of 
complicated turbulent phenomena. 
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A tidal bore is a natural phenomenon which occurs in rivers and estuaries during the spring tide 
periods. When the Earth, sun and moon are almost in alignment, the tidal range in the ocean is at its 
largest, forming spring tides. However, the large tidal range, with a longitudinal maximum over 4 to 
6 m, during the spring tide period is only one of the essential factors for a tidal bore to appear. Other 
key factors include a specially funnel-shaped estuary to amplify the tidal wave, and a low fresh water 
level (CHANSON 2011). In summary, the formation of tidal bores is a very delicate and intricate 
process, which can be easily disturbed by human activities such as training and dredging. To date, 
only about 400 rivers worldwide were documented to have this unique natural phenomenon 
(BARTSCH-WINKLER and LYNCH 1988, CHANSON 2011). Figure 1.1 illustrates some of the 
world’s famous tidal bore events in rivers. 
 
 
(A) Qiantang River tidal bore, observed at Yanguan (China), photographed on 18 September 2016 
 
(B) Garonne River tidal bore, observed at Langoiran (France), photographed on 29 October 2015 
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(C) Dordogne River tidal bore, observed at St. Pardon (France), photographed on 2 September 2015 
Figure 1.1 – Photographs of tidal bore event in natural rivers 
 
The interactions between tidal bore and mankind are complicated. Tidal bores have significant 
impacts on the natural habitats of some fish species and feeding grounds of large predators, 
contributing to a diverse eco-system in rivers and estuaries (CHANSON 2011). They can also affect 
the formation and deformation of natural channels by transporting and advecting a large amount of 
sediments while propagating upriver (FURGEROT et al. 2013, KEEVIL et al. 2015, REUNGOAT et 
al. 2017a,b). Figure 1.2A shows a photograph of the significant amount of sediments entrained in a 
bore roller. Tidal bores can also be major tourism attractions and cultural heritages, which benefit 
local community both socially and economically (CHANSON 2005b, MULLER 2005). One direct 
impact of tidal bores on human activities is the interactions with manmade structures. Figures 1.2B 




(A) Sediments entrained and carried by the Qiangtang River tidal bore, highlighted by red circle at 
Meinvba (China), photographed on 22 September 2016;  
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(Left, B) Bore impact on building and road highlighted by red arrow at Jiuxi (China), photographed 
on 20 September 2016 
(Right, C) Wake of the bore dragging on a bridge pier highlighted by red arrow at Yanguan (China); 
bore propagating from bottom right to top left, photographed on 18 September 2016 
Figure 1.2 – Real life significance of tidal bore; photographs of the Qiangtang River tidal bore 
 
In theory, a tidal bore is a positive surge, characterised by a sudden rise in water depth. When formed 
in nature, the tidal bore is a wall of water, contracted and reinforced by the narrow estuary shape, 
extending over the entire width of the river channel and propagating upstream. The front of the bore 
is analogous to a translating hydraulic jump, the hydro-dynamic of which is similar to a moving storm 
surge front or a tsunami front propagating upriver. The shape and strength of the bore is characterised 




V UFr Ag B


  (1.1) 
where V1 is the initial flow velocity positive upstream, U is the bore celerity positive upstream, g is 
the gravitational acceleration, A1 is the initial flow cross-sectional area and B1 is the initial free-
surface width. The subscript 1 denotes the initial flow conditions. When the Froude number Fr1 is 
less than 1, a tidal bore cannot be formed. When 1 < Fr1 < 1.3 to 1.4, the bore is undular, with a 
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smooth wave front followed by a train of secondary quasi-periodic undulations (TRESKE 1994, 
KOCH and CHANSON 2008, SIMON and CHANSON 2013, LENG and CHANSON 2016a). When 
Fr1 > 1.4 to 1.5, the bore becomes full-breaking, with a sudden rise in water depth, a highly turbulent 
breaking roller, and an extensive air-water flow region marked by energetic splashes and droplet 
ejections (HORNUNG et al. 1995, KOCH and CHANSON 2009, LENG and CHANSON 2016a). 
Figure 1.3 shows examples of different tidal bores in laboratory. 
 
 
(A) Undular bore (Q = 0.101 m3/s, So = 0, Fr1 = 1.24) 
  
(B) Breaking bore (Q = 0.099 m3/s, So = 0.0075, Fr1 = 2.14)  
Figure 1.3 – Photographs of different bore types observed in laboratory; Q: flow discharge; So: bed 
slope; Fr1: bore Froude number; flow direction left to right; bore direction right to left 
 
The onset or apparition of a tidal bore can be predicted using the Saint-Venant equations coupled 
with the method of characteristics (BARRÉ DE SAINT VENANT 1871, HENDERSON 1966). The 
one-dimensional approach describes the variations of the velocity V and depth d with time: 
 
d cons tan t
d V d AB A B V V 0t x x x 
                   (1.2) 
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where x is the longitudinal co-ordinate positive downstream, A is the flow cross-section area, B is the 
free-surface width, g is the gravitational acceleration, So is the bed slope and Sf is the friction slope 
(LIGGETT 1994, CHANSON 2004a). 
During propagation, the front of the bore can be considered in a quasi-steady system of reference in 
translation with the bore, and must satisfy continuity and momentum principles (HENDERSON 1966, 
RAYLEIGH 1908). For tidal bores propagating upstream in a channel with irregular cross-sections 
(Figure 1.4), the integral form of the continuity and momentum considerations yield: 
 1 1 2 2(V U) A (V U) A       (1.4) 
 
2 1
1 1 1 2 fricA A(V U) A ((V U) (V U)) PdA PdA F W sin                (1.5) 
where V is the flow velocity positive downstream, U is the bore celerity positive upstream, ρ is the 
fluid density, g is the gravitational acceleration, A is the channel cross-sectional area measured 
perpendicular to the flow direction, P is the pressure, Ffric is the flow resistance force, W is the weight 
force, θ is the bed slope. The subscripts 1 and 2 are relative to the flow conditions before and after 
the bore. When considering the flow resistance and bed slope, the continuity and momentum 
principles may be further developed: 
 2 fric o1 1 2 21 2
2 1 2 1 1
F W SA B A A1 B' B'Fr 22 A B B B A A A g(A / B)
                 
  (1.6) 
where Fr1 is the tidal bore Froude number calculated using Equation 1.1 and, B and B' are the 
characteristic widths linked to the channel shape: 
 2 1
2 1
A AB d d














  (1.8) 
where d is the flow depth, z is the vertical elevation measured locally from the channel bed. The 
theoretical results of Equation 1.6 indicates decreasing conjugate depth ratio d2/d1 with increasing 
bed slope for constant flow resistance. The effect of flow resistance and bed slope on the other hand 
decrease with increasing Froude number, and can be neglected when Froude number exceeds 2 to 3 
(CHANSON 2012, LENG and CHANSON 2017d). When the flow resistance is neglected, the above 
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For a tidal bore propagating in a smooth rectangular prismatic channel with gentle sloping, the 
combination of continuity and momentum principles yields meaningful results assuming the angle of 





d Fr1 (1 ) 8 (1 )d 2 1
            
  (1.10) 
where ε is a dimensionless coefficient defined in terms of the bed slope So as: 
  o2 21 1
W S
g B d Fr 1
         (1.11) 
when the channel cross-section is rectangular, Equation 1.11 becomes the Bélanger equation: 
  22 1
1
d 1 1 8 Fr 1d 2      (1.12) 
developed for a smooth horizontal prismatic channel. 
 
 
Figure 1.4 – Sketch of tidal bore propagation in an irregular cross-section channel 
 
The propagation of tidal bores is often analysed using a quasi-steady analogy, with assumptions of 
constant bore celerity, a straight roller toe perimeter, and a two-dimensional propagation mechanism. 
However, a bore, especially a breaking one, is a highly unsteady turbulent event with large and rapid 
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fluctuations in bore celerity, constantly varying roller toe perimeter and a complicated three-
dimensional flow field underneath. Despite some encouraging advances in numerical modelling, the 
computational fluid dynamics (CFD) models to date were unable to reproduce accurately the velocity 
field underneath the bore (LUBIN et al. 2010a,b, KHEZRI 2014, SIMON 2014). A more complete 
data set is needed characterisation of the turbulent properties for the validation process. Experimental-
wise, an ensemble-average technique is required to study the bore physically, where experiments are 
repeated for a sufficient number of times to obtain the ensemble-median properties and the ensemble 
fluctuations. Up to date, only a very limited number of experimental studies on propagating bores 
applied the technique of ensemble-average (DOCHERTY and CHANSON 2010, KHEZRI and 
CHANSON 2015, LENG and CHANSON 2016a, 2017c). The time and effort required to conduct 
quality experiments for this turbulent unsteady flow regime add on to the difficulty in the physical 
study of tidal bores. 
Altogether, despite its great cultural, social and safety significance, the turbulent propagation of tidal 
bores remains a challenging and scarcely researched topic. 
 
1.2 LITERATURE REVIEW 
1.2.1 Physical modelling of tidal bores and positive surges 
Physical modelling on tidal bores dated back to the late 19 to mid-20 century. BAZIN (1865), FAVRE 
(1935), BENET and CUNGE (1971) conducted classical experiments focusing on the free-surface 
evolution of tidal bores and positive surges. Modern experimental studies focused more on the 
turbulent characteristics using velocity-measuring instruments with high temporal resolution: e.g., 
digital particle imaging velocimetry (DPIV) and acoustic Doppler velocimeter (ADV). Altogether, 
physical studies in tidal bores highlighted in common the rapid increase in water depth, associated 
with a sharp deceleration in longitudinal velocity as the bore propagated (FAVRE 1935, BENET and 
CUNGE 1971, HORNUNG et al. 1995, KOCH and CHANSON 2009, CHANSON and DOCHERTY 
2012, SIMON and CHANSON 2013, KHEZRI and CHANSON 2012b,2015). 
One key feature of tidal bore propagation was the production of large scale turbulent structures e.g. 
vortex underneath the bore (HORNUNG et al. 1995). Measurements using a particle imaging 
velocimetry (PIV) yielded a relationship between the mean vorticity downstream of a bore and the 
bore Froude number. Namely, the mean vorticity increased from zero as the cube of the Froude 
number minus one, and in dimensionless form approaches constant at large Froude number 
(HORNUNG et al. 1995). The experimental findings also demonstrated a strong shear layer formed 
at the toe of the wave. KOCH and CHANSON (2009) conducted velocity measurements using an 
acoustic Doppler velocimeter (ADV), and observed a transient flow reversal marked by negative 
longitudinal velocity at the end of the deceleration phase after the bore passage. CHANSON and 
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DOCHERTY (2012) proposed an ensemble-averaged (EA) technique over a variable interval time-
average (VITA) technique or traditional time-average technique to better quantify this highly 
unsteady process. SIMON and CHANSON (2013) provided new insights on the turbulent integral 
time and length scales associated with tidal bore propagation, where larger turbulent scales were 
observed in the flood tide flow following the immediate bore passage. Particle tracking under 
breaking and undular bores documented intensive transient sheet flow motions of sliding and rolling 
particles beneath the roller of breaking bores (KHEZRI 2014). The longitudinal pressure gradient 
force was a dominant factor on the inception of sediment motion during the bore passage. The 
negative transient longitudinal velocity, although observed on both mobile and fixed beds, was greater 
on fixed bed. The maximum longitudinal acceleration of the particles was around 0.4 g on average, 
with some particle experiencing longitudinal accelerations in excess of 1.5 g (KHEZRI and 
CHANSON 2012b, 2015). 
Details of the above physical studies were summarised in Table 1.1 in chronological order. 
 
1.2.2 Numerical and CFD modelling of tidal bores, positive surges and hydraulic jumps 
The inception and propagation of a tidal bore can be modelled numerically, with computational 
simulations based upon the Saint-Venant equations and/or the Navier-Stokes equations. Early 
numerical modelling on undular bores were based upon the Boussinesq equations (PEREGRINE 
1966, SOARES FRAZAO and ZECH 2002) and depth-average Saint-Venant equations (BENET and 
CUNGE 1971, MADSEN et al. 2005, PAN et al. 2007, REICHSTETTER 2011). Although still 
widely used, depth-averaged one-dimensional (1D) models do not account for the intense turbulent 
motions induced by the bore, hence their applications limited (REICHSTETTER 2011). 
Recent numerical studies on tidal bores and surges used computation fluid dynamics (CFD) models 
(FURUYAMA and CHANSON 2010, LUBIN et al. 2010a,b, KHEZRI 2014SIMON 2014,). Two-
dimensional (2D) CFD models gave qualitative estimation on the free-surface and velocity 
characteristics, despite depending heavily on gross approximations in boundary conditions 
(FURUYAMA and CHANSON 2010, LUBIN et al. 2010a,b, REICHSTETTER 2011). Three-
dimensional (3D) CFD models were able to reproduce the transient flow reversals close to the channel 
bed and showed very large vortical structures underneath the tidal bore (SIMON 2014). None of the 
recent CFD models reproduced quantitively the correct velocity fields underneath the bore. 
Altogether, previous numerical studies highlighted key challenges, including the selection of 
appropriate mesh size, and need of high quality laboratory data for setting up correct boundary 
conditions and validating the numerical results. 
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1.2.3 Field measurements of tidal bores in rivers and estuaries 
Early field measurements on tidal bores were conducted using a system of buoys in the Seine river, 
when the tide was still high (DARCY and BAZIN 1865). A flow reversal was observed one minute 
after the bore passage, close to the bed and later on the free-surface. Recent field studies encompassed 
a number of rivers and estuaries all over the world. Details are provided in Table 1.2. 
WOLANSKI et al. (2004) conducted measurements on undular bores in Daly River (Australia) and 
demonstrated that the bore had potential to widen the river by breaking along the banks encountered, 
resulting in bank slippage. Some river-wide macro-turbulence of about 3 minutes occurred after the 
bore passage. SIMPSON et al. (2004) observed a brief but intense injection of energy at the bore front 
with large transient turbulent kinetic energy levels during the short duration of flood tide passage. 
CHANSON et al. (2011), FURGEROT et al. (2013), REUNGOAT et al. (2014), and KEEVIL et al. 
(2015) provided some quantitative prototype data on the sedimentation process associated with bore 
propagation. Specifically, the suspended sediment concentration (SSC) was deduced from the ADV 
backscatter amplitude, which was pre-calibrated under laboratory conditions. CHANSON et al. (2011) 
documented large fluctuations in SSC associated with the tidal bore passage, and some high SSC 
level was observed about 100 s after the tidal bore front lasting for more than 10 minutes. The 
suspended sediment flux, which was initially moving downstream, showed a rapid reversal with the 
bore arrival. The magnitude of net sediment mass transfer per area was 30 times larger than the ebb 
tide net flux and it was directed upstream. FURGEROT et al. (2013) observed a consistent upstream 
transportation of the suspended sediments, with sediment re-suspension during the bore passage, 
and upward advection of sedimentation layer by a positive vertical velocity component. 
REUNGOAT et al. (2014) and KEEVIL et al. (2015) reported comparable finding in terms of 
variations in SSC and instantaneous suspended sediment flux associated with tidal bore passage. A 
unique feature in the data of KEEVIL et al. (2015) was the presence of a "backward" bore event 
resulted from the collision two bores. The backward bore even induced even larger SSC and SSC 
fluctuations, with large mean sediment flux, which was negative. The passage of the tidal bore 
induced a drastic increase in fluid shear stress, which resulted in some surface erosion of the bed 
material, followed by delayed mass erosion, highlighting massive sediment upwelling and sediment 
flocs bursting near the free-surface for hours after the bore passage (CHANSON 2011, KEEVIL et 
al. 2015). 
Overall, all field studies showed rapid deceleration of the longitudinal velocity associated with the 
bore passage, consistent with laboratory observations. Large fluctuations in all three velocity and 
Reynolds stress components were observed during and after the bore passage. the propagation of tidal 
bores in rivers and estuaries is a highly turbulent process, with energetic wave motions and intensive 
scouring and mixing underneath. 
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Table 1.2 – Field measurements on tidal bores  
 
 
1.3 THESIS OUTLINE 
This thesis presents a comprehensive study on the propagation of tidal bore, with a main focus on the 
experimental modelling complemented by numerical CFD modelling and field measurements. The 
PhD thesis is structured as followed: 
 Chapter 1. Introduction General introductions of the tidal bore phenomena, its 
implication and significance 
 Chapter 2. Methodology, 
experimental facility and 
instrumentations 
Dimensional analysis; experimental facilities, instrumentation 
and methodology; numerical methodology; full experimental 
conditions 
 Chapter 3. Physical 
modelling of tidal bore 
Key experimental findings involving turbulent free-surface, 
velocity and Reynolds stress characteristics, presented in 
successive manner with advancing instrumentation and 
spatial/temporal refinement 
 
Reference River/Estuary Date d1 (m) V1 (m/s) Fr1 Instrument 
Present study Garonne 29/08-1/09/2015 
27/10/2015 
1.12-1.69 0.18-0.29 1.18-1.70 ADV 
Garonne 14/11-15/11/2016 0.86-0.99 0.07-0.09 1.07-1.10 ADV 
Qiantang 23/09/2016 1.6 1 1.7 Video 
camera 
WOLANSKI et al. (2004) Daly 2/07/2003 1.5 0.15 1.04 ADCP 
SIMPSON et al. (2004) Dee 6/09/2003 0.72 0.15 1.79 ADCP 
CHANSON et al. (2011) Garonne 10/09/2010 1.77 0.33 1.3 ADV 
Garonne 11/09/2010 1.81 0.3 1.2 ADV 
MOUAZE et al. (2010) Sélune 24/09/2010 0.38 0.86 2.35 ADV 
Sélune 25/09/2010 0.33 0.59 2.48 ADV 
REUNGOAT et al. (2014) Garonne 7/6/2012 am 2.72 0.68 1.02 ADV 
Garonne 7/6/2012 pm 2.65 0.59 1.19 ADV 
FURGEROT et al. (2013) Seé 7/05/2012 0.9 0.4 1.39 ADV 
REUNGOAT et al. (2015) Garonne 13/10/2013 2.05 0.26 1.27 ADV 
LENG and CHANSON (2015a) Qiantang 6/09/2013 1 N/A 2.1 dSLR 
CHANSON (Pers. Comm. 2015) Qiantang 12/10/2014 2-2.5 N/A 2 dSLR 
Note: Italic data: rough estimate; ADV: acoustic Doppler velocimeter; ACDP: acoustic Doppler
current profiler; dSLR: digital single-lens reflex 
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 Chapter 4. Numerical 
CFD modelling of tidal 
bore 
Key numerical results of two-dimensional (2D) and three-
dimensional (3D) CFD models; discussion and validation 
 Chapter 5. Field 
observations and 
measurements 
Successive study of the tidal bore events in the Garonne River 
(France) over the course of two years (2015-2016) 
encompassing turbulent characteristics, geological evolution, 
and the sedimentology 
 Chapter 6. Two-phase 
air-water interactions in 
tidal bore: a coupled 
visual-interfacial 
investigation 
Visual studies of turbulent breaking rollers in breaking bores, 
coupled with phase-detection conductivity probe 
measurements to resolve the air-entrainment in breaking rollers 
 Chapter 7. Unsteady 
turbulence in tidal bore: 
a statistical analysis 
Statistical study of turbulent time and length scales in open 
channel flow affected by tidal bore propagation, based on 
space-time cross-correlations of the velocity; velocity gradient, 
strain rate and vorticity 
 Chapter 8. Laboratory, 
CFD and field: how do 
they compare? 
Comparison between physical modelling, numerical modelling 
and field observations; discussion on scale effect; limitation 
and challenges in numerical modelling 
 Chapter 9. Conclusion Conclusion and recommendation of future research directions 
 Appendices A - D Appendices to assist the reading and understanding of the thesis 
document 
 Digital Appendices E-F Complete experimental datasets and video movies 
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2. METHODOLOGY, EXPERIMENTAL FACILITY AND 
INSTRUMENTATION 
2.1 DIMENSIONAL ANALYSIS OF TIDAL BORE STUDIES 
Laboratory and numerical studies are performed with geometrically similar models for which the 
geometric scaling ratio Lscale is defined as the ratio of prototype to model dimensions for undistorted 
models (NOVAK and CABELKA 1981, LIGGET 1994, CHANSON 2004a). The model studies of 
tidal bores require the selection of an adequate similitude. In any study of turbulent flows, the 
parameters relevant to dimensional analysis include the fluid properties, physical constants, the 
channel geometry and inflow conditions. Considering a tidal bores propagating in a prismatic channel, 
a simplified dimensional analysis yields:Equation Section 2 
  1 1 1 1 1 o sd,V,P, F x, y,z, t,U,d ,V ,A ,B ,S ,k ,g, , , ...       (2.1) 
where d is the instantaneous water depth, V  is the instantaneous velocity vector with the longitudinal 
component Vx, transverse component Vy and vertical component Vz at a point in space (x, y, z), P is 
the instantaneous pressure,   is the instantaneous Reynolds stress tensor, x is the coordinate in the 
main flow direction, y is the transverse coordinate measured from the channel right sidewall, z is the 
vertical coordinate measured from the channel bed, t is time, U is the instantaneous bore celerity, d1 
is the initial depth, V1 is the initial flow velocity, So is the channel bed slope, ks is the equivalent bed 
roughness height, A1 is the initial channel cross-sectional area, B1 is the initial free-surface width, g 
is the gravity acceleration, ρ and µ are the water density and dynamic viscosity respectively, and σ is 
the surface tension between air and water. In Equation 2.1, the instantaneous turbulent flow properties 
at a point (x, y, z) in space at time t are expressed as functions of the tidal bore properties, the initial 
flow properties (with subscript 1), channel geometry and fluid properties. In addition, the biochemical 
properties of water solution and sediment characteristics may be considered especially in natural 
estuarine systems. Note that brackish nature of the water and the variations with time of its properties 
might be relevant in estuarine bores. 
For a tidal bore, the relevant characteristic length scale is the initial equivalent flow depth A1/B1 and 
the relevant Froude number is the tidal bore Froude number defined by Equation 1.1. Equation 2.1 
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where i, j = x, y, z denoting the three velocity components. For a tidal bore in a rectangular prismatic 
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where B is the channel width. In Equation 2.3, the 5th and 6th terms on the right-hand side are the 
tidal bore Froude number Fr1 and Reynolds number Re respectively, and the 10th term is the Morton 
number Mo which is a function of fluid properties and gravity constant only. For physical modelling 
in tidal bores, the gravitational force is important, and a Froude similitude is commonly used 
(HENDERSON 1966, CHANSON 2012). The present study used a Froude number similitude, 
together with a Morton number similitude, since the study was conducted with water and air. The 
physical experiments were conducted in a large-size facility, with Reynolds numbers ranging ≥ 105 
to ensure minimum viscous effects. 
 
2.2 EXPERIMENTAL FACILITY AND INSTRUMENTATION 
2.2.1 Experimental channel 
All experiments were performed in the Advanced Engineering Building (AEB) hydraulic laboratory 
of the University of Queensland, Australia. Figure 2.1.1 shows photographs of the facilities and 
apparatus used in the present study. The experimental flume was 19 m long, 0.7 m wide, made of 
glass sidewalls and smooth PVC bed (Fig. 2.1.1A). The flume was rectangular prismatic, with an 
adjustable slope to achieve super-critical flow in the initial stage. The water discharge was supplied 
by an upstream water tank leading to the glass-sidewalled test section through a smooth convergent 
intake. The maximum discharge supplied by the intake tank was 0.101 m3/s. The water discharge was 
measured by a magneto flow meter with an accuracy of 10-5 m3/s, and was checked against the brink 
depth db at the downstream overfall (Fig. 2.2.1C). The initial flow was steady and gradually varying. 
A fast-closing Tainter gate was located next to the downstream end of the channel at x = 18.1 m, 
where x is measured from the upstream end. The tidal bores were generated by rapidly closing the 
Tainter gate and propagated upstream. The time of closure was less than 0.2 s to avoid any impact of 
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the gate on the flow properties of the bore. A radial gate was located downstream of the Tainter gate 




(A) 19 m long experimental flume, with bore propagating from left to right 
    
(Left, B) Fast-closing Tainter gate located at x = 18.1 m 
(Right, C) Radial gate located at x = 18.88 m and overfall 
Figure 2.2.1 – Photographs of the experimental flume and facilities 
 
2.2.2 Acoustic displacement meters (ADMs) 
In steady flows, the water depths were measured using point gauges with an accuracy of 0.001 m. 
The unsteady water depths were recorded using a series of acoustic displacement meters (ADMs). A 
MicrosonicTM Mic+35/IU/TC unit was located at x = 18.17 m immediately downstream of the Tainter 
gate (Fig. 2.2.1B). Further nine MicrosonicTM Mic+25/IU/TC units were located upstream of the gate 
db 
Bore propagation 
MicrosonicTM Mic+35 ADM 
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at x = 17.81 m, 17.41 m, 14.96 m, 12.46 m, 9.96 m, 8.5 m, 6.96 m, 3.96 m and 0.96 m. A photograph 
of the mounting of the sensor is shown in Figure 2.2.2. The ADMs were calibrated against pointer 
gauge measurements in steady flows, and were sampled at 100 or 200 Hz. Further information on the 
ADM characteristics can be found on the official site of MicrosonicTM (http://www.microsonic.de/). 
 
 
Figure 2.2.2 – Photographs of the mounting of the acoustic displacement meter (ADM) 
 
2.2.3 Acoustic Doppler velocimeter (ADV) 
Velocity measurements were conducted with an acoustic Doppler velocimeter (ADV) NortekTM 
Vectrino+ (VNO 0436) in steady and unsteady flows. The ADV was equipped with a three-
dimensional side-looking head, able to record velocity in the longitudinal, transverse and vertical 
directions (Fig. 2.2.3B). The ADV was located at x = 8.5 m and mounted on the channel centreline 
(Fig. 2.2.3A). The ADV velocity range was configured to be ± 1.0 m/s, with a data accuracy of 1% 
of the velocity range. The ADV sampling rate was set to be 100 or 200 Hz, with a transmit length of 
0.3 mm and a sampling volume of 1.5 mm in height. When the signal quality is poor, seeding materials 
composed of spherical glass powder, diluted to 20 g/L, were injected into the flow to improve the 
signal quality of the ADV. The seeding material solution was introduced near the intake between x = 
0.96 m and 3.96 m, dispersing progressively with time. During the unsteady flow measurements, the 
ADV was synchronised with the ADMs, recording the free-surface and velocity characteristics 
simultaneously at the same sampling rate within ± 1 ms. 
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Preliminary tests were conducted to compare the ADV and Prandtl-Pitot tube data in steady flows 
(SIMON and CHANSON 2013, WANG et al. 2016). Results highlighted that the ADV data was very 
close to the Pitot tube measurements (within 2% difference). Further validation was done by 
integrating the longitudinal velocity measured by an ADV with respect to the vertical and transverse 
dimensions to get an integrated volumetric discharge. The discharge was then compared to the 
discharge measured by an independent flow meter on the water supply line, and showed close 
agreement (within 2% difference). 
 
 
(Left, A) Photograph of the mounting of an acoustic Doppler velocimeter (ADV) 
(Right, B) Sketch of the three-dimensional side-looking head of an acoustic Doppler velocimeter 
(ADV) 
Figure 2.2.3 – Photograph and sketch of the NortekTM Vectrino+ ADV 
 
2.2.4 Nortek Vectrino II acoustic Doppler profiling velocimeter (Profiler) 
The NortekTM Vectrino II Profiler is a high-resolution acoustic Doppler velocimeter based on the 
technology of coherent Doppler processing. Two profiling velocimeters were deployed in the present 
study, one with a fixed down-looking head (VNO 1366), and the other one with a flexible head, side-
looking mounted (VNO 1436). The former was referred to as Profiler 1, whereas the latter was 
referred to as Profiler 2. A photograph of the mounting of the two Profilers is illustrated in Figure 
2.2.4. Both Profilers were equipped with three-dimensional heads, able to record velocity in the 
longitudinal, transverse and vertical directions (Figure 2.2.5). 
The advantage of a Vectrino II Profiler is its ability to collect three-dimensional velocity data at up 
to 35 points simultaneously in a 35 mm long profile, with a minimum height of 1 mm for each point. 
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The minimum distance from the emitter to the first point in the sampling profile was 40 mm. The 
sampling rate for both Profilers in the present study was configured to100 Hz, and were synchronised 
within ±1 ms when simultaneous velocity measurements were required. The two Profilers were 
mounted at mid-channel between x = 7.78 m to 8.5 m. The velocity range was set to be ±1.0 m/s or 
1.5 m/s. The use of Vectrino II Profilers in steady and unsteady rapidly-varied flows was reported to 
be appropriate, provided careful quality control was carried out on the measured data (LENG and 
CHANSON 2017c). 
Both single and array measurements were performed using one or two Vectrino II Profilers. When 
single Profiler measurements were conducted, Profiler 1 was mounted such that the centre of its 
sampling volume coincided with the channel centreline i.e. 0.35 m from both sidewalls (Fig. 2.2.6). 
When an array of two Profilers was deployed for measurements, the two Profilers (Profiler 1 and 2) 
were mounted in a fashion as illustrated in Figure 2.2.7, corresponding to the photographs shown in 
Figure 2.2.4. Note that the two Profilers had a longitudinal separation of 0.075 m when sampled 
together to avoid interactions and signal interference (details explained in Appendix A). 
It was noted that the physical experiments were conducted in 2015, prior to the introduction of any 
manufacturer’s re-calibration and of probe upgrade, which took place in 2016. That is, the Profiler 
units used in the present study were not re-calibrated nor upgraded. 
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(Left, A) Sketch of the three-dimensional down-looking head of the fixed probe Profiler (VNO 1366) 
(Right, B) Sketch of the three-dimensional side-looking mounted head of the flexible probe Profiler 
(VNO 1436) 
Figure 2.2.5 – Coordinate sketch of the three-dimensional heads of the two Profilers 
 















































(A) Dimensioned sketch of the setup of the Profiler array: top view (left) and cross-sectional view 
from upstream (right) 
0.035 m 0.030 m
0.050 m
0.040 m
0.068 m  
(B) Zoomed sketch of (A) right 
Figure 2.2.7 – Coordinated sketches and photographs of the two Profilers and setup 
 
2.2.5 High-speed video camera, Ultra high-speed video camera and Photography 
The rapidly fluctuating roller properties of the breaking bore, air-water interactions in the intensely 
aerated region and vortex formed from the plunging/shearing mechanism of free-surface can be 
studied using video or photographic observations with high temporal and spatial resolutions. The 
present study conducted visual examinations of such breaking roller characteristics by deploying a 
variety of high speed video cameras and high resolution photographic camera, including a Sony HDR-
XR160, a Casio Exilim Ex-10, a Phantom v2011 and a dSLR Pentax K-3 in photographic mode. 
The HD video camera Sony HDR-XR160 was able to operate at 25 or 50 fps, with a HD resolution 
of 1920×1080 pixels. The high-speed digital camera Casio Exilim EX-10 was able to record in movie 
mode at 120, 240 and 480 fps. The resolution of the Casio camera at these frame rates was respectively 
640×480, 512×384, 224×160 pixels. Figure 2.2.8A shows the mounting of the video cameras. During 
experiments, the two cameras were deployed one after another. The Sony HD video camera was 
deployed first at x = 6.6-6.7 m looking vertically downward, with a view in elevation encompassing 
the whole channel width (Fig. 2.2.8B). Further visual examinations were done by deploying the Casio 
high-speed video camera at x = 9.2 m looking vertically downward. Figure 2.2.8C shows a sequence 
of frame shots from the Casio camera. The centreline of the frame corresponded to the channel 
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centreline. The scale of the frame was determined by taking a video of a ruler placed at the free-
surface. A total of 15 videos were taken under the same flow condition, with 5 at 25 fps, 5 at 50 fps, 




(A) Mounting of the high-speed video cameras Sony HDR-XR160 and Casio Exilim Ex-10 
  
   
(B) Frame shot sequence from the output of Sony HDR-XR160, operated at 50 fps (0.02 s between 
each shot); bore propagating from top to bottom 
Video camera 
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(C) Frame shot sequence from the output of Casio Exilim Ex-10, operated at 120 fps (0.008 s between 
each shot); bore propagating from top to bottom 
Figure 2.2.8 – Mounting and view of the high-speed video cameras Sony HDR-XR160 and Casio 
Exilim Ex-10; photo order from left to right, top to bottom 
 
Additional visual examination of the breaking roller characteristics were conducted using a Phantom 
v2011 ultra-high-speed video camera, equipped with a Nikkor 50 mm fl 1.4D lens to capture the 
detailed motion of the air-water interactions, roller toe profile, roller side profile and the bubble 
formation/transportations underneath the roller. The ultra-high-speed video camera was able to 
operate at up to 22,000 fps with a full HD resolution (1280×800 pixels). Both side-view and top-view 
videos were recorded at mid-channel (x ~ 8.5 m) and near the gate (x ~ 18.1 m). Some video 
examinations were performed with coupled measurements using an array of dual-tip phase-detection 
conductivity probes. The videos were repeated for up to 25 times at a fixed position for a fixed flow 
conditions. A LED light was mounted to light up the channel and the roller region. Figure 2.2.9 shows 
a photograph of the ultra-high-speed video camera and the mounting of the LED light. Further 
observations were done using a Pentax K-3 dSLR camera in photographic mode (24 Mpixels). Some 




Figure 2.2.9 – Photograph of the Phantom v2011 ultra-high-speed video camera located on the side 
of the experimental channel, with a LED light mounted on the top 
 
 
Figure 2.2.10 – Photographs output from the Pentax K-3 dSLR camera in photographic mode with 
high resolution (24 Mpixels); note the highly irregular complex roller shape 
 
2.2.6 Phase-detection conductivity probe array 
The air-water flow properties were recorded using an array of dual-tip phase-detection probes. The 
conductivity probe, also known as the resistivity probe, is an intrusive phase-detection probe used in 
discriminate between air and water phases (CHANSON 2002, WANG 2014). Each dual-tip probe 
was equipped with two needle sensors developed at the University of Queensland. Each needle sensor 
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consisted of a silver wire (Ø = 0.25 mm) insulated from the outer needle. The inner electrode (Ø = 
0.25 mm) was made of silver (99.99% purity), with some 24 µm PTFE insulation coating. The outer 
electrode was stainless steel hypodermic needle (304 stainless steel, ID = 0.5 mm, OD = 0.8 mm). 
The cross-section on the needle tip was not coated so the wire was electrically conductible when 
contacted with water. When piercing through a bubble, the voltage tended to zero as the needle 
underwent a phase shift from water (conductor) to air (insulator). Hence a cut off in electric signal 
was generated. 
Figure 2.2.11A presents a photograph of the array setup, and Figure 2.2.11B presents a detailed 
dimensioned sketch. In total, three dual-tip conductivity probes were used in an array to maximise 
the number of air-water interfaces detected in each experiment. One probe was fixed in position above 
the channel centreline (Fig. 2.2.11A) called the reference probe. All experiments were synchronised 
together using the time when the first air-water interface was detected by the reference probe's leading 
tip during each experimental run. Two additional probes (Probe 1 and 2) were mounted to move in 
the vertical direction. Probe 2 was equipped with two identical sensors separated transversely by Δz 
= 0.0037 m, whereas Probe 1 and the reference probe were equipped with a leading and trailing sensor, 
separated longitudinally by Δx = 0.0027 m and 0.0092 m. All sensors were aligned with the 
longitudinal direction, facing downstream and designed to pierce the bubbles/droplets in the bore 
roller. They were excited simultaneously by an electronic system (Ref. UQ82.518) designed with a 
response time less than 10 µs. A LabVIEWTM data acquisition software was used, which could sample 
alone or be synchronised and triggered by the ultra-high-speed video camera. The sampling rate for 
all probes was set to 100 kHz. 
 
 
(A) Photographs of the array of dual-tip phase-detection conductivity probes; probes facing the 
incoming tidal bore; initial flow direction from background to foreground 





(B) Detailed view of the probe tips: dimensioned sketch (left) and photograph (right) 
 
(C) Breaking bore impacting on the array of conductivity probes, bore coming from right to left 
Figure 2.2.11 – Dual-tip phase-detection probes: photographs and sketch 
 
2.3 EXPERIMENTAL DATA PROCESSING AND ANALYSIS 
2.3.1 Free-surface measurement calibration 
The ADMs functioned by sending acoustic waves to the water surface and measured the echo, which 
was then converted into voltage signals. The ADM signals were collected using a National Instrument 
(NI) data condition system, and recorded by a Labview script. A series of calibration tests were 
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conducted to deduce the local water depth d as a function of voltage V output from each ADM. The 
relationship between the output voltage and distance from the ADM emitter to water surface was 
linear. Each calibration test was conducted in steady flows, and the water depth was measured using 
point gauges with an accuracy of 0.001 m. The ADMs were sampled at 100 or 200 Hz continuously 
for 60 or 90 seconds. At least 8 tests were conducted for all ADMs with different steady flow depths 
to best-fit a linear function. Figure 2.3.1 shows typical examples of calibration curves. All calibration 
curves were associated with a correlation square R2 greater than 0.99. Further, all ADMs were re-
calibrated and checked against previous calibration results every 3 to 4 weeks. 
 
  
(A) ADM channel at x = 17.81 m   (B) ADM channel at x = 14.96 m 
  
(C) ADM channel at x = 8.5 m   (D) ADM channel at x = 3.96 m 
Figure 2.3.1 – Typical calibration curves of ADM channels at different longitudinal x locations with 







































































































2.3.2 Velocity signal post-processing, synchronisation and ensemble-averaging 
The post processing of the ADV data was conducted with the software WinADVTM version 2.031. In 
steady flows, the ADV post processing included the removal of communication errors, the removal 
of average signal to noise ratio data less than 5 dB and the removal of average correlation values less 
than 60%. In addition, the phase-space thresholding technique developed by GORING and NIKORA 
(2002) and implemented by WAHL (2003) was used to remove spurious points in the data set. In 
unsteady flow conditions, the above post-processing technique was not applicable (NIKORA 2004, 
Person. Comm., CHANSON 2008, 2010, KOCH and CHANSON 2009). The unsteady flow post-
processing was limited to a removal of communication errors, and it is acknowledged that the vertical 
velocity component Vz data might be affected adversely by the bed proximity for z < 0.030 m. The 
output data of the Profilers were processed using the same technique but with a different code. The 
code was a MATLAB program VTMT version 1.1 designed and written by BECKER (2014). 
The ADV and ADV Profilers were synchronised with the ADMs during unsteady flow measurements. 
The synchronisation was performed using a trigger in the Labview program and was checked to be 
within 0.005 to 0.01 s. The generation and propagation of tidal bores in the present laboratory studies 
were very consistent and highly repeatable, hence enabled ensemble-averaged measurements. Figure 
2.3.2 shows the longitudinal velocity and free-surface measurements at the velocity sampling location 
(x = 8.5 m) of an ensemble with 25 repeats. The horizontal axis marks the time of the start of all data 
condition systems. Typically, all systems and programs were started one minute before the Tainter 
gate closure. 
The number of repetitions (25 runs) were derived from previous sensitivity studies (DOCHERTY and 
CHANSON 2012, LENG and CHANSON 2017c) and determined adequate to obtain the rapidly-
fluctuating turbulent characteristics. All runs were synchronised together using the one ADM located 
downstream of the gate at x = 18.17 m. When a bore was generated by rapidly closing the Tainter 
gate, a negative surge was generated at the same time downstream of the gate, highlighted by a rapid 
decrease in water depth. The timing of the negative surge reaching the ADM at x = 18.17 m was used 
to synchronise all 25 runs in an ensemble-averaged measurement (1). The synchronised data was then 
ensemble-averaged to find the median and percentile differences across all 25 runs. As illustrated in 
Figure 2.3.2, the time difference between different runs should not exceed 0.1 to 0.2 s with a well-
performed manual synchronisation. 
 
                                                 
1 The arrival of a negative surge is characterised by a sudden drop in free-surface elevation. Herein, the free-surface data 
measured by the ADM located at x = 18.17 m was differentiated two times with respect to time to find the peak values in 
the second derivative near the time of gate closure. The time corresponding to this peak was used as a reference time for 
synchronisation cross all runs. 
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Figure 2.3.2 – Instantaneous time-variations of the free-surface elevation and longitudinal velocity at 
x = 8.5 m: 25 runs in an ensemble-averaged measurement; flow conditions: Q = 0.101 m3/s, Fr1 = 1.5, 
z/d1 = 0.1 
 
2.3.3 Auto-correlation, cross-correlation, integral and turbulent scales 
For a Eulerian time serie of velocity Vi where i denotes the velocity component i = x, y, and z, the 
normalised auto-correlation function Rii(τ) can be computed for the time series of the velocity 








    (2.4) 
where vi is the instantaneous velocity fluctuation of the component i and i i iv V V  . Each overbar 
denotes a time-averaging process. This is suitable for a statistically stationary or steady flow. When 
operating with unsteady rapidly-varying flow, 
iV  is the ensemble-averaged median velocity of 
component i. The auto-correlation function is unity for a time lag of zero and ranges between -1 and 
1 for a non-zero time lag. 
The Eulerian integral time scale, also called the auto-correlation time scale, is calculated from the 
auto-correlation function by taking the area under the curve between zero time lag (τ = 0) and the first 
crossing of the function with 0 (τ at Rii = 0). It is a measure of the longest connection in the turbulent 
behaviour of the substituted turbulent property (HINZE 1975, CHANSON 2014). The formula for 
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25 coloured curves = 25 runs of data
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With a time serie of velocity signals collected along a vertically or transversely arranged sampling 
profile using Vectrino II Profilers, the space-time cross-correlation functions may be calculated in the 
transverse y and vertical z directions independently. By cross-correlating the instantaneous velocity 
fluctuations vi between two points at (y1, z) and (y2, z) or (y, z1) and (y, z2), the cross-correlation 
























  (2.7) 
The turbulent integral length and time scales represent the length scale of a characteristic eddy in the 
turbulent flow and the time scale of the eddy to dissipate i.e. a "life span" (FAVRE 1965). The 
turbulent length scale can be calculated from the cross-correlation in the transverse and vertical 
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where Ry1y2,i and Rz1z2,i are respective peaks of the cross-correlation functions for the i-th velocity 
component between the two points (y1, z) and (y2, z), or points (y, z1) and (y, z2); Δymax and Δzmax 
are the maximum separations between two points in the two directions. In the present study, Δymax 
and Δzmax both equal to 34 mm. 
The turbulent integral time scale in the transverse and vertical directions for the i-th velocity 
component is defined as: 
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
     (2.11) 
where Ty1y2,i and Ty1y2,i are the integrals of the cross-correlation functions between the time lag 
associated with peak correlation and the first intersection of the function with zero. 
Cross-correlation functions Ryz,i, where i denotes the velocity component: i = x,y,z, can be calculated 
between the velocity signals of the two Profilers to examine the turbulent scales in the plane formed 
by the two sampling volumes of the two Profilers which were arranged perpendicular to each other. 
The calculation was carried out by cross-correlating the instantaneous velocity fluctuations vi between 
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signals of the two Profilers measured simultaneously. Figure 2.3.3 shows how the calculations were 
performed between signals of the two sampling volume. Namely, for each point (y1n, z
1
n) in the 
sampling profile of Profiler 1 with n ranging from 1 to 35, the velocity fluctuation data vi were cross-
correlated between (y1n, z
1




n) in the sampling profile of Profiler 2 using: 
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Figure 2.3.3 – Cross-correlation calculation between the two sampling profiles of Profiler 1 and 2: a 
graphic description 
 
The integral time Tin could be calculated from the space-time cross-correlation functions between the 
velocity signals sampled by the two Profilers. The integral time Tin is defined as the integral of the 
cross-correlation functions with respect to the lag in time, between the optimum time lag Ti and the 









    (2.13) 
where Ryz,i(τ) is the cross-correlation coefficient of the velocity component i (i = x,y,z) calculated 
between sampling points of Profiler 1 and 2 in a y-z plane. 
The turbulent integral area of a large scale coherent structure in the y-z plane may be deduced from 
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where Δzmax and Δymax are respectively the maximum vertical and transverse separation distance, 
which in the present study equals to 0.034 m for both directions. The maximum cross-correlation 
coefficient Rmax is a surface function in the y-z plane. A threshold Rmax > 0.1 was applied herein to 
filter out signals with negligible correlations. Further, the associated turbulent time scale of such 
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where Tin is the optimum time lag associated with Rmax where it satisfies Rmax > 0.1, and A is the area 
scale. 
 
2.3.4 Velocity gradient tensor, strain rate tensor and vorticity 
Studies of direct numerical simulations in incompressible, homogeneous and inhomogeneous 
turbulence indicate that, in regions of high kinetic energy dissipation rate, the geometry of the local 
velocity gradient field has a universal character (CANTWELL 1993). For an understanding of the 
precise structure and dynamic inhomogeneous turbulence in a spatially and temporally varying 
turbulent flow, important characteristics such as the instantaneous velocity gradient tensor need to be 
derived (McKEON et al. 2007). The nine simultaneous components of the velocity gradient tensor 
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  (2.16) 
where Vx is the instantaneous longitudinal velocity component, Vy is the instantaneous transverse 
velocity component and Vz is the instantaneous vertical velocity component; i and j denote the x, y 
and z coordinate directions. The vorticity vector at this point and time can thus be determined from 




























  (2.19) 
where ωx, ωy and ωz stand for the vorticity of a turbulent spot about the x, y and z axes. The three 





























  (2.22) 
The enstrophy ωiωi, enstrophy production rate ωiSijωi, and the kinetic-energy dissipation rate 2υSijSij 
may thus be calculated from the above quantities, and used to characterise the small scale turbulence 
in the open channel shear flows. 
In the present study, the velocity gradient tensor ∂Vy/∂z and ∂Vz/∂y and its ensemble-averaged time-
variations were derived from the Profiler 1 and 2 measurements. The two sampling profiles have one 
intersection point at each of the three vertical elevations, where simultaneous ensemble-average 
experiments were conducted using an array of two Profilers. At the point of intersection Xyz, the 
velocity gradient tensor components ∂Vy/∂z and ∂Vz/∂y were both known, hence the voracity about 
the x-axis ωx and the shear component of the strain rate tensor Syz can be calculated. Table 2.1 
summarises the experimental flow conditions for which ensemble-averaged measurements were 
conducted, with the y and z coordinates of the point of intersection Xyz (
2). 
 
Table 2.1 – Ensemble-averaged experimental flow conditions at the intersection Xyz of the sampling 
profiles measured by an array of two Profilers, inclusive of all experimental flow conditions 
 
2.3.5 Video analysis and image processing 
Two types of image processing were used in the present study to analyse the high-speed and ultra-
high-speed videos: manual digitalisation and automatic edge detection. The manual digitalisation was 
performed on all high shutter speed photographs, videos with frame rates equal to or less than 480 
fps and ultra-high-speed video of the side roller profile. The manual digitalisation utilises an open 
source software DigXY (DigiData) developed by Thunderhead Engineering. Figure 2.3.4 shows an 
example of the manual digitalisation process of the roller toe perimeter of a breaking bore, from a 
                                                 
2 The two Profilers were located at slightly different longitudinal locations (Profiler 1 at x = 8.5 m and Profiler 2 at x = 
8.425 m), thus the point Xyz was only a point of intersection in the y-z plane. 
 










Fr1 Xyz location 
1a 0 0.101 0.174 0 0.01 - 0.20 0.46 - 0.51 1.52 z/d1 = 0.17 
y/B = 0.50 
1b 0 0.101 0.176 0 0.09 - 0.28 0.46 - 0.51 1.5 z/d1 = 0.26 
y/B = 0.50 
1c 0 0.101 0.176 0 0.23 - 0.43 0.46 - 0.51 1.55 z/d1 = 0.40 
y/B = 0.50 
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video taken at the Qiantang River in Yanguan, China. The instantaneous roller toe position was 
denoted X, positive in the streamwise direction. The transverse y coordinate was set to 0 at the left 
end of the camera frame. The extent of the frame was prescribed to represent the real length scale of 
the prototype.  
 
    
 
Figure 2.3.4 – Manual digitalisation of one frame from a frame sequence of a video output; (left) 
video shot featuring the top view of breaking bore propagation and (right) digitalised instantaneous 
perimeter; video taken at Qiantang Bore Observation Station (QBOS) in Yanguan, China (23 
September 2016); frame rate 240 fps; bore propagating from top to bottom 
 
The automatic edge detection of the roller toe perimeter was achieved using the texture segmentation 
functions in Matlab. Figure 2.3.5 shows a typical output from the automatic edge detection algorithm, 
with the result highlighted by a thin light grey line. Note that the image was pre-processed to un-
distort the frame. The initial distortion of the frame was a result of the camera lens not perfectly 
perpendicular to the free-surface. The result was then cleaned to only include the edge that marked 
the roller toe perimeter (top edge highlighted by red dash line). For ultra-high-speed videos featuring 
top view of the roller toe perimeter, the edge detection was implemented frame by frame for a single 
video taken at 22,003 fps. The results were then smoothed using a window of 22 non-overlapping 
frames for further statistical analysis. For ultra-high-speed videos featuring side view of the breaking 
bore propagation, manual digitalisation was performed (3). The video, originally at 22,607 fps, was 
subsampled every 22 frames during processing. 
                                                 
3 Manual digitalisation was the preferred and primary technique, because it yielded higher data quality and accuracy with 
better quality control. However, with an ultra-high speed video data, manual processing was sometimes unrealistic due 
to massive amount of frames. Hence, automatic edge detection was used in this case. Quality control was achieved by 
























Figure 2.3.5 – Automatic edge detection of the roller toe perimeter from a frame shot of an ultra-high-
speed video; video featuring the top view of breaking bore propagation at 22,003 fps; bore 
propagating from top to bottom; flow conditions: Q = 0.101 m3/s, d1 = 0.097 m, U = 0.64 m/s, Fr1 = 
2.1 
 
2.3.6 Air-water flow signal processing 
The air-water flow properties were primarily investigated using an array of phase-detection 
conductivity probe. The output of the phase-detection conductivity probes were voltage signals 
recorded during the bore roller passage. Typical instantaneous signals are shown in Figure 2.3.6 
where the time origin (t = 0) corresponds to the first detection of an air-to-water interface by the 
leading sensor of the reference phase-detection probe, located at x = 8.50 m and z = 0.105 m, with z 
the vertical elevation above the channel invert. Figure 2.3.6 presents the instantaneous voltage signals 
recorded at four vertical elevations. Each vertical drop in signal corresponded to the detection of a 
water-to-air interface by the sensor, while each vertical rise corresponded to the detection of an air-
to-water interface. Although the probe signal should be theoretically rectangular, the instantaneous 
signal is not exactly square because of the finite size of the tip, the wetting/drying time of the interface 
covering the tip and the response time of the probe and electronics (CARTELLIER and ACHARD 
1991, CHANSON 2016a). 
A single threshold technique may be used to convert the instantaneous voltage signals into 
instantaneous void fraction and to calculate bubble interfacial times. The single threshold technique 
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is a very robust method in free-surface flows, and the threshold was herein set at 50% of the air-water 
voltage range to cover the wide range of void fractions in the whole air–water flow column following 
TOOMBES (2002), CHANSON (2002,2016a), and FELDER and CHANSON (2015). The output is 
the instantaneous void fraction c, with c = 1 in air and c = 0 in water. 
 
 
Figure 2.3.6 – Typical instantaneous voltage signals of probe 1, leading tip 
 
For all present experiments, the time origin (t = 0) was selected when the leading sensor of the 
reference phase-detection probe first detected an air-to-water interface, and all experiments were 
synchronised accordingly. The synchronised results provided the vertical distributions of 
instantaneous void fraction c(z, t) at each time step t. Through a vertical integration, the data provided 
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where z is the vertical distance measured from the channel bed. 
 
2.4 NUMERICAL CFD METHODOLOGY 
2.4.1 Governing equations 
The Computational Fluid Dynamics (CFD) models in the present study utilised the CFD code Thétis 
developed by the I2M laboratory, University of Bordeaux, France. The code solves Navier-Stokes 
equations in its incompressible two-phase flow form between non-miscible fluids. The 
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  (2.24) 
where u is the velocity, p is the pressure, t is time, g  is the gravity vector, ρ is the density and µ is 
the viscosity. 
The boundary of the present model is treated by applying a penalisation term in Equations 2.27 











  (2.25) 
where 
uB  is a matrix penalising the velocity components, n  is the exterior normal unit vector of the 
boundary S and u  is a user set velocity. When uB  is 0, a Neumann condition is modelled. When 
uB  is +∞, a Dirichlet condition is modelled using u u  (SIMON 2014). 
A permeability Brinkman term (µ/K). u is added to the governing equations (Equations 2.23) to 
implement an absorption layer on the top of the domain. The permeability coefficient K is modified 
to change the ability of the boundary in letting fluid pass. A damping zone is also added to the domain 
boundary to reduce numerical interferences. In the present model, damping zone used a friction term 
to damp out the tangential velocity components near the abortion layer when performing three-




i m s e
e si i
x x
 for x [x ; x ] and i {y, z}
x x( )








  (2.26) 
where xs is the start of the damping zone, xe is the location of an open boundary in the y-z plan and 
xe < xs, and γm is the maximal value of the damping zone. Hence, the linear function in the damping 
zone is varying from γ = 0 at x = xs to γ = γm at x = xe along the y and z directions. After the above 
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 (2.27) 
 
2.4.2 Large Eddy Simulation (LES) 
The present model used Large Eddy Simulation (LES) to resolve turbulence. The approach of LES 
was chosen because it is comparatively inexpensive in computational cost, at the same time can 
resolve the turbulent properties of the targeted flow to a satisfactory accuracy. LES solves the 
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incompressible Navier-Stokes equations by applying a low-pass filter to bypass small-scale 
turbulence. The neglected small-scale information, though neglected by the LES model, is still critical 
to the flow physics and thus must be modelled. A subgrid-scale model (SGS) is in place to facilitate 
the modelling of small-scale turbulent structures. Herein, two types of SGS models were used in the 
code of Thétis, being the Smagorinsky model, turbulent kinetic energy model (TKE) and mixed scale 
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2.4.3 Two-phase flow modelling and Volume of Fluid (VOF) 
The two-phase flow interface was tracked by a Volume of Fluid method (HIRT and NICHOLS 1981). 
A colour function C was introduced, which was defined to be 0 in one medium and 1 in the other. In 
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where the subscript denotes the fluid properties in water (1) and air (0), respectively. In two-
dimensional (2D) simulations, the interface was resolved by one of the two models: a Total Variation 
Dinimishing (TVD) scheme and a piecewise linear interface construction method (PLIC), depending 
on the model performance. In three-dimensional (3D) simulations, PLIC was used consistently. 
 
2.4.4 Numerical methods and discretisation 
The time discretisation of the present model was implicit, using a first or second order backward 
differentiation formula (BDF) (ASCHER 1998; SÜLI 2003). The first order BDF (BDF1) was 
implemented for the first iteration of calculation before using the second order BDF (BDF2) for the 
second iteration and so on, as BDF2 requires two previous steps to be realised. The spatial 
discretisation was done using a finite volume method on staggered grids (FVM) (PATANKAR 1980).  
According to the divergence theorem, the fluxes entering and leaving a control volume must conserve, 
hence the equations can be integrated as surface integrals with respect to each control volume face. 
To interpolate the variables along the mesh edges, a second order centred scheme was used to 
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approximate viscous term and a hybrid upwind-centred scheme was used to calculate inertial term 
(SIMON 2014). 
 
2.4.5 Synthetic Eddy Method (SEM) 
In laboratory or in nature, a bore-affected flow is a turbulent flow before and after the bore passage. 
The turbulent properties of the incoming bore, including velocity, velocity fluctuations, turbulent 
kinetic energy and Reynolds stresses, are closely related to the initially steady flow characteristics. It 
is important for the numerical model to reproduce the initial flow before it can realistically simulate 
the bore propagation. In three-dimensional LES models of turbulent flows, one challenge is to 
generate realistic inflow turbulent structures. There exists a number of techniques for the generation 
of inlet flow conditions, such as a precursor simulation, spectral method and algebraic methods 
(JARRIN et al. 2006). However, these methods are either very computationally expensive, or has a 
limited applications e.g. not applicable to non-homogenous turbulence. In the present numerical study, 
a synthetic eddy method (SEM) is used to act as a robust inflow turbulence generator, which is 
computationally efficient, suitable for complex geometries and unstructured meshes. The method was 
developed by JARRIN et al (2006). 
The SEM generates explicitly large-scale coherent structures and convects them with the mean flow 
through the inlet plane (SIMON 2014, JARRIN et al. 2006). The methods works on the assumption 
that turbulence is a superposition of coherent structures. Coherent structures are generated at the inlet 
plane and are defined by a shape function fj which specifies spatial and temporal characteristics. The 
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where εij is sign of vortex i on component j and is either -1 or 1, N is the number of turbulent spots, 
and x can be 1D, 2D or 3D coordinates of the turbulent spots. The final velocity field ui is then 
reconstructed from the vortx field uj' as: 
 'i i ij ju u a u    (2.32) 
where 
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As a result, the SEM only needs a number of prescribed parameters, being mean velocity, Reynolds 
stresses and typical size and number of eddies. Although the SEM involves summing up a number of 
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eddies from each grid point on the inflow, the CPU time to generate the inflow data at each iteration 
was less than 1% of the total CPU time of one LES iteration (JARRIN et al. 2009). The methods were 
tested in spatially decaying homogeneous isotropic turbulence and in a fully developed turbulent 
channel flow, as well as in coupled RANS/LES models (JARRIN et al. 2006,2009). SIMON (2014) 
validated the method in pipe flows and implemented it in Thétis to model the initial turbulent flows 
before the passage of tidal bores. 
 
2.4.6 Linear system and parallel solving 
The linear system of the prediction and corrections steps were solved using MPI library HYPRE 
(FALGOUT et al. 2006). The time steps were dynamically calculated to insure a CFL number less 
than 0.2. 
 
2.5 EXPERIMENTAL SETUP AND FLOW CONDITIONS 
The physical experiments were performed systematically in the present study. A wide range of flow 
conditions were investigated including four initial discharges Q, four bed slopes So, and a variety of 
initial flow depth d1, gate opening after rapid closure h and different radial gate opening. These initial 
flow conditions resulted in a wide range of bore shapes with Froude number Fr1 between 1.1 and 2.1. 
Preliminary visual and instantaneous free-surface measurements were conducted first to study 
different types of bores with a broad Froude number range and shapes. This was followed by detailed 
instantaneous velocity measurements using an ADV for distinctive bores. Further ensemble-averaged 
measurements using ADV and ADV Profilers were then carried out. Breaking bores with high Froude 
numbers (Fr1 > 1.4 to 1.5) were studied extensively using high-speed and ultra-high-speed video 
cameras, coupled with two-phase conductivity probes to resolve the unique turbulent and 
hydrodynamic characteristics in breaking rollers. All experimental flow conditions were summarised 
in Table 2.2. In Table 2.2, the radial gate opening was denoted N/A when it was fully opened. The 
Tainter gate opening after the rapid closure was denoted h. Within each chapter, more detailed 
summary tables are presented with more focus on the chapter content. 
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3. PHYSICAL MODELLING OF TIDAL BORE 
3.1 BASIC FLOW PATTERNS 
Visual observations were conducted systematically to document the basic flow patterns of the 
upstream propagation of tidal bores. The observations were performed using High Definition (HD) 
video cameras and photographic camera for a wide range of flow conditions. Figures 3.1.1 and 3.1.2 
show typical side views of the propagation of a breaking bore (Fr1 = 1.6) and undular bore with shock 
waves (Fr1 = 1.2) respectively. 
No bore was visible for a Froude number less than unity. For 1 < Fr1 < 1.1 to 1.3, the bore was undular, 
characterised by a gentle upward free-surface rise and series of quasi two-dimensional secondary 
undulations (Fig. 3.1.2). There were no breaking, and small shock waves may initiate from the 
sidewalls and stretch downstream on the first wave crest, intersecting at the channel centreline (Fig. 
3.1.3). 
Breaking bores with secondary waves developing behind the breaking roller were observed for 1.2 to 
1.3 < Fr1 < 1.4 to 1.5 (1). The bores were characterised by a thin layer of breaking developing at the 
bore front across most of the channel width, followed by a train of smooth, three-dimensional 
secondary waves. 
For Fr1 > 1.4 to 1.5, the secondary wave motion disappeared and the breaking bore was characterised 
by a steep wall of water with a sharp breaking front (Fig. 3.1.1). The propagation process was highly 
unsteady turbulent, with an abrupt rise in free-surface elevation and rapidly fluctuating breaking roller. 
The initially steady free-surface curved upwards slightly before the arrival of the breaking roller toe 
for Froude numbers less than 2. Such an upward streamline curvature may be derived from theoretical 
considerations and was previously reported (VALIANI 2007, CHANSON 2010, DOCHERTY and 
CHANSON 2012). For Froude numbers greater than 2, such an upward streamline curvature was not 
seen. The breaking roller was characterised by a two-phase air-water flow region and strong turbulent 
interactions, with free-surface splashes and droplet ejection. The free-surface was nearly horizontal 
behind the roller, although with large fluctuations. 
Overall the visual observations were consistent with earlier findings (HORNUNG et al. 1995, KOCH 
and CHANSON 2009, CHANSON 2010, CHANSON and DOCHERTY 2012, KHEZRI and 
CHANSON 2012a). 
 
                                                 
1 Note that the expression “breaking bore with secondary waves” is used in line with PEREGRINE (1966). Other 
researchers used the expression “undular bore with some breaking” to denote the same flow pattern (KOCH and 
CHANSON 2009, CHANSON 2010b, KHEZRI and CHANSON 2012a) 
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Figure 3.1.1 – Breaking bore propagation from left to right, viewed from the side with a time interval 
of 0.12 s between each photo; photo order from left to right, top to bottom; flow condition: Q = 0.101 
m3/s, So = 0, radial gate fully open, h = 0 m, Fr1 = 1.6 
 
   
   
Figure 3.1.2 – Undular bore propagation from left to right, viewed from the side with a time interval 
of 0.12 s between each photo; photo order from left to right, top to bottom; flow condition: Q = 0.101 
m3/s, So = 0, radial gate opening = 0.125 m, h = 0.071 m, Fr1 = 1.2 
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Figure 3.1.3 – Detailed view of the shock waves (see arrows) on the first wave crest of an undular 
bore; flow condition: Q = 0.101 m3/s, So = 0, radial gate opening = 0.125 m, h = 0.071 m, Fr1 = 1.2; 
bore propagation from background to foreground 
 
3.2 UNSTEADY FREE-SURFACE CHARACTERISTICS 
3.2.1 Ensemble-averaged free-surface measurements 
The propagation of tidal bores is a highly turbulent and unsteady process. A time average is 
meaningless to study the turbulent free-surface and velocity characteristics. Herein, a series of 
ensemble-average free-surface measurements were conducted using acoustic displacement meters 
(ADMs) for two different discharges: that is, Q = 0.101 m3/s and 0.055 m3/s. Two distinctively 
different discharges were experimented to investigate tidal bores with a wide range of Reynolds 
numbers. Detailed information and locations of the ADMs are documented in Chapter 2, Section 
2.2.2. Both breaking and undular bores were generated for each discharge Q and identical bore Froude 
number Fr1 were achieved for the same type of bore with different discharges. For each set of flow 
condition, experiments were repeated 25 times and the results were ensemble-averaged to obtain the 
median free-surface elevation dmedian and the difference between the third and first quartiles (d75-d25). 
The difference between the third and first quartiles (d75-d25) characterised the free-surface fluctuations 
of the flow. In a Gaussian distribution of an ensemble around its mean, this would equal to 1.3 of the 
standard deviation of the total ensemble (SPIEGEL 1972). Table 3.1 summarises the flow conditions 
of the ensemble-averaged measurements. Further details on free-surface measurements with a 
complete set of results were reported in LENG and CHANSON (2015c). 
Figures 3.2.1 and 3.2.2 present typical ensemble-averaged free-surface variations and fluctuations as 
functions of time (t = 0 at gate closure) for breaking and undular bores, respectively. The solid black 
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line in each figure denotes the ensemble-averaged median free-surface elevation at x = 8.5 m. All 
breaking bore measurements highlighted an abrupt increase in water level. Undular bores were 
associated with a significant upward free-surface curvature followed by a train of secondary 
undulations. 
Breaking bores were typically associated with higher maximum free-surface fluctuations (d75-d25), 
possibly caused by the highly turbulent breaking rollers (Fig. 3.2.1). For all the experimental 
conditions, the results showed an increase in free-surface fluctuations following the propagation of a 
tidal bore. With breaking tidal bores, the free-surface fluctuations showed a marked maximum (d75-
d25)max shortly after the passage of the bore breaking roller (Fig. 3.2.1). With undular tidal bores, the 
first local maximum free-surface fluctuation occurred shortly after the passage of the first wave crest, 
followed by a series of local maximum fluctuations appearing in a quasi-periodic manner after the 
initiation of each secondary undulation (Fig. 3.2.2). The time-variations of the free-surface 
fluctuations in undular bores oscillated approximately in phase with the oscillations of the free-
surface elevation. 
Altogether, the above observations were consistent with past experimental results on free-surface 
characteristics of tidal bores (KOCH and CHANSON 2008,2009, DOCHERTY and CHANSON 
2010,2012, KHEZRI and CHANSON 2012a,b, SIMON and CHANSON 2013). 
 
Table 3.1 – Experimental flow conditions for ensemble-averaged free-surface measurements 
 
 
So Q (m3/s) Radial gate opening (m) d1 (m) d2 (m)  U 
(m/s) 
Fr1 h (m) Bore type Instrumentation 
0.0075 0.101 N/A 0.10 0.28  0.71 2.2 0 Breaking ADMs 
0.0005 0.055 N/A 0.07 0.14  0.26 1.5 0.051 Breaking ADMs 
0 0.101 N/A 0.18 0.30  1.13 1.5 0 Breaking ADMs 
0 0.101 0.125 0.21 0.27  1.00 1.2 0.071 Undular ADMs 




(A) Q = 0.101 m3/s, Fr1 = 1.5  
 
(B) Q = 0.055 m3/s, Fr1 = 1.5  
Figure 3.2.1 – Ensemble-averaged time variations of the median free-surface elevations and free-


























dmedian (x = 18.17 m)dmedian (x = 17.41 m)d75-d25 (x = 17.41 m)
dmedian (x = 9.96 m)d75-d25 (x = 9.96 m)dmedian (x = 8.5 m)



























(A) Q = 0.101 m3/s, Fr1 = 1.2  
 
(B) Q = 0.055 m3/s, Fr1 = 1.2 (two-dimensional undular bore without shock waves nor breaking) 
Figure 3.2.2 – Ensemble-averaged time variations of the median free-surface elevations and free-


























dmedian (x = 18.17 m)dmedian (x = 17.41 m)d75-d25 (x = 17.41 m)
dmedian (x = 9.96 m)d75-d25 (x = 9.96 m)dmedian (x = 8.5 m)



























The unsteady free-surface characteristics and properties were analysed based upon the instantaneous 
free-surface measurements data, and the results were compared to theory and past study of tidal bores 
and stationary hydraulic jumps. The key characteristics analysed included the maximum water depth 
dmax and conjugate water depth d2 for both breaking and undular bores. The roller length Lr, height 
and length of the rise in free-surface immediately upstream of the breaking roller toe hs and Ls were 
specifically studied for breaking bores. The wave amplitude aw and wave length lw were studied for 





















(A) Breaking bore     (B) Undular bore (without shock wave/cross waves) 
Figure 3.2.3 – Definition sketch of the key unsteady free-surface parameters of breaking bores and 
undular bores 
 
The conjugate water depth d2 on a smooth horizontal rectangular channel can be derived as a function 
of the Froude number Fr1, based upon momentum considerations. When incorporating the slope So, 
the equation becomes a function of the bore Froude number Fr1 and ε, where ε is a dimensionless 
coefficient defined in terms of the bed slope So (Equations 1.10 and 1.11). Figure 3.2.4 presents the 
dimensionless conjugate water depth as a function of bore Froude number Fr1 for both breaking and 
undular bores analysed from video and ADM data (instantaneous and ensemble-averaged). Both the 
video and ADM data showed overall a monotonic increase in conjugate depth ratio with increasing 
Froude number. The data were compared to previous experimental works, and theoretical results 
calculated from Equations 1.12 and 1.10 respectively for zero and non-zero slopes. Overall, the 
experimental data in a horizontal flume showed a good fit to the theoretical data for zero slope 
(Equation 1.12). For 1.6 < Fr1 < 2.4, the experimental data deviated from the momentum principle 
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using zero slope, and matched better the non-zero slope approximation (Equation 1.10). The data of 
the present study compared well with previous experimental results on tidal bores. 
 
 
Figure 3.2.4 – Dimensionless conjugate depth as a function of bore Froude number Fr1 analysed from 
both video and ADM data for breaking and undular bores; comparison with the momentum principle, 
laboratory studies (FAVRE 1935, BENET and CUNGE 1971, KOCH and CHANSON 2009, 
CHANSON 2010a,b, DOCHERTY and CHANSON 2012, KHEZRI and CHANSON 2012a) and 
field work (BENET and CUNGE 1971) 
 
In breaking bores with Fr1 < 2, the free-surface ahead of the roller toe was curved upwards (Fig. 
3.2.3A). This upward curvature was derived from theoretical considerations, namely the integral 
balances of linear momentum in both horizontal and vertical directions, and of angular momentum 
(VALIANI 1987), and was previously observed experimentally (HORNUNG et al. 1995, KOCH & 
CHANSON 2009). The longitudinal and vertical length of this curvature, expressed in terms of hs 
and Ls, respectively, were presented in Figure 3.2.5 as functions of the Froude number Fr1. The data 
was analysed from both instantaneous and ensemble-averaged measurements. The results were best 
correlated by: 
 2s 1 1
1





















Present study (Video data)
Momentum principle (no slope) Eq. 1.12
Momentum principle (with slope) Eq. 1.10
Present study (instantaneous ADM data)
Present study (ensemble-averaged ADM data)
FAVRE
BENET and CUNGE (model)





DOCHERTY and CHANSON (smooth PVC)
DOCHERTY and CHANSON (fixed gravel)
KHEZRI and CHANSON (fixed gravel)
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Data obtained from previous experiments on tidal bores were also presented for comparison in Figure 
3.2.6A. The data highlighted that both hs and Ls decreased with increasing Froude number, with hs = 
0 for Fr1 > 2. The present data compared well to previous experimental results. 
 
 
(Left, A) Height of the free-surface curvature hs 
(Right, B) Length of the free-surface curvature Ls 
Figure 3.2.5 – Free-surface curvature in front of the breaking bore roller toe as a function of bore 
Froude number Fr1 for breaking bores; comparison with laboratory studies (KOCH and CHANSON 
2009, CHANSON 2010a, DOCHERTY and CHANSON 2012) 
 
The roller length Lr of a breaking tidal bore was defined as the length measured from the roller toe to 
the end of the breaking roller, marked by the water depth reaching the conjugate depth d2. Figure 
3.2.3A illustrates the definition of Lr. The dimensionless roller length of breaking bores as a function 
of the bore Froude number was compared with past study of stationary hydraulic jumps. The present 
data was analysed from both instantaneous and ensemble-averaged measurements. Overall, the 
majority of the present data were of lower Froude number, and some data scatter was seen, possibly 
due to the change of lighting conditions and slight frame distortion in the video movies, which created 
minor uncertainty. Nevertheless, the results with Fr1 > 2 matched closely the trend of stationary 
hydraulic jump data (Fig. 3.2.6). Furthermore, the present data showed a consistent decrease of roller 




































Figure 3.2.6 – Dimensionless roller length as a function of bore Froude number Fr1 for breaking bores; 
comparison with past studies of stationary hydraulic jumps (KUCUKALI and CHANSON 2007, 
MURZYN et al. 2007, MURZYN and CHANSON 2009, RICHARD and GAVRILYUK 2013, 
WANG and CHANSON 2013, WANG 2014) 
 
For undular bores, key free-surface properties encompass the wave length and amplitude. Figures 
3.2.7 and 3.2.8 show respectively the dimensionless wave amplitude and wave as functions of bore 
Froude number, with comparison to previous experimental data, a cnoidal wave solution 
(ANDERSEN 1978) and the linear wave theory of LEMOINE (1948). The cnoidal wave solution was 
based upon the Boussinesq equation and the asymptotical results for a rectangular channel are 
(BENJAMIN and LIGHTHILL 1954): 
 w 2
1 1
a d1 1d d3
     





l d2 2 1d d3
     
  (3.3) 
The present channel was rectangular and the ratio of initial cross-sectional flow area to channel width 
A1/B1 was equivalent to the initial flow depth d1. The present data were analysed for both 
instantaneous and ensemble-averaged measurements. Overall, the present data followed closely 
previous results, with an increase in wave amplitude and monotonic decrease in wave length with 
increasing Froude number for Fr1 < 1.3. Further numerical data of free-surface characteristics 
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Figure 3.2.7 – Dimensionless wave amplitude as a function of bore Froude number Fr1 for undular 
bores; comparison with theory (LEMOINE 1948, ANDERSEN 1978), laboratory studies (FAVRE 
1935, BENET and CUNGE 1971, TRESKE 1994, KOCH and CHANSON 2009, CHANSON 2010b, 
DOCHERTY and CHANSON 2012) and field work (WOLANSKI et al. 2004 [Daly River], 
CHANSON et al. 2011 [Garonne River], FURGEROT et al. 2013 [See River], REUNGOAT et al. 
2014 [Garonne River]); all past field data illustrated by blue symbols and past laboratory data 
illustrated by black symbols 
 
 
Figure 3.2.8 – Dimensionless wave length as a function of bore Froude number Fr1 for undular bores; 
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CHANSON 2010b, DOCHERTY and CHANSON 2012, KHEZRI and CHANSON 2012a) and field 
work (WOLANSKI et al. 2004 [Daly River], CHANSON et al. 2011 [Garonne River], FURGEROT 
et al. 2013 [See River], REUNGOAT et al. 2014 [Garonne River]); all past field data illustrated by 
blue symbols and past laboratory data illustrated by black symbols 
 
CHANSON (2010a) conducted a series of physical experiments on tidal bores in a horizontal 
rectangular channel with smooth PVC bed, and validated the free-surface data of undular bores 
against the assumption of negligible energy loss in undular tidal bores and hydraulic jumps. In the 
tidal bores and hydraulic jumps, the conservation of mass and conservation of momentum hold across 
the jump or wave front, as stated by HENDERSON (1966), LIGGETT (1994) and CHANSON 
(2010a). In an undular bore, the rate of energy dissipation is negligible, thus the energy is quasi-
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         (3.5) 
where M is the momentum function, E is the specific energy, and d is the instantaneous water depth 
over the first 2 to 3 undulations behind the bore. For an undular bore in propagation, the depth of flow 
oscillates in a quasi-periodic manner. The critical depth dc of a tidal bore can be calculated as: 
   21 13c V U dd g
    (3.6) 
Figure 3.2.9 showed typical undular bore data obtained in the present study. The two solid blue curves 
in Figure 3.2.9 denoted the theoretical relationship between the dimensionless momentum function 
and specific energy under assumption of negligible energy loss. The upper branch of the theoretical 
curves represents subcritical flow whereas the lower branch corresponds to supercritical flow. Two 
data sets are presented in Figure 3.2.9, with the same bore Froude number Fr1 but different discharges 
Q. The initial flow conditions are highlighted by arrows and side notes. The undular bore data were 
collected between the first and fourth wave crests. Overall, the present study suggested negligible 
energy dissipation in undular bores, regardless of the initial flow conditions. All the unsteady flow 
data matched closely the theoretical parametric relationship between the momentum function and 
specific energy, on the subcritical branch. The initial steady flow data, located on the supercritical 
branch, highlighted lower energy and momentum compared to the unsteady flow data at the wave 
crests for both flow conditions. This could be accounted by the non-hydrostatic pressure gradient at 
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the wave crests of the undular bores, which did not satisfy the assumption of hydrostatic pressure 




Figure 3.2.9 – Dimensionless relationship between the momentum and energy fluxes in undular bores; 
red symbols denoted flow condition Q = 0.101 m3/s, Fr1 = 1.2 and black symbols denoted Q = 0.055 
m3/s, Fr1 = 1.2; initial flow marked by arrows and side notes 
 
The wave heights and wave periods of undular bores measured at different longitudinal locations, 
were compared to the wave amplitude estimate developed by IPPEN and KULIN (1957), wave 
dispersion theory (DINGEMANS 1997, NIELSEN 2009) and previous experimental data 
(CHANSON 2010b). According to IPPEN and KULIN (1957), the wave amplitude attenuation as a 
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        
 (3.7) 
where Δd is the attenuated positive wave height at a distance (Xref-x) from the reference location Xref, 
Δdx=Xref is the wave height at the reference location Xref, d1 is the initial water depth at location x and 
f is the Darcy-Weisbach friction factor. In the present study, the reference location Xref was selected 
as the location where the undular bores were fully developed. Figure 3.2.10 shows comparisons 
between the present data with the same Froude number for two initial flow rates, the theory of IPPEN 
















Q = 0.101 m3/s, 
Fr1 = 1.2 Initial flow
Q = 0.055 m3/s, 
Fr1 = 1.2 Initial flow
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Overall, the wave heights decreased with increasing distance from the reference location in a pseudo-
linear trend as the bore propagated upstream, The present data showed close agreement with the 
theoretical estimation for a smooth bed (f = 0.01), in agreement with past experimental results. 
 
 
Figure 3.2.10 – Wave height attenuation as a function of distance travelled by undular bores: 
comparison between present study, theory (IPPEN and KULIN 1957) and past experimental data 
(CHANSON 2010b) 
 
For a wave propagating upstream in presence of a current with an initial velocity V1 positive 
downstream, the linear wave theory yields a dispersion relationship between the angular frequency 
2π/T and wave number 2π/lw (CHANSON 2010b): 
 1 1
w w w
2 V 2 d2 2 g tanhT l l l
        
  (3.8) 
where lw is the wavelength; T is the wave period seen by a fixed observer, and d1 is the initially still 
water depth (DINGEMANS 1997, NIELSEN 2009, CHANSON 2010b). For an undular bore 
propagating upstream, the equation can be rewritten as (CHANSON 2010b): 
 2 2
w w w
2 V 2 d2 2 g tanhT l l l
        
  (3.9) 
where d2 is the conjugate depth and V2 is the conjugate velocity associated with the conjugate depth. 
Figure 3.2.11 shows the comparisons between the data from the present study, the wave dispersion 




















Smooth bed (Run 080422) (CHANSON 2010b)
Rough screens (Run 080430) (CHANSON 2010b)
IPPEN and KULIN f = 0.01 (1957)
IPPEN and KULIN f = 0.15 (1957)
Present study (Q = 0.101 m3/s, Fr1 = 1.2)Present study (Q = 0.055 m3/s, Fr1 = 1.2)
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more concentrated data distributions, with dimensionless wave lengths between 20 to 40, and 
dimensionless wave periods slightly above the theoretical approximation. Compared to past 
experimental data, the present data was lower both in terms of the dimensionless wavelength and 
dimensionless wave periods, although the Froude number was comparable for both studies. This 
could be a result of the difference in the scale of laboratory facilities. The present study was performed 
in a much larger scale facility, with longer wave periods and wave lengths for the same bore strength. 
Therefore, the data tended to lie at the lower part of the graph as the horizontal and vertical axes are 
both inversely proportional to the wave length. 
 
 
Figure 3.2.11 – Dispersed wave periods in undular bores: comparison between present study, theory 
(Equation 3.9) and past experimental data (CHANSON 2010b) 
 
3.3 UNSTEADY VELOCITY CHARACTERISTICS 
3.3.1 Initial flow conditions 
Velocity measurements were performed in the initially steady flow of selected tidal bore flow 
conditions to examine the boundary layer characteristics, as well as assess the performance and data 
quality of the instruments. The steady flow experiments were conducted using ADV and ADV 
Profilers. All measurements were conducted at or very close to x = 8.5 m on the channel centreline, 
at different vertical elevations within the initial water column. Figure 3.3.1 presents typical results 
from ADV measurements for two significantly different discharges and Reynolds numbers. The data 
highlighted that the initial flow was partially developed at the test section (x = 8.5 m). For all 
























Smooth bed (CHANSON 2010b)
Rough screens (CHANSON 2010b)
Present study (Q = 0.101 m3/s, Fr1 = 1.2)Present study (Q = 0.055 m3/s, Fr1 = 1.2)Y = sqrt(X) (Eq. 3.9)
57 
turbulent boundary layer, the longitudinal velocity component distribution followed a 1/N power lay 
with N ranging from 6 to 11. The turbulent velocity fluctuations were larger for higher initial Froude 
number Fro, with fluctuations of the vertical velocity being largest regardless of the inflow conditions. 
The range of tangential Reynolds stress was significantly larger for a supercritical flow with Fro > 1. 
The present study agreed well with turbulent velocity and Reynolds stress profiles measured in 
rectangular channels (KOCH and CHANSON 2005). 
 
 
(A) Q = 0.101 m3/s, So = 0.0075, radial gate fully-open, Fro = 1.55, Re = 5×105 
 
(B) Q = 0.055 m3/s, So = 0.005, radial gate opening = 0.051 m, Fro = 1.35, Re = 3×105 
Figure 3.3.1 – Vertical profile of velocity fit with power law and velocity fluctuations (left), and 
tangential Reynolds stresses (right) of the initially flow conditions with (A) Q = 0.101 m3/s, Fro = 
1.55, Re = 5×105 and (B) Q = 0.055 m3/s, Fro = 1.35, Re = 3×105 
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Further velocity measurements were conducted using an ADV Profiler, equipped with a three-
dimensional down-looking head. The advantage of such ADV Profiler as compared to a side-looking 
ADV was the ability to record velocity at points as close as to 1 mm from the channel bed. Despite 
having issues with signal quality and velocity variance estimation outside the measurements sweet 
spot, ADV Profilers were documented to have sound performance in steady and unsteady turbulent 
flows when measuring mean flow properties e.g. time-averaged and ensemble-averaged velocity and 
Reynolds stresses (CRAIG et al. 2011, ZEDEL and HAY 2011, MACVICAR et al. 2014, THOMAS 
and McLELLAND 2015, DILLING and MACVICAR 2017, LENG and CHANSON 2017c). Herein, 
the boundary layer characteristics within the inner flow region in steady flows were studied using a 
down-looking ADV Profiler. The results were compared to previous ADV measurements and 
boundary layer theories. 
In a steady developing boundary layer flow, the inner flow region may be subdivided into a wall 
region, a buffer zone and a viscous sublayer (SCHLICHTING 1979, POPE 2000, CHANSON 2009). 
In the wall region, the vertical distribution of the time-averaged streamwise velocity Vx follows a 
logarithmic velocity law, also called the log law or law of wall. For a smooth turbulent boundary 
layer, the log law gives: 
 x * 1
*
V V z1 Ln DV
          (3.10) 
for ρV*×z/µ > 30 to 70 and z/δ < 0.1 to 0.2, where Vx is the longitudinal velocity, V* is the shear 
velocity (V* = (τo/ρ)1/2), κ is the von Karman constant (κ = 0.4), τo is the boundary shear stress, z is 
the vertical elevation from the surface of the channel bed, ρ and µ are the fluid density and dynamic 
viscosity respectively, D1 is an integration constant equal to 5 (SCHLICHTING 1979, CHANSON 
2014). 
The Profiler-measured longitudinal velocity data within the inner region of the boundary layer (z/δ < 
0.1 to 0.2) were compared to the theoretical log law profile (Equation 3.10). In each case, the shear 
velocity was estimated using the best fit of the log law. Figure 3.3.2 presents whole profiles of time-
averaged longitudinal velocity for a range of flow conditions; the ADV Profiler data were compared 
to previous ADV measurements and the log law within the inner region. Overall, the majority of the 
inner region data followed the theoretical log law curve, except for the first four to five data points, 
corresponding to locations less than 6 mm from the bed. The Profiler measurements compared well 
with ADV measurements, except in the close vicinity of the bed (z/δ < 0.1), where no ADV data was 




(A) Q = 0.099 m3/s, Fro = 0.52, Re = 5×105  (B) Q = 0.099 m3/s, Fro = 0.64, Re = 5×105 
 
(C) Q = 0.099 m3/s, Fro = 1.50, Re = 5×105 
Figure 3.3.2 – Logarithmic velocity profiles in the initially-steady flow at x = 8.5 m; Profiler data in 
red symbols, ADV data in blue symbols; theoretical log law with a black line 
 
In steady flows, the boundary friction τo may be estimated using several methods. Herein, τo was 
deduced from the best fit of the log law and best fit of longitudinal free-surface profile, and compared 
to the tangential Reynolds stress ρ×vx×vz in the vicinity of the bed. The results are summarised in 
Table 3.2 in terms of the dimensionless boundary shear stress (i.e. Darcy-Weisbach friction factor). 
In Table 3.2, f1 is calculated based upon the shear velocity of the log law best fit: f1 = 8×V*2/V12, f2 
is estimated by fitting a backwater profile to the steady flow free-surface data ( 2 ), and f3 is 
                                                 
2 In gradually-varied steady open channel flow, the differential form of the energy equation becomes: H/x = - Sf, where 









































Log law fit V* = 0.11m/sADV data
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approximated based upon the tangential Reynolds stress ρ×vx×vz in steady flows very near the bed. 
For vertical elevations immediately above the channel bed, the tangential Reynolds stress ρvxvz 
may be used to approximate the boundary shear stress (NEZU and NAKAGAWA 1993). All methods 
yielded boundary friction factors of the same order of magnitude, ranging from 0.02 to 0.06, but for 
one data point. The results suggested however slight quantitative differences in terms of 
dimensionless boundary shear stress. The best fit of the log law yielded the highest boundary friction 
factors compared to the other two methods. The backwater calculations and the Reynolds stress 
estimate gave very similar results. The boundary friction approximated using the tangential Reynolds 
stress data ρ×vx×vz was considered to be the least accurate, possibly due to some effect of bubbles 
entrained in the wake of the intruding Profiler stem. 
 
Table 3.2 – Free-stream velocity, shear velocity and dimensionless boundary shear stress (Darcy-
Weisbach friction factor) in the initially steady flow 
 
The vertical distributions of longitudinal velocity component recorded by a Profiler compared well 
with ADV measurements throughout the entire developing boundary layer. The data followed closely 
a 1/N power law, as seen in Figure 3.3.3, with N ranged from 8 to 11. Overall the vertical distribution 
of longitudinal velocity component measured by the Profiler were close to that measured by the ADV 
for all experimental flow conditions, with a closer agreement within the boundary layer (Fig. 3.3.2 
and 3.3.3). The free-stream velocity data Vmax are reported in Table 3.2. The data were checked 




Nq 1 1 V dN 1 d
           
  (3.11) 
where q is the discharge per unit width (q = Q/B), B is the channel width, N is derived from the best 
fit of power law, δ is the boundary layer thickness and d1 is the initial flow water depth. Equation 
3.11 compared well to the measured specific discharge within 10% for all flow conditions. The results 
                                                 
(HENDERSON 1966, CHANSON 2004). Herein f2 is the value of the friction factor for which the differential form of 
the energy equation gave the best data fit in terms of the longitudinal free-surface profile. 
 
Q d1 V1 Fr1 Fro Vmax Log law Friction 
slope 
ρvxvz 
      V* f1 f2 f3 
(m3/s) (m) (m/s)   (m/s) (m/s)    
0.099 0.197 0.72 1.2 0.52 0.77 0.06 0.06 0.04 0.04 
0.099 0.171 0.83 1.6 0.64 0.88 0.06 0.04 0.02 0.03 
0.099 0.097 1.46 2.1 1.50 1.58 0.11 0.05 0.02 0.60 
Note: italic data: anomalous/suspicious data point. 
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indicated that the free-stream velocity of the experimental data satisfied the continuity principle. The 
ADV data showed a close match to the theoretical estimate, whereas the ADV Profiler data deviated 
slightly from the ADV and theoretical results, mostly at the top and bottom cells of each profile as 
suggested by MACVICAR et al. (2014). 
 
  
(A) Q = 0.099 m3/s, Fro = 0.52, Re = 5×105  (B) Q = 0.099 m3/s, Fro = 0.64, Re = 5×105 
 
(C) Q = 0.099 m3/s, Fro = 1.50, Re = 5×105 
Figure 3.3.3 – Dimensionless longitudinal velocity distributions in the initially-steady flow at x = 8.5 
m; comparison with ADV data and power law 
 
3.3.2 Ensemble-averaged velocity measurements using an ADV 
In a turbulent flow, the instantaneous velocity V may be decomposed into an average component V  
and a turbulent fluctuation v as: 



































Vx ADVVx Profiler1/11 Power law
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In a steady turbulent flow, V  is the time-averaged velocity. In an unsteady flow, since the long-term 
trend and the short term turbulent fluctuations must be processed separately, a time average is 
meaningless (BRADSHAW 1971, PIQUET 1999). One technique is to repeat the same experiment 
for N times (N ≥ 20) and V  is the ensemble-averaged velocity (BRADSHAW 1971). Herein, a series 
of ensemble-averaged velocity measurements were conducted at x = 8.5 m using an ADV for two 
different discharges Q = 0.101m3/s and 0.055m3/s. The measurements were conducted at three 
vertical elevations z/d1 = 0.1, 0.4, and 0.8, where d1 is the initial steady flow water depth. The detailed 
experimental conditions were summarised in Table 3.3. For each set of flow conditions, experiments 
were repeated 25 times and the results were ensemble-averaged. The results yielded the median flow 
velocity and difference between the third and first quartiles of the velocity data (V75-V25) in the 
longitudinal, transverse and vertical directions. 
 
Table 3.3 – Experimental flow conditions for the ensemble-averaged velocity measurements in tidal 
bores using ADV 
 
Figures 3.3.4 and 3.3.5 present typical ensemble-averaged velocity data for both breaking and undular 
bores, with the ensemble-averaged median water depth at the velocity sampling location highlighted 
by black solid line (Fig. 3.3.4 & Fig. 3.3.5). At the highest vertical elevation (z/d1 = 0.8), the vertical 
velocity data during initially-steady flow was ignored as the corresponding ADV receivers were out 
of water. Overall, for the range of investigated flow conditions, the data showed a rapid deceleration 
in longitudinal velocity component Vx, and an acceleration then deceleration of the vertical velocity 
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component Vz associated with the bore passage, at all elevations for all flow conditions. For breaking 
bores, the time-variation of longitudinal velocity was quasi-steady during the early flood tide after 
the rapid deceleration (Fig. 3.3.4A). With a complete gate closure, transient recirculation was 
observed for breaking bores, highlighted by negative longitudinal velocity reached at the end of the 
rapid deceleration. This transient recirculation, marking a flow reversal underneath the bore front, 
was previously observed in field and laboratory (CHANSON 2010b, CHANSON and TOI 2015, 
LENG and CHANSON 2016a). It typically occurred close to the channel bed, with z/d1 < 0.3-0.5 
(CHANSON and TOI 2015). Present study observed transient recirculation for vertical elevation z/d1 
< 0.4, consistent with past observations. 
The mean value of the transverse velocity Vy in the initial steady flow was zero. During the passage 
of a breaking bore, the transverse velocity varied drastically around the mean zero value, and became 
quasi-steady with small fluctuations after passage of the breaking bore roller (Fig. 3.3.4B). The 
vertical velocity showed a sharp increase with the free-surface rise, most significantly observed at the 
highest vertical elevation. It then started to decelerate at the inflation point of the free-surface 
curvature, before tending to zero on average after the breaking bore passage (Fig. 3.3.4C). 
For undular bores, the longitudinal, transverse and vertical velocity components all showed quasi-
periodic oscillations, as the wave undulations propagated. The maximum velocity data tended to 
occur simultaneously with the troughs in free-surface elevation, suggesting an out-of-phase 
oscillation (Fig. 3.3.5).  
The turbulent velocity fluctuations were calculated using the difference between the third and first 
quartiles (V75-V25) of the total ensemble. For all experimental conditions, the velocity fluctuations 
increased for all three velocity components as the bore propagated, regardless of the bore Froude 
numbers (Fig. 3.3.4 & 3.3.5). Higher velocity fluctuations were observed at lower vertical elevations. 
The vertical velocity fluctuations were overall higher than the fluctuations of the other two velocity 
components for the same flow condition, especially at the upper water column (z/d1 ≥ 0.8). In 
breaking bores, marked peaks in fluctuations of all three velocity components were observed shortly 
after the arrival of the bore front (Fig. 3.3.4). In undular bores, local maximum fluctuations were also 
highlighted, appearing in a repetitive manner beneath each secondary undulation (Fig. 3.3.6). 
Further details and complete data set on ensemble-averaged velocity measurements using an ADV 




(A) Longitudinal velocity Vx 
 
(B) Transverse velocity Vy 
 (C) Vertical velocity Vz 
Figure 3.3.4 – Ensemble-averaged time variations of the median longitudinal, transverse and vertical 
velocity with velocity fluctuations at different vertical elevations z/d1 for breaking bores; flow 
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V75-V25 (z/d1 = 0.4)V (z/d1 = 0.8)V75-V25 (z/d1 = 0.8)














































(A) Longitudinal velocity Vx 
 
(B) Transverse velocity Vy 
 
(C) Vertical velocity Vz 
Figure 3.3.5 – Ensemble-averaged time variations of longitudinal, transverse and vertical velocity 
with velocity fluctuations at different vertical elevations z/d1 for undular bores; flow condition Q = 
























V (z/d1 = 0.1)V75-V25 (z/d1 = 0.1)V (z/d1 = 0.4)
V75-V25 (z/d1 = 0.4)V (z/d1 = 0.8)V75-V25 (z/d1 = 0.8)















































Figure 3.3.6 – Zoomed view of the ensemble-averaged time variations of longitudinal and vertical 
velocity and velocity fluctuations (z/d1 = 0.8) for undular bores; black arrows highlighting the 
repetitive peaks in velocity fluctuations; flow condition Q = 0.101 m3/s, Fr1 = 1.2; velocity data offset 
by + 1 m/s for all elevations 
 
3.3.3 Ensemble-averaged velocity measurements using a Vectrino II Profiler 
Further ensemble-averaged velocity measurement were conducted systematically using a Vectrino II 
ADV Profiler, equipped with a fixed down-looking head. Experiments were repeated 25 times 
according to a sensitivity analysis by LENG and CHANSON (2017c). Detailed flow conditions of 
the ensemble-averaged velocity measurements using a down-looking Profiler are reported in Table 
3.4. A full dataset of Profilers measurements is reported in Digital Appendix E. Altogether, the 
ensemble-averaged velocity and velocity fluctuations measured by the Profiler agreed qualitatively 
and quantitatively with previous ADV data (LENG and CHANSON 2016a,2017c), and were 
consistent with past experimental observations and agreed with ideal fluid flow theory (HORNUNG 
et al. 1995, KOCH and CHANSON 2009, CHANSON 2010b, CHANSON and DOCHERTY 2012, 































Vx (z/d1 = 0.8)(V75-V25)x (z/d1 = 0.8)
Vz (z/d1 = 0.8)(V75-V25)z (z/d1 = 0.8)
67 
Table 3.4 – Experimental flow conditions for ensemble-averaged Profiler measurements 
 
 
In the wall region (i.e. z/δ < 0.2, ρ×V*×z/µ > 70), the vertical profile of the median longitudinal 
velocity was checked during the rapidly varied flow phase and the early flood tide phase (3). Typical 
data are plotted in Figure 3.3.7 where the data are compared to the log law. Figure 3.3.7A presents 
breaking bore data (Fr1 = 2.1) while Figure 3.3.7B shows undular bore data (Fr1 = 1.2). Altogether 
the data demonstrated that, during the rapid deceleration phase, the majority of the data within the 
wall region compared well to the log law, although a larger scatter was observed in breaking bores. 
During the early flood tide phase, the longitudinal velocity profile for a breaking bore with Fr1 = 2.1 
did not as agree as well with the log law as during the rapid decceleration phase. The shear velocity 
V* obtained from the best fit of log law differed between the two phases: that is, V*  0.060 m/s for 
the rapid deceleration and V*  0.009 m/s during the early flood tide. Both values were different from 
the steady flow shear velocity: V* = 0.110 m/s (4). For undular bores, the data during both the rapid 
deceleration and early flood tide phases were close qualitatively and quantitatively. The best fit of the 
log law yielded: V* = 0.050 m/s, a result close to the steady flow shear velocity (V* = 0.060 m/s). 
Table 3.5 summarises results on shear velocity in unsteady flows associated with tidal bores 
propagation for all experimental flow conditions. 
 
                                                 
3 Herein, the rapidly varied flow phase was defined as the period of the rapid longitudinal deceleration; the early flood 
tide phase is defined as the phase starting immediately after the end of the rapid deceleration phase. 
4 For breaking bore with Fr1 = 1.6, the longitudinal velocity component was mostly negative in the wall region during and 










zmax/d1 Bore type Instrumentation U 
(m/s) 
Fr1 
0 0.099 0.169 N/A 0 0.2 Breaking Profiler & ADMs 1.2 1.6 
0 0.103 0.173 N/A 0 0.3 Breaking Profiler & ADMs 1.3 1.6 
0 0.099 0.17 N/A 0 0.7 Breaking Profiler & ADMs 1.1 1.6 
0 0.099 0.196 0.125 0.071 0.2 Undular Profiler & ADMs 1.0 1.2 
0 0.099 0.197 0.125 0.071 0.3 Undular Profiler & ADMs 1.0 1.2 
0 0.099 0.199 0.125 0.071 0.6 Undular Profiler & ADMs 1.0 1.2 
0.0075 0.099 0.097 N/A 0 0.4 Breaking Profiler & ADMs 0.6 2.1 
Note: zmax: vertical elevation of highest point in velocity profile, measured from the channel bed 
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(Left, A) Q = 0.099 m3/s, d1 = 0.097 m, Fr1 = 2.1, Breaking bore 
(Right, B) Q = 0.099 m3/s, d1 = 0.197 m, Fr1 = 1.2, Undular bore 
Figure 3.3.7 – Logarithmic profile of the ensemble-averaged median longitudinal velocity during the 
rapidly-varied and unsteady flow regions of propagating breaking and undular bores 
 
Table 3.5 – Shear velocity of the unsteady flow (rapidly varied and early flood tide flows) associated 
with tidal bore propagation 
 
 
Despite the similarities between the data collected by ADV and Profiler as discussed above, the 
present study also acknowledged a number of differences. First the Profiler measurements contained 
error in terms of velocity magnitudes at a number of locations: these data were meaningless and had 
to be removed from the dataset. Second the velocity fluctuations, in steady or unsteady flows, 
deviated from those measured by the ADV, except about the sweet spot of a sampling profile. Third, 
the turbulent velocity characteristics measured by the Profiler agreed with the ADV measurements 


































(m3/s) (m) (m/s)   V* (m/s) V* (m/s) 
0.099 0.197 0.72 1.2 0.52 0.051 0.043 
0.099 0.171 0.83 1.6 0.64 0.005 N/A 
0.099 0.097 1.46 2.1 1.50 0.060 0.009 
Note: N/A: the longitudinal velocity was negative as a results of the transient recirculation, hence no
log law fit could be obtained 
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showed higher velocity fluctuations for all velocity components compared to the ADV, except for the 
vertical velocity component. This suggested that the higher sensitivity of the Profiler in the 
measurement of velocity fluctuations was not due to the difference in sampling volumes between the 
two instruments, but more related to the geometrical arrangement of the receivers. Altogether the 
present study demonstrated the applicability of Vectrino II Profiler in turbulent flow measurements, 
but only with careful calibration and quality control of the data collected. 
 
3.3.4 Ensemble-averaged velocity measurements using an array of two Profilers 
Additional ensemble-averaged tidal bore experiments were conducted using an array of two Profilers, 
placed very close to each other, which measured respectively the velocity characteristics across a 
vertical and transverse profiles. The instrument setup is illustrated in Figure 2.2.7 (Chapter 2). Figure 
3.3.8 shows results of a series of ensemble-averaged experiments measured by both Profilers at a 
transverse range of y/B = 0.46-0.51 and a vertical range of z/d1 = 0.01-0.20. The detailed flow 
conditions were documented in Table 3.6. The ensemble-median water depth measured on the 
channel centreline at the Profiler 1 location was presented to indicate the bore arrival. The 
dimensionless time equalled zero at the gate closure. A full dataset of Profilers measurements are 
reported in Digital Appendix E. 
 
Table 3.6 – Experimental flow conditions for ensemble-averaged velocity measurements using an 
array of two Profilers 
 
The Profiler 1 results clearly demonstrated the presence of an initial bottom boundary layer, indicated 
by increasing velocity magnitudes with increasing vertical elevations before the bore arrival. The 
results of Profiler 2 on the other hand showed decreasing velocity magnitudes with increasing 
transverse distance from the right sidewall before the bore arrival. The steady flow longitudinal 
velocity measured by Profiler 2 at z/d1 = 0.17 and y/B = 0.50 differed significantly from that measured 
by Profiler 1 (almost 20%). The comparatively low steady flow Vx measured by Profiler 2 at the 
centreline could be caused by the interactions between the two Profilers (detailed discussion in 
Appendix A). Both Profilers recorded the longitudinal recirculation velocity up to a vertical elevation 
 
















Fr1 Bore type Instrument 
0 0.101 0.174 0 0.01-0.20 0.17 0.5 0.46-0.51 1.15 1.52 Breaking Profiler  
array 
(1&2) 
0 0.101 0.176 0 0.09-0.28 0.26 0.5 0.46-0.51 1.11 1.50 Breaking 
0 0.101 0.176 0 0.23-0.43 0.40 0.5 0.46-0.51 1.18 1.55 Breaking 
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z/d1 = 0.42, as compared to previous experiments showed recirculation velocity up to an elevation of 
z/d1 = 0.50 (ADV and Profiler 1 measurements) and z/d1 = 0.6 (CHANSON and TOI 2015). 
The steady flow transverse velocity showed larger fluctuations and mean values, highlighted by the 
Profiler 2 data, as compared to Profiler 1 data. The larger mean values could be a result of slight tilt 
of the probe head due to direct flow impact on the receivers. The comparatively large fluctuations 
might be caused by some reflection of the acoustic signal on the channel bed, as the receiver 
associated with the transverse and vertical velocity components was placed very close to the bed. The 
transverse velocity fluctuations measured by Profiler 1 were larger than the velocity magnitudes, and 
were comparable to the velocity magnitudes measured by Profiler 2. Very large oscillations in 
transverse velocity fluctuations were highlighted at the later stage of the early flood tide phase after 
the bore passage, with amplitudes twice as large as the velocity magnitudes (Fig. 3.3.8B, dotted lines). 
This could be associated with some transverse recirculation eddy and mixing cell, linked to some 
large-scale vortical structures. 
The data of Profiler 2 were associated with larger fluctuations at all locations, possibly caused by the 
arrangement of the probe head. As the probe was placed perpendicular to the flow direction, the wake 
of the more upstream receiver may impact the emitter and the more downstream receiver. The vertical 
acceleration measured by Profiler 2 seemed to be abrupt and sharp. The fluctuations in the early flood 
tide flow after the bore passage were larger in the measurements of Profiler 2 compared to those of 
Profiler 1. Both Profilers measured vertical velocity fluctuations twice the magnitudes of the vertical 
velocity. Altogther, the two Profilers showed very comparable results in terms of velocity and 
velocity fluctuations, and agreed well with previous ADV Vectrino+ and ADV Profiler measurements. 
 
 
























































(B) Transverse velocity measured by Profiler 1 (left) and Profiler 2 (right) 
 
(C) Vertical velocity measured by Profiler 1 (left) and Profiler 2 (right) 
Figure 3.3.8 – Ensemble-averaged time-variations of the longitudinal Vx, transverse Vy and vertical 
Vz velocity characteristics measured by Profiler 1 at z/d1 = 0.17 (red), 0.09 (black) and 0.03 (yellow) 
and Profiler 2 at y/B = 0.47 (red), 0.48 (black) and 0.50 (yellow); ensemble-median velocity marked 
by solid lines, velocity fluctuations (V75-V25) marked by dotted lines; ensemble-median depth denoted 
by black rounded symbols 
 
The ensemble-averaged velocity characteristics measured by the two Profilers were compared at 
almost the same location; i.e., same z/d1 = 0.17 and y/B = 0.50, with a difference in x direction Δx = 
0.075 m. Figure 3.3.9 shows one set of the results. The steady longitudinal velocity before the bore 
arrival measured by the two Profilers differed significantly, with smaller Profiler 2 measurements by 
almost 20%. This could be caused by the interactions between the two Profilers. During the rapidly-
varied flow phase, associated with the bore passage, the two Profilers showed nearly identical results, 




































































































the end of the deceleration phase. During the early flood tide phase immediately after the bore passage, 
the ensemble-averaged longitudinal velocity components measured by the two Profilers were very 
similar, with almost no difference in terms of the magnitudes and variations with time. 
Although the two Profilers were separated by Δx = 0.075 m, no discernible time lag was observed in 
terms of the timing of the longitudinal velocity deceleration, or in the acceleration of the vertical 
velocity. However, some time lag was observed in terms of the transverse velocity (Fig. 3.3.9B). The 
ensemble-median transverse velocity showed some large fluctuations following the arrival of the bore. 
A peak in transverse velocity was observed for both Profiler measurements. The two peaks of the two 
instruments had a dimensionless time difference Δt×(g/d1)1/2 = 2.7, corresponding to a time difference 
of 0.36 s. With a local bore celerity of 1.14 m/s, this would yield a length scale of 0.41 m, which was 
significantly larger than the physical distance between the two instruments. Hence this time lag was 
not caused by the difference in bore arrival times at the two instruments, but by the transverse motion 
of the bore itself. This could be confirmed by the ensemble-averaged vertical velocity data of the two 
Profilers. Both Profilers recorded an abrupt acceleration and deceleration of the vertical velocity with 
the bore passage. The results of the two Profilers almost overlapped during the acceleration then 
deceleration phase, highlighting a maximum vertical velocity nearly at the same time. The results 
demonstrated that the propagation of a tidal bore is a three-dimensional process, with turbulent 
properties rapidly-varied in all three directions. 
The velocity fluctuations showed general trends with some increase linked to the bore arrival in all 
directions, measured by the two Profilers. Profiler 1 measurements highlighted maximum velocity 
fluctuations occurred shortly after the bore arrival in the longitudinal, transverse and vertical 
directions for most of the data sets. Profiler 2 measurements were generally associated with larger 
velocity fluctuations in all directions compared to Profiler 1 measurements. Some data were 
associated with peaks in velocity fluctuations, and were more commonly observed in the transverse 




(A) Longitudinal velocity Vx 
 
(B) Transverse velocity Vy 
 
(C) Vertical velocity Vz 
Figure 3.3.9 – Ensemble-averaged time-variations of the longitudinal (A), transverse (B) and vertical 
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3.4 TURBULENT REYNOLDS STRESSES 
3.4.1 Reynolds stresses measured using an ADV 
In a turbulent flow, the Reynolds stress tensor characterises the transport resulting from the turbulent 
motion induced by velocity fluctuations with a subsequent increase of momentum exchange. A 
turbulent stress tensor component equals the fluid density times the cross-product of turbulent 
velocity fluctuations: i.e., τij = ρ×vi×vj where i, j = x, y, z. The turbulent stress τij characterises the 
shear stress on the face dxidxj of an elementary control volume (dx, dy, dz). In a rapidly-varied 
unsteady flow, the velocity fluctuation vi is the deviation between the measured velocity and the 
ensemble-average (BRADSHAW 1971): 
 i i iv V V   (3.13) 
where Vi is the instantaneous velocity component measurement and iV  is the instantaneous 
ensemble-median value herein. Herein, the normal Reynolds stress components vxvx, vyvy, vzvz and 
tangential Reynolds stress components vxvy, vyvz, vxvz were calculated based upon the ensemble-
averaged velocity data. The present section documents the first series of Reynolds stress 
measurements, which were point measurements conducted by a single side-looking ADV located at 
x = 8.5 m. Detailed flow conditions were presented in Table 3.3. 
Figures 3.4.1 and 3.4.2 present typical time variations of the ensemble-averaged Reynolds stresses, 
the third quartile of the normal stresses (eg. (vxvx)75) and the difference between the third and first 
quartiles of the tangential stresses (eg. (vxvy)75-(vxvy)25). The solid black line denoted the ensemble-
median water depth at the velocity sampling location. The third quartile of the normal stresses and 
the difference between the third and first quartiles of the tangential stresses characterised the possible 
shear stress fluctuations which would occur during the sediment transport underneath a tidal bore. A 
complete set of results are reported in LENG and CHANSON (2015c). 
Overall, the results suggested that the propagation of tidal bore was associated with significant 
increase in both normal and tangential Reynolds stresses at all vertical elevations for all Froude 
numbers. For breaking bores, maximum stresses were highlighted in both normal and tangential stress 
components shortly after the passage of the breaking roller (Fig. 3.4.1). The fluctuations of Reynolds 
stresses increased subsequently, highlighted by the quartiles and quartile differences (vivj)75 and 
(vivj)75-(vivj)25. All stress fluctuations appeared to be higher in the upper water column e.g. z/d1 = 0.8, 





(A) Normal stress component vx×vx and tangential stress component vx×vy 
 
(B) Normal stress component vy×vy and tangential stress component vy×vz 
 
(C) Normal stress component vz×vz and tangential stress component vx×vz 
Figure 3.4.1 – Time variations of the ensemble-averaged median Reynolds stresses and stress 


























































































(vzvz)median(vzvz)75(vxvz)median(vxvz)75-(vxvz)25Depth (x = 8.5 m)
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(A) Normal stress component vx×vx and tangential stress component vx×vy 
 
(B) Normal stress component vy×vy and tangential stress component vy×vz 
 
(C) Normal stress component vz×vz and tangential stress component vx×vz 
Figure 3.4.2 – Time variations of the ensemble-averaged median Reynolds stresses and stress 




























































































(vzvz)median(vzvz)75(vxvz)median(vxvz)75-(vxvz)25Depth (x = 8.5 m)
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The Reynolds stress data for an undular bore showed overall a similar trend to that of a breaking 
bores, however with less pronounced peaks in the normal stress components vyvy and vzvz (Figure 
3.4.2). The magnitudes of both the stress and stress quartiles were lower in undular bores comparing 
to breaking bores with the same discharge. Further, the normal and tangential stress components 
showed large fluctuations associated with the passage of the bore front and the secondary undulations. 
The Reynolds stress fluctuations exhibited distinctive peaks which were in phase with the stress 
maxima for corresponding stress components (Fig. 3.4.2). The stress and stress fluctuations were 
higher at lower vertical elevation compared to higher elevation, except for the normal stress 
component vzvz. At higher vertical elevations close to the free-surface, the normal stress component 
vzvz showed a large increase in stress magnitude and third quartiles compared to elevations close to 
the bed.  
For all experimental flow conditions, the median Reynolds stress showed large magnitudes beneath 
propagating tidal bores. The stress fluctuations showed further large values which could be two times 
higher than the maximum median stress. This indicated the propagations of tidal bores were 
associated with high turbulent stresses and large potential in shearing and mixing sediment particles 
during the transport process. 
 
3.4.2 Reynolds stresses measured using Vectrino II Profilers 
Further Reynolds stress measurements were conducted using ADV Profilers, mounted in down-
looking or side-looking fashions (Table 3.4 & 3.6). The mounting of the two instruments were the 
same as for the velocity measurements, and are illustrated in Figure 2.2.7 (Chapter 2). A complete set 
of results Reynolds stresses measured by ADV Profilers are reported in Digital Appendix E. 
Overall, the ensemble-averaged Reynolds stress data measured by ADV Profilers highlighted large 
shear stress magnitudes and large shear stress fluctuations at all elevations associated with the bore 
passage (Fig. 3.4.3). The time-variations of the ensemble-median Reynolds stress components and 
corresponding shear stress fluctuations agreed quantitatively to previous ADV measurements. The 
high stress magnitudes measured by Profiler 2 could be caused by the intrusion of the Profiler 1 probe, 
affecting partially the sampling volume of Profiler 2 and yielding inaccurate data. Nevertheless, the 
two instruments gave consistent results on Reynolds stresses, as highlighted by the increase and peak 
in the ensemble-median normal stress vxvz after the bore arrival (Fig. 3.4.3). The stress magnitudes 




(A) Normal stress vx×vx and tangential stress vx×vy 
  
(B) Normal stress vy×vy and tangential stress vy×vz 
  
(C) Normal stress vz×vz and tangential stress vx×vz 
Figure 3.4.3 – Ensemble-averaged Reynolds stress components and stress fluctuations measured by 










































































































































































z/d1 = 0.17, y/B = 0.50; tangential stress data offset by +0.005 for vx×vz (Profiler 1) and +0.05 for the 
rest; t = 0 at the gate closure 
 
3.4.3 Discussion 
The propagation of tidal bores was observed to cause significant increases in free-surface fluctuations, 
velocity fluctuations and Reynolds stresses in all directions. As discussed previously, the free-surface 
fluctuations measured by ADMs, velocity fluctuations and Reynolds stress data analysed from the 
ADV and ADV Profilers all showed peaks shortly after the passage of the bore. These peaks in 
rapidly-fluctuating turbulent properties and their time of occurrence relative to the bore passage were 
studied in quantitative details. Figure 3.4.4 shows a typical case where peaks in free-surface 
fluctuation, velocity fluctuation and some Reynolds stress component were clearly marked. Their 
time lag relative to the arrival time of tidal bore front, denoted Δt for free-surface fluctuation, ΔtV for 
velocity fluctuation and ΔTij for Reynolds stress component vivj, are defined in Figure 3.4.4. The time 
of arrival of the bore front was defined as the instance at which the water level at the velocity sampling 
point started to rise. Mathematically, this would be equal to the time at which the first derivative of 
the free-surface elevation with respect to time became non-zero. 
 
 
Figure 3.4.4 – Definition sketch of the peaks in free-surface fluctuation, velocity fluctuation 
(longitudinal component Vx) and Reynolds stress (normal component vzvz) and their associated time 
lag time relative to the bore passage; flow conditions: Q = 0.101 m3/s, Fr1 = 2.2, z/d1 = 0.1 
 
Analysis of the free-surface fluctuations suggested increasing maximum fluctuations within short 
distance from the gate, then decreasing as the bore propagated further upstream x > 0.8×xgate (LENG 



































arrival of the bore front





and xgate was the longitudinal location of the Tainter gate. The time lag ∆t increased rapidly with 
distance from the gate and reached a plateau of a dimensionless value of 5 at x = 0.9×xgate, then 
increased again with distance travelled by the bore from x > 8.5 to 9 m (LENG and CHANSON 
2017d). Larger maximum fluctuations were observed at almost all locations for a breaking bore with 
higher Froude number. On the other hand, the increase in time lag as the bore propagated upstream 
was more significant for bores of a smaller water discharge (Q = 0.055 m3/s), breaking or undular 
(LENG and CHANSON 2017d). 
The results on velocity fluctuations highlighted that the vertical velocity component was typically 
associated with the largest magnitude in maximum velocity fluctuations, and most significant increase 
in peak fluctuations moving from lower to upper water column (LENG and CHANSON 2015c,2016a). 
For a breaking bore, this could be linked to the proximity of the breaking roller. On the other hand, 
the maximum longitudinal velocity fluctuation was larger next to the bed than near the free-surface 
(LENG and CHANSON 2015c,2016a). All velocity components showed increase in time lag ΔtV with 
increasing distance from the bed. For the same velocity component, breaking bores with higher 
Froude numbers tended to have higher peak fluctuations than undular bores or breaking bore of lower 
Froude numbers, at a fixed elevation. The upper water column was associated with a broader scatter 
of time lag in comparison to the mid and lower water columns (LENG and CHANSON 2016a). 
The maximum ensemble-median Reynolds stresses and associated time lag were summarised and 
reported in LENG and CHANSON (2015c,2016a) for all ADV measurements. Overall, large 
magnitudes of maximum normal stresses were observed to be typically associated with elevations 
near the channel bed, especially for vxvx and vzvz, in both breaking and undular bores for all 
experimental conditions. The time lag ΔT between the maximum normal stress (vxvx)max and the 
arrival of bore front increased with increasing vertical elevation. The normal stress component vzvz 
showed marked increase in peak stress with increasing vertical elevation towards the free-surface, 
whereas the time lag ΔT between (vzvz)max and the arrival of bore front decreased with increasing 
vertical elevation, most significantly observed in breaking bores. The normal stress component vyvy 
was overall smaller than the other normal components for the same flow conditions. The undular tidal 
bores were typically associated with smaller magnitudes in maximum Reynolds stresses in all 
directions, except for vzvz. 
The time lag ΔT between the maximum Reynolds stresses and the arrival of the bore front was 
compared to Δt, which was the time lag between the occurrence of the maximum free-surface 
elevation and the arrival of the bore front. Overall, for the same flow condition and vertical elevation, 
the Reynolds stress components in all directions exhibited peak stress levels simultaneously, which 
was slightly after the time when the maximum free-surface fluctuation occurred. This small time 
difference between the occurrences of the maximum free-surface fluctuation and the maximum 
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Reynolds stress suggested that the increase in Reynolds stress might be caused by the large free-
surface fluctuations associated with the bore passage. 
The ratio between the delay in time of the maximum Reynolds stresses and the delay in time of the 
maximum free-surface fluctuation at the velocity sampling location ΔT/Δt were analysed for the range 
of flow conditions in the ensemble-averaged measurements. The results were presented in Figure 
3.4.5, as functions of the bore Froude number Fr1, Reynolds number Re, initial water discharge Q, 
and dimensionless vertical elevations z/d1. For all flow conditions and all Reynolds stress components, 
the ratio ΔT/Δt ranged from 0.45 to 6.18, with a majority of data being above 1, indicating the 
maximum Reynolds stress commonly occurred after the maximum free-surface fluctuation. Bores 
with larger Froude number and higher discharge were associated with larger time ratio ΔT/Δt. The 
median of the time ratio and the bore Froude number can be best correlated by: 
 1T 2.2 Fr 1.61t
      (3.14) 
Lower vertical elevation was highlighted by some large time ratio and a broad ratio span. Reynolds 
number seemed to have little effect on the time ratio ΔT/Δt, within the experimental flow conditions. 
A comparison between the delay in maximum velocity fluctuations and that of maximum ensemble-
median Reynolds stresses for all velocity and stress components is presented in Figure 3.4.6. The 
results highlighted that: 
 Vt 0.9 0.15T
     (3.15) 
with the median value 0.9 slightly lower than unity, the experimental data suggested the maximum 
Reynolds stress occurred slightly after the occurrence of maximum velocity fluctuations for the range 
of tested Froude numbers. 
Overall, the present results indicated that the maximum Reynolds stresses often occurred after the 
maximum free-surface fluctuations. It was suspected the increase in Reynolds stress was linked to 
and caused by the free-surface fluctuations, which was hence a result of the bore passage. The free-
surface fluctuations, combined with the longitudinal pressure gradient and the turbulent shear in 
breaking bores, drove the turbulent mixing process (LENG and CHANSON 2016a). 
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  (A) Relationship with Froude number            (B) Relationship with Reynolds number 
 (C) Relationship water discharge                     (D) Relationship with vertical elevation 
Figure 3.4.5 – Ratio between delay in time of the maximum Reynolds stresses and maximum free-




















































































 Figure 3.4.6 – Ratio between delay in time of the maximum velocity fluctuations and maximum 
Reynolds stresses for all flow conditions in the ensemble-average measurements 
 
The probability density functions of the Reynolds stress components over a small time span (within 
3 seconds) during, before and after the bore passage were analysed for selected flow conditions. The 
time span selected during the bore passage started immediately before the free-surface rise and ended 
shortly after the maximum free-surface elevation reached. Figure 3.4.7 presents typical results of the 
probability density function (PDF) of the normal and tangential stress components in dimensional 
form, derived from ADV measurements. Overall, for the range of experimental conditions analysed, 
all normal Reynolds stress components showed similar type of distribution as illustrated in Figure 
3.4.7A, which was a right-skewed single-mode bell-shaped distribution. The tangential stress 
components showed a single-mode bell-shaped normal distribution with mean value typically around 
0, as shown in Figure 3.4.7B. For the three selected time spans, the normal Reynolds stresses 
exhibited a common peak which was between 0 to 0.05 m2/s2, corresponding to approximately 0 to 
50 Pa assuming the density of water equals 998 kg/m3. However, some large normal stresses in excess 
of 1 m2/s2 were also observed before, during and after the bore passage. The tangential stresses 
concentrated between -0.05 to 0.05 m2/s2, equivalent to a stress magnitude of 50 Pa. The period during 
the bore passage was associated with higher probability of large stress magnitudes compared to the 
period before or after the bore passage, valid for both normal and tangential stresses. The data of 
period after the bore passage showed comparatively smaller probability of large stress magnitudes (> 
50 Pa) in terms of both normal and tangential stresses. The magnitudes of the maximum normal 


















tVz/Tzz(tVxtVz)/TxzMedian tV/ T = 0.9
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 (A) Normal stress vxvx     (B) Tangential stress vxvy 
Figure 3.4.7 – Typical probability density functions of Reynolds stress components vxvx (A) and vxvy 
(B) during, before and after the bore passage; results from an ADV at x = 8.5 m; flow conditions Q 
= 0.101m3/s, Fr1 = 2.2, breaking bores; vertical axis in log scale 
 
The probability density functions of ensemble-median Reynolds stress components measured by the 
two ADV Profilers at similar locations are presented in Figure 3.4.8. The Profiler results were 
analysed using the same time span before, during and after the bore passage as used in the analysis 
of Vectrino+ ADV (5). The PDF of tangential stress components measured by Profiler 1 showed 
Gaussian distribution before, during and after the bore arrival. The mean stresses of vxvy were 
approximately zero before and during the bore passage, with a preponderance of positive stresses 
relative to the mean. After the bore passage, the mean stress became negative and the predominant 
probability was associated with negative stress values. During the bore passage, the probability of 
large stress magnitudes increased, while after the bore passage the stress was mainly negative. The 
tangential stress vxvz showed an asymmetrical single mode distribution, with a negative mode and 
preponderance in negative stresses throughout the bore propagation process. The stress magnitudes 
were lower during and after the bore, compared to before the bore. Positive stresses with 
comparatively larger probabilities were observed during the bore propagation. The results measured 
by Profiler 2 showed similar shape of distribution of tangential stress vxvy, however with larger 
probabilities at high stresses during and after the bore passage. The tangential stress vxvz measured 
by Profiler 2 were distributed almost symmetrically with a mean of 0 throughout the bore propagation 
process. This could be a result of inaccurate estimation in velocity fluctuations and hence may not 
represent the true flow properties. Overall, the results showed close agreement between the PDF 
analysed from the ADV Profiler and ADV measurements, except for at high stress magnitudes (100-
                                                 
5 Note the difference in sampling rates between the Profilers and Vectrino+ (100 Hz versus 200 Hz). The Profiler data set 
contained approximately 7,500 data points, whereas the Vectrino+ data set contained about 15,000 data points. 
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200 Pa). The high probability of Profiler data at high stress levels were believed to be linked with the 
noise issue outside the sampling "sweet spot", hence may not be sensible. 
For fine sand particles, the Shields diagram gives a critical shear stress for sediment motion of 0.1to 
0.5 Pa (GRAF 1971, CHANSON 2004). In natural channels with cohesive sediments, field 
observations indicated a critical shear stress for sediment erosion between 0.1 Pa and 10 Pa 
(SANCHEZ and LEVACHER 2008, JACOBS et al. 2011). Herein the measured instantaneous stress 
levels were one to two orders of magnitude larger than the critical threshold for sediment motion of 
both cohesive and non-cohesive materials. The results indicated that the bore propagation can scour 
a mobile bed. 
 
  
(A) Tangential stress vxvy 
  
(B) Tangential stress vxvz 
Figure 3.4.8 – Probability density functions of the tangential Reynolds stress components (A) vxvy 
and (B) vxvz before, during and after the bore passage; results from Profiler 1 (left) at x = 8.5 m and 
Profiler 2 (right) at x = 8.425 m; flow conditions: Q = 0.101 m3/s, Fr1 = 1.52, z/d1 = 0.17, y/B = 0.50; 


















































































4. NUMERICAL CFD MODELLING OF TIDAL BORE 
4.1 PRESENTATION 
The numerical modelling of tidal bores and hydraulic jumps has always been a challenging topic 
because of the multiphase flow nature, three-dimensionality of the bore, and a lack of detailed 
validation datasets in general. A depth-averaged model solving the Saint-Venant equations is simply 
not enough to reproduce the true free-surface evolution and bore celerity (PAN et al. 2007, 
REICHSTETTER 2011). While two-dimensional (2D) Computational Fluid Dynamics (CFD) 
simulations were shown to have a satisfactory estimation in free-surface evolution, they were far from 
accurate when estimating the velocity variations with time (LUBIN et al. 2010a,b, KHEZRI 2014, 
SIMON 2014). 
A most recent step forward in modelling numerically a tidal bore involved the three-dimensional (3D) 
CFD simulation of undular bores for Froude number Fr1 = 1.1-1.3 (SIMON 2014). The study used 
the CFD model package "Thétis" developed by the I2M laboratory, University of Bordeaux. The 
model solves the Navier-Stokes equations in its incompressible two-phase flow form between non-
miscible fluids using Large Eddy Simulation (LES). The 3D simulation results showed promising 
features in terms of qualitatively and quantitatively similar free-surface results, shock waves on the 
crests of the undulations and a strong flow reversal underneath the bore. However, the addition of a 
third dimension did not resolve the issues in estimating the velocity field. In other words, the 
validation of the velocity data is still a challenging question even in 3D. 
The present study builds upon the previous numerical works conducted by LUBIN et al. (2010a,b), 
KHEZRI (2014) and SIMON (2014), while expanding the scope to a much broader range of bore 
types and Froude numbers, as well as providing a more complete validation dataset for both steady 
and unsteady flow regimes. Both 2D and 3D CFD simulations were performed in the present study, 
with the inflow and boundary conditions derived directly from the present experimental works 
presented in Chapter 3. 
 
4.2 CFD MODEL CONFIGURATION 
For 2D CFD simulations, breaking bores of Froude numbers Fr1 = 1.5 and 2.1, and undular bores 
with Fr1 = 1.2 were modelled numerically. Tidal bores with these Froude numbers were studied 
extensively in laboratory and field, hence were associated with detailed experimental and prototype 
datasets for initial, boundary conditions, and model validation. The numerical domain was 12 m in 
the longitudinal direction and 1 m in the vertical direction (Figure 4.2.1A). The size of the numerical 
domain was selected based on previous CFD models for tidal bores (KHEZRI 2014, SIMON 2014), 
and was tested to be long enough to form a fully-developed stable numerical bore at the velocity 
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sampling location. A no-slip condition was imposed at the lower boundary (z = 0 m) and a Neumann 
condition was used at the upper boundary (z = 1 m). At the end of the domain (x = 12 m), a wall 
boundary was imposed to act like a closed gate to reproduce the experimental generation process. 
The opening under the gate hout could be set to introduce a Neumann condition between the bed (z = 
0 m) and the bottom of the gate (z = hout). It was acknowledged that by imposing a Neumann condition, 
the exit velocity was forced to be perpendicular to the plane of the gate, which may not be realistic 
considering the turbulent nature of the flow. Some discrepancies that are discussed in later sections 
(e.g. Section 4.3 and 4.4) could be results of this. 
The initial conditions of the 2D models consisted of a water trapezoid, with higher depth at the inlet 
(din) and lower depth at the outlet (dout) to better approximate the gradually-varied flow in the physical 
channel. This was a major difference to previous 2D models (LUBIN et al. 2010a,b, KHEZRI 2014 
and SIMON 2014), and was believed to produce more realistic inflow conditions. All initial and 
boundary parameters were taken from the experimental studies. The 2D numerical models were 
started at the gate closure, i.e. initial condition t = 0 at gate closure with the immediate generation of 
a bore. The simulation was stopped after the bore reached the inlet of the numerical domain, which 
was considered one single run. Because of limitations in computational time and capacity, each flow 
condition was only simulated for one run by the numerical CFD model. 
For 3D CFD simulations, breaking bores with Froude numbers Fr1 = 1.5 and 2.1 were modelled 
numerically. The 3D model was based upon the 2D model configurations, extended in the third 
direction being the transverse y dimension. The coordinate y was positive towards the left sidewall 
and the 3D numerical domain was 0.7 m in the y dimension. In this case, no-slip conditions were 
applied to both lateral walls and bottom of the domain. The Synthetic Eddy Method (SEM) was used 
in the 3D model to inject turbulence at the inlet of the domain (JARRIN et al. 2006,2009). The input 
parameters for this method, including mean velocity, velocity fluctuations and boundary layer 
characteristics, were all extracted from the experimental data (Chapter 3). The number of eddies was 
set at 2000 and the size of eddies was 0.010 m for steady flow; 1000 and 0.037 m for unsteady flow. 
The size of eddies was at least an order of magnitude higher than the experimental data. JARRIN et 
al. (2006,2009) found that the method gave better results with over-estimated eddy size. Table 4.1 
documents detailed configurations of the 2D and 3D numerical models. 
The 2D and 3D numerical domains were discretized into non-regular Cartesian cells. For numerical 
models denoted 2D_Fr1.2, in the longitudinal direction, the grid was clustered with a constant grid 
size ∆x = 0.005 m from x = 0 m to 4 m, then increasing exponentially for x = 4-12 m. In the vertical 
direction, the smallest mesh grid resolution ∆zmin = 0.005 m was set at the bottom, while exponentially 
increasing between z = 0-0.1 m, then the grid was clustered with a constant grid size ∆z = 0.005 m in 
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the free-surface region (z = 0.1-0.5 m). An exponentially-varied mesh was used above z = 0.5 m up 
to z = 1 m starting from a minimum ∆z = 0.005 m. 
For numerical models denoted 2D_Fr1.5, in the longitudinal direction, the grid was clustered with a 
constant grid size ∆x = 0.005 m throughout the length of the numerical domain (x = 0-12 m). In the 
vertical direction, the grid was clustered with a constant grid size ∆z = 0.005 m throughout the height 
of the numerical domain (z = 0-1 m). 
For numerical models denoted 2D_Fr2.1, in the longitudinal direction, the grid was clustered with a 
constant grid size ∆x = 0.005 m from x = 0 m to 4 m, then increasing exponentially for x = 4-12 m. 
In the vertical direction, the smallest mesh grid resolution ∆zmin = 0.005 m was set at the bottom, 
spacing constantly between z = 0-0.5 m, then the gird increased exponentially from z = 0.5-1 m with 
50 grids. 
For all 3D numerical models, in the longitudinal direction, the grid was clustered with a constant grid 
size ∆x = 0.005 m from x = 0 m to 4 m, then increasing exponentially for x = 4-12 m. In the vertical 
direction, the smallest mesh grid resolution ∆zmin = 0.0025 m was set at the bottom, constantly spacing 
between z = 0-0.5 m, then exponentially increasing between z = 0.5-1 m with 50 grids. A constant 
spacing mesh was used in the transverse y direction throughout from y = 0-0.7 m with ∆y = 0.0035 
m. 
The experimental flow conditions corresponding to the CFD models were summarised in Table 4.2. 
In the table, So stands for the channel slope in the longitudinal direction; d1 and U are respectively 
the initial steady flow depth and bore celerity taken at the velocity sampling location. For both the 
numerical and physical channels, the velocity sampling location was at 9.6 m upstream of the gate. 




(A) Numerical domain configuration 
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(B) Physical domain configuration 
Figure 4.2.1 – Definition sketch of the numerical domain and physical domain; X is the distance from 
the downstream boundary (i.e. gate); x is the distance from the upstream end of the physical channel 
 
Table 4.1 – Numerical flow conditions of the 2D and 3D CFD simulations 
 
 

















2D_Fr1.2 12×1 1600×100 1.2 0.101 0 0.208 0.190 0.071 Undular 
2D_FR1.5 12×1 2400×200 1.5 0.101 0 0.180 0.160 0 Breaking 
2D_FR2.1 12×1 1600×140 2.1 0.101 0.0075 0.100 0.100 0 Breaking 
3D_FR1.5 12×1×0.7 1600×250×200 1.5 0.101 0 0.170 0.170 0 Initial steady 
flow only 
3D_FR2.1 12×1×0.7 1600×250×200 2.1 0.101 0.0075 0.093 0.093 0 Initial steady 
flow only 
3D_FR1.5b 12×1×0.7 1600×250×200 1.5 0.101 0 0.186 0.186 0 Breaking 
 
 
Reference Fr1 Q (m3/s) So d1 (m) U (m) Bore type Instrumentation 
EA_Fr1.2 1.2 0.101 0 0.210 0.71 Undular ADMs and ADV 
EA_Fr1.5 1.5 0.101 0 0.180 1.13 Breaking ADMs and ADV 
EA_Fr2.1 2.1 0.101 0.0075 0.100 1.00 Breaking ADMs and ADV 
 
X = 9.6 m 
Tidal bore propagation 
x = 8.5 m 
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4.3 TWO-DIMENSIONAL SIMULATIONS: RESULTS AND VALIDATIONS 
4.3.1 Unsteady free-surface characteristics and comparison 
During the physical experiments, acoustic displacement meters (ADMs) were installed at different 
longitudinal locations along the channel to measure the free-surface variations. During the numerical 
simulations, free-surface variations were recorded at the same locations as the physical models 
relative to the downstream gate. The numerical results on free-surface evolution with the bore 
propagation were validated with experimental data (Fig. 4.3.1). Note that the gate was located at x = 
18.1 m. 
For undular bores with Fr1 = 1.2 (Fig. 4.3.1A), the numerical and experimental results showed close 
agreement in terms of the free-surface evolution with time near the gate at x = 17.81 m and further 
upstream at x = 8.5 m. The bore celerity was well modelled by the numerical simulation and almost 
no time lag was observed between the numerical and experimental data in terms of bore arrival time, 
even further upstream at x = 8.5 m. As the undular bore propagated, the free-surface elevation 
increased smoothly with a train of secondary waves following the first wave front. The experimental 
data showed a decrease in wave height for the secondary undulations. This was also highlighted by 
the numerical data. The highest wave amplitude was associated with the bore front, namely the first 
wave crest immediately after the bore. The numerical simulation showed an underestimation in the 
wave amplitude near the gate shortly after generation by 4-7% (x = 17.81 m), while overestimating 
the amplitude further upstream of the numerical domain by 3-5% (x = 8.5 m). The numerical models 
were unable to reproduce the secondary waves with the same periodicity as the physical model. The 
period of the secondary waves in the numerical simulation was much shorter than the experimental 
waves. 
For breaking bores (Fig. 4.3.1B and C), the free-surface showed an abrupt rise as the bore was 
generated and propagated. Immediately upstream of the gate at x = 17.81 m, the free-surface was 
modelled reasonably well by the numerical simulation. The timing of sudden increase in free-surface, 
the gradient of the increase and maximum depth reached were all comparable to experimental data. 
After the first peak in depth, however, the numerical data started to show a decrease in depth and 
deviate from the experimental data. Further upstream (x = 8.5 m), the numerical depth started to 
increase much earlier compared to the experimental data, showing jumps as the depth increases 
instead of a smooth continuous curve. Although the peak depth of the numerical data compared well 
in values to the experimental data, the trend of time-variations after the peak was very different. The 
time difference between the bore arrival time between the numerical and experimental results was up 
to 2.82 s in dimensional form at x = 8.5 m (Fig. 4.3.1C). The time difference for breaking bore with 
a smaller Froude number (Fr1 = 1.5) showed less time difference (~ 0.6 s) and better agreement in 




(A) Undular bore (Fr1 = 1.2) (B) Breaking bore (Fr1 = 1.5) 
 
(C) Breaking bore (Fr1 = 2.1) 
Figure 4.3.1 – Dimensionless free-surface time evolution for undualr and breaking bores; comparison 
between the numerical simulations (2D_Fr1.2, 2D_Fr1.5 and 2D_Fr2.1), instantaneous experimental 
results (single run) and ensemble-averaged experimental data (EA_Fr1.2, EA_Fr1.5 and EA_Fr2.1) 
 
Overall, the free-surface variations simulated by the 2D CFD model agreed well with the 
experimental data, single run or ensemble-averaged, at all longitudinal locations for tested Froude 
numbers. Some deviations were observed in terms of the bore height and bore celerity. During the 
bore generation, i.e. close to x = 17.81 m, the numerical model tended to estimate relatively accurately 
the free-surface rise mechanism with almost identical depth gradient with time. However, the bore 






















x = 17.81 m 2D_Fr1.2
x = 17.81 m single run
x = 17.81 m EA_Fr1.2
x = 8.5 m 2D_Fr1.2
x = 8.5 m single run















x = 17.81 m 2D_Fr1.5
x = 17.81 m single run
x = 17.81 m EA_Fr1.5
x = 8.5 m 2D_Fr1.5
x = 8.5 m single run















x = 17.81 m 2D_Fr2.1
x = 17.81 m single run
x = 17.81 m EA_Fr2.1
x = 8.5 m 2D_Fr2.1
x = 8.5 m single run
x = 8.5 m EA_Fr2.1
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upstream towards mid-channel (x = 8.5 m), the numerical model overestimated the bore height up to 
13%, and showed early bore arrival compared to physical models. This difference, however, became 
less significant with smaller Froude numbers. For undular bores, the numerical model was associated 
with secondary wave periods which differed from the experimental data. The wave forms of the 
numerical model appeared to be more regular than the experimental data, possibly due to the two-
dimensional constraint and the absence of side wall effects. 
 
4.3.2 Unsteady velocity characteristics and comparison 
During the numerical CFD modelling, velocity data at the same dimensionless vertical elevations as 
the physical model at x = 8.5 m, i.e. X = 9.6 m. Figures 4.3.2 and 4.3.3 present typical results of the 
numerical velocity evolution and comparisons to the experimental data. The time frame of the 
numerical and experimental data sets was synchronised together, using the numerical time as 
reference. The dimensionless time equalled to 0 at numerical gate closure. 
The numerical model showed a good comparison with the physical model for undular bores with Fr1 
= 1.2 (Fig. 4.3.2). At all vertical elevations, the longitudinal velocity showed a smooth deceleration 
with the rise in free-surface, highlighted by the numerical data. The vertical velocity on the other 
hand showed a gentle acceleration then deceleration as the numerical undulartion propagated. The 
acceleration in vertical velocity was more significant at higher vertical elevation compared to lower 
vertical elevation, which was a feature highlighted by both numerical and experimental data. The 
longitudinal velocity oscillated with the numerical free-surface in an out-of-phase fashion by π. The 
vertical velocity also oscillated out-of-phase with the numerical free-surface, however only by π/2. 
The longitudinal and vertical velocity data during the initially steady flow and rapid deceleration 
simulated numerically, despite the very regular shape and smooth form, were quantitatively close to 
the experimental data. Difference in periodicity in the free-surface variations were observed earlier 
in Figure 4.3.1A. Herein, the periodicities in the oscillations of velocity data were also different 
between the two models. Nevertheless, the numerical model gave sound approximation in the time-
evolution of the two-dimensional velocity characteristics in the steady flow and within the first 




(A) Longitudinal velocity Vx 
 
(B) Vertical velocity Vz 
Figure 4.3.2 – Dimensionless velocity evolution for undualr bores with Fr1 = 1.2; comparison between 
the numerical simulations (2D_Fr1.2) and ensemble-averaged experimental data (EA_Fr1.2) at a 
range of vertical elevations; velocity data shifted up by +1 at every higher elevation 
 
For breaking bores at all vertical elevations, the longitudinal velocity showed rapid deceleration 
associated with the bore passage, highlighted by both numerical and physical data (Fig. 4.3.3A). The 
rate of deceleration was well predicted by the numerical model at all vertical elevations as compared 
















z/d1 = 0.1 2D_Fr1.2z/d1 = 0.4 2D_Fr1.2z/d1 = 0.8 2D_Fr1.2


























z/d1 = 0.1 2D_Fr1.2z/d1 = 0.4 2D_Fr1.2z/d1 = 0.8 2D_Fr1.2
z/d1 = 0.1 EA_Fr1.2z/d1 = 0.4 EA_Fr1.2z/d1 = 0.8 EA_Fr1.2
dmedian 2D_Fr1.2dmedian EA_Fr1.2
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in both numerical and physical data, marked by transient negative values reached at the end of the 
deceleration phase. The numerical recirculation occurred at a small time lag after the experimental 
recirculation. Nevertheless, the magnitudes of the two recirculation velocities were comparable. After 
the minimum value reached at the end of longitudinal deceleration, the velocity data measured by the 
physical experiments fluctuated around zero. The frequency of such fluctuations was relatively high 
(f ~ 30 Hz) and the magnitudes were low (~ 0.05×V1). On the other hand, the numerical data showed 
some large periodic oscillation in longitudinal velocity shortly after the end of the rapid deceleration. 
The period of the oscillation was as high as 1.6 s and the mean amplitude of such fluctuation was 
approximately 0.3×V1. This large periodic oscillation was considered not meaningful, and possibly 
caused by the constraint of the two-dimensionality of the numerical model. 
The vertical velocity showed an acceleration then deceleration as the bore propagated (Fig. 4.3.3B). 
The acceleration was more marked at higher vertical elevation near the free-surface (z/d1 = 0.8), with 
a maximum jump in velocity of 1.2×V1. The numerical data reproduced the vertical acceleration and 
deceleration, however in a much less pronounced manner (maximum increase in velocity = 0.16×V1). 
This could be resulted from filtering the high-frequency fluctuations in Large Eddy Simulation (LES), 
which smoothed out the very sharp acceleration and deceleration in velocity signals. After the bore 
passage, the mean vertical velocity of the numerical model, while showing some large periodic 
oscillation, was consistently lower than the magnitudes of the experimental data. At the two lower 
vertical elevations (z/d1 = 0.1 and 0.4), the numerical model successfully simulated the mean vertical 
velocity before and after the bore passage, which was quantitatively similar to the experimental value. 
Overall, the time-variations of numerically simulated velocity data agreed well with the experimental 
data at all vertical elevations and for all velocity components. The longitudinal velocity was 
associated with a sharp deceleration following the arrival of bores. The vertical velocity showed a 
sharp acceleration then deceleration following the breaking bore arrival. One feature which was 
absent from the numerical data set was the presence of a boundary layer in the initially steady flow, 
as shown in the experimental results. Although a no-slip condition was imposed at the bottom 
boundary of the model, resulting in slightly lower steady flow velocity for lower vertical elevations, 
no obvious boundary layer was observed as highlighted in the experimental data. This would be 




(A) Longitudinal velocity Vx 
 
(B) Vertical velocity Vz 
Figure 4.3.3 – Dimensionless velocity evolution for breaking bores with Fr1 = 2.1; comparison 
between the numerical simulations (2D_Fr2.1) and ensemble-averaged experimental data (EA_Fr2.1) 
at a range of vertical elevations; velocity data shifted up by +1 at every higher elevation 
 
4.3.3 2D simulation: discussion 
Typical longitudinal velocity contours simulated by the 2D CFD models are presented in Figure 4.3.4. 
Results for both undular bore (2D_Fr1.2) and breaking bore (2D_Fr1.5) are illustrated. The free-
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counted from the numerical gate closure (t = 0 s at gate closure). The results highlighted constant 
velocity throughout the water column underneath the initially steady flow. The velocity gradient with 
respect to the vertical direction was approximately zero prior to the bore arrival. As the bore 
approached, the longitudinal velocity at all vertical elevations showed decreases in velocity 
magnitudes immediately upstream of the bore front. The bore front was characterised by some 
positive velocity, with magnitudes close to the celerity of the bore observed experimentally. Beneath 
the bore free-surface and above the initial steady flow level, the velocity was overall positive, marking 
an upstream travelling trend. For vertical elevations beneath the initial steady flow level, the 
longitudinal velocity remains largely negative, marking a downstream flow. With the breaking bore 
propagation, pockets of air bubbles were simulated, highlighted by negative longitudinal velocity 
contours. These air pockets generated numerically were observed to rotate and convect in the 
downstream directions. However, the numerical air pockets remained in the flow, even several meters 
downstream of the bore front, without breaking up or dissipating. This was not realistic (1) and 
demonstrated some limitation of the current CFD model. 
The vertical velocity in the initially steady flow before the bore arrival was overall zero at all vertical 
elevations (Fig. 4.3.5). As the free-surface turned to rise with the approach of an undular bore, the 
vertical velocity showed an acceleration next to the free-surface, and reached the maximum at the 
bore front where the free-surface elevation became the highest (Fig. 4.3.5A). With the breaking bore, 
the free-surface was highly fluctuating as the bore arrived, and the shape of the breaking free-surface 
was complicated. The vertical velocity was positive, marking an upward motion near the free-surface. 
At the breaking free-surface, both negative and positive vertical velocity with large magnitudes (~ 1 
m/s) were observed, highlighting the rapidly fluctuating nature of a breaking bore. Overall, the 
velocity contours of the 2D numerical simulation agreed with visual observations of undular and 
breaking bores, in laboratory and rivers. The velocity magnitudes agreed well with experimental 
measurements using ADVs and ADV Profilers, except for the lack of velocity gradient and boundary 
layer in the initially steady flow.
                                                 
1 That is, this was not seen in the physical model, nor in previous laboratory studies. 
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(A) Undular bore 2D_Fr1.2 (t = 9.92648 s) 
 
(B) Breaking bore 2D_Fr1.5 (t = 8.87799 s) 
Figure 4.3.4 – Longitudinal velocity contours of the 2D unsteady CFD simulations for an undular and breaking bore (2D_Fr1.2 and 2D_Fr1.5); velocity 




















































(A) Undular bore 2D_Fr1.2 (t = 9.92648 s) 
 
(B) Breaking bore 2D_Fr1.5 (t = 8.87799 s) 
Figure 4.3.5 – Vertical velocity contours of the 2D unsteady CFD simulations for an undular and breaking bore (2D_Fr1.2 and 2D_Fr1.5); velocity 

























































Previous 2D numerical simulations highlighted some large-scale vortical structures underneath 
breaking and undular tidal bores (KHEZRI 2014, SIMON 2014). The vertical dimension of such 
structures was up to 0.2 m beneath a breaking bore roller and 0.1 m below the first wave front of an 
undular bore (KHEZRI 2014). In both cases, the vortical structures were observed immediately 
downstream of the bore front, as it travelled half way through the numerical domain L (X/L > 1/2). 
In the present study, such structures were observed in breaking bore simulations (2D_Fr1.5 and 
2D_Fr2.1). Figure 4.3.6 shows the pressure contours of a breaking bore (2D_Fr1.5) with velocity 
streamlines. The streamlines were not equally spaced. The streamlines highlighted the presence of 
elongated vortical structures, approximately 0.5 m downstream of the breaking bore front (Fig. 
4.3.6A). Zoomed in (Fig. 4.3.6B), the structure had a longitudinal length scale of 0.3 m and a vertical 
length scale of 0.01 m. 
Experimental studies on turbulent time and length scales associated with the unsteady bore 
propagations were documented in LENG and CHANSON (2017a). The results showed that the early 
flood flow phase, which was defined as the flow period 0.3 to 1 s after the passage of the bore, was 
associated with the largest turbulent scales within the observation window. The turbulent length scale 
in the vertical direction was found to be between 0.01 to 0.02 m for breaking bores with Fr1 = 1.5 and 
2.1. The present numerical results agreed with experimental findings. It was noted that such elongated 
structures occurred very close to the bed of the numerical channel, and could still be observed several 
meters downstream of the bore front. Such structures could be originated from bed shear and stretched 
by turbulent bursting events. 
Large vortical structures were also observed next to the free-surface in the present numerical 
simulations of breaking bores. These structures were typically associated with pockets of air bubbles. 
They were formed by the breaking mechanism of the turbulent roller, and advected downstream as 
the bore propagated. One difference between the present and past numerical studies of bores is that 
present study included simulations of bores with relatively higher Froude number (Fr1 ≥ 1.5), which 
were observed to be intensively aerated and highly turbulent in laboratory channels. Hence present 
numerical studies found large vortical structures both next to the aerated free-surface and close to the 
bed, whereas past studies only highlighted structures close to the bed. 
The pressure field in the initially steady flow showed hydrostatic distributions before the bore arrival. 
As the bore propagated, the pressure became non-hydrostatic, with large pressure magnitudes 
highlighted in regions where large vortical structures were observed. The large vortical structure 
caused a region of high pressure that was higher than hydrostatic pressure. At all vertical elevations, 




(A) Breaking bore 2D_Fr1.5 (t = 8.87799 s) 
 
(B) A zoomed view of (A) with streamlines highlighting elongated structures 
Figure 4.3.6 – Pressure contours of the 2D unsteady CFD simulations for a breaking bore (2D_Fr1.5) 
with streamlines; pressure in Pa and streamlines marked by arrowed black lines; time t = 0 at 
numerical gate closure 
 
The vorticity ωy was calculated based upon the numerical results in air and water. Figure 4.3.7 
demonstrates typical results for undular and breaking bores. Overall, the present results agreed well 




















































simulation of undular bores, regions with higher vorticity were observed very close to the bed, and 
near the free-surface of the undulations (Fig. 4.3.7A). The near-bed vorticity was typically between 
0 to 40 s-1, whereas near-surface the vorticity was negative, ranging from 0 to -10 s-1. The air on the 
top of the wave crest showed large vorticity, over 50 s-1 maximum. The air flow immediately above 
the wave crests showed similar magnitudes, but with negative values indicating opposite direction of 
rotation. 
Similarly, with breaking bores, high regions of vorticity were found to be close to the bed and at the 
breaking free-surface. The vorticity of the breaking bore close to the bed was of similar values as that 
of an undular bore. Next to the breaking free-surface, the breaking bore was associated with a broad 
spectra of vorticity, with both negative and positive values, the magnitudes of which can be twice the 
data observed in an undular bore at similar location. The large vorticities associated with the breaking 
surface were up to 200 s-1 in magnitudes and were of opposite signs, indicating some counter-rotating 
motions of vortical structures. The air flow immediately above the breaking water was also affected 
by the breaking mechanism, showing large vorticity data (-200 to 200 s-1). The air flow region affected 
by the propagation of the bore was up to 0.2 m above the water surface. The vortical structures in the 
air were associated with larger scales and higher vorticity than these in the water, suggesting the 
impact of the bore is definitely a multiphase problem. 
 
 






























(B) Breaking bore 2D_Fr1.5 (t = 8.87799 s) 
Figure 4.3.7 – Vorticity ωy of the 2D unsteady CFD simulations for an undular bore (2D_Fr1.2) and 
breaking bore (2D_Fr1.5); vorticity in s-1; time t = 0 at numerical gate closure 
 
4.4 THREE-DIMENSIONAL SIMULATIONS: RESULTS AND VALIDATIONS 
4.4.1 CFD simulation of the initially steady flow 
During the physical experiments of tidal bores, the initially steady flow ran for at least 60 seconds 
before rapidly closing the downstream gate. A clear understanding of the flow physics and turbulent 
dynamics in the initially steady flow was essential, as the tidal bores are very sensitive to the turbulent 
character of the inflow (KOCH and CHANSON 2009, CHANSON et al. 2012). Past numerical CFD 
modelling on tidal bores, including the works of KHEZRI (2014) and SIMON (2014), provided 
limited to no information on the initially steady flow properties prior to the bore arrival. As a result, 
the poor agreement in velocity fields between the 3D numerical simulation and experimental data 
could not be addressed because of the lack of validation in the steady flow period. The present study 
expanded on previous works by simulating the initially steady flow for at least 10 seconds before 
generating the bore. The steady flow characteristics were examined and compared to experimental 
results corresponding to the same flow conditions. The CFD boundary layer properties and 
development were validated against physical experiments. 
Herein, the inflow turbulence was generated using the synthetic eddy method (SEM) based on the 
view of turbulence as a superposition of coherent structures (JARRIN et al. 2006,2009; CHANSON 
et al. 2012). The method was robust and computationally inexpensive by generating a stochastic 
signal with prescribed mean velocity, Reynolds stresses, time and length scale distributions. The 





























conditions. The turbulent eddies were injected from the upstream end of the numerical domain and 
convected downstream. 
Figure 4.4.1A shows the time-variations of the longitudinal velocity component Vx of the initially 
steady flow before the generation of breaking bore with Fr1 = 1.5. The coloured curves denoted 
instantaneous velocity at different vertical elevations z. The simulation was conducted for 
approximately 16 s (dimensionless time t×(g/d1)1/2 ~ 121), and the injected turbulence arrived at the 
sampling point X = 9.6 m (x = 8.5 m) approximately 2 s (dimensionless time t×(g/d1)1/2 ~ 15) after 
injection started. The instantaneous longitudinal velocity demonstrated clearly the presence of low 
frequency fluctuations, with a period of oscillation of roughly between 3 to 4 s (t×(g/d1)1/2 ~ 26). The 
time-averaged longitudinal velocity data at different vertical elevations are presented in Figure 4.4.1B. 
The numerical results were compared to experimental data of the same flow condition (EA_Fr1.5) 
and a 1/9 power law. The experimental results were collected using an ADV at 200 Hz and time-
averaged over 30 s. The numerical results were time-averaged over 14 s, starting from the time at 
which turbulence arrived at the sampling location (X = 9.6 m, x = 8.5 m). 
The vertical profile of longitudinal velocity simulated by the numerical model showed a well-defined 
boundary layer, which was partially developed. The thickness of the numerical boundary layer was 
approximately 0.5×d1, which was comparable to the experimental finding. Within the boundary layer, 
the numerical data matched closely with a power law next the bed (z/d1 < 0.1) and near the outer edge 
of the boundary layer (z/d1 = 0.3 to 0.5). At the highest vertical elevation (z/d1 = 1), the numerical 
data showed a large deviation from the experimental value, as well as the overall trend of the rest of 
the numerical data. Similar error at highest vertical elevation were also observed for steady flow with 
another flow condition (Fig. 4.4.2B) and in previous findings by SIMON (2014). Despite this outlier, 
the numerical data showed a close agreement with the experimental data and theoretical curve for the 
rest of the vertical profile. 
The evolution of the numerical boundary layer was studied for both initial conditions for 3D_Fr1.5 
and 3D_Fr2.1. The study found that, as soon as the inflow turbulence reached the velocity sampling 
point, a boundary layer developed. The characteristics of the boundary layer, including shape, 
thickness, and velocity gradient, showed no marked difference as the time of simulation increased. 
Comparison to the experimental data showed that the numerical boundary layer seemed to be 
unaffected by the time of simulation, as long as the turbulence had reached the velocity sampling 
location. This suggested that the model became stable in terms of the boundary layer characteristics 
and that the initial flow properties were truly steady, once the flow was turbulent. 
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(Left, A) Time-variations of the instantaneous longitudinal velocity (3D_Fr1.5) 
(Right, B) Time-averaged vertical profile of the longitudinal velocity (3D_Fr1.5, EA_Fr1.5) 
Figure 4.4.1 – Time-variations and averaged vertical profile of the longitudinal velocity; initial steady 
flow data from numerical, experimental models and theory; numerical configuration 3D_Fr1.5; 
experimental configuration EA_Fr1.5 
 
 
(Left, A) Time-variations of the instantaneous longitudinal velocity (3D_Fr2.1) 
(Right, B) Time-averaged vertical profile of the longitudinal velocity (3D_Fr2.1, EA_Fr2.1) 
Figure 4.4.2 – Time-variations and averaged vertical profile of the longitudinal velocity; initial steady 
flow data from numerical, experimental models and theory; numerical configuration 3D_Fr2.1; 
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4.4.2 3D simulation of breaking tidal bores: basic flow pattern and free-surface validation 
The three-dimensional tidal bore propagation in an open channel flow was numerically simulated 
using the CFD code Thétis. The simulated bore was a breaking one, modelled after a breaking bore 
with Froude number Fr1 = 1.5 and initial discharge Q = 0.101 m3/s. This bore has been extensively 
investigated in laboratories, with corresponding experimental flow conditions detailed in Table 4.2 
(EA_Fr1.5). The numerical flow conditions of the 3D model were detailed in Table 4.1 (3D_Fr1.5b). 
A wall boundary was imposed at the outlet of the numerical domain (X = 0 m in Fig. 4.2.1A) to mimic 
a closed gate in a physical channel at the start of the simulation (t = 0 s). The inflow turbulence was 
injected at the same time from the inlet (X = 12 m in Fig. 4.2.1A) and the flow was turbulent at the 
velocity sampling location X = 9.6 m before the arrival of the bore. The velocity sampling location 
was chosen to be 9.6 m upstream of the wall boundary as all physical data were collected 9.6 m 
upstream of the Tainter gate in the physical channel (Fig. 4.2.1). This would enable some detailed 
validation of the 3D CFD model by comparing the velocity characteristics with the experimental 
measurements. 
The generation process of the 3D breaking bore of the numerical model is illustrated in Figure 4.4.3. 
A movie highlighting the generation process of the numerical bore is linked in Digital Appendix F 
(3D_gate.flv). The blue plane marks the water free-surface. At the start of the simulation (t = 0 s), the 
free-surface was flat and uniform. As the downstream gate was imposed, the water piled up against 
the wall and started to form a surge of water propagating upstream. The leading edge of the surge 
deformed and overturned as it propagated, then plunged into the initial free-surface, creating a 
breaking roller with intense air entrainment. A similar process was also observed in the physical 
modelling of bore with the same Froude number and initial flow conditions. The bore generation in 
laboratory is featured in lab_gate.mp4, Digital Appendix F. 
Figure 4.4.4 shows the generation process of a breaking bore with the same initial flow conditions as 
the 3D simulated bore. Note the overturning of the surge leading edge occurred at a much earlier 
stage compared to the 3D numerical model. The plunging and breaking mechanism happened quickly 
after the free-surface overturned. The process of the physical model lasted about 0.5 s, before a stable 
wall of water formed and propagated upstream in a relatively quasi-steady shape. The generation 
process of the 3D numerical model showed qualitative agreement with the physical model, by 
demonstrating the four key stages of the formation of a breaking bore. Quantitatively, the numerical 
process took much longer to generate a quasi-steady hydraulic jump in translation. The free-surface 
breaking and air entrainment happened also latter (after 1.6 s) in the 3D numerical model, compared 
to visual observations in a physical channel. The difference could be linked to the numerical 
generation process, where a solid boundary was imposed suddenly at the outlet, without reproducing 
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the physical motion of a real gate. The physical gate, which was closed rapidly in less than 0.2 s, 
could be responsible for the plunging and splashing motion of the water at the beginning of the bore 
formation. The lack of friction and sidewall effects in the 3D model may also be a reason for the 
deviation between numerical and physical results. 
 
      
(A) t = 0 s  (B) t = 0.63 s 
     
(C) t = 1.61 s (D) t = 2.10 s 
Figure 4.4.3 – Generation process of a breaking tidal bore in 3D CFD model with a wall boundary on 
the left: (A) gate closure, (B) free-surface steepening, (C) over turning and (D) plunging; t = 0 at gate 







       
(A) t = 0 s  (B) t = 0.08 s 
       
(C) t = 0.24 s (D) t = 0.38 s 
Figure 4.4.4 – Generation process of a breaking tidal bore in a physical channel with a fast-closing 
Tainter gate: (A) gate closure, (B) free-surface steepening, (C) over turning and (D) plunging; t = 0 
at gate closure; experimental configuration EA_Fr1.5 
 
Once formed, visual observations showed the breaking bore retained a relatively consistent shape as 
it propagated upstream (KOCH and CHANSON 2009, DOCHERTY and CHANSON 2012, LENG 
and CHANSON 2015a,b). The height of the bore and amount of air-entrainment may vary for the 
first 1 to 2 m as the bore travelled upstream. At approximately 8 to 9 m upstream of the generation 
point, the bore was seen as fully developed and quasi-steady within the frame of reference moving 
with the bore. Hence, free-surface and velocity measurements were conducted at x = 8.5 m in the 
physical channel, 9.6 m upstream of the fast-closing Tainter gate. The basic flow patterns at an 
equivalent location in the 3D CFD model (9.6 m upstream of the wall boundary) were compared to 
the visual observations in the physical channel. Video movies showing propagation of fully-
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developed breaking bores in laboratory and numerical channels are presented in Digital Appendix F 
(lab_mid.mov and 3D_mid.flv, respectively). Figure 4.4.5 presents a fully-developed propagating 
breaking bore in a physical channel (photographic observations) and in a numerical channel (3D CFD 
results) with the position of the roller toe Xtoe between x = 8 m to 9 m, approximately 9 to 10 m 
upstream of the generation point). The 3D numerical model was simulated using the same inflow 
conditions as measured in the physical model (Table 4.1 & 4.2). 
The breaking bore simulated by the 3D CFD model was characterised by an abrupt rise in water depth, 
an overturning and deforming roller, and breaking free-surface with intense air-entrainment 
downstream of the roller. The 3D breaking bore was associated with an upward free-surface curvature, 
which was also observed experimentally (HORNUNG et al. 1995, KOCH and CHANSON 2009, 
LENG and CHANSON 2017d). This curvature was typically associated with breaking bores and low 
Froude numbers (Fr1 < 2), as a result of the integral balance of linear momentum in both horizontal 
and vertical directions as well as of angular momentum (VALIANI 1997). The simulated bore crest, 
marking the highest free-surface elevation reached after the free-surface steepening, showed 
complicated three-dimensional shapes with water droplet ejection (Fig. 4.5.5, red circles) and 
elongated strings of water (Fig. 4.5.5, black arrows). Following the bore crest, the free-surface broke, 
inducing water droplet splashes and air-bubble entrainment into the flow, as highlighted by the 3D 
model results. Overall, the 3D numerical results closely matched laboratory observations in terms of 
basic flow patterns and qualitative free-surface characteristics. 
Some deviations between the 3D numerical model and physical model were also observed, namely 
the lack of air-entrainment at the roller, the overly steep free-surface curvature upstream of the roller, 
and the long bubbly region downstream of the roller, in the 3D numerical model. Note the amount of 
unrealistic air-entrainment downstream of the roller was drastically reduced, compared to the 2D 
model, thanks to the addition of the transverse dimension. However, some air pockets were still seen 
up to 8.5 m downstream of the roller. To realistically simulate a small inclusion such as an air bubble 
in water, five to ten mesh grid points per diameter are needed (e.g. LI et al. 2010, WANG et al. 2016). 
The present 3D model had a minimum dimension of 2.5 mm. Hence the smallest bubble size feasible 
was 12 to 25 mm, which was larger than the largest single bubble observed in laboratory. In addition, 
the current model did not account for the surface tension, being one source of error. 
Overall, the results indicated the need to account for the air movement and energy dissipation within 
the flow to characterise the air-water interactions, even in a 3D simulation. 
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Figure 4.4.5 – Three-dimensional CFD simulation of a breaking bore propagating in an open channel (right): comparison with visual observation in a 
physical channel (left); experimental configuration EA_Fr1.5; numerical configuration 3D_Fr1.5b
(A) Xtoe at x ~ 9 m 
(B) Xtoe at x ~ 8.5 m 
(C) Xtoe at x ~ 8.0 m 
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The free-surface characteristics simulated by the 3D CFD model were compared to experimental 
results, ensemble-averaged over 25 runs. Figure 4.4.6 shows typical results when the bore was near 
the gate location (xtoe ~ 17 m) and as the bore propagated to mid-channel (xtoe ~ 8.5 m). The 
experimental results were transformed from a time series into relative distance from the roller toe 
position xtoe by multiplying the time by mean celerity U (U ~ 1.14 m/s). Overall, the 3D numerical 
results showed close agreement to the experimental results, despite small deviations. Near the gate, 
the numerical results showed a longer region of upward free-surface curvature before the free-surface 
started to overturn and break to form a roller. The maximum height of the bore reached by the 
numerical model was also less than the experimental measurements by approximately 10%. As the 
bore propagated further upstream (at xtoe ~ 8.5 m), the numerical model reproduced nicely the free-
surface curvature that was measured experimentally, while overestimating slightly the maximum bore 
height by nearly 20%. The water depth data immediately downstream of the crest of the bore showed 
close agreement between the 3D CFD model and the experimental measurements. The numerical 
results involved some free-surface breakup and energetic air-water interactions, as highlighted by the 
enclosed black circles, each denoting an air bubble (Fig. 4.4.6B). The size of these bubbles were only 
qualitative. Note that the bubbles were only highlighted in the 3D CFD model after 2 s. Hence not 
much air bubbles and surface breakage were observed in Figure 4.4.6A. This was not the case with 
the physical model, where air-entrainment happened as soon as the bore was generated by the rapid 
gate closure (Fig. 4.4.4). 
Compared to the 2D results, the 3D model gave a better approximation of the free-surface 
characteristics, mainly in terms of free-surface variations and bore celerity. In the 2D results, the 
numerical models was seen to overestimate the bore celerity by . Herein, with the 3D model, the bore 
celerity at mid-channel near x = 8.5 was 1.18 m/s, close to experimental measurements of 1.13 m/s. 
It is believed that the addition of the third dimension, being the transverse y dimension, was essential 
to produce a realistic flow pattern in a complicated three-dimensional flow event like the propagation 




(A) Laboratory (EA_Fr1.5) and CFD (3D_Fr1.5b) comparison: at xtoe ~ 17 m 
 
(B) Laboratory (EA_Fr1.5) and CFD (3D_Fr1.5b) comparison: at xtoe ~ 8.5 m 
Figure 4.4.6 – Comparison between free-surface elevations simulated numerically and measured 
experimentally close to the gate (A) and at mid-channel (B); experimental results were centreline 
measurement ensemble-averaged over 25 runs; numerical results were instantaneous centreline 
measurements; experimental configuration EA_Fr1.5; numerical configuration 3D_Fr1.5b 
 
4.4.3 3D simulation of breaking tidal bores: velocity validation 
In a 3D CFD simulation of breaking tidal bores, all three velocity components in the 3D Cartesian 
system could be determined, being the longitudinal velocity Vx, transverse velocity Vy and vertical 
velocity Vz. The time-variations of the three velocity components at a fixed point in the flow were 







= 9.6 m, y = 0.35 m with z ranging from 0.0058 m to 0.17 m. This was equivalent to a point in the 
physical channel at x = 8.5 m, y = 0.35 m with z/d1 ranging from 0.03 to 0.91, which was the locations 
where most ADV and ADV Profiler measurements were performed. The 3D simulation was validated 
against experimental data for the same flow condition and locations by comparing the turbulent 
velocity characteristics. Figure 4.4.7 shows comparison of the longitudinal velocity at two different 
vertical elevations z/d1 = 0.1 and 0.8, simulated numerically (3D) and measured experimentally. The 
experimental data included both ensemble-median results and instantaneous results, low-pass filtered 
with a cut-off frequency fcut = 2 Hz. The later technique was previously applied to unsteady bore-
affected flows when only single run measurements were performed, as documented CHANSON and 
DOCHERTY (2012). 
For all vertical elevations in the 3D model, the longitudinal velocity showed rapid deceleration 
following the propagation of breaking bore, which agreed well with experimental and field 
observations (Fig. 4.4.7). The rapid deceleration, compared to experimental results, was associated 
with similar gradient to the experimental data at all vertical elevations (Fig. 4.4.7). Compared to the 
2D models, the 3D numerical results highlighted some encouraging advances in terms of quantitative 
agreement with experimental values, especially at lower vertical elevations. As highlighted by Figure 
4.4.7, negative longitudinal velocity was reached at the end of the deceleration phase of 3D numerical 
data, which agreed with past experiments and field observations. This negative velocity was referred 
to as the recirculation velocity as it was a transient flow reversal caused by the bore propagation. The 
numerical recirculation velocity (3D) was very close in magnitudes to the recirculation velocity 
measured experimentally at similar vertical elevations. Even after the passage of the bore ((t-
tbore)×(g/d1)1/2 ~ 10 to 15), the 3D numerical results followed closely the trend of variations of the 
experimental results, with quantitative agreement. 
In the field and in laboratory, recirculation velocity was typically observed in the lower water column 
and close to the bed (z/d1 < 0.5 - 0.6). With the present 3D numerical model, the recirculation velocity 
was observed at almost all vertical elevations up to z/d1 = 0.9. Figure 4.4.7B illustrates this difference. 
At z/d1 = 0.8, the 3D numerical data showed a recirculation velocity, followed by oscillations in 
longitudinal velocity around 0, whereas the experimental data were constantly positive after the bore 
passage. This indicated a much thicker recirculation region in the numerical model, compared to the 
physical model. Details of the velocity field and vorticity of the 3D numerical model are presented 
and discussed in Section 4.4.4. 
At higher vertical elevations, the longitudinal velocity was better simulated before the bore arrival. 
As the bore passed, the gradient of the velocity deceleration was steeper comparing to the 
experimental results at similar vertical elevations. The longitudinal velocity after the bore passage 
was generally under-estimated by the 3D numerical model, highlighting a mean velocity close to 0. 
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This could be a result of the limitation in the size of the numerical domain, which was 12 m in length 
as compared to the 19 m long physical channel. The velocity sampling point in the numerical model 
was only 2.4 m downstream of the inlet, leading to a much shorter distance for flow to develop. 
 
 
(A) Longitudinal velocity at z/d1 = 0.1 
 
(B) Longitudinal velocity at z/d1 = 0.8 
Figure 4.4.7 – Time-variations of the longitudinal velocity component Vx: comparison between 3D 
CFD data (3D_Fr1.5b), ensemble-averaged experimental data (EA_Fr1.5) and low-pass filtered 





















EA_Fr1.5 (z/d1 = 0.1)3D_Fr1.5b (z/d1 = 0.1)
2D_Fr1.5 (z/d1 = 0.1)low-pass filtered instantaneous (2 Hz)




















EA_Fr1.5 (z/d1 = 0.8)3D_Fr1.5b (z/d1 = 0.8)
2D_Fr1.5 (z/d1 = 0.8)low-pass filtered instantaneous (2 Hz)
water depth (x = 8.5 m)
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The 3D numerical results of the transverse velocity showed some large fluctuations in the initially 
steady flow as well as the unsteady flow as the bore propagated for all vertical elevations (Fig. 4.4.7A). 
The fluctuations or low frequency oscillations of the 3D numerical results were overall associated 
with a zero mean velocity, comparable to the experimental data. However, the amplitude of the 
oscillation, before or after the bore passage, was much more significant in the 3D numerical results, 
compared to the experimental results. The large oscillation amplitudes, which were a measure of the 
transverse velocity fluctuations, could be a result of the method implemented in the 3D model to 
generate turbulent inflow structures. The Synthetic Eddy Method (SEM) however required prescribed 
size of the turbulent eddies to be injected into the initial flow. JARRIN et al. (2014) and SIMON 
(2014) recommended over-estimation of the eddy size for a more quickly stabilised model and better 
approximation of the real flow structures. In the present study, the prescribed size of eddies were one 
order of magnitude larger than the turbulent length scale observed experimentally (2). The over-
estimation of the size of turbulent inflow structures could be a reason for large fluctuations in 
transverse velocity simulated numerically (3D). 
The vertical velocity at all elevations showed an acceleration then deceleration, with a peak in velocity 
magnitude shortly after the arrival of the breaking bore front, as highlighted by 3D numerical results 
(Fig. 4.4.8B). As the vertical elevation increased, the change in vertical velocity became more 
significant and the magnitude of peak velocity increased. The 3D numerical results agreed closely to 
the experimental results for all vertical elevations, with quantitatively close results at higher vertical 
range (z/d1 > 0.5), as shown in Figure 4.4.8B. The peak vertical velocity after the bore passage 
simulated numerically (3D) showed almost the same value as the experimental results. Even after the 
bore passage ((t-tbore)×(g/d1)1/2 ~ 10 to 15), the 3D numerical results followed closely the experimental 
data. Compared to the 2D results, the 3D model showed much better approximation in terms of the 
velocity characteristics for all velocity components at all vertical elevations within the initial flow 
depth. 
 
                                                 
2 Note that the turbulent time and length scales observed experimentally in the present study was limited by the sampling 
frame of the instrumentation, which was an ADV Profiler with a 35 mm long sampling volume. Details of the 
experimental studies in turbulent scales are presented in Chapter 7. 
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(A) Transverse velocity at z/d1 = 0.8 
 
(B) Vertical velocity at z/d1 = 0.8 
Figure 4.4.8 – Time-variations of the transverse and vertical velocity components Vy and Vz: 
comparison between 3D CFD data (3D_Fr1.5b), ensemble-averaged experimental data (EA_Fr1.5) 
and low-pass filtered instantaneous experimental data (fcut = 2 Hz); numerical configuration 
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4.4.4 3D simulation: discussion 
The velocity contours of the 3D CFD simulation at different transverse locations are presented in 
Figure 4.4.8. The longitudinal velocity was positive upstream (Fig. 4.4.9A) and the transverse 
velocity was positive towards the right sidewall (Fig. 4.4.9B). The black solid line represents the 
water surface, the outline of bubbles and droplets. The results highlighted that, immediately after the 
bore passage, a velocity reversal occurred. The flow downstream of the bore front was associated 
with longitudinal velocity pointing upstream at all vertical elevations. The airflow above the breaking 
roller, on the other hand, was associated with a velocity going downstream. Some shearing between 
the two fluids, air and water, could have occurred as the bore propagated upstream. The transverse 
velocity showed a broad spectrum of values ranging from -1 m/s to 1 m/s, indicating that the 
propagation of breaking bore was a three-dimensional process with significant transverse motions. 
Large magnitude in transverse velocity was observed in water and in air close to the leading of the 
breaking roller (Vy ~ ± 0.4 to 0.6 m/s). The results suggested intense transport of momentum in the 
transverse directions, induced by the drastic distortion and deformation of the free-surface motions. 
 
y = 0.048 m
y = 0.350 m




(A) Longitudinal velocity Vx at different transverse locations  
Bore direction 
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y = 0.605 m
y = 0.350 m





(B) Transverse velocity Vy at different transverse locations 
Figure 4.4.9 – Velocity contours of the 3D CFD model of breaking bore propagation; longitudinal 
velocity positive upstream; transverse velocity positive towards the right side wall; numerical 
configuration 3D_Fr1.5b 
 
The vorticity about the x-axis ωx was calculated from the 3D CFD model output. Typical results at 
different longitudinal locations are presented in Figure 4.4.10, with velocity vector field in the y-z 
plane. The solid black line denotes the water surface. The position of the bore front was approximately 
at x = 8.5 m for data shown in Figure 4.4.10. Upstream of the bore, the flow was steady with no large 
vortical structures highlighted (Fig. 4.4.10). The vorticity ωx was close to 0 for both air and water. 
Slightly downstream of the bore (x = 8.8 m), the free-surface showed a wavy pattern, with some air 
bubble entrained in the flow. The velocity vectors highlighted some intense mixing immediately 
above and below the free-surface. Some rotating structures were highlighted by the velocity vector 
field, surrounding the air bubbles. Some structures were also observed near the channel bed. Further 
downstream of the bore (x = 10.3 m), the free-surface was still wavy with a few air bubbles and water 
droplets. The airflow immediately above the free-surface was associated with some rotating and 
mixing motions, however with less intensity as compared to the data x = 8.8 m. The structures inside 
the water flow were significantly less than those at x = 8.8 m. Small structures near the channel bed 
could still be observed at x = 10.3 m (Fig. 4.4.10A). 
Bore direction 
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Zooming at the breaking roller (Fig. 4.9.10B), some large vortical structures can be observed with 
intense mixing motions. For the majority of the flow within the numerical domain, the vorticity about 
the x-axis, ωx, ranged from -50 s-1 to 50 s-1. Physical measurements in breaking bores with the same 
initial flow conditions yielded vorticity ωx between -25 to 10 s-1 throughout the initial water depth. 
The numerical results agreed well with physical measurements in terms of vorticity around x-axis. 
The 3D numerical results highlighted two regions where large vorticity ωx were observed, which were 
next to the free-surface and next to the channel bed. The high vorticity next to the free-surface was 
believed to be linked to the energetic free-surface deformation as the bore roller propagated, whereas 
the high vorticity near the bed could be a result of the turbulent bursting in the boundary layer of the 
flow. Experimental studies also found higher vorticity near the bed, compared to vorticity in the upper 
water column. Details on experimental results of vorticity and strain rate are presented in Chapter 7, 
Section 7.4. 
 
x = 10.3 m 
x = 8.8 m





(A) Vorticity ωx (s-1) with velocity vectors 
Upstream of the bore 
Downstream of the bore 




(B) Zoomed view at x ~ 8.5 m, immediately downstream of the breaking roller 
Figure 4.4.10 – 3D CFD simulation of the vorticity about the x-axis ωx with velocity vector field 
during the propagation of a breaking bore; comparison between different longitudinal locations, 
numerical configuration 3D_Fr1.5b 
 
Typical vorticity data around the y-axis, ωy, from the 3D CFD simulation are presented in Figure 
4.4.11. For all transverse locations, the vorticity ωy showed similar features as the 2D model results 
(Fig. 4.4.11A) throughout the longitudinal domain. However, the 3D CFD results were able to 
reproduce flow features which were not observed in 2D models near the breaking bore roller. 
Zooming onto the breaking roller, the streamlines of the 3D model highlighted some large vortical 
structures right beneath the bore front (Fig. 4.4.11B), which was not shown in the 2D model. The 2D 
model showed some elongated vortical structures approximately 0.5 m downstream of the bore roller. 
In the 3D results, the first vortical structures following the bore propagation was observed right 
beneath the bore roller, approximately 0.1 m downstream of the roller toe (Fig. 4.4.11B). The centre 
of rotation of these vortical structures were close to the channel bed, and the height of these structures 
could be up to a half of the initial flow depth (~ 0.06 m). Experimental studies of sediment transport 
in a bore-affected flow had documented that the most significant sediment movement occurred 
immediately after the passage of the bore, i.e. within 0.5 m downstream of the bore roller toe 
(KHEZRI 2012a,b). Hence, the 3D results gave a more realistic description of the turbulent motions 
beneath a propagation bore. The findings again highlighted the advantages of a 3D simulation over a 





y = 0.048 m
y = 0.350 m




(A) Vorticity ωy (s-1) at different transverse locations 
 
(B) Zoomed view at the breaking roller (y = 0.35 m) 
Figure 4.4.11 – 3D CFD simulation of the vorticity about the y-axis ωy with streamlines during the 





5. FIELD OBSERVATIONS AND MEASUREMENTS 
5.1 PRESENTATION 
5.1.1 Overview and past studies 
The present study includes two series of field measurements conducted in the Garonne River, France 
in 2015 and 2016, when tidal bores were observed in the Arcins channel. The tidal bores of Garonne 
River in the Arcins channel has been extensively investigated in 2010, 2012 and 2013. However the 
period of previous studies was typically limited to one or two days, and the sampling duration for 
each day was limited to approximately one hour before and after the bore passage. The present study 
offered a much longer investigation period, e.g. in 2015 systematic field measurements were repeated 
at the same site for four days consecutively (29 August to 1 September). In 2016, the field 
measurements were conducted for two days, with a maximum sampling duration of 8 h 19 min on 
one day, encompassing the entire process before and after the passage of the bore (15 November). 
Table 5.1 provides detailed information on the time and duration of the present study, with a 
comparison to previous field studies conducted on the same site. 
Present study aims to comprehend the hydrodynamics, turbulence and sedimentology and its transport 
during the upriver propagation of bores. The field measurements may also provide a reference data 
set which can then be used to compare to and validate the experimental and numerical data sets. A 
discussion on field and laboratory studies and the comparison between them by considering the 
dimensional analysis and relevant similitudes is presented in Chapter 8. The current chapter focuses 
on presenting, analysing and discussing the two series of field measurements conducted in the 
duration of the present study: the long-time continuous evolution of hydrodynamics and sediment 
processes. The information on the site is presented in Figure 5.1.1, and the mounting of the instrument 
on the investigated site is illustrated in Figure 5.1.2. Note that the location of the ADV control volume 
relative to the free-surface before the bore arrival was slightly different in 2015 and 2016 field works. 
In 2016, the distance from ADV control volume to the initial free-surface was 0.96 m. More detailed 
information in terms of the site and instrumentation for the 2015 and 2016 field measurements are 




Figure 5.1.1 – Dimensioned map of the Garonne River and Arcins Channel between Arcins Island 
and Latresne (France) 
 
 
Figure 5.1.2 – Sample dimensioned sketch (undistorted) of the ADV mounting, sampling volume 
location and water surface 2 minutes prior to the tidal bore on 29 August 2015; left: viewed from 
Arcins Island; right: looking upstream (south) 
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Table 5.1 – Field measurements on tidal bores in the Arcin channel of Garonne River (France) 
 
Reference Date Tidal 
range 
(m) 












ADV sampling volume 
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
CHANSON et al. 
(2011) 
10/09/2010 6.03 Nortek Vector 64 2h 45 min 17:15 18:17 20:00 About 7 m from right bank waterline (at low tide), 0.81 
m below water surface 
 11/09/2010 5.89 Nortek Vector 64 2h 20 min 18:00 18:59 20:10  
REUNGOAT et 
al. (2014) 
7/06/2012 5.68 Sontek microADV 50 2h 58 min 06:01 06:44 09:00 About 11.58 m from right bank waterline (at low tide), 
1.03 m below water surface 
  5.5 Visual observations N/A N/A N/A 18:47 N/A N/A 
REUNGOAT et 
al. (2015) 
19/10/2013 6.09 Nortek Vectrino+ 200 4h 7 min 14:09 17:06 18:16 About 4.51 m from right bank waterline (at low tide), 
0.98 m below water surface 
Present study 28/08/2015 5.44 Visual observations N/A N/A N/A N/A (1) N/A N/A 
(2015 - 2016) 29/08/2015 5.85 Nortek Vectrino+ 200 3h 47 min 14:43 16:27 18:30 About 5.2 m from right bank waterline (at low 
 30/08/2015 6.17   4 h 15:05 17:15 19:05  tide), 1.0 m below water surface. Basically same 
 31/08/2015 6.22   3 h 16:36 18:02 19:36  location as on 19/10/2013 
 1/09/2015 6.04   3 h 3 min 16:57 18:49 20:00  
 26/10/2015 6.15 Visual and sediment 
observations 
N/A N/A N/A 14:50 N/A N/A 
 27/10/2015 6.32 Nortek Vectrino+ 200 2 h 44 min. 14:55 15:40 17:39 Same location as on 28/08/2015 
 28/10/2015 6.30 Visual observations N/A N/A N/A 16:24 N/A N/A 
 13/11/2016 5.66 Visual observations N/A N/A N/A 14:45 N/A N/A 
 14/11/2016 6.01 Nortek Vectrino+ 200 5 h 6 min 12:31 15:43 17:37 About 5.6 m from right bank waterline (at low tide) 
0.96 m below water surface. Basically same location 
as in 2013 and 2015 
 15/11/2016 6.09 8 h 19 min 11:45 16:32 20:04 
Notes: Tidal range: measured at Bordeaux; All times are expressed in local times using the local time zone: i.e., (UTC + 2) in August-September 2015 




5.1.2 Site of investigation and tidal properties 
The Arcins channel of Garonne River (France) is located between the Arcins Island and the right 
bank of Garonne River, close to Lastrene. Previous field studies by CHANSON et al. (2011), 
REUNGOAT et al. (2014,2015) and KEEVIL et al. (2015) all sued the same site. The channel is 1.8 
km long, 70 m wide and about 1.1 to 2.5 m deep at the low tide (Fig. 5.1.3). Figure 5.1.3A shows a 
photograph of the investigated site in the Arcins channel, and Figure 5.1.3B shows a detailed sketch 
of the channel cross-section on a number of test days, with the location of instrumentation highlighted. 
A full survey dataset is presented in Appendix B, Section B.2. The bathymetric data indicated a 
progressive siltation of the Arcins channel at the sampling site since the 2012 field studies, including 
further siltation along the right bank since 2013 field study. 
Typically a tidal bore can only occur during spring tide condition with a relatively high tidal range, 
exceeding 4 to 6 m. The present field measurements were conducted under spring tide conditions in 
the years of 2015 (29 August to 1 September, 27 October) and 2016 (14 to 15 November). The water 
elevation observations at Bordeaux in 2015 and 2016 were documented by REUNGOAT et al. 
(2016,2017b). The data are compared to water elevation data collected on-site, prior and shortly after 
the passage of the bore. All water elevations are reported in meters NGF IGN69. Although the tides 
are semi-diurnal, the tidal data in Bordeaux indicated slightly different periods and amplitudes typical 
of some diurnal inequality. 
 
 
(A) Photograph of the fieldwork site looking downstream; red arrow marks the bore propagating from 
background to foreground; blue circle and arrow marks the site of investigation 
125 
 
(B) Surveyed (distorted) cross-sections of the investigated site during August and October 2015, and 
November 2016, with comparison to 2010 and 2012 survey data at the same cross-section; water level 
immediately before and after the bore are shown by thin blue and green lines; ADV location marked 
by black symbol (1) 
Figure 5.1.3 – Information on the field measurement site: photograph and cross-sectional sketch 
 
5.1.3 Instrumentation and methodology 
The free-surface elevations were measured manually using a survey staff, located about 2 m to the 
right of the ADV unit to minimise any interference with the ADV sampling volume (Fig. 5.1.2). 
During the passage of the bore, the water level was recorded using a HD video camera SonyTM HDR 
PJ200E filming the staff at 25 frames per second (fps) for about 10 to 15 minutes. The water 
temperature, conductivity and pH were recorded about 0.2 m below the water surface. The water 
temperature was measured manually with a thermometer CheckTemp4 (Hanna instruments). The 
water conductivity was recorded with a conductivity meter Consort C931. The pH was sampled 
manually with pH paper and a waterproof pH meter pHTesttr2 (OAKTON instruments). 
The instantaneous velocity was recorded using a NortekTM ADV Vectrino+ (10 MHz, serial number 
VNO 1356, firmware version 1.31). The ADV unit was equipped with a down-looking head (ADV 
field probe) which had four receivers and one emitter. The ADV unit was fixed beneath a hull of a 
heavy and sturdy pontoon, which could go up and down with the tide. Mounted vertically, the emitter 
pointed downwards with the positive direction head towards downstream. Figure 5.1.2 shows the 
location of the ADV sampling volume in the surveyed cross section. The probe control volume was 
located beneath the hulls of the pontoon, about 1 m below the free-surface. The ADV settings included 
a velocity range of 2.5 m/s, a transmit length of 0.3 mm and a sampling volume of 1.5 mm height, 
and a sampling rate of 200 Hz. The ADV power setting was configured to be High- for all 
                                                 
1 z in the graph is the vertical elevation in NGF IGN69, the datum of which is 1.84 m above the datum of the Bordeaux 
tidal gauge. 


























measurements, except for the measurement on 30 August 2015. The power setting was selected after 
some preliminary test to optimise the acoustic backscatter response of the ADV unit with the Garonne 
River sediment (REUNGOAT et al. 2016,2017b). 
All the ADV data underwent a post-processing procedure to eliminate any erroneous and corrupted 
data. The post processing was conducted with the software WinADVTM version 2.030. It included the 
removal of communication errors, the removal of average signal to noise ratio (SNR) data less than 
5 dB and the removal of average correlation values less than 60% following McLELLAND and 
NICHOLAS (2000). In addition the signal was despiked using the phase-space thresholding technique 
developed by GORING and NIKORA (2002) and implemented by WAHL (2003). The percentage 
of good samples ranged between 60 and 90% for the entire data sets. 
The channel cross-section was surveyed with a Theodolite n"64585 DGT10 CST/berger. Further 
observations were recorded with digital cameras PentaxTM K-3, SonyTM DSC HX200V (25 fps), and 
a number of digital cameras and video cameras. 
 
5.1.4 Characterisation of the sediment material 
Some Garonne River bed material was collected with a shovel at low tide on all afternoons of the test 
days at the end of ebb tide, next to the pontoon on the right bank at Arcins. The soil sample consisted 
of soft mud and silty materials (2). A series of laboratory tests were conducted to characterise the bed 
material: i.e., the particle size distribution, rheometry and backscatter properties. Some water samples 
were also collected on 29, 30 and 31 August, 26 and 27 October 2015 and all test days of 2016 prior 
to and shortly after the tidal bore about 0.2 m below the water surface. Both water samples and wet 
bed sediments were dried in an oven, set at 40 °C, to measure the mass of dry sediments for each 
sample, and the density of dry material. Both bed and suspended sediment samples were tested for 
their granulometry using a MalvernTM laser Mastersizer 2000 equipped with a Hydro 3000SM 
dispersion unit for wet samples. Following REUNGOAT et al. (2014), the sediment sample was 
mixed mechanically. Further information is provided in Appendix B, Section B.3. 
The rheological properties of bed material samples were tested with two rheometers (Fig. 5.1.4A). A 
number of tests were conducted using a rheometer Anton PaarTM Physica MR301 equipped with a 
plane-cone CP50-SB6055 (Ø = 50 mm, cone angle: 2°). The truncation gap was 207 µm. Other tests 
were performed with a rheometer MalvernTM Kinexus Pro (Serial MAL1031375) equipped with a 
plane-cone (Ø = 40 mm, cone angle: 4°), with a gap truncation of 150 µm. The truncation gap was 
selected to be more than 10 times the mean particle size. All tests were performed under controlled 
strain rate at constant temperature (25 °C). Between the sample collection and the tests, the mud was 
                                                 
2 The mud sample was soft and could be considered somehow as a form of mud cream. 
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left to consolidate. Prior to each rheological test, a small mud sample was placed carefully between 
the plate and cone. Each specimen was then subjected to a controlled strain rate loading and unloading 
between 0.01 s-1 and 1,000 s-1 with a continuous ramp in each direction (loading and unloading). 
Further information is provided in Appendix B, Section B.4. 
The calibration of the ADV unit was accomplished by measuring the ADV signal amplitude of known, 
artificially produced concentrations of material obtained from the bed, diluted in tap water and 
thoroughly mixed. The laboratory experiments were performed using the same NortekTM ADV 
Vectrino+ system with the same settings as for the field measurements. For each test, a known mass 
of wet sediment (3) was introduced in a water tank which was continuously stirred with two paint 
mixer (Fig. 5.1.4B). The mixer speed was adjusted during the most turbid water tests to prevent any 
obvious sediment deposition on the tank bottom. The mass of wet sediment was measured with a 
Mettler™ Type PM200 (Serial 86.1.06.627.9.2) balance. The mass concentration was deduced from 
the measured mass of wet sediment and the measured water tank volume. The average ADV 
backscatter amplitude measurements represented the average signal strength of the four receivers, 
and it was measured in counts. The ADV signals were post-processed using the same method as the 
field data: i.e., with the removal of communication errors, average signal to noise ratio data less than 
15 dB, average correlation values less than 60%, and signal spikes based upon the phase-space 
thresholding technique. The backscatter amplitude measurements were recorded for 60 s for each run. 
During these tests, the suspended sediment concentrations (SSCs) ranged from less than 0.01 kg/m3 
to more than 70 kg/m3. Further details on the calibration tests and effects of ADV settings are 
developed in Appendix C. 
 
5.1.5 Remarks on practical issues 
The water elevation measurements, ADV data and all other measurements were synchronised within 
a second. All cameras, digital video cameras and instruments were also synchronised together with 
the same reference time within a second. 
The accuracy on the ADV velocity measurements was 1% of the velocity range ( 2.5 m/s) (Nortek 
2009). The accuracy of the water elevation was 0.5 cm prior to the tidal bore and 1 cm during the 
tidal bore passage. 
The mass of dry and wet sediments was measured with an accuracy of less than 0.01 g. 
 
                                                 
3 The density of wet sediments was 1.28 kg/m3. 
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Figure 5.1.4 – Photographs of the rheometry tests (left: Anton PaarTM Physica MR301 unit) and the 
laboratory experiment with the ADV system on the SSC calibration versus signal amplitude (right: 
general view, two mixers marked by blue arrow and one ADV marled by red arrow) 
 
5.2 GENERAL OBSERVATIONS 
5.2.1 Basic flow patterns 
The low tide slack and flow reversal was documented in the Arcins channel for a number of days in 
August, September and October 2015, and November 2016, including but not limited to the days 
when field measurements were performed. A number of photographs are shown in Figure 5.2.1, while 
a summary of basic flow features is presented in Table 5.2. 
Throughout the field observations of the present study, the Garonne River tidal bore formed at the 
northern (4) end of the Arcins channel (Fig. 5.2.1A). The bore extended rapidly across the entire 
channel width as a breaking bore in this very-shallow region (5). As the bore propagated upstream, 
its shape evolved in response to bathymetric changes. The tidal bore was undular at the sampling 
location as illustrated in Figure 5.2.1B. Note the bore front which is well highlighted by the surfer. 
While the bore was undular, the free-surface elevation rose very rapidly during the bore passage: i.e., 
by 0.3 m to 0.5 m in the first 10-15 s. The tidal bore propagated up to the southern end of the channel 
and the surfer(s) surfed the front of the bore for the entire channel length. During 2016, the period of 
                                                 
4 Herein we refer to the downstream end of the Arcins channel as the northern end, and its upstream end as the southern 
end. 
5 The surfers indicated that their surfboard's fins touched the bottom in several places about the start of their ride. 
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the bore undulation was observed to be about 0.8 to 1 s. At the sampling site each day, the bore 
passage was followed by a series of strong whelps lasting for 1 to 1.5 minutes. These whelps were 
observed approximately 30 s after the bore front, and the wave period was about 1 s throughout the 
test days. 
On 31 August 2015, some moderate rainfall took place after 18:45 during the flood tide measurements. 
Surface scars were seen at the water surface during the rainfall period. Figure 5.2.1D shows a 
photographic example, looking downstream at the incoming flood tidal motion. The rainfall 
highlighted some surface irregularity; the water surface texture was different in a series of braided 
'smooth' channels in contrast to the rest of the water surface. It is understood that such scars are linked 
to some discontinuity in turbulence characteristics and physiochemical properties (SIMPSON 1997, 
BROCCHINI and PEREGRINE 2001, TAMBURRINO and GULLIVER 2007, TREVETHAN et al. 
2008). Raindrop impacts generated surface waves and ripples, and their characteristics were functions 
of local surface tension. It is suggested that such 'braided channels' contained waters of slightly 
different surface tension compared to the rest of the flood tide flow. The differences in surface tension 
might be caused by oils secreted by plants, by emerging groundwater at the riverbed or by substances 
carried by the water. It is believed that the surface scars revealed the existence of longitudinal vortices 
in the Arcins channel. The analysis of surface photographs suggested elongated surface scars and 
their transverse length scale was between 1.5 and 3 times the water depth. For comparison, laboratory 
observations in a moving-bed flume suggested a lateral spacing of 1 - 1.5 times the depth 
(TAMBURRINO and GULLIVER 2007), while another field study reported transverse length scales 
between 2 and 3 times the depth during moderate rain (TREVETHAN et al. 2008). It is also possible 




(A) Tidal bore propagation in the northern end of the Arcins channel on 21 August 2015; bore 
propagation from background to foreground 
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(B) Tidal bore at the test site on the test day 30 August 2015; bore propagation from right to left 
 
(C) Tidal bore approaching the sampling site on 15 November 2016; bore propagation from top right 
to bottom left 
 
(D) Surface scars under rainfall during the early flood tide in the Arcins channel at 18:15, 31 August 
2015 
Figure 5.2.1 – Photographs of the basic flow pattern of the Garonne River tidal bore, Arcins channel 
2015 - 2016 
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A key feature observed in the Arcins Channel was the appearance of a backward bore, resulted from 
bore collisions. Considering a tidal bore advancing in a braided channel, e.g. around an island, the 
bore front may progress at different speeds in each channel. It typically advances faster in the deeper 
channels. When the channels re-join, some unusual process may take place if one of the tidal bores is 
late. That is, the faster bore may enter the shallower channel and propagates downstream, colliding 
with the original bore, before continuing further downstream. The process is called a 'backward' bore 
(KEEVIL et al. 2015). It was observed in the Trent River (UK) (JONES 2012, Pers. Comm.), Severn 
River (UK) (ROWBOTHAM 1983), Garonne River (France) (REUNGOAT et al. 2014, KEEVIL et 
al. 2015), and Sungai Digul River (Indonesia) (COLAS 2015, Pers. Comm.). Figure 5.2.2 shows a 
sketch of the top view of the test site, with a detailed illustration describing the backward bore 
formation. 
In the Arcins channel, a 'backward' bore was observed in August, September and October 2015, as 
well as November 2016. Details on the exact dates of observation are documented in Table 5.2. At 
the southern end of the Arcins channel, the tidal bore of the main river channel entered into the Arcins 
channel and formed a marked bore propagating northward against the flood tide (Fig. 5.2.4A). This 
phenomenon is sketched in Figure 5.2.3. When the Arcins channel tidal bore approached the southern 
end of the channel, it collided with the 'backward' bore about 4 minutes after it passed the sampling 
location (Fig. 5.2.4B and C). The tidal bore collision generated a standing wave, with intense upward 
sediment advection to the free-surface, evidenced by the black colour of the surface waters (Fig. 
5.2.2). The standing wave was extremely turbulent and its absolute speed dropped sharply as the 
standing wave was almost stationary for sometimes (6). Later the Arcins channel tidal bore continued 
to propagate southwards and rejoined the Garonne River. At the same time, the 'backward' bore 
advanced northwards against the flood tide in the Arcins channel. Some slight breaking was seen next 
to the left and right banks (Fig. 5.2.4D). The absolute celerity of the 'backward' bore was about 0.86 
- 2.5 m/s, compared to the celerity of the Arcins channel tidal bore of about 4.2-4.8 m/s at the sampling 
location. On 30 August, 31 August, 1 September and 27 October 2015, the 'backward' bore reached 
the sampling site about 8.3 minutes after the Arcins channel bore passed the ADV system, and on 14 
and 15 November it was 10 -12 minutes after (Table 5.2). At the sampling site, the passage of the 
'backward' bore was felt, with a sudden flow deceleration, associated with a northward surface flow 
motion next to the right bank and very strong turbulence next to the pontoon. The 'backward' bore 
continued northwards up to the northern end of the Arcins channel. 
                                                 
6 On 29, 30 and 31 August and 1 September 2015, Frédéric DANEY surfed the entire length of the Arcins channel. He 
remained on the standing wave and continued to surf past the bore collision point. He was a very experienced tidal bore 
surfer, in addition to his coastal surfing experience. 
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The downstream propagation of the 'backward' bore is believed to be linked to a relatively recent 
siltation of the Arcins channel (KEEVIL et al. 2015). In 2013, a build-up of low natural bar of hard 
materials was observed at the southern end of the Arcins channel. In 2015, two low natural bars of 
relatively hard materials were noted: at both southern and northern ends of the channel. At the 
southern end, the bar was established across the entire Arcins channel width (7). At the northern end, 
the surfers had barely enough water to surf the bore without damaging their board. It is conceivable 
that recent major floods of the Garonne River in 2012 and 2013 scoured the main river channel, 
reducing the flow into Arcins channel particularly at low tides. 
 
 
Figure 5.2.2 – Tidal bore collision and standing wave as experienced by Antony COLAS (Photograph 
courtesy of Antony COLAS); note the dark brown colour of the water (camera pointing towards North) 
 
                                                 
7 Frédéric DANEY checked the southern bar on 31 August 2015. There was less than 0.30 m of water at the end of the 
ebb tide and the bar was reasonably flat in the transverse direction. 
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Table 5.2 – Observations of tidal bores in the Arcins Channel, Garonne River (France) including backward bore phenomenon 
 













































Tidal range (m): (1) 6.03 5.89 4.88 5.47 5.88 6.09 6.09 -- 5.44 5.85 6.17 6.22 6.04 6.15 6.32 6.30 6.01 6.09 
Tidal bore at sampling 
location: 
Yes Yes Yes Yes NO Yes Yes Yes NO Yes Yes Yes Yes Yes Yes Yes Yes Yes 
Garonne Rive bore entering 
the southern end of Arcins 
channel: 
No No No No N/A Yes Yes Yes N/A Yes Yes Yes Yes Yes Yes Yes Yes Yes 
Standing wave during bore 
collision: 
No No No No N/A -- Yes Yes N/A No Yes Yes Yes Yes Yes Yes Yes Yes 
Backward bore travelling 
downstream in the Arcins 
channel: 
No No No No N/A Yes Yes Yes N/A No Yes Yes Yes Yes Yes -- Yes Yes 
Angle (2) between ebb flow 
and early flood tide flow 
mean directions (): 
-- -- N/A -- N/A -- +159 -- N/A +160.6 +167.0 +175.1 +158.4 N/A +152.2 -- +163.8 +164.2 
Time between bore collision 
and bore passage at sampling 
site (s): 
N/A N/A N/A N/A N/A -- 233 -- N/A N/A 240 242 237 ~300 245 > 160 246 240 
Time between backward 
bore at sampling site and 
bore passage at sampling site 
(s): 
N/A N/A N/A N/A N/A -- 572 -- N/A N/A 568 568 563 ~480 322 -- 724 608 
Period of marked free-
surface wave motion during 
very early flood tide (s): 
-- -- -- -- -- -- 38 -- N/A 180 170 170 175 -- 47 -- 67 82 
Notes: (1): measured at Bordeaux; (2): positive in the anticlockwise direction, viewed in elevation; (a): CHANSON et al. (2011); (b) REUNGOAT et al. 




Figure 5.2.3 – Sketch of the tidal bore of the Garonne River entering the Arcins channel’s southern end and propagating downstream against the tidal 
flood flow in the Arcins channel (redrawn after KEEVIL et al. 2015) 
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(A) Tidal bore of the Garonne River entering southern of the Arcins channel on 30 August 17:20; 
backward bore marked by red curve 
 
(B) Tidal bore collision on 30 August 2015 17:21 
 
(C) Tidal bore collision 31 August 2015 18:09 
 
(D) Downstream propagation of backward bore on 31 August 2015; note the breaking on the bank 
marked by red circle 
Figure 5.2.4 – Propagation and collision of the backward bore of the Garonne River main channel on 
30 and 31 August 2015 
 
5.2.2 Free-surface characteristics 
The shape of a tidal bore can be characterised by its Froude number Fr1. For an irregular channel, the 
Froude number is a function of the initial flow velocity, bore celerity and the ratio between the initial 
cross-sectional area and free-surface width (Equation 1.1). The bore Froude numbers of the present 
field study were calculated from the bathymetry survey data and video recording of the bore 
propagation, and are summarised in Table 5.3. Overall, the Garonne river bore was associated with a 
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Froude number range of 1.2 to 1.7, consistent with the undular nature of the bore, except for the small 
breaking near the river bank. 
The application of the equations of conservation of mass and momentum in their integral form give 
an analytical solution of the conjugate flow properties, namely the ratio of conjugate cross-section 
area as a function of the Froude number and cross-section shape (CHANSON 2012). The derivation 
of such relationship was documented in Chapter 1 for rectangular prismatic channel. For comparison, 
the Bélanger equation for a smooth rectangular channel can be rewritten in terms of the ratio between 
the initial and conjugate cross-sectional areas A1 and A2 as: 
  21 1
2
A 1 1 8 Fr 1A 2       (5.1) 
Figure 5.2.5A shows the field data in comparison to the theoretical results calculated using 
momentum consideration (Equation 1.9). The theoretical results calculated using the traditional 
Bélanger equation for smooth rectangular channel are also presented in the figure (black solid line). 
The comparison showed good agreement between the field data and momentum principle, and further 
highlighted the limitation of the Bélanger equation in natural irregular channels. 
With an undular bore, the bore front presents a smooth surface followed by a pseudo-periodic 
secondary wave (undular) motion (TRESKE 1994, WOLANSKI et al. 2004, CHANSON 2005, 
CHANSON et al. 2011). Dimensionless wave amplitude and wave length data are presented in 
Figures 5.2.5B and C. In Figure 5.2.5, the present field observations are compared to tidal bore field 
data and analytical solutions of the linear wave theory (LEMOINE 1948) and of the Boussinesq 
equations (ANDERSEN 1978). The undular wave characteristics showed an increase in wave 
amplitude aw/(A1/B1) with increasing Froude number up to Fr1 = 1.2 to 1.4 (Fig. 5.2.5B). The 
maximum wave amplitude was linked to the appearance of some partial breaking at the first wave 
crest (PEREGRINE 1966, CHANSON 2010). For larger Froude numbers, the wave amplitude data 
decreased with increasing Froude number. The wave length data presented a decreasing trend with 
increasing Froude number (Fig. 5.2.5C). consistent with a solution of the Boussinesq equations. 
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(A) Relationship between conjugate cross-sectional area ratio A1/A2 and Froude number Fr1: 
comparison between field observation, momentum principle solution (Equation 1.9) and Bélanger 
equation (Equation 5.1) 
  
(Left, B) Dimensionless wave amplitude: comparison between filed observations, linear wave theory 
(LEMOINE 1948) and Boussinesq equations (ANDERSEN 1978) 
(Right, C) Dimensionless wave length: comparison between field observations and Boussinesq 
equation (ANDERSEN 1978) 
Figure 5.2.5 – Free-surface characteristics of the tidal bore of the Garonne River at Arcins in 2015 





















































































Table 5.3 – Tidal bore properties in the Arcins channel (Garonne River, France) at the sampling location during the field studies in 2015 and 2016; 
comparison with cross-sectional and hydrodynamic properties of tidal bores during field measurements 
 
Reference River Date Bore Fr1 U V1 d1 A1 B1 d A B2 B B' A1/B1 B2/B1 B/B1 B'/B1 A2/A1 
   type  m/s m/s m m2 m m m2 m m m      
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) 
WOLANSKI et al. 
(2004) 
Daly River 2/07/03 Undular 1.04 4.70 0.15 1.50 289.3 129.2 0.28 36.4 130.9 130.1 129.3 2.24 1.013 1.007 1.001 1.13 
SIMPSON et al. (2004) Dee River 6/09/03 Breaking 1.79 4.1 0.15 0.72 39.3 68.3 0.45 31.4 72.8 70.4 74.1 0.58 1.066 1.030 1.085 1.80 
CHANSON et al. (2011) Garonne 10/09/10 Undular 1.30 4.49 0.33 1.77 105.7 75.4 0.50 39.4 81.6 78.5 76.7 1.40 1.083 1.042 1.018 1.37 
 River 11/09/10 Undular 1.20 4.20 0.30 1.81 108.8 75.8 0.46 36.0 81.6 78.2 77.5 1.43 1.076 1.032 1.021 1.33 
MOUAZE et al. (2010) Sélune 24/09/10 Breaking 2.35 2.00 0.86 0.38 5.25 34.7 0.34 27.3 116.9 80.9 66.6 0.15 3.37 2.33 1.92 6.19 
 River 25/09/10 Breaking 2.48 1.96 0.59 0.33 3.56 33.2 0.41 31.3 117.0 77.3 65.7 0.11 3.53 2.33 1.98 9.79 
FURGEROT et al. 
(2013) 
Sée River 7/05/12 Undular 1.39 3.2 0.4 0.9 14.82 21.7 0.56 12.9 23.9 23.0 22.7 0.68 1.101 1.060 1.046 1.87 







1.02 3.85 0.68 2.72 158.9 79.0 0.45 36.71 84.3 81.6 82.4 2.00 1.067 1.033 1.043 1.233 
  7/06/12 Undular 1.19 4.58 0.59 2.65 152.3 78.7 0.52 42.24 84.3 81.2 81.8 1.94 1.071 1.032 1.040 1.278 




19/10/13 Undular 1.27 4.32 0.26 2.05 85.6 65.0 0.30 19.8 67.0 65.8 65.7 1.32 1.031 1.013 1.011 1.231 
Present study Garonne 29/08/15 Undular 1.18 4.23 0.29 1.685 101.4 67.6 0.338 23.24 69.9 68.9 68.4 1.50 1.034 1.019 1.012 1.23 
 River 30/08/15 Undular 1.34 4.25 0.21 1.25 72.8 64.3 0.470 30.72 67.4 65.4 65.5 1.13 1.048 1.017 1.019 1.42 
  31/08/15 Undular 1.70 4.79 0.18 1.122 56.6 65.1 0.496 33.30 69.5 67.2 66.7 0.87 1.068 1.032 1.025 1.59 
  1/09/15 Undular 1.38 4.45 0.22 1.28 74.9 64.5 0.440 29.07 67.6 66.1 65.6 1.16 1.048 1.024 1.017 1.39 
  27/10/15 Undular 1.33 4.61 0.22 1.24 88.0 65.9 0.480 32.23 69.1 67.2 67.0 1.34 1.049 1.019 1.017 1.37 
  14/11/16 Undular 1.10 4.44 0.09 0.99 122.3 71.5 0.33 23.7 73.5 71.8 31.2 1.71 1.028 1.004 0.437 1.19 
  15/11/16 Undular 1.07 4.26 0.07 0.86 118.1 70.3 0.50 37.79 74.0 71.6 71.1 1.68 1.053 1.018 1.012 1.30 
A1: channel cross-section area immediately prior to the bore passage; B1: free-surface width immediately prior to the bore passage; d1: water depth next 
to ADV immediately prior to the bore passage; Fr1: tidal bore Froude number; U: tidal bore celerity positive upstream on the channel centreline; V1: 
downstream surface velocity on the channel centreline immediately prior to the bore passage; Italic data: incomplete data. 
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For each field study, the free-surface elevation dropped very gradually during the end of ebb tide. 
The passage of the tidal bore was associated with a very rapid rise of the water elevation, followed 
by free-surface undulation and then some pseudo-chaotic wave motion shortly during the very early 
flood tide. Afterwards the water depth increased rapidly with time. An example of this process is 
shown in Figure 5.2.6. The rapid rise in water depth could last typically for 10 to 12 s, then followed 
by a period of large free-surface fluctuations (1 to 2 minutes). After that, the water depth kept rising, 
however in a much more gradual manner. Figure 5.2.6 also shows the surface velocity data. These 
were recorded using floating debris about the centre of the Arcins channel. The velocity data showed 
the sudden flow reversal during the passage of the tidal bore. Further velocity data are discussed in 
Section 5.2.3. 
For all field studies, well-formed whelps were observed between one to three minutes after passage 
of the bore. In August-September 2015, the free-surface wave motion was seen about three minutes 
after the front. In October 2015, these whelps were seen about a minute after the bore front: that is, 
with a delay comparable to that observed in October 2013 at the same site. In November 2016, the 
whelps occurred approximately two minutes after the bore front. Typical results of the whelps are 
reported in Figure 5.2.7. The water depth data showed large free-surface fluctuations with a period 
of about 1.3 to 1.5 s between 56270 s and 56310 s (Fig. 5.2.7A), and a period of about 1.16 s between 
145960 s and 146040 s. The existence of marked whelps were likely an indication of underwater bed 
form motion, with the formation of three-dimensional standing bed forms as discussed by CHANSON 
(2000). KENNEDY (1963) presented laboratory observations of standing wave bed forms, noting the 
"chaotic and loses" nature of the bed form, with a life cycle of "a period of one to several minutes". 
 
 
Figure 5.2.6 – Time vairations of the water depth next to ADV unit (survey staff data) and free-
surface velocity on the channel centre during the field measurement on 29 August 2015 

























(A) Free-surface whelps as recorded on 27 October 2015 
 
(A) Free-surface whelps as recorded on 15 November 2016 
Figure 5.2.7 – Well-formed whelp motion observed about half to one minute after the tidal bore 
passage in 2015 and 2016; depth data derived from analysis of video recording 
 
5.2.3 Velocity measurements 
Velocity measurements were conducted continuously at high frequency prior to, during and after the 
tidal bore. The entire data sets are reported in REUNGOAT et al. (2016,2017b). Figure 5.2.8 shows 
a typical data set, where the longitudinal velocity component Vx is positive downstream towards 
Bordeaux, the transverse velocity component Vy is positive towards the Arcins Island, and the vertical 
velocity component Vz is positive upwards. In Figure 5.2.8, the time-variations of the water depth are 









































included as well as surface velocity data on the channel centre, and the time of passage of the 
'backward' bore is indicated with a green triangular symbol. 
During the end of ebb tide, the current velocity decreased in the Arcins channel with time. 
Immediately prior to the bore, the surface velocity dropped down to +0.2-0.3 m/s at the channel centre. 
Lower instantaneous velocities were recorded by the ADV unit close to the left bank. 
The tidal bore occurrence had a marked effect on the velocity field, as illustrated in Figure 5.2.8. Its 
impact included a rapid flow deceleration and flow reversal during the bore passage, followed by 
large and rapid fluctuations of all velocity fluctuations during the early flood tide. Typical data during 
the flow deceleration phases are illustrated in Figure 5.2.9. In Figure 5.2.9, each graph uses the same 
vertical scales and the horizontal scales correspond to 80 s. The maximum flow deceleration ranged 
from -0.65 m/s2 to less than -1.4 m/s2. 
The bore passage was associated with large fluctuations of all velocity components, lasting 
throughout the flood tide. The flood flow was very energetic. About 100 s to 300 s after the bore front, 
some strong free-surface wave motion was observed. The free-surface oscillations were associated 
with large oscillations of both horizontal and vertical velocity components with periods about 1.3 s 
to 1.5 s. These oscillation are seen in Figure 5.2.8C for 56,250 < t < 56,300 s. Such oscillations were 
closely linked to the free-surface curvature and its induced vertical motion, which may be predicted 
based upon simple irrotational flow considerations (ROUSE 1938, MONTES and CHANSON 1998).  
The present observations were consistent with earlier ADCP field observations in undular and 
breaking bores (SIMPSON et al. 2004, WOLANSKI et al. 2004, FURGEROT et al. 2016) in terms 
of the marked effect of bore passage and very-early flood tide velocity fluctuations, albeit these 
studies had a much lesser temporal resolution. A few field studies, based upon acoustic Doppler 
velocimetry, (CHANSON et al. 2011, REUNGOAT et al. 2014,2015, FURGEROT et al. 2016), 
documented comparable levels of velocity fluctuations during the early flood tide. 
After the rapid deceleration, the present data showed that the passage of the 'backward' bore was 
always associated with large velocity fluctuations, as first reported by KEEVIL et al. (2015). 
Dimensionless velocity fluctuations v'/| xV | ranged from 10% to 30% for all velocity components 
then, where v' is the standard deviation of a velocity component and | xV | is the magnitude of time-
averaged longitudinal velocity (REUNGOAT et al. 2016,2017b). 
The velocity fluctuations continued to be large during the flood tide and large fluctuations were 
recorded for the first two hours. For example, dimensionless velocity fluctuations v'/| xV | ranged from 
6% to 18% one hour after the bore passage in August-September-October 2015. The horizontal 
turbulence ratio vy'/vx' was between 0.42 and 0.85, with the vertical turbulence ratio vz'/vx' being 
between 0.35 and 0.5. Such values were comparable to laboratory observations in straight prismatic 
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rectangular channels (NEZU and NAKAGAWA 1993, NEZU 2005). Overall vz'/vx' was about two-
thirds of the horizontal turbulence intensity vy'/vx', and such a finding indicated some turbulence 





Figure 5.2.8 – Water depth, instantaneous velocity and low-pass filtered (VITA) velocity as functions 
of time during the Arcins channel tidal bore on 1 September 2015 for the entire data set; comparison 
between ADV data (sampling rate: 200 Hz) and surface velocity data 
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(A) On 29 August 2015 
 
(B) On 30 August 2015 
 
(C) On 27 October 2015 
Figure 5.2.9 – Time variations of instantaneous velocity components during the passage of tidal bore 
in the Arcins channel 
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5.2.4 Turbulent Reynolds stress 
The turbulent Reynolds stress tensor was calculated as the product of velocity fluctuations times the 
water density. Herein the effect of suspended sediment load on fluid density was ignored and the 
turbulent velocity fluctuations v were calculated as: v = V - V , where V  is the low-pass filtered 
velocity component, or variable interval time average (PIQUET 1999, CHANSON and DOCHERTY 
2012, REUNGOAT et al. 2015) (8). Typical data are show in Figure 5.2.10. The complete data sets 
are documented in REUNGOAT et al. (2016,2017b).  
The field data indicated large turbulent shear stresses, together with large and rapid fluctuations, 
during the passage of and the early flood tidal flow after the tidal bore, for all Reynolds stress tensor 
components. The measurements yielded turbulent shear stress levels significantly larger after the tidal 
bore passage, compared to the late ebb flow. All the data highlighted large magnitudes of 
instantaneous shear stresses after the bore passage, including about the passage of the 'backward' bore 
(Fig. 5.2.10). 
For the present data set, maximum instantaneous normal shear stress amplitudes in excess of 150 Pa 
were recorded, as well as maximum instantaneous tangential stress magnitude up to more than 100 
Pa. Quantitatively as well qualitatively, the data were comparable to earlier tidal bore field data 
(CHANSON et al. 2011, REUNGOAT et al. 2014, KEEVIL et al. 2015). The results implied that the 
bore has the potential to scour the natural bed, because instantaneous Reynolds shear stress 
amplitudes were more than one order of magnitude larger than the critical shear stress required to 
erode cohesive sediments, as well as the material yield stress c, i.e. c ~ 13 – 19 Pa herein. For 
cohesive sediments, the critical shear stress to scour and re-suspend sediments is linked to the material 
yield stress (OTSUBO and MURAOKO 1988, VAN KESSEL and BLOM 1998). Recent field 
observations reported cohesive sediment yield stress between 5 Pa and 60 Pa (CHANSON et al. 2011, 
BROWN and CHANSON 2012, KEEVIL et al. 2015, Present study). Such yield stress values may 
be compared to critical shear stress data for cohesive sediment erosion between 0.1 Pa and 10 Pa 
(SANCHEZ and LEVACHER 2008, JACOBS et al. 2011). Present Reynolds stress measurements 
demonstrated the potential of tidal bore to scour the channel bed material, to place into suspension 




                                                 
8 The low-pass filtering was based upon a cut-off frequency Fcutoff = 2 Hz. The filtering was applied to all velocity 
components. The velocity fluctuations corresponded to the high-pass filtered signals. In previous field and laboratory 
studies of undular bores, a cutoff period 1/Fcutoff was selected between the undulation period and half the undulation period 
of the tidal bore (KOCH and CHANSON 2009, CHANSON et al. 2011, CHANSON and DOCHERTY 2012, 
REUNGOAT et al. 2014,2015). The same principle was applied to the present study. 
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(A) Normal stresses (left: 27 October 2015, right: 15 November 2016) 
  
(B) Tangential stresses (left: 27 October 2015, right: 15 November 2016) 
Figure 5.2.10 – Time-variations of instantaneous Reynolds stresses and water depth in the Arcins 
channel on 27 October 2015 and 15 November 2016; time of passage of 'backward' bore at sampling 
site is shown 
 
5.3 SUSPENDED SEDIMENT CHARACTRISTICS AND SEDIMENTARY PROCESSES 
5.3.1 Presentation 
Both bed sediment and suspended sediment materials were characterised by a series of laboratory 
experiments using the same methods. The dry sediment density was tested and the measurements 
yielded a relative density of 2.65. The relative density of wet sediment samples was s = 1.28 
(REUNGOAT et al. 2016,2017b), from which a sample porosity of 0.84 was deduced. The particle 
size distribution data presented close results for all samples although they were collected over seven 
days at different locations and included both bed sediment and suspended sediment data 
(REUNGOAT et al. 2016,2017b). Compared to past data at the same site in 2012 and 2013, both bed 
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samples and suspended sediments consisted of mud and silt materials. The particle size distribution 
data of bed sediments presented relatively close results (Fig. 5.3.1). The median particle size was 14 
µm for both bed and suspended materials in 2015 and 11.8 and 16.8 µm in 2016, respectively for 
suspended and bed materials, corresponding to some silty material (GRAF 1971, JULIEN 1995). The 
sorting coefficient 90 10d / d  was about 3.8 for the bed materials and 4.1 for suspended sediments on 
average in 2015, and was 3.37 and 3.95 on average for suspended and bed materials respectively in 
2016. Overall, the data were close to previous observations at the same site in 2012 and 2013 in terms 
of the median grain size and sorting coefficient. 
The present data set suggested a slight increase in median grain size and sorting coefficient with 
increasing time between 29 August and 1 September 2015. Figure 5.3.1A illustrates this process, 
presenting the evolution of median grain size, d10 and d90 over the four days of sampling between 29 
August and 1 September 2015. On site, it was observed that the bed sediment materials next to the 
waterline were softer than in previous field works. The mud was relatively fluid and appeared to 
become softer and thinner from Saturday 29 August to Tuesday 1 September 2015 (9). It was likely 
that the bed surface sediments were re-suspended at each tidal bore and early flood tide, before re-
depositing during the late flood tide and ebb tide. The entire process might have contributed to some 
mixing between different sediments sources from various sections of the river, thus leading to a 
progressively broader grain size distribution associated with some increase in median sediment size. 
On 14 November 2016, two water samples were collected within a minute about 2 hours after the 
tidal bore passage. One sample was collected in the middle of a turbulent patch of mud flocs at the 
free-surface (10). The other water sample was collected outside of a mud floc boil. In the mud floc 
(i.e. sediment puff), the sediment sizes were about 40% larger than in the other water sample. 
 
                                                 
9 No tidal bore was observed at the sampling site on 28 August 2015. From 29 August 2015, tidal bores occurred twice 
per day, although the field observations were conducted in the afternoon tidal bores only. 
10 Turbulent patches of mud flocs at the free-surface were often reported after the tidal bore passage (CHANSON et al. 
2011, KEEVIL et al. 2015, REUNGOAT et al. 2016) 
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(A) Bed materials collected on several test days in 2015 
 
(B) Bed and suspended sediment materials collected on 15 November 2015 at different time (bore 
passage at 16h32) 
Figure 5.3.1 – Probability distribution of the averaged volume fraction for bed and water sediment 
samples collected in the Arcins channel, Garonne River; data collected in 2015 and 2016 
 
5.3.2 Suspended sediment concentration and fluxes 
The time-variations of suspended sediment concentration (SSC) were deduced from the acoustic 
backscatter amplitude data. This yielded continuous high-frequency (200 Hz) records of 
instantaneous SSC estimates. The calibration of SSC from the acoustic backscatter amplitude signal 
is detailed in Appendix C and REUNGOAT et al. (2016,2017b). Further water samples were collected 
next to the surface before and after tidal bore, and the SSC data were analysed in laboratory 
subsequently. Typical results are presented in Figure 5.3.2. During the bore propagation, the water 
surface became dark brown, and the observation was consistent with the occurrence of large turbulent 



































































about 7-8 minutes after the bore passage, with maximum instantaneous SSC estimates up to 150 
kg/m3, compared to maximum water sample SSC of 100 kg/m3. The SSC estimates tended to decrease, 
about 20 minutes after the bore passage. For the remaining of the flood tide, the water sample SSCs 
ranged from 5 kg/m3 to 15 kg/m3, the data scatter being consistent with the large SSC estimate 
fluctuations. A key feature of all field observations was very large SSC estimate fluctuations, with 
standard deviations ssc' ~ 10 kg/m3 about 20 s after the bore (Figure 5.3.2). 
On 14 November 2016, when two water samples were collected with a minute about 2 hours after the 
tidal bore passage, the SSC in a turbulent patch of mud flocs was more than twice the SSC outside of 
a mud floc boil: i.e., 12.1 kg/m3 versus 5.15 kg/m3 (REUNGOAT et al. 2016,2017b). These 
fascinating patches of sediment boils at the free-surface likely corresponded to large scale turbulent 
structures, originating from the bed and bursting at the free-surface. The boundaries of each sediment 
patch/boil were very well defined, and mixing occurred very slowly, as evidenced by the differences 
in water surface colours. These patches were advected upstream by the flood flow. Their sizes would 
range from about 0.1 m to 10 m in the Arcins Channel. 
The SSC data were consistent with visual observations of murky water during the bore event. Further 
a close agreement between SSC estimates and water sample SSCs were observed, although the latters 
were collected very close to the water surface. The data were also comparable to previous field data 
in the Garonne River and in other estuarine systems (CHANSON et al. 2011, FAN et al. 2012, 
KEEVIL et al. 2015, FURGEROT et al. 2016, REUNGOAT et al. 2016,2017b). 
 
 
(A) Time variation of the SSC and longitudinal velocity component 
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(B) Details of the two-stage erosion 
Figure 5.3.2 – Time variation of the SSC estimates and longitudinal velocity component in the Arcins 
Channel, Garonne River on 15 November 2016 - Comparison with the sediment-laden water sample 
SSC data 
 
The instantaneous suspended sediment flux per unit area qs was calculated from the instantaneous 
velocity and SSC estimate measurements: 
 s xq   V   SSC    (5.2) 
with qs and Vx positive in the downstream direction. Equation 5.2 yielded continuous high frequency 
(200 Hz) records of instantaneous suspended sediment flux per unit area recorded in the ADV control 
volume. Results are presented in Figure 5.3.3, where the suspended sediment flux estimate qs data are 
compared to the water sample SSC data. All the observations showed a small downstream positive 
mass flux during the ebb tide (Fig. 5.3.3). On average, the suspended sediment flux per unit area was 
less than 0.1 kg/m2/s prior to the tidal bore. The tidal bore generated a very-sudden sediment flux 
reversal and a marked increase in sediment flux magnitude during the very-early flood tide. Shortly 
after the bore passage, the instantaneous sediment flux per unit reached very large mean negative 
values as large as -193 kg/m2/s. The sediment flux data qs presented also large and rapid fluctuations, 
with standard deviations qs' ~ 6.7 kg/m2/s about 20 s after the bore. For the first 60 minutes of the 
early flood tide, the sediment flux was in average about -45 kg/m2/s for both tidal bore events. The 
findings were comparable to previous field observations in the Garonne River between 2012 and 
2016. 
The suspended sediment flux data suggested a two-stage sediment erosion process. Immediately after 
the bore, surface erosion occurred initially, in the form of stripping and aggregate fragmentation 
(POUV et al. 2014, KEEVIL et al. 2015). The surface erosion took place because the fluid shear 
stresses exceeded the local strength of the bed, which was close to the apparent yield stress of the 
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mud material. This first stage lasted about 140 to 150 s in November 2016, and was followed, after a 
delay of 200 s, by some mass erosion occurring rapidly (POUV et al. 2014 (11)). In the Arcins Channel, 
delayed bulk erosion occurred about 5-6 minutes after the tidal bore. The two stages are clearly seen 
in terms of SSC estimates and suspended sediment fluxes qs, in Figures 5.3.2B and 5.3.3B 
respectively. Physically, the advance of the tidal bore generated a massive shearing of the bed surface, 
causing immediate surface erosion, followed by some delayed mass erosion. The process was 
consistent with past and present observations of sediment upwelling and flocs bursting at the free-
surface during the early flood tide (CHANSON et al. 2011, REUNGOAT et al. 2014, KEEVIL 2015). 
 
 
(A) 15 November 2016 
 
(B) Details of the two-stage erosion 
Figure 5.3.3 – Time variation of the suspended sediment flux qs in the Arcins Channel, Garonne River 
on 15 November 2016; comparison with the sediment-laden water sample SSC data 
                                                 




The instantaneous sediment flux data qs were integrated with respect to time to yield the net sediment 









   (5.3) 
where t is the time and Tbore is the time of passage of the tidal bore. Further and detailed results were 
reported in REUNGOAT et al. (2016,2017b). Herein, the key findings were summed up. The early 
flood tide showed a massive upstream suspended sediment advection behind the bore. It is understood 
that the sediment concentration and longitudinal velocity were not uniformly distributed across the 
Arcins Channel. However the net sediment mass transfer data might provide some order of magnitude 
of the sediment transport in the channel. For the first hour after the bore passage, the product of the 
mean sediment mass flux per unit area by the conjugate cross-section area A2 would yield an upstream 
mass transport of about 12,200 tonnes of sediments, i.e. a rate of 6.7 tonnes of sediments per second, 
in the Arcins Channel in November 2016, not accounting for the main channel west of the Arcins 
Island. Simply the tidal bore mobilised an enormous amount of sediments, across a significant length 
of the Garonne River. Considering present and past observations in the Garonne River River at Arcins, 
the data suggested the maximum suspended sediment flux and maximum suspended sediment 
concentration increased from 2012 to 2016 (12), irrespective of the bore Froude number or Reynolds 
number. The maximum suspended sediment flux and maximum suspended sediment concentration 
were observed to occur typically 400-500 s after the bore passage, the time delay being un-related to 
the bore Froude number or Reynolds number. The time-averaged suspended sediment concentration 
during the first hour of flood tide increased slightly from 2012 to 2016. The net sediment mass transfer 
per unit area during the first hour of the flood tide increased from 2012 to 2016. Importantly, between 
2013 and 2016, all data showed clearly a two-stage sediment scour process, with initially surface 
erosion followed by delayed mass erosion. 
 
5.4 DISCUSSION: TURBULENT EVENT ANALYSIS 
5.4.1 Presentation 
While fluctuating turbulence is often represented by its statistical moments, turbulence is not a 
Gaussian process, in particular in Nature. Many turbulent flows are often dominated by coherent 
structure activities and turbulent events. A turbulent event may be defined as a series of turbulent 
                                                 
12 Any comparison between present and earlier data in the Arcins Channel must be considered with great care, because 
of the differences in instrumentation and type of data (instantaneous versus average): a SontekTM microADV sampled at 
50 Hz in 2012, a D&A Instrument OBS-5+unit (averaged over 5 s) in 2013 and a NortekTM Vectrino+ ADV system 
sampled at 200 Hz in 2015 and 2016 
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fluctuations that contain more energy than the average turbulent fluctuations within a studied data 
section (KLINE et al. 1967, RAO et al. 1971). Turbulent event analyses were successfully applied to 
laboratory open channel flows (NAKAGAWA and NEZU 1981, KANANI and DA SILVA 2015), 
wind tunnel studies (OSTERLUND et al. 2003), atmospheric boundary layer flows (FINNIGAN 2000, 
NARASIMHA et al. 2007) and estuarine flows (TREVETHAN and CHANSON 2010). They were 
however never applied to unsteady rapidly open channel flows like tidal bores. 
Herein the detection of turbulence bursting events was based upon the technique of NARASIMHA 
et al. (2007). While it differs from more traditional event detection techniques (JOHANSSON and 
ALFREDSSON 1982, OSTERLUND et al. 2003), it was found to be a well-suited and robust method 
applicable to tidal bore flow. The method detects bursting events by comparing the absolute value of 
an instantaneous turbulent flux q (e.g. q = vx×vz) with the standard deviation q' of that flux over the 
data section: namely a turbulent event occurs when: 
 q k q'    (5.4) 
where q  is the absolute value of the instantaneous flux q, k is a positive constant setting the threshold 
and q' is the standard deviation of the flux. NARASIMHA et al. (2007) and TREVETHAN and 
CHANSON (2010) conducted a sensitivity analysis on the threshold k. The outcomes yielded k =1 
which was selected herein. 
In the present study, the turbulent Reynolds stress components vx×vy, vx×vz and suspended sediment 
concentration fluxes vx×ssc, vz×ssc were analysed, where i i iv V V   (i = x, y, z) and 
ssc SSC SSC   , with iV  and SSC  being the low-pass filtered velocity and suspended sediment 
concentration respectively (13). The standard deviation of the flux q' was calculated as: q' = 1/22(q q) , 
where each overbar denotes a low-pass filtering process. 
For each data set, the information of each detected event was summarised including the event 
start/finish times, duration τ, dimensionless flux amplitude A and relative magnitude m. The event 
properties were used to compare individual turbulent events within a data set. Figure 5.4.1 shows four 
isolated events and introduces a number of basic definitions. The event duration τ is the time interval 
between the "zeroes" in momentum flux (e.g. q = vx×vz), nearest to the sequence of data points 
satisfying Equation 5.4. The dimensionless amplitude A of an event is the ratio of the averaged flux 
amplitude during the event to the long-term mean flux of the entire data section: 
 1 qA dtq
     (5.5) 
                                                 
13 The low-pass filtering was based upon a cut-off frequency Fcutoff = 2 Hz, as used to calculate the Reynolds shear stresses. 
The fluctuations corresponded to the high-pass filtered signals. 
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where q  is the low-pass filtered component of the flux fluctuation and dt = 1/ scanf  ( scanf = 200 Hz). 
The relative contribution of an event to the total momentum flux of the data section is called the 
relative magnitude m defined as: 
 Am T
    (5.6) 
where T is the duration of the data set (14). This technique was applied to the momentum fluxes vx×vy, 
vx×vz and to the suspended sediment concentration fluxes vx×ssc and vz×ssc. 
The turbulent event properties may be presented as a time-series of the dimensionless flux amplitude. 
Such a presentation shows the duration and dimensionless amplitude of each event in a simplified 
format (e.g. Fig. 5.4.2). Figure 5.4.2 presents a time series of dimensionless event amplitude of vx×vz 
on 31 August 2015. For this 3 s long time series, the results show both positive and negative amplitude 
events, each event corresponding to a rectangular pulse. In Figure 5.4.2, the pulse width is the event 




Figure 5.4.1 – Turbulent flux event definitions and momentum flux data collected by the ADV system 
on 29 August 2015 - The data highlight four turbulent events 
                                                 
14 The dimensionless event magnitude was calculated based upon Equation 5.6, with the calculation duration T equals to 
0.5 s: that is, the inverse of the cut-off frequency used in the low-pass filtering process. 
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Figure 5.4.2 – Variation with time of dimensionless event amplitude of detected turbulent events for 
flux vx×vz on 31 August 2015 
 
5.4.2 Basic results 
The event amplitude and event duration for momentum fluxes vx×vy and vx×vz, and suspended 
sediment concentration fluxes vz×ssc and vy×ssc, were calculated for the velocity data sets collected 
on 29, 31 August and 27 October 2015. Typical results are discussed herein (e.g. Fig. 5.4.3 and 5.4.4), 
with more detailed and complete data sets reported in REUNGOAT et al. (2016), LENG et al. (2018).  
The normalised probability density functions PDFs of event duration and amplitude were analysed 
for the entire sampling duration on each day. The results highlighted a skewed distribution of event 
duration with a well-defined mode, consistent for all fluxes measured on 29, 31 August and 27 
October (Fig. 5.4.3). The event duration of data collected on all days ranged from 0.002 to 2.5 s, with 
some extreme events longer than 2 s (less than 3×10-4 %) observed on 31 August (15). The majority 
of the events (~ 60%) lasted less than 0.02 s, and only 0.2% of events had a duration longer than 0.1 
s. In Figure 5.4.3, the normalised probability density function showed a linear decrease with 
increasing event duration between 0.04 to 0.3 s, which was best correlated by: 
 10 10log P B log K     (0.04 s < τ < 0.3 s) (5.7) 
where τ is the event duration, P is the probability density function, B and K are constants with B 
varying between -6 to -8 and K varying between -3.5 to -4.5. This was consistent for the entire data 
sets (29, 31 August and 27 October). 
                                                 
15 It is acknowledged that the low-pass filtering cutoff frequency of 2Hz might influence the upper range of data. 
Time (s) since 00:00 on 29 August 2015
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The event amplitude for the entire data set showed a bi-modal distribution for all flux data, with a 
mean value close to 0 (Fig. 5.4.4). The higher mode with probability of 6% to 10% was associated 
with positive event amplitudes ranging from 2 to 3. The lower mode was associated with negative 
event amplitudes between -2 to -3, and a probability about 3-4%. The event amplitude data showed 
that the majority of the events were associated with positive amplitudes for all fluxes. However, 
negative events and positive events had amplitude magnitude of the same order of magnitude.  
 
 
Figure 5.4.3 – Typical normalised probability density functions of event duration for the momentum 
fluxes vx×vy on 31 August 2015 
 
 
Figure 5.4.4 – Typical normalised probability density functions of event amplitude for the momentum 
fluxes vx×vy on 31 August 2015 
 
The relationship between event amplitude and duration was investigated for the data sets on 29, 31 

























sampling duration on 31 August 2015. For all flux data collected on the three days, the event duration 
ranged from 0.002 s to 2.5 s, and the event amplitude ranged from -1×107 to 1×107. The normalised 
probability density function of events with duration longer than 0.1 s and magnitude of amplitude 
greater than 100 was very small: i.e., less than 0.2%. In Figure 5.4.5, the data feature events with 
duration less than 0.05 s and amplitude magnitude less than 1000. 
For all fluxes collected on the three days, the relationship between event amplitude and duration 
showed a diamond-like shape, symmetrical about the horizontal axis (event duration) for the majority 
(over 99.8%) of the data. The event amplitude magnitude increased with event duration, for event 
duration of less than 0.01 s. For τ > 0.01 s, the event amplitude magnitude decreased with increasing 
event duration. The results implied maximum event amplitudes associated with event durations of 
approximately 0.01 s. Extremely long events, with over 2 s duration, were associated with small 
amplitude magnitude between 0 and 10. The symmetrical shape of the data sets indicated an equal 
percentage of positive and negative events. The tangential momentum flux vx×vy data showed a large 
scatter towards higher values of amplitude and duration, while the momentum flux vx×vz data 
presented a more concentrated data distribution towards the line of symmetry (LENG et al. 2018). 
The suspend sediment flux vz×ssc data were associated with large data scatter (REUNGOAT et al. 
2016, LENG et al. 2018). 
 
 
Figure 5.4.5 – Typical results on relationship between event amplitude and event duration for the 
momentum fluxes vx×vy on 31 August 2015 
 
Since the propagation of tidal bore in a natural river is a highly unsteady and turbulent process, the 
time-variations of turbulent event duration and amplitude were analysed with respect to the time-
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variations of the free-surface elevation and bore passage. Typical results were presented in Figure 
5.4.6. For all momentum and suspended sediment fluxes, large fluctuations in event amplitude and 
durations were observed throughout the entire sampling duration. For the data collected on 29 and 31 
August 2015, the event duration for all fluxes showed an abrupt peak with values in excess of 2 s 
shortly after the bore passage (16) (Fig. 5.4.6). No obvious peak in duration was observed in the 
measurements for 27 October. Such extremely long events were associated with comparatively small 
magnitude of amplitude: i.e., less than 1. 
As observed in Figure 5.4.6, the peak in event duration seemed to be associated with the rapid increase 
of suspended sediment concentration and rapid increase in the suspended sediment flux magnitude, 
shortly after the bore passage (~ 100 to 400 s). A previous discussion on the suspended sediment flux 
data suggested a two-stage erosion process during the tidal bore propagation corresponding to an 
initial surface erosion (POUV et al. 2014, KEEVIL et al. 2015) and some delayed bulk mass erosion 
(AMOS et al. 1992, POUV et al. 2014). In Figure 5.4.6, these two stages are clearly marked by the 
consecutive negative peaks in the suspended sediment flux data and positive peaks in the low-pass 
filtered SSC data, shortly after the bore passage. On 29 August 2016, the maximum event duration 
was associated with the second stage of erosion (Fig. 5.4.6 red arrow), whereas the maximum event 
duration on 31 August was associated with the first stage of erosion (REUNGOAT et al. 2016, LENG 
et al. 2018). Although the flux data measured on 27 October showed consistently a two-stage erosion 
process, no marked peak in event duration was observed then. Overall, the data suggested the 
possibility of long-lasting turbulent events occurring simultaneously with sediment erosion processes 
during tidal bore passage. Complete datasets on 29, 31 August and 27 October are reported in 
REUNGOAT et al. (2016). 
 
                                                 
16 These very long duration events were observed between the tidal bore passage and 'backward' bore arrival. Thus they 
were not linked to the 'backward' bore itself. 
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Figure 5.4.6 – Time variation of instantaneous event duration of suspended sediment flux vx×ssc on 
29 August 2015; comparison with water depth, low-pass filtered SSC (solid black line) and suspended 
sediment flux per unit area qs (dashed blue line) 
 
Overall, the turbulent event statistics showed a similar number of events for all fluxes throughout the 
entire sampling duration: i.e., the total number of events detected using the current technique before, 
during and after the bore passage was roughly the same, between 200,000 to 280,000 (REUNGOAT 
et al. 2016, LENG et al. 2018). For all fluxes, the median event durations were of the same order of 
magnitude: i.e., τ  0.01 s to 0.03 s. The very-early flood tide phase was associated with slightly 
longer event durations for all fluxes, while the late ebb flow and flood tide motion were associated 
with events of about similar average duration. Compared to a previous field study, the median event 
duration was herein smaller, even during the very-early flood tide phase. In a micro-tidal estuary, 
TREVETHAN and CHANSON (2010) reported an average dimensionless event duration: xV / d  
 0.07. The dimensionless event duration in the present study was two to three orders of magnitude 
shorter, namely between 10-5 and 10-4. Laboratory observations of dye concentration bursting events 
in a laboratory open flume yielded dimensionless burst durations between 0.06 and 0.07 (RAHMAN 
2002). It was acknowledged that event shorter than 0.01 s to 0.03 s may not be actual physical 
processes, rather results of noise from the instrument. 
In the Garonne River, the very short event duration revealed the highly fluctuating nature of the flow 
and the bursting characteristics of the turbulent events associated with tidal bore propagation. 
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The turbulent event amplitude of all fluxes was associated with very large fluctuations. The standard 
deviation of event amplitude for all fluxes ranged from 500 to 20,000, regardless of the flow phase: 
it was orders of magnitude higher than the median value. The median amplitude for all fluxes and all 
flow phases were between 2 to 5, with the initial and flood tide phase typically associated with higher 
median amplitude. In comparison to the data of TREVETHAN and CHANSON (2010), the present 
study documented median event amplitudes of the same order of magnitude, but the standard 
deviation of the event amplitude detected in the present study was two orders of magnitudes larger 
than that of TREVETHAN and CHANSON (2010) for most momentum fluxes. 
Further investigations were conducted into the probability density function of event duration and 
amplitude for fluxes during different flow phases (initial flow, very early flood tide and flood tide). 
Figures 5.4.7 shows the event duration and amplitude data for momentum flux vxvz on 31 August 
2015. The normalised probability density functions of event duration during the late ebb and flood 
tide phases were very similar (Fig. 5.4.7), and comparable to results presented in Figure 5.4.3. In 
contrast, the PDF of event duration during the very early flood tide phase showed a number of 
differences (REUNGOAT et al. 2016, LENG et al. 2018). Namely larger probabilities (~ 4%) were 
observed corresponding to longer event durations (greater than 0.2 s) immediately after the tidal bore 
passage. The relationship between probability and event duration followed Equation 5.7, albeit for a 
much shorter range of event duration (0.03 s < τ < 0.1 s), with a smaller gradient B. 
 
  



































(B) Flood tide: event duration (left) and amplitude (right) 
Figure 5.4.7 – Normalised probability density functions of event duration (left) and amplitude (right) 
for the momentum flux vxvz during the late ebb tide flow, very early flood tide and flood tide phases 
on 31 August 2015 
 
The normalised probability density functions of event amplitudes showed self-similar shapes during 
the three flow periods (Fig. 5.4.7). The results were consistent on each day for the entire sampling 
duration (Fig. 5.4.4). For all three flow phases, the majority of event amplitudes were positive, with 
a larger ratio of positive to negative event number during the initial flow phase (Fig. 5.4.7A right). 
The very early flood tide phase was associated with high probabilities of large amplitude magnitudes, 
especially negative event amplitudes. The flood tide phase showed similar shape of probability 
distribution as observed in the initial flow phase, but with a much smaller ratio between the proportion 
of positive and negative events. 
The dimensionless event magnitude was calculated based upon Equation 5.6, with the calculation 
duration T equals to 0.5 s: that is, the inverse of the cut-off frequency used in the low-pass filtering 
process. Figure 5.4.8A shows typical probability density functions of event magnitude for fluxes 
vx×vz measured on 31 August 2015, with a detailed zoomed view shown in Figure 5.4.8B. A complete 
dataset is reported in REUNGOAT et al. (2016). Overall, the PDF of event magnitude showed log-
normal distributions for all fluxes. The majority of events (over 95.5%) were associated with a 
magnitude range of -2 to 2, for all fluxes measured on all days. The shape of the PDF compared well 
with the previous study of TREVETHAN and CHANSON (2010), albeit with a much wider 
magnitude range with high probability. The present study also showed two modes, one positive and 
on negative, with the negative mode having a lower probability density (Fig. 5.4.8B). This is 





































(A) Event magnitude      (B) Zoomed on high probability distribution 
Figure 5.4.8 – Normalised probability density function of dimensionless event magnitude m: (A) 
momentum fluxes vx×vz, and (B) a zoomed view of (A) on 31 August 2015 (histogram interval 0.05) 
 
Power spectrum analyses were conducted in terms of the longitudinal velocity component, turbulent 
kinetic energy (TKE), and normal and tangential Reynolds stresses during the late ebb tide and very 
early flood tide, for the tidal bore events, as suggested by the reviewer. The results were consistent 
for all events. Figure 5.4.9 presents typical results for the tidal bore event on 29 August 2015, where 
Tbore is the time of passage of the tidal bore. The late ebb and flood tide calculations were performed 
over 1,000 s, and the early flood tide calculations were conducted over 100 s only, owing to the very-
rapidly changing flow conditions. The velocity fluctuation spectra were compared to the -1 slope for 
the overlap region (PERRY et al. 1987, NIKORA 1999) and -5/3 slope, i.e. Kolmogorov cascade in 
the inertial sub-range (SCHLICHTING 1979) (Fig. 5.4.9A). Herein the ADV control volume was 
outside of the wall region and the velocity spectra followed the -1 slope during the late ebb tide. Note 
the level-off of spectral density functions at high frequency caused by the white Doppler noise, an 
intrinsic part of all Doppler-based backscatter systems (LOHRMANN et al. 1994). The data indicate 
that the horizontal velocity component data are biased because of the Doppler noise from above 30-
40 Hz. The overlap region was marked by the existence of a -1 slope in the power spectra shown in 
Fig. 5.4.9A. The very early-flood tide data presented showed a different shape, with lesser energy at 
high frequency, possibly linked to the production of large-scale turbulence, clearly evidenced by large 
surface scars during the bore passage. The flood tide data presented systematically a different pattern, 
with a -1 slope up to10-20 Hz, a -5/3 slope between 10-20 Hz and 50-60 Hz, and -11 slope above 60 








































attenuation in high suspended sediment concentrations. More generally all the spectral analyses 
showed marked differences for the very-early flood tide results (Fig. 5.4.9). 
 
  
(A) Longitudinal velocity component  (B) Turbulent kinetic energy 
  
(C) Normal stress vx2     (D) Tangential stress vxvz 
Figure 5.4.9 – Spectral analyses of the longitudinal velocity component, turbulent kinetic energy TKE 
= 0.5×(vx2 + vy2 + vz2), normal Reynolds stress vx2 and tangential Reynolds stress vxvz during the late 
ebb tide, very early flood tide and flood tide on 29 August 2015 
 
5.4.3 Concluding remarks 
A turbulent flux event analysis was performed for the entire data sets. This analysis is based upon 
basic concepts, in which turbulent bursting events were defined in terms of the instantaneous turbulent 









































































































Tbore - 1192 sTbore + 140 sTbore + 4808 s
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The turbulent event data showed relatively close results for all studies and all fluxes: 
1. A very-large majority of turbulent events had a duration less than 0.01 s; 
2. There were on average 20 turbulent events per second; 
3. For all studies, the event duration showed some tidal trend, with longer turbulent events 
immediately after the tidal bore passage, occurring simultaneously with sediment erosion 
processes; and 
4. A comparison between present data and a field study in a micro-tidal estuary (TREVETHAN 
and CHANSON 2010) showed shorter dimensionless event durations, larger event amplitudes 
and magnitudes. 
Altogether the present analysis suggested that the turbulent event analysis is a relatively simple 
approach applicable to rapidly-varied tidal bore flow. It provides quantitative details into the turbulent 
bursts that are responsible for major mixing and sedimentary processes. 
 
5.5 DISCUSSION: TURBULENT AND SEDIMENTARY CHARACTERISTICS DURING AN 
EBB AND FLOOD TIDE FLOW IN A TIDAL-BORE AFFECTED RIVER 
5.5.1 Presentation 
The propagation of Garonne River tidal bore is a highly unsteady process with rapid flow deceleration, 
flow reversal and large fluctuations in the turbulent properties such as velocity, Reynolds stresses and 
suspended sediment concentrations. Before the bore arrival, the late ebb tide flow was unsteady, with 
gradually decreasing water depth and slow deceleration. The flow velocity in the longitudinal, 
transverse and vertical directions showed nonetheless large and rapid fluctuations, even with the 
gentle decrease in free-surface elevation. As the bore passed, the flow underwent a sudden rise in 
free-surface due to the passage of the bore front, and the longitudinal velocity showed a fast 
deceleration with sharp velocity gradient and subsequent fluctuations. The transverse and vertical 
velocity also showed some drastic time-variations, both in terms of high-frequency fluctuations and 
large periodic oscillations. After the bore passage, the flood tide kept rising at the test site as the 
secondary whelps following the bore front propagated. 
The present study was able to sample the turbulent velocity and sediment properties in three directions 
at a relatively high temporal resolution i.e. 200 Hz for a long time period, encompassing the entire 
bore propagation process for two days in succession. The dataset enabled analysis of the first four 
statistical moments to be conducted over a comparatively long time span and as functions of time, 
while maintaining sufficiently high sample numbers to be statistically meaningful. Herein, all 
turbulent data, including the three velocity components, six Reynolds stress components and the 
suspended sediment concentration, were processed using samples containing 10,000 data points (50 
s), and calculated every 10 s along the entire time frame. The sample size (50 s) were selected based 
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upon the methodology used by TREVETHAN et al. (2007,2008), which was derived from a 
sensitivity analysis. Within this sample span (10,000 data points), the flow was considered quasi-
steady, and the first four statistical moments, the third and first quartiles, and the 90th and 10th 
percentiles were determined by time-averaging over the sample span. This method was tested to be 
suitable for gradually-varied unsteady flows, which was the flow before and after the bore passage. 
The sample span (10000 data points) was chosen so that it was much larger than the instantaneous 
velocity fluctuation time scales to contain enough data points to yield statistically stable and 
meaningful results, at the same time smaller than the tidal period (TREVETHAN et al. 2007).  
Some characteristic turbulent time scales were derived from the turbulent data, in terms of the three 
velocity components and suspended sediment concentration. The integral time scale, also called the 
Eulerian integral time scale, is a rough measure of the longest connection in the turbulent behaviour 
of a velocity component, or SSC property (BRADSHAW 1971, PIQUET 1999). The integral time 
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where τ is the time lag, Rii is the normalised auto-correlation function of the velocity data of 
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where the upper bound in time T needs to be significantly larger than the integral turbulent time scale 
TE but smaller than the hydrodynamic time scale. A sensitivity analysis was conducted for 0.5 < T < 
10 s by CHANSON and TOI (2015). Little difference was observed with T ≥ 2 s. The present study 
used T = 50 s. Figure 5.5.1 presents typical auto-correlation function results calculated 1 hour after 




Figure 5.5.1 – Auto-correlation functions of longitudinal (Rxx), transverse (Ryy) velocity components 
and SSC (RSSC) about 1 hour abfter the bore passage in the Arcins channel on 14 November 2016; 
calculation performed over 10,000 samples 
 
5.5.2 Turbulent velocity and Reynolds stress characteristics 
The propagation of a tidal bore is a highly unsteady process, and any time-averaging would be 
physically meaningless during the rapid passage of abrupt bore front, i.e. the rapidly decelerating 
phase of the flow. Hence this short period was ignored, as indicated by some shading (17) in Figures 
5.5.2 to 5.5.7. In the following sections, only the quasi-steady flows prior to and after the passage of 
the bore front are discussed. Further details and a complete set of results are reported in REUNGOAT 
et al. (2017).  
On both dates, i.e. 14 and 15 November 2016, the longitudinal velocity decreased gradually with time 
before the bore arrival. The velocity variation was gentle and its rate was almost constant, with a drop 
of approximately 0.88 m/s in 3.1 hours on 14 November and 0.84 m/s in 4.4 hours on 15 November. 
After the rapid deceleration associated with the bore passage, the mean longitudinal velocity became 
negative, indicating a flow reversal (Fig. 5.5.2A). The maximum amplitude of negative velocity was 
reached at the end of the deceleration phase, and it was equal to -1 m/s on both days. The longitudinal 
velocity component data showed large fluctuations with long irregular periods after the bore passage, 
with an increasing magnitude and negative sign for the first 6,000 s following the bore passage on 
both 14 and 15 November (Fig. 5.5.2). Beyond 6,000 s after the bore, the average longitudinal velocity 
magnitude decreased with time, as seen in the longer data set on 15 November (REUNGOAT et al. 
2017b). The decrease was relatively gentle with lesser fluctuations. 
                                                 
17 The start of shaded area marked the arrival of the bore front, and the end of the shading area corresponded to the end 
























The average transverse velocity was positive before the bore arrival, and shifted to negative 
immediately after the bore passage. During the early flood tide after the bore passage, the transverse 
velocity fluctuated around 0 for the first 4,000-5,000 s, then started to slowly increase with time and 
became positive (14/11 and 15/11). The average vertical velocity was initially negative and increased 
gently with time before the bore arrival. After the bore passage, the vertical velocity became negative, 
and was approximately 0.3 m/s smaller than the average velocity amplitude before the bore. The 
average vertical velocity showed some large fluctuations shortly after the bore passage, about 250 s, 
corresponding to the whelps' motion (Fig. 5.5.2A). 
The velocity fluctuations were presented in terms of the standard deviation of the velocity data (Fig. 
5.5.2B). During the early and late flood tide phase after the bore, the velocity fluctuations of all three 
velocity components were on average higher than before the bore. Larger velocity fluctuations were 
observed early during the flood tide phase, compared to the later flood tide. The validity of the 
standard deviation v', as an indicator of velocity fluctuation, was tested by comparing v' to the 
differences between 9th and 1st deciles (V90-V10) and between 3rd and 1st quartiles (V75-V25). For a 
data set with a Gaussian distribution, the percentile differences (V90-V10) and (V75-V25) would be 
equal to 2.6 and 1.3 times the standard deviations respectively (SPIEGEL 1972). The percentile 
differences are little affected by extreme values and outliers in the data set. 
Figure 5.5.3 presents a comparison between the standard deviation v' and scaled-down percentile 
differences, (V90-V10)/2.6 and (V75-V25)/1.3, for the longitudinal velocity fluctuations. The 
comparison showed that, for the current dataset, the three statistical data presented qualitatively and 
quantitatively the same results, before and after the tidal bore passage. Thus the velocity standard 
deviation was a valid estimate of the velocity fluctuations. 
The integral time scale data showed a marked increase after the bore passage for all velocity 
components on both days (Fig. 5.5.2C). In Figures 5.5.2C, note the scale for the integral time scale: 
that is, in ms with a logarithmic scale. On average, the integral time scale before the bore was about 
0.3 - 0.4 s for all velocity components. After the bore passage, TE increased to 0.6-1.6 s. The time-
variations of integral time showed relatively large fluctuations after the bore. For the 15 November 
data set, the integral time scale of all velocity components decreased slightly after 8,000 s following 
the bore front passage (REUNGOAT et al. 2017b). Overall, the present data showed quantitatively 
similar results to previous studies conducted in the Arcins Channel (REUNGOAT et al. 2015) and in 




(A) Average velocity Vx, Vy and Vz 
 (B) Velocity fluctuations v'x, v'y and v'z 
 
Figure 5.5.2 – Time-variations of the average velocity Vx, Vy, Vz, velocity RMS v'x, v'y, v'z and 
integral time scales of the longitudinal, transverse and vertical components during the Arcins Channel 
tidal bore on 14 November 2016 
 






















































































Figure 5.5.3 – Comparison between the velocity RMS v'x and the percentile differences (Vx,75-Vx,25), 
(Vx,90-Vx,10); velocity data collected on 14 November 2016 
 
The passage of the tidal bore caused a substantial increase in all six components of Reynolds stresses 
as highlighted in Figure 5.5.4. The peak in Reynolds stress happened shortly after the passage of the 
bore front, and was more pronounced in the normal stress components. The Reynolds stresses then 
decreased gradually during the early flood tide phase following the passage of the bore front. Latter 
in the flood tide phase on 15 November, the Reynolds stress data showed a second peak, which was 
seen in all six components and was more significant than the first peak (Fig. 5.5.4). The second peak 
occurred 10450 seconds after the first peak, with a slightly lower amplitude. The span of the sudden 
increase in stress though was much larger than the first peak (3000 seconds as compared to 920 
seconds) for the normal stress component vxvx. This jump of stress amplitudes in the later phase of 
the flood tide was not caused by the extreme values of the data, as they were also observed in the 
median and quartile data. The two stress components associated with the most marked second peaks 
were normal stress vxvx and tangential stress vxvz (Fig. 5.5.4). This suggested that the phenomenon 
could be linked to the sediment motion at the velocity sampling point, which caused a change in shear 
stress between layers of fluid with suspended sediments bursting. 
 


























(A) Normal stress component vxvx and tangential stress component vxvy 
 
(B) Normal stress component vyvy and tangential stress component vyvz 
 
(C) Normal stress component vzvz and tangential stress component vxvz 
Figure 5.5.4 – Time-variations of the average Reynolds stress components vxvx, vxvy, vyvy, vyvz, vzvz 
and vxvz during the Arcins Channel tidal bore on 15 November 2016 























































































5.5.3 Suspended sediment characteristics 
The suspended sediment concentration (SSC) was presented in terms of the mass of sediments 
contained per unit volume of fluid. The instantaneous suspended sediment concentration was 
calculated from the acoustic backscatter amplitude measured by the ADV at high frequency (200 Hz). 
The calculation of SSC from acoustic backscatter amplitude was based on the instrument calibration 
results, with methodology shown in Section 5.3.2. The time series of the instantaneous SSC was then 
processed by subsampling 10,000 data points every 2,000 data points to obtain the variations of the 
temporal mean, standard deviation, percentile difference, skewness, kurtosis, and integral time-scales 
of the SSC data. Typical results were presented in Figure 5.5.5A, with a detailed view in Figure 
5.5.5B on the late ebb tide and early flood tide. 
The average SSC (i.e. SSC ), which was very low during the ebb tide before the bore, showed two 
consecutive peaks as the bore front propagated by (Fig. 5.5.5). The second peak occurred typically 
within 380 s to 420 s after the first peak, with higher magnitude. The SSC fluctuations, i.e. SSC', 
showed two peaks as well, with the second peak being lower in amplitude compared to the first peak. 
The timing of the SSC fluctuation (i.e. SSC') peaks differed from those of the mean SSC data (i.e. 
SSC ). Namely, both peaks of SSC fluctuations happened slightly earlier than the two peaks in mean 
SSC. Both SSC  and SSC' decreased significantly after the second peak. The SSC fluctuations 
remained relatively constant during the latter phase of flood tide, whereas the mean SSC data 
increased steadily with time during the late flood tide (Fig. 5.5.5). Two processes were thought to 
contribute to the SSC fluctuations observed here. One was a short term process, contributing to the 
first peak in fluctuation, which was sharp and rapid, driven by local sediment motions possibly as a 
result of turbulent fluctuations. Another one was a long term process, associated with the longer-







(B) Zoomed view on the late ebb tide and early flood tide  
Figure 5.5.5 – Time-variations of the average SSC, standard deviation of SSC (SSC') and integral 
time scales TE of the SSC data during the Arcins Channel tidal bore on (A) 15 November and (B) a 
zoomed view 
 
The SSC integral time scale TE,SSC represented a characteristic time scale of turbid suspensions at the 
sampling point (JACKSON 1976) and it might be related to the suspended particle time scale 
(CHANSON and TREVETHAN 2011). The integral time scale TE,SSC data showed a sharp increase 
as the bore front passed, followed by fluctuations with consecutive peaks as the secondary undulations 
and whelps propagated. The peaks in TE lasted for approximately 1,000 s on both 14 and 15 November 
2016, before decreasing towards very small values, except for occasional jumps in data, during the 
latter phase of flood tide. The average integral time scale during the early flood tide was around 1 s 
to 1.4 s. These time scales were consistent in terms of order of magnitude with the observations of 
integral time scales in velocity signals. The fluctuations of SSC integral time scale were more rapid 
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compared to the fluctuations of mean SSC. In addition, the first peak in TE occurred earlier than the 
first peak in mean SSC, indicating the possible existence of micro turbulent structures which could 
be linked to the subsequent sediment erosion and upward sediment advection. The second highest 
peak in TE happened prior to the second peak in SSC, however with less strength. 
 
5.5.4 Reynolds stress fluctuations 
The Reynolds stress tensor depends on the structure of the entire turbulent flow field. In turbulent 
flows, Reynolds stresses play a significant role in the mechanism of turbulence production (GUPTA 
and KAPLAN 1972, LU and WILLMARTH 1973). Several studies showed, in particular, the 
presence of quiescent and more violent Reynolds stress fluctuation in turbulent boundary layers. The 
quasi-cyclic character of turbulent energy production is called the bursting phenomenon (KLINE et 
al. 1967, RAO et al. 1971, WALLACE 2013) and has been documented in laboratory open channel 
flows (NAKAGAWA and NEZU 1981, KANANI and DA SILVA 2015), water tunnel investigations 
(JOHANSSON and ALFREDSSON 1982), wind tunnel studies and atmospheric boundary layer 
flows (FINNIGAN 2000, OSTERLUND et al. 2003, NARASIMHA et al. 2007), and estuarine flows 
(TREVETHAN and CHANSON 2010, REUNGOAT et al. 2015,2016). 
The probability density distributions of tangential Reynolds stresses had a distinctly non-Gaussian 
distribution, characterised by a sharp rising peak for positive values and long wings for negative 
values, while the three velocity component fluctuations were close to the Gaussian distribution 
(GUPTA and KAPLAN 1972, ANTONIA and ATKINSON 1973). The PDFs of tangential shear 
stress had long tails for extreme values of the tangential stresses and a sharp peak at zero, indicating 
that the corresponding tangential stress was relatively quiescent most of the time (LU and 
WILLMARTH 1973, NAKAGAWA and NEZU 1981). This was also observed during the ebb and 
flood tides, as illustrated in Figure 5.5.6. Figure 5.5.6 presents PDFs of the tangential Reynolds stress 
vxvy in the Arcins Channel on 15 November 2016 before and after the tidal bore. On each graph, the 
corresponding Gaussian and modified Bessel function of second kind distributions are shown for 
comparison. While the present findings were not unlike turbulent boundary layer data sets 
(ANTONIA and ATKINSON 1973, LU and WILLMARTH 1973) and fully-developed open channel 
flows (NAKAGAWA and NEZU 1977), the data showed deviations from the expected modified 
Bessel function of second kind (Fig. 5.5.6). The high kurtosis of the vxvz product, or conversely the 
large probability of negligible Reynolds stress, suggested that, most of the time, the turbulence lacked 




(Left, A) During the late ebb tide before bore passage (Tbore – 4910 s < t < Tbore) 
(Right, B) During the late flood tide after bore passage (Tbore + 8327 s < t < Tbore + 12072 s) 
Figure 5.5.6 – Probability distribution of tangential Reynolds stress vx×vy in the Arcins channel on 
15 November 2016 before and after the bore; comparison to a normal Gaussian distribution and 
modified Bessel function of the second kind 
 
Typical time-variations of dimensionless turbulent stress fluctuations are presented in Figure 5.5.7, 
for tangential Reynolds stress components vxvy, vxvz and for the suspended sediment flux per unit 
area. A full data set is presented in REUNGOAT et al. (2017b). Herein the dimensionless Reynolds 
stress fluctuations are presented in terms of both the standard deviation, difference between 9th and 
1st deciles and difference between third and first quartiles. Overall the data showed large 
dimensionless fluctuations at end of the ebb tide on both 14 and 15 November, as well as large 
fluctuations about 2-3 hours after the bore passage on 15 November 2017. 
Before the tidal bore, the dimensionless Reynolds shear stress fluctuations (vivj)'/(vi'vj') increased 
slightly from 0.3 to 1 at the end of the ebb tide. Following the bore passage, the dimensionless stress 
fluctuations (vivj)'/(vi'vj') were about 0.1-0.3 for the first 6,000 s. Slightly larger fluctuations were 
observed on 15 November 2016 during the later flood tide. For the suspended sediment flux per unit 
area, the dimensionless fluctuation data (ssc×vx)'/(ssc'×vx') indicated a different trend, with slightly 
larger fluctuations after the bore. Overall, the passage of the tidal bore induced a marked difference 
in terms of dimensionless fluctuations, implying a major change in flow turbulence. 
For comparison, GUPTA and KAPLAN (1972) measured the dimensionless Reynolds shear stress 
fluctuation (vxvz)'/(vx'vz') to be about constant and equal to unity in the buffer zone, wall region and 
overlap region of a developing turbulent boundary layer. That is, the vertical distribution of Reynolds 




















































distribution of longitudinal velocity fluctuations (GUPTA and KAPLAN 1972). Present field 
observations tended to differ from classical boundary layer results and this would be expected during 
the early flood tide when the flood flow motion appeared to be driven by large scale vortical motion, 
evidenced by large surface scars and boils, with dimensions about 1-10 m. 
 
 
(A) Tangential stress vxvy 
 
(B) Tangential stress vxvz 




















































(C) Suspended sediment flux per unit area ssc×vx 
Figure 5.5.7 – Time-variations of dimensionless fluctuations of tangential Reynolds stresses and 
suspended sediment flux per unit area in the Arcins channel on 14 November 2016 before and after 
the tidal bore 



























6. TWO-PHASE AIR-WATER INTERACTIONS IN TIDAL BORE: 
A COUPLED VISUAL-INTERFACIAL INVESTIGATION 
6.1 PRESENTATION 
In breaking bore and hydraulic jumps, the roller toe is a flow singularity where air is entrapped and 
vorticity is generated (HORNUNG et al. 1995, WANG et al. 2017). It is also called breaker toe 
(BROCCHINI and PEREGRINE 2001) and corresponds to the position at the boundary between 
smooth and turbulent flow at the water surface (Fig. 1.1A and Fig. 2.2.8B). Viewed in elevation, the 
roller toe formed a pseudo-continuous line, herein called the roller toe perimeter (Fig. 6.1.1B). The 
shape of the roller toe perimeter and its evolution with time were investigated in details using video 
cameras with frame rates from 25 to 22,700 fps, and relatively high definition i.e. 224×160 to 
1920×1080 pixels. Table 6.1 summarises the series of experiments that examined the evolution of 
roller toe perimeter. 
 
 
(Left, A) Definition sketch of a breaking bore roller 
(Right, B) Frame shots from the ultra-high-speed video camera featuring a breaking bore roller (Q = 
0.101 m3/s, Fr1 = 2.1); top: sideview, bottom: view in elevation 








Table 6.1 – Detailed flow conditions for video examinations of the roller toe perimeter characteristics 
 
 
Looking from the side, a breaking bore is characterised by an abrupt rise in free-surface, led by a 
highly aerated three-dimensional turbulent roller (Fig. 6.1.1). The vertical elevation of the roller toe 
Z measured from the local bed can fluctuate both vertically and longitudinally. The side-profile of 
the roller is very complicated, with non-linear shapes and varied rapidly with time and space. The 
study of the side-profile of the roller was conducted using high-shutter speed photography in 
continuous shot mode (dSLR Pentax K-3, 8.3fps) and an ultra-high-speed video camera (Phantom 
v2011). 
When a breaking roller formed, air entrainment occurred immediately at the free-surface discontinuity 
as well as through the roller free-surface (WANG et al. 2017). The entrainment of air bubbles and 
large air pockets was associated with both the recirculating motion above the roller toe and the air-
water exchanges at the upper interface. A coupled visual-interfacial investigation was carried out to 
study the air entrainment in the breaking roller, the vertical and transverse motions of the roller toe, 
and the detailed evolution of the roller side profile. An array of three dual-tip phase-detection 
conductivity probes and a Phantom v2011 ultra-high-speed video camera were deployed to perform 
synchronised recording/measurements in the turbulent breaking roller. Table 6.2 summarises the 
detailed flow conditions of the series of visual-interfacial flow measurements using photographic, 
ultra-high-speed videos and phase detection probes. 
 
 







(m/s) U  (m/s) 
Fr1 Instrumentation Date Remark 
Vid_1 0 0.7 0.085 0.16 0.76 0.99 1.4 Video (25 fps) at x = 6.6 m 3/07/2014 5 runs 
Vid_2   0.085 0.146 0.83 0.95 1.49 Video (50 fps) at x = 6.6 m 9/07/2014 5 runs 
Vid_3   0.085 0.165 0.74 0.9 1.33 Video (120, 240, 480 fps) at x = 9.2 m 20/08/2014 1-2 runs 
Vid_4 0.075  0.101 0.097 1.49 0.47 2.1 Video (22,003 fps) at x = 9.96 m 19/02/2016 single run 
Note: Italic data: suspicious data 
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6.2 CHARACTERISTICS OF THE BREAKING ROLLER TOE 
6.2.1 Roller toe perimeter 
To study the instantaneous roller toe perimeter, the video movies were digitalised frame-by-frame 
during its upstream propagation to quantify its variations with time. The method of digitalising and 
post-processing the videos to get quantitative data on the roller toe perimeter was detailed in Chapter 
2, Section 2.35. The results highlighted a broad range of instantaneous shapes of the roller toe 
perimeter. Figure 6.2.1 shows typical transverse profiles of the roller toe perimeter, where x = X is 
the instantaneous toe location at a transverse distance y with y = 0 at the right side wall. Altogether 
the roller toe was quasi two-dimensional on average, its shape changed rapidly with both longitudinal 
and transverse directions, and with time. The data showed some backshifts of roller toe location with 
time, indicating that the toe occasionally shifted backwards for a very short time with a negative 
instantaneous celerity (e.g. Fig. 6.2.1 at t  0.06 s). 
The deviations of the roller toe perimeter about the instantaneous cross-sectional median position 
Xmedian were calculated, and the results indicated some quasi-periodic fluctuation of the toe perimeter 
in the transverse direction. Typical probability distribution functions of transverse perimeter 
fluctuation (X-Xmedian) are shown in Figure 6.2.2. The data sets exhibited a quasi-normal distribution 
and the results were basically independent of the movie frame rate, yielding (X-Xmedian)'/d1 = 0.145 
on average at a given time. 
The transverse profile of the roller toe perimeter showed some pseudo-periodic shape (Fig. 6.1.1 & 
6.2.1), indicating the existence of non-linear structures, streamwise vortices and streaks. The present 
observations suggested a phenomenon very similar to that observed in plane mixing layers and wall 
jets (BERNAL and ROSHKO 1986, LEVIN et al. 2005). At a fixed time, the fluctuations of toe 
perimeter location around its median were analysed in terms of relevant transverse wave lengths Lw, 
as defined in Figure 6.1.1. Figure 6.2.3 shows typical data, with the average curve highlighting two 
characteristic peaks corresponding to transverse wave lengths of 0.2 m and 0.146 m, respectively. For 




Figure 6.2.1 – Instantaneous roller toe perimeter as function of time (Vid_2); bore propagation from 
top to bottom, with 0.02 s between each perimeter line 
 
 
Figure 6.2.2 – Probability distribution functions of longitudinal fluctuations of the roller toe about its 



























































Figure 6.2.3 – Power spectral density function of the transverse fluctuations in roller toe perimeter 
about its median position (Vid_2, single video movie, 50 fps) 
 
Further visual observations on the roller toe perimeter were conducted using an ultra-high-speed 
video camera, operating at 22,003 fps with high definition (1280×800 pixels). Details on the camera 
settings and configurations are presented in Chapter 2, Section 2.2.5. Herein, results of a single video 
taken using the ultra-high-speed video camera are presented. The roller toe perimeter were detected 
automatically using the texture segmentation functions in MATLAB (Section 2.3.5). The output data 
were smoothed using a non-overlapping window of 22 frames, before proceeding to further analysis. 
Figure 6.2.4 shows typical results of the instantaneous roller toe perimeter from the ultra-high-speed 
video analysis after smoothing. The horizontal axis is the real transverse coordinate (y positive 
towards the left side wall) and vertical axis is the real longitudinal coordinate (x = 0 at the channel 
upstream end). The roller toe perimeter data demonstrated a broad spectrum of shapes, which were 
similar to previous video observations using lower frame rates. The fluctuations of the roller toe 
perimeter around its median position Xmedian were analysed, and the probability density function of 
the ultra-high-speed video data is shown in Figure 6.2.5. Compared to previous video observations at 
lower frame rates, the ultra-high-speed video data showed very consistent results with a near-
Gaussian distribution of the roller toe perimeter fluctuations. The mean fluctuation X-Xmedian was 
close to 0, with a standard deviation X-Xmedian = 0.025 m ((X-Xmedian)'/d1 = 0.25) close to previous 
observations. Note the ultra-high-speed video experiments were conducted for breaking bores with a 
higher Froude number (Fr1 = 2.1). The higher fluctuations in roller toe perimeter may be linked to the 
higher bore strength, which is positively related to the bore Froude number. In addition, the ultra-






















Average of all curves
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indicating a Gaussian distribution with a small left skew. The higher frame rates could be the reason 
for the probability density distribution to be closer to a Gaussian shape. 
The power spectrum density (PSD) of the roller toe perimeter fluctuations with respect to its 
transverse locations showed some characteristic wave length at different instantaneous location 
during propagation (Fig. 6.2.6). In Figure 6.2.6, the thin coloured lines represent smoothed 
instantaneous PSD of the roller toe perimeter fluctuations over the first 330 frames (0.015 s). The two 
thick lines were averaged PSD over a very short period of time (red) and over the entire duration of 
the video (black). Some substantial differences were highlighted by the two averaged curve. Over the 
duration of the ultra-high-speed video, the PSD of the fluctuation changed constantly, highlighting 
different characteristic wavelengths over different time period. As shown in Figure 6.2.6, the 
characteristic wavelength of the roller toe perimeter retained coherent shapes over a short period of 
time before drastic changes happened and the wave information was lost. Over the entire video 
duration, no characteristic wavelength was highlighted. The average PSD showed a characteristic 
slope which was close to -7/3. With the smoothed instantaneous PSDs, characteristic wave lengths 
ranging from 0.05 to 0.07 m were found, yielding a dimensionless value Lw/d1 ~ 0.52 to 0.72. 
 
 
Figure 6.2.4 – Instantaneous roller toe perimeter as function of time (Vid_4, ultra-high-speed video 
at 22,003 fps); bore propagation from top to bottom, with approximately 0.045 ~ 0.046 s between each 
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Figure 6.2.5 – Probability distribution functions of longitudinal fluctuations of the roller toe about its 
median (Vid_4, 22003 fps & Vid_2, 50 fps) 
 
 
Figure 6.2.6 – Power spectral density function of the transverse fluctuations in roller toe perimeter 















































Average of first 330 frames
Average of all 17160 frames
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One of the most famous tidal bores in natural rivers is the Qiantang River bore in China. The Qiantang 
River bore forms due to a combination effect of the large tidal range during spring tide condition and 
the special geometric shape of the Hangzhou bay. The largest tidal range is usually observed in 
September every year, and sends the largest and most energetic tidal bore in the Qiantang River. The 
bore height can exceed 3 to 4 m, with a roller toe perimeter extending over 200 m in width across the 
river (Fig. 6.2.7A). High definition photographs and video recordings of the propagating Qiantang 
bore were conducted during September 2015 and September 2016 (LENG and CHANSON 2015a). 
The photographs and videos, featuring the roller toe perimeter of the breaking bore, were analysed 
and the results were compared to laboratory findings. 
The photographs were taken using a dSLR camera Pentax K-7 with Voigtlander Nokton 58 mm f1.4 
lens, producing photographs with a very low degree (< 0.3%) of barrel distortion. The transverse 
extent of the photograph was wide, i.e. approximately 60 m in the transverse direction (Fig. 6.2.7A 
& B). The time interval between two adjacent photos was 0.12 s. The video was taken using a Casio 
Exilim Ex-10 recording at 240 fps with a resolution of 512×384 pixels (Fig. 6.2.8A). The time interval 
between adjacent frame shots was 0.004 s. Figure 6.2.8B shows typical instantaneous roller toe 
perimeter deviation about the instantaneous cross-section median, and the time interval was 0.079 s 
between adjacent lines. The transverse extent of the video was limited i.e. less than 10 m. However 
the high-speed movie mode provided much finer temporal resolution, thus more detailed roller toe 
time-evolution details. 
The tidal bore of Qiantang River showed a dimensionless standard deviation (X-Xmedian)'/d1 ~ 0.13 
(photo) and 0.51 (video). Compared to the laboratory data for (X-Xmedian)'/d1 = 0.145, the 
photographic observations of the Qiantang bore agreed well with the laboratory data, whereas the 
video observations agreed in terms of order of magnitude. The comparatively larger fluctuations in 
roller positions of the video observation could be a result of the finer temporal resolution, giving more 
details on the rapidly varying parameters. Both photographic and video observations showed 
transverse variations of the instantaneous toe perimeter, which presented a range of transverse wave 
lengths. The two dominant dimensionless wave length ranges were Lw/d1 ~ 1 and 5-10, consistent 
between photographic and video observations. 
For comparison, ZHANG et al. (2013) reported transverse wave lengths of roller toe perimeters in 
stationary hydraulic jumps with wave lengths Lw/B between 2/3 and 2, i.e. 13 < Lw/d1 < 40 for Fr1 = 
6. In the same study, a photograph suggested large streamwise vortices in the shear layer with wave 
lengths about 1 to 10×d1. Assuming a ratio of transverse to longitudinal wave lengths about 2/3 
(BERNAL and ROSHKO 1986), this would correspond to dimensionless transverse wave lengths 
Lw/d1 between 0.7 and 7. For completeness, CHANSON (2007) observed transverse integral turbulent 




(A) Advancing breaking bore of the Qiantang River (photograph: courtesy of Hubert Chanson, taken 
on 6 September 2013 at 8.3 fps) 
 
(B) Photographic results of the instantaneous roller toe perimeter deviation about the instantaneous 
cross-section median 
Figure 6.2.7 – Breaking bore of the Qiantang River investigated in 2013; photographic data collected 





























(A) Frame shot from high-speed video featuring a vide in elevation of the breaking bore roller of the 
Qiantang River (video taken on 23 September 2016 at 240 fps) 
 
(B) High-speed video results of the instantaneous roller toe perimeter deviation about the 
instantaneous cross-section median 
Figure 6.2.8 – Breaking bore of the Qiantang River investigated in 2016; video recorded at the 
Qiantang Bore Observation Station in Yanguan; flow conditions d1 ~ 1.6 m, U  ~ 3.15 m/s, Fr1 ~ 1.7 
 
6.2.2 Roller toe celerity 
The bore roller celerity was calculated based upon the instantaneous roller toe positions. The channel 
width was divided into seven 0.1 m wide sub-sections, and the mean celerity of each sub-section was 
estimated as a function of time (Fig. 6.2.9). The statistical results are shown in Figure 6.2.9, including 
temporal mean, standard deviation, skewness and kurtosis, for all five video movies of Vid_2, where 
B is the channel width (B = 0.7 m). All the data indicated no obvious sidewall effect under the current 






























the ratio of standard deviation to temporal mean U'/Umean between 0.6 and 1.6, with an average of all 
data about 0.99 (Fig. 6.2.9B). 
The instantaneous cross-sectional averaged celerity U  was derived from the median perimeter data 
of the bore roller, analysed from video observations at a range of frame rates from 25 fps to 22,003 
fps. The mean results are reported in Table 6.1 and some instantaneous data are presented in Figure 
6.2.10. At a relatively low frame rate (50 fps as in Fig. 6.2.10A), some large and rapid fluctuations 
can already be observed, with a median value of U   0.95 m/s (( U +V1)/(g×d1)1/2 ~ 1.51). The 
fluctuations could be twice the value of the mean (Fig. 6.2.10A). YEH and MOK (1990) reported 
fluctuations in bore celerity during the propagation, although with lesser fluctuation magnitudes. At 
a much higher frame rate (22,003 fps as in Fig. 6.2.10B), the range of fluctuations was similar to that 
observed at a lower frame rate, albeit with a different median celerity due to a difference in bore 
Froude number. For the ultra-high-speed video observations, the dimensionless U  fluctuated between 
1.5 and 3, yielding a mean of 2.0 which was very close to the bore Froude number. The instantaneous 
celerity was not always positive, as seen for a few points in Figure 6.2.10. These negative celerity 
data were consistent with some intermittent backshifts of the instantaneous roller toe perimeter (Fig. 
6.2.10B). They might be related to the generation and advection of turbulent vortices in the roller as 
well as air bubble entrainment at the roller toe. 
 
 

































(C) Skewness      (D) Excess kurtosis 
Figure 6.2.9 – Transverse variations in roller toe celerity statistics (Vid_2, 50 fps); each data point is 
an average over the video duration 
 
 
















































(B) Dimensionless cross-sectional median toe position and averaged celerity as a function of time 
(Vid_4 single run, 22,003 fps); comparison to data of lower frame rates (50 fps) 
Figure 6.2.10 – Cross-sectional averaged celerity U of the bore roller toe; high-speed and ultra-high-
speed video data at 50 and 22,003 fps 
 
Figure 6.2.11 presents further the probability distribution function of the celerity U . The data showed 
typically similar outcomes for all frame rates (1). The PDF of the cross-sectional averaged celerity 
was typically associated with a bi-model distribution. The bi-model distribution was especially 
stressed with the data at highest frame rate (22,003 fps). For the data at 22,003 fps, the PDF showed 
very concentrated probability for the same bin size (Fig. 6.2.11). The mean was 0.47 m/s from the 
PDF. This value was about 20% less than the mean celerity observed at this longitudinal location 
using acoustic displacement meters, which was approximately 0.6 m/s. The PDF showed two 
distinctive modes, which were between 0 and 0.1 m/s, and between 1.3 and 1.4 m/s. The bin in 
between the two modes, showing a probability of 10%, corresponded to a celerity range of 0.6 to 0.7 
m/s, was in fact close to the mean celerity observed with ADMs.  
 
                                                 































Figure 6.2.11 – Probability distribution of cross-sectional mean celerity data; comparison between 
Vid_2 (50 fps), Vid_3 (120 to 480 fps) and Vid_4 (22,003 fps) 
 
The time evolution of the cross-sectional median roller toe position and the associated mean celerity 
are presented in Figure 6.2.12 with a comparison between the field (Qiantang River) and laboratory 
data (ultra-high-speed video movies). The Qiantang River bore was associated with a higher mean 
celerity compared to the laboratory bore (Fig. 6.2.12A & B). Nevertheless, the fluctuations of the 
celerity were comparable between the two datasets (Fig. 6.2.12B). The PDFs of the mean celerity for 
both field and laboratory data showed bi-model distributions, with the field data demonstrating a 
much broader spectrum of roller toe celerity. The peakiness of the laboratory data was much larger 
than the field data, with a kurtosis of 10.79 (lab) compared to 1.23 (Qiantang). Overall, the data 
highlighted with a similar Froude number between field and laboratory bores, the roller toe 
characteristics of breaking bores showed qualitatively similar results in the rapidly-fluctuating 




































(A) Time evolution of the cross-sectional median position of the roller toe 
 
(B) Time evolution of the cross-section mean celerity of the roller toe 
 
(C) PDF of the cross-sectional mean celerity 
Figure 6.2.12 – Cross-sectional median roller toe position and mean celerity: comparison between 





















































Qiantang River bore: d1 ~ 1.6 m, U  ~ 3.15 m/s, Fr1 ~ 1.7; laboratory flow conditions: d1 = 0.097 m, 
U  ~ 0.46 m/s, Fr1 ~ 2.1 
 
6.3 CHARACTERISTICS OF BREAKING ROLLER SIDE PROFILE 
The longitudinal (side) profile of the breaking roller was digitalised from high-shutter speed 
photographs and ultra-high-speed videos. Typical instantaneous roller surface profiles are shown in 
Figure 6.3.1, while Figures 2.2.10 and 6.1.1 present further examples. All the data highlighted the 
rapid fluctuations in roller surface elevations as well as the rapid changes in longitudinal roller 
profiles with time. The instantaneous free-surface fluctuations were herein described in terms of the 
differences between 9th and 1st deciles (d90-d10), and third and first quartiles (d75-d25). For a Gaussian 
distribution of the data set about its mean, (d90-d10) and (d75-d25) would be equal respectively to 2.6 
and 1.3 times the standard deviation (SPIEGEL 1972). The present data indicated a maximum in free-
surface fluctuations in the first half of the roller (Fig. 6.3.1). The present results (d75-d25)max are 
reported in Figure 6.3.2 and compared to previous studies of maximum turbulent fluctuations 'max 
of the free-surface in stationary hydraulic jumps, where  stands for the height of the roller toe 
measured from the local bed. Re-analysed breaking tidal bore data are also included (DOCHERTY 
and CHANSON 2012, CHANSON and TOI 2015). All the data highlighted a close agreement in 
terms of free-surface fluctuations between breaking bores and stationary hydraulic jumps for 
comparable Froude number (Fig. 6.3.2). This is believed to be the first successful comparison of that 
kind. 
The visual observations showed that the free-surface elevation first rose slowly immediately prior to 
the roller, for Froude numbers less than 2, as seen in Figure 6.3.1A and B. Such an upward streamline 
curvature derived from theoretical considerations, namely the integral balances of linear momentum, 
in both horizontal and vertical directions, and of angular momentum (VALIANI 1987). This gradual 
rise in free-surface ahead of the turbulent roller was previously observed (HORNUNG et al. 1995, 
KOCH and CHANSON 2009). For breaking bores with Fr1 > 2, this curvature was not significant 
(Fig. 6.3.1C). Immediately after the roller toe, there was a marked discontinuity in the surface slope 
and curvature, and the bore roller induced a sharp rise in water depth linked with the flow singularity 
(Fig. 6.3.1C). The vertical elevation Z of the roller toe measured from the channel bed was recorded 
and the data were compared with re-analysed breaking tidal bore data (Table 6.3). The results are 
presented in Figure 6.3.3. Figure 6.3.3A shows probability distributions of toe elevation about its 
median. Figure 6.3.3B regroups the dimensionless median toe elevation Zmedian/d1 and toe elevation 
fluctuations (Z75-Z25)/d1 data as functions of the Froude number, where Z75 and Z25 are the third and 
first quartiles respectively. Despite some difference in measurement techniques and boundary flow 
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conditions, all the data indicated a decrease in roller toe elevation with increasing Froude number. 
The data were best correlated by: 
 median 1
1
Z 1 0.1854 exp( 3.52 (Fr 1.3))d         (6.1) 
with a normalised correlation coefficient of 0.823 and a standard error of 0.033 (Fig. 6.3.3B). The 
fluctuations in vertical elevation of roller toe showed also a decreasing trend with increasing Froude 
number. The results are shown in Figure 6.3.3B in terms of the difference between third and first 
quartiles. The data were correlated by: 
 75 25 1
1
Z Z 0.105 exp( 1.99 (Fr 1.3))d
        (6.2) 
with a normalised correlation coefficient of 0.835 and a standard error of 0.0168. Both Equations 6.1 























(B) Fr1 = 1.4, U = 0.97 m/s, d1 = 0.160 m (photographic observation) 
 
(C) Fr1 = 2.1, U = 0.47 m/s, d1 = 0.097 m (ultra-high-speed video camera observation) 














































Figure 6.3.2 – Maximum free-surface fluctuations in breaking bores and hydraulic jumps as functions 
of Froude number; tidal bore data: (d75-d25)max/d1, DOCHERTY and CHANSON (2012), CHANSON 
and TOI (2015), Present study (white and red squares); hydraulic jump data 'max/d1: theoretical 
calculations (RICHARD 2013), experimental data (MADSEN 1981, MOUAZE et al. 2005, 
MURZYN et al. 2007, KUCUKALI and CHANSON 2008, MURZYN and CHANSON 2009, 
CHACHEREAU and CHANSON 2011a, WANG and CHANSON 2013, WANG et al. 2014) 
 
The asymptotic limits of the data indicated two distinct trends. For Fr1 < 1.3, the bore was undular 
and the roller disappeared. For Fr1 > 2, the dimensionless roller toe elevation Z/d1 tended to unity and 
the fluctuations in roller toe elevation tended to small values corresponding to the initial free-surface 
fluctuations. The upper limit Z/d1 = 1 was consistent to field observations of breaking bore 
(MOUAZE et al. 2010) and stationary hydraulic jump data (MADSEN 1981, MURZYN et al. 2007, 
CHACHEREAU and CHANSON 2011a) for Fr1 > 2. In stationary hydraulic jumps, physical data 
showed toe'/d1  0.02 for Fr1 = 2.0 and 2.7 that corresponded to the upstream free-surface fluctuations 
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(A) Probability distribution functions of the roller toe elevation about its median: photographic data 
(left) and ultra-high-speed video data (right) 
 
 
 (B) Median roller toe elevation and difference between third and first quartiles (DOCHERTY and 
CHANSON 2012, CHANSON and TOI 2015, Present data): comparison with Equations 6.1 and 6.2 
respectively; ultra-high-speed video data highlighted by black arrow 
Figure 6.3.3 – Fluctuations in vertical elevations Z/d1 of the roller toe: comparison between Present 






















Present study (photographic) - 37 data
DOCHERTY and CHANSON - 50 data


































Table 6.3 – Experimental observations of roller toe characteristics in breaking tidal bores 
 
A key feature of the present study was the inclusion of ultra-high-speed video observations, taken at 
22,607 fps then subsampled every 22 frames. Each frame was processed manually and the statistics 
were analysed by ensemble-averaging over all frames (411 frames in total). Overall, the ultra-high-
speed video data showed comparable results to previous observations using HD video camera and 
high shutter-speed photographs (Fig. 6.3.1 to 6.3.3). The ultra-high-speed video of the instantaneous 
side roller profile highlighted some large free-surface fluctuations with (d75-d25)max/d1 up to 0.330 
(Fig. 6.3.1A). This was believed to be associated with the higher bore Froude number (Fr1 = 2.1), 
corresponding to more energetic bores with more drastic free-surface motions. The maximum free-
surface fluctuations of ultra-high-speed video data compared well with past tidal bore studies and 
hydraulic jump data at low Froude numbers (Fig. 6.3.2). The results in terms of roller toe elevation, 
based upon the ultra-high-speed video, followed a trend consistent with past photographic/video 
observations. Altogether, the findings suggested that, despite the much higher temporal resolution, 
the roller characteristics of breaking bores were close for all experimental flow conditions. 
 
6.4 AIR-WATER INTERACTIONS IN BREAKING BORE ROLLER 
6.4.1 Air-water flow pattern 
Basic flow pattern of air-water properties were measured using a single dual-tip phase-detection 
conductivity probe, mounted above the initial free-surface, opposing the bore direction. The sensor 
size was 0.25 mm and the longitudinal distance between the two tips was 6.5 mm. The dual-tip probe 
 
















  (m)      (a) 
Present study PVC 0.146 1.49 dSLR photography  0.165 1.029 0.076 8 
  0.160 1.38 through sidewall 0.192 1.166 0.109 29 
  0.097 2.10 Ultra-high-speed 
video through 
sidewall 
0.330 1.019 0.034 411 
DOCHERTY and PVC 0.117 1.59 ADM measurements 0.178 1.063 0.043 25 
CHANSON 
(2012) 
Gravel 0.127 1.50 on centreline 0.183 1.107 0.043 25 
CHANSON and PVC 0.052 2.10 ADM measurements 0.404 1.008 0.017 10 
TOI (2015)  0.051 2.02 on centreline 0.302 1.018 0.033 10 
  0.052 1.91  0.305 1.032 0.045 10 
  0.051 1.74  0.350 1.071 0.050 10 




was excited by an electronic system (Ref. UQ82.518) designed with a response time of less than 10 
μs. The vertical elevation of the probe was controlled by a MitutoyoTM diginatic scale unit with an 
accuracy of 0.01 mm. The probe sampling rate was 40 kHz per sensor and the probe signal output 
was processed manually. The conductivity probe was placed at x = 7.1 m faxing downstream and the 
measurements were performed at several elevations, typically above the initial water level. The data 
at different vertical elevations were synchronised using side-view photographs taken simultaneously, 
yielding the median free-surface elevations as a function of x-Xtoe, where Xtoe is the instantaneous 
roller toe longitudinal location. Figure 6.4.1 shows an example of side-view photograph series of the 
conductivity probe measurements. The detailed flow conditions of the preliminary experiments were 
summarised in Table 6.4. Key outcomes of the series of measurements were presented and discussed 
in LENG and CHANSON (2015b). 
Overall, the results showed consistently that a substantial number of bubbles were entrapped at the 
middle section of the breaking roller i.e. between 1.25 < z/d1 < 1.5, where z is the vertical elevation 
measured above the channel bed. No bubble was detected at the initiation of the free-surface rise (z/d1 
< 1.05). Near the top of the roller i.e. above z/d1 > 1.5, the air entrainment was more intermittent and 
the probe sensor interacted with the upper free-surface and spray region. The arrival time of the first 
bubble was delayed with increasing elevation as predicted by the longitudinal roller profile. Lastly, 
in a few instances, the probe's leading tip was observed to detect the bore front after the trailing tip. 
This would be consistent with the bore roller toe moving with a negative celerity (see Section 6.2). 
The bubble chord time data, recorded by both leading and trailing tips, showed increasing bubble 
chord times with increasing vertical elevations z/d1. The largest number of bubbles were detected in 
the middle of the roller between z/d1 = 1.25 and 1.5. Such a range of vertical elevations corresponded 
approximately to the impingement point (or roller toe) of the median bore front profile. 
The probability density function of the bubble chord times showed mean bubble chord time of 8.4 
ms. The mode was about 2 ms and the data indicated a broad spectrum of chord times. The present 
results were comparable to a previous study of stationary hydraulic jump for Fr1 = 3.1 
(CHACHEREAU and CHANSON 2011b). In hydraulic jumps with low Froude number, the large 
majority of detected bubbles had a chord time of 5 ms or less, with a mode about 1 ms. The present 
data showed also some large bubble chord times (> 20 ms), typically observed at higher elevations. 
There, the air entrainment was more intermittent, the probe sensor interacted with the upper free-
surface, and both surface waves and surface roughness influenced significantly the chord time 
distributions, with an increased percentage of large chords (TOOMBES and CHANSON 2007). 
High-shutter speed photographs showed a substantial number of bubbles with millimetric sizes 
ranging from 1 to 5 mm (LENG and CHANSON 2015b). The photographic observations were 
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Figure 6.4.1 – Photograph series of the conductivity probe measurements with the conductivity probe 
circled; time interval between each photo t = 0.12 s; bore propagation from left to right 
 
Table 6.4 – Preliminary air-water flow measurements using a single dual-tip phase-detection 
conductivity probe 
 
6.4.2 Coupled visual-interfacial measurements in breaking bores 
A breaking bore was characterised by its marked roller. Key features of a breaking bore roller 
included the spray and splashing ahead and above the roller, air bubble entrainment at the roller toe 
and through the roller's upper free-surface, and rapid fluctuations in space and time of the roller shape 
and form (Fig. 6.4.2). Figure 6.4.2 shows a typical instantaneous side view of the bore roller, 
propagating from left to right in the photograph. In front of the roller, the free-surface was flat and 
 
Ref. So B Q d1 V1 U  Fr1 Instrumentation Date 
  (m) (m3/s) (m) (m/s) (m/s)    
Series 1 0 0.7 0.085 0.146 0.83 0.95 1.49 Phase-detection probe at x = 7.1 
m, dSLR Pentax K-3 camera 
09/07/2014 
Series 2   0.085 0.160 0.76 0.97 1.38 Phase-detection probe at x = 7.1 




parallel to the channel invert. No upward free-surface curvature was recorded. The absence of 
upstream free-surface curvature was previously reported for Fr1 > 2 by MOUAZE et al. (2010) and 
LENG and CHANSON (2015b). 
Upstream of the roller toe, the flow was un-disturbed. It became strongly turbulent downstream of 
(i.e. behind) the impingement point with large vertical fluctuations and a bubbly/foamy region, i.e. 
the roller. In the roller, high amplitude motions and strong fluctuations in time and space occurred, 
as evidenced by high-shutter speed photographs and high-speed video movies. 
The observations showed the presence of water filaments and droplets ejected in front of the roller 
(Fig. 6.4.2 & 6.4.3A). Figure 6.4.2 (arrow) shows the onset of droplet ejection ahead of the roller and 
Figure 6.4.3A presents a detailed example. Similar observations of droplet ejections were seen in the 
breaking bore of the Qiantang River, China in September 2016. Some white "sparks" were evident in 
front of the roller toe perimeter as highlighted in Figure 6.2.4B. Those "sparks" were in fact the 
splashed water droplets. In the Qiantang River bore, water droplets could be ejected up to 1 m to 1.5 
m ahead of the roller toe. 
The roller front consisted of foamy mixtures and complicated air-water flow structures. Figure 6.4.3B 
and 6.4.3C present typical examples. Air-water flow structures constantly evolved in shape and size, 
in response to the turbulent fluctuations and interactions with the roller and free-surface. High-
resolution photographs showed large air-water structures similar to the one seen in Figure 6.4.3C. 
Such air-water structures were seen to be ejected upwards in all directions (upstream, downstream, 
upwards, sideway), and to re-attach the roller, either by gravity, re-attachment to another structure or 
by being caught up by some overturning motion. Other air-water structures resulted from some wave 
overturning motion (i.e. "rolling motion"), somehow comparable with flow features seen in spilling 
and plunging breaking waves (CIPRIANO and BLANCHARD 1981, LONGUET-HIGGINS 1982, 
DEANE 1997, DEANE and STOKES 2002, LUBIN and GLOCKNER 2015). A key difference 
between breaking waves and breaking bores is the net mass flux during a breaking bore, with a very 
sudden change in mass flux direction (STOKER 1957, TRICKER 1965). Herein the air-water flow 
structures tended to be similar to gas-liquid structures observed in breaking hydraulic jumps 
(CHACHEREAU and CHANSON 2011a,b, WANG et al. 2017) and in the upper region of high-
speed self-aerated flows (CAIN and WOOD 1981, CHANSON 1997a,b). 
In the bore roller, a large number of bubbles were entrained below the upper free-surface. Singular 
aeration took place at the roller toe, in an entrapment motion similar to air entrainment at plunging 
jets (ERVINE et al. 1980, CUMMINGS and CHANSON 1997, CHANSON et al. 2006). In addition, 
interfacial exchanges of air were observed through the roller surface, as documented in hydraulic 
jumps (WANG and CHANSON 2015a). Visual observations, including high-shutter speed 
photography and ultra-high-speed video movies, showed rapidly evolving bubble shapes and numbers 
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in response to turbulent shear, bubble-bubble interactions and bubble-free-surface interactions. Figure 
6.4.4 presents typical examples. In Figure 6.4.4A, note the "angular shape" of the millimetric bubbles, 
showing multiple facets. 
At the rear of the roller, large aerated vortex filaments, and bathtub-like or tornado-like vortices were 
seen underwater, as shown in Figure 6.4.5. A breaking bore may not be truly analogous to a breaking 
wave, because it does not retain any wave properties such as wave height or length. The free-surface 
of a bore resembles one of a hydraulic shock, with much steeper slope compared to waves in 
laboratory. Nevertheless, present study observed vortex filaments which were similar to those 
occurring under plunging breaking waves (LUBIN and GLOCKNER 2015) and in turbulent shear 
flows (HUNT et al. 1988) (2). The filament lengths ranged typically from about 10 mm to over 50 
mm, with millimetric bubbles often between 1 mm and 5 mm sizes (Fig. 6.4.5). While the underwater 
filament were observed at the rear of the roller, where the void fraction was very low, their extremities 
were often not distinguishable because of the chaotic motion of the highly aerated flow, and could be 
obscured by bubble clouds and air-water structures. In the present study, however, it was not clear 
what were the dominant mechanisms responsible for the filament generation and evolution. 
 
 
Figure 6.4.2 – Side view of propagating breaking bore (shutter speed: 1/2,000 s); flow conditions: Fr1 
= 2.18, d1 = 0.097 m, U = 0.64 m/s, bore propagation from left to right; arrow points to onset of 
droplet ejection ahead of roller 
 
                                                 
2 For completeness, long aerated vortex filaments were also observed during the rapid gate closure herein. The gate closure 
induced some water pile-up against the gate and overturning, in a manner similar to a plunging breaking waves, before 
the bore roller detached from the gate and propagated upstream as detailed by SUN et al. (2016). 
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(A) Water droplet ejection ahead of the bore roller, with the dual-tip phase-detection probe leading 
sensor on the far right of the photograph; shutter speed: 1/8,000 s, bore propagation direction from 
right to left, probe located next to right sidewall; photograph taken about 0.24 s before the roller first 
impacted the probe leading sensor; the string of ejected droplets was nearly 120 mm long 
        
(Left, B) Foam structure at the leading edge of the breaking bore roller; shutter speed: 1/2,000 s, bore 
propagation direction from top right to bottom left; the largest bubble was nearly 10 mm on the right 
(Right, C) Phase-detection probe piercing the breaking bore roller free-surface and air-water flow 
structure above; shutter speed: 1/8,000 s, bore propagation direction from background to foreground 
Figure 6.4.3 – Air-water flow structure observations in a breaking bore; flow conditions: Fr1 = 2.18, 
d1 = 0.097 m, U = 0.64 m/s; for scale, the dual-tip phase-detection probe leading sensor was about 18 




(A) Air bubbles in the roller, next to right sidewall; shutter speed: 1/8,000 s, bore propagation 
direction from right to left; the photograph was taken about 0.24 s after the roller first impacted the 
probe leading sensor, located at z = 0.110 m (z/d1 = 1.134) 
  
(B) Interactions between dual-tip phase-detection probe sensors and bubbles in the roller, next to right 
sidewall; shutter speed: 1/8,000 s, bore propagation direction from right to left; the left photograph 
was taken in the bubbly flow region of the roller, about 0.84 s after the roller first impacted the probe 
leading sensor, located at z = 0.175 m (z/d1 = 1.804); the right photograph was taken 0.602 s after the 
left one 
Figure 6.4.4 – Bubbly flow structure in a breaking bore; flow conditions: Fr1 = 2.18, d1 = 0.097 m, U 
= 0.64 m/s; for scale, the dual-tip phase-detection probe leading sensor was about 18 mm long, with 




(A) Bore propagation from right to left, shutter speed: 1/8,000 s; both photographs were taken about 
0.60 s after the roller first impacted the probe leading sensor, located at z = 0.110 m (z/d1 = 1.134), 
during two different runs 
 
(B) Bore propagation from right to left, shutter speed: 1/8,000 s; the photograph was taken about 0.60 
s after the roller first impacted the probe leading sensor, located at z = 0.120 m (z/d1 = 1.293) 
Figure 6.4.5 – Air-water vortex filament observations in the rear of breaking bore roller (arrow); flow 
conditions: Fr1 = 2.18, d1 = 0.097 m, U = 0.64 m/s, bore propagation from fight to left; for scale, the 
dual-tip phase-detection probe leading sensor was about 18 mm long, with 0.8 m outer diameter, 
while the probe support tube had a 8 mm diameter 
 
The instantaneous void fraction c is defined as 1 in air and 0 in water. In practice, an alternative way 
is to define an instantaneous liquid fraction C = 1-c, which is equivalent to the notion of colour 
function C used in numerical CFD models. The liquid fraction is hence 0 in air and 1 in water. In the 
present study, the phase-detection probe array was deployed at different transverse y and vertical z 
locations, enabling the analysis of liquid fractions as functions of time at different vertical elevations 
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for different transverse flow slices. Figure 6.4.6 shows contours of the instantaneous liquid fraction 
of the breaking bore as recorded by the leading tip of probe 1 and the two tips of probe 2. The 
horizontal axis, transformed from the time axis using the mean celerity observed at the sampling 
location (U = 0.64 m/s), represented the equivalent longitudinal length scale of the breaking bore 
roller. The roller toe corresponded to U×t = 0 approximately for all probes. 
Overall, the results highlighted intense air entrainment between z/d1 = 1.25 and 2.25 for all probe tips, 
consistent with preliminary air-water measurements (Section 6.4.1) (LENG and CHANSON 2015b). 
Between z/d1 = 1.25 and 1.75, long regions of air were highlighted with zeros in liquid fraction at the 
leading edge of the breaking roller. These regions were associated with a longitudinal length scale up 
to 0.1 m, similar to the photographic observations of the ejected water droplets. Following the highly-
aerated regions, the data showed limited number of air bubbles. The bubbly flow region was 
approximately 0.3 m in length, agreeing well with previously documented roller length for bores with 
the same Froude number (LENG and CHANSON 2017d). 
 
 
(A) Probe 1, leading tip at x = 8.5 m, y = 0.243 m 
 
(B) Probe 2, left tip at x = 8.5 m, y = 0.2346 m 
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(C) Probe 2, right tip at x = 8.5 m, y = 0.231 m 
Figure 6.4.6 – Contour plot of the instantaneous liquid fraction in a breaking bore recorded by an 
array of phase-detection probes; flow conditions: Fr1 = 2.18, d1 = 0.097, U = 0.64 m/s 
 
The experimental results of liquid fraction were compared to two-dimensional numerical CFD results 
of the colour function C (Fig. 6.4.7). Figure 6.4.7A presents the ensemble-averaged colour function, 
which is essentially equivalent to a liquid fraction, of breaking bores simulated using the same inflow 
conditions. The horizontal axis is the true longitudinal distance x synchronised using the position of 
the roller toe xtoe, i.e. x-xtoe = 0 at the roller toe. 
The physical data indicated a shorter and thinner air-water flow region than the numerical prediction 
(Fig. 6.4.7B). This might be linked to the mesh grid size and density of the CFD model. In practice, 
five to ten mesh grid points per diameter are required to simulate a small inclusion (bubble or droplet) 
(e.g. LI et al. 2010, WANG et al. 2016). With the present mesh grid size (10 mm squares in each 
direction), the smallest physically-meaningful bubble would have a 50 mm dimension. Further, the 
transverse dimension was not included in a 2D model, resulting in zero momentum transport in that 
direction. The energy dissipation due to the turbulent breaking roller was not accounted for in the 2D 
model, which could also lead to an over-energetic and overly long air-bubbly region. 
Overall the data showed that the air-water flow region of the roller was relatively small (Fig. 6.4.7). 
The finding was consistent with air-water flow measurements in stationary hydraulic jumps at low 
Froude numbers (CHACHEREAU and CHANSON 2011a,b). A characteristic feature of breaking 
bore roller was the large amount of spray and droplets above and in front of the roller. The spray 
region interacted with the atmosphere and induced some short-lived air flux above the water surface. 
A related effect of air bubble entrainment was the relatively loud noises generated by the bore roller. 
The sound of the breaking bore was relatively low-pitch and had a characteristic frequency close to 





(A) Liquid fraction simulated by CFD model 
 
(B) Comparison between liquid fraction data simulated by CFD and measured experimentally 
Figure 6.4.7 – Contour plot of the ensemble-averaged liquid fraction in a breaking bore simulated 
numerically by CFD code Thétis in its two-dimensional form (A); comparison to experimental data 
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measured by probe 2 right tip (B); numerical flow conditions: Fr1 = 2.07, d1 = 0.110 m, U = 0.84 m/s, 
x ~ 8.5 m; CFD results ensemble-averaged over 10 time steps 
 
The instantaneous vertical distributions of liquid fraction C = 1-c were analysed in terms of the 







    (6.3) 
where z is the vertical elevation and t is the time, with t = 0 corresponding to the detection of the first 
air-to-water interface by the leading sensor of the reference probe. The instantaneous clear-water 
depth d is comparable to the equivalent clear-water depth commonly used in high-velocity free-
surface steady flows (WOOD 1984,1985, CHANSON 1997b), albeit the latter is calculated in terms 
of a time-averaged void fraction C. In Figure 6.4.8A, the experimental results are compared with the 
acoustic displacement meter (ADM) data, namely the 10%, 25%, 50%, 75% and 90% percentiles of 
the ensemble, denoted d10, d25, d50, d75 and d90 respectively. Note the horizontal axis Ut expressed 
in metres, with t = 0 corresponding to the detection of the first air-to-water interface by the leading 
sensor of the reference probe (i.e. roller toe). 
A detailed comparison between the characteristic depth data derived from air-water flow 
measurements and the acoustic displacement meter (ADM) data indicated that the instantaneous 
clear-water depth d was about the median ADM depth data (Fig. 6.4.8A). Although the results were 
obtained in a rapidly-varied unsteady flow, the finding was close to observations in stationary 
hydraulic jumps (CHACHEREAU and CHANSON 2011a,b, WANG and CHANSON 2015a,b) and 
in skimming flows on stepped spillway (FELDER and CHANSON 2014). 
The clear-water depth data and ADM measurements were compared to instantaneous liquid fraction 
contour. The clear-water depth and d50 ADM data matched well with the liquid fraction contour by 
roughly marking the outer edge of the breaking roller. Note that, at the roller toe (x-xtoe and U×t = 0), 
both the clear-water depth and the d50 ADM data showed some initial free-surface rise, associated 
with a region of near-zero liquid fraction. The region was approximately 0.05 m in length 
longitudinally, and spanned from z = 0.1 (approximately the initial free-surface) to 0.125 m (z/d1 ~ 
1.25). This could correspond to the impingement point of the breaking roller as the free-surface 
steepened and plunged back into the initial flow (Fig. 6.4.2). This region was also consistently 
highlighted in the ultra-high-speed video movies due to its intense air-entrainment, with high 




(A) Instantaneous clear-water depth recorded by conductivity probe array and ADM data 
 
(B) Instantaneous clear-water depth and instantaneous liquid fraction: a comparison 
Figure 6.4.8 – Comparison between instantaneous clear-water depth d and acoustic displacement 
meter data (10%, 25%, 50%, 75%, 90% percentiles, coloured lines) at x = 8.50 m; flow conditions: 
Fr1 = 2.18, d1 = 0.097 m, U = 0.64 m/s 
 
The experimental data showed that some longitudinal profile of the bore roller was very close to past 
tidal bore observations (CHANSON and TOI 2015), classical results in hydraulic jumps (CHANSON 
2011b, WANG 2014) and theoretical considerations (VALIANI 1997). That is, the free-surface 
profile presented the same self-similar profile first proposed by CHANSON and TOI (2015) based 








      
  (6.4) 
where d2 is the conjugate depth, xtoe is the roller toe co-ordinate and Lr is the roller length. Present 
physical data matched very closely Equation 6.4, as seen Figure 6.4.9. In Figure 6.4.9, the breaking 
bore roller length was estimated visually (Lr  0.8 m) and was found to slightly larger than the 
correlation of WANG (2014) (also WANG and CHANSON 2015b): 
 r 1
1
L 6 (Fr 1)d      (6.5) 
developed for stationary hydraulic jumps. The present results showed a good agreement between 
present experimental observations (acoustic displacement meter, clear-water depth), past breaking 
bore data and theoretical solution (Equation 6.4). Namely, the bore roller had a steep leading edge, 
followed by a well-rounded profile, very close to stationary hydraulic jump observations. 
 
 
Figure 6.4.9 – Dimensionless longitudinal roller profile: comparison between experimental data 
(acoustic displacement meter data, clear-water depth data), theoretical solution of VALIANI (1997) 
and past observations of CHANSON and TOI (2015) 
 
The physical laboratory data was compared to 2D numerical CFD results, simulated under the same 
initial flow conditions. Details of the numerical CFD methods and model configurations are presented 
in Chapter 2 and Chapter 4. Herein, the free-surface elevation data was extracted by using the line 
corresponding to 50% colour fraction, ensemble-averaged over 10 time steps (approximately 0.1 s 
















d Probe 1 Lead
d Probe 2 Left
d Probe 2 Right
d25 ADMd50 ADMd75 ADMValiani
Chanson & Toi (2015)
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calculations (Equation 6.4). Overall, the 2D CFD simulation results agreed qualitatively with the 
experimental data. But the numerical model was unable to reproduce the bore roller front with the 
same steepness as observed in the experimental model. The steepness of the front in the numerical 
simulation was much flatter. The numerical data showed a greater aeration of the roller, as well as a 
lesser de-aeration in the wake of the bore front, compared to the physical observations. As shown in 
Figure 6.4.8, the flow aeration behind the roller was negligible and no void fraction data was reported 
in the physical model. 
 
 
Figure 6.4.10 – Breaking bore longitudinal profile: comparison between physical and CFD data; 
physical flow condition: Fr1 = 2.18, d1 = 0.097, U = 0.64 m/s; numerical flow condition: Fr1 = 2.07, 





















50% colour fraction 2D CFD
Clear-water depth d
Displacement meter d50Chanson & Toi (2015)
212 
7. UNSTEADY TURBULENCE IN TIDAL BORE: A STATISTICAL 
ANALYSIS 
7.1 PRESENTATION 
Turbulent flow properties do vary in space, and in time. Even with a stationary turbulent flow, the 
statistical structures within the flow must be studied spatially and temporally. This can be done by 
computing double and triple correlations as functions of both space and time for turbulent properties 
of the flow, e.g. velocity, velocity fluctuation and/or Reynolds stresses. The space-time correlations 
not only provide evidence to the heredity and the convection velocities of the vorticity and entropy 
modes, as compared to the mean material convection velocity, but also information on the 
propagation of the acoustical model (FAVRE 1965). 
The present study looked into the statistical turbulence of a complex flow, which included both 
statistically steady and unsteady phases, by examining the autocorrelation and double space-time 
correlation of the velocity, velocity fluctuation and Reynolds stress signals. The experiments were 
conducted in a channel flow which was initially steady, then became unsteady due to an upstream 
propagating positive surge or bore. The turbulent velocity in three principle directions were collected 
for a range of vertical and transverse locations underneath the initially steady flow depth using one 
or two Vectrino II acoustic Doppler velocity Profilers. The Profilers were equipped with a down-
looking or side looking head, able to record velocity in a profile consisted of up to 35 points, with 
each point being 1 mm in length. The sampling frequency of the Profilers were up to 100 Hz. Hence, 
the space-time cross-correlation can be calculated in the vertical and transverse directions. 
Table 7.1 summarises the systematic study in different stages. Herein, the study into the statistical 
turbulent in a bore-affected unsteady flow was developed into 5 progressive stages. 
 





Remark Instrumentation Section 
1 1D space-time double correlation examination in the 





2 1D space-time double correlation examination in the 




3 1D space-time double correlation examination in the 
transverse y and vertical z directions 
array of two Profilers 
(Profiler 1 & 2) 
7.2.4 
4 2D space-time double correlation examination in the cross-
sectional y-z plane 
array of two Profilers 
(Profiler 1 & 2) 
7.3 
5 Velocity gradient tensor, strain rate tensor and vorticity array of two Profilers 




Since the propagation of tidal bore is an unsteady process, a time-average across the time span of the 
bore propagation process would be meaningless. Hence the analysis was carried out respectively for 
different flow phases. The propagation of a tidal bore can be divided into three flow phases: an 
initially steady flow phase before the bore arrival, followed by a rapidly-varying flow phase during 
which the free-surface rises abruptly, then an early flood tide phase where the free-surface changes 
more gradually with large fluctuations. The definition of these flow phases are illustrated in Figure 
6.1.1. During the steady flow phase before the bore arrival, cross-correlation calculations were 
performed for velocity data over 60 s starting from the beginning of the experiment. During the 
rapidly-varied flow phase (RVF), the calculations were performed only for data during the rapid flow 
deceleration (1 to 3 s). The calculation of the early flood tide phase was performed for 10 s of data, 
starting from the end of the RVF phase. 
 
 
Figure 7.1.1 – Definition sketch of different flow phases during the propagation of tidal bores 
 
7.2 ONE-DIMENSIONAL TURBULENT TIME AND LENGTH SCALES 
7.2.1 Auto-correlation and Eulerian time scale in the vertical z-direction 
The turbulent time and length scales include the Eulerian integral time scale TE, the turbulent integral 
time scale Ti where i denoted the velocity component; i = x, y, z, and length scale Li. In turbulent 
flows, the normalised auto-correlation function Rii (τ) of the i-velocity fluctuations for single point 
measurements is defined using Equation 2.4. The auto-correlation function is unity for a time lag of 
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zero and ranges between -1 and 1 for a non-zero time lag. Figure 7.2.1 shows typical auto-correlation 
functions calculated in steady flow for z = 0.001 m to 0.030 m, with 30 sampling points in total. 
 
 
Figure 7.2.1 – Auto-correlation functions of the steady flow longitudinal velocity; coloured curves 
denoted autocorrelation functions for 30 points in a profile; flow condition: Q = 0.099 m3/s, Fr1 = 1.6, 
z/d1 = 0 to 0.17, ADV Profiler located at x = 7.87 m 
 
The Eulerian integral time scale is also called auto-correlation time scale (Equation 2.5). The Eulerian 
integral time scale TE,i is a measure of the longest connection in the turbulent behaviour of vi(τ) 
(HINZE 1975, CHANSON 2014). It is also called macro time scale. Typical results of the Eulerian 
time scales in the direction of longitudinal velocity component as functions of vertical elevation are 
presented in Figure 7.2.2, for the initial steady flow and early flood tide flow. Note within the 
overlapping range, the data highlighted major differences by the two profiles (Fig. 7.2.2B). This was 
caused by instrumental errors in estimating the velocity fluctuations and hence the data were only 
meaningful in terms of order of magnitude. Further data were reported in LENG and CHANSON 
(2016b,2017a). Herein, key findings are summarised and discussed. 
During the initial steady flow, vertical velocity was associated with larger time scales for all 
elevations compared to the other two velocity components (TE,y/TE,x ~ 0.2 to 1.0, TE,z/TE,x ~ 2.0 to 
3.3) (LENG and CHANSON 2016b, 2017a). The Eulerian integral time scales in the initial steady 
flow were of an order of magnitude from 10-2 s to 10-1 s. The dimensionless Eulerian integral time 
scales TE(g/)1/2 of the present study for all velocity components ranged from 0.06 to 1.0 in steady 
flow and they agreed well with the steady flow data of KOCH and CHANSON (2005). 
During the rapidly-varied and early flood tide flow, the auto-correlation functions exhibited a bell 






















phase was associated with largest positive areas under curves compared to the other two flow phases 
while the rapid deceleration phase was characterised by large negative areas under curves with time 
lag τ greater than 0.1 s.  The early flood tide phase was associated with some large time scale (Fig. 
7.2.2). For all velocity components, the auto-correlation time scales were consistently larger after the 
tidal bore, in the early flood tide, inclusive of the deceleration phase and early flood tide in the present 
study, compared to in the end ebb tide (initially steady flow, in the present study). The present results 
were consistent with past field studies (Table 7.2). The data further showed no clear trend in terms of 
relative vertical elevation and Froude number. The auto-correlation time scales in the longitudinal 
velocity direction were generally larger than those of the other velocity components (Table 7.2), with 
TE,y/TE,x ~ 0.3 to 0.8 and TE,z/TE,x ~ 0.7 to 1.5. The results implied that the experimental flow was 
anisotropic, in agreement with previous laboratory and field studies. 
 
  
(Left, A) Eulerian auto-correlation time scale of the longitudinal velocity component for the three 
flow phases for z/d1 = 0.006 to 0.207 
(Right, B) Eulerian auto-correlation time scale for two overlapping vertical profiles z/d1 = 0.006 to 
0.207 and z/d1 = 0.092 to 0.289 during the initially steady flow 
Figure 7.2.2 – Eulerian auto-correlation time scale profile of the longitudinal velocity component 




































Profile z/d1 = 0.006-0.207
Profile z/d1 = 0.092-0.289
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7.2.2 Cross-correlation and turbulent scales in the vertical z-direction 
The turbulent integral time and length scales were calculated from the velocity data by cross-
correlating the instantaneous velocity signals between two points located at elevations z1 and z2 
separated by a vertical distance Δz, and measured simultaneously in a vertical profile. The cross-
correlation function in terms of the velocity component i is calculated using Equation 2.7. The 
turbulent integral length scale, which represents a characteristic vertical size of a large vortical 
structure found in the velocity direction i, is defined by Equation 2.9. The turbulent integral time scale 
characterises the time scale (or lifespan) of a large vortical motion detected in the velocity direction 
i. This time scale is defined by Equation 2.11. Figure 7.2.3 demonstrates typical cross-correlation 
functions of the longitudinal, transverse and vertical velocity components, calculated between a 
reference point and the other sampling points in a vertical profile in the initially steady flow. The 
reference point was taken as the upper point in a profile (1). Table 7.3 presents the turbulent integral 
time and length scales calculated in steady flows measured by the Profiler at a range of vertical 
elevations, with a comparison to past experimental data by SIMON and CHANSON (2013) (2). 
Further details were reported in LENG and CHANSON (2016b,2017a). 
Overall, in the initially steady flow, the maximum cross-correlation decreased with increasing vertical 
separation, while the time lag increased with increasing vertical separation. The length and time scales 
in the initially steady flow were between 0.01 m to 0.02 m and 0.01 s to 0.30 s, respectively, with 
larger time and length scales observed in the lower water column. The data highlighted that, in the 
initially steady flow, coherent structures of a typical size of 0.01 m to 0.02 m developed next to the 
channel bed, and disappeared within 0.3 s. The longitudinal time and length scales were in general 
larger than those in the transverse and vertical directions, with Lz,y/Lz,x ~ 0.3 to 0.8, Lz,z/Lz,x ~ 0.6 to 
0.8, Tz,y/Tz,x ~ 0.01 to 0.27, and Tz,z/Tz,x ~ 0.1 to 0.9. 
 
                                                 
1 That is, the first data point in the profile. For example, for a profile covering z = 0.001 to 0.030 m within the water 
depth, the reference point would be at z = 0.030 m. 
2 Note that SIMON and CHANSON (2013) considered a different approach. They used two NortekTM ADV Vectrino+ 
units separated in the transverse direction y. The cross-correlation calculations were performed for six transverse 
separations only.  
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(A) Longitudinal velocity                                      (B) Transverse velocity 
 
(C) Vertical velocity 
Figure 7.2.3 – Cross-correlation functions of the steady flow velocity components; coloured curves 
denoted cross-correlation functions at 30 points in a profile; flow conditions: Q = 0.099 m3/s, d1 = 
0.171 m, Fr1 = 1.6, z/d1 = 0 to 0.17, Profiler located at x = 7.87 m 
 
Compared to past study, the time and length scales observed in the present study were overall larger 
(Table 7.3), with some data up to one order of magnitude larger. A reason could be that the previous 
experiments were performed in the transverse directions using two ADVs. The cross-correlation 
calculations were conducted for six transverse separations only, with one measurement for each 
separation. The present experiments were performed in the vertical direction, with 30 points sampled 
simultaneously giving 30 vertical separations. The finer spatial resolution and simultaneous sampling 
herein combined to give larger time and length scales. Another reason could be that the present 



































































Table 7.3 – Turbulent time and length scales in steady flows 
 
 
The maximum cross-correlation function Rzz, max at some optimum time lag τ(R=Rmax) was analysed 
and plotted against the dimensionless vertical separation distance ∆z/d1, where ∆z was measured from 
the topmost point of a profile (i.e. reference point). Typical data are presented in Figure 7.2.4, where 
the legend indicates the relative vertical elevation of the reference point z/δ, where  is the boundary 
layer thickness. Results both inside and outside the developing boundary layer are shown. Altogether, 
the maximum cross-correlation function inside and outside of the boundary layer decreased with 
increasing separation distance, in a fashion comparable to the experimental findings of FAVRE et al. 
(1957). Inside the boundary layer, the maximum cross-correlation function decreased sharply as ∆z/d1 
increased from 0 to 0.06, then kept decreasing albeit in a much smoother manner as ∆z/d1 increased 
further. Outside of the boundary layer, the maximum cross-correlation function showed a similar 
trend as the separation distance increased, although with smaller magnitudes overall. This differed 
from the findings of FAVRE et al. (1957), who observed larger magnitudes in maximum cross-
correlation functions outside the boundary layer. A reason of the inconsistency could be caused by 
the Profiler itself, which exhibited better signal correlations and data quality within the boundary 
layer (LENG and CHANSON 2017a,c). 
 
 






















0.099 0.177 0.17 0.013 0.230 0.007 0.040 0.010 0.024 N/A N/A N/A N/A 
  0.34 0.013 0.172 0.007 0.040 0.011 0.025 N/A N/A N/A N/A 
  0.73 0.009 0.066 0.007 0.019 0.019 0.050 N/A N/A N/A N/A 
0.099 0.215 0.14 0.013 0.261 0.004 0.014 0.009 0.021 N/A N/A N/A N/A 




0.053 0.112 0.11 N/A N/A N/A N/A N/A N/A 0.004 0.040 0.006 0.018 
  0.27 N/A N/A N/A N/A N/A N/A 0.006 0.056 0.010 0.020 
  0.45 N/A N/A N/A N/A N/A N/A 0.006 0.031 0.010 0.017 
  0.63 N/A N/A N/A N/A N/A N/A 0.005 0.011 0.009 0.013 
Note: (1): ADV point measurements collected at a fixed vertical elevation and over different 
transverse separations Δy 
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Figure 7.2.4 – Maximum cross-correlation functions as functions of separation distance inside (z/= 
0.4 and 0.8) and outside (z/ = 1.7) of the developing boundary layer; flow conditions: Q = 0.099 
m3/s, d1 = 0.171 m, Fr1 = 1.6, Profiler located at x = 7.87 m 
 
During the deceleration phase, all cross-correlation functions showed a quasi-symmetrical shape, 
with two local minima on each side of the marked maximum (LENG and CHANSON 2017b). The 
absolute values of the local minima were less than that of the maximum, for all Froude numbers. The 
absolute maximum correlation occurred at positive time lags during the initially steady and 
deceleration phases, and these time lags increased with increasing distance from the reference point 
(LENG and CHANSON 2016a,2017b). This suggested that some vortical structures were formed at 
higher vertical elevations, and tended to dissipate towards the bed. During the early flood tide, 
however, the time lags became negative for breaking bores with Fr1 = 1.6, indicating that vortical 
structures were formed next to the channel bed and advected upwards (LENG and CHANSON 2017b). 
For breaking bores with high Froude number (Fr1 = 2.1), the time lags were almost zero, hinting that 
large vortical structures, possibly exceeding the length of the profile, were formed and detected 
almost simultaneously by all sampling points along a profile (LENG and CHANSON 2017b). A 




























For all experimental flow conditions, the present study obtained turbulent length scale ranging from 
10-3 to 10-2 m. The length scale detectable was limited by the sampling volume of the instrument. 
That is, no length scale smaller than 1 mm or bigger than 35 mm could be detected. Hence, the 
coherent structures captured in the present study most likely lied within the inertial subrange of the 
eddy cascade. The time scale of the present study ranged from 10-3 to 10-1 s. During the early flood 
tide, the time and length scales were significantly larger than those of the steady flow, suggesting 
emerging of large scale structures resultant from the bore passage. 
Overall, the data were compared to a previous laboratory study by SIMON and CHANSON 2013. 
The results highlighted the anisotropic nature of the propagation of tidal bores. The turbulent time 
and length scales were much larger in the direction of longitudinal and vertical velocity components 
than in the transverse component: that is, Lz,y/Lz,x ~ 0.1 to 0.9 and Tz,y/Tz,x ~ 0.1 to 0.6. The present 
study demonstrated that a majority of turbulent time and length scales in the vertical velocity direction 
were larger than those in the longitudinal velocity direction, with Lz,z/Lz,x ~ 1.1 to 7.3 and Tz,z/Tz,x ~ 
1.1 to 14.4, for all the flow conditions. Physically, this would suggest that the vertical size and lifespan 
of the vortical structures were larger in the vertical direction compared to those in the longitudinal 
directions. 
 
7.2.3 Cross-correlation and turbulent scales in the transverse y-direction 
A Vectrino II Profiler with a flexible head, when mounted in a side-looking way, could record the 
three velocity components (longitudinal, transverse and vertical) along a transverse horizontal profile 
composed of 35 sampling points, each being 1 mm apart. The mounting of the Profiler is sketched in 
Figure 7.2.5. The turbulent time and length scales in the transverse direction associated with the i-th 
velocity component were calculated by cross-correlating the two velocity signals of a reference point 
and all the other 34 points. The reference point in the present study was taken as the first point of a 
profile, located closest to the Profiler emitter. The transverse separation Δy ranged from 0 mm to 34 
mm. Figure 7.2.6 shows typical cross-correlation functions Ryy of a side-looking mounted Profiler, 
for the velocity components in the longitudinal, transverse and vertical directions. At all transverse 
separations Δy, the cross-correlation functions Ryy,x, Ryy,y and Ryy,z demonstrated quasi-symmetrical 
bell shapes, with marked maxima or minima along the axis of symmetry. The maximum amplitude 
of the cross-correlation coefficient Rmax, which could be positive or negative depending on the 
transverse separation, occurred at a time lag for all velocity components and separations. This time 
lag, called the optimum time lag Ti, varied with the transverse separation Δy. The maximum cross-
correlation coefficient Rmax also varied with time lag and space. Typical relationships between Rmax, 
Ti and the transverse separation distance from the reference point Δy are shown in Figure 7.2.7. 
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Noise issues with Profiler measurements need to be considered when interpreting the space-time 
cross-correlation data. In the present study, the two sampling profiles of the Vectrino II Profilers were 
intersected at their respective "sweet spots" (3). While cross-correlation calculations were performed 
for all points throughout the sampling volume, it is acknowledged that the signals near the two ends 
of the sampling profiles were of poor quality, and may yield low-to-no correlation. Simply, outside 
the “sweet spots”, the data might not be a true representation of the flow physics. 
 




















Figure 7.2.5 – Dimensional sketch of the Profiler 2 setup when sampled alone 
 
For all velocity components, the maximum cross-correlation coefficient Rmax, decreased with 
increasing separation distance Δy. For the longitudinal and vertical velocity components, Rmax 
became negative for Δy/B > 0.03. Since the first point of the transverse profile was located at y = 
0.333 m (Δy/B = 0) where y was zero at the right side wall, the points associated with negative Rmax 
were in fact points on the other side of the channel centreline. The magnitudes of negative Rmax 
generally increased with increasing distance from the centreline and reference point. This suggested 
some symmetry of flow properties, especially in the longitudinal and vertical directions, about the 
channel centreline. The optimum time lag Ti increased with increasing separation distance for the 
longitudinal velocity, then decreased with increasing distance beyond Δy/B ~ 0.035. Comparing 
between velocity components, the cross-correlation functions of the longitudinal velocity were 
                                                 
3 The "sweet spots" corresponded to the one third to one half of the sampling profile, usually the 10th to 20th points, where 
the signal quality was the best (CRAIG et al. 2011, ZEDEL and HAY 2011, MACVICAR et al. 2014, LENG and 
CHANSON 2016b,2017a,b, DILLING and MACVICAR 2017). 
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associated with a wider span of time lag before the first zero crossing, whereas the transverse 
components were associated with narrowest span, with the majority of them being 0. However the 
Rmax data for the transverse velocity component were overall the highest. Overall, the spatial 
variations of the maximum cross-correlation coefficient from the reference point compared well with 
past experimental findings by FAVRE (1965). 
 
 
(A) Longitudinal velocity                                               (B) Transverse velocity 
 
(C) Vertical velocity 
Figure 7.2.6 – Cross-correlation functions of the (A) longitudinal, (B) transverse and (C) vertical 
velocity components measured at a number of transverse separations by a single side-looking 
mounted Profiler during the initially steady flow; flow conditions: Q = 0.101 m3/s, d1 = 0.175 m, Fro 








































































Figure 7.2.7 – Spatial variations of the maximum cross-correlation coefficient Rmax and optimum time 
lag Ti with transverse distance from the reference point during the initially steady flow; flow 
conditions: Q = 0.101 m3/s, d1 = 0.175 m, x = 8.5 m, Fro = 0.63, z/d1 = 0.17 
 
Figure 7.2.8 illustrates typical cross-correlation functions at a range of transverse separation during 
the rapidly-varied and early flood tide phases, calculated from the longitudinal velocity component. 
The results showed similarities to the steady flow phase data, with the quasi-symmetrical bell shapes 
with marked peaks near zero time lag. The maximum cross-correlation coefficient Rmax at different 
transverse separations showed a decreasing trend during the rapidly-varied flow and early flood tide 
phases, consistent with the findings in the steady flow phase. During the early flood tide phase, the 
span of the cross-correlation functions at all transverse separations seemed to widen compared to the 
data during the earlier two phases, yielding larger area under curves (Fig. 7.2.8B). 
Figure 7.2.9 shows more detailed view of the same dataset illustrated in Figure 7.2.8B, highlighting 
cross-correlation functions calculated for the transverse range of Δy/B = 0.029 to 0.049 from the 
reference point, with Δy = 1 mm between each curve. The results featured two local peaks, as marked 
along the dash lines, one with positive time lags (black dash line) and one with negative time lags 
(red dash line). The magnitudes of the negative-lagged peaks were in general less than the positive-
lagged ones. The double peaks in cross-correlation functions were more remarkable for Δy/B > 0.029. 
This suggested that the propagation of tidal bore is a three-dimensional phenomenon, with some 





















































(A) Rapidly-varied flow                                                 (B) Early flood tide 
Figure 7.2.8 – Cross-correlation functions of the longitudinal velocity component measured at a 
number of transverse separations by a single side-looking mounted Profiler during the three phases 
of a bore propagation; flow conditions: Q = 0.101 m3/s, d1 = 0.175 m, Fr1 = 1.47, x = 8.5 m, z/d1 = 
0.17; same legend for all graphs 
 
  
Figure 7.2.9 – Cross-correlation functions of the longitudinal velocity component during the early 
flood tide phase: a zoomed view; each line denotes one cross-correlation function calculated between 
a transverse range of Δy/B = 28.6 to 48.6; flow conditions: Q = 0.101 m3/s, d1 = 0.175 m, Fr1 = 1.47, 
x = 8.5 m, z/d1 = 0.17 
 
Figure 7.2.10 compares the variations of the maximum cross-correlation coefficient Rmax and 
optimum time lag Ti of the longitudinal velocity component with increasing transverse separations 
for different flow phases. The results were similar for the transverse and vertical velocity components. 
Overall, the maximum cross-correlation coefficient decreased with increasing transverse separation 





































































decrease. The early flood tide phase was associated with highest values of Rmax for all separations 
and no negative Rmax. The optimum time lag Ti was zero at close transverse distance to the reference 
point (Δy/B < 0.01) for all flow phases. With increasing transverse separations (0.01 < Δy/B < 0.03), 
Ti increased with increasing separations. During the rapidly-varied flow phase, the optimum time lag 
fluctuated between positive and negative values with a dimensionless time span between -1.5 to 1.5. 
During the early flood tide phase, Ti kept increasing with increasing transverse separation until Δy/B > 
0.045, where it became negative. The range of variation in optimum time lag during the early flood 
tide phase was the largest, from -1.5 to 2.5 in dimensionless form. 
 
  
Figure 7.2.10 – Spatial variations of the maximum cross-correlation coefficient Rmax and optimum 
time lag Ti of the longitudinal velocity component with transverse distance from the reference point 
during the three flow phases; flow conditions: Q = 0.101 m3/s, d1 = 0.175 m, Fro = 0.63, x = 8.5 m, 
z/d1 = 0.17 
 
7.3 TWO-DIMENSIONAL TURBULENT TIME AND LENGTH SCALES 
7.3.1 Space-time cross-correlation in a two-dimensional y-z plane 
Cross-correlation functions Ryz,i, where i denotes the velocity component: i = x,y,z, can be calculated 
between the velocity signals of the two Profilers to examine the turbulent scales in the plane formed 
by the two sampling volumes of the two Profilers which were arranged perpendicular to each other. 
The calculation was carried out by cross-correlating the instantaneous velocity fluctuations vi between 
signals of the two Profilers measured simultaneously. Figure 2.3.3 shows a brief description of how 
the calculations were performed between signals of the two sampling volume. Namely, for each point 
(y1n, z1n) in the sampling profile of Profiler 1 with n ranging from 1 to 35, the velocity fluctuation 
data vi were cross-correlated between (y1n, z1n) and a point (y2n, z2n) in the sampling profile of Profiler 













































Figure 7.3.1 presents typical ensemble-averaged results of the cross-correlation functions Ryz,i during 
the steady flow phase. The cross-correlation functions Ryz showed similar bell-shapes to those of the 
functions calculated for the velocity data of Profiler 1 and 2 respectively. The majority of the data 
were associated with a maximum cross-correlation coefficient Ryz,max at a negative time lag. The 
largest values of Ryz,max was between the vertical elevations z/d1 = 0.10-0.15 and transverse locations 
y/B = 0.47-0.48, which was approximately at the first one third of the two sampling volumes (4). The 
position of the maximum value of Ryz,max was not at the point where the two sampling volumes 
intersected in the y-z plane (i.e. z/d1 = 0.172, y/B = 0.5), but slightly lower in terms of vertical 
elevation, and more towards the right sidewall. The maxima in cross-correlation functions increased 
first as the y- and z-coordinates increased, then started decreasing with increasing y- and z-coordinate, 
after the peak value was reached at z/d1 = 0.10-0.15 and y/B = 0.47-0.48. Further away from both 
emitters (z/d1 < 0.06 and y/B > 0.50), the correlations between the two Profiler signals were weak 
and barely showed any marked peaks. Compared to single Profiler measurements, the cross-




(A) Longitudinal velocity component                      (B) Transverse velocity component 
                                                 
4 The first point of the sampling volume was counted as the point located closest to the emitter. Hence the first one third 
















































(C) Vertical velocity component 
Figure 7.3.1 – Cross-correlation functions between velocity signals of two Profilers in the longitudinal 
(A), transverse (B) and vertical (C) directions during the steady flow phase; flow conditions: Q = 
0.101 m3/s, d1 = 0.174 m, Fr1 = 1.52, x = 8.5 m, y/B = 0.46-0.51, z/d1 = 0.00-0.20; same legend for 
all graphs 
 
During the rapidly-varied flow and early flood tide phases, all cross-correlation functions showed a 
double-peak pattern, one marked by the red dashed line and one marked by the black dashed line (Fig. 
7.3.2). The two peaks were associated respectively with a negative and positive time lag for the 
rapidly-varied flow phase, while both associated with positive time lags for the early flood tide phase. 
During the RVF phase, the peaks were shown to have comparable magnitudes, although one peak 
was always negative. During the early flood tide phase, the positive peaks were mostly associated 
with larger magnitudes, compared to the negative peaks. For all three phases, maximum values of 
peak coefficient Ryz,max were found at z/d1 = 0.10-0.15 and y/B = 0.47-0.48 i.e at the first 1/3 of the 
two sampling profiles. For higher vertical elevations (0.20 < z/d1 < 0.43), the positions of the 
maximum peak cross-correlation were consistent with observations at lower vertical elevation (at the 

























Figure 7.3.2 – Cross-correlation functions between velocity signals of two Profilers in the longitudinal 
direction during the rapidly-varied flow (left) and early flood tide phases (right); flow conditions: Q 
= 0.101 m3/s, d1 = 0.174 m, Fr1 = 1.52, x = 8.5m, y/B = 0.46-0.51, z/d1 = 0.00-0.20 
 
The contours of the maximum cross-correlation coefficients Rmax where Rmax = maximum of Ryz,i at 
an optimum time lag Ti on the plane formed by the two orthogonal velocity profiles were plotted. 
Typical results were shown in Figure 7.3.3 for the longitudinal velocity component during three 
different flow phases of tidal bore propagation. The horizontal and vertical axes are respectively the 
absolute transverse and vertical coordinates, where transverse coordinate y = 0 at the right side wall 
and vertical coordinate z = 0 at the channel bed. 
During the steady flow phase, the results highlighted two large coherent structures formed towards 
the upper left corner of the sampling plane. The approximate transverse and vertical length scales of 
each structure were defined in Figure 7.3.3A left, denoted respectively ye and ze. The size of these 
coherent structures corresponded to a maximum transverse length scale of ye/B = 0.015 (ye/d1 = 0.06) 
and maximum vertical length scale of ze/B = 0.035 (ze/d1 = 0.14), where B is the channel width (B = 
0.7 m) and d1 is the initially steady flow depth (d1 = 0.174 m). Similar pair of coherent structures 
were found in the iso-correlation contours calculated from the transverse and vertical velocity 
components, suggesting that the structures were three dimensional. The coherent structures, 
highlighted by iso-correlation contours of transverse velocity components, showed more elongation 
in the transverse direction whereas the structures from the vertical velocity correlations showed more 
elongation in the vertical direction. The flow coherence could be linked to some “hairpin” vortex, 
typically formed in turbulent boundary flow near the bottom boundary (THEODORSEN 1952, 
NAKAGAWA and NEZU 1981, WALLACE 2013). Direct numerical simulation at low Reynolds 
number showed the y-z cross-sectional view of the hairpin vortex being very similar to the shape 





















































observed in the present study showed similar size in dimensionless form compared to previous 
numerical study (ZHOU et al. 1999, ADRIAN 2007). 
The optimum time lags Ti corresponding to the iso-correlation contours of the maximum space-time 
correlation coefficients are presented in Figure 7.3.3 right. Viewed in three-dimensions, the optimum 
time lag Ti in the initially steady flow showed an increase from negative to positive lags in the 
increasing transverse and vertical directions. It was noted that, near the bottom and right boundary of 
the sampling plane (z/B < 0.015 and y/B > 0.51), the maximum cross-correlation coefficients Rmax 
were smaller than 0.02, and the optimum time lag might not be physically meaningful. Nevertheless, 
the optimum time lags highlighted organised motions of turbulence next to the channel bed in the 
steady open channel flows. Within the sampled y-z plane and during the initially steady flow, coherent 
structures were formed near the right side wall, and moved up in the vertical direction towards the 
channel centreline. 
During the rapidly varied flow phase associated with the immediate bore passage, the magnitudes of 
Rmax decreased throughout the sampled plane. The iso-correlation contour lines expanded and 
seemingly merged into one large scale coherent structure. The maximum width of the structure was 
ye/B ~0.05 and the maximum height was ze/B ~ 0.046 (ze/d1 ~ 0.19) (Fig. 7.3.3A left). The optimum 
time lags on the other hand showed overall an increase in positive values during the two highly 
unsteady flow phases (Fig. 7.3.3B and C right). Compared to the initially steady flow phase, the 
optimum time lags during the RVF phase showed quasi-homogeneity in the vertical direction, and 
consistently increased with increasing transverse coordinates for all vertical elevations. The time lags 
decreased from positive to negative with distance away from the channel centreline, indicating 
organised turbulent motions from the right side wall towards the channel centreline during the RVF 
phase, encompassing the entire vertical sampling frame. 
During the early flood tide phase following the RVF phase, the single large-scale structure broke up 
into two coherent structures again, the dimensions of which were much larger compared the steady 
flow phase. The boundary of the iso-correlation lines at the edge of these coherent structures was out 
of the sampling frame (Fig. 7.3.3C left). The vertical size of the coherent structures was ze/B ~ 0.05 
(ze/d1 ~ 0.20) and the maximum width of each pocket was at least ye/B ~ 0.02. During the early flood 
tide phase, the optimum time lags showed positive values near the left and right edges of the sampling 
plane (y/B ~ 0.46 and y/B ~ 0.51), and slightly negative values in the middle of the sampled plane. 
The results highlighted turbulent motions initiated in the middle of the sampling frame and moved in 
the two opposite directions of the transverse axis.  
Table 7.5 summarises the transverse and vertical length scales of the coherent structures for three 
velocity components Vx, Vy and Vz during different flow phases. During the rapidly-varied flow phase, 
the coherent structures found in the transverse and vertical velocity directions broke up and were 
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associated with no clear boundaries, hence the N/A input. During the early flood tide phase, the 
structure in the vertical velocity direction was not well defined either. Despite being indefinite in 
some flow phases, the coherent structure projected in the y-z plane expanded in the longitudinal 
velocity direction as the bore passed. In the transverse velocity direction, the structure was 
transversely stretched after the bore passage in the early flood tide phase. 
 
Table 7.5 – Transverse and vertical length scales ye and ze of the coherent structures highlighted by 
iso-correlation contours of the maximum cross-correlation coefficient Rmax for three velocity 










Fr1 Xyz location Velocity component Steady RVF Early flood tide 
ye/B ze/B ye/B ze/B ye/B ze/B 
0 0.101 0.174 0 1.52 z/d1 = 0.17, y/B = 0.50 longitudinal (Vx) 0.02 0.04 0.05 0.05 0.02 0.05 
transverse (Vy) 0.02 0.02 N/A N/A 0.02 0.01 
Vertical (Vz) 0.01 0.03 N/A N/A N/A N/A 
Note: Xyz is the point of intersection of two Profilers’ sampling volumes in the y-z plane. The two 
sampling volumes had a longitudinal distance of 0.075 m; RVF: rapidly-varied flow 
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(A) Steady flow phase 
  
(B) Rapidly-varied flow phase (RVF) 
 
 
(C) Early flood tide 
Figure 7.3.3 – Contours of maximum cross-correlation coefficients Rmax (left) and optimum time lag 




flow phases of bore propagation; flow conditions: Q = 0.101 m3/s, d1 = 0.174 m, Fr1 = 1.52, z/d1 = 
0.00-0.20, y/B = 0.46-0.51 
 
At the highest range of vertical elevations (z/d1 = 0.23 – 0.43), the results showed some notable 
difference compared to those at the lowest range of vertical elevations. Figure 7.3.4 shows iso-
correlation contours of Rmax measured in a y-z plane with y/B = 0.46 – 0.51 and z/d1 = 0.23 – 0.43 
during the initially steady flow. For all velocity components, the results highlighted two seemingly 
isolated coherent structures, one spanned a lower vertical range (z/d1 = 0.26 – 0.40) and one, 
apparently initiated and detached from the lower structure, spanning a higher vertical range (z/d1 = 
0.4 – 0.425). The lower structure (z/d1 < 0.25), as shown in Fig. 7.3.4B, could correspond to structures 
found in measurements at lower vertical elevations (as in Fig. 7.3.3). The higher structure showed 
various shapes and sizes for different velocity components, and differed slightly from the structure 
observed at lower vertical elevations. Overall, the higher structure was highlighted to be vertically 
elongated with space-time cross-correlations in the transverse velocity component, and transversely 
elongated with space-time cross correlations in the vertical velocity component. The results suggested 
that, at a higher vertical elevation, turbulent structures were formed by detachment from the structures 
generated near the bed, then evolving in a three-dimensional manner. The length scale of the width 
and height of the detached turbulent structure were comparable to the one formed near the bed. The 
difference in terms of transverse and vertical dimensions from different velocity components could 
be linked to the shearing of the fluid at such locations, resulting the structure to distort and rotate in 
response to the shear stresses. 
The space-time cross-correlations of the instantaneous tangential Reynolds stress components vxvy, 
vxvz and vyvz were further calculated. After ensemble-averaging over 25 runs, the maximum cross-
correlation coefficients of the ensemble-median cross-correlation functions throughout the plane were 
drastically smaller compared to results from the velocity fluctuations. Out of the three tangential stress 
components, only the vyvz component exhibited distinctively marked peak in the cross-correlation 
functions, with a maximum about one order of magnitude lower than the results of the velocity 
components. The findings was deemed reasonable considering that the cross-correlation calculations 
were performed across the y-z plane, and hence the shear stress component vyvz would play a 
predominant role. Typical iso-correlation contours of the maximum cross-correlation coefficients 
calculated from the instantaneous stress component vyvz are presented in Figure 7.3.5, for the highest 





(A) Longitudinal velocity component                          (B) Transverse velocity component 
 
(C) Vertical velocity component 
Figure 7.3.4 – Contours of maximum cross-correlation coefficients Rmax calculated from the 
longitudinal, transverse and vertical velocity components sampled by the two Profilers during the 




Figure 7.3.5 – Contours of maximum cross-correlation coefficients Rmax calculated from the 
inatantaneous tangential Reynolds stress component vyvz sampled by the two Profilers during the 
initially steady flow; flow conditions: Q = 0.101 m3/s, d1 = 0.176 m, Fr1 = 1.52, z/d1 = 0.23-0.43, y/B 
= 0.46-0.51 
 
The iso-correlation contours of the stress component vyvz showed two crests in Rmax (Fig. 7.3.5, 
highlighted by dashed circles), corresponding to the two positions where the centre of the coherent 
structures were observed in Figure 7.3.4B and C. The crests were associated with large values of Rmax, 
which could represent two peaks of localised shear stress. This could explain the shape of the iso-
correlation contours of the transverse and vertical velocity components, where the effect of localised 
tangential stress vyvz resulted in stretches of coherent structures in the respective transverse and 
vertical directions. The reason why only the stress component vyvz was significant in this case was 
yet unknown. It could be linked to the mounting of the instrumentation, which maximised accuracy 
and sensitivity in the transverse and vertical directions. The cause of the localised shear stress could 
also be a result of the intrusive nature of the two velocimeter probes. 
 
7.3.2 Integral and turbulent scales in a two-dimensional plane 
The integral time Tin could be calculated from the space-time cross-correlation functions between the 
velocity signals sampled by the two Profilers. The integral time Tin is defined as the integral of the 
cross-correlation functions with respect to the lag in time, between the optimum time lag Ti and the 
first zero of the function after Ti (Equation 2.13). The value of Tin, which should always be positive 
and in seconds in the present study, represent the longest connection in the turbulent behaviour of the 
investigated velocity or velocity fluctuation, also referred to as the “memory time” of the turbulent 
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flow (FAVRE 1965, HINZE 1975, CHANSON 2014). Typical results in the initially steady flow are 
shown in Figure 7.3.6 for all velocity components. 
In Figure 7.3.6, the contour values stand for the magnitudes of Tin in seconds throughout the 
investigated y-z plane. Note that the Tin data was post-processed to remove spurious data where the 
associated Rmax was too small to be meaningful (e.g. Rmax < 0.1) or the optimum time lag was too 
large (e.g. Ti > 0.5 s). The resultant range of Tin was approximately from 0 to 0.05 s for all flow 
phases. Similarities can be found with the iso-correlation contours of the respective velocity 
components (Fig. 7.3.3), where areas of significant Tin values coincided with areas of large cross-
correlation coefficients. The magnitudes of Tin were overall higher for the longitudinal velocity 
component (maximum Tin < 0.05 s), and lower for the transverse velocity component (maximum Tin 
< 0.03 s). The results indicated that the flow before the tidal bore was three-dimensional, anisotropic, 
and possibly associated with a longer coherence in the longitudinal directions compared to the other 
two flow directions. 
At the other two flow phases, the integral time Tin showed some drastic changes. Figure 7.3.7 
illustrates the results during the RVF and early flood tide phases, for the longitudinal velocity 
component. The results were very consistent for the other two velocity components. During the RVF 
phase, the magnitudes and total area for Tin > 0.01 s remained similar to the steady flow phase, but 
the position of contour lines with Tin > 0.01 s shifted slightly towards the channel centreline. During 
the early flood tide phase, the values of Tin were overall one order of magnitude higher (from 10-2 s 
to 10-1 s). The area of regions with high Tin (Tin > 0.01) also expanded significantly in both transverse 
and vertical dimensions. The changes in Tin during different flow phase in a bore propagation 
followed the same trend with the evolution of the coherent structures as found in iso-correlation 
contours of maximum cross-correlations. Altogether, the Rmax, Ti and Tin data seemed to suggest that 
(1) some large coherent coherent structures were formed within the sampled y-z plane and were three-
dimensional anistropic; (2) the size of these coherent structures expanded during and after the 
immediate bore passage; and (3) the motion of the bore passage focalised the structures towards the 












(A) Longitudinal velocity component                          (B) Transverse velocity component 
 
(C) Vertical velocity component 
Figure 7.3.6 – Contours of the integral time Tin (s) of the space time cross-correlation functions of the 
longitudinal, transverse and vertical velocity components sampled by the two Profilers during the 





(A) RVF                                                                         (B) Early flood tide 
Figure 7.3.7 – Contours of the integral time Tin (s) of the space time cross-correlation functions of the 
longitudinal velocity component sampled by the two Profilers during the rapidly-varied flow and 
early flood tide phases; flow conditions: Q = 0.101 m3/s, d1 = 0.174 m, Fr1 = 1.52, z/d1 = 0.00-0.20, 
y/B = 0.46-0.51 
 
The turbulent integral area of a large scale coherent structure in the y-z plane may be deduced from 
the maximum cross-correlation coefficient Rmax using Equation 2.14. A threshold Rmax > 0.1 was 
applied herein to filter out signals with negligible correlations. The associated turbulent time scale of 
such structure was calculated using Equation 2.15. Table 7.6 summarises the results of the present 
study. The area scale Ayz,i and time scale Tyz,i in the y-z plane are calculated respective for the three 
velocity components Vi with i = x,y,z. The turbulent area scale of a coherent turbulent structure in 
the y-z plane showed a variety of magnitudes in the longitudinal, transverse and vertical velocity 
direction during the initially steady flow, ranging from 4 to 230 mm2. The area scale in the transverse 
direction seemed to be consistently larger than in the directions of the other two velocity components 
in the steady flow phase, with Ayz,y/Ayz,x ~ 2 to 28 and Ayz,y/Ayz,z ~ 2 to 4. The time scale in the steady 
flow ranged from 0.007 s to 0.210 s for all velocity components. At different vertical elevations, the 
integral area and time scales showed some variation. The area scale in the x-velocity direction 
decreased with increasing vertical elevations. The time scale in the x and y-velocity directions showed 
a common trend of decrease with increasing vertical elevation. During the rapidly-varied flow phase, 
the maximum cross-correlation coefficient Rmax decreased to less than 0.1 for some velocity 
components, yielding 0 area and time scales. Nonetheless, other components with non-zero Rmax 
showed up to 13 times increase in area scales as the flow phase changed from steady to rapidly-varied. 
 
240 





During the early flood tide phase, both the area and time scale were associated with drastic increases 
for all velocity directions at all vertical elevations, despite a few unavailable data highlighted by italic 
font (Table 7.6). In the longitudinal velocity direction, the integral area scale was 27 times larger than 
the scale in the steady flow, whereas the integral time scale was 10 times that in the steady flow in 
the transverse velocity direction. The results showed some qualitative comparison to the 1D turbulent 
time and length scales, calculated respectively for the y and z coordinates (Fig. 7.3.8). Figure 7.3.8 
presents a comparison between the dimensionless turbulent scales calculated in the 1D manner and 
in the 2D manner. The 2D dimensionless area scales were of the same order of magnitudes as the 
product of the 1D dimensionless length scales in the respective y and z directions. During the steady 
flow phase (Fig. 7.3.8A), the length and area scales showed consistent trends of decreasing with 
increasing vertical elevation. As the tidal bore propagated, the length and area scales became larger 
during the rapidly varied flow phase and were largest during the early flood tide phase. The time scale 
one the other hand showed similar and consistent dimensionless values regardless of the 1D or 2D 
nature. The time scales, both 1D and 2D, were larger during the early flood tide phase, and lower 
during rapidly varied flow phase, with the steady flow phase showing medium values. Overall, the 
2D turbulent area and time scales confirmed that the propagation of tidal bores is a highly unsteady 






























































































(C) Early flood tide 
Figure 7.3.8 – Comparison of the dimensionless turbulent length (area) and time scales measured in 
the one-dimensional transverse y, vertical z directions and the two-dimensional y-z plane; data 
calculated from the longitudinal velocity component in different flow phases 
 
7.4 VELOCITY GRADIENT TENSOR, STRAIN RATE TENSOR AND VORTICITY 
7.4.1 Ensemble-averaged velocity gradient and fluctuations 
The ensemble-averaged variations of velocity gradient tensor ∂Vy/∂z with respect to time and vertical 
elevation z are presented in Figure 7.4.1. The dimensionless time t×(g/d1)1/2 = 0 corresponds to the 
gate closure time, and the bore arrival time at the velocity sampling location is highlighted by the 
arrow and thick black line. The initially steady flow was observed from t×(g/d1)1/2 = 0 to the time of 
bore arrival. As seen in Figure 7.4.1A, the velocity gradient tensor ∂Vy/∂z showed a meandering 
pattern throughout time and space i.e. the vertical dimension z, with one band corresponding to a 






































































































































































colour). The two bands appeared alternatively in the vertical dimension and were associated with 
rapid fluctuations in the dimension of time. The period of large fluctuations was roughly T×(g/d1)1/2 
~10, corresponding to a period of T ~ 1 s in dimensional form. 
With the arrival of the bore, the free-surface turned to rise abruptly and the flow decelerated rapidly 
at all vertical elevations at the velocity sampling location. The rapid declaration took approximately 
1.3 s, corresponding to a dimensionless time t×(g/d1)1/2 ~ 10. During the rapid deceleration, the 
velocity gradient tensor ∂Vy/∂z showed some drastic fluctuations in both time and space. Immediately 
after the rapid deceleration when the flow was unsteady but gradually varied, the velocity gradient 
reduced in magnitudes significantly compared to the initial steady flow phase. A large portion of the 
vertical profile was associated with zero velocity gradient as highlighted by the light blue colour (Fig. 
7.4.1A). The darker blue bands, which indicated slightly negative velocity gradient, appeared 
alternatively with the bands of zero velocity gradient however with less strength. Some large 
oscillation period T×(g/d1)1/2 ~ 20 (T ~ 2 s) was observed for bands of negative velocity gradient 
during the unsteady gradually-varied flow phase. 
During the initially steady flow before the bore arrival, the majority of the vertical profile was 
associated with velocity gradient fluctuations between 16 and 25, except for the upper one third of 
the profile and at the bottom of the profile. At the upper one third of the profile (z/d1 = 0.125-0.175), 
low fluctuations were observed (~ 10-16), as well as near the bottom of the profile, which was next 
to the channel bed (z/d1 < 0.025). When the breaking bore arrived, the velocity gradient fluctuations 
were slow to react to the sudden change in flow, maintaining the same space-time distributions for a 
short period of time (t×(g/d1)1/2 ~ 10) before starting to decrease in magnitudes. The time delay in 
reaction to the bore passage was approximately the same as the time span for the rapid flow 
deceleration. It implied that although the velocity gradient field changed drastically during the 
rapidly-varied flow phase, the field of velocity gradient fluctuations did not change as much. Another 
feature was the variation in reaction time at different vertical elevations (Fig. 7.4.1B). Namely it took 
longer for the velocity gradient fluctuations to react to the bore passage in the upper water column 
compared to lower water column. Immediately after the bore passage, the fluctuations in velocity 
gradient throughout the entire vertical profile had decreased significantly, with a pocket of zero 





(A) Space-time contour of the ensemble-averaged velocity gradient tensor ∂Vy/∂z (s-1) 
 
(B) Space-time contour of the velocity gradient fluctuation of tensor component ∂Vy/∂z (s-1) 
Figure 7.4.1 – Space-time contour of the ensemble-averaged velocity gradient and velocity gradient 
fluctuations of tensor component ∂Vy/∂z during the propagation of breaking bores; flow conditions: 
Q = 0.101 m3/s, d1 = 0.174 m, Fr1 = 1.52, z/d1 = 0.00-0.20, y/B = 0.46-0.51 
 
The results of velocity gradient tensor ∂Vz/∂y were shown in Figure 7.4.2. Similar alternating pattern 
between slightly positive and negative gradient values was observed before the bore arrival. With the 
bore passage, the velocity gradient fluctuated rapidly throughout the transverse profile. After the bore 
passage, the magnitudes of the velocity gradient tensor ∂Vz/∂y close to zero for the majority of the 
transverse profiles. The fluctuations of the velocity gradient tensor ∂Vz/∂y were consistently low (less 
than 25 s-1) for the majority of the transverse profile in the initially steady flow. The propagation of 




different transverse locations. As the transverse distance y from the right side wall increased, the 
velocity gradient fluctuations reacted less rapidly to the bore passage and started to decrease in 
magnitudes with a longer time delay. Overall, the ensemble-averaged space-time variations of the 
velocity gradient tensors ∂Vy/∂z and ∂Vz/∂y showed some similar trends, with comparable data range 
and fluctuation magnitudes. 
 
 
(A) Space-time contour of the ensemble-averaged velocity gradient tensor ∂Vz/∂y (s-1) 
 
(B) Space-time contour of the velocity gradient fluctuation of tensor component ∂Vz/∂y (s-1) 
Figure 7.4.2 – Space-time contour of the ensemble-averaged velocity gradient and velocity gradient 
fluctuations of tensor component ∂Vz/∂y during the propagation of breaking bores; flow conditions: 





7.4.2 Ensemble-averaged vorticity and strain rate  
Herein, the two profiles had one point of intersection Xyz, with the same y and z coordinate. At this 
intersection Xyz, the vorticity around the longitudinal x axis and the strain rate in the y-z plane were 
calculated using Equations 2.17 and 2.21. Turbulent characteristics including enstrophy ωxωx, 
enstrophy production rate ωxSyzωx, and the kinetic-energy dissipation rate 2υSyzSyz can be derived 
from the vorticity and strain rate data. All turbulent characteristics were analysed for three different 
flow phases: the initially steady flow phase, the rapidly-varied flow phase and the early flood tide 
phase. A graphical definition of the three flow phases were given in Figure 6.1.1. 
Table 7.7 summarised the vorticity, strain rate, enstrophy, enstrophy production rate and kinetic-
energy dissipation rate of the present study. The vorticity ωx and strain rate Syz were associated with 
both positive and negative values with a wide range of span, from an order of magnitude of 10-2 to 
10, at different vertical elevations during different flow phases. The flow vorticity at the intersection 
Xyz showed a tendency to decrease in magnitudes with increasing vertical elevation, with the vorticity 
being negative and largest in magnitude at the lowest vertical elevation. At the lowest vertical 
elevation during different flow phases, the vorticity magnitudes increased in the rapidly-varied flow 
phase, compared to the initially steady flow phase. After the bore passage, the vorticity magnitudes 
decreased and became even lower than the result in the steady flow phase, while staying negative 
throughout the three flow phases. The vorticity at the two higher vertical elevations fluctuated during 
the three flow phases. However, as the vorticity at higher vertical elevations ranged from 100 to10-2 
in magnitudes, hence the flow can be considered almost irrational at upper water column (z/d1 > 0.20). 
Figure 7.4.3 shows a comparison of the vorticity ωx and strain rate Syz during different flow phases 
at different vertical elevations. One key feature highlighted by the results was that both vorticity and 
strain rate at the intersection point Xyz were associated with largest magnitudes at the lowest vertical 
elevation. Further, both the vorticity and strain rate were of the largest magnitudes during the rapidly-
varied flow phase at the lowest vertical elevation. The results suggested: (a) the flow before, during 
and after the bore propagation was highly turbulent, with intensive vortex motions occurring mostly 
at the lower water column; (b) the passage of breaking bore caused the flow to rapidly decelerate, 
which induced energetic vortical structures to form and amplified vortex motions at the lower vertical 
elevations. 
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Table 7.7 – Ensemble-averaged vorticity, strain rate, enstrophy, enstrophy production rate, and the kinetic-energy dissipation rate at the intersection Xyz 







(A) Vorticity ωx                                                       (B) Strain rate Syz 
Figure 7.4.3 – Comparison of vorticity ωx and strain rate Syz during different flow phases (steady flow, 
rapidly-varied flow and early flood tide) at the intersection points Xyz with locations y/B = 0.5, z/d1 
= 0.17, 0.26 and 0.40 
 
KHEZRI (2014) conducted 2D CFD modelling of breaking bores propagating in open channel flows 
and documented vorticity fields beneath the bore and in the initially steady flow. The data showed 
vorticity ωy ranging from 0 to -150 modelled beneath the bore front very close to the bed (z/d1 = 0). 
Despite the difference in the axis of rotation, the results agreed in terms of order of magnitude with 
the present study. Further, KHEZRI (2014) observed large vortical structures formed next to the bed 
behind the toe of the breaking bore, with a vertical dimension close to the initial steady flow depth. 
The vorticity decreased with increasing vertical elevation and increased with the passage of the 
breaking bore (KHEZRI 2014). The 3D CFD model of undular tidal bores showed vorticity ωy 
ranging from -20 to 50 throughout the water column (SIMON 2014). In Chapter 4, the present 
numerical study observed quantitatively similar results in terms of vorticity around the y-axis. The 
magnitude in vorticity decreased with increasing vertical elevation and increased as the bore front 
propagated passed the probing point. The present study agreed with past numerical data qualitatively 




































8. LABORATORY, CFD AND FIELD OBSERVATIONS: HOW DO 
THESE COMPARE? 
8.1 PRESENTATION 
The modelling of turbulent flows has always been a challenging problem, not only for researchers 
but also for professional engineers, in a variety of fields including mechanical, hydraulic, chemical 
and geophysical professions. The propagation of tidal bores is a highly turbulent and unsteady process, 
and it remains one of the most complicated but scarcely visited topics in the studies of turbulent flows. 
Because of its rare appearance in terms of time and location, as well as the dangerous nature, field 
measurements in prototype flows such as Qiantang River or Amazon River bore are most difficult, 
close to impossible. Hence, the problem requires to be modelled either numerically or physically, 
with a suitable mathematical model or in an adequately sized laboratory facility. 
The analytical and numerical studies of turbulent mixing in tidal bores are difficult considering the 
large number of relevant equations and the flow unsteadiness. Computational fluid dynamics (CFD) 
simulations are very demanding in terms of CPU time and computing facilities, not to mention the 
direct numerical simulation (DNS), which is only able to simulate turbulent flows at low Reynolds 
numbers (POPE 2000, RODI et al. 2013). Current knowledge into tidal bore flows relies heavily upon 
numerical models with a comparatively lower computational cost, such as RANS and LES models 
(FURUYAMA and CHANSON 2010, LUBIN et al. 2010a,b, KHEZRI 2014, SIMON 2014), 
complemented by laboratory investigations under controlled flow conditions (HORNUNG et al. 1995, 
CHANSON 2005, 2010b, KOCH and CHANSON 2009). 
All numerical models require detailed validations from field observations and physical models to 
ascertain that the results are physically meaningful. Without any validation, numerical data cannot be 
trusted and bears no applicability. Within the field of tidal bore research, CFD models based upon 
Large Eddy Simulation (LES) were developed to numerically study the bore propagation. Validations 
of two-dimensional (2D) models of undular and breaking bores (LUBIN et al. 2010a,b, KHEZRI 
2014, SIMON 2014), and three-dimensional (3D) models of undular bores were previously reported 
(SIMON 2014). However, the studies either focused only on low Froude numbers and 2D models, or 
lacked a comprehensive experimental dataset that matched the CFD configurations. Herein, new 2D 
and 3D CFD models were conducted, using experimentally studied inflow conditions, for a range of 
bore shapes and Froude numbers, and were validated against systemic and detailed experimental 
datasets. The numerical results were compared to the experimental measurements for bores with the 
same inflow conditions. The questions raised here are: how do they compare? What caused the 
differences, if the inflow and boundary conditions of the numerical model was based on existing 
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experimental data? And most importantly, can we draw a conclusion based solely on laboratory 
measurements? 
Recent advances in instrumentation (e.g. particle image velocimetry (PIV), acoustic Doppler 
velocimetry (ADV) and ADV Profilers (ADVP)) provided new means for successful turbulence 
measurements (HORNUNG et al. 1995, KOCH and CHANSON 2008, 2009, LENG and CHANSON 
2016a, 2017a,c). In the present experimental study, a Froude number similitude was adopted, with 
details of dimensional analysis presented in Section 2.1. For physical modelling based upon a Froude 
number similitude, the model and prototype Froude numbers must be equal. But the turbulent mixing 
processes are affected by viscous forces implying the needs for a Reynolds similitude. In a 
geometrically similar model, a true dynamic similarity is achieved only if each dimensionless term 
has the same value in both model and prototype. Scale effects may exist when one or more Π-terms 
have different values between field and laboratory. In practice, it is impossible to satisfy 
simultaneously all the similarities because of too many relevant parameters (Equation 2.3). Few 
systematic studies were conducted to date to assess the scale effects affecting the turbulent mixing in 
tidal bore flows. It is worth noting that the dimensional analysis does not account for the physio-
chemical properties of the water, the air entrainment in the bore roller nor the characteristics of the 
instrumentation. The size of the probe sensor, the sampling rate and possibly other probe 
characteristics do affect the minimum turbulent length and time scales detectable by the 
instrumentation. For example, in the particular case of intrusive ADV probe, the sampling volume 
may be larger than the smallest vortical structures. 
Herein, the laboratory measurements, field measurements and numerical CFD results are compared 
for similarities and differences. Scale effects will be discussed based upon experimental results with 
the same Froude number, but at two distinctive Reynolds numbers, and by cross-examining laboratory 
and field observations. Ultimately both numerical and physical models are developed to reproduce a 
complicated three-dimensional unsteady geophysical phenomenon, which is a tidal bore. “Validation 
has highest priority […] because nature is the final jury” (ROACHE 1998). 
 
8.2 SCALE EFFECTS IN LABORATORY MEASUREMENTS 
In a natural environment, the tidal bore motion corresponds to Reynolds numbers within 3105 for 
the smaller systems to well in excess of 107 for the larger rivers. Past field studies of tidal bores were 
summarised in Table 1.2, and the present study included some new field measurements documented 
in Chapter 5. In laboratory, systematic unsteady turbulent measurements in tidal bores are limited, 
but for a few laboratories studies under well-defined, controlled flow conditions. Table 8.1 
summarises the experimental flow conditions of a few systematic investigations of tidal bore flow 
properties at the local millimetric scale, in geometrically similar models under controlled flow 
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conditions to assess the associated scale effects. All studies were conducted based upon a Froude 
similitude, but with different initial and boundary conditions. They encompassed tidal bore conditions 
with Froude numbers from 1.2 to 1.8 and Reynolds numbers between 6104 and 3.5105 (Table 8.1). 
None of the arrangements reproduced the tidal bore motion in a natural estuary, where the initial ebb 
flow velocity V1 is positive downstream and the flood flow velocity V2 behind the bore is typically 
positive upstream. Further all laboratory studies were conducted with freshwater and the Reynolds 
number in the laboratory channels was about one to two orders of magnitude smaller than in most 
natural estuarine systems. 
Herein the free-surface properties, instantaneous velocity, instantaneous shear stresses and shear 
stress fluctuations were tested for two Froude numbers (Fr1 = 1.5 and 1.2) at two different scales. The 
experiments were conducted with a smooth bed (ks/d1  0) using the same instrumentation, although 
it is acknowledged that the relative channel width differed substantially for Fr1 = 1.5 (Table 8.1). 
A number of dimensionless free-surface characteristics, turbulent velocity and Reynolds stress 
properties were compared between bores of similar Froude numbers Fr1 but with different Reynolds 
numbers Re. The bore Reynolds number Re is defined as: 
 1 1(V U) dRe       (8.1) 
where ρ is the water density , V1 is the mean flow velocity of the initial longitudinal flow, U is the 
mean bore celerity at the velocity sampling point, d1 is the initial flow depth, μ is the dynamic 
viscosity of water. 
In the present study, two Froude numbers (Fr1 = 1.2 and 1.5), each associated with two different water 
discharges hence two different Reynolds numbers, were investigated using an ensemble-average 
technique. Characteristic turbulent properties of undular and breaking bores were analysed for distinct 
Reynolds numbers, as listed in Table 8.2. Detailed data were reported in LENG and CHANSON 
(2017b). Herein, key results are summarised and discussed. 
Overall, little scale effect on the dimensionless maximum and conjugate water depths was observed 
for bores with same Froude number but different Reynolds numbers. Significant scale effect was 
associated with hs and Ls for breaking bores. For undular bores, scale effect was negligible in terms 
of wave length, but significant in terms of wave amplitude i.e. 30% increase in wave amplitude with 
6% increase in Reynolds number. In terms of the maximum free-surface fluctuation and its delay in 
time, an increase Reynolds number from 9.8×104 to 3.4×105 caused approximately 30% decrease in 
maximum fluctuation and 60% decrease in Δt. 
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Dimensionless turbulent velocity and Reynolds stress characteristics were analysed for different 
Reynolds numbers and the results were compared for bores with the same Froude number but 
different Reynolds numbers. These characteristics included the maximum velocity fluctuation (V75-
V25)max and its delay ΔtV, defined as the delay in time relative to the arrival of the bore, the maximum 
longitudinal deceleration (∂Vx/∂t)max during the bore passage, the velocity of the longitudinal 
recirculation Vrecirc at the end of the deceleration period for breaking bores only, the maximum 
ensemble-median Reynolds stresses (vivj) max and its delay ΔTij, defined as the delay in time relative 
to the arrival of the bore. The maximum longitudinal deceleration was quantified as the maximum 
value in the first derivative of the ensemble-averaged longitudinal velocity curve during the 
deceleration phase. The quantity was presented as negatives to indicate the deceleration process. The 
recirculation velocity Vrecirc was defined as the difference in absolute value between the maximum 
value of the ensemble-median velocity in the recirculation zone and the mean value of the ensemble-
median velocity in the steady flow after the bore passage. As the transient recirculation typically 
occur at the close vicinity of the bed in breaking bores, only the velocity data for  breaking bores at 
the lowest elevation z/d1 = 0.1 was analysed. The results were documented in LENG and CHANSON 
(2017b). 
As reported in LENG and CHANSON (2017b), variations in the maximum velocity fluctuations and 
the associated time delay were observed for all three velocity components caused by the difference 
in Reynolds numbers, when the Froude number was kept identical. The scale effect on the maximum 
longitudinal declaration was most significant close to the bed (z/d1 = 0.1). At low vertical elevation 
(z/d1 = 0.1), the magnitude of longitudinal deceleration decreased by 75% as the Reynolds number 
increased from 104 to 105 for breaking bores. Near the free-surface (z/d1 = 0.8), less difference in the 
longitudinal deceleration was seen when the Reynolds number increased from 104 to 105. For the 
turbulent Reynolds stress, the difference in Reynolds numbers showed more effect on the time delay 
in the peak Reynolds stress, rather than impact on the stress magnitude directly. At low Reynolds 
numbers, the time delay was close to 9 times higher than that of low Reynolds numbers. The change 
in Reynolds number from 9.8×104 to 3.4×105 resulted in approximately 30% decrease in the 
recirculation velocity for breaking bores of Froude number 1.5. 
A summary of the above scale effect analysis remarks on how to minimise scale effect on each 










8.3 SCALE EFFECTS BETWEEN MODEL AND PROTOTYPE 
In natural rivers and estuaries, the propagation of tidal bores is usually associated with a flow reversal, 
which is highlighted by negative longitudinal velocity, also known as the recirculation velocity. In 
laboratories, such negative velocity was also observed. In the present study, undular and breaking 
bores were generated by rapidly closing a downstream Tainter gate. The recirculation velocity was 
typically observed close to the channel bed. Herein, tidal bores studied in laboratory were compared 
to field observations of bore with similar Froude number Fr1 = 1.2. Figure 8.3.1 presents a comparison 
of longitudinal velocity variations with time between laboratory and field measurements. The time 
was synchronised based upon the arrival time of the bore in the field Tbore and in laboratory tbore. The 
field results were averaged using a low-pass filtering technique with cut-off frequency fcut = 1 Hz. 
The laboratory data were ensemble-averaged over 25 runs. The laboratory data included two bores of 
distinctively different inflow discharge Q = 0.055 m3/s and 0.101 m3/s, hence different Reynolds 
numbers, but with the same Froude number. 
For all velocity components, the time frame over which the tidal bores affected the laboratory flow 
was much shorter than the duration of the changes in nature. The free-surface undulations, which 
were features of undular bores with Froude number less than 1.4 to 1.5, showed up immediately in 
laboratory measurements as the bore passed. In the field, even when an undular bore was observed 
visually, these undulations were not highlighted in the free-surface or velocity measurements until 10 
- 30 s after the bore. In addition, the undulations in the longitudinal velocity measured in the field 
were of higher frequency and smaller period compared to the laboratory observations. 
In natural rivers, before the arrival of the bore, the initial flow was associated with a very slow velocity 
in the downstream direction, almost close to stagnation. As the bore arrived, the flow reversed rapidly, 
turning into a strong current propagating upstream. In laboratory, a flow reversal was only evident at 
vertical elevations close to the channel bed, and usually associated with a small to zero gap under the 
closed Tainter gate. Within the experimental flow conditions, only undular bores with an initial 
discharge Q = 0.055 m3/s showed a flow reversal as the bore arrived. The undular bores with initial 
discharge Q = 0.101 m3/s showed longitudinal velocity magnitudes close to zero as the bore passed, 
but with no longitudinal recirculation. The appearance of strong recirculation could be linked with 
the initial flow velocity, which needs to be very slow with a very shallow initial depth. Hence, with 
the current laboratory facility, the realisation of the initial flow and flow reversal was simply not 




(A) Field measurements (29/08/2015) vs laboratory measurements (Q = 0.055 m3/s, Fr1 = 1.2) 
 
(B) Field measurements (29/08/2015) vs laboratory measurements (Q = 0.101 m3/s, Fr1 = 1.2) 
Figure 8.3.1 – Comparison between field and laboratory measurements of tidal bores with similar 
Froude number Fr1 = 1.2: time-variations of the longitudinal velocity and free-surface elevation; field 
measurements conducted on 29 August 2015 in the Garonne River (France); laboratory flow 
conditions: Q = 0.055 m3/s, d1 = 0.20 m, U = 1.27 m/s (A) and 0.101 m3/s, d1 = 0.21 m, U = 1.00 m/s 
(B), ensemble-median measurements 
 
A breaking bore is characterised by its breaking roller, which is a flow singularity where air is 
entrapped, forming a line of highly energetic and turbulent breaking front. Herein, the characteristics 
of the breaking rollers are compared between field and laboratory observations, expanding the work 
of CHANSON and TOI (2015). The field observations were taken at the Qiantang River on 23 
September 2016, using a high-speed video camera with a frame rate of 240 fps. The laboratory 
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ranging from 50 to 22,003 fps. Figure 8.3.2 shows a comparison of the roller toe fluctuations around 
its mean position, as analysed from field and laboratory data. The breaking bore in the Qiantang River 
was associated with a Froude number of Fr1 = 1.7 approximately on the day of measurements. The 
probability density function (PDF) highlighted some qualitatively similar shapes between the field 
and laboratory breaking bores. The field data however was clearly associated with a much broader 
range of fluctuations in roller toe position, despite having a similar mean value. The characteristic 
wave length of the Qiantang River bore was Lw/d1 = 0.64 ~ 0.75 as highlighted by the power spectra 
density. This finding was very similar to laboratory observations using ultra-high-speed video movie, 





(B) PSD (Qiantang river data collected on 23 September 2016 at Yanguan, China) 
Figure 8.3.2 – Probability density function (PDF) and power spectra density (PSD) of the fluctuations 































The PDFs of the mean celerity for all field and laboratory data showed bi-model distributions, with 
the field data demonstrating a broader spectrum of celerity magnitudes and smaller mean values at 
the two modes (Chapter 6, Section 6.2). The results seemed to suggest (1) the breaking bore roller 
had two energy levels at which equilibrium could be reached, yielding higher and lower alternating 
celerity magnitudes; (2) the two energy levels were linked to large vortical structures, which was the 
cause of the two characteristic wave lengths in the roller toe perimeter. The vortical structures, 
initiated from breaking and plunging motion of the roller, detached periodically from the flow 
singularity that was the breaking roller toe. The alternating vortices were created continuously as the 
breaking roller propagated, and oscillated at two distinctive frequencies, which resulted in the 
characteristic periodicity at which the roller toe fluctuated, and further affected the celerity. 
 
8.4 NUMERICAL VERSUS EXPERIMENTAL DATA COMPARISON 
In Chapter 4, a brief discussion was carried out on the validation of numerical CFD results against 
experimental results. It was concluded that, the numerical CFD models must be validated in a detailed 
and systematic manner. Even using the same initial and boundary conditions measured 
experimentally, the resulting bore properties could deviate from the experimental results. With the 
addition of the third dimension in the 3D model, the numerical results were more physically 
meaningful and closer to the experimental results. However, some features were still not accounted 
for in the current CFD model, namely the mechanism of the air-water interaction near the roller or 
downstream of the roller. 
Herein, further comparison between CFD results and experimental data is presented, with a focus on 
the turbulent structures in the flow. The aim was to explain the turbulent flow structures found in the 
velocity measurements during the current physical study. Figure 8.4.1 shows the turbulent vortical 
structures highlighted by the Q-criterion of the numerical results with Q = 2 (1). In figure 8.4.1, the 
location of the bore front is marked by a red arrow. In the initially steady flow before the bore arrival, 
turbulent structures were already highlighted. These structures were injected by SEM in the initial 
flow before the bore generation. As the bore arrived, the free-surface distortion caused an elongation 
of the structures in the initial flow. Some structures merged together within the bore roller, before 
being advected downstream with a size which was longer and larger in cross-sectional area. 
 
                                                 
1 A Q-criterion is the positive second invariant of Jacobian, which can be used to define a vortex (JEONG and HUSSAIN 
1995), i.e. Q > 0 means local pressure is smaller than ambient pressure. SIMON (2014) in his 3D showed a Q range of 0 
to 4 underneath an undular bore. 
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Figure 8.4.1 – Vortical structures simulated by the 3D CFD model of breaking bore marked by Q-
criterion Q = 2; red arrow marks the bore front; numerical inflow conditions: Q = 0.101 m3/s, din = 
0.186 m, h = 0 m, Fr1 = 1.48 
 
The observations were consistent with experimental findings. In Chapter 7, a statistical study was 
carried out to examine the turbulent time and length scales of the coherent turbulent structures in the 
tidal bore affected flow. The results, despite collected within a small frame in the y-z plane in 35×35 
mm squared, showed time and spatial evolutions of some turbulent structures as the bore propagated. 
In the initially steady flow, the iso-correlation contours of the space-time cross-correlations of the 
velocity signal highlighted some coherent sturctures, with sizes smaller than the observation window 
and existing in pairs (Fig. 8.4.2A). As the bore passed, the paired structures merged to form a larger 
structure which exceeded the size of the observation window (Fig. 8.4.2B). The CFD results seemed 
to agree with the experimental observations, although the structures highlighted in the y-z plane were 
larger than the largest structures observed experimentally, due to the mesh grid size (2). Yet the 
vortical structures with the smallest scale in the 3D CFD results were comparable to the coherent 
structures observed experimentally, in terms of length and area scales. 
 
                                                 
2 The finest mesh grid in the present CFD model was 3×3.5×2.5 mm3, which was just about the size of the observation 
window of an ADV Profiler in the physical experiments. 
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(Left, A) Steady flow upstream of the bore 
(Right, B) Rapidly varied flow immediately downstream of the bore 
Figure 8.4.2 – Comparison between experimental and 3D CFD results: size of the vortical structures 
in the y-z plane in the steady flow upstream of the bore (A) and the rapidly-varied flow immediately 
downstream of the bore (B) 
 
8.5 CONCLUDING REMARKS 
The modelling of large scale hydraulic events such as a tidal bore is not trivial. The current methods, 
involving physical modelling using dynamically similar model and numerical modelling using CFD 
simulations, have intrinsic limitations and require careful validations. In the present study, three 
components, namely experimental, numerical and field studies, were systematically compared in 
terms of turbulent characteristics. The findings highlighted some key issues, which need to be 
addressed by all modellers in the field of hydraulic and fluid mechanics research. 
First of all, a dynamically similar model does not ensure the self-similarity of all turbulent 
characteristics between model and prototype. For most rapidly-fluctuating turbulent characteristics 
such as Reynolds stresses and longitudinal recirculation, the true turbulence can only be resolved at 
full-scale. Numerical models constructed using experimentally-measured initial and boundary 
conditions can still give results which are different from the experimental measurements. It is still 
important to use realistic initial and boundary conditions for the numerical results to be physically 
meaningful, and close to physical observations. To resolve the fine-scale motions such as the air 
bubbles in the plunging breaking flow region and the air-water interactions as a function of time and 
space, the mesh grid size is most important. Namely, the mesh size needs to be at least five times 
smaller than the size of the bubble. Finally, the importance of obtaining prototype and field data was 
stressed. It is essential to have the prototype data as references when validating both experimental 
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and numerical models, since “validation […] should be approached with great respect for the subtlety 
of nature” (ROACHE 1998). 
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9. CONCLUSION 
A comprehensive study was performed to investigate the unsteady turbulence in positive surges and 
tidal bores. The study assembled novel experimental works, numerical Computational Fluid 
Dynamics (CFD) models and new field measurements in rivers with naturally-forming tidal bores. 
The thesis presents key findings on the generation, propagation, turbulence production, turbulent eddy 
characteristics and sedimentation of such a phenomenon. The results shed new lights on the study of 
complicated turbulent problems and provide a broad dataset with in depth analysis for future 
experimental, numerical and field uses. 
Systematic laboratory experiments were performed in a 19 m long 0.7 m wide rectangular tilting 
flume over a broad range of flow conditions. Both free-surface and velocity measurements were 
performed at relatively high temporal resolution (100 and 200 Hz) using acoustic instruments such 
as acoustic displacement meters (ADMs) and acoustic Doppler velcometer (ADV) or ADV Profilers. 
An ensemble-average technique was employed to study the rapidly-varied unsteady flows, for which 
all experiments were repeated 25 times. The ensemble-averaged results highlighted an increase in 
free-surface associated with rapid deceleration in the longitudinal velocity as the bore propagated. 
Both free-surface and velocity measurements showed large increase in fluctuations in all directions 
throughout the flow depth. All Reynolds stress components were associated with a sharp increase in 
stress magnitudes and fluctuations, indicating large shear stresses with potential to scour fine 
sediments and place them into suspension. Space-time cross-correlation of the velocity signals 
showed coherent structures underneath the initial flow, with length scales up to 10% of the initial 
flow depth. Larger time and length scales were observed near the channel bed, and during the early 
flood tide phase after the bore passage. The iso-correlation lines in the span-wise plane highlighted 
typical cross-sectional area scale of these structures, which resembled the shape of a hair-pin vortex. 
A breaking bore was documented to be more energetic and complicated in terms of turbulent 
characteristics compared to other types of bores. Further laboratory investigations were carried out to 
study the air-water flow properties in breaking bores, using a combination of high-speed, ultra-high-
speed video cameras and an array of double-tip phase-detection conductivity probes. The results 
highlighted an intensive amount of air bubbles entrained next to the free-surface at the breaking roller 
toe. The video data showed a broad spectrum of shapes of the breaking roller, and rapidly-varying 
celerity, the fluctuations of which could be two times of the mean. The roller toe celerity was 
associated with a bi-modal distribution, highlighting two typical mean values. This could indicate 
two energy levels at which a developed bore reached equilibrium. 
Two-dimensional (2D) and three-dimensional (3D) CFD models of tidal bores were simulated based 
upon present experimental conditions, including boundary and initial flow characteristics. The 
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models were then validated using experimental results. Validation showed satisfactory agreement 
with experimental findings, in terms of free-surface and turbulent velocity characteristics. The CFD 
models highlighted large vortical structures underneath the flow, before, during and after the bore 
arrival. The smallest of these vortical structures were of comparable time and length scales as those 
found in laboratory. The present study achieved a much better accuracy and agreement with the 
experimental flows using 3D models, compared to 2D models. The simulation of realistic two-phase 
flow properties, namely the simulation of air-water interface and air bubble motions, were the most 
challenging aspects of the current development in numerical modelling. 
Field measurements were conducted in 2015 and 2016 at the Arcins Channel in the Garonne River 
(France). The field measurements included velocity sampling using a field ADV at high temporal 
resolution (200 Hz), free-surface recording and basic sedimentology. The velocity measurements 
showed an intense flow reversal coupled with large increase in Reynolds stresses and intense 
suspended sediment transportation. A two-stage bed scour process was observed, highlighting an 
initial surface erosion followed by delayed mass erosion 5 to 15 minutes after the bore. The results 
showed conclusively different time scales for the turbulent velocities and suspended sediment 
concentrations. Progressive siltation of the river bank sediments following the successive bore events 
were evident from the granulometry data. Overall, the field measurements implied that the turbulent 
flow motion was anisotropic and three-dimensional. Comparison between field, experimental and 
numerical data showed limitation in using a dynamically similar model. 
In summary, the propagation of tidal bore is a challenging research topic, and the literature remains 
thin. The phenomenon is unique due to its highly unsteady-turbulent nature, and associated with 
distinctive flow patterns and aeration processes, which set itself apart from other flows e.g. breaking 
waves or jets. The present study is the first to perform such extensive investigation on tidal bores and 
surges, using a range of research methods from experiments, numerical models to field measurements. 
The data set provided in-depth analysis from the basic flow pattern down to the turbulent events and 
coherent structures taking place in the flow, which can be valuable as future reference for 
experimentalist, as well as validation dataset for numerical modellers or industrial application, e.g. 
building bridges at bore-affected river site. 
Future researches could focus on the air-water properties in the breaking roller, and the air bubble 
mechanism after entrainment. For physical and numerical modellers, the development and validation 
of CFD numerical models are not trivial. Collaborations are needed to form a solid understanding of 
the numerical model and its limitation, as well as in-depth knowledge of the physical model and 
instrumentation, to further advance the prediction of complicated turbulent phenomena. 
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APPENDIX A. VALIDATION OF ADV PROFILERS AND TESTS 
OF EXPERIMENTAL CONFIGURATIONS 
A.1 PRESENTATION 
Most turbulent velocity measurements conducted herein used acoustic Doppler velocimeters, 
including Vectrino+ acoustic Doppler velocimter (ADV) or Vectrino II ADV Profiler, sampling alone 
or simultaneously in an array. The data quality and accuracy of such instruments is critical. Under 
certain circumstances, the validation of an instrument in the experimental flow conditions is essential, 
particularly when the instrument is relatively new in the field of physical study, or when multiple 
instruments are deployed at the same time and the interactions/signal interferences may become a 
concern. Extensive tests were performed using a Vectrino+ ADV in turbulent and rapidly-varied 
flows. KOCH and CHANSON (2005) conducted velocity measurements in steady open channel flow 
with a Sontek micro ADV and a Prandtl-Pitot tube. For the same flow conditions, the ADV results 
demonstrated quantitatively similar results compared to the Pitot tube reading, and agreed well with 
boundary layer theories e.g. 1/N power law and log law for the inner flow region. Further, SIMON 
and CHANSON (2013) discussed the comparison between Prandtl-pitot tube and a Nortek Vectrino+ 
ADV, where good agreement was reported. 
The Vectrino II ADV Profiler was a relatively new instrument (1). Past experiments and literatures 
on turbulent measurements in open channel flows using a Vectrino II ADV Profiler were thin. The 
advantages of Vectrino II ADV Profiler included its ability to sample velocity at up to 35 points in a 
35 mm long profile, and to give good estimations in time-averaged velocity data for the majority of 
the profile (CRAIG et al. 2011, ZEDEL and HAY 2011, MACVICAR et al. 2014, DILING and 
MACVICAR 2017, LENG and CHANSON 2017c). Issues with the Vectrino II ADV Profiler 
included wrong estimates of velocity variances, except at the “sweet spot”, and inaccurate Reynolds 
stresses (CRAIG et al. 2011, ZEDEL and HAY 2011, MACVICAR et al. 2014, DILING and 
MACVICAR 2017, LENG and CHANSON 2017c). As part of the present study, LENG and 
CHANSON (2017c) documented a series of testing and validations of a down-looking Vectrino II 
Profiler in tidal bore affected open channel flows. The results demonstrated sound performances of a 
Vectrino II Profiler in measurements of a highly turbulent unsteady flow associated with tidal bore 
propagation. The study also reported adverse instrument interactions and signal interferences between 
ADV and ADV Profiler when sampled simultaneously. Optimum experimental setup was selected 
based upon these results to avoid adverse interactions and interferences between instruments. A 
sensitivity analysis suggested that 25 repeats is needed at minimum to achieve reasonable ensemble-
                                                 
1 The Vectrino II ADV Profilers used in the present study were not re-calibrated following the global call back of the 
Nortek Company. 
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averaged turbulent properties when conducting measurements in a turbulent unsteady flow (LENG 
and CHANSON 2015c, LENG and CHANSON 2017c). 
To resolve the turbulent time and length scales in the transverse and vertical directions simultaneously, 
a second Vectrino II ADV Profiler was introduced. The second Profiler was equipped with a flexible 
head, and was mounted in the side-looking fashion. Validations and tests on instrument interactions 
were required for the new instrument and new setup. The present Appendix summarises tests of the 
flexible-head Vectrino II Profiler (App. A.2), and the experimental study on interactions and 
interferences between two Profilers (App. A.3). Ensemble-averaged measurements using two 
Profilers were setup and conducted based on the results of these tests. 
 
A.2 STEADY FLOW EXPERIMENTS USING A HORIZONTALLY-MOUNTED VECTRINO II 
PROFILER 
A.2.1 Experimental setup and flow conditions 
Steady flow experiments were performed systematically under controlled flow conditions using the 
side-looking mounted flexible-head Vectrino II Profiler (Hardware ID VNO 1436, firmware ID 1950). 
The purpose of these experiments were to test the performance of the new instrument, and validate 
its data against previous experimental results measured by a Vectrino+ ADV and a down-looking 
fixed-probe Vectrino II Profiler under the same flow conditions. The Profiler was placed 
perpendicular to the stream-wise flow direction, with the receiver for the longitudinal velocity aligned 
with the positive main flow direction (Fig. A.2.1). Hence, a 35 mm transverse profile was sampled 
simultaneously by the side-looking Profiler, with 35 sampling points contained within the profile. 
The first point of the sampling profile was set to be 40 mm away from the centre of the emitter. The 
sampling frequency was set at 100 Hz. Figure A.2.1 presents respectively a photograph and a 
coordinated sketch of the side-looking Profiler. 
The experimental channel was 19 m long, 0.7 m wide with a rectangular prismatic cross-section and 
a horizontal slope. The side-looking Profiler was placed at mid-channel (x = 8.5 m where x was 
measured from the channel upstream end). The flexible-head was fixed on a rigid metal rod, which 
was then fixed to a firm steel trolley by a bracket. The trolley was designed to be able move the 
bracket in the transverse (y) and vertical (z) directions. Hence this enabled the measurements to be 
conducted at different transverse and vertical locations. Figure A.2.2 shows a sketch of the 
experimental channel and the instrument setup. The steady flow conditions tested were summarised 
in Table A.1, and the experimental configuration of the Profiler is shown in Figure A.2.3. For all flow 
conditions, velocity was sampled continuously at 100 Hz for 90 s and the results were time-averaged. 
The output data were post-processed by the MATLAB program VTMT version 1.1, designed and 
written by Jan BECKER from Federal Waterways Engineering and Research Institute (BAW), 
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Karlsruhe (BECKER 2014). In steady flows, the post-processing of ADV Vectrino II Profiler data 
included the removal of data with average correlation values less than 60% and average signal to 
noise ratio less than 5 dB. In addition, the phase-space thresholding technique developed by GORING 










Figure A.2.1 – Photograph (left) and coordinated sketch (right) of a side-looking flexible-head 
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Figure A.2.2 – Side view of the experimental channel and instrument setup 
 
Table A.1 – Experimental flow conditions for steady flow experiments (Side-looking mounted 
Profiler) 
 
Date So Q (m
3/s) d1 (m) Fro Reo z/d1 y/B Remarks 
10/08/15 0 0.101 0.174 0.63 573237 0.17-0.86 0.48-0.52 Velocity range 1 m/s 
11/08/15 0 0.101 0.174 0.63 573237 0.17 0.22-1.00 Velocity range 1 m/s 
0.19-0.86 0.95-1.00 Velocity range 1 m/s 
0.19-0.86 0.80-0.85 Velocity range 1.5 m/s 
0.17-0.86 0.64-0.69 Velocity range 1.5 m/s 




Figure A.2.3 – Configuration of the Vectrino II Profiler (2) 
 
A.2.2 Results 
Steady flow measurements were conducted across the channel centreline using a side-looking 
flexible-head Vectrino II Profiler at different vertical elevations below the free-surface (3). The results 
were compared to previous experimental data conducted in the same channel for the same flow 
conditions using an ADV Vectrino+. Figure A.2.4 shows typical transverse profile of the longitudinal 
velocity and velocity fluctuations in all three directions measured by the Profiler, with comparison to 
previous ADV data. Note that the ADV data were point measurements, sampled at 200 Hz for 60 s 
on the channel centreline. 
 
                                                 
2 The velocity range may be modified for some series of experiments. See Remarks in Table A.1. 
3 During the experiments, all receivers of the Profiler were always under water. 
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Figure A.2.4 – Transverse profile of the time-averaged longitudinal velocity, velocity fluctuations in 
all three directions; results compared to ADV measurements of the same flow condition at similar 
locations (LENG and CHANSON 2016a) 
 
For all vertical elevations, the side-looking mounted Profiler showed some good estimation of the 
time-averaged velocity for the majority of sampling points in a transverse profile (Fig. A.2.4). The 
velocity magnitudes agreed well with previous centreline ADV data at similar vertical elevations. A 
few outliers were observed, as marked in Figure A.2.4. Similar errors were previously documented 
by ZEDEL and HAY (2011), MACVICAR et al. (2014), and LENG and CHANSON (2017c). The 
number and proportion of these outliers were small, usually less than 5 points in a 35-point sampling 
profile. Hence they can be easily identified and removed during data analysis.  
Previous studies also highlighted inaccurate estimation of root-mean-square (RMS) of the velocity 
data by a Profiler (ZEDEL and HAY 2011, and MACVICAR et al. 2014, LENG and CHANSON 
2017c). The present study also found spurious shapes and values, in terms of the horizontal profile of 
velocity RMS, especially for the longitudinal component. The longitudinal velocity RMS vx' showed 
a curved profile across the transverse sampling range (Figure A.2.4). Only a small portion of this 
profile was associated with meaningful values of standard deviations (y/B = 0.48 to 0.50), close to 
previous ADV data at similar vertical elevations. A few outliers were highlighted between y/B = 
0.484 and 0.490 (approximately 5 outlying points). The transverse and vertical velocity components 

































(A) Time-averaged velocity                                     (B) Velocity fluctuations 
Figure A.2.5 – Transverse profile of the time-averaged velocity components and associated 
fluctuations in all three directions; results compared to ADV measurements (LENG and CHANSON 
2016a) of the same flow condition for a range of vertical elevations from z/d1 = 0.15 to 1.00 
 
Figure A.2.5A shows the transverse profiles of the longitudinal, transverse and vertical velocity 
components at different vertical elevations from z /d1 = 0.17 to 0.86 (present study). The data was 
compared to velocity data measured by an ADV (LENG and CHANSON 2016a) with a vertical range 
of z/d1 = 0.15 to 1.00. The ADV data was point measurements conducted on the channel centreline, 
whereas the present data was profiled across the centreline. The results highlighted a number of 
features of the side-looking Profiler. Firstly, the Profiler seemed to estimate the transverse and vertical 
velocity components with better accuracy, compared to the estimation of the longitudinal velocity 
component. The longitudinal velocity was better estimated at a certain transverse range encompassing 
the channel centreline (y/B = 0.490 to 0.515), and was poorly estimated at y/B = 0.485 – 0.49 and 
0.515 – 0.525. The performance of the Profiler was consistent throughout the water column. That is, 
for a fixed transverse range, the shape of the velocity profiles were self-similar at different vertical 
elevations. 
The transverse profiles of the velocity fluctuations at different vertical elevations, characterised by 
the standard deviations v', are shown in Figure A.2.5B, with comparison to past ADV data. The 
longitudinal velocity fluctuations of the present study showed a curvy shape, with the higher 
fluctuations observed at the two ends of the profile and lower fluctuations at middle-left part of the 
profile. With increasing vertical elevations, the data quality of the longitudinal velocity fluctuation 
decreased, highlighted by consistent increase of standard deviation at the right end of the profile. The 
same trend was observed for the transverse velocity component. At lower vertical elevations, the data 
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v'x (ADV z/d1=0.15 &1.00)
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velocity fluctuations at the right end of the profile increased and deviated further from the ADV data 
range. The vertical velocity component was associated with better estimations in velocity fluctuations, 
with a comparatively flat profile throughout the vertical range. The magnitudes of the vertical velocity 
fluctuations in the present study were overall lower than that of the ADV. This could be due to a 
known limitation of ADV units, the receivers of which may be affected by the bed reflection when 
measuring the velocity properties (CHANSON et al. 2007, DOCHERTY and CHANSON 2010). 
 
 
Figure A.2.6 – Transverse profile of the time-averaged velocity components in three directions; 
results compared to ADV measurements (LENG and CHANSON 2016a) of the same flow condition 
for the left-half channel width y/B = 0.4 to 1.0 
 
Steady flow measurements were performed at different vertical elevations across the channel 
centreline, as well as at a range of transverse locations at a fixed vertical elevations (z/d1 = 0.17). As 
shown by the velocity characteristics of the centreline measurements (Fig. A.2.5), the data quality of 
the time-averaged velocity was independent of the vertical elevation, whereas the velocity 
fluctuations tended to show better data quality at lower elevations. Hence the lowest elevation z/d1 = 
0.17 was chosen to study the velocity characteristics and the performances of the Profiler at different 
transverse locations. The time-averaged velocity in the longitudinal, transverse and vertical directions 
throughout the left-half of the channel width is illustrated in Figure A.2.6. The results of the present 
study were compared to previous ADV data conducted on the channel centreline at similar vertical 
elevations. 
The time-averaged longitudinal velocity at all transverse locations were associated with error data 
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measurements. A sidewall boundary layer was highlighted near the left sidewall within the transverse 
range y/B = 0.95 to 1.00. Close to the centreline, the majority of the Profiler data tended to lie around 
the ADV data range. With increasing y towards the left sidewall, the longitudinal velocity, despite 
the erroneous ones, showed a general trend of increasing then decreasing to zero while approaching 
the boundary. The transverse velocity on the other hand showed better agreement to ADV data 
between y/B = 0.56 - 0.80. The vertical velocity showed a good agreement with the ADV data near 
the centreline. Overall, all three velocity components were associated with a number of error points, 
the occurrence of which was independent of the transverse and vertical locations. The percentage of 
errors, however, seemed to be proportional to the magnitude of the velocity or related to the velocity 
direction, as the error percentage of the longitudinal velocity was significantly larger than those of 
the transverse and vertical velocities. 
Figure A.2.7 shows the time-averaged vertical velocity profiles of the longitudinal velocity 
component at different transverse locations measured by the side-looking Profiler. Overall, all 
velocity profiler data highlighted the developing boundary layers with comparable thickness. Close 
to the free-surface (z/d1 = 0.9 - 1), the side-looking Profiler tended to overestimate the velocity 
magnitude, compared to the free-stream velocity at lower vertical elevations. This could be due to the 
interactions and wakes created between the probe and the free-surface. Within the boundary layer, 
the data were compared to previous experimental results measured by ADV and a down-looking 
Profiler conducted on the channel centreline (Chapter 3). The results showed good agreement in terms 
of the boundary layer thickness and velocity profile within the boundary layer, between present and 
previous studies, for locations close to the channel centreline (y/B = 0.496 – 0.500). Despite a 
comparable boundary layer thickness, the present data seemed to show a steeper velocity gradient 




Figure A.2.7 – Time-averaged vertical profiles of the longitudinal velocity at different transverse 
locations; comparison with a down-looking Profiler (LENG and CHANSON 2017c) and ADV data 
(LENG and CHANSON 2016a); flow conditions: Q = 0.101 m3/s, d1 = 0.174 m, Fro = 0.63, y/B = 
0.48 – 0.52 
 
 
Figure A.2.8 – Time-averaged vertical profiles of the longitudinal velocity at different transverse 
locations; comparison with a down-looking Profiler (LENG and CHANSON 2017c) and ADV data 
(LENG and CHANSON 2016a); flow conditions: Q = 0.101 m3/s, d1 = 0.174 m, Fro = 0.63, y/B = 
0.50 – 0.96 
 
The steady flow velocity characteristics were measured using the side-looking Profiler at a selective 
























y/B = 0.500 (ADV)






















y/B = 0.500 (ADV)
y/B = 0.500 (down-looking Profiler)
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vertical elevations for each location. The vertical profiles of the time-averaged longitudinal velocity 
were plotted, and the results are shown in Figure A.2.8. Overall, developing boundary layers were 
observed at all transverse locations. At the channel centreline, the boundary layer was thicker than 
those observed at locations further away from the centreline. The free-stream velocity associated with 
the two locations between mid-channel and sidewall (y/B = 0.66 and 0.81) was comparatively higher. 
The time-averaged longitudinal velocity near the side wall was generally the lowest at all vertical 
elevations due to the presence of a side wall boundary. 
 
 
Figure A.2.9 – Developing boundary layer near the left sidewall; flow conditions: Q = 0.101 m3/s, d1 
= 0.174 m, Fro = 0.63, y/B = 0.95 – 1.00 
 
A developing boundary layer was highlighted close to the channel sidewall between y/B = 0.95 to 
1.00. At different vertical elevations, the boundary layers showed different thicknesses and shapes. 
At the lowest elevation, the boundary layer was associated with smaller thickness and lower free-
stream velocity, as it is also within the boundary layer developed from the channel bed. The three 
higher vertical elevations were associated with comparable boundary layer thicknesses. The highest 
elevation z/d1 = 0.86 seemed to have the lowest free-stream velocity. The results could be inaccurate, 
which was caused by the interactions between the receiver and the wake of the probe intrusion near 
the free-surface. 
 
A.3 INTERACTIONS AND INTERFERENCES BETWEEN TWO VECTRINO II PROFILERS 
IN STEADY FLOWS 
A.3.1 Experimental setup and flow conditions 
Experiments were performed before any ensemble-averaged measurements to study quantitatively 
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find the most appropriate setup for the instruments, which would still be close enough, and at the 
same time minimise the instrument interactions and ensure good quality data. 
Three setups were tested, and the scaled sketches are shown in Figure A.3.1. Two Profilers were used 
in the present study, one with a down-looking fixed probe (Hardware ID VNO 1366, firmware ID 
1950), and the other one with a side-looking flexible probe (Hardware ID VNO 1436, firmware ID 
1950). The two Profilers were called respectively Profiler 1 and 2. Profiler 1 was previously used in 
the study of LENG and CHANSON (2017a,c). Steady flow experiments were performed for each 
setup with the same flow condition (Q = 0.101 m3/s, So = 0, Fro = 0.63, d1 = 0.175 m). The two 
Profilers were sampled independently first, and then sampled simultaneously for each experimental 
setup. The flow conditions, setups and instrumentations were summarised in Table A.2. For all steady 
flow experiments, the instruments were sampled at 100 Hz for 90 seconds continuously and the results 
were time-averaged. Figure A.3.2 shows the configurations of the two Profilers in the present study. 
The output data were post-processed by the MATLAB program VTMT version 1.1, designed and 
written by Jan BECKER from Federal Waterways Engineering and Research Institute (BAW), 
Karlsruhe (BECKER 2014). In steady flows, the post-processing of ADV Vectrino II Profiler data 
included the removal of data with average correlation values less than 60% and average signal to 
noise ratio less than 5 dB. In addition, the phase-space thresholding technique developed by GORING 
and NIKORA (2002) was applied to removal spurious points in the data set. 
 
Table A.2 – Experimental flow conditions and setups tested for instrument interactions 
 
Date So Q (m
3/s) d1 (m) Fro Reo z/d1 y/B Remarks Instruments 
8/2/16 0 0.101 0.175 0.629 573237.8 0.01-0.21 0.54-0.58 Setup 1 Profiler 1&2 
8/2/16 0 0.101 0.175 0.629 573237.8 0.01-0.21 0.20-0.25 Setup 2 Profiler 1&2 




(A) Setup 1, view from upstream (vertical scale distorted) 
 
(B) Setup 1, view in elevation 
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(C) Setup 2, view in elevation 
 
(D) Setup 3, view in elevation 
Figure A.3.1 – Scaled sketches of the three setups to study the interactions between the two Profilers 






(A) Configuration for Profiler 1 
 
(B) Configuration for Profiler 2 
Figure A.3.2 – Configurations for the two Profilers in the studies of interactions between instruments 
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A.3.2 Results 
For setup 1, the time-averaged steady flow statistics measured by the two Profilers, alone and 
together, were compared. Figure A.3.3 shows comparisons of time-averaged velocity profiles (A), 
signal correlation and SNR (B), measured by the two Profilers when sampled alone respectively and 
when sampled together simultaneously. Both Profilers showed slightly different velocity profiles 
when sampled together, compared to the results with one Profiler only. Profiler 1 tended to 
overestimate the time-averaged longitudinal velocity when sampled with Profiler 2, whereas Profiler 
2 tended to underestimate Vx. The velocity fluctuations of the two instruments, described in terms of 
the standard deviation, showed no marked difference, sampled alone or together for this setup. The 
signal correlation showed no marked difference, sampled alone or together for this setup, measured 
by Profiler 1 or Profiler 2. However, the signal to noise ratio (SNR) showed overall higher values for 
both Profilers when sampled together, compared to the results when sampled alone respectively. The 
results overall indicated that there existed some interactions between the two instruments, although 
within this setup, the effects of the interactions on the time-averaged velocity data were not obvious. 
Figure A.3.4 compares time-averaged steady flow velocity characteristics among different setups 
sampled by Profiler 1 together with Profiler 2 (the first 6 curves). The results were compared to the 
profile measured by Profiler 1 alone in setup 1 (curve 7 and 8, red solid squares) and past results of 
Profiler 1 alone by LENG and CHANSON (2017c) (curve 9). Significant differences were 
highlighted between the results of setup 1 and results of setup 2 and 3. Namely, the later 2 setups 
underestimated the time-averaged longitudinal velocity by 10% to 20%, while overestimated the 
velocity fluctuations by 50% to 100% throughout the sampling profile. The shapes of the longitudinal 
velocity profile were also not consistent for different setups. Setup 2 was associated with a clear 
boundary layer of similar shape and thickness as compared to setup 1, despite a 10% underestimation 
of the longitudinal velocity at all locations. Although the profile of setup 3 also highlighted a 
boundary layer, it had no resemblance in terms of shape and boundary layer thickness to the other 
setups. It showed some error points at the top of the profile. Overall, the results of setup 1 were very 
close to previous experimental data of Profiler 1, which had been well validated by the ADV results. 
The sampled-together data of Profiler 1 using setup 1 were also satisfactory. The other two setups 
were adversely affected by the instrument interactions and intrusions of the second Profiler, and thus 




(A) Time-averaged velocity profile measured by Profiler 1(left) and 2 (right) 
  
(B) Filtered correlation (COR) and Signal to Noise Ratio (SNR) of Profiler 1 (left) and 2 (right) 
Figure A.3.3 – Time-averaged steady flow statistics measured by Profiler 1 alone, Profiler 2 alone, 
Profiler 1 and 2 simultaneously using setup 1; flow condition: Q = 0.101 m3/s, So = 0, Fro = 0.63, d1 
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Figure A.3.4 – Time averaged profiles of longitudinal velocity and velocity fluctuations measured by 
Profiler 1 using setup 1, 2 and 3, sampled together with Profiler 2, as compared to sampled-alone 
results using setup 1 and past sampled-alone results by LENG and CHANSON (2017c); flow 
condition: Q = 0.101 m3/s, So = 0, Fro = 0.63, d1 = 0.175 m, z/d1 = 0.01 – 0.21 
 
Figure A.3.5 shows the time-averaged profiles of the longitudinal velocity and velocity fluctuations 
measure by Profiler 2 in different setups, alone and together with Profiler 1. The results were 
compared to past ADV data conducted across the current vertical elevations on the channel centreline. 
Among three setups, setup 1 was associated with results which were closest to the ADV data, and 
showed a most consistent profile across the transverse sampling range, sampled alone or together. 
The longitudinal velocity profile and velocity fluctuations changed very little when sampled together 
with the other Profiler, compared to single Profiler data, except for the end points. The setup 2 was 
associated with only a small portion of good quality data, from y/B = 0.225 to 0.240, for a transverse 
profile covering y/B = 0.2 to 0.25. Setup 3 showed satisfactory data quality, with 20% of data points 
associated with large errors, which mainly located at the left end of the profile. The Profiler 2 data 
showed large differences between setups. However for a fixed setup, the effect of the instrument 
interactions were not predominant. For all setups, the data of Profiler 2 showed little differences, 
sampled with another Profiler or not. This was different from the behaviour of Profiler 1, where 
instrument interactions seemed to play a more predominant role in the data quality, especially for 
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sampling profile of Profiler 1. Further steady flow experiments were conducted at higher vertical 





Figure A.3.5 – Time averaged profiles of longitudinal velocity and velocity fluctuations measured by 
Profiler 2, from top to bottom using setup 1, 2 and 3, as compared to ADV results (LENG and 
CHANSON 2016a), point measurements at y/B = 0.5, z/d1 = 0.15 and 0.20); flow condition: Q = 
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A.4 CONCLUDING REMARKS 
The side-looking mounted Vectrino II Profiler gave satisfactory time-averaged velocity data in the 
longitudinal, transverse and vertical directions. The velocity fluctuations on the other hand, 
characterised by the RMS of the velocity data, gave erroneous estimation. Within a transverse profile, 
a number of points gave poor time-averaged velocity readings. These points, called error point in the 
present study, ranged from 10% of a profile to 50% of a profile. The number and locations of these 
error points may change with change of measurement positions, transversely or vertically. However, 
for a fixed location, the presence of the error points were consistent. Thus a test location must be 
experimented first to know the error points in a profile and exclude them in subsequent analysis and 
discussion. Overall, the performance of the new flexible-head side-looking mounted Profiler was very 
similar to that of a fixed-probe down-looking mounted Profiler, as documented in LENG and 
CHANSON (2017c). 
The interactions between two Profilers sampled simultaneously at a close distance were studied as 
part of the quality control process for experiments using an array of two Profilers. Three instrumental 
setups were experimented, and steady flow measurements were conducted for each setup, with two 
Profilers sampled alone and at the same time. Overall, all results suggested that setup 1 was associated 
with best data quality for both Profilers 1 and 2. With setup 2, neither Profiler 1 nor 2 performed 
correctly, with a large proportion of error points within a profile. With setup 3, Profiler 2 performed 
correctly. However Profiler 1 was in the wake of the intrusion of the other Profiler's head, resulting 
in very different velocity profiles compared to past experiments. 
To sum up, the use of a Vectrino II Profiler may be appropriate in experiments with highly turbulent 
open channel flows, but only with careful validations and quality controls on the output data. In terms 
of experimental setup, setup 1 was selected as the appropriate setup to conduct systematic 
experiments using an array of the two Profilers sampling at the same time. The longitudinal and 




APPENDIX B. GENERAL OBSERVATIONS AND BASIC 
SEDIMENT CHARACTERISTICS IN THE ARCINS CHANNEL 
B.1 PRESENTATION 
Field investigations were conducted in the Arcins channel of the Garonne River (France) close to 
Lastrene in 2015 and 2016. In 2015, field measurements were conducted for four consecutive days 
on 29 August, 30 August, 31 August, 1 September and then for a single day on 27 October. In 2016, 
field measurements were conducted for two consecutive days on 14 and 15 November. The 
investigation site was previously used by CHANSON et al. (2011), REUNGOAT et al. (2014,2015) 
and KEEVIL et al. (2015). Herein, the site was surveyed every test day to record the bathymetry data. 
Sediment samples were collected regularly every day, both from the sediment-laden river water and 
from the mud on the river bank, to study in basic characteristics and their changes with time, including 
granulometry and rheometry. This appendix contains information on the basic observations of the 
bathymetry and sediment properties on the test site. More detailed information can be found in 
REUNGOAT et al. (2016,2017b). 
 
B.2 ARCINS CHANNEL: BATHYMETRIC SURVEY 
The Arcins channel is located between the Arcins Island and the right bank; it is 1.8 km long, 70 m 
wide and about 1.1 to 2.5 m deep at low tide. The following section presents the cross-sectional 
surveys recorded on 29 August, 30 August, 31 August, 1 September, 27 October 2015, and 14 
November, 15 November 2016, with z being the vertical elevation in m NGF IGN69 (4). The 2015 
and 2016 surveys were conducted at the same cross-section as for the 2010, 2012 and 2013 surveys. 
The data are compared with previous bathymetric survey data at the same location in the last section 
(5). Each figure includes the initial water depth d1 and conjugate water depth d2 measured at the survey 
staff. The survey staff location is shown is Figure 5.1.2. 
The bathymetric data indicated a progressive siltation of the Arcins channel at the sampling site with: 
1. a progressive siltation of channel since 2012; 
2. some siltation of the right bank between 2013 and 2015; and 
3 a lack of 2015 survey data close to the right bank (i.e. towards the island). 
 
                                                 
4 The NGF IGN69 Datum is 1.84 m above the datum of the Bordeaux tidal gauge. 
5 For completeness, the calculations of 2015 survey data and re-calculations of 2013 bathymetry data were consistently 
higher than the 2010, 2012 and 2013 original calculations. In particular the re-calculations of 2013 survey data (19 Oct. 
2013) were systematically 1.768 m ±2 mm above the original calculations, this difference of 1.768 m being independent 




Figure B.2.2 – Surveyed (distorted) cross-section looking upstream (i.e. South) on 29 August 2015; 
comparison with the 2013 survey data at the same cross-section; water levels immediately before and 
after bore front are shown (29 August 2015) as well as ADV control volume before bore (black square) 
 
 
Figure B.2.3 – Surveyed (distorted) cross-section looking upstream (i.e. South) on 30 August 2015; 
comparison with the 2013 survey data at the same cross-section; water levels immediately before and 
after bore front are shown (30 August 2015) as well as ADV control volume before bore (black square) 
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Figure B.2.4 – Surveyed (distorted) cross-section looking upstream (i.e. South) on 31 August 2015; 
comparison with the 2013 survey data at the same cross-section; water levels immediately before and 
after bore front are shown (31 August 2015) as well as ADV control volume before bore (black square) 
 
 
Figure B.2.5 – Surveyed (distorted) cross-section looking upstream (i.e. South) on 1 September 2015; 
comparison with the 2013 survey data at the same cross-section; water levels immediately before and 
after bore front are shown (1 September 2015) as well as ADV control volume before bore (black 
square) 
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Figure B.2.6 – Surveyed (distorted) cross-section looking upstream (i.e. South) on 27 October 2015; 
comparison with the 2013 survey data at the same cross-section; water levels immediately before and 




Figure B.2.7 – Surveyed (distorted) cross-section looking upstream (i.e. South) on 14 November 2016; 
comparison with the 2010 and 2012 survey data at the same cross-section; water levels immediately 
before and after bore front are shown (14 November 2016) as well as ADV control volume before 
bore (black square) 
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Figure B.2.8 – Surveyed (distorted) cross-section looking upstream (i.e. South) on 15 November 2016; 
comparison with the 2010 and 2012 survey data at the same cross-section; water levels immediately 
before and after bore front are shown (15 November 2016) as well as ADV control volume before 
bore (black square) 
 
B.3 ARCINS CHANNEL: SEDIMENT GRANULOMETRY 
The Garonne River bed materials were collected at low tide on 29 August, 30 August, 31 August, 1 
September and 27 October 2015, and 14 and 15 November 2016 afternoons, next to the right bank at 
Arcins (Fig. B.3.1). The soil samples consisted of soft and fine mud and silt materials. They were 
collected on the stream bed just above the water surface mark at the end of ebb tide (Fig. B.3.1). The 
samples were taken on the right bank, less than one hour before the tidal bore passage. In August-
September 2015, they noted that the layer of soft mud became thinner over the four days period. The 
granulometry results are presented below and the rheometry analyses are discussed in Section B.4. 
In addition, a number of sediment-laden water samples were collected at Arcins in the Garonne River 
on 29 August, 30 August, 31 August, 26 October, 27 October and 28 October 2015, and 14 and 15 
November 2016 before and after the tidal bore. The water samples were collected about 0.1 m below 
the water surface (6). The sediment granulometry of a number of water samples were tested. The 
sediment sample granulometry was measured with a MalvernTM laser Mastersizer 2000 with Hydro 
3000SM dispersion unit for wet samples. The sample was mixed mechanically, since the data of 
REUNGOAT et al. (2012,2014) showed little difference between mechanical and ultrasound mixing 
for durations ranging from 10 to 30 minutes. Further the analysis method was standard since KEEVIL 
                                                 
6 The water samples were analysed subsequently in laboratory to yield the suspended sediment concentration. 
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et al. (2015) observed no difference between analysis methods. Herein more than 128 granulometry 
tests were performed in 2015 and 2016, including 96 tests of water samples. The differences between 
all the runs were small, although there was some trend associated with the collection date. 
Further details and discussions on sediment granulometry were reported in REUNGOAT et al. 
(2016,2017b) respectively for the field studies in 2016 and 2017. Typical PDF of the volume fractions 
(in %) with respect to particle sizes of the bed sediments is presented in Figures B.3.2. 
 
 
Figure B.3.1 – Sediment sample collection on 31 August 2015 at 17:52 
 
 
Figure B.3.2 – Granulometry data for bed sediment samples collected in the Arcins channel, Garonne 








































B.4 ARCINS CHANNEL: BED SEDIMENT RHEOMETRY 
B.4.1 Rheometry of sediment samples collected in the Arcins Channel 
A number of Garonne River bed sediment samples were collected on 29 August, 30 August, 31 
August, 1 September and 27 October 2015, and 14 and 15 November 2016 afternoons at end of ebb 
tide next to the right bank at Arcins. The rheological characteristics of mud samples were tested 
between two to five times per sample (Table B.2). A number of tests were conducted using a 
rheometer Anton PaarTM Physica MR301 equipped with a plane-cone CP50-SB6055 (ø = 50 mm, 
cone angle: 2°) (Fig. B.4.1A). The truncation gap was 207 µm, such that it be more than 10 times the 
mean particle size. Other tests were performed with a rheometer MalvernTM Kinexus Pro (Serial 
MAL1031375) equipped with a plane-cone (ø = 40 mm, cone angle: 4°), with a gap truncation of 150 
µm (7) (Fig. B.4.1B). 
All the tests were performed under controlled strain rate at constant temperature (25 °C). Between 
the sample collection and the tests, the mud was left to consolidate. Prior to each rheological test, a 
small mud sample was placed carefully between the plate and cone. Each specimen was then 
subjected to a controlled strain rate loading and unloading between 0.01 s-1 and 1,000 s-1 with a 
continuous ramp in each direction (loading and unloading). 
Note that the rheometry tests were performed with a smooth cone and a new soil sample was used for 
each test. The tests were conducted shortly after the field study to prevent the deterioration of 
sediment materials (8). Full datasets of 2015 and 2016 field measurements on sediment rheometry are 
reported in REUNGOAT et al. (2016, 2017b). 
 
Table B.2 – Rheometry tests with Garonne River estuarine bed sediment samples 
 
                                                 
7 This equipment was identical to that used by REUNGOAT et al. (2014) and KEEVIL et al. (2015). 
8 Testing was conducted between 2 and 5 days after collection. The overhaul of the material between sampling and 
rheometer loading was not quantified, albeit some consolidation and dewatering was observed. 
 
Rheometer Configuration Loading Shear rate Temperature Sediment 
   Min. Max.  collection 
   1/s 1/s C dates 
Anton PaarTM 
Physica MR301 
Cone 50 mm 2º 




0.01 1,000 25.0 29 Aug. 2015 
30 Aug. 2015 
31 Aug. 2015 
1 Sept. 2015 
MalvernTM Kinexus 
Pro 
Cone 40 mm 4º 




0.01 1,000 25.0 27 Oct. 2015 
14 Nov. 2016 




(A) Anton PaarTM Physica MR301 
 
(B) MalvernTM Kinexus Pro 
Figure B.4.1 – Photographs of the rheometry tests with the Anton PaarTM Physica MR301 and 
MalvernTM Kinexus Pro; from left to right: rheometer test, cone disk after testing 
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APPENDIX C. CALIBRATION OF ACOUSTIC BACKSCATTER 
INTENSITY AGAINST SUSPENDED SEDIMENT 
CONCENTRATION IN DILUTED SEDIMENT SOLUTIONS 
Some Arcins channel sediment material was collected at the end of ebb tide on 27 August, 30 August, 
1 September, 27 October 2015, and 14 and 15 November afternoons next to the right bank. The soil 
samples consisted of silty materials collected just above the low water mark. The samples were soft 
materials and could be considered somehow as a form of mud cream (crème de vase). Series of 
laboratory tests were conducted to relate the suspended sediment concentration (SSC) and the 
backscatter strength of ADV system. Preliminary tests focused on the effects of ADV power settings 
on the relationship between SSC and ADV signal amplitude. The results were mostly qualitative. 
Further tests were conducted using the ADV field work settings. The effect of velocity range settings 
on the data output was also studied using the ADV field work setting. 
All the laboratory experiments were performed at the University of Bordeaux with the NortekTM ADV 
Vectrino+ (10 MHz, serial number VNO1356, probe number VCN7509) system. The ADV unit was 
calibrated by measuring the signal amplitude of artificially produced dilute solutions of known 
sediments concentration, obtained from sediment samples and thoroughly mixed. Herein tap water 
solutions were used since earlier works indicated that the type of water solution had little effect on 
the results (CHANSON et al. 2008, REUNGOAT et al. 2014). For each test, a known mass of 
sediment was introduced in the water tank which was stirred continuously with two mixers (Fig. 
C.1.1). The ADV sampling volume was located at a relative water elevation z/d = 0.17 (9). The tank 
was strongly agitated by the two mixers located also at the same elevation as the ADV control volume. 
The mass of wet sediment was measured with a Mettler™ Type PM200 (Serial 86.1.06.627.9.2) 
balance and the error was less than 0.01 g. The mass concentration was deduced from the measured 
mass of wet sediment (10) and the measured water tank volume. The acoustic backscatter amplitude 
measurements were conducted with the Nortek ADV Vectrino+ (10 MHz) system using the 
configuration employed in the field (scan rate, velocity range, power setting). The ADV signal outputs 
were scanned at 200 Hz for 1 minute. The average ADV amplitude measurements represented the 
average signal strength of the four ADV receivers and were measured in counts. The ADV data were 
post-processed with the removal of average signal to noise ratio data less than 5 dB, average 
correlation values less than 60%, and communication errors. In addition the signal was despiked using 
the phase-space thresholding technique developed by GORING and NIKORA (2002) and 
                                                 
9 The ADV control volume was located between 0.04 m and 0.05 m above the tank bottom, depending upon the water 
volume. 
10 Herein the suspended sediment concentration (SSC) was calculated in terms of the wet sediment mass per unit volume 
of water solution. 
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implemented by WAHL (2003). The percentage of good samples was superior to 40% to 42% for the 
entire data series and all settings. 
Details of each calibration test conducted in 2015 and 2016 were documented in REUNGOAT et al. 
(2016,2017b), including results of the relationship between acoustic backscatter intensity and 
suspended sediment concentration, and a discussion on the effect of different power settings. Figure 
C.1.2 presents typical relationship between suspended sediment concentration (SSC) and ADV 




(Left, A) From left to right: two water mixers and ADV unit (SSC = 0 kg/m3) 
(Right, B) SSC = 70.5 kg/m3 
Figure C.1.1 – Photographs of the laboratory experiment with the ADV system and two mixers on 31 




Figure C.1.2 – Relationship between suspended sediment concentration (SSC) acoustic signal 
amplitude (Ampl) for dilute solutions of sediment samples collected in the Arcins Channel, Garonne 
River in November 2016; comparison with water samples collected during the field studies on 14 and 




























APPENDIX D. TURBULENT TIME AND LENGTH SCALES IN 
STEADY AND UNSTEADY FLOWS: A DISCUSSION 
D.1 PRESENTATION 
The turbulent time scale is the characteristic time scale at which the turbulence dissipates. It is also 
referred to as the “life span” of large vortical structures detected in a turbulent flow (HINZE 1975, 
CHANSON 2014). The turbulent length scale, on the other hand, represents the characteristic size of 
large vortical structures (FAVRE 1965, HINZE 1975, CHANSON 2014). Both scales can be 
calculated by cross-correlating two velocity signals measured at a certain distance, separated in the 
longitudinal, transverse or vertical flow directions. Previous studies on the analysis of turbulent time 
and length scales of an unsteady turbulent flow affected by the propagation of tidal bores were 
conducted by SIMON and CHANSON (2013), REUNGOAT et al. (2014,2015), CHANSON and TOI 
(2015), LENG and CHANSON (2017a). The instrumentations used in the previous studies involved 
Vectrino+ acoustic Doppler velocimeterw (ADVs) and a Vectrino II acoustic profiling velocimeter 
(Profiler). In the present study, two Profilers, one down-looking and the other one side-looking 
mounted, were used. The down-looking Profiler, also used in the study of LENG and CHANSON 
(2017a), measured 35 points simultaneously in a sampling profile, with a size of 1 mm for each 
sampling point. This enabled cross-correlation functions to be calculated between one reference point 
(usually the first point of a sampling profile) and all the other 34 points, with vertical separations 
ranged from 1 mm to 34 mm. Hence the turbulent time and length scales can be calculated for the 
vertical dimension of a characteristic turbulent eddy. Using a side-looking mounted Profiler, similar 
properties can be calculated for the transverse dimension of a characteristic eddy. The formulae of 
calculating the two scales were listed in Chapter 7. The present Appendix aims to document a more 
complete scope of the results, and discuss the problems and issues in using the Profiler or an array of 
Profilers in analysing the turbulent time and length scales of an unsteady turbulent flow. 
 
D.2 DISCUSSION: SINGLE PROFILER MEASUREMENTS 
Past studies using two Vectrino+ ADVs or an ADV with a Vectrino II Profiler suggested some 
inevitable instrument interaction, when sampled at close range (SIMON and CHANSON 2013, 
LENG and CHANSON 2017c). Single Profiler measurements are essential to provide a reference 
dataset, which had been checked previously against well-validated instruments like ADVs (LENG 
and CHANSON 2016b,2017c). Table D.1 summarises the flow conditions of ensemble-averaged 
velocity measurements conducted using a single side-looking mounted Profiler (referred to as 
“Profiler 2” in the following text). The cross-correlation functions were calculated and the results of 
the lowest vertical elevation (z/d1 = 0.17) were presented in Chapter 7. 
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At higher vertical elevations, the cross-correlation functions highlighted periodic oscillations at all 
transverse separations and for all velocity components throughout the bore propagation process 
(steady, rapidly-varied and early flood tide flow phases). Figure D.2.1 illustrates typical results. As 
highlighted by Fig. D.2.1 and D.2.2, the frequency at which the functions oscillated equalled to 10 
Hz, constant during different flow phases and at both higher vertical elevations (z/d1 = 0.26 and 0.34). 
Such oscillations could be a result of the vortex shedding behind the intruding rod which held the 
Profiler flexible head. 
When real fluid flow passes a circular cylinder, separation occurs near 80° from the front stagnation 
point for large Reynolds number ranging from 102 to 105. The formation and shedding of vortices 









   (D.1) 
where R is the radius of the circuler cylinder, Vo is the incoming longitudinal velocity of the uniform 
flow, and St is a dimensionless number called the Strouhal number (SAKAMOTO and HANIU 1990, 
CHANSON 2014). 
In the present study, the Reynolds number was of the order of magnitude of 105. Using the radius of 
the intruding rod and the spatially-averaged velocity, the Strouhal number was calculated to be ~ 0.4, 
which was close to 0.2 (11). Visually, during the experiments, the oscillations of the rod were observed 
when placed at higher vertical elevations in the flow, due to higher longitudinal velocity at higher 
vertical elevations. At the lowest elevation, oscillation was not visible. Both the data and visual 
observations suggested the periodicity in the cross-correlation functions were results of the vortex 
shedding behind the rod which held the Profiler head. 
Despite the periodic behaviour of the cross-correlation functions, the shapes of the functions were 
similar to those of the data at the lowest vertical elevations. By filtering out the regular periodicity 
using a low-pass filter of 2 Hz, the functions were comparable to those calculated at a lower elevation 
at the same transverse separation (Fig. D.2.2). 
                                                 
11 The frequency ωshedding substituted into the equation was taken as the regular frequency observed in the cross-correlation 
functions, which was 10 Hz, since the frequency of oscillation of the rod was hard to measure accurately. 
A-33 
Table D.1 – Experimental flow conditions of ensemble-averaged single Profiler measurements 
 
 
(A) Steady flow      (B) Rapidly-varied flow 
 
(C) Early flood tide 
Figure D.2.1 – Cross-correlation functions of the longitudinal velocity component measured at a 
number of transverse separations by a single side-looking mounted Profiler during the steady (A), 
rapidly-varied (B) and early flood tide (C) phases of a bore propagation; flow conditions: Q = 0.101 
m3/s, d1 = 0.176 m, Fr1 = 1.55, z/d1 = 0.26 
 































0.46 - 0.51 
0.46 - 0.51 


































































(A) Rapidly-varied flow phase 
 
(B) Early flood tide phase 
Figure D.2.2 – Cross-correlation functions of the longitudinal velocity component measured at a fixed 
transverse separations by a single side-looking mounted Profiler: comparison between original and 
low-pass filtered data and data at a lower vertical elevation, during rapidly-varied (A) and early flood 



























































z/d1 = 0.17, low-pass filtered (2 Hz)
z/d1 = 0.26
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D.3 DISCUSSION: MEASUREMENTS USING AN ARRAY OF TWO PROFILERS 
Ensemble-averaged velocity measurements were performed using an array of two Profilers, mounted 
according to the setup illustrated in Chapter 2, Fig. 2.2.6. During the initially steady flow, as Profiler 
2 was mounted slightly upstream of Profiler 2, the wakes generated by the intruding head of Profiler 
2 and the rod that held the Profiler were affecting the signal of Profiler 1. Cross-correlation functions 
were calculated from the velocity data collected by both Profilers, and Figure D.3.1 shows some 
typical results for the steady flow phase. Specifically, the cross-correlation functions calculated from 
Profiler 1 data at all vertical separations showed regular periodic spikes at a constant frequency of 10 
Hz. The cross-correlation of the velocity signals measured by Profiler 2 at zero transverse separation 
(essentially an auto-correlation of signals at a single point) also showed periodic oscillations. The 
frequency of the occurrence of oscillation was 10 Hz. Using Equation D.1, the Strouhal number was 
calculated to be 0.18 for a shedding frequency of 10 Hz, a finding very close to St = 0.2 (Equation 
D.1). Hence the oscillation spikes were believed to be a result of the sampling volume Profiler 1 being 
in the wake region of Profiler 2 probe, and thus was affected by the vortex motions within the wake. 
After the bore passage, i.e. during the rapidly-varied flow and early flood tide phases, these spikes 
disappeared for both Profilers, as the flow reversed and the sampling volume of Profiler 1 was no 
longer in the wake of Profiler 2. 
Tables D.2 and D.3 summarised the turbulent time and scales for the entire dataset, sampled by 
Profiler 2 alone and by the Profiler array of 1 and 2. Overall, the results showed a common turbulent 
length scale of 10-3 m and a common time scale of 10-2 s during the steady flow phase for all velocity 
components and flow conditions, in the transverse and vertical directions. During the rapidly varied 
flow phase, all velocity components were associated with increases in time and length scales for most 
of the flow conditions. The time scales were highest during the early flood tide phase, for all velocity 
components and most flow conditions, with an order of magnitude of 10-1 s. For the same flow 
condition, the array measurements showed little difference compared to the single Profiler 
measurements. The present study showed that the propagation of tidal bore in an experimental open 
channel was an anisotropic process, with the transverse length scales being higher throughout all flow 
phases compared to the longitudinal and vertical length scales. The finding was different from 
previous results by LENG and CHANSON (2017a), which documented larger length and time scales 
in the longitudinal direction. Nevertheless, the time and length scale data for both series of 
experiments in the present study (single and array) agreed well with past study of LENG and 
CHANSON (2017a) quantitatively and qualitatively. Chapter 7 presents a detailed discussion of 




Figure D.3.1 – Cross-correlation functions of the longitudinal velocity component measured by an 
array of two Profilers; Profiler 1 (top) and 2 (bottom), during the initially steady flow; flow conditions: 





















































Table D.2 – Turbulent time and length scales of single Profiler 2 measurements 
  
     









































1a 0.101 0.175 0.17 1.474 0.005 0.041 0.006 0.024 0.012 0.223 0.012 0.020 0.011 0.030 0.023 0.446 0.003 0.012 0.005 0.019 0.006 0.088 
1b 0.101 0.176 0.26 1.547 0.006 0.044 0.010 0.069 0.017 0.106 0.014 0.017 0.017 0.129 0.024 0.475 0.003 0.005 0.005 0.027 0.007 0.097 
1c 0.101 0.177 0.34 1.450 0.005 0.034 0.009 0.061 0.014 0.163 0.014 0.017 0.017 0.124 0.023 0.447 0.004 0.013 0.005 0.026 0.006 0.057 
 
Table D.3 – Turbulent time and length scales of Profiler array measurements 
 













early flood tide 








































1 2a 0.101 0.174 0.01-0.20 0.46-0.51 1.52 0.005 0.064 0.008 0.047 0.010 0.203 0.006 0.015 0.006 0.026 0.011 0.276 0.008 0.035 0.011 0.058 0.017 0.326 
 
2b 0.101 0.176 0.09-0.28 0.46-0.51 1.50 0.004 0.036 0.005 0.014 0.011 0.209 0.006 0.009 0.007 0.029 0.009 0.139 0.008 0.050 0.008 0.033 0.018 0.261 
 
2c 0.101 0.176 0.23-0.43 0.46-0.51 1.55 0.003 0.037 0.006 0.030 0.010 0.205 0.005 0.005 0.004 0.010 0.009 0.170 0.006 0.038 0.007 0.023 0.014 0.230 
 




































2 2a 0.004 0.026 0.008 0.047 0.011 0.249 0.009 0.017 0.012 0.078 0.023 0.448 0.005 0.006 0.005 0.027 0.007 0.108 
 
2b 0.003 0.047 0.006 0.031 0.012 0.243 0.008 0.026 0.011 0.054 0.020 0.292 0.008 0.003 0.005 0.009 0.006 0.075 
 





DIGITAL APPENDIX E. EXPERIMENTAL DATA 
E.1 ENSEMBLE-AVERAGED VELOCITY MEASUREMENTS 
E.1.1 Presentation 
Ensemble-averaged velocity measurements were performed using two Vectrino II acoustic Doppler 
velocimter Profilers (one down-looking mounted and one side-looking mounted). All velocity 
measurements were conducted mid-channel at x = 8.5 m. The down-looking mounted ADV Profiler 
(Profiler 1) were deployed on the channel centreline at y/B = 0.5, where y was the transverse distance 
measured from the right sidewall and B was the channel width. The side-looking mounted Profiler 
(Profiler 2) was deployed such that it sampled the velocity data over a transverse profile, 
encompassing the channel centreline y/B = 0.5. Detailed flow conditions are summarised in Table 
E.2. For each flow condition, experiments were repeated 25 times and the results were ensemble-
averaged. The velocity fluctuations were quantified in terms of (V75-V25), the difference between the 
third and first quartiles. 
 
Table E.2 – Experimental flow conditions of the ensemble-averaged velocity measurements 
 
E.1.2 Velocity measurements using a single ADV Profiler (Profiler 1 or2): results 
This digital appendix provides a complete data set of the turbulent velocity measured by a fixed-
probe, vertically-mounted ADV Profiler (Profiler 1) and a flexible probe, transversely-mounted ADV 
Profiler (Profiler 2), each sampled alone at 100 Hz. The results were regrouped into dplot grf files, 
and the link to the files is attached herein: 
https://espace.library.uq.edu.au/view/UQ:727908 
The files may be viewed using a dplot viewer (free download available at: 
http://www.dplot.com/other.htm). 
The info file (info.rtf) in the directory offers a list of files contained in this appendix, and the 
corresponding flow conditions of each file (flow discharge Q, Froude number Fr1 and dimensionless 




3/s) d1 (m) d2 (m) U (m/s) Fr1 h (m) Surge type z/d1 range y/B range Instrumentation 
0.0075 0.101 0.10 0.28 0.71 2.2 0 Breaking 0 – 0.8 0.5 Profiler 1 
0 0.101 0.18 0.30 1.13 1.5 0 Breaking 0 – 0.8 0.48 – 0.53 Profiler 1 & 2 
0 0.101 0.21 0.27 1.00 1.2 0.07 Undular 0 – 0.8 0.5 Profiler 1 
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E.2 ENSEMBLE-AVERAGED REYNOLDS STRESSES 
E.2.1 Presentation 
The Reynolds stress tensors characterises the turbulent transport induced by velocity fluctuations as 
a result of the increase in momentum exchange. The components of the tensor can be represented as 
the cross-product of the turbulent velocity fluctuations i.e. ρ×vi×vj, where i, j = x, y, z. When i and j 
are equal, the stress is a normal stress. When i and j are not equal, the stress is a tangential stress. In 
a rapidly varied flow, the velocity fluctuation can be calculated from ensemble-averaged velocity 
measurements as: 
 
i i iv V V    (E.1) 
where Vi is the instantaneous velocity and iV  is the ensemble-averaged median velocity. Herein, 
systematic experiments were performed for flow conditions summarised in Table E.2. For each of the 
flow conditions, the measurements were repeated 25 times to obtain the ensemble-averaged velocity  
and Reynolds stress characteristics. To characterise the Reynolds stress fluctuations, the third quartile 
of the normal stresses (vivi)75 and the difference between the third and first quartiles of the tangential 
stress (vivj)75-(vivj)25 were used.  
 
E.2.2 Reynolds stresses using a single ADV Profiler (Profiler 1 or 2): results 
This digital appendix provides a complete data set of the turbulent Reynolds stresses measured by a 
fixed-probe, vertically-mounted ADV Profiler (Profiler 1) and a flexible probe, transversely-mounted 
ADV Profiler (Profiler 2), each sampled alone at 100 Hz. The results were regrouped into dplot grf 
files, and the link to the files is attached herein: 
https://espace.library.uq.edu.au/view/UQ:727908 
The files may be viewed using a dplot viewer (free download available at: 
http://www.dplot.com/other.htm). 
The info file (info.rtf) offers a list of files contained in this appendix, and the corresponding flow 
conditions of each file (flow discharge Q, Froude number Fr1 and dimensionless vertical elevation 
z/d1). 
 
E.3 TWO-DIMENSIONAL SPACE-TIME CORRELATIONS IN UNSTEADY BORE-
AFFECTED FLOWS 
E.3.1 Presentation 
Cross-correlation functions Ryz,i, where i denotes the velocity component: i = x,y,z, can be calculated 
between the velocity signals of the two Profilers to examine the turbulent scales in the plane formed 
by the two sampling volumes of the two Profilers which were arranged perpendicular to each other. 
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The calculation was carried out by cross-correlating the instantaneous velocity fluctuations vi between 
signals of the two Profilers measured simultaneously. As the ensemble-averaged experiments were 
repeated 25 times, the velocity fluctuation vi can be calculated as i i iv = V - V , where Vi and iV  are 
respectively the instantaneous and ensemble-averaged velocity of component i over the 25 repeats. 
Figure E.3.1 shows a brief description of how the calculations were performed between signals of the 
two sampling volume. Namely, for each point (y1n, z1n) in the sampling profile of Profiler 1 with n 
ranging from 1 to 35, the velocity fluctuation data vi were cross-correlated between (y1n, z1n) and a 
point (y2n, z2n) in the sampling profile of Profiler 2 using: 
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Figure E.3.1 – Cross-correlation calculation between the two sampling profiles of Profiler 1 and 2: a 
graphic description 
 
This digital appendix provides a complete set of results of the two-dimensional space-time 
correlations calculated from the Profiler array measurements. The results were in terms of Comma 
Separated Values (CSV) files, including the maximum cross-correlation Rmax calculated for velocity 
data, the associated optimum time lag Ti, and the integral time Tin. All files with endings “Tin” consist 
of integral time Tin data, and other files contain maximum cross-correlation Rmax and the associated 
optimum time lag Ti in the same file. For files consisting of Rmax and Ti data, the name of the file is 
composed as such: 
Ryz,i_flow phase_z_min=?m.csv 
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where Ryz,i states the cross-correlation calculation was carried out in the 2D y-z plane for velocity 
component i (i = x,y,z). The flow phase stands for the three flow phases during tidal bore propagation, 
which can be “steady” (steady flow phase), “RVF” (rapidly-varied flow phase) and “EFT” (early 
flood tide phase). The definition sketch of these three flow phases is shown in Figure E.3.2. The 
vertical elevation range at which the data were collected was indicated by “z_min=?m”, denoting the 
minimum vertical elevation z within the range. In the present study, measurements were conducted 
at three vertical elevation ranges, being z = 0.001-0.035m, 0.016-0.050 m, and 0.041-0.075 m. Hence 
z_min=0.001m, 0.016m and 0.041m, respectively. Only one transverse range y = 0.322 to 0.357 m 
were experimented in the present study. Although not highlighted in the file names, all data were in 
fact collected within this transverse range. An example of the file name is: 
Ryz,x_steady_z_min=0.001m.csv 
The naming of the Tin files follows the same convention, with endings “Tin” classifying the 
information contained in these files. 
An example of the data format in the csv files is provided in Table E.3. As for Table E.4A, the first 
two columns stand for the real y and z coordinates (in meters) of the point at which the velocity 
signals were cross-correlated. Note that y is the distance from the channel right side wall and z is the 
distance measured from the channel bed. The third column highlights the optimum time lag Ti in 
terms of number of samples, and could be converted back in to time (in seconds) by:  
Ti (seconds) = Ti (number of samples)/f. 
where f is the sampling frequency and f = 100 Hz in the present study. The forth column consists of 
the normalised maximum cross-correlation coefficient Rmax, which is dimensionless. 
For Table E.4B, the first and second columns are the same as in Table E.4A. The third column consists 
of the integral time Tin in seconds. 
Table E.3 summarises the experimental flow conditions of the data contained in this appendix. All 
files are provided via this link: 
https://espace.library.uq.edu.au/view/UQ:727908 
 
Table E.3 – Ensemble-averaged experimental flow conditions of the sampling profiles measured by 
an array of two Profilers 
 











1a 0 0.101 0.174 0 0.01 - 0.20 0.46 - 0.51 1.52 
1b 0 0.101 0.176 0 0.09 - 0.28 0.46 - 0.51 1.5 




Figure E.3.2 – Definition sketch of different flow phases during the propagation of tidal bores 
 
Table E.4 – Sample data format of csv files 
 
(A) Rmax and Ti 
y (m) z (m) Ti Rmax 
0.322 0.035 -11 0.055757 
0.323 0.035 -12 0.04176 
0.324 0.035 -8 0.053412 
0.325 0.035 -9 0.060107 
0.326 0.035 -9 0.062702 
0.327 0.035 -9 0.062926 
0.328 0.035 -9 0.073876 
0.329 0.035 -9 0.076308 
(B) Tin 
y (m) z (m) Tin (s) 
0.322 0.035 0.009333 
0.323 0.035 0.008758 
0.324 0.035 0.006944 
0.325 0.035 0.008103 
0.326 0.035 0.011564 
0.327 0.035 0.011301 
0.328 0.035 0.007402 




E.4 ENSEMBLE-AVERAGED VELOCITY GRADIENT IN UNSTEADY BORE-AFFECTED 
FLOWS 
E.4.1 Presentation 
Studies of direct numerical simulations in incompressible, homogeneous and inhomogeneous 
turbulence indicate that, in regions of high kinetic energy dissipation rate, the geometry of the local 
velocity gradient field has a universal character (CANTWELL 1993). To further develop the 
understanding of the precise structure and dynamic inhomogeneous turbulence in a spatially and 
temporally varying turbulent flow, important characteristics such as the instantaneous velocity 
gradient tensor need to be derived (MCKEON et al. 2007). The nine simultaneous components of the 
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  (E.3) 
where Vx is the instantaneous longitudinal velocity component, Vy is the instantaneous transverse 
velocity component and Vz is the instantaneous vertical velocity component; i and j denote the x, y 
and z coordinate directions. In the present study, the velocity gradient tensor ∂Vy/∂z and ∂Vz/∂y and 
its ensemble-averaged time-variations were derived from the Profiler 1 and 2 measurements, as the 
two tensors were directly linked to the vorticity and strain rate of the fluid. Table E.5 summarises the 




Table E.5 – Ensemble-averaged experimental flow conditions of the sampling profiles measured by 
an array of two Profilers 
 
This digital appendix provides a complete set of results of the ensemble-averaged velocity gradient 
data and the associated fluctuations calculated from the Profiler array measurements. In the present 
appendix, the velocity gradient tensor ∂Vy/∂z and ∂Vz/∂y and the associated fluctuations were 
 











1a 0 0.101 0.174 0 0.01 - 0.20 0.46 - 0.51 1.52 
1b 0 0.101 0.176 0 0.09 - 0.28 0.46 - 0.51 1.5 
1c 0 0.101 0.176 0 0.23 - 0.43 0.46 - 0.51 1.55 
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analysed and presented. The results were in terms of dplot grf files. The velocity gradient files were 
named using the naming convention: 
dVidj_z_min=?m.grf 
where “dVidj” indicates the velocity gradient tensor ∂Vi/∂j, with i and j = y and z; z_min stands for 
the minimum vertical elevation z within the range where the data were collected. The velocity 
measurements were performed at three ranges of vertical elevations, being z = = 0.001-0.035m, 0.016-
0.050 m, and 0.041-0.075 m. Hence z_min would be 0.001m, 0.016m and 0.041m for each tested 
range. Note that for all vertical elevations, only one transverse range y = 0.322 to 0.357 m was tested. 
Herein all data were calculated from measurements performed within this transverse range. The 
corresponding velocity fluctuation data were named using the same convention, with “fluc” in the 
files names. Examples of the velocity gradient tensor files and fluctuation files are: 
dVydz_z_min=0.001m.grf 
dVydz_fluc_z_min=0.001m.grf 
Figure E.4.1 presents an example of the data. 
 
  
(A) Velocity gradient tensor ∂Vy/∂z in s-1 
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(A) Fluctuations of the velocity gradient tensor ∂Vy/∂z in s-1 
Figure E.4.1 - Space-time contour of the ensemble-averaged velocity gradient and velocity gradient 
fluctuations of tensor component ∂Vy/∂z during the propagation of breaking bores; flow conditions: 
Q = 0.101 m3/s, d1 = 0.174 m, Fr1 = 1.52, z/d1 = 0.00-0.20, y/B = 0.46-0.51 
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DIGITAL APPENDIX F. VIDEO MOVIES 
F.1 PRESENTATION 
The generation and propagation processes of breaking tidal bores are studied experimentally and 
numerically. This appendix contains video movies of numerical simulation and laboratory recording, 
featuring the generation and propagation of breaking bores. The laboratory video movies were 
recorded using a high-speed video camera CasioTM Exlim Ex10, functioning at 240 fps. The 
corresponding resolution of the video movies was 512×384 pixels. The numerical movies were 
extracted from three-dimensional (3D) simulations of breaking bores, and the time step between two 
movie frames was approximately 0.07 s. The movies were played back at 5 fps. Table F.1 describes 
details of the movie files. The movies files are linked in the following url: 
https://espace.library.uq.edu.au/view/UQ:727912 
 
Table F.1 – List of video movies 
 
 
Filename Format Description 
3D_gate.flv Frame rate: 9.79 fps played back 
at 5 fps 
Physical time: 1.94 s 
Breaking bore generation 
simulated by 3D CFD model. 
Flow conditions: Q = 0.101 m3/s, 
d1 ~ 0.18 m at x = 8.5 m, So = 0, h 
= 0 m, Fr1 ~ 1.5 at x = 8.5 m, 
Radial gate: fully opened 
3D_mid.flv Frame rate: 14.38 fps played back 
at 5 fps 
Physical time: 1.39 s 
Breaking bore propagation at x = 
8.5 m simulated by 3D CFD 
model. 
Flow conditions: Q = 0.101 m3/s, 
d1 ~ 0.18 m at x = 8.5 m, So = 0, h 
= 0 m, Fr1 ~ 1.5 at x = 8.5 m, 
Radial gate: fully opened 
lab_gate.mp4 Frame rate: 240 fps played back at 
30 fps 
Resolution: 512×384 pixels 
Breaking bore generation induced 
by the rapid gate closure. Gate 
closure sequence. 
Flow conditions: Q = 0.101 m3/s, 
d1 ~ 0.18 m at x = 8.5 m, So = 0, h 
= 0 m, Fr1 ~ 1.5 at x = 8.5 m, 
Radial gate: fully opened 
lab_mid.mov Frame rate: 240 fps played back at 
30 fps 
Resolution: 512×384 pixels 
Breaking bore propagation at x = 
8.5 m. 
Flow conditions: Q = 0.101 m3/s, 
d1 ~ 0.18 m at x = 8.5 m, So = 0, h 
= 0 m, Fr1 ~ 1.5 at x = 8.5 m, 
Radial gate: fully opened 
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