The traditional wind load assessment for long-span bridges rely on assumed models for the wind field and aerodynamic coefficients from wind tunnel tests, which usually introduces some uncertainties. It is therefore desired to develop tools that can utilize full-scale vibration response data from existing bridges in order to study the wind loading in detail for in-situ conditions. This paper presents a novel case study of inverse identification of dynamic wind loads on the 1310 m long Hardanger bridge, a suspension bridge equipped with a network of accelerometers. The identification method used is an extented Kalman-type filter for joint input, state, and parameter estimation. A system model considering the still-air modes in addition to a quasi-steady submodel for the self-excited forces of the bridge is presente. The coefficients for self-excited lift and pitching moment are considered unknown and are jointly estimated with the buffeting forces.
INTRODUCTION
For very long and slender bridges, aerodynamic performance often becomes the critical factor in the design [1] . Hence, it is important to understand the dynamic response behavior under wind excitation. In this arena, it is commonly accepted that the theories behind buffeting forces due to turbulence [2] and self-excited forces induced by the motion of structure [3] are governing. In addition to this comes static wind pressures and vortex-shedding [4, 5] , but these are not the focus of this contribution. The calculation of the buffeting and self-excited forces involves the use of aerodynamic coefficients or functions, which in today's practice often are obtained from series of wind tunnel tests. Alternatively, simulations based on computational fluid dynamics can be performed [6, 7] , with the drawback of requiring immense computational power. The numerical and small-scale experiments involve some uncertainties and simplifications, and sometimes it can be beneficial to learn directly from existing bridges in their operating environment.
In recent years, the focus on structural health monitoring (SHM) have given engineers an abundance of full-scale data from long-span bridges. This full-scale data can be valuable since it contains information on the behavior of the bridge in the complex conditions that occur in reality. It is therefore desired to use such data to explore the ability for testing and validation of the models for the wind loading and aerodynamic interaction. This can be a difficult task since the application of advanced signal processing methods can encounter some trouble due to uncertain or non-idealized conditions, disturbances, and data from limited sensors.
One available tool to reduce the dynamic load uncertainties is the use of inverse force identification methodologies. Herein, the excitation forces are considered unknown and are estimated from limited output response measurements, typically accelerations. Although many techniques have recently been proposed in the literature [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] , the application of these inverse methods are not well-explored for long-span bridges. There is therefore a need to test the available methods to get experience on the actual performance under realistic conditions.
In this work, the apply the input and state estimator in [8] to study the estimation of wind loads. This Kalman-type algorithm, which is an extended version of earlier algorithms [19, 20] , allows for an extension to estimation of unknown system parameters. The method is tested for measurement data from a long-span suspension bridge. In the presented framework, the states are the modal responses, the unknown inputs are the buffeting forces and the uncertain parameters are quasi-steady coefficients related to the self-excitation of the bridge box girder under wind loading.
THEORY

Equations for the wind-induced dynamic response
This section derives a state-space formulation for the bridge dynamics, taking into account a quasi-steady form of self-excitation leading to aerodynamic stiffness and damping. We assume the following equations of motion in a FE-format for the response u(t) ∈ R n DOF :
where f b (t) are the buffeting forces and (·) 0 denotes still-air properties. The self-excited forces f se (t) depend on the displacement and velocity motion of the structure, and is dealt with later in this section. A modal truncation (u(t) = Φz(t)) yields the reduced-order representation for the modal coordinate vector z(t) ∈ R nm :
Ω and Ξ ∈ R nm are diagonal matrices that contain the still-air natural frequencies and damping ratios. By introducing the modal state variable
, a transformation that is explained later. The time-evolution of the system then becomes:
or in compact notation:
It is noted this results in a system which is linear, but time variant. When considering acceleration and displacement measurements, the output vector become:
with corresponding matrices: Next, the self-excited forces on the box girder are discussed. Although many model formulations are available [21] , a simple memory-less model is adopted in this study for reasons of simplicity, implying the self-excited forces depend only on the structural displacement and velocity in the same time instant. Specifically, we employ a model called modified quasi-steady theory [22] . With reference to Fig. 1 , the localized self-excited forces on a slice of the box girder with coordinate x i are given in the form:
where the parameter set = [a 1 . . . a 6 h 1 . . . h 6 p 1 . . . p 6 ] T consist of 18 quasi-steady coefficients. This corresponds to modeling the well-established aerodynamic derivatives as functions proportional to ( Bω V ) −1 or ( Bω V ) −2 [22] , where ω = 2πf is the angular frequency. In the presented framework, the mean wind velocity V (t, x i ) is allowed to vary with time, although the notation V is used for brevity. The span is divided into M equally spaced nodal points with coordinates {x 1 , . . . , x M }. Using matrices S i ∈ R 3×n DOF to select r(t, x i ) from the larger vector u(t), the vector f se (t) in Eq. 1 is now taken as the lumped sum of the contributions from all M nodes:
where the definitions of the (time and) parameter-dependent matrices H se,d (t, ) and H se,v (t, ) ∈ R n DOF ×n DOF now are clear. A discretization in time (t k = k∆t) of Eq. 4 and 5 now gives the following system equations:
where the substitution p k = Φ T f b (t k ) define the buffeting loads in the modal space. No parametric model is introduced for the buffeting loads or the turbulence. Provided that the wind velocity, the parameters, and the modal buffeting loads were known, the system output response could be straightforwardly solved from Eq. 11 and 12 for some given initial conditions. However, these are all, except the wind velocity, treated as unknown quantities; the estimation methodology is discussed in the next section.
Equations for the identification problem
The goal is to jointly estimate the inputs, states and the parameters for this system. The parameters are augmented into the state vector, resulting in the following final model of the dynamics:
According to principles from Kalman filtering, this model includes stochastic white noise on the modal states (w k ) and on the measurements (v k ), as well as a fictitious driving term for the parameters (µ k ). These vectors are all assumed mutually uncorrelated, zero-mean and with covariance relations: This is essentially a non-linear problem since the system matrices depends on the parameters in the augmented state. We apply a Kalman-type algorithm from [8] , which is termed extended joint input-state (EJIS) estimation. This is an extension of previous algorithms [19, 20] that considers minimum-variance unbiased estimation in systems with unknown inputs.
Some necessary mathematical conditions for the estimation should be discussed. Firstly, rank(J d ) = n m is required is order to identify all n m modal forces [23] . This condition is fulfilled for the actual system model presented later in Section 3.1. As the system matrices changes with time, the observability should formally be checked according to the theory in reference [24] , which is considered future work.
IMPLEMENTATION FOR THE HARDANGER BRIDGE
Data from the Hardanger bridge
The practical test of the methodology is applied to data from the Hardanger bridge, a suspension bridge shown in Fig. 2 . In this study, the bridge is modelled with n m = 19 vibration modes from a FE model [25, 26] . Fig. 4 shows the shape of the modes along the main span together with the natural frequencies and damping ratios, where the naming convention is according to the dominant motion of each mode: H1-H5 (horizontal), V1-V9 (vertical), T1-T2 (torsional), P1-P2 (pylon) and M1 (mixed). As discussed in [26, 27] , the number of modes in the reducedorder model for long-span bridges (in inverse estimation) is mainly limited by the necessary criterion that rank(J d ) = n m ; more acceleration sensors are needed to be able to identify more modal forces.
This bridge have 20 triaxial accelerometers for measuring the dynamic response, and eight anemometers that measures wind velocities in the main span [28] , as shown in Fig. 3 . The details of the sensors are given in references [26, 28] .
A measurement data set with duration 60 min (∆t = 0.1 s) is studied. The direction of the wind is approximately normal to the bridge deck throughout this period. The span of the bridge is discretized into M = 65 points (∆x ≈ 20 m). First, the mean wind velocity for the eight anemometer measurements is found by using 10 minute moving averages. Then, linear interpolation is used to estimate the field V (x, t) between the anemometers, resulting in the time-spatial distribution in Fig. 5 . Inhomogeneous features in the wind field is not uncommon for this bridge location [29] , and in this case an apparent trend of higher velocities for one part of the bridge is observed. Although robust testing for (non-)stationarity of time series generally is difficult, the mean wind velocity could intuitively also be said to have weakly non-stationary features for this 60 minute period. This is not a direct problem, however, as no stationarity assumptions are imposed on the loading or dynamic behavior in the EJIS estimation. Some pre-processing of the output response data is necessary. A low-pass filter is applied to mitigate the content above 0.6 Hz. A subset of the acceleration response data is shown in Fig. 6 for sensors in the quarter span. In addition to the acceleration data, displacements in the form of (offline) integrated accelerations are also included in the output vector to avoid instabilities in the estimation. This also involves high-passing the displacement data at 0.01 Hz.
Estimation of inputs, states and parameters
Some initial values for the unknown quantities are also needed for the first time step in the estimation. As the conditions at time t 0 are not practically determinable, the initial guess is set to x 0 , p 0 = 0. For the parameters, the initial values ( 0 ) are set to values given in Table 1 , which are estimated from wind tunnel experiments [30] . The corresponding initial covariances are set to P x 0 = I, P µ 0 = 10 −2 I, P p 0 = I. After some trials, it was found that estimation of all 18 parameters lead to some unrealistic results. For this type of bridge, it is well-known that not all the self-excitation coefficients are equally important. It was therefore chosen to reduce the parameter set to the four coefficients a 1 , a 2 , h 1 and h 2 (i.e., the vertical-torsional coupled damping in Eq. 8). These are deemed the most important contributors for streamlined cross sections. The remaining 14 parameters were set to fixed values from Table 1 . An important aspect of the estimation is the choice of covariance matrices (Eq. 15). As noted in [10] , the covariance magnitudes (noise levels) could influence the results quite considerably. R = 10 −6 I is used, a level which corresponds to 1 − 5% of the output data standard deviations. For the process noise covariance, Q w = 10 −1 I is set. For the parameter covariance Q µ = c µ I, the two scalar values c µ = 10 −5 , 10 −7 are tested, which are much less than the expected parameter order.
The identified modal forces are shown in Fig. 7 in the frequency-domain by a fast Fourier transform (FFT) of the time series, where c µ = 10 −7 was used. Characteristic to ill-conditioned problems, identification of forces generally suffer from sensitivity in the solution to errors on the model or the output data. A known practical problem is that a few so-called cable-modes that could not be included in the state-space model in reality has a small contribution to the dynamic response in the box girder [27] . This leads to some unfortunate effects visible in Fig. 7 , namely a spurious contribution around the frequencies 0.24, 0.37 and 0.41 Hz in the horizontal modes. Other than this, the modal loads appear to realistically resemble the frequency-domain characteristics of buffeting forces due to turbulence. A closer examination of the time-evolution of the modal loads in light of the wind data from the anemometers is deemed future work.
Next, the attention is shifted to the parameter estimation, as shown in Fig. 8 . It is seen that for c µ = 10 −5 , the dynamic response or loading tend to bleed into the parameter estimate, thus c µ = 10 −7 is deemed a more suitable choice. It is expected that the parameters should be quite constant, but small time-variations could happen for changes in environmental conditions such as the wind yaw angle or mean the angle of attack. No formal convergence is achievable in the estimation, and the parameters tend to either stay at a relatively stable level or slowly change throughout the time period. A potential problem here is parameter magnitude differences, for which a shared c µ -value introduces some compromise. As pointed out in [10] , a correct parameter model is also necessary for convergence. The interpretation of the results should also factor in the individual parameter influence on the system dynamics. Generally, it is expected the most influential parameters for the system response are most accurately estimated, whereas parameters with a smaller influence could be more inaccurate since its deviations do not to the same degree affect the goodness of fit for the solution to the data. A sensitivity analysis could give some indications of the significance to trim out non-essential parameters.
Assessment of effective modal properties
A more intuitive way to assess the results is to study the effective natural frequencies and damping ratios of the system for the in-wind conditions. These can be solved from the eigenvalues of A c (t, ), which are on the form λ j = −ξ j ω j ± iω j 1 − ξ 2 j , (ω j = 2πf j ). The modal properties will be time-varying since they are dependent on the mean wind velocity and the quasi-steady parameters, and Fig. 9 and 10 shows the evolution. Herein, it is the vertical and torsional modes that are most interesting, as changes in the horizontal modes mainly are driven by the assigned a priori values from Table 1 . As a reference solution, modal parameters with uncertainty bounds are identified using the tool covariance-driven stochastic subspace identification (cov-SSI) [31] , supplemented by the fast implementation from [32] . Fig. 11 shows the poles and their frequency uncertainty range. These are also superimposed in Fig. 9 and 10 . In general, the damping ratios for the vertical modes agree tend to agree between the inverse estimation and the cov-SSI. However, it does not for the torsional modes. The exact reason for this is hard to formalize, and these results could very well be case-dependent, as the performance of inverse estimation often highly depends on the sensor network as well as the quality of the system model. It is generally accepted that inverse estimation is difficult for systems with high-complexity dynamics, and the obtained results also support this notion.
The use of advanced computational methodology to full-scale bridge data always has some uncertainties that are difficult to eliminate. In this context, the following sources could be mentioned:
• Limited anemometer data leads to uncertainties in the interpolated wind field V (x, t).
• A number of significant uncertainties can be related to the EJIS estimation itself. Herein, the Kalman-type algorithms always have an estimate uncertainty inherited from the white noise disturbance model. As shown, the noise covariance matrices influence to some degree the solution.
• Errors in the FE-based state-space model could give some incorrect estimates. Although the model is tuned [25] , some temperature variations could affect the still-air natural frequencies and damping and thus also slightly the graphs in Fig. 9 and 10 .
• The self-excitation of the cables could give some damping contributions. If the wind velocity at the elevation of the main cable was known, formulas similar to Eq. 8 could be included for the self-excitation of the main cable by letting its drag coefficient be an unknown parameter.
• Local traffic could give some small dynamic response contributions to the considered modes, although this would be small compared to strong winds.
CONCLUSIONS
The wind-induced dynamic response is an important but often uncertain aspect of long-span bridges due to uncertainties in the models for wind load prediction. This paper has presented a framework for state-space modelling of long-span bridges, taking into account the self-excited forces through a set of modified quasi-steady parameters. Using recently developed Kalmantype estimation schemes, this model can be applied for coupled input-state-parameter estimation to bridges with monitoring systems.
The methodology is tested to acceleration from the Hardanger bridge, which is modelled using 19 still-air vibration modes. Generally, the frequency-domain characteristics of the identified wind loads have features that resembles buffeting due to turbulence. Small errors on the state-space model, for example not including cable vibration modes, lead to some small but visible errors on the identified loads. A comparison with the wind measurement data could give better insight in the validity of the load estimates.
The parameter estimation for the self-excited damping works to some extent. Compared to the damping values from cov-SSI, the estimated parameters generally lead to similar effective damping for the vertical modes of the bridge deck, but not the torsional modes. Overall, the methodology show some promising results, but a robust application of inverse estimation to long-span bridges remains difficult.
