Fourier series y,,O for theM output unit can be expressed as
I. Introduction
The trigonometric feedforward neural network proposed in this paper has both sine and cosine activations for each hidden layer net function. Since the derivative of the activations for the net function are never simultaneously zero, the hope is that trigonometric networks can avoid the local minima seen in sigmoidal MLP training. In section 11, we discuss the relationship between N-dimensional Fourier where NF is the number of net functions. NF depends on the maximum harmonic number, H equal to (2H+1)N/2. C,(ij) and C,(ij) denote the coefficients of the sine and cosine terms of the Fourier series, respectively, for the ith harmonic and the jth output unit. v,(i) is an inner product of a scaled harmonic number and the inputs, m(k,i) is an element of the coefficient matrix of harmonic number with value I m(k,i) I S H and m(k,l) = 0. The period t(i) can be chosen such that t(i) 2 max(x(i)) -min(x(i)), where max(x(i)) and min(x(i)) denote the maximum and minimum values of the ith input feature, respectively.
One problem with multi-dimensional Fourier series is combinatorial explosion. This is where the number of harmonics needed to approximate the signal within a specified error increases drastically as the number of input variables increases. The problem is that the number of hidden nodes, which is equal to 2 N , can be very large and can drastically increase as a function of the number of inputs or the number of harmonics needed. Another oroblem with the series and the trigonometric network. In section nI, we describe the trigonometric network's architecture and training. Properties of trigonometric network basis functions are in section IV. In section ", we demonstrate the capabilities of the trigonometric neural network through simulations.
Trigonometric Neural Network and
Fourier series network is that the property is limited into the hidden layer, mis comes directly kom equation (1).
Also, the optimal period of each of the inputs is unknown.
Introducing the trigonometric network can solve the above problems. In this network the input weights in each hidden layer are allowed to adapt thus improving the generalization capability of the network and avoiding the need to know optimal periods for inputs. Another benefit is that the combinatorial explosion problem is brought under control. However, unlike the Fourier series network, the hidden unit basis functions are no longer orthogonal. 
of the fixed values of input weights

N-dimensional Fourier Series
A. Trigonometric Networks with One Hidden Layer
Trigonometric networks with a single hidden layer can be implemented as shown in figure I . Figure 1 The net function for the mth-hidden node and the pth pattern can be given by:
it-1 where 1 5 m 5 Nu(2)/2, N.(2) being the number of sines and cosines in the hidden layer (second layer) and is equal to 2NF. xp(k) is the kth input for the pth pattern, w(iJ,mk) is the weight connecting the kth node of the jth source layer to the mth node of the ith destination layer. 62.m) is the threshold of the mth node of the hidden layer. In the above equation, the input weights are known in the case of a Fourier series network. In the case of the trigonometric network, the input weights are not predefined and are updated by the training algorithm.
The ith hidden node output is oP(2,i)=sin(net,(2,m)), i = (2m-1) ( 3 4 0,(2,i) =cos(ner,(2,m)), i = 2m (3b) where 1 S m S Ns(2)/2. It follows from equations (2) and (3) that the net function netJ2,m) in equation (2) is equivalent to the inner product v,(i) in equation (1). Finally, the jth network output for thepth pattern, where 1 5 j < No.,, can be given by
B. Output Weight Optimization-Hidden Weight Optimization (OWO-HWO) Training
The backpropagation method traditionally used for training a feedforward neural network is not very efficient [8]. A more efficient updating algorithm is introduced in this section where the hidden weights are calculated by solving a set of linear equations [9] . This would require that the desired hidden net functions be given, which is not normally the case.
However, approximations of these desired net functions can be made based on the current net function values plus a designed net change. Therefore, for the pth pattern, the jth unit of the hidden layer can have its desired net function approximated by [9, 13] .
netpd (2, j ) net,(2, j ) + Z . dp(2, j )
where 1 S j 5 Nu(2)/2, ne4,d2,j) is the desired net function, nefJZj) is the actual net function, Zis a learning factor, and 4,(2,j), 4,(3,j) are defined as follows:
where I S k SN,,, , I Sj SNu(2). In most cases, the output layer nodes are linear and therefore havef(ner,(3,j))=l. In the case of the hidden nodes, the activation functions are sines and cosines and thus have f(netp(2,j)) equal to cos(ne$(2j)) and -sin(ney2J)), respectively. where 1 5 j S N.(2)/2. The hidden weights can therefore be updated according to the following equation:
451, j,i)("+') =w(z,I, j,i)(") +~.e(21, j,i) for 1 5 j S Nu(2)/2, 1 S i 5 N, and where e(2, I&) serves the same purpose as the negative gradient element, Here E is the mean square error (MSE) defined as
"
where E(k) is the mapping error for the kth output defined as where N, is the total number of patterns in the training data. From the above equations, we can calculate the total To minimize EL2,j), set g(1,l) to zero to get the set of linear equations:
By solving this set of linear equations for e(Z,l,j,i). we can update the hidden weights as in equation (7). The proper value of the learning factor 2 is difficult to determine. However, an automated algorithm can be developed in order to calculate this learning factor 1131.
IV. Analysis of Trigonometric Neural
The nonlinearity within a trigonometric network is very distinctive when compared to activation functions of other neural networks. Being periodic in its nature, the sine and cosine activation functions can generate harmonics at the output layer. However, having sines and cosines as activation functions does not ensure any kind of orthonormality for the basis functions fed into the output layer. Because of this, Parseval's theorem may not apply to this kind of network.
Networks
A. Basis Functions in Trigonometric Networks
Throughout we refer to a fully connected feed-forward trigonometric network, where each layer is connected to all subsequent layers. This means that in a three-layer network we will have weights connecting the input to the output layer.
The basis functions consist of the set of inputs augmented with the outputs of the hidden layer and an element with the value 1 , corresponding to the thresholds of the output layer. The basis functions can be represented by where No", is the number of outputs, N,(2) is the number of units in the hidden layer, S, is the thresholds of the ith output unit and w(3,2,i,n) is the weight connecting the nth unit in the hidden layer to the ith unit in the output layer and jXx) is the probability density function of the input vector x.
Parseval's equation for the trigonometric network, may not, however, be applied directly because it is only valid in the case of orthogonal basis functions. By orthonormalizing the basis functions we can derive a relationship between the MSE and the weights of the output layer and use this relation to determine the usefulness of a particular unit.
To test for the orthonormality of these basis vectors, a matrix P is constructed having the dimensions Nu x Nw The P matrix consists of the inner product of bi and b,, the ith and the j t h row elements of b. This inner product can be defined as [ 101:
where E[.] is the expectation value operation. The above equation can be approximated as:
wherepXp is the kth element of b for thepth pattern. From the above discussion, it can be seen that if the basis vectors are orthonormal, P should be a diagonal matrix with pu = 1 for i = j and pu = 0 for i # j. However, if this is applied directly to the trigonometric network, this is not be the case. These basis functions can be forced to be orthonormal after which Parseval's equation can be safely applied. We have employed modified Gram-Schmidt orthonormalization process to orthonormalize these basis functions [14] .
B. Pruning Trigonometric Networks
Orthonormalizing the basis vectors simplifies the MSE expression which can be expressed as 
V. Numerical results
A fair comparison between the two types of networks restricts the choice of the number of hidden units in each network. For the comparison to be fair, the number of hidden units is chosen such that the two networks have the same pattern storage capability. Pattern storage can be defined as the number of patterns that a neural network can learn perfectly such that its outputs exactly match the desired output values.
A. Pattern Storage Bounds
The upper bound on pattern storage can be derived from that of the functional link network (FLN where Nu~LP(2) and N,nf8(2) are the number of hidden units in the MLP and the trigonometric networks, respectively.
B. Simulation results
Training
We trained sigmoidal, trigonometric and sine activation neural networks using the OWO-HWO algorithm and The data set Single2 has 16 inputs and 3 outputs, and represents the training set for inversion of surface permittivity E, the normalized surface rms roughness ku, and the surface correlation length kL, found in backscattering models from randomly rough dielectric surfaces [12] . The training data file Single2.tra has 5992 patterns and the testing data file Single2.tst has 4008 patterns. 
Generalization Performance
The trained networks were then tested on the respective testing data files to evaluate their generalization capability. The results are tabulated in Tablel. We have demonstrated that the trigonometric neural networks train more easily and have good generalization performance. 
