The continuous and discrete cases have a very similar flavor but they also have their natural differences. In this section, we will describe a unified approach and leave the detailed descriptions and definitions in Sections 2 and 3. We will give self-contained proofs for both manifolds and graphs.
For a smooth, compact, connected Riemannian manifold M , we let ∇ denote the gradient with the associated Laplace-Beltrami operator ∆. The logarithmic Sobolev inequality is of the following form:
for a function f : M → R satisfying |f | 2 = vol M. The log-Sobolev constant is the largest α satisfying (1) for any function f defined on M .
We will show that the function f on M achieving the log-Sobolev constant α satisfies the following logarithmic Harnack inequality:
provided that M has non-negative Ricci curvature. The inequality in (2) is similar to the Harnack inequality except for a logarithmic factor. It can be used to derive the following lower bound for log-Sobolev constants for d-dimensional compact Riemannian manifold M (A similar inequality was proved by Deuschel and Stroock [7] by a different method):
where D(M ) denotes the diameter of M and λ 1 is the first eigenvalue of the Laplacian.
For a graph G = (V, E) with Laplacian L, the log-Sobolev constant α can be expressed as follows:
where f ranges over all nontrivial functions f : V → R satisfying
denotes the degree of x. The function f achieving the log-Sobolev constant α satisfies:
where y ranges over all y adjacent to x, denoted by y ∼ x.
For the discrete case, we can only establish the logarithmic Harnack inequality for Ricci flat graphs (which are defined later in Section 3).
For a graph G with isoperimetric dimension δ and isoperimetric constant c δ (see the definition in Section 5) and with the assumption that G is a k-regular Ricci flat graph, we can use (6) to show that
where D denotes the diameter of G, c denotes an absolute constant, and c ′ depends on the isoperimetric constant.
The above results on logarithmic Harnack inequalities and can be extended to manifolds with convex boundary and for strongly convex graphs with Neumann and Dirichlet boundary conditions. This will be described in Section 6.
Since a random walk on a graph G on n vertices approaches stationarity after order log log n/α steps, the above lower bounds for the log-Sobolev constant α immediately implies a convergence bound of order (log log n)kD 2 if the isoperimetric dimension is bounded.
On a compact Riemannian manifold
Let M be a smooth connected compact Riemannian manifold and ∆ be a Laplace operator associated with the Riemannian metric, i.e., in coordinates x 1 , x 2 , ...
where g ij are contra-variant components of the metric tensor, g = det g ij and u is a smooth function on M. The Laplace operator with the boundary condition is self-adjoint and has a discrete spectrum in L 2 (M, µ), where µ is the Riemannian measure;
If the manifold M has a boundary ∂M , we consider either Dirichlet or Neumann boundary conditions. The boundary condition implies u One of the consequences of (10) is f (x) = 0 for all x. To see this, we note that f ∈ L p for any
any p > 0. By a standard bootstrap argument, one can then prove that f is smooth everywhere. If f (x) = 0 and vanishes only up to finite order at x, (10) shows that f cannot be smooth. On the other hand, if f vanishes up to infinite order at x, the unique continuity argument shows that f ≡ 0. Hence, we may assume f (x) > 0 for all x.
Theorem 2 Suppose M is a d-dimensional connected compact Riemannian manifold with nonnegative Ricci curvature.. If f > 0 solves (10), then we have
Proof: Let ϕ = log f . Then we have
by using Theorem 1. We consider φ = |∇ϕ| 2 + 2αϕ. Let x 0 denote a maximum point of φ. Then the derivatives φ i satisfy φ i (x 0 ) = 0 and
Also,
Using Theorem 1 and substituting for ∆ϕ = −φ, we have
Suppose y 0 is a maximum point of f . Then we have ∇f (y 0 ) = 0 and
Theorems 1 and 2 will be repeatedly used for establishing the following logarithmic Harnack inequality:
Theorem 3 Suppose M is a compact Riemannian manifold with non-negative Ricci curvature and the function f solves (10). Then we have
In particular, we have |∇f
where U = sup f ≥ 1 and e is the base of the natural logarithm.
Proof: We consider
Let x 0 denote a maximum point of F . Then the derivatives F i satisfies F i (x 0 ) = 0.
Using Theorem 1 to substitute for ∆f , we have
After cancellations, we have
We may choose a frame such that f i = 0 for i > 1. Since F 1 (x 0 ) = 0, we conclude from (12) that if
Substituting into (13), we obtain
When R ij ≥ 0, this inequality cannot hold at x 0 . Hence ∇f = 0 at x 0 and we conclude that
In particular, we have
This completes the proof for Theorem 3.
Theorem 4
The log-Sobolev constant α of a smooth connected compact manifold with non-negative Ricci curvature in d-dimensions satisfies
Proof: Let f denote the function achieving α and M f 2 = vol M . We consider two possibilities:
This implies
On the other hand, from the definition of eigenvalues we have
vol M , and sup |g| ≤ β, we have
Together with (14), we have
Using known eigenvalue lower bounds on d-dimensional smooth compact Riemannian manifold, we have
Case 2: sup |f − 1| ≥ β. From Theorem 2, we have
There is a path γ so that f (γ(0)) = 1 and either f (γ(1)) = 1 − β or f (γ(1)) = 1 + β. In both cases, we can assume that the length of γ is no more than the diameter D(M ) of M . In the former case, we have
In the latter case, we have
Hence,
If we choose β = 1, then in Case 1, we have α ≥ 3λ 1 /16 and in case 2,
Note that we can choose any 0 < β < 2. In particular, β = e − 1 will give
We remark that we can consider log-Sobolev constants and logarithmic Harnack inequalities for manifolds with convex boundary. In fact, the proofs in Theorems 1-4 can be carried out in the same way for Laplace operators with Dirichlet and Neumann boundary conditions as long as the maximum points are interior points of the manifolds. This is indeed the case when we have convex boundary (or even weaker conditions). We also remark that the factor of d in Theorem 4 is necessary as shown by examples such as d-dimensional balls (see [12] ).
3
Log-Sobolev constants for graphs
Let G denote a graph with vertex set V and edge set E. For a function f : V (G) → R, we define
It is easy to see that
where x∼y denotes the sum over all (unordered) adjacent pairs. Here f, g = x f (x)g(x) denotes the standard inner product in R n .
For a graph G, the log-Sobolev constant α of G is defined as:
where the infimum ranges over all nonzero functions g satisfying
and d x denotes the degree of x in G.
Theorem 5 For a graph G, suppose f : V → R achieves the log-Sobolev constant and
Proof: The proof is basically the same as in Theorem 1. We also use Lagrange's method, by taking the derivative with respect to f (x):
for some constant c 1 . After substituting for α, the above expression can be simplified:
After multiplying (19) by f (x) and summing over all x in V , we have
This implies c 2 = 2α. Therefore we obtain from (19) that
Logarithmic Harnack inequalities for graphs
Let G = (V, E) denote a graph with vertex set V = V (G) and edge set E = E(G). For a vertex v, the neighborhood N (v) of v consists of v and vertices adjacent to v. We say G has a local k-frame
A graph G is said to be Ricci flat if G has a local k-frame and
for any i and v.
For example, a homogeneous graph associated with an abelian group is Ricci flat [6] .
We will prove the following logarithmic Harnack inequality for Ricci flat graphs.
Theorem 6
In a Ricci flat G, suppose a function f :
Then the following inequality holds for x ∈ V (G), and for U = sup y |f (y)| ≥ 1:
2 and we consider
Let X denote the second term above. Then we have
Since G is Ricci flat,
Now we consider
We will need to upper bound
This can be done by maximizing
We can then use Lagrange's method. The maximum is achieved when all b's are equal. Thus
Also, we consider a lower bound for
We can use the Lagrange method again for minimizing
provided sup y f (y) ≥ 1.
Consequences of logarithmic Harnack inequalities for graphs
Theorem 7 In a connected Ricci flat graph G = (V, E), suppose a function f : V → R satisfies the logarithmic Harnack inequality and
where U = sup z |f (z)|, k denotes the degree and D denotes the diameter of G.
Proof: We consider the following two cases:
Case 1: sup |f − 1| ≤ 1/2. The proof for this case is almost identical to that of Case 1 of the proof of Theorem 4. We omit the proof here and we have
The following eigenvalue lower bound for a Ricci flat graph is given in [6] :
Therefore we have α ≥ 1 32kD 2 .
Case 2: sup |f − 1| ≥ 1/2. We consider vertices x 0 , y 0 satisfying f (x 0 ) = c and f (y 0 ) = 1. The existence of y 0 is guaranteed by the fact that
denote a shortest path joining x 0 and y 0 . Clearly, s ≤ D. We consider the case that f (x 0 ) = sup f and U 2 log U 2 ≥ 1. The other case can be dealt with in a similar way. Using the logarithmic Harnack inequality, we have
On the other hand, we have
Together we have
For the case of f (x 0 ) ≤ 1 or U 2 log U 2 ≤ 1, the proof for α ≥ 1 24kD 2 is quite similar and we can and will be omitted. This completes the proof of Theorem 7.
The eigenvalue lower bound given in (20) is sharp and the factor of k is necessary for some homogeneous graphs [6, 4] ( for example, the graph with vertex set Z p × Z 2 and edge generators (a, b), a ∈ Z p , b ∈ Z 2 .) It is not difficult to show that the log-Sobolev constant is bounded above by λ 1 /2 (see [8] ). As a consequence of Theorem 6, for a homogeneous graph the lower bounds for the log-Sobolev constant and the eigenvalue λ 1 can differ by at most a factor of log 2 U .
The factor of log U can be bounded for certain graphs in terms of an isoperimetric invariant for graphs. We say a graph G = (V, E) has isoperimetric dimension δ with isoperimetric constant c δ if for any subset X of V with vol X ≤ vol G/2, the number of edges leaving X satisfies
For a vertex v in a graph G and an integer r, the r-neighborhood of v, denoted by N r (v) is defined by N r (v) = {u ∈ V : d(u, v) ≤ r} where d(u, v) denotes the distance between u and v. A graph with isoperimetric dimension δ has growth-rate (c, δ) in the following sense [4] :
where r ≤ D and D denotes the diameter of G. It is not hard to show that a graph with isoperimetric dimension δ has growth-rate (c, δ) where c depends only on the isoperimetric constant c δ . However, graphs with growth-rate (c, δ) do not necessarily have isoperimetric dimension δ (see [4] ) and do not in general have good eigenvalue lower bounds. For graphs with isoperimetric dimension δ, we will show that log U is bounded above by δ log δ. where U = sup z |f (z)|,, k is the degree, and D denotes the diameter of S.
Here we used the fact that a k-regular Ricci flat graph or a strongly convex subgraph has the eigenvalue bound λ 1 ≥ 1 8kD 2 and this lower bound is sharp up to a constant factor (the factor of k is necessary for some homogeneous graphs) [6] . Based on the fact of α ≤ λ 1 /2 and as a consequence of Theorems 6 and 10, the log-Sobolev constant and the eigenvalue λ 1 can differ by at most a factor of log U .
For graphs with isoperimetric dimension δ, similar to Theorem 10 the following lower bound for α holds in terms of δ.
Theorem 12 Let S denote a strongly convex subgraph of a Ricci flat graph with isoperimetric dimension δ. Suppose a function f : V → R satisfies the Dirichlet or Neumann boundary condition and achieves the log-Sobolev constant. Then the log-Sobolev constant α of G satisfies
where k is the degree, and D denotes the diameter of S, and c is a constant depending only on the isoperimetric constant and c ′ denotes some absolute constant.
