The paper is organized as follows. Section 2 describes the evolution of AVHRR SST algorithms that motivated the current formulation of the Pathfinder SST algorithm, introduced in section 3. One of the AVHRR Oceans Pathfinder highlights is that for the first time a large validation database is distributed with the Pathfinder global SST fields to allow interested investigators to develop and validate alternative formulations for the computation of AVHRR-derived SSTs. This database of "matchups" is described in section 4, together with the procedures followed to estimate Pathfinder SST algorithm coefficients. To give potential users of the Pathfinder SST fields a general feel for the performance of the algorithm, we provide an evaluation of the algorithm perfoi'mance in section 5. Section 6 describes the processing steps involved in the generation of global Pathfinder SST fields. The SST fields may be used for very different purposes, from identifying and tracking specific ocean features to conducting climate-related studies. Such different applications may involve tradeoffs between data coverage and quality (e.g., if finding the Gulf Stream is the goal, one may be more tolerant of lower-quality SST estimates as the 9179 
Introduction
The need for accurate global sea surface temperature (SST) fields has been receiving increasing attention, primarily because of their importance in understanding variability in the global climate. Satellite SST measurements are attractive because of their global repeated coverage compared to any other type of measurements of this quantity. Space-based multichannel infrared radiometers operating in cloud-free conditions provide the most reliable global SST data sets [Barton, 1995] . Since 1981, the NOAA series of polar-orbiting spacecraft has carried the second generation advanced very high resolution radiometer (AVHRR), an instrument with three infrared (IR) channels suitable for estimating SST [Schwalb, 1978] . These channels are located in the wavelength regions between 3.5 and 3.9 /•m and between 10 and 12.5 /•m, where the atmosphere is comparatively transparent.
AVHRR-derived SST algorithms have undergone various modifications through the years to improve performance. Details on the evolution of AVHRR SST algorithms are given in section 2. Furthermore, several different radiometers have been flown during the span of AVHRR coverage (at the time of writing, instruments on board NOAA 7, 9, 11, and 14). SST estimates based on data from the various sensors and algorithms were processed on operational time flames, but until recently, there had been no attempt to reprocess the entire database in a consistent manner. To address the need for major focus is on SST patterns). For that reason, in section 6 we describe the various quality levels assigned to each pixel in the global SST fields.
Evolution of SST Algorithms
At IR wavelengths the ocean surface emits radiation almost as a blackbody. In principle, without an absorbing and emitting atmosphere between the sea surface and the satellite it would be possible to estimate SST using a single-channel measurement. In reality, surface-leaving IR radiance is partially attenuated by the atmosphere before it reaches a satellite sensor. Therefore it is necessary to make corrections for atmospheric effects. Water vapor, CO2, CH4, NO 2, and aerosols are the major constituents that determine the atmospheric extinction of IR radiance [Minnett, 1990] . Among them, absorption due to water vapor accounts for most of the needed correction [Barton and Checet, 1989] .
Several techniques have been proposed to account for the atmospheric absorption of surface !R radiance and to produce accurate retrievals of SST. Anding and Kauth [1970] found that the difference in measurements at two properly selected infrared channels is proportional to the amount of atmospheric correction required. Using differences in brightness temperatures measured by an early satellite radiometer, Prabhakara et a!. [1974] estimated SST to a reasonable accuracy. In a recent review of techniques to derive SST from satellite IR measurements, Barton [1995] shows that the differential absorption is exploited in all IR SST algorithms and that there is a basic form for most algorithms: 
SST = aT, + 3' (T, -T•) + c,
where r is the transmittance through the atmosphere from the surface to the satellite. All AVHRR algorithms share the general form described above, although various modifications have been introduced through the years to improve performance.
In the paragraphs below we briefly present the historical lineage of the different formulations used over the years as the Other improvements in the atmospheric correction involved nonlinear formulations in which the ), was proportional to the brightness temperatures, as in the cross-product SST algorithm described by Walton [1988] and Walton et al. [1990] . The latest version of the operational NOAA algorithm is the nonlinear SST (NLSST) [Walton et al., 1998a] SST algorithm coefficients based on IR measurements can be estimated in two major ways. The first alternative involves the use of a radiative transfer model and a set of vertical atmospheric profiles (temperature and humidity), which are used to simulate at-satellite brightness temperatures (BTs). The simulated BTs are subsequently regressed against bottom of the atmosphere in situ temperature measurements from radiosondes (a proxy for SST) in order to derive algorithm coefficients. The use of radiative transfer models requires that This statistical approach has been followed to estimate the coefficients for the Pathfinder SST (PFSST) algorithm and produces an SST measurement that has been more closely tuned to a bulk temperature. The differences between skin and bulk SST algorithms, as discussed by Schluessel et al. [1990] and Kearns et al. [2000] , report median values ranging from 0.1 ø to 0.3øC with variations of -0.5 ø to 1.8øC depending on wind speed and other environmental conditions. The statistical approach to coefficient estimation used in the PFSST algorithm produces a skin temperature biased by the mean skin-bulk temperature difference. This approach has been validated by independent measurements comparing the PFSST with coincident in situ skin measurements with the Marine Atmospheric Emitted Radiance Interferometer (MAERI). Kearns et al. [2000] 
Pathfinder Algorithm
The NLSST formulation developed by C. Walton was adopted as the basis for the AVHRR Oceans Pathfinder SST algorithm because of its adequate performance and its operational nature in NOAA products. Nevertheless, a few minor modifications were introduced to NOAA's NLSST as a result of analysis of the PFMDB; these modifications are described in sections 3.1-3.2.
Separate Coefficients for Two (T4-T5) Regimes
Various diagnoqtic• performed on residuals (defined as satellite SST minus in situ SST) from earlier versions of the PFSST algorithm and matchup database suggested that the association between the (T 4 --Ts) values (hereafter referred to as T45) and the outcome of the atmospheric correction was significantly different for dry and moist atmospheres. Dry atmospheres are associated with low T45 values, and conversely, moist atmospheres are associated with high T45 values. For instance, there seemed to be a consistent positive bias in SST residuals for T45 < 0.7øC; this was true for all satellite zenith angle values (Figure la) . To decrease this bias, we attempted to find optimal empirical transformations to linearize associations between the predicted and predictor variables prior to regression. The estimated empirical transformations showed a change in their shape at T45 values around 0.7ø-1.0øC. This suggests changes in the underlying functional form of the physical association between T45 and SST. While a full discussion of the possible physical reasons behind this change is quite complex, in the simplest form the balance between various sources of radiance (e.g., ocean and atmosphere) sensed by the AVHRR instrument is likely to have changed as a function of atmospheric moisture. Furthermore, the effects of ocean surface emissivity, air-sea temperature differences, and atmospheric absorbers other than water vapor become more relevant in drier atmospheres. When atmospheric absorption and emission are present, the surface temperature and the brightness temperature no longer coincide. The difference between those two quantities reflects the required amount of atmospheric correction Barton, 1992] or temperature deficit (TD). We define the TD as the difference between the in situ SST and the brightness temperature for AVHRR channel 4. As most of the atmospheric effects on infrared radiance can be ascribed to atmospheric water vapor (WV), we examined the association between TD and columnar WV estimates derived from the Special Sensor Microwave Imager (SSM/I) microwave radiometer from records in the PFMDB (Figure 2 ). As expected, TD increases with WV, although the spread is uniformly large throughout the observed range of WV values. Some of the spread can be tied to the effect of satellite zenith angle, as seen from the trend lines fitted for different satellite zenith angle ranges. The effects of satellite zenith angle were also detected when we examined the association between T45 and WV (Figure 3) . Because of the large scatter in the association between water vapor and either TD or T45, the use of an external WV estimate with its own inherent errors as the sole way of quantifying the necessary amount of atmospheric correction does not seem promising. However, given the general trends observed, we examined how TD varied with T45, the quantity frequently used as a proxy for atmospheric effects in multispectral approaches. As in the plot of TD versus WV, there seems to be a break in the slope of the fits for satellite zenith angles < 45 ø at a T45 value of 0.7 (Figure 4) rithm performance (Figure 5a ). The trends included a variety of temporal scales, from seasonal (e.g., higher bias and rms in SST residuals during Northern Hemisphere summers) to interannual. The interannual trend was of unclear origin and could be due to changes in the radiometric sensitivity of an AVHRR as it aged or to changes in the sensor operating conditions. For instance, during the later stages of NOAA 9's and NOAA-11's operational lifetimes the onboard calibration targets were operated at both a significantly higher temperature than during previous years and a higher temperature than those used for prelaunch sensor characterization, which affected sensor nonlinearity and calibration. To reduce the presence of trends in the SST estimates, PFSST coefficients starting with algorithm version 3 were estimated on a month-by-month basis. The use of monthly coefficients reduced the bias and eliminated temporal trends in the SST estimates (Figure 5b ). Monthly coefficients were estimated using a window of 5 months of matchups centered on the month for which coefficients were being estimated. The use of a 5 month weighted window allows the coefficients to retain some seasonality and still maximize the space-time distribution of in situ buoy measurements to capture a wide range of atmospheric and environmental conditions. Matchups for each month in the 5 month window were weighted differently: the central month (e.g., month N) was assigned a weight of 100%, adjacent months (N -1 and N + 1) were assigned weights of 80%, and the ends of the window (months N -2 and N + 2) were assigned weights of 50%. Because of the lack of data for surrounding months at the start and end of a sensor's lifetime, it is not possible to collect data in a 5 month symmetrical window. For the first and last months of an AVHRR sensor's lifetime we used an asymmetric 3 month window (N, N + 1, N + 2), and for the second and next-to-last months we used an asymmetric 4 month window (N -1, N, N + 1, N + 2). In selecting the temporal weights, no attempt was made to reflect the statistical structure (i.e., temporal correlation) of the SST values. Instead, the main goal was to ensure greater statistical weight for the matchups from the central month. In the latest (version 4.2) Pathfinder coefficients these temporal weights were subsequently combined with robustness weights derived from residuals of a first-estimate of SST values. These robustness weights are in section 4.2 in more detail.
For the Pathfinder algorithm coefficients estimated to date, there were three major exceptions to the general temporal weighting scheme described. First, the NOAA 11 data set (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) A large number of matchup records in the PFMDB have a wide variety of known problems that tend to result in algorithm failure. Problem conditions include cloud contamination, high atmospheric aerosol or water vapor loading, sensor digitization errors, and slightly miscalibrated in situ buoys. A set of tests is implemented in the PFMDB to identify records likely to display these conditions. We cannot distinguish from the satellite data or the SST data alone which problem condition is present for any given record; therefore the goal of these tests is to eliminate possible suspect matchups. These tests include two stages: (1) Satellite measurements passing the initial stage 1 tests are subjected to additional screening techniques in stage 2 based on tree models, discussed in paragraphs below in more detail. Earlier versions (version 18) of the PFMDB did not make use of tree models to develop the condition tests but instead relied on filters that had been defined after extensive interactive Tree models are based on binary recursive partitioning whereby a data set is successively split into increasingly homogeneous subsets. In the present context, tree models can find the best way to predict membership in one of two groups (condition/cloud-contaminated or condition free) as a function of a set of predictor variables that may contain information about the contamination (e.g., differences in brightness temperatures between channels). A tree model is grown from a training sample; in most cases we used a random sample of approximately one third of the matchups passing the initial stage 1 tests, for which the actual classification of all records is known. Matchups in the training set are defined as "bad" or "good," indicating whether they are potentially contaminated or not. Good matchups in the training set were defined as those with absolute values of SST residuals lower than 2øC.
The performance of the resulting tree model developed from the training set is then evaluated using an independent validation set of matchups. Generally, the overall misclassification rate of the any of the resulting Pathfinder decision tree models is about 8% of matchups passing the initial test. This overall 
Estimation of First-Guess Coefficients and SST Residuals
All matchups that passed the suspect condition/cloud tests were used to estimate a preliminary (first-guess) set of algorithm coefficients using an LTS regression. The LTS resistant regression was repeated for each T45 regime and for each period for which algorithm coefficients were estimated. The preliminary algorithm coefficients obtained from the LTS were used to compute a first-guess SST and first-guess SST residuals.
Computation of Robustness Weights
The goal of this step is to assign reduced weights to records with large first-guess residuals (for instance, those due to unidentified cloud contamination) in order to reduce their influence on final coefficient estimation. To derive robustness weights from the first-guess SST residuals, we first estimated for each period and T45 regime the median of the absolute values of first-guess residuals; this quantity is the median absolute of deviations (MAD). Second, we used the bisquare function B(u) to compute robustness weights. The bisquare function is commonly used in robust regressions [Cleveland, 1993] 
Equation ( 
Estimation of Final Coefficients
The last stage of the coefficient estimation procedure involves a weighted least squares procedure. The robustness weights derived in the previous stage were multiplied by the temporal weights in the 5 month window (described in section 3.2). The resulting values were the final weights used as input to a weighted least squares regression. The weight assigned to a particular matchup during coefficient estimation therefore was a function of both its first-guess SST residual and its temporal separation from the month for which coefficients were being estimated. The coefficients estimated by the weighted least squares regression were used to produce the clear if this had consequences on algorithm performance. To assess the advantages of the resistant procedure, we compared coefficients derived by three different procedures. We first estimated a set of coefficients (procedure A) using an ordinary least squares regression on the matchups that passed the cloud-flagging tests. A second set of coefficients (procedure B) was estimated by excluding procedure A residuals > _+2øC and reestimating coefficients (using ordinary least squares). A third set of coefficients (procedure C) was derived using the new protocol described in sections 4.1-4.3. Figure 9 shows time series of the first two PFSST algorithm coefficients (the constant term and the term multiplying T4) for NOAA 9 matchups. The three lines correspond to coefficients estimated following procedures A, B, and C, as described above. It is clear that the temporal stability of the procedure C coefficients is much greater. This stability in the coefficients may allow the distribution of a near "real-time" interim Pathfinder SST product before archived in situ data become available and final coefficients are estimated. These results may make one consider whether separate monthly coefficients are necessary. Although the resistant regression estimation seems to have reduced considerably the seasonal fluctuations in the coefficients, they have not disappeared entirely. Furthermore, there are still unexplained low-frequency trends in the coefficient values. Therefore, for the current version of the Pathfinder fields we still use monthly coefficients. Figure 11 shows the day-night temperature difference for weekly 36 km Pathfinder fields as a function of latitude during four seasons. At the equator, daytime SST retrievals are consistently warmer than nighttime retrievals. This is due to the fact that the cloud-free conditions suited for AVHRR measurements of SST are also frequently conducive to the generation of diurnal heating effects in the near-surface layer of the ocean [Schluessel et al., 1990 ]. In the equatorial regions, high solar insulation and low winds can lead to large diurnal heating, with afternoon surface temperatures higher than during the night. The AVHRR daytime overpass is at ---1430 LT. A similar geophysical signature is seen at high latitudes in both hemispheres during the summer, again, when solar insulation is high and wind speeds are low. As stated previously, the AVHRR is measuring radiances that have their origin at the temperature of the skin, but the Pathfinder algorithm produces SSTs biased to the mean global skin-bulk temperature difference. Whenever the skin-bulk temperature difference deviates from the mean global value, day-night differences in the retrievals are likely to occur. Wind speed also plays a role in the magnitude of the skin-bulk temperature difference. In the trade wind latitudes, where higher wind speeds are expected to suppress the growth of diurnal temperature signals, a commensurate decrease is seen in the difference between the day-night retrievals.
Algorithm Performance Evaluated
An unexpected result seen in Figure 11 is the large negative day-night difference during the winter at high latitudes, indicating warmer nighttime retrievals. It is difficult to envision a geophysical explanation for this result. We suggest that this may be related to onboard calibration issues, specifically in the temperature of the blackbody. At a given latitude the period since the satellite enters eclipse and begins to cool during the nighttime part of each revolution is dependent on the solar declination (i.e., time of year). Given that there are significant temperature changes aboard the spacecraft around the orbit, the dynamic thermal environment in the AVHRR blackbody could give rise to small calibration errors that are a function of the position of the spacecraft relative to entering eclipse [Brown et al., !985, 1993] . The prelaunch calibrations of the blackbodies are accurate to only +0.1øC, which is comparable to the day-night differences. Clearly, PFSST accuracy is likely to be dependent on the geographical location and season.
Processing of Global Pathfinder SST Fields
So far, our discussion has mostly focused on the Pathfinder matchup database and how it is used to estimate SST algorithm coefficients and determine algorithm performance. We now turn our attention to the processing details involved in the creation of the daily 4 km global area coverage (GAC) PFSST fields. Processing of the version 4.2 Pathfinder AVHRR data involves four steps: ingestion (which includes both conversion to calibrated radiance and georeferencing), Pathfinder SST calculation, spatial binning, and temporal binning. The software used to process the Pathfinder data is the processing system developed at the University of Miami. AVHRR data are received in files containing data from approximately one orbit. Because of its large size, the orbit file is split into six to eight pieces prior to ingestion and scanned to obtain navigation and calibration information needed for processing. 
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.7øC. This test seeks to identify contamination by small clouds and is based on the assumption that BTs should be relatively uniform at small scales under cloud-free conditions. Analysis of the PFMDB has shown that for channel uniformity thresholds below 0.7 ø, no significant bias was detected in PFSST estimates and the rms of PFSST residuals was relatively uniform. However, pixels in areas of sharp frontal features on scales smaller than 12 km may be identified erroneously as suspect by this test. 6.4.4. Uniformity test 2. This test is the same as that described above; however, the minimum/maximum threshold is relaxed to 1.2øC. This higher uniformity threshold allows more pixels to pass the test at the expense of accepting pixels with a slightly colder SST bias. 6.4.5. Zenith angle test 1. Satellite zenith angle must be <45 ø to pass this test. At higher zenith angles, radiation emitted by the ocean has to go through a longer atmospheric path before reaching the AVHRR instrument, with consequently higher chances of being attenuated. The received radiance therefore is likely to have a lower proportion of radiance originating from the ocean's surface and a greater proportion of radiance reemitted by the atmosphere. The disadvantage of limiting zenith angles is the loss in geographic coverage. The satellite zenith angle thresholds were determined by examining plots of residuals versus T45 for ranges of satellite zenith angle (not shown) from records in the matchup database. From these plots we identified limits that minimize the likelihood of contaminated pixels while maintaining a reasonable population size of good pixels.
6.4.6. Zenith angle test 2. Satellite zenith angle must be <55 ø. This is similar to zenith angle test 1, but it allows a larger range of acceptable zenith angle values, with the goal of gaining geographic coverage. 
Overall Quality Levels of Global SST Fields
The outcomes of the individual quality condition tests are subsequently combined into an overall quality level for each pixel. There are eight possible overall quality levels (levels 0-7) to which a pixel may be assigned. A quality level of 0 indicates very bad SST data, while level 7 is the highest quality. Overall quality levels are only determined in the global SST fields; they are not explicitly determined in the matchup database.
Pixels of the poorest quality (level 0) are identified through a few initial condition tests associated with potential gross SST errors. A pixel is automatically assigned to the lowest quality level (0) if a pixel failed any of the following four quality condition tests: (1) BT test, (2) uniformity test 2, (3) zenith angle test 2, or (4) stray sunlight test.
The seven remaining possible quality levels are assigned by evaluating various combinations of the quality condition tests. These combinations are illustrated in Figure 14 . We stress that overall quality levels are provided only as guidance to users and that they are not associated with any specific error levels in SST estimates. Further, the quality scale is arbitrary, and it does not involve any proportionality (e.g., pixels with quality level 4 are not twice as good as those with quality level 2). To provide data users with an understanding of the relationship between quality levels in regard to both geographic coverage and a rough accuracy of the retrievals, Figure 15 presents a histogram of the median of differences between the retrievals for a daily nighttime 9 km resolution PFSST minus the corresponding weekly 1 ø resolution Reynolds/NCEP SST. The inset of Figure 15 gives the percentage of ocean pixels assigned to each quality level in the global field. We stress that the use in this comparison of the weekly Reynolds/NCEP SST, with its own inherent uncertainties and larger time-space resolution, produces a larger cold bias than is seen in comparison to the in situ buoy data from the PFMDB. The smaller bias seen in the PFMDB is partially due to the tight time-space resolution of the in situ buoy and satellite retrievals. Furthermore, the Reynolds/NCEP reference combines both daytime and nighttime satellite data and may result in a warmer reference field when comparing to nighttime-only retrievals. A full discussion of uncertainties in the accuracy of the weekly Reynolds/NCEP SST is beyond the scope of this paper. Nevertheless, this comparison to the Reynolds/NCEP SST provides an understanding of the accuracy trade-off between quality levels and global coverage that is not possible to determine with the limited geographic coverage of in situ data alone.
Once overall quality levels are defined for all pixels in a processing piece, the next step is to combine these values into a bin quality level. This step actually takes place during the spatial binning stage, described in detail in section 6.6. For the sake of conceptual continuity, however, we discuss here how the quality level is set for a bin. During spatial or temporal binning each pixel is assigned to a bin in the Pathfinder grid. More than one pixel may be assigned to the same bin. Which pixels are included in the bin, however, is a function of the overall quality levels for all candidate pixels. Only pixels of the highest available quality are aggregated into a bin value; pixels of lower quality are not included during binning. This is best illustrated with an example. Suppose three pixels could be assigned to bin N; two of these pixels have a quality of 3, and the remaining pixel has a (higher) quality level 5. In this case, only the pixel with quality 5 is binned, and the two quality 3 pixels are discarded. That is, the spatial or temporal binning procedure considers only the "best" data available for a given 
Time Binning and the Accumulation of Daily Global Fields
The basic products generated by the NOAA/NASA AVHRR Oceans Pathfinder project are global daily fields of SST. To construct these fields, a consistent definition of a data day was adopted, as described in considerable detail by Podestd [1995] . The definition of the data day encompasses both a spatial and a temporal component. If either a temporal (e.g., a 24 hour period) or spatial definition (e.g., full global coverage) were to be used alone, the resulting daily product would have large gaps or discontinuities at the time or space boundary because of satellite orbital mechanics. The start and end of the data day therefore changes as a function of the satellite orbit. This strict spatial definition results in large temporal discontinuities at the meridian boundary as the orbit precesses. To eliminate these discontinuities, the temporal component includes any data taken within 2 hours before or 2 hours after the meridian crossing. A data day therefore may represent data taken over a 24-28 hour period. For the Pathfinder project, ascending (daylight) and descending (nighttime) passes are processed separately. Users should be aware that the satellite crosses the equator at the 180 ø meridian on the descending pass ---12 hours prior to the ascending pass. Therefore, for a given data day, there are only 12 hours of temporal overlap between the global ascending and descending fields. During the daily time binning of overlapping passes, as in the spatial binning, only the best bins of equal quality level are summed, and the equivalent quality mask is set. These interim daily fields are stored for later reevaluation of the quality level using a 3 week Pathfinder reference. The 3 week Pathfinder reference is created by the temporal binning of seven global daily files containing only quality level 7 retrievals into a week and then binning the three weekly files to create a 3 week average. Any empty bins in the 3 week Pathfinder reference are then filled using a smoothed distance-weighted interpola- 
Discussion
The main challenge in developing a Pathfinder global SST algorithm is to achieve relatively uniform performance throughout a wide range of atmospheric and oceanic conditions. In the past few years several aspects of the Pathfinder processing have undergone major improvements toward this end. In the first version of the processing protocol (version 1.0) the PFSST algorithm was based on a modified NLSST algorithm [Walton et al., 1998a] for which separate coefficients were derived for two distinct water vapor regimes. A timedependent term was then added to the PFSST algorithm (version 2.0) to account for observed temporal trends in the SST residuals (the difference between observed and estimated SST values). This term was replaced in version 3.0 by the estimation of algorithm's coefficients on a monthly basis, which produced more consistent results. In the current major revision (version 4.0) of the PFSST algorithm a robust regression procedure was introduced during coefficient determination. As part of the data quality assessment component of the processing protocol, decision trees were developed to identify objectively cloud contaminated/suspect retrievals. A larger number of pixel quality levels were added to the PFSST products to provide more flexibility to users who needed to make trade-offs between product quality and data coverage.
Comparisons with in situ buoys indicate that the global accuracy of the current Pathfinder algorithm is 0.02 ø _+ 0.5øC, while comparison with a radiometric reference of skin temperature (MAERI) yields 0.14 ø _+ 0.31øC. This Pathfinder--MAERI difference is comparable to the difference between the MAERI and other bulk SST measurements, indicating that in situ buoy calibration and skin-bulk temperature differences are not an issue in the PFSST. These global statistics, however, can be misleading. As Barton [1995] pointed out, SST algorithms assume a mean state of the atmosphere (e.g., a typical shape of water vapor and temperature profiles). A similar statement can be made about typical oceanic conditions (e.g., no upper level stratification assumed when comparing to in situ SST measurements). When conditions deviate from the mean atmosphere and ocean conditions, errors arise in SST retrievals. Deviations from first-guess conditions are more likely in a global algorithm than in regionally tuned algorithms, and this should be kept in mind when evaluating global SST estimates. Furthermore, in the case of statistically derived global SST algorithms, the first-guess conditions will be the average of conditions at all the matchup locations and times used in coefficient estimation. We stress that this average will be weighted by the relative distribution of matchups, which has and will continue to change in time. The performance of an SST algorithm for a given set of atmospheric and oceanic conditions therefore depends not only on how close those conditions are to the average state but also on how well represented those conditions are in the matchup set used to derive the algorithm coefficients.
