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Abstract
In the present paper we obtain estimates in the modulation spaces for the solutions to the Dirac equation with quadratic
and sub-quadratic potentials. We derive a representation for the Dirac operator that permits to solve approximately the
perturbed Dirac equation and to obtain the desired estimates for the solution.
1 Introduction.
In this paper, we aim to obtain estimates in the modulation spaces for the solutions to the Cauchy problem for the Dirac
equation {
i∂tψ (t, x) = H0ψ (t, x) +V (t, x)ψ (t, x) , (t, x) ∈ R× R3,
ψ (0, x) = ψ0 (x) , x ∈ R3, (1.1)
where i =
√−1, ψ (t, x) = (ψ1 (t, x) , ψ2 (t, x) , ψ3 (t, x) , ψ4 (t, x))T ∈ C4 is a four-spinor field,
H0 = −iα · ∇+mβ, (1.2)
is the free Dirac operator with m - the mass of the particle, α = (α1, α2, α3), and αj , j = 1, 2, 3, 4, are 4 × 4 Hermitian
matrices that satisfy the relation:
αjαk + αkαj = 2δjk, 1 ≤ j, k ≤ 4,
where δjk denotes the Kronecker symbol. The standard choice of αj is ([23]):
αj =
(
0 σj
σj 0
)
, 1 ≤ j ≤ 3, α4 =
(
I2 0
0 −I2
)
= β,
(In is the n× n unit matrix) and
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
are the Pauli matrices. The potential V (t, x) ∈ C∞ (R× R3) is a (4× 4)-matrix valued function which entries Vjk (t, x) ,
1 ≤ j, k ≤ 4, for all multi-indices α with |α| ≥ 2 or |α| ≥ 1, satisfy the estimates
|∂αxVjk (t, x)| ≤ Cα, 1 ≤ j, k ≤ 4. (1.3)
The usual framework for equation (1.1) is a L2 based space, as for instance, the Sobolev spaces Hs. The question arises
if it is possible to remove the L2 constraint and consider equation (1.1) in functional spaces which are not L2 based. In the
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case when H0 = −∆ several approaches were used in order to answer this question. For example, the local well-posedness of
the NLS equation was studied on Zhidkov spaces in [14]. Different spaces of infinite mass were introduced in [32] and [12]
to study the well-posedness problem for the NLS equation. We also mention the papers [15] and [26] that consider other
frameworks which are not L2 based.
In general, for a Fourier multiplier eitH , the main drawback in working in Lebesgue spaces Lp is that eitH may be
unbounded. This means that the initial properties are not preserved by the time evolution. In the case of unimodular Fourier
multipliers eiH with general symbols ei|ξ|
α
, where α ∈ [0, 2], the modulation spaces Mp,qr,s (see Section 2.3 for the definition of
these spaces) have resulted to be an alternative for the study of eiH . It was shown in [3] that such multipliers are bounded
on all modulation spaces, even if they are unbounded on usual Lp-spaces. There exist a large literature concerning the
modulation spaces and their applications to the Schrödinger equation or other equations, such as the wave equation or the
Klein-Gordon equation. For example, we mention the works [2]-[11], [16]-[21], [25], [28]-[31], and the references cited therein.
As far as we know, there are no papers concerning the Dirac equation in the framework of the modulation spaces. We pretend
to fill this gap by proving some estimates in modulation spaces for the solutions of equation (1.1).
Let us first recall some known results. In the case of the free Schrödinger operator H0 = −1
2
∆ and V ≡ 0, estimates
on the modulation spaces for the solutions to the corresponding Cauchy problem were obtained in [3], [29] and [30]. More
precisely, the following was proved. Consider the Schrödinger equation{
i∂tu (t, x) = −1
2
∆u (t, x) + V (t, x) u (t, x) , (t, x) ∈ R× RN ,
u (0, x) = u0 (x) , x ∈ RN ,
(1.4)
where u (t, x) is a complex-valued function of (t, x) ∈ R× RN , V (t, x) is a real-valued function of (t, x) ∈ R× RN and u0 (x)
is a complex-valued function of x ∈ RN .
Theorem A. i) (See [3].) Let 1 ≤ p, q ≤ ∞. Suppose that V (t, x) ≡ 0. Then, there exists a positive constant C such
that
‖u (t, ·)‖Mp,q ≤ C (1 + |t|)N/2 ‖u0‖Mp,q , u0 ∈ S
(
RN
)
,
for all t ∈ R, where u (t, x) is the solution of (1.4).
ii) (See [29].) Let 2 ≤ p < ∞, 1 ≤ q < ∞, 1/p+ 1/p′ = 1. Suppose that V (t, x) ≡ 0. Then, there exists
positive constants C and C′ such that
‖u (t, ·)‖Mp,q ≤ C (1 + |t|)−N(1/2−1/p) ‖u0‖Mp′,q , u0 ∈ S
(
RN
)
,
and
‖u (t, ·)‖Mp,q ≤ C′ (1 + |t|)N(1/2−1/p) ‖u0‖Mp,q , u0 ∈ S
(
RN
)
,
for all t ∈ R, where u (t, x) is the solution of (1.4).
A new representation for the Schrödinger operator via the wave packet transform was derived in [16]-[17] and used to
study equation (1.4) in the context of the modulation spaces. In particular, the results of Theorem A were proved in [17] by
using this representation. As it was showed in [18] and [19], the approach of [16]-[17] may be applied to study equation (1.4)
with quadratic and sub-quadratic potentials to estimate its solution in the modulation spaces. The following results are due
to [18] and [19]. (Below we emphasize the dependence of the modulation spaces Mp,qφ on the window φ, see Section 2.3 for
more details.)
Theorem B. (See [18].) Let 1 ≤ p ≤ ∞ and φ0 ∈ S
(
RN
) \ {0} . Suppose that V (t, x) = ± 12 |x|2 . Then,
‖u (t, ·)‖Mp,p
φ(t,·)
= ‖u0‖Mp,p
φ0
, u0 ∈ S
(
RN
)
,
for all t ∈ R, where u (t, x) and φ (t, x) are the solutions of (1.4) with u (0, x) = u0 (x) and φ (t, x) = φ0 (x) , respectively.
Theorem C. (See [19].) i) Let 1 ≤ p ≤ ∞, φ0 ∈ S
(
RN
) \ {0} and T > 0. Set φ (t, x) := eit∆2 φ0. Suppose that V (t, x)
is a real-valued function satisfying (1.3) for |α| ≥ 2. Then, there exists a positive constant CT such that
‖u (t, ·)‖Mp,p
φ(t,·)
≤ CT ‖u0‖Mp,pφ0 , u0 ∈ S
(
RN
)
, (1.5)
uniformly for t ∈ [−T, T ], where u (t, x) is the solution of (1.4) in C (R;L2 (RN)).
ii) Let 1 ≤ p, q ≤ ∞, φ0 ∈ S
(
RN
) \ {0} and T > 0. Set φ (t, x) := eit∆2 φ0. Suppose that V (t, x) is a
real-valued function satisfying (1.3) for |α| ≥ 1. Then, there exists a positive constant CT such that
‖u (t, ·)‖Mp,q
φ(t,·)
≤ CT ‖u0‖Mp,qφ0 , u0 ∈ S
(
RN
)
, (1.6)
uniformly for t ∈ [−T, T ], where u (t, x) is the solution of (1.4) in C (R;L2 (RN)).
We observe that the approach of [16]-[18] was also used in [31] to prove a result similar to Theorem C for more general
Schrödinger-type equations with time-dependent quadratic or sub-quadratic potentials.
2
Main results.
We now present our main results. First, we consider the free case, similar to Theorem A.
Theorem 1.1 i) Let 1 ≤ p, q ≤ ∞, and T > 0. Suppose that V (t, x) = 0, for all (t, x) ∈ R× R3. Then, the solution ψ (t, x)
of (1.1) satisfies
‖ψ (t, ·)‖Mp,q ≤ CT ‖ψ0‖Mp,q , ψ0 ∈ S
(
RN
)
, (1.7)
uniformly for t ∈ [−T, T ].
ii) Let 0 < q <∞. Suppose that V (t, x) = 0, for all (t, x) ∈ R× R3. Then
‖ψ (t, ·)‖Mp,q0,−2σ ≤ C 〈t〉
−θ[3/2−3/p] ‖ψ0‖Mp′,q , ψ0 ∈ S
(
RN
)
, (1.8)
where 2 ≤ p <∞, 1p+ 1p′ = 1, θ ∈ [0, 1] and 2σ = 5θ
(
1
2 − 1p
)
.
Now, we present the estimates analogous to Theorem C for the equation (1.1) with quadratic and sub-quadratic potentials.
Theorem 1.2 i) Let 1 ≤ p ≤ ∞, and T > 0. Suppose that the potential in problem (1.1) decomposes as V (t, x) =
Q (t, x) I4 + V2 (t, x) , where Q (t, x) ∈ C∞
(
R3 × R3) is a real-valued function satisfying (1.3) for |α| ≥ 2 and V2 (t, x)
is a (4× 4)−matrix-valued function whose components verify (1.3) for |α| ≥ 0. Then,
‖ψ (t, ·)‖Mp,p ≤ CT ‖ψ0‖Mp,p , ψ0 ∈ S
(
RN
)
, (1.9)
uniformly for t ∈ [−T, T ].
ii) Let 1 ≤ p, q ≤ ∞, and T > 0. Suppose that V (t, x) = V1 (t, x) + V2 (t, x) , where V1 (t, x) = {(V1)jk (t, x)},
1 ≤ j, k ≤ 4, is a matrix-valed function with (V1)jk (t, x) ∈ C∞
(
R× R3) which entries satisfy (1.3) for |α| ≥ 1 and V2 (t, x)
is a (4× 4)−matrix-valued function whose components verify (1.3) for |α| ≥ 0. Then,
‖ψ (t, ·)‖Mp,q ≤ CT ‖ψ0‖Mp,q , ψ0 ∈ S
(
RN
)
, (1.10)
uniformly for t ∈ [−T, T ].
Remark 1.3 Here are some comments on Theorems 1.1 and 1.2.
1. For definiteness, we choose the space dimension to be N = 3. Theorems 1.1 and 1.2 remain valid for the Dirac equation
in any dimension.
2. We note that we prove Theorem 1.2 for more general equations (3.6). See Theorems 3.2 and 3.3.
3. We expect that in general it is not possible to replace the Mp,p-norm in (1.9) by the Mp,q-norm. In the case of the
Schrödinger equations it is known that (1.5) might be false if p 6= q. Indeed, let u (t, x) solves (1.4) with V (t, x) = 12 |x|2 .
Then (see [16]) ∥∥∥u(π
2
, ·
)∥∥∥
Mp,q
φ( pi2 ,·)
=
∥∥∥‖Wφ0u0 (ξ, x)‖Lpx
∥∥∥
Lqξ
.
However,
∥∥∥‖Wφ0u0 (ξ, x)‖Lpx
∥∥∥
Lqξ
≤ C
∥∥∥‖Wφ0u0 (x, ξ)‖Lpx
∥∥∥
Lqξ
it is not true in general.
4. We observe that in Theorem 1.2 the potential V2 (t, x) is a general (4× 4)−matrix-valued function, not necessarily
Hermitian.
5. In the second part of Theorem 1.2 the potential V1 (t, x) is a general Hermitian matrix. Therefore, it includes the case
of the electromagnetic potential
V1 (t, x) =
(
Q+ (t, x) α ·A (t, x)
α ·A (t, x) Q− (t, x)
)
,
where A (t, x) = (A1 (t, x) , A2 (t, x) , A3 (t, x)) , and Q±, Aj ∈ C∞
(
R× R3) , j = 1, 2, 3, satisfy (1.3) for |α| ≥ 1.
Comments on the proof. Our proof is based on the strategy developed in the papers [16]-[18]. As a first step, we
need to derive a representation for the Dirac operator that permits to transform the Dirac equation (1.1) into a system of
ordinary differential equations as the transform obtained in [17] for the Schrödinger equation. Since the free Dirac equation
is a system of coupled equations, it seems impossible to obtain such a representation for the Dirac operator. Fortunately for
us, it is enough to obtain approximate representation that, to the main order, transform the original equation (1.1) into a
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new one that can be solved "approximately" (see (3.13), (3.17) and (3.18) below). Then, using the integral equation (3.18)
for the solution to this transformed equation, we are able to obtain the desired estimates for the solution of (1.1). Since we
use an approximate representation, the window φ in (1.9) and (1.10) is fixed, while in (1.5) and (1.6) φ (t, x) is asked to solve
the free Schrödinger equation. We observe that in order to obtain the integral representation (3.18), we restrict ourselves in
(1.9) to diagonal quadratic potentials Q (t, x) I4.
The rest of the paper is organized as follows. In Section 2, we introduce some notation, we recall some definitions and
properties of the vector-valued modulation spaces and we present some known results for the Dirac operator. Section 3 is
dedicated to the proof of our main results and it is divided in two parts: in the first part we prove Theorem 1.1, whilst in
the second part, we present the proof of Theorem 1.2.
2 Preliminaries.
2.1 Notation.
Let N,m ≥ 1 be entire. For 1 ≤ p < ∞ we denote by Lp (RN ;Cm) the Lebesgue spaces of Cm-vector valued functions.
Also, we introduce the weighted L2
(
RN ;Cm
)
spaces for s ∈ R, L2s := {f : 〈x〉s f (x) ∈ L2
(
RN ;Cm
)}, ‖f‖L2s(RN ;Cm) :=
‖〈x〉s f (x)‖L2(RN ;Cm) , where 〈x〉 =
(
1 + |x|2
)1/2
. For 1 ≤ p, q ≤ ∞, r, s ∈ R, f ∈ Lp,qr,s
(
R2N ;Cm
)
if
‖f‖Lp,qr,s (RN ;Cm) =

∫
RN

∫
RN
|f (x, ξ)|p
Cm
〈x〉pr dx


q/p
〈ξ〉qs dξ


1/q
<∞,
with the standard modification when p or q are equal to infinity. We denote by (·, ·) the L2 scalar product. The Fourier
transform F is given by
fˆ (ξ) = (Ff) (ξ) := (2π)−N/2
∫
RN
e−iξ·xf (x) dx
(ξ · x =∑Nj=1 xjξj) and the inverse Fourier transform F−1 is defined by
fˇ (ξ) =
(F−1f) (x) := (2π)−N/2 ∫
RN
eiξ·xf (ξ) dξ.
Finally, we denote by C > 0 constants that may be different in each occasion.
2.2 The wave packet transform of vector-valued tempered distributions.
We now present the definition of the wave packet transform of short-time Fourier transform and recall some results of [27].
The wave packet transform of f ∈ Lp (RN ;Cm) with respect to a window function φ ∈ Lp′ (RN) is defined by
Wφf (x, ξ) :=
∫
RN
φ (x− y)f (y) e−iy·ξdy. (2.1)
Similarly to the scalar case, the wave packet transform for a vector valued distribution f ∈ S ′ (RN ;Cm) with respect to the
window φ ∈ S (RN) is defined by the right-hand side of (2.1), where the "integral" in this case means distribution action.
The following result holds (see Lemma 2.1 of [27]).
Proposition 2.1 Let f ∈ S ′ (RN ;Cm) and φ ∈ S (RN) . Then, Wφf ∈ C∞ (R2N ;Cm) and there exist an integer M > 0
and C > 0 such that
|Wφf (x, ξ)|Cm ≤ C (1 + |x|+ |ξ|)M , (x, ξ) ∈ R2N .
For a strongly measurable function F : R2N → Cm and ψ ∈ S (RN) we define the map
〈
W ∗ψF, φ
〉
:=
∫∫
R2N
F (y, ξ) 〈ψ (x− y) , φ (y)〉 eix·ξdyđξ,
with đξ = (2π)−n dξ, and denote,
W ∗ψF =
∫∫
R2N
F (y, ξ)ψ (x− y) eix·ξdyđξ. (2.2)
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The next result shows that the wave packet transform is invertible on S ′ (RN ;Cm) and the adjoint operator W ∗γ is defined
by (2.2) (see Proposition 2.5 of [27]).
Proposition 2.2 Let φ, ψ ∈ S (RN) be such that 〈ψ, φ〉 6= 0. Then,
f = 〈ψ, φ〉−1W ∗ψWφf, f ∈ S ′.
2.3 Modulation spaces.
Let us now define the modulation spaces and recall some properties of these spaces. Let 1 ≤ p, q ≤ ∞, r, s ∈ R. For
f ∈ S ′ (RN ;Cm) andWφf ∈ Lp,qr,s (R2N ;Cm), with φ ∈ S (RN){0}, the modulation space norm is defined by (see [27], [24])
‖f‖Mp,qr,s (RN ;Cm) := ‖Wφf‖Lp,qr,s (RN ;Cm) , φ ∈ S
(
RN
)
{0}.
At first, this definition is dependent on the window φ ∈ S (RN){0}. Nevertheless, it is not: it follows from Proposition
3.2 of [27] that if φ, ψ ∈ S (RN){0}, then the norm ‖·‖(Mp,qr,s )φ(RN ;Cm) associated to φ and the norm ‖·‖(Mp,qr,s )ψ(RN ;Cm)
corresponding to ψ are equivalent. For 1 ≤ p, q ≤ ∞, r, s ∈ R, the modulation space Mp,qr,s
(
RN ;Cm
) ⊂ S ′ (RN ;Cm) , is
defined as the set of all f ∈ S ′ (RN ;Cm) such that ‖f‖Mp,qr,s (RN ;Cm) < ∞. We write Mp,q (RN ;Cm) := Mp,q0,0 (RN ;Cm) and
Mp,p
(
RN ;Cm
)
:= Mp
(
RN ;Cm
)
. The following result holds (see Proposition 3.3 of [27]):
Proposition 2.3 For any 1 ≤ p, q < ∞, and r, s ∈ R, the set S (RN ;Cm) is dense in Mp,qr,s (RN ;Cm) . If p1 ≤ p2, q1 ≤ q2,
r1 ≥ r2, s1 ≥ s2, Mp1,q1r1,s1
(
RN ;Cm
) →֒ Mp2,q2r2,s2 (RN ;Cm) . Moreover, M2r,0 (RN ;Cm) = L2r (RN ;Cm) and M20,s (RN ;Cm) =
FL2s
(
RN ;Cm
)
with equivalent norms.
As in the case of the modulation spaces for scalar distributions (see [13]), the complex interpolation theory for the
modulation spaces Mp,q
(
RN ;Cm
)
stands as follows:
Proposition 2.4 Let 0 < θ < 1 and 1 ≤ pi, qi ≤ ∞, i = 1, 2. Set 1/p = (1− θ) /p1 + θ/p2, 1/q = (1− θ) /q1 + θ/q2, then
(Mp1,q1 ,Mp2,q2)[θ] = M
p,q.
We conclude this Subsection by presenting the following result (see Corollary 2.3 of [24]).
Proposition 2.5 For s ∈ R, 〈D〉s is a continuous bijective map from Mp,q0,s to Mp,q, with continuous inverse.
2.4 Dirac equation.
The free Dirac operator H0 defined by (1.2) is a self-adjoint operator on L2
(
R3;C4
)
with domain D (H0) = H1
(
R3;C4
)
, the
Sobolev space of order 1 ([1]). We can diagonalize H0 by the Fourier transform F . Actually, FH0F∗ acts as multiplication
by the matrix h0 (ξ) = α · ξ + mβ. This matrix has two eigenvalues E = ±
√
ξ2 +m2 and each eigenspace X± (ξ) is a
two-dimensional subspace of C4. The orthogonal projections onto these eigenspaces are given by (see Section 2 of [22])
P± (ξ) :=
1
2
(
I4 ±
(
ξ2 +m2
)−1/2
(α · ξ +mβ)
)
. (2.3)
Note that
P± (ξ)F = (FP±) (ξ) ,
where
P± :=
1
2
(
I4 ± H0|H0|
)
, (2.4)
are the projections on positive and negative energies of the Dirac operator H0.
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3 Proof of Theorems 1.1 and 1.2.
3.1 Proof of Theorem 1.1.
Estimate (1.7) follows from (1.10) for V (t, x) ≡ 0. In order to prove the second assertion, we multiply the both sides of
equation (1.1) with V (t, x) ≡ 0 by P±, defined in (2.4). Then, we obtain two equations{
i∂tψ± (t, x) = ±
(√
m2 −∆)ψ± (t, x) , (t, x) ∈ R× RN ,
ψ± (0, x) = (ψ0)± (x) , x ∈ RN ,
(3.1)
where ψ± (t, x) := P±ψ (t, x). We need an estimate for the Klein-Gordon semigroup eitω
1/2
, ω =
(
m2 −∆) in terms of the
modulation spaces. For 2 ≤ p < ∞, 0 < q < ∞, φ ∈ S (RN){0} and f ∈ Mp,q, we have the following inequality (see
Proposition 4.2 of [29]) ∥∥∥eitω1/2f∥∥∥
Mp,q0,−2σ
≤ C 〈t〉−Nθ[1/2−1/p] ‖f‖Mp′,q ,
1
p
+
1
p′
= 1, (3.2)
where θ ∈ [0, 1] and 2σ = (N + 2) θ
(
1
2 − 1p
)
. Using (3.2) in (3.1) we estimate
‖ψ± (t, ·)‖Mp,q0,−2σ ≤ C 〈t〉
−Nθ[1/2−1/p] ∥∥(ψ0)±∥∥Mp′,q . (3.3)
Since P+ +P− = I, we have
‖ψ (t, ·)‖Mp,q0,−2σ ≤ ‖ψ+ (t, ·)‖Mp,q0,−2σ + ‖ψ− (t, ·)‖Mp,q0,−2σ . (3.4)
Moreover, as α2j = I, j = 1, 2, 3, 4,
‖H0ψ (t, ·)‖Mp,q0,−2σ ≤ ‖ψ (t, ·)‖Mp,q0,−2σ+1 +m ‖ψ (t, ·)‖Mp,q0,−2σ ≤ (1 +m) ‖ψ (t, ·)‖Mp,q0,−2σ+1 .
Then, using Lemma 2.5 we deduce
∥∥(ψ0)±∥∥Mp,q0,−2σ = ‖P±ψ0‖Mp,q0,−2σ ≤ 12
(
‖ψ0‖Mp,q0,−2σ +
∥∥∥∥ H0〈D〉ψ0
∥∥∥∥
Mp,q0,−2σ
)
≤
(
1 +
m
2
)
‖ψ0‖Mp,q0,−2σ . (3.5)
Therefore, by (3.3), (3.4) and (3.5) we attain (1.8). Theorem 1.1 is proved.
3.2 Proof of Theorem 1.2.
Instead of proving Theorem 1.2 for equation (1.1) directly, we consider a more general system{
i∂tu (t, x) = a (D)u (t, x) +V (t, x)u (t, x) , (t, x) ∈ R× RN ,
u (0, x) = u0 (x) , x ∈ RN , (3.6)
where a (D) = F−1a (ξ)F−1, a (ξ) is an Hermitian (m×m)-matrix valued symbol such that
b (η; ξ) = a (ξ − η)− a (ξ) (3.7)
satisfies ∣∣∂αη b (η; ξ)∣∣ ≤ Cα 〈η〉k , for all ξ, η ∈ RN , (3.8)
for some k ≥ 0, and V (t, x) is a (m×m)−matrix valued function. Since F−1H0F = α · ξ +mβ, the case of the equation
(1.1) is included in (3.6). We prove the following elementary estimate that is involved in the proof of the main results.
Lemma 3.1 Suppose that b satisfies (3.8). Then, for any φ ∈ S (RN) the estimate∣∣∂βz (F−1η→z ((b (η, ξ))φ (η))) (z)∣∣ ≤ Cβ 〈z〉−2n , (3.9)
for any |β| ≥ 0 and n ∈ N such that 2n > N.
Proof. Note that
∂βz
(F−1η→z (b (η, ξ)φ (η))) (z) =
∫
RN
eiz·η (iη)
β
b (η, ξ)φ (η) dη. (3.10)
Using the equality
(1−∆η)n eiz·η = 〈z〉2n eiz·η (3.11)
in the right-hand side of (3.10) and integrating by parts we obtain the estimate (3.9).
The first assertion of Theorem 1.2 is consequence of the following result.
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Theorem 3.2 Let 1 ≤ p ≤ ∞ and T > 0. Set m ∈ N. Let a (ξ) = {ajk (ξ)} be an Hermitian (m×m)-matrix valued
function such that ajk (ξ) ∈ C∞
(
RN
)
and that satisfies the estimate (3.8). Suppose that V (t, x) = Q (t, x) Im +V2 (t, x) ,
where Q (t, x) ∈ C∞ (RN × RN) is a real-valued function satisfying (1.3) for |α| ≥ 2 and V2 (t, x) ∈ C∞ (RN × RN) is a
(m×m)−matrix-valued function that verifies (1.3) for |α| ≥ 0. Then, the solution u (t, x) of (3.6)
‖u (t, ·)‖Mp ≤ CT ‖u0‖Mp , (3.12)
uniformly for t ∈ [−T, T ].
Proof. We consider the case t ∈ [0, T ] . Note that
Wφ (a (D)u) (x, ξ) =
∫
RN
e−iy·ξφ (x− y)

∫
RN
eiη·ya (η) uˆ (η) dη

 dy
=
∫
RN
e−iy·ξφ (x− y)

∫
RN
ei(ξ−η)·ya (ξ − η) uˆ (ξ − η) dη

 dy
= a (ξ)Wφu (x, ξ) +R0u (x, ξ) ,
(3.13)
where
R0u (x, ξ) =
∫
RN
S (x− y, ξ) e−iξ·yu (y)dy (3.14)
and
S (z, ξ) :=
(F−1η→z ((a (ξ − η)− a (ξ)) (Fφ) (η))) (z) .
Expanding the potential Q in Taylor’s series, we have
Q (t, y) = Q (t, x) + (y − x) · (∇Q) (t, x) +
N∑
j,k=1
(yj − xj) (yk − xk)Qjk (t, y, x) ,
with
Qjk (t, y, x) :=
1∫
0
(
∂xj∂xkQ (t, x+ θ (y − x))
)
(1− θ) dθ.
Then,
Wφ (Qu) (t, x, ξ) = (Q (t, x) + i (∇Q (t, x)) · ∇ξ − (x · ∇Q) (t, x))Wφu (t, x, ξ) +Ru (t, x, ξ) , (3.15)
where
Ru (t, x, ξ) =
∫
RN
e−iy·ξφ (x− y)
N∑
j,k=1
(yj − xj) (yk − xk)Qjk (y, x)u (y) dy. (3.16)
Thus, by (3.13) and (3.15) we transform equation (3.6) into

(i∂t − i (∇Q (t, x)) · ∇ξ −Q (t, x) + (x · ∇Q) (t, x)− a (ξ))Wφu (t, x, ξ)
= Ru (x, ξ) + R˜u (x, ξ) +R0u (x, ξ) ,
Wφ (u) (0, x, ξ) = Wφ (u0) (x, ξ) .
(3.17)
with
R˜u (x, ξ) :=
∫
RN
e−iy·ξφ (x− y)V2 (t, y)u (y) dy
We solve problem (3.17) by the method of characteristics. The solution to (3.17) is given by
Wφu (t, x, ξ) = e
−i
∫ t
0
h(s;t,x,ξ)ds

Wφ (u0) (x, g (0; t, x, ξ))− i
t∫
0
ei
∫ τ
0
h(s;t,x,ξ)ds
(
Ru+ R˜u+R0u
)
(τ, x, g (τ ; t, x, ξ)) dτ

 ,
(3.18)
where
h (s; t, x, ξ) := a (g (s; t, x, ξ)) +Q (s, x)− (x · ∇Q) (s, x)
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and g (s; t, x, ξ) = ξ − ∫ s
t
(∇V) (τ, x) dτ . Taking the Lp-norm with respect to x and ξ on the both side of (3.18) we obtain
‖u (t, ·)‖Mp = ‖Wφu (t, x, ξ)‖Lp
x,ξ
≤ ‖I1‖Lp
x,ξ
+
t∫
0
(
‖I2‖Lp
x,ξ
+ ‖I3‖Lp
x,ξ
)
dτ, (3.19)
where
I1 := Wφ (u0) (x, g (0; t, x, ξ)) , (3.20)
I2 := Ru (τ, x, g (τ ; t, x, ξ))
I3 := R˜u (τ, x, g (τ ; t, x, ξ))
and
I4 := R0u (τ, x, g (τ ; t, x, ξ)) .
We begin by estimating I1. Let us consider the change of variables Ξ = g (0; t, x, ξ) . Since
detJ (g (s; t, x, ξ)) = 1, for all s, t, x and ξ,
(J denotes the Jacobian matrix) the implicit function theorem imply∣∣∣∣ ∂ (ξ)∂ (Ξ)
∣∣∣∣ = 1. (3.21)
Thus,
‖I1‖Lp
x,ξ
=

∫∫
R2N
|Wφ (u0) (x,Ξ)|p
∣∣∣∣ ∂ (ξ)∂ (Ξ)
∣∣∣∣ dxdΞ


1/p
= ‖u0‖Mp . (3.22)
Next, we consider I2. By the inversion formula (2.2), from (3.16) we deduce
Ru (t, x, ξ) =
1
‖φ‖2L2
N∑
j,k=1
∫∫∫
R3N
φjk (y − x)Qjk (t, y, x)φ (y − z)Wφu (t, z, η) eiy·(η−ξ)dzđηdy, (3.23)
where φjk (x) := xjxkφ (x). Then,
I2 = Ru (τ, x, g (τ ; t, x, ξ)) =
1
‖φ‖2L2
N∑
j,k=1
∫∫∫
R3N
φjk (y − x)
×φ (y − z)Qjk (τ, y, x)Wφu (τ, z, η) eiy·(η−g(τ ;t,x,ξ))dzđηdy.
(3.24)
Let us consider n ∈ N such that 2n > N. Using (3.11) in the right-hand side of (3.24) and integrating by parts we have
‖I2‖Lpx,ξ
≤ 1‖φ‖2L2
N∑
j,k=1
∥∥∥∥∥∥
∫∫∫
R3N
|(1−∆y)n (φjk (y − x)Qjk (τ, y, x)φ (y − z))| |Wφu (τ, z, η)|〈η − g (τ ; t, x, ξ)〉2n dzđηdy
∥∥∥∥∥∥
Lpx,ξ
≤ 1‖φ‖2L2
N∑
j,k=1
∑
|β1|+|β2|+|β3|≤2n
∥∥∥∥∥∥
∫∫∫
R3N
∣∣∂β1y φjk (y − x) ∂β2y Qjk (τ, y, x) ∂β3y φ (y − z)∣∣ |Wφu (τ, z, η)|〈η − g (τ ; t, x, ξ)〉2n dzđηdy
∥∥∥∥∥∥
Lpx,ξ
.
Since
∣∣∂β2y Qjk (τ, y, x)∣∣ ≤ Cβ2 , Cβ2 > 0, we estimate
‖I2‖Lpx,ξ ≤
1
‖φ‖2L2
N∑
j,k=1
∑
|β1|+|β2|+|β3|≤2n
∥∥∥∥∥∥
∫∫∫
R3N
Cβ2
∣∣∂β1y φjk (y − x)∣∣ ∣∣∂β3y φ (y − z)∣∣ |Wφu (τ, z, η)|〈η − g (τ ; t, x, ξ)〉2n dzđηdy
∥∥∥∥∥∥
Lpx,ξ
. (3.25)
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Making the change of variables Ξ = g (τ ; t, x, ξ) in the integral on the right-hand side of (3.25) and using (3.21) we obtain
‖I2‖Lpx,ξ
≤ 1
‖φ‖2L2
N∑
j,k=1
∑
|β1|+|β2|+|β3|≤2n

∫∫
R2N

∫∫∫
R3N
Cβ2
∣∣∂β1y φjk (y − x)∣∣ ∣∣∂β3y φ (y − z)∣∣ |Wφu (τ, z, η)|〈η − Ξ〉2n dzđηdy


p
dxdΞ


1/p
.
(3.26)
Then, by Young’s inequality it follows
‖I2‖Lpx,ξ ≤
1
‖φ‖2L2
N∑
j,k=1
N∑
|β1|+|β2|+|β3|≤2n
Cβ2
∥∥∂β1y φjk∥∥L1 ∥∥∂β3y φ∥∥L1
∥∥∥〈·〉−2n∥∥∥
L1
‖u (τ, ·)‖Mp
≤ CT ‖u (τ, ·)‖Mp ,
(3.27)
uniformly for t ∈ [0, T ] and τ ∈ [0, t]. Since V2 satisfies (1.3) with |α| ≥ 0, similarly to (3.27) we prove that
‖I3‖Lpx,ξ ≤ CT ‖u (τ, ·)‖Mp , (3.28)
uniformly for t ∈ [0, T ] and τ ∈ [0, t].
At last, we estimate I4. Again, by (2.2), from (3.14) we have
R0u (x, ξ) =
1
‖φ‖2L2
∫∫∫
R3N
S (x− y, ξ)φ (y − z)Wφu (t, z, η) eiy·(η−ξ)dzđηdy.
and then,
‖I4‖Lpx,ξ ≤
1
‖φ‖2L2
∥∥∥∥∥∥
∫∫∫
R3N
S (x− y, g (τ ; t, x, ξ))φ (y − z)Wφu (τ, z, η) eiy·(η−g(τ ;t,x,ξ))dzđηdy
∥∥∥∥∥∥
Lpx,ξ
. (3.29)
Using (3.11) in the right-hand side of (3.29) and integrating by parts we get
‖I4‖Lpx,ξ ≤
1
‖φ‖2L2
∑
|β1|+|β2|≤2n
∥∥∥∥∥∥
∫∫∫
R3N
∣∣∂β1y S (x− y, g (τ ; t, x, ξ))∣∣ ∣∣∂β2y φ (y − z)∣∣ |Wφu (t, z, η)|〈η − g (τ ; t, x, ξ)〉2n dzđηdy
∥∥∥∥∥∥
Lpx,ξ
.
Making the change of variables Ξ = g (τ ; t, x, ξ) , similarly to (3.26) we have
‖I4‖Lpx,ξ ≤
1
‖φ‖2L2
∑
|β1|+|β2|≤2n

∫∫
R2N

∫∫∫
R3N
∣∣∂β1y S (x− y,Ξ)∣∣ ∣∣∂β2y φ (y − z)∣∣ |Wφu (τ, z, η)|〈η − Ξ〉2n dzđηdy


p
dΞdx


1/p
.
Then, by Young’s inequality we deduce
‖I4‖Lpx,ξ ≤
1
‖φ‖2L2
∥∥∥〈·〉−2n∥∥∥
L1
∥∥∥‖Wφu (τ, x, ξ)‖Lpξ
∥∥∥
Lpx
∑
|β1|+|β2|≤2n
∥∥∥∥∥∥∂β1y S (y, ξ)∥∥L∞ξ
∥∥∥∥
L1y
∥∥∂β2y φ (·)∥∥L1
≤ C ‖u (τ, ·)‖Mp
∑
|β1|≤2n
∥∥∥∥∥∥∂β1y S (y, ξ)∥∥L∞ξ
∥∥∥∥
L1y
.
Then, using Lemma 3.1 we get
‖I4‖Lpx,ξ ≤ C
(1)
T ‖u (τ, ·)‖Mp , (3.30)
uniformly for t ∈ [0, T ] and τ ∈ [0, t].
Finally, using (3.22), (3.27) and (3.30) in (3.19) we arrive to
‖u (t, ·)‖Mp ≤ ‖u0‖Mp + C
t∫
0
‖u (τ, ·)‖Mp dτ. (3.31)
Applying Gronwall’s lemma to (3.31), we attain (3.12). The case t ∈ [−T, 0] can be considered similarly.
The second assertion of Theorem 1.2 follows from:
9
Theorem 3.3 Let 1 ≤ p, q ≤ ∞ and T > 0. Set m ∈ N. Let a (ξ) = {ajk (ξ)} be an Hermitian (m×m)-matrix valued
function such that ajk (ξ) ∈ C∞
(
RN
)
and the estimate (3.8) is valid. Suppose that V (t, x) = V1 (t, x) + V2 (t, x) , where
V1 (t, x) = {(V1)jk (t, x)} is a matrix-valed function with Qjk (t, x) ∈ C∞
(
RN × RN) that satisfies (1.3) for |α| ≥ 1.
Moreover, let V2 (t, x) ∈ C∞
(
RN × RN) be a matrix-valued function that verifies (1.3) for |α| ≥ 0. Then, the solution
u (t, x) of (3.6)
‖u (t, ·)‖Mp,q ≤ CT ‖u0‖Mp,q , (3.32)
uniformly for t ∈ [−T, T ].
Proof. We consider the case t ∈ [0, T ] . We expand the potential V 1 as
V 1 (t, y) = V 1 (t, x) +
N∑
k=1
(yk − xk)V k (t, y, x) ,
where
V k (t, y, x) :=
1∫
0
∂xkV 1 (t, x+ θ (y − x)) dθ.
Then,
Wφ (qu) (t, x, ξ) = V 1 (t, x)Wφu (t, x, ξ) +R1u (t, x, ξ) , (3.33)
where
R1u (t, x, ξ) =
N∑
k=1
∫
RN
e−iy·ξφ˜k (y − x)V k (t, y, x)u (t, y) dy,
and φ˜k: (y) := ykφ (y). By (3.13) and (3.33) we transform equation (3.6) into{
(i∂t − V 1 (t, x)− a (ξ))Wφu (t, x, ξ) = R1u (x, ξ) + R˜u (x, ξ) +R0u (x, ξ) ,
Wφ (u) (0, x, ξ) = Wφ (u0) (x, ξ) .
(3.34)
Thus, the solution of (3.34) is given by
Wφu (t, x, ξ) = e
−ita(ξ)−i
∫ t
0V 1(s,x)ds

Wφ (u0) (x, ξ)− i
t∫
0
e−iτa(ξ)−i
∫ τ
0 V 1(s,x)ds
(
R1u+ R˜u+R0u
)
(τ, x, ξ) dτ

 .
Therefore,
|Wφu (t, x, ξ)| ≤
∣∣∣I˜1∣∣∣+
t∫
0
(∣∣∣I˜2∣∣∣+ ∣∣∣I˜3∣∣∣+ ∣∣∣I˜4∣∣∣) dτ, (3.35)
where I˜1 := Wφ (u0) (x, ξ) , I˜2 := R1u (τ, x, ξ) , I˜3 := R˜u (τ, x, ξ) and I˜4 := R0u (τ, x, ξ) . Let us estimate the norms
∥∥∥I˜j∥∥∥
M∞,1φ
,∥∥∥I˜j∥∥∥
M1,∞φ
and
∥∥∥I˜j∥∥∥
Mp,pφ
, 1 ≤ p ≤ ∞, for j = 2, 3, 4. By the inversion formula for the wave-packet transform we have
R1u (t, x, ξ) =
1
‖φ‖2L2
N∑
j,k=1
∫∫∫
R3N
φ˜k (y − x)V k (t, y, x)φ (y − z)Wφu (t, z, η) eiy·(η−ξ)dzdηdy. (3.36)
Taking into account (3.11), integrating by parts in the right-hand side of (3.36) and using (1.3) we estimate
∣∣∣I˜2∣∣∣ ≤ 1‖φ‖2L2
N∑
j,k=1
∑
|β1|+|β2|+|β3|≤2n
Cβ2
∫∫∫
R3N
∣∣∣∂β1y φ˜k (y)∣∣∣ ∣∣∂β3y φ (y + (x− z))∣∣ |Wφu (t, z, η)|〈η − ξ〉2n dzdηdy. (3.37)
Then, by Young’s inequality
∥∥∥∥
∥∥∥I˜2∥∥∥
L∞x
∥∥∥∥
L1ξ
≤ 1
‖φ‖2
L2
∥∥∥〈·〉−2n∥∥∥
L1
∥∥∥‖Wφu (t, x, ξ)‖L∞x
∥∥∥
L1ξ
N∑
j,k=1
∑
|β1|+|β2|+|β3|≤2n
Cβ2
∥∥∥∂β1y φ˜k∥∥∥
L1
∥∥∂β3y φ∥∥L1
≤ CT ‖u (τ, ·)‖M∞,1φ ,
(3.38)
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∥∥∥∥∥∥∥I˜2∥∥∥L1x
∥∥∥∥
L∞
ξ
≤ CT ‖u (τ, ·)‖M1,∞φ (3.39)
and ∥∥∥∥
∥∥∥I˜2∥∥∥
Lpx
∥∥∥∥
Lpξ
≤ CT ‖u (τ, ·)‖Mp,pφ , (3.40)
uniformly for t ∈ [0, T ] and τ ∈ [0, t]. Since V2 satisfies (1.3) with |α| ≥ 0, similarly to (3.38)-(3.40) we prove that∥∥∥∥
∥∥∥I˜3∥∥∥
L∞x
∥∥∥∥
L1ξ
≤ CT ‖u (τ, ·)‖M∞,1φ , (3.41)
∥∥∥∥∥∥∥I˜3∥∥∥L1x
∥∥∥∥
L∞ξ
≤ CT ‖u (τ, ·)‖M1,∞φ (3.42)
and ∥∥∥∥
∥∥∥I˜3∥∥∥
Lpx
∥∥∥∥
Lpξ
≤ CT ‖u (τ, ·)‖Mp,p
φ
, (3.43)
uniformly for t ∈ [0, T ] and τ ∈ [0, t]. Next, using (3.11) and integrating by parts in the right-hand side of (3.23) we have∣∣∣I˜4∣∣∣ ≤ 1‖φ‖2L2
∑
|β1|+|β2|≤2n
∫∫∫
R3N
∣∣∂β1y S (x− y, ξ)∣∣ ∣∣∂β2y φ (y − z)∣∣ |Wφu (t, z, η)|〈η − ξ〉2n dzdηdy.
Moreover, using Lemma 3.1 we get∣∣∣I˜4∣∣∣ ≤ C‖φ‖2L2
∑
|β1|+|β2|≤2n
∫∫∫
R3N
∣∣∣〈x− y〉−2n∣∣∣ ∣∣∂β2y φ (y − z)∣∣ |Wφu (t, z, η)|〈η − ξ〉2n dzdηdy.
Then, by Young’s inequality ∥∥∥∥
∥∥∥I˜4∥∥∥
L∞x
∥∥∥∥
L1ξ
≤ CT ‖u (τ, ·)‖M∞,1φ , (3.44)
and ∥∥∥∥∥∥∥I˜4∥∥∥L1x
∥∥∥∥
L∞ξ
≤ CT ‖u (τ, ·)‖M1,∞φ . (3.45)
and ∥∥∥∥∥∥∥I˜4∥∥∥Lpx
∥∥∥∥
Lpξ
≤ CT ‖u (τ, ·)‖Mp,pφ , (3.46)
uniformly for t ∈ [0, T ] and τ ∈ [0, t]. Using estimates (3.38)-(3.43), (3.44)-(3.46) in (3.35) we get
‖u (τ, ·)‖M∞,1φ ≤ C ‖u0‖M∞,1φ + C
t∫
0
‖u (τ, ·)‖M∞,1φ dτ,
‖u (τ, ·)‖M1,∞φ ≤ C ‖u0‖M1,∞φ + C
t∫
0
‖u (τ, ·)‖M1,∞φ dτ,
and
‖u (τ, ·)‖Mp,pφ ≤ C ‖u0‖Mp,pφ + C
t∫
0
‖u (τ, ·)‖Mp dτ.
Then, Gronwall’s lemma yields
‖u (τ, ·)‖M∞,1φ ≤ C ‖u0‖M∞,1φ , (3.47)
‖u (τ, ·)‖M1,∞φ ≤ C ‖u0‖M1,∞φ , (3.48)
and
‖u (τ, ·)‖Mp,pφ ≤ C ‖u0‖Mp,pφ . (3.49)
Estimate (3.32) follows from (3.47)-(3.49) by the complex interpolation theorem for modulation spaces (see Proposition 2.4).
The case t ∈ [−T, 0] can be considered similarly.
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