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1. Introduction
A Lévy process X = {X(t): t  0} on Rd is called an operator stable Lévy process if the distribution ν of X(1) is not
degenerated (i.e., it cannot be supported on any proper subspace of Rd) and there exists a linear operator M on Rd such
that for any t > 0,
X(t) = tM X(1)
in law, where
tM =
∞∑
n=0
(log t)n
n! M
n.
The linear operator M is called the stability exponent of X . Now, we consider an operator stable Lévy process X = (X1,
. . . , Xp) on Rd with exponent D , where D is a diagonal matrix, with diagonal entries 1α1 ,
1
α2
, . . . , 1αp
. There is no harm in
assuming α1  α2  · · · αp . We note that αi ∈ (0,2], 1 i  p, and Xi(t) is a (strictly) αi-stable process on Rdi in view
of Theorem 7.2.1 in [6], where d1 + d2 + · · · + dp = d. The above-mentioned operator stable process with exponent D is
named a dilation-stable Lévy process (see [11]). If α1 = α2 = · · · = αp , it is the ordinary d-dimensional stable Lévy process.
If the Xi(t) are independent, it is the process with stable components. It is well known that X(t) has a bounded continuous
density p(t, x) (see [4]). A dilation stable Lévy process on Rd is said to be of type A if p(1,0) > 0; and type B otherwise.
Recently, many authors investigated the fractal properties of operator stable Lévy processes. Shieh [11] obtained the
Hausdorff dimension of the set of multiple points of dilation-stable Lévy processes. The Hausdorff dimension of sample paths
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we consider the exact Hausdorff measure function and packing measure of the graph of dilation-stable Lévy process X . Let
G[0,1] = {(t, X(t)): 0 t  1}.
The main results are the following theorems.
Theorem 1.1. Let X = {X(t), t ∈ R+} be a dilation-stable Lévy process on Rd of type A with exponent D. If α1 < min{2,d1}, there
exist positive and ﬁnite constants K1 and K2 such that almost surely
K1  φ-m
(
G[0,1]) K2, (1.1)
where
φ(a) =
{
a, if α1 < 1,
aα1 log log 1a , if 1< α1.
Theorem 1.2. Let X be a dilation-stable Lévy process on Rd with exponent D. Then:
(a) If 1< α1 <min{2,d1} and h(s) = sα1φ(s), φ ∈ Φ , we have
h-p
(
G[0,1])=
{
0 a.s.,
+∞ a.s. according as
∫
0+
[φ(s)]2
s
ds
{
< +∞,
= +∞. (1.2)
(b) If α1 < 1, we have
φ-p
(
G[0,1])= 1 a.s.,
where φ(a) = a.
The rest of the paper is organized as follows. In Section 2 we collect some deﬁnitions and some useful properties
about Hausdorff measure and packing measure. After establishing some lemmas in Section 3, we complete our proof of
Theorem 1.1 in Section 4. In Section 5, we give the proof of Theorem 1.2. These results extend those of Jain and Pruitt [5],
Rezakhanlou and Taylor [10], Pruitt and Taylor [8]. The proof of the results depends mainly on the reﬁnements of the
arguments of Jain and Pruitt [5], Taylor [13].
Throughout this paper, we will use c to denote unspeciﬁed positive ﬁnite constants which may not necessarily be the
same in each occurrence. More speciﬁc constants will be denoted by c1, c2, . . . .
2. Preliminaries
In this section, we recall brieﬂy the deﬁnition of Hausdorff measure function and packing measure by referring to Fal-
coner [2].
A function φ is said to belong to the class Φ if there exists a δ > 0 such that φ is a right continuous and increasing
function on (0, δ) with φ(0+) = 0 and there exists a ﬁnite constant K > 0 such that
φ(2s)
φ(s)
 K , for 0< s < 1
2
δ.
For φ ∈ Φ , the φ-Hausdorff measure of E ⊆Rd is deﬁned by
φ-m(E) = lim
ε→0 inf
{ ∞∑
i=1
φ
(
diam(Ei)
)
: E ⊆
∞⋃
i=1
Ei, diam(Ei) < ε
}
,
where diam(Ei) denotes the diameter of Ei . A function φ ∈ Φ is called an exact Hausdorff measure function for E if
0< φ-m(E) < ∞.
For φ ∈ Φ deﬁne the φ-packing premeasure φ-P (E) on Rd by
φ-P (E) = lim
δ→0 sup
{ ∞∑
i=1
φ(2ri): B(xi, ri) are disjoint, xi ∈ E, ri < δ
}
, (2.1)
where B(xi, ri) denotes the closed ball of radius ri centered at xi .
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that φ-P is not an outer measure because it fails to be countably subadditive. However, φ-P is a premeasure, so one can
obtain a metric outer measure φ-p on Rd by deﬁning
φ-p(E) = inf
{ ∞∑
i=1
φ-P (Ei): E ⊂
∞⋃
i=1
Ei
}
. (2.2)
φ-p is called the φ-packing measure. Every Borel set in Rd is φ-p measurable.
We now consider some special classes of sets for packing. Let Γ ∗ stand for the class of dyadic cubes in Rd . C ∈ Γ ∗
if it has side length 2−n , n ∈ N, and each of its projection proji C on the ith axis is a half-open interval of the form
[ki2−n, (ki + 1)2−n) where ki ∈ Z. For x ∈ Rd , let un(x) be the unique dyadic cube of side containing x. We also need the
class Γ ∗∗ of semidyadic cubes, C ∈ Γ ∗∗ if it has side length 2−n and proji C = [ 12ki2−n, ( 12ki +1)2−n) with ki ∈ Z. We denote
by vn(x) the unique semidyadic cube containing x in Γ ∗∗ of side length 2−n whose complement is at distance 2−n−2 from
un+2(x).
If we replace closed balls in (2.1) by dyadic cubes containing xi or semidyadic cubes vn(xi), we have φ-P∗(E) or
φ-P∗∗(E). Correspondingly we obtain φ-p∗(E) and φ-p∗∗(E). It is proved in [13] that
l1φ-p(E) φ-p∗∗(E) l2φ-p(E) (2.3)
for some constants l1, l2 depending only on φ and the dimension of the space.
3. Some technical lemmas
In this section we establish some lemmas which will be useful for proving Theorems 1.1 and 1.2.
Lemma 3.1. Let X be a dilation-stable process on Rd with exponent D. Then if 1 < α1 < d1 ,
T (r, r) = T (r) a.s.
for r > 0 small enough, where T (r, r) = ∫ r0 IB(0,r)(X(t))dt and T (r) = ∫∞0 IB(0,r)(X(t))dt.
Proof. Let U (r) = λ1(t  r: ‖X(t)‖ 3r), where λ1 denotes the Lebesgue measure on R. Since X1(1) has a continuous and
bounded density, it follows that
EU (r) =
∞∫
r
P
(∥∥X(t)∥∥ 3r)dt 
∞∫
r
P
(∥∥X1(1)∥∥ 3rt−1/α1)dt 
∞∫
r
c1
(
rt−1/α1
)d1 dt = c1r1+d1(1−1/α1), (3.1)
where V (r) = {‖X(t)‖ 2r for some t  r}. On the other hand, by using the strong Markov property, we derive
EU (r) P
(
V (r)
)
ET (r). (3.2)
By Lemma 3.1 in [3] and (3.2), we have
P
(
V (r)
)
 c2r1+d1(1−1/α1)−α1 .
Let rn = 2−n . Applying the Borel–Cantelli lemma, there exists Ω0 such that P(Ω0) = 1 and for all ω ∈ Ω0, there exists an
integer n1 = n1(ω) such that En does not occur for n n1, that is,{
t:
∥∥X(t)∥∥ 2rn, t  rn}= ∅.
Then if rn+1  r  rn , n n1,
T (r, r) T (r, rn+1) = T (r).
Therefore
T (r, r) = T (r) a.s.
for r > 0 small enough. 
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q 1, there are positive constants c3, c9,m0 such that
P
(
2m⋂
n=m+1
{
sup
0ttn
∥∥X(t)∥∥> 2c4ψ(tn)}
)
 c3m−q+2
provided that mm0 and tn = (n!)−q , where ψ(s) = s1/α1(log log 1s )−1/α1 .
Proof. The proof is very similar to the ﬁrst half of the proof of Lemma 3.7 in [3] with (n!)−q replacing e−n2 . 
To prove Lemma 3.5, we ﬁrst quote two known lemmas.
Lemma 3.3. (See Lemma 7 in [12].) For any stable process X on Rd of index α < 2,
P
(∥∥X(t)∥∥> kt 1α )= P(∥∥X(1)∥∥> k)∼ c5k−α as k → ∞. (3.3)
Lemma 3.4. (See Lemma 4.3 in [8].) Let X be a stable process in Rd of index α. Then there is a positive constant λ0 such that for all s
and λ λ0 ,
P
(∥∥X(s)∥∥> λs1/α) P( sup
0ts
∥∥X(t)∥∥> λs1/α) 2dP(∥∥X(s)∥∥> λs1/α/2d). (3.4)
Lemma 3.5. Suppose h(s) = sα1φ(s) where φ ∈ Φ , and X is a dilation-stable process on Rd with exponent D. If α1 < d1 , then
lim inf
r→0
T1(r, r) + T2(r, r)
h(2r)
=
{
0 a.s.,
+∞ a.s. according as
∫
0+
[φ(s)]2
s
ds
{
= +∞,
< +∞, (3.5)
where Ti(r, r) =
∫ r
0 IB(0,r)X
i(t)dt and X1 , X2 are independent copies of X .
Proof. By Lemma 3.1, we only prove that
lim inf
r→0
T1(r) + T2(r)
h(2r)
=
{
0 a.s.,
+∞ a.s. according as
∫
0+
[φ(s)]2
s
ds
{
= +∞,
< +∞, (3.6)
where T j(r) denotes the total time in the closed ball B(0, r) by the process X j and X1, X2 are independent copies of X .
We use the notation f (r) ≈ g(r) as r ↓ 0 to mean that there are constants l3, l4 > 0 such that l3 f (r)  g(r)  l4 f (r) for
0< r < δ. First suppose
∫
0+
[φ(s)]2
s ds converges. For any ﬁxed λ > 0 deﬁne
Eλ,n =
{
ω: T1
(
2−n
)+ T2(2−n)< λh(2−n+1)}, D j,λ,n = {ω: T j(2−n)< λh(2−n+1)}, j = 1,2.
Then
Eλ,n ⊆ D1,λ,n ∩ D2,λ,n.
By Lemmas 3.3 and 3.4, we have
P(D j,λ,n) P
( ∞∫
0
IB(0,2−n)
(
X(t)
)
dt < λh
(
2−n+1
))= P( sup
0tλh(2−n+1)
∥∥X(t)∥∥> 2−n)

p∑
i=1
P
(
sup
0tλh(2−n+1)
∥∥X ji (t)∥∥> 2−np
)

p∑
i=1
2diP
(∥∥X ji (λh(2−n+1))∥∥> 2−n2di p
)

p∑
i=1
2diP
([
λh
(
2−n+1
)] 1
αi
∥∥X ji (1)∥∥> 2−n2di p
)

p∑
i=1
2diP
(∥∥X ji (1)∥∥> 1
4di pλ
1
αi [φ(2−n+1)] 1αi
)
 c5φ
(
2−n
)
.
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n
P(Eλ,n) c6
∑
n
[
φ
(
2−n
)]2
which is a convergent series. By the Borel–Cantelli lemma, Eλ,n happens ﬁnitely often a.s. for each λ, and hence
lim
n→∞
T1(2−n) + T2(2−n)
h(2−n+1)
= +∞ a.s.
If 2−k−1 < r < 2−k ,
T1(r) + T2(r)
h(2r)
 T1(2
−k−1) + T2(2−k−1)
h(2−k+1)
 T1(2
−k−1) + T2(2−k−1)
c7h(2−k)
.
Thus
lim inf
r→0
T1(r) + T2(r)
h(2r)
= +∞ a.s.
On the other hand, we suppose
∫
0+
[φ(s)]2
s ds = +∞. Let T 1j (r) denotes the total time in the closed ball B(0, r) by the process
X j1, j = 1,2, and X11 , X21 are independent copies of X1. Then
T1(r) + T2(r)
h(2r)

T 11 (r) + T 12 (r)
h(2r)
.
Note that X11(t) = X21(t) = X1(t) = t
1
α1 X1(1) in law. Therefore by Lemma 1.6 in [10], we have
lim inf
r→0
T1(r) + T2(r)
h(2r)
= 0 a.s. 
Lemma 3.6. Let X = {X(t), t ∈ R+} be a dilation-stable Lévy process on Rd of exponent D and let Λ(k) be the collection of dyadic
cubes of order k in Rd. If α1 < d1 , then there is a constant K3 > 0 such that
E
[
M
(
2−k,1
)]
 K32kα1 , (3.7)
where M(2−k,1) denotes the number of cubes in Λ(k) hit by X over time [0,1].
Proof. It can be obtained directly from Lemma 6.1 in [8] and Lemma 3.8 in [3]. 
4. The proof of Theorem 1.1
We start with the following lemma. It can be easily derived from the results in [9], which gives a way to get a lower
bound for φ-m(E). For any Borel measure μ on Rd and φ ∈ Φ , the upper φ-density of μ at x ∈Rd is deﬁned by
Dφμ(x) = limsup
r→0
μ(B(x, r))
φ(2r)
,
where B(x, r) denotes the closed ball with radius r and center x.
Lemma 4.1. For a given φ ∈ Φ , there exists a positive constants C1 such that for any Borel measure μ on Rd and every Borel set
B ⊆Rd, we have
φ-m(E) C1μ(E) · inf
x∈E
1
Dφμ(x)
.
Now we give the proof of Theorem 1.1. The proof is similar to that of Theorem 4.1 in [5] with appropriate modiﬁcations.
Proof. We divide the proof into two parts.
(1) Lower bound. If α1 < 1,
φ-m
(
G[0,1]) φ-m([0,1])= 1
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μ(B) =
1∫
0
IB
(
X(t)
)
dt, B ⊆Rd.
Then μ(X[0,1]) = 1, where X[0,1] = {X(t): 0  t  1} ⊂ G[0,1]. It follows from Lemma 3.3 in [3] that for any ﬁxed
t0 ∈ [0,1], with probability 1,
limsup
a→0
∫ 1
0 IB(X(t0),a)(X(t))dt
φ(a)
 c. (4.1)
Let E = {X(t0): t0 ∈ [0,1] and (4.1) holds}. Then E ⊆ X[0,1] and a Fubini argument implies that μ(E) = 1 a.s. By Lemma 4.1,
we have φ-m(E) C1/c a.s. Since E ⊆ X[0,1], we have with probability 1
φ-m
(
X[0,1]) φ-m(E) > 0.
Thus we have almost surely φ-m(G[0,1]) φ-m(X[0,1]) > 0.
(2) Upper bound. If α1 < 1, let ε > 0 be given and choose γ so that 0 < γ < ε/4. Let σ0 = 0 and for k 1,
τk = inf
{
s σk−1:
∣∣X(s) − X(σk−1)∣∣> γ }, σk =min{τk,σk−1 + ε/2}.
Note that |X(σk) − X(σk−1)| γ by the right continuity the paths. Now if
N =min{k: σk  1}
and
Ak = [σk−1,σk) × X[σk−1,σk),
then {Ak}Nk=1 is a cover of G[0,1]. Let
k = sup
u,v∈[σk−1,σk)
∣∣X(u) − X(v)∣∣.
Since ∣∣X(u) − X(v)∣∣ ∣∣X(u) − X(σk−1)∣∣+ ∣∣X(v) − X(σk−1)∣∣ 2γ ,
it follows that k  2γ . Now
diam Ak  σk − σk−1 + k  ε/2+ 2γ < ε
so that our cover is with sets having diameters less than ε. Choose α so that α1 < α < 1. When σk = τk , we have
k  2γ = 2γ 1−α
∣∣X(σk) − X(σk−1)∣∣α,
while if σk = σk−1 + ε/2,
k  2γ = 4γ ε−1(σk − σk−1).
In any case, therefore,
k  2γ 1−α
∣∣X(σk) − X(σk−1)∣∣α + 4γ ε−1(σk − σk−1).
Using this estimate in the approximating sum,
N∑
k=1
diam Ak 
N∑
k=1
(σk − σk−1) +
N∑
k=1
k

(
1+ 4γ ε−1)(1+ ε/2) + 2γ 1−α N∑
k=1
∣∣X(σk) − X(σk−1)∣∣α.
The sum is bounded by the α-variation of X on [0,1+ ε/2] which is ﬁnite a.s. by Corollary 2.2 of [15]. Since γ is arbitrary,
φ-m
(
G[0,1]) 1+ ε/2 a.s.
Finally, letting ε → 0 we have that
φ-m
(
G[0,1]) 1 < ∞ a.s.
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Λm = {Cn,k: m + 1 n 2m, k = 1,2, . . . , (n!)q − 1},
where the cube Cn,k = [k/(n!)q,k + 1/(n!)q). Note that if Cn,k ∈ Λm and m n′  n, then there is exactly one cube Cn′,k′ ∈ Λm
containing Cn,k .
We now construct a covering of [0,1) by two types of cubes in Λm . For any C2m,k ∈ Λm , let C2m,k(n) denote the exact
cube in Λm of side length (n!)−q that contains C2m,k . Then we say the cube C2m,k is bad if
sup
s,t∈C2m,k(n)
∥∥X(t) − X(s)∥∥> 2c4ψ((n!)−q), for every n =m + 1, . . . ,2m.
There is no harm in assuming t  s. Let Λmb be the collection of bad cubes. By Lemma 3.2 and the fact that X(t)− X(s) has
the same law as X(t − s), we have
P
(
C2m,k ∈ Λmb
)
 c3m−q+2. (4.2)
If C2m,k is not bad, then
sup
s,t∈C2m,k(n)
∥∥X(t) − X(s)∥∥ 2c4ψ((n!)−q) (4.3)
for at least one n =m+1, . . . ,2m. The cube with maximum side length among those which satisfy (4.3) will be called good.
Write Λmg for the collection of all good cubes in Λ
m . It is clear that the collection Λmc = Λmg ∪Λmb of all good and bad cubes
constitutes a covering of [0,1) and any two distinct cubes in Λmc are disjoint. For any integer mm0, let
Rm =
{
t ∈ (0,1): t ∈
(2m!)q−1⋃
k=0
C2m,k, where C2m,k is bad
}
.
For any t ∈ [0,1), by (4.2)
P(t ∈ Rm) c3m−q+2.
By the Fubini theorem and the Borel–Cantelli lemma, this implies that P(Ω0) = 1, where
Ω0 =
{
ω:
1∫
0
IRm (t)dt m−q+4 inﬁnitely often
}
.
On the other hand, by Lemmas 3.3, 3.4
P
(
sup
0t(2m!)−q
∥∥X(t)∥∥> (2m!)−q/α1 ·m2/αp) p∑
i=1
P
(
sup
0t(2m!)−q
∥∥Xi(t)∥∥> (2m!)−q/α1 ·m2/αp
p
)

p∑
i=1
2diP
(∥∥Xi((2m!)−q)∥∥> (2m!)−q/α1 ·m2/αp2di p
)

p∑
i=1
2dic8
(
m2/αp
)−αi  c9m−2.
Applying the Borel–Cantelli lemma, there exists Ω1 such that P(Ω1) = 1 and for all ω ∈ Ω1, there exists m1 =m1(ω) large
enough for all mm1, we have
sup
s,t∈C2m,k
∥∥X(t) − X(s)∥∥ (2m!)−q/α1 ·m2/αp . (4.4)
Now ﬁx an ω ∈ Ω0 ∩ Ω1, we show that φ-m(G[0,1]) < ∞. Consider m m0 such that
∫ 1
0 IRm (t)dt m−q+4. By (4.3), the
range X(Cn,k) for a good cube Cn,k ∈ Λmg will be covered by exactly one cube Dn,k in Rd of side length 4c4ψ(tn). Clearly
G(Cn,k) ⊆ Cn,k × Dn,k and diam(Cn,k × Dn,k) 
√
d4c4ψ(tn) by α1 > 1. Then by the fact that
⋃
Cn,k: good
Cn,k ⊂ [0,1) and ψ
and φ are asymptotically inverse to each other as s,a → 0 in the sense that
φ
(
ψ(s)
)∼ s as s → 0+, ψ(φ(a))∼ a as a → 0+, (4.5)
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Cn,k: good
φ
(
diam(Cn,k × Dn,k)
)

∑
Cn,k: good
φ
(√
d4c4ψ(tn)
)

∑
Cn,k: good
c10φ
(
ψ
(
(n!)−q))

∑
Cn,k: good
c10(n!)−q  c10. (4.6)
Now we consider the φ-contribution of the bad cubes. Rm is contained in a union of cubes of side ((2m)!)−q . There can be
at most
(
(2m)!)q
1∫
0
IRm (t)dt  c11
(
(2m)!)qm−q+4
of such cubes. For each C of these cubes, it follows from (4.6) that G(C) is contained in the union of at most
c12((2m)!)−dq/α1+dq1m2d1/αp cubes of side ((2m)!)−q1 , where q1 is a positive integer and q1 < q. Then∑
φ
(√
d
(
(2m)!)−q1) c13((2m)!)qm−q+4((2m)!)−α1q1 log log[1/(√d((2m)!)−q1)]((2m)!)−d1q/α1+dq1m2d1/αp
 c14m−q+4+2d/αp+1
(
(2m)!)q−α1q1−dq/α1+dq1
 c14 (4.7)
provided that q suﬃciently large. Then it follows from (4.7) and (4.6) that
φ-m
(
G[0,1])< ∞ a.s.
The theorem is proved. 
5. The proof of Theorem 1.2
We start with the following lemma.
Lemma 5.1. (See Theorem 5.3 in [14].) Given φ ∈ Φ , there exists a positive constant C2 such that for any Borel measure μ with
0< ‖μ‖ = μ(Rd) < +∞ and for any Borel set E ⊆Rd, we have
C−12 μ(E) infx∈E
{
Dφμ(x)
}−1  φ-p(E) C2‖μ‖ sup
x∈E
{
Dφμ(x)
}−1
, (5.1)
where
Dφμ(x) = lim inf
r→0
μ(B(x, r))
φ(2r)
.
Now we give the proof of Theorem 1.2. The proof follows a similar line to that of Theorem 2 in [13].
Proof. (a) We deﬁne a random Borel measure μ on Rd+1 by
μ(B) = λ1
(
t ∈ [0,1]: G(t) ∈ B) for any B ⊆Rd+1,
where G(t) = (t, X(t)). Then μ(Rd+1) = μ(G[0,1]) = 1. Whenever ∫0+ [φ(s)]2s ds = +∞, it follows from Lemma 3.5 that for
any ﬁxed t0 ∈ [0,1], almost surely
lim inf
r→0
μ(B(G(t0), r))
h(2r)
= 0. (5.2)
Let
E = {G(t0): t0 ∈ [0,1] and (5.2) holds}.
Then a Fubini argument implies that μ(E) = 1 a.s. By Lemma 5.1, h-p(E) = ∞ a.s. Since E ⊆ G[0,1], we have with proba-
bility 1,
h-p
(
G[0,1])= ∞.
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∫
0+
[φ(s)]2
s ds < +∞. Let
Q =
{
t0 ∈ [0,1]: lim inf
r→0
μ(B(G(t0), r))
h(2r)
= +∞
}
and
Qn =
{
t0 ∈ [0,1]: lim inf
r→0
μ(B(G(t0), r))
h(2r)
 n
}
.
Then [0,1] = Q ∪ (⋃∞n=1 Qn). A Fubini argument shows that μ(G(Q )) = 1 almost surely. In view of Lemma 5.1, we have
h-p
(
G(Q )
)= 0 a.s. (5.3)
Thus we only need to prove that h-p(G(
⋃∞
n=1 Qn)) = 0 a.s. For t ∈ Qn , by the property of h, we have
μ
(
B
(
G(t),2−k
))
 c15nh
(
2−k
)
for inﬁnitely many k. Consider a semidyadic cube C of side 2−k+2 bad if G(t) hit the its inside dyadic cube of side 2−k but
spends less than c15nh(2−k) in C over time [0,1]. Let Γ ∗∗k,b be the collection of the bad semidyadic cubes. By Lemmas 3.3
and 3.4, for large k, we have
P
(
C ∈ Γ ∗∗k,b
∣∣ G[0,1] ∩ C = φ) P(T (2−k,2−k) c15nh(2−k))
 P
(
sup
0tc15nh(2−k)
∥∥X(t)∥∥> 2−k)

p∑
i=1
P
(
sup
0tc15nh(2−k)
∥∥Xi(t)∥∥> 2−k
p
)

p∑
i=1
2diP
(∥∥Xi(c15nh(2−k))∥∥> 2−k2di p
)

p∑
i=1
2diP
([
c15nh
(
2−k
)] 1
αi
∥∥Xi(1)∥∥> 2−k2di p
)

p∑
i=1
2diP
(∥∥Xi(1)∥∥> 1
2di p(c15n)
1
αi [φ(2−k)] 1αi
)
 c16nφ
(
2−k
)
.
Let Nk denote the number of bad cubes in Γ ∗∗k,b . For ﬁxed n, we have
Eh-p∗∗
(
G(Qn)
)
 Eh-P∗∗
(
G(Qn)
)
 c17
∞∑
k0
ENkh
(
2−k+2
)
 c18
∞∑
k0
EM
(
2−k,1
)
φ
(
2−k
)
h
(
2−k
)
 c19
∞∑
k0
φ
(
2−k
)2
and this series converges. Letting k0 → ∞ gives
Eh-p∗∗
(
G(Qn)
)= 0.
Thus h-p∗∗(G(
⋃∞
n=1 Qn))
∑∞
n=1 h-p∗∗(G(Qn)) = 0 a.s. By (2.3), h-p(G(
⋃∞
n=1 Qn)) = 0 a.s. Since Q ∪ (
⋃∞
n=1 Qn) = [0,1], we
have proved that h-p(G[0,1]) = 0 a.s.
(b) Since αp < · · · < α2 < α1 < 1, we have
J =
∑
t∈[0,1]
∣∣X(t) − X(t−)∣∣ p∑
i=1
∑
t∈[0,1]
∣∣Xi(t) − Xi(t−)∣∣< ∞.
The rest proof is very similar to Theorem 2.6(c) in [10]. We omit the details. 
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