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Let N be an observable Cox process on a locally compact space E directed by an unobservable 
random measure M. Techniques are presented for estimation of M, using the observations of N 
to calculate conditional expectations of the form E [M Ig,J, where sA is the a-algebra generated 
by the restriction of N to A. We introduce a random measure whose distribution depends on 
NA, from which we obtain both exact estimates and a recursive method for updating them as 
further observations become available. Application is made to the specific cases of estimation 
of an unknown, random scalar multiplier of a known measure, of a symmetrically distributed 
directing measure M and of a Markov-directed Cox process on R,. By means of a Poisson cluster 
representation, the results are extended to treat the situation where N is conditionally additive 
and infinitely divisible given M. 
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~’ 
symmetrically distributed random measure 
1. Introduction 
In this paper we treat problems of state estimation for the directing measure A4 
of a Cox process N (= doubly stochastic Poisson process) on a general locally 
compact space E. The random measure M is not directly observable, but must be 
estimated from observations of the point process N. Our goal is to calculate 
minimum mean-squared error estimators, i.e., conditional expectations of the form 
E[kf l$,J, where A is a subset of E and SA is the a-algebra that represents 
knowledge of the restriction, N ,+, of N to A. That is, pA = (r(N(B): B CA). To be 
useful, such conditional expectations must be explicitly computable as functions 
(nonlinear in general) of NA. Methods of updating estimates without recomputing 
them from the start are also most desirable. We present results concerning both 
questions. 
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The context, as set forth in detail in Section 2, is mainly that of Cox processes: 
N is a Cox process directed by M if conditional on M, N is a Poisson point process 
with intensity measure M, in the sense that 
E[eeNcf’ 1 M] = exp{ - j (1 -em’) dM) 
for f a nonnegative function on E. With the exception of Section 5 we remain 
within this context. Section 2 contains a formulation of the problem, along with 
the generalized Bayes’ theorem and calculations of Radon-Nikodym derivatives 
that are basic to construction of the required conditional expectations. In Section 
3 we derive several closed-form expressions for estimates of M, together with an 
exact, global updating method and an approximate, local updating method that 
employs stochastic integrals and can be regarded as the optimal method of updating 
that is linear in the new information concerning N. 
Section 4 treats in some detail three specific cases. In the first case M = am * 
with m* known and (Y a positive random variable; in this case the point process 
N is symmetrically distributed with respect to m”. The second case is that where 
M itself is symmetrically distributed with respect to a known measure m*. For the 
third case, E = I& and M is of the form M(A) = IAX du, where X is a Markov 
process. Although this case has already been studied extensively, our general results 
together with the theory of multiplicative functionals of Markov processes yield a 
new method for exact calculation of estimates of M. 
Finally, in Section 5 we discuss quite briefly how our results may be used for the 
situation where N is a random measure on E that is conditionally additive and 
infinitely divisible given a random measure M on E x (0, 00) in the sense that 
E[e-N’f’IM] = exp{ --I,,,, oD) (1 -e-“““)M(dx, du)). 
Because of the generality of our results we are able to treat this case using the 
Poisson cluster representation for N. 
As general sources concerning random measures, we mention [ 1 l] and [18]. The 
Laplace functional of a random measure M is the mapping LM defined by 
LM(~) = E[e-“‘f’] 
where f 2 0 and M(f) = 5 f dM. The distribution of M is uniquely determined by L,u. 
2. Bayes’ theorem; Radon-Nikodym derivatives 
Let E be an LCCB space with Bore1 r-algebra $ and denote by MI(E) the set 
of locally finite measures on 8. The general setting within which we work is that 
of conditional random measures: Assume that M is a random measure on E with 
probability distribution p and that we are given a transition kernel K from Ml(E) 
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into itself. Then there exists a random measure N on E such that 
P{NcI-IM}=K(M,T) (2.1) 
for each r E A&(E), the Bore1 a-algebra associated with the vague topology on 
Ml(E). In particular, 
P{NU}=/ P(dm)K(m,T). (2.2) 
The principal examples are Cox processes [El, 11, 18, 201 and conditionally additive 
random measures [ll, 21]--on which we concentrate in this paper-as well as 
clustered point processes [18]. 
We interpret N as an observable random measure and A4 as an underlying but 
unobservable mechanism generating N; both p and K are assumed to be known. 
The principal problem of interest is to estimate A4 based on observations of N. 
That is, for A E 8 let SA =(+(N(B): A ZB E 8) be the g-algebra representing 
knowledge of N on A. We then wish to calculate explicitly state estimates of A4 
of the form E[M 1 PA], where the conditional expectation of a random measure is 
in the sense of [13] and is itself a random measure. Previous results have dealt 
almost exclusively with the case E = Iw+ (e.g., [3, 8, 16, 22, 23]), although some 
analysis has been carried out for Cox processes in space-time [7]. Our major results 
impose no restrictions on E other than the LCCB assumption stated above. 
Our first theorem provides a Bayes’ formula for calculating the conditional 
expectations E[M ) 9.J. We assume throughout that the underlying probability 
space is given by 
0 = Ml(E) x M(E), 
9 =A,@) x.&(E), 
P(dm, dn) = P(dm)K(m, dn), 
with M(m, n) = m and N(m, n) = n. It is immediate that (2.1) and (2.2) hold. We 
identify the c-algebra SA = a(N(B): B CA) with a sub-u-algebra of J&(E); which 
one is meant in a specific situation should be clear from the context. 
2.3. Lemma. Let A be a set in sfor which there exists r E&(E) with p(r) = 1 such 
that 
K(mr, a)-K(mz, a) on %A (2.4) 
foralIml,mz~~,andletD(A,ml,m~;~ ) be the Radon-Nikodym derivative on %A 
of K(ml, *) with respect to K(m2, s). Then 
E[Ml%~l=j p(dm)m(*)(j p(dl)D(A,I,m;N)) 
-1 
. 
Ml MI 
(2.5) 
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Proof. It follows from [17, (7.167)] (cf. also [12]), that if there exists a o-finite 
measure Q on A&(E) such that K(m, a)<< Q on gA for (p-almost) all m, then 
EIMlgA]= J p(dm)m(*)dKd(zy *) ) WI. 
*A 
Under the stated assumptions we may take Q = P, in which case the calculation 
K(m, A) = J /I P(dn) dKdT’ ‘) (n) 
= p(dl) K(1, dn) J J .4 dK:Fp *) (n) 
= p(dl) D(A, I, m;n) J J A dKir’ *) (n)K(m, dn) 
= K(m,dn) J dK(m, - 1 A dP (n) J PWP(A 1, m; n>, 
which is valid for A E .FA, proves that 
and completes the proof. 0 
Remarks. (1) In open form, the expression (2.5) means that forf a positive function 
on E 
EPW)I~A= J p(dm)m(n( J PWP(A, 1, m;W)-l; . 
Ml MI 
in particular Lemma 2.3 gives existence of a regular version (in the random measure 
sense) ‘of the conditional expectation E[M 1 $A]. 
(2) The assumption represented by (2.4) is stronger than that of existence of a 
o-finite measure dominating {K (m, - ): m E f }; however, it is satisfied in many cases 
of interest, as the results below demonstrate. Moreover, if there exists any measure 
Q dominating this family, then P = jp (dm)K(m, -) is also such a measure. 
(3) By virtue of a result of Doob [6] we may and do assume that the densities 
D(A, I, m; n) are jointly measurable in (l, m, n). 
The remainder of this paper, except for Section 5, deals with the case where N 
is a Cox process (= doubly stochastic Poisson process) directed by M (for general 
information on such processes, see [8,11,18]). Here, for each m E Ml, K(m, *) is 
the probability law of the Poisson random measure on E with intensity measure 
m. We then have the following result. 
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2.6. Theorem. Assume that N is the Cox process directed by M and let A be a set 
with E[M(A)] < 00. Assume further that there exist m * E MI and r E & with p(r) = 1 
such that m -m*onAforallmEr.Then 
= Ad4 I e 
-m(A)m ( . ) 
I p(dl) e-‘(A) exp (I A log & dN I 
(2.7) 
Proof. The proof of the equality of the outermost terms in (2.7) will follow from 
Lemma 2.3 and the development in the paragraph immediately below; equality of 
the second and third terms is computational. 
We will prove that if ml, m2 are such that ml - m2 on A, then, since ml(A) and 
m2(A) are both finite, K(mI;)-K(m2;) on @A and 
D(A,ml,m2;n)=exp -ml(A)+m2(A)+ 
I 
dml 
A 
logdmdn , 
2 I 
(2.8) 
a result which is the spatial version of [17, Theorem 19.71. (The latter result is 
formulated for point processes on R,.) If f is a function on E vanishing off A, then 
on the one hand 
J e -n(f)K(mi,dn)=exp - II A 
while on the other hand 
J exp{-n(f)-(ml(A)-ml(A))+ JAlogd~dn)K(m21d~)= 
= exp 
1 
-m1(A)+m2(A,Uexp{--I,(,:og~)dn~K(m2,dn) 
= exp -ml(A)+m2(A)-[A(l-exp( -f+log$$)dmz 
= exp { -JA (I-e-‘)dm,), 
which completes the proof of (2.8) and hence that of the theorem. 0 
In Section 3 we demonstrate methods for explicit calculation of the estimator 
given by (2.7) and also provide both exact and approximate techniques for recur- 
sively updating estimates of M as additional observations of N become available. 
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Note that the formula (2.7) estimates A4 everywhere, rather than just on the set 
over which N is observed. By contrast, typical estimation procedures for the special 
case E = R, assume that M(r) = SAX(u) du for some process X and provide only 
estimates of the form E[X, Jgt], where 3, = a(N on [0, t]). 
Below, in Section 5, in dealing with conditionally additive random measures, we 
require a sharpened version of the calculation of Radon-Nikodym derivatives 
appearing in Theorem 2.6. This result may be viewed as another spatial analogue 
of [17, Theorem 19.71. 
2.9. Theorem. Let K(m, *) be the probability law of the Poisson measure on E with 
intensity measure m E Ml. If m 1 - m2 on 8 and 
then K (m I, *) -K (m2, *) and for each bounded set B 
D(B,ml,m2;n)=exp -m,(B)+mz(B)+ J dml EJ logzdn . 2 1 
(2.10) 
(2.11) 
Proof. The proof of Theorem 2.6 shows that K(ml, .)-K(m2, *) on g13 for each 
bounded B (even without (2.10)) and that (2.11) holds. To complete the proof of 
(2.9) it suffices by [17, Lemma 19.133 to show that if Bj are bounded sets increasing 
to E, then 
-ml(Bi) + m2(Bi) + J dml 4 log zdn 2 I 
exists and is finite almost surely (in n) with respect to K(ml, a). We may write the 
exponent in the preceding expression as 
(2.12) 
By the strong law of large numbers for Poisson random measures in the strengthened 
form used in the proof of [15, Theorem (3.1)], 
~~~ hddmlldm2) dn 
li~IBilog(dmI/dm2)dml=’ 
almost surely with respect to K(ml, .), which implies that almost surely the 
expression (2.12) is asymptotic to 
JBi(l-z) dm2+ JBilogzdml= Jni(l-~+~log~)dm2, 
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so that the theorem is proved if 
dm;! <co. (2.13) 
By the argument used in the proof of [17, Theorem 19.61 (2.13) holds if and only 
if (2.10) does. 0 
3. Explicit calculations and recursive updating methods 
Throughout this section we assume that the observed random measure N (which 
is actually a point process) is the Cox process directed by an unobserved random 
measure M. We further assume that the probability distribution p of A4 is known 
and that the hypotheses of Theorem 2.6 are satisfied for each set A with E[M(A)] 
(=E[N(A)])<m. In particular, (2.7) then holds for each such set. Our first result 
in this section describes the construction of the probability law of a random measure 
from the observations .FA of N on A, in terms of whose Laplace functional one 
obtains not only an explicit version of (2.7) but also the means for updating (rather 
than recomputing from scratch) estimates as more observations are obtained. 
3.1. Theorem. Let A be a fixed set with E[M(A)] < 00. For each counting measure 
n = c’, E,, on A, let ii?,, be a random measure with probability distribution given by 
I 
P{ni,Ef}= r 
p(dm)lfI$(Xi) 
I 
p(dm)$$(xi) 
where r E d,(E). Let NA denote the restriction of N to A. Then 
(a) for each f EpG(E), 
(b) for A’ E 8 such that A n A' = 0 and E[M(A’)] -C 00 and for f E PC, (E), 
E[MI ~AvA'l(f)= 
(3.2) 
(3.3) 
(3.4) 
Before giving the proof of the theorem we present some remarks and comments. 
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3.5. Remarks. (1) The transformation represented by (3.2) is an absolutely con- 
tinuous change of probability law with the Radon-Nikodym derivative depending 
on n. Such transformations have previously been used in the study of Markov-like 
properties for random measures [14]. If one writes 
it is seen that the Radon-Nikodym derivative admits an interpretation as an 
‘potential energy of interaction’ in the manner of [19,24]. Note also that i% is a 
(multiple) Palm measure associated with M (see [ll]). 
(2) Once the observations NA have been obtained, one may use (3.2) to calculate 
the probability distribution P(&?NA)-‘. From this distribution one can then employ 
(3.3) for explicit calculation of estimates of the form E[M ISA]; in fact (3.3) shows 
that only the Laplace functional LfiNA is required for this purpose. But perhaps 
more importantly, one can use (3.4) to revise estimates of M as additional data in 
the form of the observations NA* become available. In particular, the equation 
(3.4) is recursive in the sense that rather than requiring computation of ELM ( 9AVA*] 
from scratch by (3.2) and (3.3) it permits calculation of the revised estimate from 
only the previously calculated distribution P(it?NA)-’ and the additional data NA’. 
Moreover, the latter enters only in the form 
d&IA 
log 3 dN. 
(3) Expression (3.4) is not the only available means for recursive updating of 
estimates. Two shortcomings of it are that it calculates E[M]sAUA’] rather than 
an incremental estimate E[M 1 sAuA, ]-E[M]$J and that it fails to separate the 
effect of observing N on a larger set from that of the precise values of the 
observations obtained. For processes on the line these effects are distinguished by 
the terms ‘predictable part’ and ‘filter gain’, respectively. In Theorem 3.6 we present 
a method of calculation that addresses the two shortcomings just mentioned. 
We proceed to the proof of Theorem 3.1. 
Proof of Theorem 3.1. (a) Let I%?” be defined to satisfy (3.2). Then by (2.7) we 
have for f E~CK, with &? written in place of &lNA, 
E[M(szdf) = 
Ip(dm)exp(-m(A)+lnlog~dN]~(f) 
Ip(dl)exp(-I(A)+~Alog~dN] 
E[A?( f) e-A’A’] 
ZZ 
~[~-fi’A’ ] ’ 
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from which (3.3) follows by standard properties of Laplace functionals and some 
straightforward calculations. 
(b) Again by (2.7) 
E 
EM 1 ~A,A’l(f) = 
= -ZlogE exp --&?(lA+lAS+~f) 
[ I 
. 
+ J l”gdm* ”dN . A' Ill u=o 
But in addition 
_ 
dN = II 
= Jm~[eXp{-~(lA+lA~+u~)};exp( JA,logf$ti]px] dx 
0 
_ 
= J=’ e’E[exp{-~(l,+l,,+u~)}; JA,log$dN a] dz, 
-al 
which completes the proof of (3.4). Cl 
The next result provides a method for calculating incremental estimates of the 
form E[M ) .!FA~A’ ] - E[M 1 gA] in a manner that separates the effect of observing 
N over a larger set from that of the exact observations obtained. 
3.6. Theorem. Let A, A’ be disjoint sets in 8 with E[M(A uA’)]< 00. Then for 
f EPCK(E) we have 
E[MI~A”A ,1(f)-E[MIsA](f)= 
+~log(L~~*(lA+uf)L~~*(lA+lA’-uf) . 
II 
(3.7) 
u=o 
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Proof. Once more, the convenient starting point is (2.7), from which we have 
EEM I ~;A~A, l(f) - ELM I%df) = 
J p(dm)exp -m(AuA')+ 1 J log AuA’ $dNjm(f) 
= 
JdWexp(-I(AuA’)+ JAuA,Iog&dN] 
J - 
J P(dm)exp -m(AuA')+ 1 J 1% 2 dhrjm(fl 
i,,,.,{-i(AuA~)+j,l~g~dN] 
J p(dm) exp -m(A)+ i I log$ dN m(f)' I - 
J~(d~)elp/-i(A)+~~log~dN] 
1 
=1+11. (3.8) 
By calculations similar to those in the proof of Theorem (3.1) we may express 
the denominator of I as 
_ 
LAdlA + 1A’) Ja e'E[exp{-~(AuA')};J~,log~dNLz]dr (3.9) -02 
(where again we write &? in place of M,v~) and the numerator as 
J A’ log drn* * dN]&?(+&(lm + IA,)+ 
- E[exp{-k(A uA')}Ii?(f)] 
( 
J A’ 
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Combining the last expression with (3.9) yields 
I= 
xL&(1,4+1,4,+uf) 
I 1 u=o 
_ 
-c(l,+l,,-uf)+ log$dN 
x,?&(l,~,+l,~,‘+Uf) II U=O' 
which yields the first term in (3.7) after a standard application of Fubini’s theorem. 
That 
II =-$log{~~(lAfun~& +lA’-Uf)}l”=O 
is shown by a calculation analogous to that just performed, so we omit the details. 0 
3.10. Remark. In (3.7), as is clear from the proof of Theorem 3.6, the first term 
represents solely the effect of the additional observations NA,, while the second 
represents the effect of having observed N over the additional set A’ in the sense 
that if N,L,’ = 0, then the incremental estimate is given entirely by the second term 
of (3.7). Therefore, the second part of (3.7) is the predictable part of the change 
in the estimate, and the first part is the data-dependent part. 
For processes on the positive half-line it is usual to assume that data are gathered 
in the ‘natural order’ of increasing time. For processes on general spaces, of course, 
there need be no natural order, which makes it essential to have formulas of the 
forms (3.4) or (3.7) that allow calculation of updated estimates once the set A’ and 
the corresponding data NA, are determined. One can even envision use of (3.4) 
or (3.7) in an adaptive manner: Once NA is observed, the set A’ is chosen and the 
data NA, obtained. In this context it is important to note that both (3.4) and (3.7) 
allow updating based on observations for any set A’ disjoint from A. That is, the 
random measure GN,+ used to perform the update does not depend on the set A’. 
In order to relate (3.4) and (3.7) to well-known results for R+ that represent 
estimates as solutions of stochastic differential equations, we present the following 
‘differential’ approximation. 
3.11. Theorem. Assume that the directing measure A4 is diffuse almost surely and 
that E[M(A)]<m. For A’ disjoint from A with E[M(A’)]JO and f EpCK(E) the 
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following approximation is valid, 
ELM t HAM’ l(f) -ELM I ~AIW = 
1 
+~a(la) A -&E 
1. [ expi-~(L--uf))-$$ * (x ] lUS0 m*(dx) 
+ oOW(A’)l), (3.12) 
where 6 = I@& as defined by (3.2). 
Proof. Consider the decomposition 
EM I ~A”A, l(f) - ECM I~AIV) = I + II 
given in (3.8) above, and suppose that x & A. Then, taking A’ = dx (more precisely, 
considering neighborhoods of x decreasing to {xl), we have 
I = 0 on {N(dx) = 0}, 
while on {N(dx) = l} we have (after straightforward calculations) that 
_ 
E 
I= 
E[e-nicA)It?(f)] 
- E[e-A’A’l 
Since the directing measure A4 is diffuse a.s., the observed Cox process N is simple 
a.s. and hence as E[M(A’)] = E[N(A’)]+ 0, P{N(A’) 3 2} = o(E[M(A’)]). Therefore 
the approximation 
is valid as E[M(A’)] + 0. 
Continuing, the term II in (3.8) is not a function of NA-. The assumption 
E[M(A’)]+ 0 implies that M(A’) + 0 a.s. and in particular that m*(A’) + 0. For 
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A’ = dx, x & A, it follows that 
113 
-a'A']E[e-~(^'~(f)(e-hi'dx' _ l)] 
A?(A) 2 E[e- 1 
. 
-ti’A’ni(f) $(x)]m* (dx) 
E[,-~(A,] 
_ 
~E[eXP{-~(l*-~f)}~(x)] = 
Lti(lA) 
m*(dx) , 
which completes the proof of the theorem. 0 
3.13. Remarks. (1) Unfortunately, (3.12) cannot in general be converted to an 
exact formula of the type valid on R+ [17,23], even if the integrands are allowed 
to be revised as additional data are collected. The difficulty, of course, is the lack 
of a natural order structure on E. On R+ observations are always assumed to be 
gathered in the natural order, i.e., on [0, t] as t increases. Heuristically, all observa- 
tions are obtained by increasing time “one point at a time”. No such possibility 
exists in more general spaces. 
(2) Even if some scheme were devised (using space-filling curves, e.g.), the 
integrands would depend on the order in which “points are added” even though 
by (3.7) the increment E[M 1 S;AUA,] -E[M 1 $A] is known not to. 
(3) Nonetheless, (3.12) may still be useful as an approximation, especially since 
it depends linearly on the new observations NA*. Although we do not have a proof, 
we conjecture that the estimator combining the first term of (3.12) and the second 
term of (3.7) is the optimal incremental estimate that depends linearly on the 
additional observations NAV. 
4. Some special cases 
In this section we present specialized forms of the general results of the two 
preceding sections that obtain in some cases of particular interest. The results here 
either extend to more general spaces or to more general directing measures results 
known previously for the case E = R+, or yield new, explicit estimates of the directing 
measure M for already studied processes. 
4.1. Estimation of an unknown multiplier 
Suppose that the directing measure M is of the form 
M=ffm* (4.1) 
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where m * E M,(E) and a is a nonnegative random variable with known probability 
distribution u. For the case E = R,, m * = Lebesgue measure, extensive study has 
already taken place (cf. [17,22,23]). 
The following result extends some of the properties known for E = [w, to general 
state spaces. 
4.2. Theorem. (a) For each bounded set A E $, 
(4.3) 
(b) If m *(I?) = 00 and (A,,) is a sequence of bounded sets with A, TE, then 
llEEIM(SA_]=arn* (4.4) 
almost surely, where the limit is in the sense of vague convergence in Ml(E). 
Proof. (a) Define g :[O, oo)+M,(E) by g(a)=am*. Then (4.1) implies that p = 
ffg-‘, so it follows from (2.7) that 
a(da) exp -am*(A)+ 
dam * 
E[M 1 $A] = 
1 I A log=dN am* I 
I 
dbm* 
A 
log dm* dN 
I 
=jdda) ew{- am*(A)+N(A)loga}am* 
ja(db)exp{-bm*(A)+N(A)logb} ’ 
which is the same as (4.3). 
(b) Since (E[cr ] *A,]; $A,) is a martingale, we have by the martingale convergence 
theorem that 
almost surely; therefore 
hl E[M 1 SA,,] = E[a 1 &]m * 
almost surely (the limit is in the sense of vague convergence), so to complete the 
proof it suffices to show that (Y E SE. Indeed, we will show that 
. N(A) 
?!%m*(A.)=ff 
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almost surely. To see this, note that for E > 0, 
P{]N(A,)/m*(A,)-c~]>&,i.o.}= 
= E[P{jN(An)/m*(A,) -(Y I> E, i.o. Ia}] 
= c+(da)K(am*,{I: Il(A,)/m*(A,)--a(>&, i.0.)) 
I 
= 0 
by the strong law of large numbers for Poisson random measures. 
Remarks. (1) For E = R+ and m* = Lebesgue measure, (4.3) is 
[23, (6.138)]). 
II 
well known (cf. 
(2) The consistency result (4.4) is valid under slightly more general hypotheses 
than those stated in Theorem 4.2(b). Instead of assuming that A,tE it suffices to 
assume that m*(A,)+a. The content of (4.4), of course, is that exact recovery 
of (Y is possible. 
(3) According to [ 11, Theorem 9.11 the Cox process directed by Lym * is the most 
general point process N that is symmetrically distributed with respect to m*. In 
Section 4.2 we treat the case where the directing measure M is symmetrically 
distributed. 
The next result provides a differential form of (4.3) for the case E = R!+ that 
generalizes [17, (19.86)]; the latter applies when m* = Lebesgue measure. The 
result also provides an instance in which the approximation (3.12) can be made 
exact by appropriate modification. 
4.5. Theorem. Suppose that M = am * with m* diffuse on R+ and m*(R+) = 00. 
Define 
H(t) = 
(I 
* cT(da)a l+N(r-) e-am*(t) 
- (I u(da)a2+N(r-) e-am*(t) >(I u(da)aN”-’ e-am*(r) > 
where m*(t) = m*([O, t]), N(t-) = N([O, t)). Then the estimators E[&j9t] = 
E[a ) S&J satisfy the stochastic diferentiul equation 
dE[a Igt] = 
H(t)m*(dt) 
(I a( 
N(r-)e-am*(r) 2 
) 
H(tW(dt) 
- (5 cr(da)a l+N(t-) e-am*W)(J cT(da)aN”-’ e-Qm*‘(f))’ (4.6) 
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Proof. Suppose that At > 0. Then on {AN(t) AN(t +At) --N(t) = 0) we have from 
(4.3) that 
ECa l%+J-E[a /$,I= 
= JJ a(da)a(db)[a l+N(O e-am*WbW) e-bm*Wl[e-oh*(r) _ e-bAm*fr)] 
JJ~(~~)~(~~)~N(‘) e-om*(r) ,-aAm*(r)bN(~) e-bm*(r) 
(where Am*(t) = m*(t+At)-m*(t)) 
= JJ cr(da)a(db)[a ‘++J(‘) e-am*(r)bN(‘) e-bm*(t)(b - a)]Am*(t) 
(I cT(da)u N(r) e-am*(1))2 
+ o(Am *(t)) 
as At -P 0 since on {AN(t) = 0}, N(t) =N(t -) almost surely. This yields (4.6) on 
{AN(t) = 0) after straightforward calculations. 
On {N(t) =N(t -)+ 1) we have, in addition to the ‘continuous change’ term 
derived above, the discontinuous change 
= JJ g(du)cr(d/,)uN”’ e-d’O)~NWl e-bm*W[u e-mh*(r) _ b e-bAm*W] 
JJc+(W4h N(r) e-am*(f) b e-bm*(r) e-aAm*(r) N(t)-1 
= JJa(du)a(db)uN”’ e-am*(r)6N(r)-1 e-b”*“‘(u -b)+o(Am*(r)) 
(J cr(du)uN(‘) e-am.(r))(Ja(db)bN(‘)-l e-bm*(f)) , 
which gives the second term in (4.6) when 
N(t-)+1. 0 
AN(t) = 1, since in this case N(t) = 
4.2. The case of symmetrically distributed M 
Let m * be a diffuse measure on E with m*(E) = CO and let the directing measure 
M be symmetrically distributed with respect to m * in the sense that if Bt, . . . , Bk 
are bounded and disjoint, B;, . . . , BI, are also bounded and disjoint and m*(Bi) = 
m*(BI) for each i, then (M(B1), . . . , M(Bk)) and (M(B;), . . . , M(B;)) are identi- 
cally distributed, For details we refer to [ll, Theorem 9.41, which asserts that M 
is symmetrically distributed with respect to m * if and only if there exist a random 
variable (Y 3 0 and a random measure h?f on (0, 00) such that 
E[e-““‘(ol,k]=exp{ -am*(f)-~~xC,,, (1 -e-U’(r’)m*(dx)&(du)). (4.7) 
Interpretations and further results are given in [lo, 111. 
When M is symmetrically distributed with respect to m* the results developed 
in Section 3 do not apply directly because the equivalence hypothesis of Theorem 
2.6 is not satisfied. However, the general principle expressed in Lemma 2.3 is 
applicable if one works instead directly on the probability space that supports CX, it?; 
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if N is the Cox process directed by M satisfying (4.7), then 
E[e -N(f)]&]= 
=exp --am*(l-e-j)- 
1 I 
[I-exp{-u(l-e-j’“’ 
ExrO,a) 
)H~*W&W]. 
(4.8) 
We then have the following result. 
4.9. Proposition. Let ml, rn2 be measures on (0, 00) with ml - m2 and assume that 
let al, a2 be positive real numbers, and let m* be a diffuse measure on E. For i = 1, 
2, let Qi be the probability law on J&(E) satisfying 
I Qi (dn) em”“‘= 
[l -exp{u(l -e-fcX’ )Ilm*(dxh(d,,). 
(4.10) 
Then Q1 - Q2 on 9~ for each bounded set A. 
Proof. For each i, Qi is the probability law of the superposition of the Cox process 
directed by aim* and the Cox process directed by the additive random measure 
with Laplace functional 
ii(g) = exp - 
1 I 
(1 - e-Ug(x) )m*(dx)mi(du)], 
with the two component processes independent. This assertion is immediate from 
(4.10). It suffices, therefore, to show that 
(a) the laws of the Poisson random measures with intensities aim*, a2m * are 
equivalent on PA, 
(b) the laws of the additive random measures with Laplace functionals Ii, 12 are 
equivalent on FA, 
(c) if Mi, M2 are random measures with equivalent laws, then the Cox processes 
N1, NZ directed by them have equivalent laws. 
It then follows by well-known properties of convolutions that Qi - 02. 
Of course (a) has been proved and used above; (b) is proved in Theorem 5.7 
below. For (c), if pi is the law of A4i, vi that of Ni and K(m, *) the law of the Poisson 
random measure with intensity m, then for I E %A we have equivalence of the 
following statements: 
(i) 0 = vi(r) = j pl(dm)K(m, Z?, 
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(ii) K( *, r) = 0 almost surely with respect to pl, 
(iii) K( a, r) = 0 almost surely with respect to ~2, 
(iv) 0 = v2(r) = I p2(dm )K (m, r), 
and hence the proof is complete. 0 
Although we have been unable to calculate the Radon-Nikodym derivative in 
closed form, we do have the following representation. 
4.11. Proposition. If m*(A) < 00, then 
E[it4154\]=E[a +I uti(du)l9C,]m*. (4.12) 
Therefore, if (A,) is a sequence increasing to E with m *(A,) < a3 for each n, then 
klE[M19,.J=[u+l &(du)]m* (4.13) 
almost surely, in the sense of vague convergence. 
Proof. In view of the pattern of argument used to prove Theorem 4.2 it suffices 
to show that (Y + J u&? (du)E S&. To do so, let B1, B2,. . . be disjoint sets with 
0 < m *(Bi) = m *(Bj) < CO for each i and j. Then since M is symmetrically distributed 
with respect to m*, the random variables M(B1), M(B2), . . . are interchangeable. 
By de Finetti’s theorem [5] these random variables are conditionally independent 
and identically distributed given the associated symmetric u-algebra %. It is then 
direct to verify that $9 = (+(a, G) and also that 
E[M(Bd] = E[a + / u&(du)]m*(B1). 
Therefore [5, p, 2231, 
limitM(Bi)=[a+[ &(du)]m*(B1) 
almost surely and consequently 
limk$N(Bi)=[a +I z&(du)]m*(B,) 
almost surely, which completes the proof. Cl 
4.3. Markov-directed Cox processes on R+ 
Here we demonstrate that an approach based on Theorem 2.6 and on the theories 
of multiplicative functionals and subprocesses of Markov processes yields an explicit 
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solution to the problem of estimating A4 when M is of the form 
M(A)=/ X(u)du 
A 
(4.14) 
where X is a (measurable) Markov process with state space R+. The main result 
is the following. 
4.15. Theorem. Let N be the Cox process directed by M, where M is of the form 
(4.14) with (X,; P,) a measurable Markov process with state space R+. Let U’,) be 
the transition function ofXand let (Q,) be the subordinate transition function generated 
by the multiplicative functional 
z, =exp{ -I,‘X(u)du)) (4.16) 
that is, 
Qtfb) =~JfK)Zl. (4.17) 
Let p be the distribution of X0. Assume that t > 0 is fixed and that on [O, t] 
N(r) 
N= 1 ET, 
1 
with OGT~<* * *<TN(,) G t. Then for f E pCn (R+) 
ELM I %o.df) = 
j:fW,U-~, . . . , TN(~); v)dv 
g,(T1,. . . , TN(~)) 
where for 0 S tl < * * * -C t, c t 
g&1,. . .,t,)=I~(dxo)lQr,(xo,dxl)xl 
and where (with to = 0) 
h&l,. . . , t,; u)= 
g&1, *. . 9 tj, V9 tj+l, * . * 9 tr) 
= j pwo) j- Q<,(xo,dxh1 j- - 
. . . Qt-t,(xr, dy) 
J 
(4.18) 
(4.19) 
if tj<V Ctj+l, 
J 
Pu-t,h, dx,+dx,+l if v > t,. 
(4.20) 
Proof. For an exposition of the theory of multiplicative functional& subprocesses 
and subordinate semigroups we refer to [2, Chapter III] whose notation and 
terminology we use here. Denote by (X,, @xx, the subprocess of (X,, P,) corresponding 
to the multiplicative functional 2 given by (4.16); the (sub-Markov) transition 
function of (2,) is then given by (4.17). 
228 A.F. Kan / State estimation for Cox processes 
By Theorem 2.6 we have, if Nto,,, = 1: cr,, 
EPf 1 ~m,lU-)= 
00 
E f(v)X(v) du@ X(ti) exp( -[‘X(u) du)] 
= 
E[@X(t,)exp( -~orX(~)~~)] 
from which (4.18) now follows by standard results in Markov process theory, with 
g,, h, given by (4.19) and (4.20), respectively. 0 
Remark. Because of the special nature of the multiplicative functional (2,) defined 
by (4.16), explicit calculation of the subordinate transition function (a,), which 
then permits explicit calculation of the estimator (4.18), is possible using results in 
[25]. For example, suppose that (X,) has state space {a, 6) with a, b 20 and 
infinitesimal generator A given by 
A = -;I _;’ 
b I 
with 0 CA,, hb < co. Then by [25, Theorem 2.31 and routine calculations we obtain 
a=[ P(t)+(Ab+b)dr) Aa 40) 
Ab 4(t) p(t)+(Aa +ak(t) I 
where 
p(r) = (rr -rJ1(rl erl’ -r2 e4’), q(t) = h-rd-‘(e ‘I’ _ e”‘), 
and where rr, r2 are the (negative, real) roots of the equation 
X2+(U+b+A,+hb)X+(&+bhb+Ub)=0. 
The calculations required to obtain (4.18) are then entirely feasible. 
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5. Estimation for conditionally additive random measures 
In this section we indicate how the approach and, indeed, the results in 
Sections 2 and 3 may be used when the observed random measure N is conditionally 
additive and infinitely divisible given an unobserved random measure A4 on E X 
(0, co), which is to be estimated. Denote by M,(E) the set of purely atomic (but 
not necessarily integer-valued) measures in A&(E). The setting now is as follows: 
0 =M(Ex(O, co))xMl(E), 
~=&(Ex(O,o9x.&(E), 
P(dm, dn) =~(drn)Q(m, dn) 
with M(m, n) = m, N(m, n) = n, where p is a probability measure on M@ X (0, m)) 
and for each m 
J Q(m, dn )e- n(f) _ -exp - II, Ex(Ooo) (1 -e-“““‘)m(dx, du)]. (5.1) 
That is, Q(m, .) is the probability law of the additive and infinitely divisible random 
measure with, in the terminology of [ll], canonical measures (0, m). We assume 
throughout that p is concentrated on the set of m E M(E x (0, Co)) satisfying 
J (l-e-“)m(dx,du)<oo B x V&m) (5.2) 
for all bounded sets B c E. Below we make use of the Poisson cluster representation 
[:ll, 181. 
5.3. Lemma. Let the random measure N be represented in the form 
where the Xi : t2 + E and Vi : R + (0, 43) are measurable. Then the point process 
*=x &Wi,rri) (5.4) 
is a Cox process on E x (0, CO) directed by M. 
Proof. The mapping 4 : M,(E) + MP(E x (0,~)) defined by 
4 (1 UiE.x,) = C E (xi.ui) 
where MP(E x (0,~)) is the set of integer-valued measures on E X (0, Co), is measur- 
able and admits a measurable inverse 4. On the one hand, (5.4) asserts that 
k = q5(N) and therefore Pfi-’ = (PN-‘)q5-‘. On the other hand, if d is the 
probability law of the Cox process directed by M, then an elementary calculation 
suffices to verify that 6$-l- - P N-‘. The two preceding remarks imply at once that 
P&‘=8. 0 
230 A.F. Karr f State estimarion for Cox processes 
If we further define 
gA = a(N(B): B CA) and ‘Le, = (+(I?@): D c C), 
then evidently SA = SAx(,+,), so one may estimate M either from N or from the 
Cox process I’?. For the former, Lemma 2.3 applies in this case in the following form. 
5.5. Lemma. Assume that there is I’ E .&(I? x (0,~)) such that p(f) = 1 and 
Q(mr, .)-Q(m2, *) on $,4 (5.6) 
for a bounded set A, and let D(A, ml, m2; a) be the associated Radon-Nikodym 
derivative. Then 
-1 
EyMi~~l=lp(dm)m(.)(lp(dl)D(A,I,m;N)) . 
To complete the steps necessary to use the methodology developed above it 
remains to calculate the derivatives D(A, ml, mz; .) in closed form and also to 
provide sufficient conditions in order that (5.6) be satisfied, which will be done in 
Theorem 5.7. 
For estimation based on the Cox process 3, Theorem 2.6 is not directly applicable 
because in general we will not have E[M(A x (0, co))]< 00 even though A be 
bounded. Nonetheless, we will be able to deduce from (5.7) an expression for the 
necessary Radon-Nikodym derivatives. 
The following result is based on Theorem 2.9 and provides the derivatives needed 
in Lemma 5.5. Related results pertaining to the case E = Iw,, sometimes with 
additional assumptions concerning stationarity of increments, may be found in 
[l, 4,9], to which the reader may refer for comparison. 
5.7. Theorem. Let ml, m2 be 
further that 
(a) ml - m2 on E x (0, m), 
(b) for each bounded set A 
measures on E x (0,oo) satisfying (5.2) and assume 
J,,,,,) (1-(E$‘2)2dm2-* (5.8) 
Then for each bounded A we have Q (m I, * ) - Q (m2, * ) on 9.4 and if (ej) is a sequence 
of positive numbers decreasing to zero and if EO = 00, then on 9~ 
dQ(ml, *I 
dQ(m2 .) (n) = kil exp ml-m)@ xBk)+ 1 10gdm XEA 
n(xNB1, 
(5.9) 
where Bk = (&k, &k--l] and n EM,(E) is written in the form n =I n (.x)&,. 
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Proof. For each m let d(m, .) = Q(m, .)4-i, which by the Poisson cluster repre- 
sentation for M [ll, 181 is the law of the Poisson random measure on E X (0, co) 
with intensity measure m. For each j let Cj = [&jr co). Then by (5.2) we have 
mi(A x Cj) < 00 for i = 1,2 and each j. It follows from Lemma 5.3 and Theorem 
2.9 applied to A4 and I? on E x (0, 00) that d(ml, a) - d(mz, *) and that on %,Mz,, 
_ 
dQ(ml, ~1 _ 
dO(mz, .) 
(ii) = exp[ -( mi-mU “cl)+ C logdm 
XGA 
+x, u)] 
USC, 
= 
,i-I, ev[ - ( ml-md(Ax&)+ C hsdm 
XEA 
%(x9 u)], 
UEBk 
(5.10) 
where n’ = C E(~,~). Then, (5.9) follows from (5.10) by invertibility of 4, some 
calculations and the martingale convergence theorem, using the argument of [17, 
Theorem 19.61. Cl 
5.11. Corollary. Under the assumptions of Theorem 5.7, d(ml, .) - d(m,, * ) and 
_ 
-(ii)= i exp dQ(ml,*) 
dQh, *I 
--(ml-r_nz)(AXBk)+ (5.12) 
k=l 
us& 
To estimate A4 from @ one can therefore use (appropriate modifications of) the 
procedures of Section 3. Further details are omitted. 
Remark. If we assume that the underlying random measure M is of the form 
m* xM1, where m * is a fixed (diffuse) measure on E and Mi is a random measure 
on (0,oo) satisfying 
I 
(l-e-“)dMi<oo 
almost surely, then the observed random measure N is symmetrically distributed 
with respect to m*. Therefore, the results of this section yield, in particular, 
Radon-Nikodym derivatives and estimation procedures for a large class of sym- 
metrically distributed random measures. 
References 
[l] M.G. Akritas and R.A. Johnson, Asymptotic inference in Levy processes of discontinuous type, 
Ann. Statist. 9 (1981) 604-614. 
[2] R.M. Blumenthal and R.K. Getoor, Markov Processes and Potential Theory (Academic Press, 
New York, 1968). 
[3] P. BrCmaud and J. Jacod, Processes ponctuels et martingales: resultats r&cents ur la modelisation 
et le filtrage, Adv. Appl. Probab. 9 (1977) 362-416. 
[4] P.L. Brockett, W.N. Hudson and H.G. Tucker, The distribution of the likelihood ratio for additive 
processes, J. Multivariate Anal. 8 (1978) 233-243. 
232 A.F. Karr / State estimation for Cox processes 
[5] Y.S. Chow and H. Teicher, Probability Theory: Independence, Interchangeability, Martingales 
(Springer, New York-Heidelberg-Berlin, 1978). 
[6] J.L. Doob, Stochastic Processes (Wiley, New York, 1953). 
[7] P.M. Fishman and D.L. Snyder. The statistical analysis of space-time point processes, IEEE Trans. 
Inform. Theory IT-22 (1976) 257-274. 
[S] J. Grandell, Doubly StochasticPoisson Processes, Lecture Notes Math. 529 (Springer, Berlin, 1976). 
[9] T. Kailath and A. Segall, Radon-Nikodym derivatives with respect to measures induced by 
discontinuous independent-increment processes, Ann. Probab. 3 (1975) 449-464. 
[lo] 0. Kallenberg, On symmetrically distributed random measures, Trans. Amer. Math. Sot. 202 
(1975) 105-121. 
[ll] 0. Kallenberg, Random Measures (Academic Press, New York, 1976). 
[12] G. Kallianpur and C. Striebel, Estimation of stochastic systems: arbitrary system processes with 
additive white noise observation errors, Ann. Math. Statist. 39 (1968) 785-801. 
[13] A.F. Karr, A conditional expectation for random measures, Tech. Rept., Department of Mathemati- 
cal Sciences, The Johns Hopkins University, 1976. 
[14] A.F. Karr, Levy random measures, Ann. Probab. 6 (1978) 57-71. 
.[15] A.F. Karr, Derived random measures, Stochastic Process. Appl. 8 (2) (1978). 
[16] A.F. Karr, A partially observed Poisson process, Stochastic Process. Appl. 12 (3) (1982) 249-269. 
[17] R.S. Liptser and A.N. Shiryayev, Statistics of Random Processes, I and II (Springer, New York- 
Heidelberg-Berlin, 1978). 
[18] K. Matthes, J. Kerstan and J. Mecke, Infinitely Divisible Point Processes (Wiley, New York, 1978). 
[19] C.J. Preston, Gibbs States on Countable Sets (Cambridge University Press, London, 1974). 
[20] R.F. Serfozo, Conditional Poisson processes, J. Appl. Probab. 9 (1972) 288-302. 
[21] R.F. Serfozo, Processes with conditional stationary independent increments, J. Appl. Probab. 9 
(1972) 303-315. 
[22] D.L. Snyder, Filtering and detection for doubly stochastic Poisson processes, IEEE Trans. Inform. 
Theory IT-18 (1972) 91-102. 
[23] D.L. Snyder, Random Point Processes (Wiley-Interscience, New York, 1975). 
[24] F. Spitzer, Interaction of Markov processes, Advances in Math. 5 (1970) 246-290. 
[25] L.D. Stone, B. Belkin and M.A. Snyder, Distribution of time above a threshold for Markov 
processes, J. Math. Anal. Appl. 30 (1970) 448-470. 
