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Capítulo 1 
1. Introducción 
1.1. Motivación 
El estudio de la calidad de la energía eléctrica, puede ser abordado desde diferentes puntos 
de vista debido a que existen múltiples factores que hacen que el servicio eléctrico se vea 
afectado, entre ellos se cuenta la forma de onda, el servicio al cliente y la continuidad de la 
corriente eléctrica. Éste último es el principal objetivo de esta investigación. 
Los cortes o interrupciones del servicio eléctrico se presentan debido a múltiples factores, 
principalmente por la ocurrencia de fallas, las cuales se presentan por: bajo mantenimiento, 
ruptura del aislamiento, descargas atmosféricas, contacto con animales o plantas, atentados, 
entre otras. Por lo general, evitar las causas de las interrupciones es un trabajo complejo y 
poco eficaz debido a su naturaleza estocástica, por otro lado se puede intentar reducir el 
tiempo de los cortes del servicio eléctrico con lo cual se mejoran los índices de calidad;  
SAIFI (System Average Interruption Frequency Index) y SAIDI (System Average 
Interruption Duration Index), donde el primero indica la frecuencia de las interrupciones y el 
segundo la duración de las mismas. En Colombia, estos índices son impuestos en la 
regulación de la CREG mediante la resolución 174 de 2014 [CREG14]. 
Se han desarrollado diferentes técnicas para la localización y restauración del servicio en el 
menor tiempo posible, éstas se dividen en dos grandes grupos, los métodos basados en el 
modelo (MBM) y los métodos basados en minería de datos (MBC); los cuales entregan la 
distancia de la subestación a la falla o la zona de ocurrencia de la misma respectivamente 
[MORA06]. Esta investigación está centrada en los métodos basados en el conocimiento, los 
cuales adquieren información de los historiales de fallas de la red y con una técnica de 
aprendizaje de máquina ajusta un modelo de localización, aunque el mayor inconveniente de 
esta técnica son sus altos costos computacionales. 
Aunque en muchas investigaciones se ha abordado el tema de localización por medio de 
técnicas de aprendizaje, no existe una metodología general para alcanzar resultados 
aceptables con costos computacionales plenamente documentados. Por otro lado, las técnicas 
basadas en minería de datos necesitan de varias etapas para obtener un modelo adecuado; 
estas etapas se encuentran altamente relacionadas haciendo que todo el problema de 
localización tenga muchas variaciones y por lo tanto el planteamiento de un algoritmo 
especifico es complejo. 
Con el fin de plantear un algoritmo generalizado, el cual se puedan obtener desempeños 
aceptables de localización de fallas con la máquina de soporte vectorial, se propone un 
conjunto de etapas y un algoritmo iterativo el cual pueda ser implementado en circuitos de 
distribución radiales con características simples, teniendo en cuenta las relaciones entre las 
etapas y los altos costos computacionales que el algoritmo puede requerir. 
1.2. Definición del problema 
Los indicadores SAIFI y SAIDI, son los índices utilizados para la regulación de la 
continuidad del servicio del sector de distribución en el mundo con respecto a cortes de 
energía eléctrica; las empresas deben cumplir con unos límites estipulados en las 
  
regulaciones para no ser sancionadas. Bajo esa consigna las empresas están en la obligación 
de implementar esquemas con los cuales cumplan con los límites de calidad, ahí los métodos 
de localización de fallas ganan su importancia. 
Los métodos basados en minería de datos (MBC) son técnicas de localización de fallas las 
cuales se apoyan de métodos de aprendizaje de máquina para extraer información de la red y 
así localizar eventos en sectores del circuito. En este documento se trabaja sobre estas 
técnicas, apoyados de la máquina de soporte vectorial como método de aprendizaje. 
La técnica de aprendizaje de máquina explota la información de los registros de fallas (base 
de datos), con esos datos se ajusta un modelo con el cual se logra estimar la localización de 
fallas en zonas circuitales. El principal inconveniente en el desarrollo de técnicas de 
aprendizaje es la cantidad de información disponible para el algoritmo, lo cual en redes 
distribución es un recurso limitado y a veces inexistente, además la definición de una cantidad 
de datos exacta es quizás el problema mayor, esa información es difícil de obtener a menos 
que se realicen pruebas extensivas tal como se propone en este documento. 
Aparte de la cantidad de datos necesarios para el ajuste de un modelo es necesario definir los 
descriptores, los cuales son las mediciones o estimaciones en la subestación, de las variables 
que pueden estar relacionadas a una falla, tal como la variación de la tensión de línea entre 
prefalla y falla, la variación de la corriente de fase entre prefalla y falla, la variación de la 
frecuencia entre prefalla y falla, entre otras. La selección adecuada de los descriptores 
posibilita que la técnica de aprendizaje alcance mejores o peores resultados, con costos 
computacionales mayores o menores.  
Otro problema en el estudio de localización de fallas son las dimensiones del circuito, debido 
a que el costo computacional de estas metodologías se incrementa de una manera parecida a 
la exponencial, con el tamaño del circuito.  Por otro lado, las técnicas basadas en la minería 
de datos estiman la zona circuital de ocurrencia de una falla, el mayor problema es que la 
selección de las zonas no es trivial aunque el operador de la red puede proponer zonas 
fácilmente, por lo general estas no contemplan la dinámica de los datos lo cual hace que la 
técnica de localización sea más lenta y sus desempeños sean menores. 
La máquina de soporte vectorial es una técnica de aprendizaje supervisado la cual resuelve 
un problema de optimización interno, en la cual busca la mayor separación de los datos con 
respecto a un plano (modelo); dentro de la optimización existen dos constantes las cuales 
pueden tener valores reales positivos, las cuales afectan en gran medida el problema de 
optimización, por ende la separación de los datos y el ajuste del modelo; logrando que el 
algoritmo sea más o menos costoso computacionalmente. La definición de las constantes es 
un problema altamente complicado y costoso, se han intentado múltiples estrategias para 
alcanzar los valores óptimos aunque algunas han logrado resultados satisfactorios, se han 
olvidado del costo computacional de las pruebas, logrando altos desempeños en tiempos poco 
adecuados.  
Además de todos los problemas mostrados con anterioridad, existen relaciones estrechas 
entre los problemas considerados, es decir: si se desean los descriptores adecuados para un 
circuito, es necesario saber los parámetros de la máquina de soporte vectorial como 
clasificador, como también la zonificación y la selección adecuada del tamaño de base de 
datos; lo cual complica el problema y lo hace computacionalmente pesado para los equipos 
de cómputo actuales.  
  
Por lo tanto, en esta tesis se proponen un conjunto de algoritmos que son pieza de un 
algoritmo general, el cual, mediante una estrategia iterativa, permite encontrar un conjunto 
de relaciones entre las etapas, logrando así el aumento del desempeño y la reducción del 
costo computacional.  
1.3. Objetivos 
1.3.1. Objetivo general 
Construcción y validación de metodología general para la aplicación de los algoritmos 
basados en minería de datos para localización de fallas en sistemas de distribución, 
específicamente basados en la máquina de soporte vectorial. 
1.3.2. Objetivos específicos 
Los objetivos específicos propuestos son: 
- Investigar el estado del arte de las técnicas MBC basada en la máquina de soporte vectorial    
en localización de fallas. 
- Proponer una técnica para de muestreo para la reducción de costo computacional de los 
algoritmos de aprendizaje.  
- Proponer una técnica para la selección de los descriptores que mejor representen la 
localización de las fallas. 
- Implementar un algoritmo de zonificación de los circuitos para lograr mejoras 
computacionales y propuestas lógicas de zonificaciones de redes. 
- Analizar e implementar una estrategia para selección de los parámetros de la máquina de 
soporte vectorial. 
- Proponer y desarrollar una estrategia para seleccionar los modelos y desempeños adecuados 
para un circuito en cuestión.  
- Documentar la investigación realizada 
1.4. Propuesta de solución 
En este trabajo se presenta una estrategia iterativa de fácil implementación para una empresa 
de distribución. Siguiendo la metodología propuesta, se aprecia cómo se aumenta el 
desempeño con respecto al número de iteraciones que se configuren en la estrategia 
propuesta. El problema fundamental consiste en que una iteración del algoritmo propuesto 
es altamente costoso (generalmente), por lo tanto es necesario los mejores recursos 
computacionales posibles. Aun así, la estrategia muestra los pasos que una empresa debe 
seguir para implementar un esquema de localización basado en una técnica de aprendizaje 
supervisado y como mínimo se requiere de una iteración para lograr una implementación 
exitosa. 
La estrategia contempla varias etapas y cada una de ellas es una estrategia por sí misma, 
donde se soluciona un problema particular del esquema general. Algunas de las etapas son: 
creación de la base de datos, selección de los descriptores adecuados, selección de esquemas 
de la técnica de aprendizaje, zonificar, parametrizar, entrenar y validar.  Es importante notar 
que como se ha dicho con anterioridad, las etapas son dependientes una de la otra, lo cual 
  
hace que el problema sea más complejo, pero la estrategia general contempla esta relación 
con respecto al número de iteraciones que se realicen. 
La estrategia diseñada contempla todos los escenarios posibles para la localización de fallas 
en un circuito radial, intentando mejorar en cada fase el desempeño final del algoritmo y 
teniendo en cuenta las etapas anteriores. 
1.5. Aportes del proyecto de grado 
Como aportes de esta investigación se destaca: 
- Desarrollo y validación de algoritmo generalizado para la implementación de técnicas de 
localización de fallas basada en el conocimiento en circuitos de distribución. 
- Desarrollo de técnica de muestreo latín hypercube para la representación del espacio total 
de fallas en un conjunto de datos reducido. 
- Desarrollo de técnica exhaustiva para la selección adecuada de descriptores para cualquier 
técnica de aprendizaje de máquina. 
- Algoritmo heurístico de explosión implosión para la creación de automática de zonas, que 
contempla la selección de la zonificación optima más cercana a la propuesta por el operador 
de la red. 
- Implementación de metodología de parametrización en la cual se considera el costo 
computacional del conjunto de parámetros. 
- Método de entrenamiento incremental para la selección del tamaño de base de datos, modelo 
ajustado y estimación del costo computacional. 
Los productos que se obtienen de la investigación son: 
- DEBBIE JOHAN ARREDONDO ARTEAGA, JUAN JOSE MORA FLOREZ, 
LAURA MELISSA ROMAN MURCIA, "Búsqueda exhaustiva de descriptores para 
mejorar el desempeño de las máquinas de soporte vectorial en localización de 
fallas".En:Colombia Energética  ISSN: 0120-9833  ed: Universidad Nacional de 
Colombia v.44 fasc.N/A p.69 - 74 ,2014 
 
- DEBBIE JOHAN ARREDONDO ARTEAGA, JUAN JOSE MORA FLOREZ, 
SANDRA PEREZ, "Strategy for improvement the performance of a fault locator 
based on support vector machines". Simposio Internacional sobre la Calidad de la Energía 
Eléctrica-SICEL l, ISSN: 2357-6618, Universidad Nacional de Colombia. Vol 8, 2015. 
- DEBBIE JOHAN ARREDONDO, WALTER JULIAN GIL, JUAN JOSÉ MORA 
FLÓREZ. “Influencia de los parámetros de la máquina de soporte en la técnica de 
localización de fallas”. En proceso de redacción.  
- DEBBIE JOHAN ARREDONDO, JUAN JOSÉ MORA FLÓREZ. “Explosion and 
implosion algorithm for electrical zonification, to improve the localization fault 
techniques”. En proceso de redacción. 
  
- DEBBIE JOHAN ARREDONDO, JUAN JOSÉ MORA FLÓREZ. “A new way to 
parameterization for augment the performance of the fault location techniques based 
on support vector machine”. En proceso de redacción. 
1.6. Estructura del documento 
El documento está dividido en cinco capítulos. El primer capítulo es introductorio y presenta 
la motivación del proyecto, la definición del problema, los objetivos generales y específicos, 
la propuesta de solución y los principales aportes de la investigación. 
En el capítulo dos se presentan los aspectos teóricos necesarios para el desarrollo de esta 
investigación. Inicialmente se presenta la teoría básica necesaria con referencias para 
profundizar en el tema de investigación. 
En el capítulo tres se presenta la descripción de la metodología implementada y se explica 
detalladamente cada una de las etapas que se deben seguir para realizar la implementación 
adecuada del método general de localización basado en la máquina de soporte vectorial 
En el capítulo cuatro se muestra la validación de la metodología propuesta. Inicialmente se 
describe los sistemas de prueba utilizados y paso seguido se describen los resultados de cada 
una de las fases del método 
En el capítulo cinco se presentan las conclusiones de esta investigación, las recomendaciones 
y los trabajos futuros que surgen de este proyecto y finalmente en el Anexo A se presenta los 
resultados faltantes en el capítulo 4.  
  
  
Capítulo 2 
2. Aspectos teóricos  
En esta sección se muestra una breve descripción de los aspectos teóricos relevantes en esta 
investigación. 
Para la implementación de un localizador de fallas basada en algoritmos de inteligencia 
artificial, específicamente en la máquina de soporte vectorial, es necesario conocer los 
conceptos del clasificador lineal con margen suave en el cual se realiza la optimización del 
modelo, aunque este algoritmo solo funcione con no linealidades suaves. La forma de trabajar 
con problemas no lineales, es con el uso de un kernel el cual ayuda a la máquina a facilitar el 
problema de separación, por otro lado la técnica necesita de esquemas de descomposición y 
reconstrucción para lograr clasificar problemas con múltiples etiquetas. 
Los datos que son utilizados en la técnica deben ser normalizados para evitar la ralentización 
del algoritmo, así también deben ser muestreado por una técnica para lograr la mayor 
extracción de características (conocimiento), disminuyendo así la mayor cantidad de datos 
posibles. Por otro lado la cantidad de información que tengan los datos depende 
exclusivamente del tipo de descriptores utilizados, los cuales deben ser elegidos 
correctamente y por último la zonificación de la red hace que las características de las fallas 
sean más fácil de reconocer por el algoritmo de aprendizaje. Todos estos elementos forman 
en conjunto la técnica de localización basada en aprendizaje de máquina. 
2.1. Clasificador lineal con margen suave 
La teoría de aprendizaje por medio de métodos ha sido discutida ampliamente en 
investigaciones anteriores [GORU11], [ANIL05], [MORA05], [MORA08]. Por lo tanto la 
discusión no es profunda en este capítulo, bajo la misma consigna la teoría de la máquina de 
soporte vectorial ha sido discutida desde diferentes aspectos, en esta parte se muestra esta 
teoría desde otro enfoque, hablando del clasificador de margen suave el cual es la pieza 
fundamental de este trabajo.  
La máquina de soporte vectorial es una técnica de aprendizaje supervisado la cual encuentra 
un plano lineal que maximice la separación entre los datos [PLATT00], [VAPN95], 
[SALA12]. Por otro lado existen problemas para los cuales no existe un plano separador 
lineal, aun así en estos casos la aplicación de la técnica lineal presenta buenos resultados 
aunque existan puntos mal clasificados, como se presenta en la figura 2.1. 
  
 
Figura 2.1. Clasificador lineal de margen suave 
Al caso de la figura 2.1 se le conoce como clasificador lineal de margen suave, el cual puede 
presentar pequeños errores de clasificación, aun así su resultado es óptimo dado que se basa 
en el problema de optimización de la ecuación 2.1. 
𝑚𝑖𝑛  ‖𝑤‖2 + 𝑪 ∑ ξ𝑖
2
𝑁
𝑖=1
 
sa       𝑦𝑖([𝑤] ∙ [𝑥𝑖] + 𝑏) ≥ 1 − ξ𝑖   para 𝑖 = 1,2,3, … , 𝑁 con ξ𝑖 ≥ 0 
 
(2.1) 
La ecuación 2.1 se conoce como clasificador con margen suave dado que agrega en la función 
objetivo una constante de penalización C, debe notarse que si C es un valor grande el error 
de clasificación debe ser menor, esta constante es uno de los objetivos de la parametrización. 
Una descripción detallada de la ecuación se muestra en [YANG02], [VAPN95], [BURG98], 
[CORT95], [BENN92]. 
2.2.  Tipos de kernel 
Aunque la teoría de margen lineal suave ayude con problemas sencillos donde existan datos 
los cuales no puedan ser separados fácilmente, existe un conjunto de problemas que son 
imposibles de trabajar por medio de estas técnicas, son los problemas de clasificación no 
lineal. Para ellos existe el truco llamado kernel, el cual mapea los datos de una baja dimensión 
a una alta dimensión donde puedan ser separados por un clasificador lineal suave. Los tipos 
de kernels más comunes se presentan en las ecuaciones 2.2, 2.3, 2.4 y 2.5. 
𝑘([𝑥𝑖], [𝑥𝑗]) = ([𝑥𝑖] ∙ [𝑥𝑗] + 𝑐)

 𝑝𝑎𝑟𝑎 𝑐 > 0 (2.2) 
𝑘([𝑥𝑖], [𝑥𝑗]) = 𝑒
−∙|[𝑥𝑖]−[𝑥𝑗]|
2
 (2.3) 
𝑘([𝑥𝑖], [𝑥𝑗]) = tanh (([𝑥𝑖] ∙ [𝑥𝑗]) + ) 
(2.4) 
  
𝑘([𝑥𝑖], [𝑥𝑗]) = 𝑒
−∙|[𝑥𝑖]−[𝑥𝑗]| (2.5) 
Los kernels se denominan polinomial, función de base radial, sigmoide y radial Laplace; una 
descripción detallada se encuentra en [KARA06]; en esta tesis se trabaja con el kernel de 
función de base radial, allí se presenta la constante Gamma que es el segundo parámetro que 
se busca en la fase de parametrización [BOSE92], [SALA12]. 
2.3. Normalización 
La normalización es necesaria para adecuar la base de datos a los problemas de clasificación, 
debido a que éstos no están definidos en las mismas escalas numéricas y en algunos casos 
siguen diferentes distribuciones. Se tienen diferentes métodos para normalizar los datos, sin 
embargo, el método denominado min-max ha presentado excelentes resultados [AGUD13], 
[ANIL05], [FARR05], [SNEL05], [HAN06]. 
2.4. Técnica de muestreo latín hypercube 
El Latín hypercube es una técnica de muestreo que mapea un conjunto de datos logrando 
obtener un subconjunto reducido de la base inicial, los cuales representan la dinámica de los 
datos iniciales. Por otro lado estas técnicas son de gran importancia debido a la reducción de 
las bases de entrenamiento utilizadas en algoritmos de inteligencia artificial logrando 
desempeños altos con un menor esfuerzo computacional [LIEF05],[YE00]. 
2.5. Esquemas de descomposición y reconstrucción 
Existen técnicas de descomposición y reconstrucción que permiten a las SVM 
biclasificadoras manejar problemas de multiclasificación con mayor simplicidad o menor 
tiempo de respuesta que una SVM generalizada a multiclasificación. Los esquemas que se 
utilizan en este documento son la descomposición uno vs uno y la reconstrucción por 
votación simple, que dieron resultados satisfactorios en [GIL13], [MORA05], [KIJS02]. 
2.6. Descriptores 
Los descriptores asociados a la localización de falla son todos aquellos que se puedan asociar 
o derivar de las mediciones de tensión y corriente en la subestación, en algunas 
investigaciones se han revisado un número de combinaciones, encontrando diferentes 
resultados como en [ARRE14]. 
Los descriptores que mejor resultado tienen actualmente son: la variación de la corriente de 
línea entre prefalla y falla, la variación de la tensión de línea entre prefalla y falla, la variación 
del ángulo de la corriente de línea entre prefalla y falla, la variación del ángulo de tensión 
entre prefalla y falla, [MARI13], [FANG06]. 
2.7.  Zonificación de la red 
Los métodos de clasificación requieren que para cada uno de los datos de entrenamiento 
(fallas) sea asignada una clase. Esta clase corresponde a una zona del sistema de distribución 
bajo análisis [GUTI10]. Además, es posible proponer una zonificación con zonas grandes, si 
así lo requiere el operador de red, aunque también es posible reducir su tamaño y dar 
importancia a aquellas zonas donde la probabilidad de ocurrencia de fallos sea mayor, o 
donde sea necesario restaurar el servicio de forma más rápida; por lo general la zonificación 
depende de las necesidades del operador de la red de distribución [ZAPA13], [ARRE15].  
  
  
  
Capítulo 3 
3. Metodología propuesta 
3.1. Introducción 
Los algoritmos propuestos en la localización de fallas con la máquina de soporte vectorial, 
se basan principalmente en el incremento del desempeño de la localización. En este método 
también se busca ese impacto pero pensando en el contexto real de la implementación, por 
lo tanto se propone una estrategia general para implementar un localizador de fallas robusto 
y preciso. Se propone así una metodología general con unas etapas específicas, en cada una 
de las etapas se propone una estrategia de mejora. Es importante notar que las etapas del 
algoritmo tienen fuertes relaciones entre ellas, lo cual dificulta el problema y su solución.   
Cada algoritmo fue implementado en el software Matlab, con la ayuda de herramientas como 
ATP y simulación de fallas, las cuales permitieron modelar cada uno de los circuitos de 
prueba y posteriormente obtener una base de datos de fallas de los mismos. 
3.2. Estrategia general 
La estrategia general para abordar el problema de localización de fallas consta de seis etapas 
fundamentales como se muestra en la figura 3.1, algunas con mayor grado de importancia 
que otras pero todas necesarias para el objetivo final (modelos ajustados para la localización 
de fallas). 
Es de suma importancia notar cada una de las etapas propuestas aumentan o disminuyen el 
desempeño total y que todas se encuentran relacionadas, por lo tanto se propone un algoritmo 
iterativo con el cual se sintoniza cada una de las etapas, logrando así una mejora general en 
el método, entre mayor sea el número de iteraciones que realice el algoritmo mejor será su 
sintonización.  
La metodología inicia con un circuito propuesto, por lo general el operador de la red de 
distribución es el dueño y tiene las características del mismo. Este circuito debe contar con 
ciertas características comunes para los circuitos de distribución y necesarias para esta 
estrategia, el circuito debe ser radial, debe estar alimentado por una única fuente 
(subestación), y se espera una mínima simetría en los tramos (mismas longitudes).  
Uno de los factores críticos es la dimensión del circuito, el número de nodos que éste posea 
es un indicativo de su dimensión. En cada uno de los nodos del circuito se realizan múltiples 
fallas, cada una de ellas presenta una impedancia diferente, y éstas forman una parte de la 
base de datos que se utiliza para el entrenamiento y validación. Por lo tanto, la dimensión del 
circuito está relacionado con el costo computacional de todo el algoritmo. 
 
 
  
 
Figura 3.1. Esquema general de la metodología propuesta 
  
3.2.1.  Etapa 1. Creación de la base de datos 
La creación de la base de datos es fundamental en la metodología general debido a que la 
calidad de la misma impacta en el desempeño final de algoritmo y la representación de las 
condiciones reales.  
En esta fase se debe construir el circuito en el software atp que represente al circuito real, 
después se debe utilizar la herramienta de simulación automática de fallas desarrollada por 
el grupo de investigación de calidad de la energía [PERE10]. En la generación de la base de 
datos se deben obtener las variaciones de los fasores de tensión y de corriente de prefalla y 
falla en la subestación. Las fallas se realizan en escenarios operativos, algunos como la 
variación de longitud de las líneas, la variación en la tensión, la variación en las cargas, entre 
otros [ALZA13]. Por otro lado cada falla es realizada en nodos específicos del circuito con 
diferentes valores de impedancia de falla las cuales toman valores entre 0,05 Ω y 40 Ω, los 
cuales son valores típicos que caracterizan las fallas en sistemas de distribución [DAGE00]. 
Por lo tanto el número de fallas por estado operativo está dada por la multiplicación del 
número de nodos y el número de resistencias de falla.  
El tamaño de la base de datos que debe ser creada es una discusión compleja, dado que el 
costo computacional para crearla depende de las dimensiones del circuito. Solo se puede 
decir que se debe crear una base de datos que pueda representar ampliamente el 
comportamiento real del mismo; para esta investigación se han creado bases de datos con 
5000 condiciones operativas, las cuales se suponen que representan en gran medida al 
circuito real. La dedicación de gran esfuerzo en esta sección puede lograr grandes beneficios 
en el desempeño final de la metodología, es recomendable por lo tanto dedicar el tiempo 
necesario en esta etapa.   
3.2.1.1 Latín hypercube 
Al crear la base de datos amplia, se debe pensar en las fases que utilizan ese insumo para dar 
solución a problemas particulares, debido a que estas secciones son las de mayor costo 
computacional, por lo tanto pensar en una estrategia que disminuya la complejidad del 
problema sin afectar el desempeño es deseada, de modo que se realiza una estrategia de 
muestreo basada en la técnica latin hypercube [LIEF05] la cual se muestra en la figura 3.2.  
3.2.1.1.1. Inicialización 
La técnica de muestreo latin hypercube es ampliamente utilizada en la literatura especializada 
[MCMA00], [ALZA13], [PERE10] debido a que ayuda a disminuir el número de datos 
necesarios para representar un problema, logrando así que algoritmos de aprendizaje de 
máquina requieran de un menor esfuerzo para lograr buenos resultados.  
El algoritmo de la figura 3.2 empieza con dos entradas, la primera es la base de datos creada 
con la herramienta de simulación automática y la segunda entrada es el número de divisiones 
que el algoritmo debe de hacer en cada uno de los ejes del espacio donde se encuentran 
ubicadas las fallas, este número es muy importante, porque define la cantidad de datos 
representativos que el algoritmo toma (base de datos latín).  
 
 
  
 
Figura 3.2. Estrategia latín hypercube para muestreo de fallas 
Al tener el número de divisiones que se realizan en el latín hypercube, se crean las particiones 
en los ejes donde se encuentran las fallas, por lo general estas se posicionan en espacios de 
alta dimensionalidad (en esta investigación 12 dimensiones), por lo tanto las particiones 
generan hipercubos que dividen el espacio.  
 
  
3.2.1.1.2. Iteración 
En esta fase el algoritmo toma una falla aleatoria de la base de datos inicial, la cual pertenece 
a un hipercubo, paso seguido bloquea todos los datos restantes que pertenezcan al hipercubo, 
como también a las hiperfilas e hipercolumnas que este posea; con esto se garantiza un 
muestreo del todas las características del espacio. 
La falla escogida aleatoriamente se almacena en la base de datos latín y después se eliminan 
todos los datos que pertenezcan al hipercubo, hiperfilas e hipercolumnas, como fase final se 
pregunta si la base de datos inicial se encuentra vacía, de ser así se debe terminar el proceso, 
en caso contrario se debe iterar nuevamente. 
3.2.1.1.3. Salida 
En la etapa final del algoritmo se encuentra una base de datos, la cual será amplia mientras 
las fallas se encuentren dispersas en el espacio y a la cantidad de divisiones dispuestas en los 
ejes. Estos datos se conocen como la base de datos latín, la cual tiene unas características de 
gran importancia en los procesos siguientes, debido a que hace que no sea necesario tomar 
una gran cantidad de datos para representar el problema.  
3.2.2. Etapa 2. Selección de descriptores 
Un descriptor es una característica que aporta información significativa sobre un evento. Para 
el problema de localización de fallas, estos se obtienen de las señales de tensión y corriente, 
registradas antes y durante la falla, en la subestación de distribución [MORA06].  
Algunos de los descriptores que son utilizados para la localización de fallas con técnicas de 
aprendizaje de máquina son:  
Profundidad del hueco de tensión (dV): definida como la variación en el valor eficaz de la 
tensión entre los estados estables de falta y pre-falta.  
Variación de la magnitud de la corriente (dI): definida como la variación eficaz del valor 
eficaz de la corriente en falta y pre-falta. 
Variación de la potencia (dS): Este descriptor está definido como la variación entre la 
potencia aparente calculada en estado estable, entre falta y pre-falta. 
Reactancia de falta (Xf): definida como la parte imaginaria de la impedancia, obtenida de los 
valores de tensión y corriente. 
Frecuencia del transitorio (f): valor obtenido del análisis transitorio de la señal de tensión. 
La selección de los atributos o descriptores adecuados para los procesos de entrenamiento y 
validación es un proceso complejo, dado que cada uno de ellos aporta información diferente 
a la técnica de aprendizaje. La identificación de la calidad del descriptor es un proceso lento 
con un costo computacional muy elevado y la mejor forma de encontrar la combinación de 
descriptores adecuada es por un análisis exhaustivo hasta encontrar los atributos que aportan 
la mayor cantidad de información, algunas investigaciones hacen referencia a este problema 
[HUAN10], [MART09], [ARRE14]. En esta fase se propone una estrategia para seleccionar 
atributos, la cual se muestra en la figura 3.3. 
 
  
 
Figura 3.3. Estrategia selección de descriptores 
Este algoritmo propone una estrategia exhaustiva, donde se analizarán todas las posibles 
combinaciones sin repetición hasta encontrar el menor número de atributos que representen 
al circuito, por lo tanto se debe tener en cuenta el tiempo de cómputo requerido para hallar 
solución al problema. 
3.2.2.1 Inicio 
En la fase inicial del algoritmo propuesto se debe seleccionar el tamaño de la base de datos, 
la cual será extraída con el algoritmo de latín hipercube; esta base datos (base latín), debe ser 
lo suficientemente amplia como para representar el comportamiento del circuito, pero lo más 
pequeña posible para disminuir el tiempo de máquina, algunas recomendaciones es la 
utilización del tamaño de una condición operativa.  
Para la fase de validación se debe tomar de la base de datos inicial fallas las cuales no hayan 
sido utilizadas para el proceso de muestreo por latín hipercube. Así se garantiza que no se 
valide con datos usados en el entrenamiento. 
3.2.2.2 Combinaciones 
En esta fase se busca realizar la combinación exhaustiva del número total de descriptores sin 
repetición, el número de combinaciones total se encuentra descrita por la ecuación 3.1. Por 
cada una de las combinaciones se debe realizar un entrenamiento de la máquina de soporte. 
En consecuencia se tendrán ese mismo número de modelos los cuales deberán ser evaluados, 
para así tener una medición del desempeño de la combinación de los atributos. 
  
La zonificación en esta fase debe ser propuesta por el usuario, el tipo de kernel se recomienda 
función de base radial, función de descomposición uno vs uno y de reconstrucción votación 
simple; lo parámetros C y gamma se recomienda usar valores utilizados en investigaciones 
anteriores, en la primera iteración del algoritmo todos estos parámetros son desconocidos en 
las siguientes se debe utilizar los valores que se obtengan de la iteración inmediatamente 
anterior.  
𝑁𝑑!
𝑁𝑐! ∗ (𝑁𝑑 − 𝑁𝑐)!
 
3.1 
Donde  
𝑁𝑑 es el número total de descriptores a utilizar 
𝑁𝑐 es el número de combinaciones 
En esta fase se debe empezar con el número menor de combinaciones de atributos e ir 
aumentando paulatinamente hasta llegar al límite que debe ser definido por el usuario 
(número de atributos a combinar), hay que tener en cuenta que entre mayor sea el número de 
atributos, más costoso será computacionalmente.  
3.2.2.3 Salida 
En esta fase se tiene una cantidad de modelos debido a las combinaciones de descriptores del 
paso anterior, los cuales deben ser evaluados para la base de datos dispuesta para este 
propósito. De cada combinación de atributos evaluados se deben separar aquellos los cuales 
dieron un mejor desempeño, por lo tanto para la combinación exhaustiva de dos atributos se 
extrae la mejor combinación y así sucesivamente hasta el número de combinaciones que se 
hallan definido, se debe seleccionar entonces la combinación de descriptores con un mayor 
desempeño y el menor número de atributos posibles (mayor número de descriptores aumenta 
el costo computacional del algoritmo). 
3.2.3. Etapa 3. Determinación de esquemas 
En esta etapa se debe determinar básicamente tres partes fundamentales de la técnica de 
aprendizaje, como lo son: los esquemas de descomposición, reconstrucción y el tipo de kernel 
a utilizar. Existe un algoritmo propuesto para abarcar estos puntos; en [GIL 13] donde se 
desarrolla un método metaheurístico para dar con los esquemas adecuados, encontrando que 
los esquemas más útiles son: kernel función de base radial, función de descomposición uno 
vs uno y de reconstrucción votación simple. Por lo tanto estos esquemas se recomienda 
usarlos por defecto. 
3.2.4. Etapa 4. Zonificación 
La zonificación es la única etapa del algoritmo donde el usuario tiene una real influencia, 
debido a que se basa en dividir el circuito eléctrico en zonas (regiones de circuitos donde 
pueden ocurrir fallas, conjunto de nodos) con respecto a sus necesidades. La zonificación 
tiene una influencia directa en el desempeño y en el tiempo computacional del algoritmo, por 
lo tanto se plantea una metodología para crear una zonificación la cual tenga en cuenta eso. 
  
Este algoritmo se muestra en la figura 3.4, y puede ser utilizado si existe una zonificación 
inicial del usuario o si no. El algoritmo propuesto se conoce como algoritmo de explosión e 
implosión, se basa en destruir y generar zonas, hasta lograr un desempeño deseado. 
3.2.4.1 Inicio 
En las condiciones iniciales de este algoritmo el usuario tiene que definir el tamaño de la 
base de datos que será utilizada, tal cual como en el proceso de búsqueda de descriptores se 
puede usar una base de datos reducida para así disminuir el costo computacional, se 
recomienda que el tamaño de la base de datos sea lo más grande posible (uno a diez 
condiciones operativas). 
Otra de las condiciones iniciales que debe ser definida por el usuario es el número mínimo 
de nodos que serán permitidos por zona, como también el número máximo. Así se restringe 
para que no se puedan formas zonas pequeñas o zonas grandes, por último se inicializan los 
algoritmos de explosión e implosión, estos algoritmos son excluyentes, es decir solo funciona 
uno y solamente uno en cada iteración, por lo tanto se define Exp = 1 y Imp = 0, error = 1. 
Si el usuario tiene una zonificación del circuito debe ingresarla como condición inicial, en 
caso contrario el algoritmo creará una aleatoria. Esa primera configuración se evalúa por 
medio de una validación cruzada y se obtiene un error entre cero y uno, este valor se almacena 
en la variable errorZona. 
3.2.4.2 Actualización zonas 
Si el error de la zona que se valida (errorZona) es menor que la variable error entonces se 
almacena la zonificación en la estructura mejorZona, la variable error se actualiza al valor de 
errorZona y se aumenta el número de iteraciones. 
3.2.4.3 Explosión 
El algoritmo de explosión se basa en tomar la zonificación inicial del circuito en cuestión. 
Elegir aleatoriamente una zona, en esta se valoran las restricciones de número mínimo de 
nodos, si no cumple esta restricción, se debe elegir otra zona del sistema hasta que alguna 
cumpla. En caso que ninguna cumpla se debe terminar la fase de explosión definiendo Exp 
= 0, Imp = 1. Si en el momento que el algoritmo elige una zona esta cumple con la restricción 
de nodos mínimos entonces el algoritmo verifica si la zona presenta laterales, en el caso de 
presentarlos divide la zona por los laterales, a esto se le conoce como explosión múltiple, en 
caso contrario la zona se divide por la mitad, a esto se le conoce como explosión mínima. 
Cada que el algoritmo realice una explosión, se pasa a verificar si se puede hacer una 
implosión lo cual es evidentemente falso mientras aún se encuentre en fase de explosión, 
paso seguido se realiza la fase de validación y de verificación de condiciones de parada en 
caso de no cumplir se regresa a la fase de actualización de zonas. 
Entonces por cada explosión se crea una nueva zonificación la cual será evaluada, hasta que 
se logren alcanzar las condiciones de parada o hasta que el algoritmo no encuentre zonas para 
explotar, en ese caso se entra en fase de implosión. 
 
  
 
Figura 3.4. Algoritmo zonificación de explosión-implosión. 
 
 
 
  
3.2.4.4 Implosión 
El algoritmo de implosión debe empezar después del algoritmo de explosión, así se tendrán 
zonas pequeñas las cuales serán combinadas en cada iteración. Este algoritmo elige una zona 
aleatoria y busca para ella las zonas que se encuentran en su vecindad, después determina 
aleatoriamente uno de los vecinos y verifica si la unión de la zona actual con su vecino supera 
la restricción de número máximo de nodos, en el caso que la restricción se viole se debe 
buscar otro vecino, en caso que ninguno de los vecinos cumpla, debe elegir otra zona hasta 
que se exista una implosión en caso contrario se termina la fase de implosión Exp = 1, Imp 
= 0; en cualquiera de las otras posibilidades se realiza la unión de la zona con el vecino, paso 
seguido se evalúa y se analizan las condiciones de parada, en caso que no se cumplan se debe 
iterar nuevamente.  
3.2.4.5 Validación 
La validación es el proceso en el cual se conoce el desempeño de las diferentes zonificaciones 
encontradas en las fases de explosión e implosión.  
La base de datos inicial se etiqueta con respecto a las zonificaciones encontradas, estos datos 
se divide en 5 subconjuntos con los cuales se realizará una validación cruzada, el promedio 
de los desempeños de las validaciones es el rendimiento de la zona en cuestión.  
3.2.4.6 Condiciones de salida 
Las condiciones finales del algoritmo son las tolerancias o valores con los cuales se termina 
la simulación, estos son: la tolerancia de error la cual se define como 0.01, cualquier error 
menor a ese, es deseado y por ende el algoritmo debe terminar, el segundo factor es el número 
de iteraciones máximas, la definición de ese parámetro es complejo debido la dimensión del 
circuito (por ende al costo computacional que implica las condiciones operativas). El mínimo 
número de iteraciones para que el algoritmo realice una búsqueda de una zonificación 
adecuada debe ser 500, pero este número depende de la capacidad del usuario con respecto 
al costo computacional permitido por él, lo deseable sería realizar muchas más. 
Cuando alguna de las condiciones anteriores se cumpla entonces el algoritmo termina y la 
zonificación almacenada en mejorZona será la mejor condición obtenida para la cantidad de 
iteraciones realizadas. Esta zona debe cumplir con las condiciones de número mínimo de 
nodos por zona y número máximo de nodos por zona, las zonas deben ser radiales y no existen 
zonas aisladas. 
3.2.5. Etapa 5. Parametrización 
Esta etapa se basa en la elección adecuada de los parámetros de la máquina de soporte 
vectorial C y Gamma. Donde C es un parámetro de costo de la función objetivo del problema 
que resuelve la metodología de aprendizaje y Gamma es una constante de dimensionalidad 
del kernel (función de base radial). En los pasos anteriores los parámetros C y Gamma deben 
ser elección de los usuarios, se recomienda usar valores utilizados en investigaciones 
respectivas, o iniciarlos con valores aleatorios entre los rangos adecuados para estos 
parámetros y repetir todo el algoritmo general, hasta obtener los resultados esperados.  
La elección de los parámetros es un paso importante en el algoritmo general dado que estos 
están altamente relacionados con el tiempo y desempeño. Por lo tanto se propone un 
  
algoritmo que los identifique tomando en cuenta los factores antes nombrados, el algoritmo 
planteado se muestra en la figura 3.5.  
El algoritmo básicamente realiza una rejilla para cada uno de los parámetros (C, Gamma) y 
en cada par de parámetros realiza una validación cruzada para un conjunto de datos (base 
latín), en esta mide tanto el tiempo como el desempeño, después se realiza una combinación 
lineal de estos resultados obteniendo así un número que mide que tan adecuado es esa 
combinación de parámetros. 
3.2.5.1  Inicio 
Es importante decir que los parámetros C y Gamma son números reales positivos pero para 
acotar la búsqueda se analizan algunos rangos. C puede variar desde 1.000 hasta 10.000.000 
y Gamma desde 0.05 hasta 50, estos rangos se han utilizado en múltiples pruebas encontrando 
resultados satisfactorios [GIL 13].  
Uno de las condiciones del usuario debe ser el número de puntos (pareja de parámetros) que 
se consideran en la rejilla. Se desea un mayor número de puntos debido a que la 
representación del espacio es mucho mejor, se recomienda más de mil puntos. 
La zonificación utilizada en esta fase será obtenida del paso anterior, se debe definir un 
parámetro lambda el cual será un valor entre cero y uno, donde uno significa que no se tendrá 
en cuenta el efecto del tiempo, valorando únicamente el desempeño. Si lambda es cero 
entonces se valora el tiempo y no le importa el desempeño, si se usa un valor entre cero y 
uno valora las dos respuestas; se recomiendan valores de lambda menores a 0.5 donde se 
valore en mayor medida al tiempo que al desempeño, para así alcanzar resultados en tiempos 
menores. 
3.2.5.2 Base de datos  
El tamaño de la base de datos es uno de los mayores conflictos en este problema debido a 
que el tiempo incrementa exponencialmente con pequeños aumentos de los datos. En esta 
fase se recomienda por medio del algoritmo latín crear diferentes bases de datos desde el 
tamaño de una condición operativa normal hasta 10 condiciones operativas, estas bases de 
datos serán evaluadas por el algoritmo  
3.2.5.3 Validación  
Definida la cantidad de puntos que debe tener la rejilla entonces se pueden dividir cada uno 
de los ejes de los parámetros en el valor entero de la raíz del número definido. Así se tendrán 
las parejas de parámetros los cuales deben ser evaluados. 
Después de crear las parejas de parámetros, se evalúan cada una de ellas por medio de 
validaciones cruzadas tomando su respectivo tiempo; entonces se obtiene la relación pareja 
de parámetros, error de validación y un tiempo de cruce.  
 
  
 
Figura 3.5. Algoritmo parametrización. 
3.2.5.4 Análisis  
En esta etapa se tiene una rejilla conformada por los parámetros C y Gamma, como también 
una rejilla para los errores y para los tiempos de cruce, es necesario en esta etapa de análisis 
normalizar estos valores (errores y tiempo), por lo tanto se debe usar la ecuación 3.2,  
𝐸𝑟𝑟𝑜𝑟𝑘 =
𝐸𝑟𝑟𝑜𝑟𝑘 − 𝑚𝑖𝑛 (𝐸𝑟𝑟𝑜𝑟)
𝑚𝑎𝑥 (𝐸𝑟𝑟𝑜𝑟) − 𝑚𝑖𝑛 (𝐸𝑟𝑟𝑜𝑟)
 
3.2 
Donde  
𝐸𝑟𝑟𝑜𝑟 es la lista de datos 
  
𝐸𝑟𝑟𝑜𝑟𝑘 es el elemento k-ésimo a normalizar 
𝑚𝑖𝑛 (𝐸𝑟𝑟𝑜𝑟) es el mínimo valor de la lista 
𝑚𝑎𝑥(𝐸𝑟𝑟𝑜𝑟) es el máximo valor de la lista 
Después de la normalización de los resultados se realiza una combinación lineal de los 
mismos, es importante notar que la combinación solo se realiza con los resultados obtenidos 
de la validación de cada pareja de puntos de la rejilla. Puede ser visto como la combinación 
lineal de las rejillas del tiempo y el error, por medio de un lambda determinado por el usuario 
ecuación 3.3. 
𝐷 = 𝜆 ∗ 𝑒𝑟𝑟𝑜𝑟 + (1 − 𝜆) ∗ 𝑡𝑖𝑒𝑚𝑝𝑜 3.3 
Donde  
D es el resultado de la combinación lineal, variable de interés  
𝜆 parámetro definido por el usuario (importancia error vs tiempo) 
𝑒𝑟𝑟𝑜𝑟 valor normalizado del error en un punto específico (C, Gamma) 
𝑡𝑖𝑒𝑚𝑝𝑜 valor normalizado del tiempo en un punto específico (C, Gamma) 
Entonces las rejillas de error y tiempo se convierten en un nueva rejilla D en la cual se valora 
el tiempo y el error, se debe recordar que se desea un error pequeño con el tiempo menor 
posible, por lo tanto se debe escoger la pareja de puntos (C, Gamma), que sea el mínimo de 
D.  
La pareja de datos encontrada C y Gamma se almacena, con el tiempo y el error para ese 
punto. Si existen más bases de datos se repite el proceso hasta terminar con todas las bases 
latín. Todos los valores de C y Gamma obtenidos son igualmente adecuados para el 
problema, como recomendación se prefieren los datos que se hayan obtenido con mayor 
cantidad de condiciones operativas.  
3.2.6. Etapa 6. Entrenamiento y validación 
En esta etapa del algoritmo se buscan los modelos adecuados para ser utilizados en la 
localización de fallas, para ello son necesarias todas las etapas anteriores como lo son: la base 
de datos, los esquemas que serán utilizados, la zonificación y los parámetros. En esta etapa 
aparte de obtener los modelos se puede determinar la cantidad de fallas necesarias para 
obtener desempeños aceptables por el usuario. 
La propuesta de algoritmo se muestra en la figura 3.6, este es una propuesta de estrategia 
para así desarrollar modelos adecuados para una red de distribución en general. 
  
 
Figura 3.6. Algoritmo de entrenamiento y validación 
3.2.6.1 Inicio 
Las condiciones iniciales de este algoritmo deben ser los resultados de los esquemas 
anteriores, entre ellos, la zonificación, los parámetros y la base de datos. La condición más 
importante de este esquema es la definición de desempeño mínimo que desea alcanzar el 
usuario, aunque sería ideal un desempeño del 100% es poco recomendable utilizarlo, debido 
a que el algoritmo se hace computacionalmente inalcanzable, se recomienda entonces utilizar 
desempeños aceptables para el operador (80 %, 90 %), así se requiere mucho menos costo 
computacional, y menos tiempo.  
La base de datos utilizada en este algoritmo debe estar dividida en dos partes, la base de 
validación, y la base de entrenamiento esta sirve como insumo del algoritmo latín hypercube. 
El número de fallas de validación es pequeño con respecto a la cantidad de condiciones 
operativas utilizadas en el latin hypercube, es recomendable utilizar alrededor de 20 
condiciones operativas aleatorias, para tener un mejor nivel de confianza pueden utilizarse 
muchas más. La base de datos de validación siempre debe ser igual. 
Este algoritmo debe trabajar a la par con el esquema de latín hypercube para el muestreo de 
bases de datos. Como fase inicial se debe empezar con un tamaño de base de datos pequeña 
  
con la que se debe entrenar la máquina de soporte, esta se debe ir incrementando 
paulatinamente. 
3.2.6.2 Prueba 
En esta fase se utiliza la base de datos obtenida con el latín hypercube, con esta se realiza el 
entrenamiento de la máquina de soporte vectorial y paso seguido se valida el modelo obtenido 
con la base de datos dispuesta para tal fin.  
En el proceso de validación se obtiene el desempeño del modelo, el cual fue sintonizado con 
la base de datos obtenida en el latín hypercube, la calidad del resultado debe ser comparada 
con el desempeño adecuado para el operador de la red, si se cumple con lo deseado, se 
termina el proceso teniendo como resultado el modelo y la cantidad de datos que son 
necesarios para calibrar la metodología. En caso contrario se debe reevaluar la cantidad de 
datos utilizados en entrenamiento. 
3.2.6.3 Base de datos 
Si al momento de validar el modelo anterior no satisface el desempeño que el usuario 
requiere, la única posible opción en este problema, es el incremento de la base de datos de 
entrenamiento. Por lo tanto se debe crear una base de datos mayor a la utilizada, se 
recomienda empezar con una base de un tamaño de 10 condiciones e incrementar en pasos 
de 10 condiciones a la vez, hasta alcanzar el desempeño deseado. 
 
  
  
Capítulo 4 
4. Aplicación de la metodología propuesta 
En este capítulo se presentan los resultados de la aplicación de la metodología propuesta en 
el capítulo 3. El análisis se enfoca en tres casos de prueba, donde se analizan los tipos de 
fallas más comunes en las redes de distribución (monofásicas, bifásicas y trifásicas); aunque 
el desarrollo más fuerte es sobre las fallas monofásicas dado que representan un porcentaje 
de ocurrencia más alto en los sistemas de distribución.  
Este capítulo se divide en dos secciones principales: en la primera sección se muestran los 
circuitos de prueba y en la segunda sección se muestra los resultados obtenidos. 
4.1. Circuitos de prueba y escenarios simulados 
Los circuitos de prueba utilizados para el análisis del método propuesto son redes de 
distribución prototipo, los cuales representan circuitos de la distribución primaria 
colombiana. Los circuitos fueron diseñados para 3 niveles de tensión, representando así las 
redes urbanas y rurales, estos circuitos fueron desarrollados para validar métodos de 
localización de fallas logrando así la corroboración de los métodos bajo condiciones cercanas 
a la realidad [OSOR14].  
Para cada uno de los circuitos propuestos se creó una base de datos utilizado diferentes 
resistencias de falla, las cuales toman valores entre 0,05 Ω y 40 Ω, valores típicos que 
caracterizan las fallas en sistemas de distribución [DAGE00].  
4.1.1. Circuito urbano de 13.2kV  
Esta red es una de las más comunes en Colombia, se muestra en la Figura 4.1; la mayoría de 
sus cargas son comerciales y residenciales que suelen estar próximas, lo que genera grandes 
concentraciones de carga y circuitos que abarcan grandes proporciones de territorio 
[RAMI04]. Este sistema se modeló en el software de simulación ATPdraw, considerando el 
modelado de las líneas LCC.   
El diseño de los circuitos fue desarrollado en base a las normas técnicas de los operadores de 
red que poseen esta clase de circuitos en Colombia [EDEQ13], [EEP13]. 
  
 
Figura 4.1. Sistema de 13.2 kV. 
 
4.1.2. Circuito rural de 34.5kV  
El sistema de 34.5kV de la figura 4.2, es tomado de [OSOR14]. Este considera características 
generales de las redes de distribución en Colombia, representando principalmente la zona 
centro del país, donde hay una gran cantidad de municipios con pequeñas cabeceras urbanas 
y extensas áreas rurales. El diseño está basado en la normativa [CODE13]. Este sistema se 
modeló en el software de simulación ATPdraw, considerando el modelado de las líneas LCC, 
tal como en el circuito de 13.2kV.  
 
Figura 4.2. Sistema de 34.5 kV. 
4.1.3. Circuito rural de 44kV  
La mayoría de los circuitos de distribución primaria en Colombia, son de 13.2kV y 34.5kV, 
sin embargo, dentro de Antioquia y sus alrededores donde hay gran parte del sistema 
energético colombiano, utilizan redes de distribución de 44kV para alimentar subestaciones 
y cargas grandes como pueblos o veredas, solo una empresa hace uso de este nivel de tensión 
[EPM13]. Sin embargo por su nivel de tensión se les puede considerar como redes de 
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subtransmisión [EPM13-a]. Entonces, se supone que esta red alimenta poblaciones pequeñas y 
medianas, grandes industrias, o subestaciones, tal como se muestra en la Figura 4.3. 
 
Figura 4.3. Sistema de 44 kV. 
4.2. Resultados de pruebas 
En esta sección se muestran las pruebas relevantes de la metodología mostrada en el capítulo 
3, el sistema de prueba principal es el circuito de 34.5kV, dado que tiene un menor número 
de nodos y por ende un número menor de datos; así el tiempo de prueba de validación de la 
metodología es menor que en los otros circuitos. Sin embargo la metodología también fue 
aplicada a los circuitos de 13.2kV y 44kV para los tres tipos de falla encontrando resultados 
satisfactorios. 
 
4.2.1. Resultados con el circuito de prueba de 34.5kV para falla monofásica 
Los resultados de este circuito se dividen en varias secciones tal como se propuso la 
metodología mostrada en el capítulo 3, las cuales se muestran a continuación.  
 
4.2.1.1 Creación de la base de datos 
Este circuito tal como se muestra en la figura 4.2 cuenta con 76 nodos y por cada uno de ellos 
se realizaron fallas con valores de impedancia a tierra diferentes, los rangos como ya se había 
mencionado varían de 0.05Ω a 40Ω, [DAGE00].  
La creación de la base de datos se hace simulando diferentes condiciones operativas del 
circuito y la simulación recursiva de fallas en todos los nodos. Para las pruebas realizadas se 
cuentan para los tres circuitos con 5000 condiciones operativas, para 6 resistencias de fallas 
en cada nodo, haciendo que para el circuito de 34.5kV se tenga una base de datos de más de 
dos millones de fallas.  
La simulación de 5000 condiciones operativas puede considerarse un poco excesiva, pero 
para los métodos basados en el conocimiento entre mayor información se tenga del problema 
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se puede obtener mejores desempeños; siempre es recomendable la creación de una base de 
datos representativa [ALZA16]. 
Para las fases siguientes se utiliza la base de datos creada, además bajo la hipótesis que existe 
un conjunto de datos los cuales representan a la totalidad del problema se hace necesario 
utilizar la técnica de muestreo latín; donde el muestreo reduce la cantidad de datos al mínimo 
(reduciendo el costo computacional) y sigue representando la información total del problema.  
4.2.1.2 Selección de descriptores  
La selección adecuada de los descriptores es una fase necesaria en el proceso de localización 
de fallas, aun así solo debería realizarse una vez por su gran costo computacional. El proceso 
de búsqueda es un proceso fundamental en una fase inicial de un proyecto, pero no se 
recomienda hacerse si ya se poseen pruebas anteriores y resultados satisfactorios para un 
circuito en específico.  
Algunas pruebas se han realizado en diferentes circuitos para la selección de los descriptores, 
en este trabajo se toma como pieza fundamental esas pruebas, las cuales han dado como 
resultado a los descriptores que tienen mejor desempeño, los cuales son: la variación de la 
tensión de línea, la variación de la corriente de línea, la variación del ángulo de la tensión de 
línea y la variación de ángulo de la corriente de línea [GIL13], [ARRE15]. 
4.2.1.3 Determinación de esquemas  
En esta fase se han propuestos diferentes tipos de metodologías para alcanzar mejores 
desempeños, tal como en [GIL13] que se propone una técnica metaheurística para la 
selección de los mejores esquemas. 
En esta etapa se utilizarán los resultados obtenidos en esa investigación, dado que esos 
esquemas han presentado los mejores resultados comparado con los otros esquemas, los 
cuales son tipo de kernel: función de base radial, función de descomposición: uno vs uno y 
función de reconstrucción: votación simple. 
4.2.1.4 Zonificar  
La fase de zonificación es una parte vital en el proceso de entrenamiento de la técnica de 
aprendizaje supervisado, es en la única fase donde el usuario tiene una opción de manejo del 
proceso como ya se había mencionado.  
La zonificación debería ser propuesta por el operador de la red, dado que conoce la topología 
del circuito y mucho más porque conoce su comportamiento. Por lo tanto el método que se 
propone es un algoritmo el cual hace variaciones mínimas de la topología propuesta por el 
usuario, encontrando zonificaciones cercanas con mejor desempeño, aun así el algoritmo 
genera diferentes opciones de topologías, el usuario debe elegir la que mejor cumpla la 
expectativas del proceso. 
El proceso de zonificación propuesto se realiza por medio de un algoritmo de explosión 
implosión, el cual se basa en la creación de una zonificación inicial y un proceso de 
descomposición de las zonas y reconstrucción hasta lograr desempeños adecuados. 
En la prueba del circuito de 34.5kV con tipo de falla monofásica, se debe definir el tamaño 
de la base de datos de la prueba y los parámetros necesarios para el algoritmo como lo son el 
  
mínimo de nodos por zona y el máximo de nodos por zona, generando así los límites de la 
zonificación. 
Los parámetros elegidos para esta prueba son: base de datos muestreada por latín hypercube: 
994 fallas, número mínimo de nodos: 2, número máximo de nodos: 7 y número de 
explosiones e implosiones permitidas: 2; es de suma importancia también tener en cuenta las 
etapas anteriores, la utilización de los descriptores determinados por la técnica propuesta o 
por investigaciones anteriores, como también la selección de los esquemas de la máquina. 
Los resultados de la prueba se muestran en la figura 4.4, 4.5 y 4.6. 
 
Figura 4.4. Desempeño vs iteraciones 
 
Figura 4.5. Tiempo de validación vs iteraciones 
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Figura 4.6. Número de zonas en el circuito vs iteraciones 
En la figura 4.4 se puede notar el incremento y decremento del error contra el número de 
iteraciones del algoritmo, cada incremento y decremento es una fase de explosión e 
implosión, logrando en los mínimos encontrar zonificaciones cercanas a la inicial, algunas 
con mayor o menor desempeño, las cuales son alternativas para el operador de la red. En este 
caso se elige a la zonificación la cual presente el menor error de validación (el pico más bajo 
en la figura 4.4).  
La figura 4.5 es una representación del tiempo vs el número de iteraciones del algoritmo, allí 
se nota una clara tendencia, aun así existen puntos que muestran el alto costo de algunas 
pruebas y la posible interferencia de carga computacional del equipo utilizado.  
El tiempo total de esta prueba fue de 241.81segundos los cual no implica un costo muy 
grande, es importante notar que este costo es dependiente del número de fallas seleccionadas 
y de la facilidad de separación de los datos por la máquina de soporte vectorial (este tiempo 
no implica que las pruebas con las fallas monofásicas siempre sean tan rápidas).  
La figura 4.6 representa el número de zonas del circuito, ahí es mucho más simple identificar 
la fase de explosión (creación de zonas nuevas) e implosión (unión de zonas).  
En la Figura 4.7 se muestra la propuesta inicial del operador de la red, para la pruebas 
presentadas en las figuras 4.4, 4.5 y 4.6, la zonificación inicial se presenta por la línea 
punteada azul y la zonificación que presenta mejor desempeño después de ejecutar el 
algoritmo se presenta con la línea solida verde.  
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Figura 4.7. Zonificación inicial y final circuito 34.5kV 
La zonificación inicial tiene 14 zonas y después de algunas iteraciones el algoritmo encuentra 
zonificaciones también con 14 zonas pero con un desempeño más alto (figura 4.4 y 4.6), por 
lo tanto el algoritmo genera diferentes alternativas para el operador, lográndose alcanzar 
zonas con mejores desempeños que la propuesta inicial, pero teniendo en cuenta los deseos 
del usuario. Como se presenta en la figura 4.7 la zonificación inicial y final no varían 
drásticamente, pero eso depende de la selección adecuada de los límites de número de nodos 
por zona; nótese que la zonificación inicial posee 14 zonas y la final posee 13 zonas.  
La discusión más compleja con las técnicas de aprendizaje es la selección del tamaño de la 
base de datos para cada etapa, la condición obvia con las técnicas de aprendizaje supervisado 
es que entre mayor sea la base de datos de entrenamiento, mayor será el conocimiento que 
pueda extraerse por ende su desempeño será más elevado. Por lo tanto se realizaron pruebas 
para el algoritmo de explosión implosión con bases de datos de 3943 fallas y 7825 fallas bajo 
las mismas condiciones de la prueba anterior, esta información es muestreada de la base de 
datos total para tener una representación de todo el espacio, los resultados se presentan en las 
figuras 4.8, 4.9, 4.10, 4.11, 4.12, 4.13, 4.14, y 4.15. 
  
 
Figura 4.8. Errores vs iteraciones con 3943 fallas 
 
Figura 4.9. Tiempo vs iteraciones con 3943 fallas 
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Figura 4.10. Número de zonas vs iteraciones con 3943 fallas 
De la figura 4.8 se puede notar múltiples fases de explosión e implosión, alcanzando menores 
errores que con la zonificación inicial, lo cual quiere decir que el algoritmo encuentra 
zonificaciones parecidas a la propuesta del usuario pero más eficientes. También es 
importante notar que la figura 4.8 es mucho mejor que la figura 4.4, debido a que la prueba 
tiene una base de datos mucho más amplia; por otro lado en la figura 4.9 presenta un mayor 
costo computacional que la prueba de la figura 4.5. 
De la figura 4.10 se evidencia que las alternativas de zonificaciones propuestas se encuentran 
próximas a la zonificación de usuario, lo cual es deseado, tal como se muestra en la figura 
4.11. 
 
Figura 4.11. Zonificación inicial y final para 3943 fallas 
En la figura 4.11 se muestra la zonificación del operador en línea punteada azul y la 
zonificación final propuesta por el algoritmo en línea solida verde, notándose la variación 
mínima de las zonas. El tiempo total de la prueba anterior es de 2372.9 segundos, mostrando 
así un incremento elevado con respecto a la primera prueba. 
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En las figuras 4.12, 4.13 y 4.14 se muestra los resultados del algoritmo de explosión e 
implosión para 7825 fallas. 
 
Figura 4.12. Errores vs iteraciones con 7825 fallas 
 
Figura 4.13. Tiempo vs iteraciones con 7825 fallas 
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Figura 4.14. Número de zonas vs iteraciones con 7825 fallas 
De la figura 4.12 se evidencia que el rango de error ha decrecido con respecto a las figuras 
4.8 y 4.4, lo cual quiere decir que entre mayor sea la base de datos de la prueba, la 
zonificación encontrada representa en mayor medida a la red real y la zonas por ende son 
mucho más precisas.  
La limitación evidente se muestra en la figura 4.13 donde el tiempo incrementa en forma 
exponencial con respecto al número de datos, esta prueba en total tarda 7940 segundos o 2.2 
horas.  
Con respecto a la figura 4.14 se obtiene un resultado simular a las anteriores pruebas debido 
a que la zonificación no varía en gran medida obteniéndose así la zonificación mostrada en 
la figura 4.15. 
 
Figura 4.15. Zonificación inicial y final para 7940 fallas 
Tal como en las pruebas anteriores en la figura 4.15 se muestra un cambio pequeño de la 
zonificación elegida por el operador de la red. La zonificación que mejor resultado presenta 
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es la que se realice con el mayor número de datos, aunque en la prueba de entrenamiento y 
validación se muestra que las zonificaciones tienen desempeños parecidos pero en costo 
computacional difieren, por lo cual este sería el mejor método de selección; para esta prueba 
se recomienda hacer más iteraciones del algoritmo y con la base de datos más amplia posible, 
es importante notar que el incremento del costo computacional de las pruebas es exponencial 
con respecto al tamaño de la base de datos. 
4.2.1.5 Parametrizar 
La fase de parametrización es una etapa vital del proceso de entrenamiento y validación de 
la técnica de localización debido a que la elección de las constantes C y Gamma hacen que 
el costo computacional y su desempeño varié.  
Las propuestas de la literatura especializada proponen técnicas metaheurísticas para 
encontrar la pareja de datos que maximice el desempeño de la técnica [GIL13], lo cual se 
empezó a utilizar en esta investigación, encontrando resultados de buena calidad pero con un 
costo computacional alto, por lo tanto en este trabajo se propone una técnica que combine el 
costo computacional y el desempeño logrando una comunión entre estos dos aspectos.  
En esta etapa se utilizan todos los esquemas y resultados de las etapas anteriores, tal como la 
base de datos muestreada, los tipos de esquemas, y la zonificación obtenida con el algoritmo 
propuesto anteriormente. 
La fase de parametrización se basa en la construcción de una malla con los parámetros C y 
Gamma, por cada punto en la malla se puede obtener un desempeño y un tiempo de 
entrenamiento, hay que recordar que la forma de la malla puede depender de la zonificación 
y de los esquemas elegidos. Los resultados fueron obtenidos para unas bases de datos 
muestreada con latín hypercube de 994 fallas, 3943 fallas y 7825 fallas, con los esquemas ya 
mencionados anteriormente, por cada punto se realizan cuatro validaciones cruzadas y la 
zonificación es la que presentó el mayor desempeño en la prueba anterior, los resultados de 
la prueba con 994 fallas se presentan en las figuras 4.16, 4.17. 
  
 
Figura 4.16. Error vs parámetros de la máquina 
 
Figura 4.17. Tiempo de validación vs parámetros 
La figura 4.16 muestra que los puntos con mayor desempeño se presentan con valores de 
gamma pequeños y el valor de C no es muy determinante si se mira esta figura, también es 
importante notar que aunque se alcancen los mejores desempeños con valores de Gamma 
bajos, también estos conllevan un costo computacional alto (figura 4.17). Con respecto a la 
constante gamma, mientras esta incremente su valor el desempeño decaerá (incremento de 
error) al igual que el tiempo.  
  
Es importante notar que el tiempo de esta prueba fue de 361.14 segundos, lo cual parece un 
costo computacional bajo, pero al incrementar la base de datos para obtener un resultado más 
confiable el costo computacional crece de forma exponencial, como se muestra a 
continuación. 
Al incrementar el número de la base de datos se espera una representación del espacio más 
confiable, por lo tanto la prueba se realizó para los tamaños de 3943 fallas y 7825 fallas. 
Logrando así representaciones del espacio de optimización diferentes y se puede notar una 
tendencia como se muestra en las figuras 4.18, 4.19, 4.20 y 4.21. 
 
Figura 4.18. Error vs parámetros con 3943 fallas 
 
Figura 4.19. Tiempo vs parámetros con 3943 fallas 
En la figura 4.18 se puede notar una variación en la forma del espacio con respecto a la figura 
4.16, también es importante notar que la figura 4.18 tiene un mejor desempeño en general 
que la figura 4.16, se nota una tendencia a aplanarse y a reducir el error, lo cual es deseado. 
  
Por otro lado sucede lo contrario con las gráficas del tiempo, mientras en un proceso se 
alcanza mejores desempeños, también implica mayores tiempos de cómputo haciendo que el 
algoritmo se vuelta más complejo con el incremento de las bases de datos. 
El tiempo total requerido para las pruebas vistas en las figuras 4.18 y 4.19 es de 15637 
segundos o 4.34 horas, mostrando así un incremento radical respecto a la prueba inicial. En 
las figuras 4.20 y 4.21 se muestran los resultados para la prueba con 7825 fallas. 
 
Figura 4.20. Error vs parámetros con 7825 fallas 
 
Figura 4.21. Tiempo vs parámetros para 7825 fallas 
En la figura 4.20 se puede notar la gran variación del espacio con respecto a los gráficos 
anteriores y la tendencia a aplanarse es más clara, alcanzando mejores desempeños que los 
espacios vistos en las figuras 4.18 y 4.16; esta prueba presenta los mismos inconvenientes 
  
con el espacio del tiempo, siendo entonces más costoso hacer la prueba con 7825 fallas que 
con 3943 fallas como también con 994 fallas.  
El tiempo total requerido para las pruebas vistas en las figuras 4.20 y 4.21 es de 64128 
segundos o 17.81 horas. 
El costo computacional aumenta con respecto al número de fallas de la base de datos por lo 
cual implementar este algoritmo con una base de datos mayor no es recomendable, a no ser 
que se tenga unos equipos de gran potencia. Por otro lado la tendencia del espacio de 
desempeño a aplanarse hace que las parejas de parámetros que conllevan menores costos 
computacionales sean muy apreciadas, lo cual significa que en la fase de entrenamiento 
puede ser elegida una pareja de parámetros que represente poco costo computacional, para 
ser entrenada con bases de datos amplias, alcanzando así mejores desempeños con costos 
menores.  
Por lo tanto según la metodología vista se propone un valor de lambda menor a 0.5, con ello 
se valora el costo computacional en una mayor proporción que el desempeño (debido a la 
hipótesis que el espacio de error se aplana con respecto al incremento de la base de datos), 
paso seguido se selecciona la pareja de parámetros que minimicen la nueva función objetivo; 
la selección de los parámetros debe ser elección exclusiva del encargado de entrenamiento y 
validación. 
4.2.1.6 Entrenamiento y validación 
El proceso de entrenamiento y validación, es el objetivo final de la metodología general 
propuesta, en esta fase de busca el desarrollo de un modelo el cual sea capaz de localizar 
fallas con el menor error posible. El principal reto es el costo computacional, dado que saber 
la cantidad de datos necesaria para alcanzar un desempeño adecuado no es una respuesta 
sencilla.  
En esta fase se considera generar bases de datos de diferentes tamaños, muestreadas por el 
algoritmo de latín hypercube las cuales se utilizan en el entrenamiento, por otro lado se crea 
una base de datos diferente para ser las condiciones de validación en este caso 45000 fallas, 
con estas se validan cada uno de los entrenamientos realizados por cada base de datos latín; 
así se entrena y valida la máquina hasta alcanzar el modelo que se considere con el menor 
error posible y con un costo computacional prudencial. Se utilizan los esquemas y resultados 
de las fases anteriores, como los descriptores, las bases de datos, los parámetros (C=5000000 
y Gamma=19) y la zonificación. 
El proceso de entrenamiento y validación se realiza con respecto a cada una de las 
zonificaciones que fueron encontradas en el algoritmo de zonificación. 
Los resultados de la prueba de entrenamiento para la zonificación realizada con 994 fallas se 
muestran en las figuras 4.22, y 4.23. 
  
 
Figura 4.22. Entrenamiento con diferentes bases de datos para zonificación con 994 fallas 
 
Figura 4.23. Tiempo de entrenamiento de cada base de datos para zonificación con 994 
fallas 
La figura 4.22 muestra la tendencia del aprendizaje de la máquina de soporte vectorial con 
respecto al número de datos (línea azul tendencia y punto rojo condiciones evaluadas), se 
puede notar que para el circuito de 34.5kV, en especial para el tipo de falla monofásica la 
tendencia de estabilización es alrededor de unas 50.000 fallas, lográndose así un modelo de 
localización y una carga computacional aceptable, con un desempeño mayor al 95%.  
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La figura 4.23 muestra la tendencia del tiempo del algoritmo, alcanzando tiempos 
computacionales más altos con respecto al incremento del número de fallas; el tiempo total 
de esta prueba es de 2161.3 segundos.  
Los resultados para la prueba con la zonificación conseguida con una base de datos de 3943 
fallas se presentan en las figuras 4.24 y 4.25. 
 
Figura 4.24. Entrenamiento con diferentes bases de datos para zonificación con 3943 fallas 
 
Figura 4.25. Tiempo de entrenamiento de cada base de datos para zonificación con 3943 
fallas 
La figura 4.24 muestra una tendencia similar a la figura 4.22, con la cual se alcanza una 
eficiencia similar por lo tanto la diferencia de las zonificaciones en esta prueba no es 
influyente. Con respecto a las pruebas mostradas en las figuras 4.25 y 4.23, se muestra una 
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diferencia grande, demostrando que la zonificación utilizada para crear la figura 4.25 es 
mucho más costosa computacionalmente que la prueba utilizada en la figura 4.23, esta 
diferencia puede ser un parámetro diferenciador en la selección de la zonificación de prueba 
ideal. 
El desempeño para esta prueba hace que con una base mayor a 20000 fallas previamente 
sometida a muestreo por latin hypercube alcance desempeños mayores al 96%.  
El tiempo total de la prueba presentada con las figuras 4.24 y 4.25 fue de 2293.3 segundos 
mostrando un incremento poco significativo del tiempo de cómputo, aun así la prueba 
anterior es menos costosa.   
Las pruebas presentadas en las figuras 4.26 y 4.27 son los resultados del entrenamiento y 
validación con la zonificación obtenida para 7825 fallas. 
 
Figura 4.26. Entrenamiento con diferentes bases de datos para zonificación con 7825 fallas 
Los resultados presentados en las figuras 4.26 y 4.27 presentan desempeños similares a las 
pruebas anteriores, con respecto al tiempo de entrenamiento y validación. La prueba presenta 
el mismo costo computacional que la figura 4.25, lo que hace que por lo menos las 
zonificaciones con respecto al desempeño y costo sean muy similares. El tiempo total de la 
prueba fue de 2293.3 segundos, encontrando que una base de datos latín mayor a 20000 fallas 
se alcanza desempeños superiores al 96%. 
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Figura 4.27. Tiempo de entrenamiento de cada base de datos para zonificación con 7825 
fallas 
Como prueba final se plantea utilizar la zonificación de operador (inicial), para notar las 
ventajas o desventajas del algoritmo. Los resultados se presentan en las figuras 4.28 y 4.29.  
La figura 4.28 presenta una tendencia similar a las pruebas realizadas anteriormente, es 
importante notar que aunque la diferencia no sea drástica, los resultados de las pruebas 
anteriores son mejores debido a que la gráfica alcanza desempeños más altos con menos 
datos. También es importante notar que la prueba con la zonificación de usuario es mucho 
más costosa que la realizada con las zonificaciones propuestas por el algoritmo de explosión 
implosión. 
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Figura 4.28. Entrenamiento con diferentes bases de datos para zonificación de operador 
 
Figura 4.29. Tiempo de entrenamiento de cada base de datos para zonificación de operador 
En las figuras 4.30 y 4.31 se hacen las comparaciones de las pruebas realizadas con la 
zonificación de usuario y con la zonificaciones evaluadas, así se evidencia claramente el 
aporte del algoritmo de zonificación propuesto. 
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Figura 4.30. Comparación de desempeños de las zonificaciones 
 
Figura 4.31. Comparación de tiempo de las zonificaciones 
En los figuras 4.30 y 4.31 es evidente la mejora que produce la aplicación de la metodología 
de zonificación, aun así el aumento del desempeño es bajo debido a que el usuario propuso 
una zonificación de alta calidad. En la figura 4.30 las tres zonificaciones propuestas por el 
algoritmo alcanzan el mismo desempeño por lo cual se encuentran sobrepuestas. 
Es importante notar que esta es la primera iteración del algoritmo general, con la cual ya se 
alcanzan resultados aceptables, por consiguiente el operador de la red puede definir terminar 
el proceso y usar el modelo que presente mejor resultado para localizar fallas; en el caso 
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contrario se debe iterar nuevamente el algoritmo teniendo en cuenta todos los resultados 
obtenidos en la fase inicial. 
4.2.2. Resultados con el circuito de prueba de 34.5kV para falla bifásica 
Las etapas iniciales para la prueba bifásica ya se mencionaron en el análisis monofásico por 
lo tanto esa discusión no se tendrá en cuenta en las pruebas siguientes, pero es necesario tener 
una base de datos amplia previamente creada, los descriptores definidos claramente y los 
esquemas de la máquina de soporte previamente establecidos, los resultados de la 
zonificación, la parametrización y entrenamiento se muestran a continuación.  
4.2.2.1 Zonificación  
La prueba de zonificación para la falla bifásica fue plateada de igual forma que para la falla 
monofásica ya mostrada con anterioridad. Se crearon tres bases de datos previamente 
muestreadas por latín hypercube con tamaños de: 929 fallas, 4188 fallas y 7191 fallas; con 
cada una de las bases de datos se corre el algoritmo de explosión implosión encontrando los 
resultados mostrados en las figuras siguientes.  
La prueba para 929 fallas se muestra en las figuras 4.32, 4.33 y 4.34 
 
Figura 4.32. Error vs iteraciones con 929 fallas 
0 100 200 300 400 500 600
0.45
0.5
0.55
0.6
0.65
0.7
0.75
Error vs iteraciones Nmin=2 Nmax=7
E
rr
o
r
iteraciones
  
 
Figura 4.33. Tiempo vs iteraciones con 929 fallas 
 
Figura 4.34. Zonas vs iteraciones con 929 fallas 
Los resultados tal como se mostraban en las pruebas anteriores describen el comportamiento 
del error, del costo computacional y la variación de las zonas, el comportamiento y los 
resultados de la zonificación dan como resultado la figura 4.35  
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Figura 4.35. Zonificación inicial y final para 929 fallas 
Tal como los resultados para la zonificación monofásica, la variación de las zonas no es 
grande con respecto a la propuesta del usuario, el tiempo total de la prueba fue de 242.64 
segundos.  
Las pruebas para las bases de datos de 4188 fallas y 7191 fallas se encuentran resumidas en 
la tabla 4.1, se puede notar de ellas claramente la reducción del error con respecto a la 
cantidad de datos utilizados, también un aumento en el costo computacional con respecto a 
los datos y las variaciones mínimas de la zonificación.  
La duración de la prueba para 4188 fallas fue de 3936 segundos o 1.1 horas y el tiempo total 
de la prueba para 7191 falla fue de 8415.9 o de 2.34 horas, para este tipo de falla según los 
resultados de las pruebas es posible incrementar el número de iteraciones del algoritmo y la 
base de datos, para así alcanzar mejores resultados. 
De las figuras 4.38 y 4.39 se muestra una tendencia del tiempo de cómputo, pero en algunos 
puntos se muestra una interferencia del equipo quizás con otros procesos, por lo tanto la 
medición del costo computacional no es fiel a la realidad.  
 
 
 
 
 
 
 
 
 
 
 
 
  
Tabla 4.1. Resultados de algoritmo de zonificación 
Prueba para 4188 fallas Prueba para 7191 fallas 
 
Figura 4.36. Error vs iteraciones 
 
Figura 4.37. Error vs iteraciones 
 
Figura 4.38. Tiempo vs iteraciones 
 
Figura 4.39. Tiempo vs iteraciones 
 
Figura 4.40.  Zonas vs iteraciones 
 
Figura 4.41. Zonas vs iteraciones 
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4.2.2.2 Parametrización  
Con la obtención de la zonificación con mejor desempeño del paso anterior se pasa a realizar 
las pruebas para definir los parámetros C y Gamma, para este fin se definen tres tamaños de 
bases de datos previamente muestreadas por el algoritmo latín hypercube (929 fallas, 4188 
fallas y 7191 fallas). 
Los resultados para los diferentes tipos de espacio se presentan en la tabla 4.2. 
929 fallas  4188 fallas  7191 fallas 
 
Figura 4.42. Espacio de 
error 
 
Figura 4.43. Espacio de error 
 
Figura 4.44. Espacio de error 
Tabla 4.2. Espacio de error vs parámetros 
En la tabla 4.2 se evidencia claramente el cambio del espacio con respecto a la cantidad de 
fallas en la base de datos, mostrando así la tendencia de la curva a aplanarse, la forma que 
tiene esta grafica es muy similar a la presentada para el tipo de falla monofásica.  
Los resultados para el tiempo de cómputo se muestran en la tabla 4.3. 
929 fallas  4188 fallas  7191 fallas 
 
Figura 4.45. Espacio de 
tiempo 
 
Figura 4.46. Espacio de 
tiempo 
 
Figura 4.47. Espacio de 
tiempo 
Tabla 4.3. Espacio de tiempo vs parámetros 
En la tabla 4.3 se evidencia el aumento del costo computacional de las pruebas con respecto 
al tamaño de la base de datos, se puede decir que el error y el costo computacional son 
  
inversamente proporcionales a los intereses del operador en este algoritmo. La selección de 
los parámetros en esta fase se hace de forma que se obtengan buenos desempeños en tiempos 
considerables, dado que el desempeño parece mejorar con respecto al incremento del tamaño 
de la base de datos se selecciona una pareja de parámetros que considere el tiempo en mayor 
medida, tal como se propone en la metodología se define un lambda con valor 0.3 donde se 
valora mucho más el tiempo que el desempeño, cualquier pareja de parámetros elegida con 
este criterio alcanza resultados aceptables, en este caso se eligen los parámetros C=5000000 
y Gamma = 19. El tiempo requerido para los resultados mostrados en las tablas 4.2 y 4.3 se 
resumen en la tabla 4.4. 
929 fallas  4188 fallas  7191 fallas 
634.7 segundos 26977 segundos o 7.49 
horas 
68513 segundos o 19 horas 
Tabla 4.4. Costo computacional de los espacios de parametrización  
4.2.2.3 Entrenamiento y validación 
Las pruebas de entrenamiento y validación, se realizaron con las zonificaciones obtenidas en 
la prueba anterior y con los parámetros seleccionados (C=5000000 y Gamma = 19). Los 
resultados se presentan en la tabla 4.5 y 4.6 
Zonificación con 929 fallas  Zonificación con 4188 fallas  Zonificación con 7191 fallas 
 
Figura 4.48. Desempeño 
 
Figura 4.49. Desempeño 
 
Figura 4.50. Desempeño 
Tabla 4.5. Desempeño con respecto a la zonificación 
La tabla 4.5 muestra el desempeño de los diferentes modelos entrenados con bases de datos 
latín (eje x) y validado con 45000 fallas independientes, se puede notar de los gráficos 
pequeñas variaciones, pero en general son similares. Por otro lado las gráficas del tiempo 
(tabla 4.6) tienen la forma exponencial como se espera normalmente, en estas se puede notar 
la calidad de las zonificaciones encontradas en la prueba inicial.  
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Zonificación con 929 fallas  Zonificación con 4188 fallas  Zonificación con 7191 
fallas 
 
Figura 4.51. Costo de 
entrenamiento  
 
Figura 4.52. Costo de 
entrenamiento 
 
Figura 4.53. Costo de 
entrenamiento 
Tabla 4.6. Tiempo con respecto a la zonificación 
La prueba con el mejor de los modelos alcanza un desempeño del 90%, de todas formas el 
operador de la red tiene la alternativa de iterar nuevamente todo el algoritmo o incrementar 
la base de datos de entrenamiento para así alcanzar mejores desempeños. La duración de las 
pruebas se muestra en la tabla 4.7.  
Zonificación con 929 fallas  Zonificación con 4188 fallas  Zonificación con 7191 fallas 
68141 segundos o 18.93 
horas 
43101 segundos o 11.97 
horas 
50974 segundos o 14.16 
horas 
Tabla 4.7. Tiempo total de duración de las pruebas 
Tal como se muestra en la tabla 4.7 la zonificación genera diferentes tiempos de cómputo, al 
igual que desempeños aunque en ellos sea menos evidente. Por lo tanto se muestra que 
aunque se elija una zonificación de buena calidad, puede existir otra con la cual se obtengan 
resultados similares. 
En las figuras 4.54 y 4.55 se comparan los desempeños alcanzados en las pruebas mostradas 
en la tabla 4.5 y 4.6, también se tiene en cuenta los desempeños que se alcanzan con la 
zonificación propuesta por el operador, notándose así la mejora de la aplicación de la 
metodología de zonificación.  
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Figura 4.54. Comparación de desempeños con respecto a la zonificación 
 
Figura 4.55. Comparación de costo computacional con respecto a la zonificación 
En la figura 4.54 es evidente el incremento del rendimiento del algoritmo con respecto a 
zonificaciones propuestas versus la zonificación del operador, también en la figura 4.55 se 
muestra que las zonificaciones propuestas son menos costosas computacionalmente que la 
zonificación del operador, por lo tanto demuestra la validez del método. 
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4.2.3. Resultados con el circuito de prueba de 34.5kV para falla trifásica 
4.2.3.1 Zonificación  
Las pruebas para la zonificación del circuito de 34.5kV falla trifásica se han dividido en tres 
bases de datos diferentes tal como se ha descrito en las pruebas anteriores, los tamaños de las 
bases son 990 fallas, 4868 fallas y 7740 fallas.  
Los resultados de la prueba para 990 fallas se muestran en las figuras 4.56, 4.57 y 4.58. 
 
Figura 4.56. Error vs iteraciones con 990 fallas 
 
Figura 4.57. Tiempo vs iteraciones con 990 fallas 
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Figura 4.58. Zonas vs iteraciones con 990 fallas 
Los resultados muestran el comportamiento del error, el tiempo y la zonas, mostrando una 
tendencia clara; las variaciones de la zonificación se encuentran dentro de la expectativa del 
operador y casi todos los resultados que alcanzó esta prueba muestran zonificaciones mejores 
que la propuesta por el usuario. 
Los mejor zonificación se muestran en la figura 4.59, la cual presenta un resultado similar a 
las pruebas anteriores con respecto a la cantidad y tamaño de las zonas. 
 
Figura 4.59. Zonificación de operador y zona propuesta por el algoritmo 
En la figura 4.59 la línea punteada azul representa a las zonas propuestas por el operador de 
red y la línea sólida verde son las zonas propuestas por el algoritmo de explosión implosión. 
Las pruebas realizadas para la zonificación con bases de datos de 4864 fallas y 7740 fallas 
se resumen en la tabla 4.8. 
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Prueba para 4864 fallas Prueba para 7740 fallas 
 
Figura 4.60. Error vs iteraciones 
 
Figura 4.61. Error vs iteraciones 
 
Figura 4.62. Tiempo vs iteraciones 
 
Figura 4.63. Tiempo vs iteraciones 
 
Figura 4.64. Zonas vs iteraciones 
 
Figura 4.65. Zonas vs iteraciones 
Tabla 4.8. Resultados de algoritmo de zonificación 
0 100 200 300 400 500 600 700
0.2
0.25
0.3
0.35
0.4
0.45
Error vs iteraciones Nmin=2 Nmax=7
E
rr
o
r
iteraciones
0 100 200 300 400 500 600
0.16
0.18
0.2
0.22
0.24
0.26
0.28
0.3
0.32
0.34
0.36
Error vs iteraciones Nmin=2 Nmax=7
E
rr
o
r
iteraciones
0 100 200 300 400 500 600 700
15
20
25
30
35
40
tiempo entrenamiento vs el número de zonas
ti
e
m
p
o
 e
n
tr
e
n
a
m
ie
n
to
 [
S
]
iteraciones
0 100 200 300 400 500 600
60
80
100
120
140
160
180
200
220
tiempo entrenamiento vs el número de zonas
ti
e
m
p
o
 e
n
tr
e
n
a
m
ie
n
to
 [
S
]
iteraciones
0 100 200 300 400 500 600 700
12
14
16
18
20
22
24
26
28
30
32
Número de iteraciones vs el número de zonas
N
ú
m
e
ro
 d
e
 z
o
n
a
s
Iteraciones
0 100 200 300 400 500 600
12
14
16
18
20
22
24
26
28
30
32
Número de iteraciones vs el número de zonas
N
ú
m
e
ro
 d
e
 z
o
n
a
s
Iteraciones
  
Tal como se ha mostrado en las pruebas anteriores la tabla 4.8 muestra los resultados del 
algoritmo de zonificación, logrando alcanzar resultados en tiempo aceptables y 
zonificaciones de mayor calidad que la propuesta por el usuario. 
Como siempre se debe remarcar el costo computacional alto que implica realizar este 
algoritmo, lo cual es evidente en las figuras 4.57, 4.62 y 4.63. El tiempo total que tarda el 
algoritmo en realizar las pruebas se muestra en la tabla 4.9. 
Zonificación con 990 fallas  Zonificación con 4864 fallas  Zonificación con 7740 fallas 
220 segundos 13922 segundos o 3.8671 
horas 
68462 segundos o 19 horas 
Tabla 4.9. Duración de las pruebas 
En la tabla 4.9 se nota la diferencia de realizar las pruebas con los distintos tamaños de base 
de datos, por lo tanto el tamaño de la misma debe ser tomado con precaución por el usuario, 
para así evitar entrenar la máquina con un número de datos extremadamente costoso.  
En la tabla 4.10 se comparan los costos computacionales de la pruebas de zonificación para 
cada tipo de falla, a modo de resumen de todas las pruebas del circuito de 34.5kV con 
respecto al algoritmo de zonificación.  
 Aprox. 900 fallas Aprox. 3000-4000 fallas Aprox. 7000 fallas 
Monofásica  241.81segundos 2372.9 segundos 7940 segundos o 2.2 
horas.  
Bifásica  242.64 segundos 3936 segundos o 1.1 horas 8415.9 o de 2.34 
horas 
Trifásica  220 segundos 13922 segundos o 3.8671 
horas 
68462 segundos o 
19 horas 
Tabla 4.10. Costo computacional de algoritmo de zonificación respecto al tipo de falla 
Los costos computacionales varían con respecto a la facilidad de la máquina de soporte para 
separar datos (fallas), lo cual se puede evidenciar en la tabla 4.10, por lo general la tendencia 
se mantiene en todos los circuitos de prueba, las fallas bifásicas y trifásicas son más costosas 
computacionalmente, esto puede ser debido a que las investigaciones más fuertes se hacen 
sobre este tipo de falla; esta es una limitación que puede mejorarse si se aplica la metodología 
general sin tomar en cuenta estudios previos para los tipos de falla en cuestión. 
4.2.3.2 Parametrización  
Los resultados de la parametrización se describen en las tablas 4.11 y 4.12 donde se muestra 
los espacios de error y el espacio del tiempo vs los parámetros. Los resultados fueron 
obtenidos con respecto a tres bases de datos previamente muestreadas con latín hypercube 
con la mejor zonificación encontrada con la etapa anterior.  
 
  
 
990 fallas  4868 fallas  7740 fallas 
 
Figura 4.66. Espacio de 
error 
 
Figura 4.67. Espacio de 
error 
 
Figura 4.68. Espacio de 
error 
Tabla 4.11. Espacio de error vs parámetros 
Los resultados de la parametrización para el tipo de falla trifásica mostrado en la tabla 4.11, 
evidencia lo que se había dicho con respecto al desempeño en pruebas anteriores, el 
incremento de la base de datos hace que el espacio se aplane, logrando que todas las parejas 
de parámetros alcancen rendimientos aceptables. 
Se observa de la tabla 4.12 el cambio radical de los espacios, implicando costos de 
computacionales altos con respecto al incremento de la base de datos, tal cual como las 
pruebas para los otros tipos de falla. 
990 fallas  4868 fallas  7740 fallas 
 
Figura 4.69. Espacio de 
tiempo 
 
Figura 4.70. Espacio de 
tiempo 
 
Figura 4.71. Espacio de 
tiempo 
Tabla 4.12. Tiempo vs parámetros 
El resumen de los costos computacionales de la fase de parametrización para los diferentes 
tipos de falla se resume en la tabla 4.13. 
 
 
 
  
 Aprox. 900 fallas Aprox. 3000-4000 fallas Aprox. 7000 fallas 
Monofásica  361.14 segundos 15637 segundos o 4.34 
horas 
64128 segundos o 
17.81 horas 
Bifásica  634.7 segundos 26977 segundos o 7.49 
horas 
68513 segundos o 19 
horas 
Trifásica  1243.5 segundos 107770 segundos o 29.94 
horas 
365990 segundos o 
101.65 horas 
Tabla 4.13. Costos computacionales de parametrización por tipo de falla 
Los diferentes costos computacionales en la tabla 4.13 refleja la tendencia de la tabla 4.10 
donde la falla monofásica es más simple de separar y por ende el costo computacional es 
menor. La creación de los espacios es una de las pruebas más costosas lo cual se ve reflejado 
en los resultados, si se desea iterar nuevamente la metodología general es necesario plantear 
pruebas reducidas (bases de datos pequeñas o menor número de puntos de evaluación).  
Para la selección adecuada de los parámetros se recomienda seguir la metodología planteada 
con un valor de lambda menor a 0.5. La elección de los parámetros en esta prueba fue de C 
= 5000000 y Gamma = 19, los cuales presentan buenos desempeños y costos 
computacionales reducidos. 
4.2.3.3  Entrenamiento y validación 
Las pruebas de entrenamiento y validación se resumen en las tablas 4.14 y 4.15, los resultados 
fueron obtenidos con respecto a cada una de las zonificaciones obtenidas en la prueba inicial 
y los parámetros antes seleccionados. 
Las pruebas demuestran el desempeño del algoritmo como de las zonificaciones, las cuales 
muestran resultados muy similares con respecto al desempeño y el tiempo.  
Zonificación con 929 fallas  Zonificación con 4188 fallas  Zonificación con 7191 fallas 
 
Figura 4.72. Desempeño 
 
Figura 4.73. Desempeño 
 
Figura 4.74. Desempeño 
Tabla 4.14. Desempeño con respecto a la zonificación 
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Zonificación con 929 fallas  Zonificación con 4188 fallas  Zonificación con 7191 fallas 
 
Figura 4.75. Tiempo  
 
Figura 4.76. Tiempo 
 
Figura 4.77. Tiempo 
Tabla 4.15. Tiempo con respecto a la zonificación 
Con los resultados obtenidos en la tabla 4.15 se puede notar que los modelos obtenidos están 
listos para ser implementados por el operador de red con eficiencias superiores al 96%, sin 
necesidad de iterar nuevamente el algoritmo aunque se puede hacer si se desea reducir el 
tiempo de entrenamiento y la definición certera de todas las condiciones.  
La tabla 4.16 resume los costos computacionales de los algoritmos de entrenamiento y 
validación con respecto a los diferentes tipos de fallas.  
 Zonificación con 
900 fallas aprox.  
Zonificación con 4000 
fallas aprox. 
Zonificación con 
7000 fallas aprox. 
Monofásica  2161.3 segundos 2293.3 segundos 2293.3 segundos 
Bifásica  68141 segundos o 
18.93 horas 
43101 segundos o 11.97 
horas 
50974 segundos o 
14.16 horas 
Trifásica  114430 segundos o  
31.79 horas 
114860 segundos o 31.90 
horas 
106780 segundos o 
29.66 horas 
Tabla 4.16. Costo computacional de la fase de entrenamiento y validación  
La tabla 4.16 refleja el tiempo requerido para alcanzar modelos de buen desempeño para los 
diferentes tipos de falla en el circuito de 34.5kV. Los tipos de falla bifásica y trifásica son 
especialmente complejos para la máquina de soporte vectorial bajo las condiciones actuales 
de prueba, se recomienda hacer un análisis detallado de las pruebas y repetir la metodología 
con la implementación de todos los esquemas. 
Como prueba final para la prueba de 34.5kV se muestra la comparación del desempeño de la 
zonificación de usuario versus las zonificaciones encontradas por el algoritmo de explosión-
implosión, figuras 4.78 y 4.79.  
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Figura 4.78. Desempeños zonificaciones vs número de fallas 
 
Figura 4.79. Tiempo de entrenamiento por zonificación vs número de fallas 
La figura 4.78 muestra la gran mejora que puede significar el uso de la técnica de 
zonificación, es importante notar que es un resultado particular dado que el operador de la 
red propuso una zonificación poco óptima con respecto a la técnica de aprendizaje; este 
resultado puede implicar que existen casos donde el usuario puede proponer una zonificación 
óptima, por lo tanto el método perdería su objetivo. Del mismo modo en la figura 4.79 se 
muestra que la zonificación de usuario es mucho más lenta, dándole a la metodología validez, 
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haciéndola necesaria para la implementación adecuada de una técnica de localización de 
fallas basadas en el conocimiento. 
4.2.4. Resultados con el circuito de prueba de 13.2kV  
Los resultados que se muestran a continuación, son los mejores encontrados para cada tipo 
de falla, si se desean mirar detalladamente cada prueba se encuentran en el anexo 1. En los 
resultados solo se mostrarán las pruebas para el espacio de parametrización y la etapa de 
entrenamiento y validación. 
4.2.4.1 Falla monofásica 
Las base de datos creada para el circuito de 13.2kV consiste de 5000 condiciones operativas 
con diferentes resistencias de fallas entre 0.05 y 40 ohms, lográndose tener disponibles una 
base de datos mayor a los tres millones de fallas. Los descriptores utilizados y los esquemas 
de la máquina de soporte son los mismos que se mostraron en la prueba anterior. Los 
parámetros iniciales de la máquina de soporte se definen a pruebas anteriores, en este caso 
C= 5.000.000 y Gamma = 15.  
La fase de zonificación se realiza con tres bases de datos distintas tal como en las pruebas 
del circuito de 34.5kV, en esta fase se alcanzan zonificaciones mejores a la propuesta por el 
usuario, tal como se muestra en las pruebas del anexo 1. 
En la fase de parametrización se utilizó la mejor zonificación encontrada, allí se construyó 
una malla con las parejas de parámetros C y Gamma, encontrando los resultados de las 
figuras 4.80 y 4.81, para 7642 fallas en la base de datos, debidamente muestreadas con el 
latin hypercube. 
 
 
Figura 4.80. Espacio de error vs parámetros C y Gamma 
  
 
Figura 4.81. Costo computacional vs parámetros 
El espacio de la figura 4.80 refleja el aplanamiento del espacio, tal como se mostraba en el 
circuito de 34.5kV, es mucho más evidente si se miran las pruebas con las otras bases de 
datos ver anexo 1. En la figura 4.81 es evidente que el costo computacional es muy alto, un 
resumen del mismo se hace en la tabla 4.17 donde se muestra el costo computacional con 
respecto al tamaño de las bases de datos para la falla monofásica. 
861 fallas 4048 fallas 7642 fallas 
884.19 Segundos 20.9 Horas 147.24 Horas 
Tabla 4.17. Costo computacional por número de fallas  
El tiempo requerido por el circuito de 13.2kV es mucho más alto que el circuito de 34.5kV 
para el mismo tipo de falla, se puede evidenciar en los resultados; aun teniendo 
aproximadamente la misma cantidad de datos la prueba tarda tiempos diferentes, según la 
teoría de aprendizaje de máquina, los datos son más difíciles de separar para este circuito.  
Si se asume que el espacio de parametrización con respecto al desempeño se aplana de forma 
que sea indiferente la pareja de parámetros con respecto a esta figura, resta elegir los 
parámetros con respecto al tiempo por lo tanto conlleva un Gamma grande, así se elige un 
Gamma=20 y un C=5.000.000. Se realiza la prueba de entrenamiento y validación mostrada 
en la figuras 4.82 y 4.83, esta prueba fue hecha para cada una de las zonificaciones propuestas 
por el algoritmo de explosión implosión, ver anexo 1; también se crearon diferentes tamaños 
de bases de datos muestreadas por latín hypercube estas fueron utilizadas como las bases de 
entrenamiento y cada entrenamiento fue validado con 75000 fallas, la cual es llamada la base 
de validación. 
 
 
  
 
Figura 4.82. Desempeño vs el número de fallas de entrenamiento 
 
Figura 4.83. Tiempo vs el número de fallas de entrenamiento 
En las figuras 4.82 y 4.83 se muestra la prueba de entrenamiento y validación para la 
zonificación óptima obtenida para 7642 fallas, logrando desempeños del 88%, El tiempo de 
la prueba se presenta en la figura 4.83 mostrando la tendencia exponencial, el tiempo total de 
esta prueba es de 17.2 horas. Si se desean desempeños más altos, y mejoras en tiempos se 
debe entrenar con un mayor número de fallas o iterar el algoritmo general nuevamente, hasta 
encontrar la zonificación, parámetros y modelo adecuado para el usuario.  
4.2.4.2 Falla bifásica  
Utilizando los mismos esquemas, como también los parámetros de la prueba monofásica, y 
la base de datos creada para las pruebas bifásicas, se realizan las pruebas de zonificación, 
parametrización y entrenamiento-validación, las cuales se muestran detalladamente en el 
anexo 1.  
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En la fase de zonificación se crearon tres bases de datos como en las pruebas anteriores y con 
respecto a ellas se obtiene una zonificación propuesta. La mejor zonificación de la prueba se 
utiliza para la fase de parametrización la cual utiliza las mismas bases de datos utilizadas en 
el proceso de explosión- implosión. Los resultados para la base de datos de 7480 fallas se 
muestran en las figuras 4.84 y 4.85. 
Los resultados son similares a los presentados para la falla monofásica, por lo tanto se pueden 
determinar los mismos parámetros para la fase de entrenamiento y validación. Aunque en 
todos los circuitos no se presentan esos mismos espacios, por lo cual es necesario realizar las 
pruebas para cada circuito en particular.  
 
 
Figura 4.84. Espacio de error vs parámetros C y Gamma 
 
Figura 4.85. Costo computacional vs parámetros 
  
El costo computacional de la fase de parametrización depende en gran medida del tamaño de 
la base de datos, los tiempos requeridos en esta prueba con respecto a la cantidad de fallas se 
resume en la tabla 4.18, las gráficas detalladas de las pruebas se encuentran en el anexo 1. 
861 fallas 4048 fallas 7642 fallas 
589.8 Segundos 6.58 Horas 29 Horas 
Tabla 4.18. Tiempo espacio de parametrización vs tamaño de la base de datos 
El incremento del costo computacional de esta prueba es exponencial con respecto al 
aumento del tamaño de la base de datos tal como se ha notado de las pruebas anteriores. 
Con los parámetros elegidos de la fase de parametrización se realiza la etapa de 
entrenamiento y validación para cada uno de las zonificaciones propuestas. En las figuras 
4.86 y 4.87 se muestra el desempeño y el tiempo requerido para la prueba de entrenamiento 
y validación con la mejor zonificación encontrada.   
 
Figura 4.86. Desempeño vs el número de fallas de entrenamiento 
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Figura 4.87. Tiempo vs el número de fallas de entrenamiento 
En la Figura 4.86 se evidencia el aumento desempeño con respecto al tamaño de la base de 
datos, logrando alcanzar un desempeño máximo de 85%, si se desea aumentar este 
rendimiento debe aumentarse la cantidad de fallas de entrenamiento, lo cual es muy costoso 
computacionalmente como se muestra en la figura 4.87. Por lo tanto se recomienda iterar 
nuevamente el algoritmo general. 
4.2.4.3 Falla trifásica  
En esta prueba se realiza el mismo procedimiento antes mencionados; las pruebas para la 
fase de parametrización se realizan para la mejor zonificación, todas las pruebas se muestran 
en el anexo 1. 
Los resultados para la fase de parametrización se muestran en las figuras 4.88 y 4.89, estos 
resultados fueron obtenidos para una base de datos de 7253 fallas muestreadas con latin 
hypercube. 
 
Figura 4.88. Espacio de error vs parámetros C y Gamma 
0 1 2 3 4 5 6 7 8 9 10
x 10
4
0
0.5
1
1.5
2
2.5
3
x 10
4
Tiempo entrenamiento Vs número de fallas de entrenamiento
T
ie
m
p
o
 e
n
tr
e
n
a
m
ie
n
to
[S
]
Número de fallas de entrenamiento
  
 
Figura 4.89. Costo computacional vs parámetros 
Los resultados de la fase de parametrización reflejan las mismas conclusiones de las pruebas 
anteriores para el espacio de desempeño pero el costo computacional se eleva de una manera 
drástica, teniendo un espacio de error que se aplana y un espacio de tiempo que varía su 
forma con el incremento de la base de datos se eligen los parámetros con el lambda más bajo 
posible; las constantes C y Gamma se utilizan en el prueba de entrenamiento y validación 
mostradas en la figuras 4.90 y 4.91. 
Un resumen del costo computacional de las pruebas para la creación de los espacios de 
parametrización se muestra en la tabla 4.19, los gráficos de las pruebas completas se 
encuentran en el anexo 1. 
758 fallas 3682 fallas 7253 fallas 
1141.2 Segundos 53.8 Horas 374.57 horas o 15.6 días 
Tabla 4.19. Tiempo espacio de parametrización vs tamaño de la base de datos 
Los costos computacionales del espacio de parametrización por lo general son elevados, 
mucho más para los circuitos más grandes tales como el de 13.2kV con respecto al de 34.5kV, 
el tiempo de procesamiento hace que sea evidente que el uso de bases de datos amplias es 
una limitación característica del circuito y del tipo de falla. 
  
 
Figura 4.90. Desempeño vs el número de fallas de entrenamiento 
 
Figura 4.91. Tiempo vs el número de fallas de entrenamiento 
Los resultados de las pruebas de entrenamiento y validación se muestran en las figuras 4.90 
y 4.91, las cuales muestran la tendencia de mejora del modelo con respecto al incremento de 
la base de datos y el aumento del costo computacional respectivamente. El modelo con mejor 
desempeño conseguido en esta fase del algoritmo general para el circuito de 13.2kV tipo de 
falla trifásica es del 90%, el operador puede definir terminar en ese punto o iterar nuevamente 
para alcanzar mejores desempeños.  
 
 
 
0 2 4 6 8 10 12
x 10
4
0.76
0.78
0.8
0.82
0.84
0.86
0.88
0.9
Precisión Vs número de fallas de entrenamiento
D
e
s
e
m
p
e
ñ
o
 [
%
]
Número de fallas de entrenamiento
0 2 4 6 8 10 12
x 10
4
0
0.5
1
1.5
2
2.5
3
x 10
4
Tiempo entrenamiento Vs número de fallas de entrenamiento
T
ie
m
p
o
 e
n
tr
e
n
a
m
ie
n
to
[S
]
Número de fallas de entrenamiento
  
4.2.5. Resultados con el circuito de prueba de 44kV  
Los resultados detallados de las pruebas para el circuito de 44kV se encuentran en el anexo 
1, donde muestra la fase de zonificación, parametrización y entrenamiento para diferentes 
bases de datos. 
4.2.5.1 Falla monofásica 
La base de datos creada para el circuito de 44kV cuenta con más de 3.000.000 de datos, para 
cada tipo de falla, esta base de datos se muestrea con latin hypercube para cada fase del 
algoritmo. Los esquemas y descriptores son los mismos que se han utilizado en las pruebas 
anteriores.  
Seleccionando la mejor zonificación de la etapa que se muestra en el anexo 1, se procede a 
la etapa de parametrización encontrando los espacios mostrados en las figuras 4.92 y 4.93. 
 
Figura 4.92. Espacio de error vs parámetros C y Gamma 
 
Figura 4.93. Costo computacional vs parámetros 
  
Los espacios analizados en estas pruebas presentan un comportamiento similar a las pruebas 
con los circuitos de 13.2kV y 34.5kV. La tendencia a aplanarse del espacio de error  y el 
aumento del costo computacional del algoritmo hace necesario la selección adecuada de la 
base de datos, un resumen del costo computacional de la prueba para las diferentes bases de 
datos se resume en la tabla 4.20. 
El costo computacional de la prueba crece exponencialmente con el aumento de la base de 
datos, por lo cual se debe plantear con base a esta prueba las siguientes iteraciones del 
algoritmo general de tener que hacerse.  
967 fallas 3773 fallas 7431 fallas 
621.3 Segundos 9 Horas 64.7 horas 
Tabla 4.20. Tiempo espacio de parametrización vs tamaño de la base de datos 
En la fase de entrenamiento y validación, se selecciona una zonificación y una pareja de 
parámetros, como también un conjunto de bases de datos debidamente muestreadas de la 
base total (base de entrenamiento) y para la base de validación se seleccionan 50000 fallas. 
Las pruebas se muestran en las figuras 4.94 y 4.95. 
 
Figura 4.94. Desempeño vs el número de fallas de entrenamiento 
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Figura 4.95. Tiempo vs el número de fallas de entrenamiento 
En la prueba de entrenamiento y validación para el tipo de falla monofásica, se alcanza un 
modelo con un desempeño del 96%, lo cual parece lo suficientemente preciso para un 
operador de red, aun así al parecer existen zonificaciones con las cuales es posible mejorar 
el desempeño debido a que todas las zonificaciones propuestas por el algoritmo no alcanzan 
desempeños similares; se recomienda iterar nuevamente el algoritmo general y aumentar el 
número de iteraciones de la fase de zonificación, el tiempo total de la prueba mostrada en la 
figura 4.95 es de 12 horas.  
4.2.5.2 Falla bifásica 
La mejor zonificación encontrada se utiliza en la fase de parametrización figura 4.96 y 4.97, 
esta prueba al igual que en los casos anteriores se realiza para tres bases de datos, la figuras 
de las pruebas se muestran en el anexo 1.  
 
Figura 4.96. Espacio de error vs parámetros C y Gamma 
0 2 4 6 8 10 12
x 10
4
0
2000
4000
6000
8000
10000
12000
Tiempo entrenamiento Vs número de fallas de entrenamiento
T
ie
m
p
o
 e
n
tr
e
n
a
m
ie
n
to
[S
]
Número de fallas de entrenamiento
  
 
Figura 4.97. Costo computacional vs parámetros 
Los resultados son muy consistentes con respecto a las pruebas de los circuitos anteriores, 
por ende los parámetros elegidos son los mismos de esas etapas C=5000000 y Gamma = 19, 
con base a estos se realiza la fase de entrenamiento incremental con las mismas condiciones 
de entrenamiento y validación mostradas en la falla monofásica. En la tabla 4.21 se resume 
el costo computacional de la prueba con respecto al número de fallas. 
912 fallas 4109 fallas 7050 fallas 
182.9 Segundos 2.6 Horas 11.5 horas 
Tabla 4.21. Tiempo espacio de parametrización vs tamaño de la base de datos 
Con la elección de los parámetros se realiza la etapa de entrenamiento y validación para cada 
zonificación propuesta en la fase inicial, los mejores resultados se presentan en las figuras 
4.98 y 4.99. 
 
Figura 4.98. Desempeño vs el número de fallas de entrenamiento 
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Figura 4.99. Tiempo vs el número de fallas de entrenamiento 
El desempeño en general alcanzado por esta prueba es bajo, el mejor modelo conseguido 
tiene una eficiencia del 83%, lo cual hace necesario iterar nuevamente el algoritmo general. 
Se debe replantear el número de pruebas y el tamaño de las bases de datos para disminuir el 
tiempo de cómputo total. 
4.2.5.3 Falla trifásica 
Las pruebas de zonificación se muestran detalladamente en el anexo 1, de estas se escoge la 
mejor zonificación para la creación de los espacios de error y tiempo en la prueba de 
parametrización, las cuales se muestran en las figuras 4.100 y 4.101. 
 
Figura 4.100. Espacio de error vs parámetros C y Gamma 
0 2 4 6 8 10 12
x 10
4
0
2000
4000
6000
8000
10000
12000
14000
16000
18000
Tiempo entrenamiento Vs número de fallas de entrenamiento
T
ie
m
p
o
 e
n
tr
e
n
a
m
ie
n
to
[S
]
Número de fallas de entrenamiento
  
 
Figura 4.101. Costo computacional vs parámetros 
Tal como se nota en la prueba de 13.2kV tipo de falla 10, el espacio de error presenta un 
comportamiento similar a todas las pruebas pero el espacio del tiempo cambia su forma y se 
hace altamente costoso en casi todos los puntos del espacio, menos para algunas regiones en 
las cuales es muy rápido y los errores no son lejanos del espacio en general. El costo total de 
estas pruebas se resume en la tabla 4.22 y el anexo 1. 
926 fallas 4465 fallas 7051 fallas 
1.14 horas 79 Horas 171.9 horas 
Tabla 4.22. Tiempo espacio de parametrización vs tamaño de la base de datos 
Para la prueba de validación, se seleccionan los parámetros C = 1000 y Gamma = 20, estos 
parámetros se seleccionaron con la metodología explicada anteriormente y un lambda igual 
0.3, los resultados obtenidos se muestran en las figuras 4.102 y 4.103. 
  
 
Figura 4.102. Desempeño vs el número de fallas de entrenamiento 
 
Figura 4.103. Tiempo vs el número de fallas de entrenamiento 
De las figuras 4.102 y 4.103 se nota el bajo desempeño que presenta este tipo de fallas, 
aunque una eficiencia del 87% no es del todo mala, se esperan valores por encima del 90%; 
es evidente que el desempeño puede seguir aumentando con respecto al incremento de la 
base de datos, lo cual no implica un costo muy alto con respecto a otras pruebas. Es de gran 
importancia notar el costo computacional del entrenamiento de los modelos (figura 4.103), 
el cual es muy bajo con respecto a pruebas anteriores, esto es debido a la selección adecuada 
de los parámetros C y Gamma, con lo cual se demuestra la gran ventaja de aplicar la técnica 
de parametrización.  
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Capítulo 5 
5. Conclusiones y recomendaciones 
Con respecto al análisis de las pruebas, algoritmos y desempeños de la técnica de 
localización, se presentan las principales conclusiones, recomendaciones y trabajos futuros. 
5.1. Conclusiones generales y recomendaciones 
Las técnicas de localización de fallas son una gran herramienta para los operadores de red, 
las cuales reducen significativamente el tiempo de restauración del servicio. Sin embargo, no 
todas las técnicas presentan resultados satisfactorios y más aún si las técnicas se basan en los 
historiales de registros de fallas como las técnicas basadas en el conocimiento, debido a que 
estas necesitan de mayores ajustes y costos computacionales más altos.  
Por lo tanto, desarrollar estrategias de ajuste para mejorar el desempeño y el tiempo requerido 
por los algoritmos es bien visto. Esta es la razón por lo cual se implementó una metodología 
general para el desarrollo de un localizador de fallas basado en la máquina de soporte 
vectorial, lográndose alcanzar rendimientos adecuados y una estrategia de fácil 
implementación para el operador de la red. 
El desarrollo de una estrategia general para la localización de fallas con la máquina de soporte 
vectorial como técnica de aprendizaje, es muy importante debido a que en la literatura se han 
trabajado casos puntuales y aislados, por lo cual la reproducción e implementación de estos 
algoritmos se hace casi imposible para investigaciones futuras. Además se demuestra que el 
algoritmo aparte de alcanzar rendimientos altos, logra el ajuste y acondicionamiento de la 
metodología para reducir el costo computacional para futuras pruebas. 
Una de las mayores limitaciones de los métodos de localización basados en técnicas de 
aprendizaje de máquina son los altos costos computacionales de las pruebas, lo cual se mostró 
que es algo crítico también en este trabajo. Además del costo computacional, se muestra que 
las relaciones entre las etapas hacen que el problema tenga infinitas variaciones, las cuales 
probablemente representen cambios en el desempeño del método. Las relaciones encontradas 
en las pruebas realizadas mediante el algoritmo general presentaron desempeños aceptables, 
lastimosamente por limitaciones en el tiempo no se pudo iterar nuevamente el algoritmo, para 
así notar nuevas relaciones entre los esquemas. Aun así el algoritmo general incluye todas 
las relaciones las cuales cambian (o se pueden mantener fijas si son los mejores resultados) 
con respecto al número de iteraciones. 
La creación de estrategias por cada una de las etapas del algoritmo general, hace que la 
implementación del esquema de localización sea mucho más simple permitiéndole al 
operador, utilizar procesos en paralelo con cada etapa así se logra disminuir el tiempo en gran 
medida. Por otro lado la implementación de algoritmos separados hace que se busque con 
mayor detalle mejores resultados por cada etapa y así obtener tanto etapas claramente 
detalladas por circuito en proceso (y tipo de falla), como los mejores desempeños, lo cual 
permite la mejora total del algoritmo. 
Cada una de las etapas que se implementaron en el algoritmo general, intenta dar solución a 
un problema en particular de la técnica de localización. Cada una de éstas intenta alcanzar la 
solución óptima del problema, con algoritmos heurísticos y metaheurísticos, así se 
  
encuentran soluciones al menos de mejor calidad, con lo cual se aumenta el desempeño y se 
reduce el tiempo de cálculo.  
Uno de los principales problemas en el momento de implementación de una técnica de 
localización de fallas basadas en técnicas de aprendizaje es la base de datos, debido a que 
estas son costosas computacionalmente. Así, el uso de una base de datos de gran tamaño 
puede presentar altos desempeños (debido al volumen de información), por otro lado el costo 
puede ser demasiado alto. Por esta razón se implementó la técnica de muestreo, la cual reduce 
la cantidad de datos que se ingresan en el método con la pérdida mínima de información, 
dado que la técnica logra extraer una muestra representativa de los datos. Así, principalmente 
se reduce el costo de la metodología lo cual es aplicado en todas las etapas del algoritmo 
logrando en conjunto con todos los esquemas altos desempeños. 
En una de las etapas se implementa un algoritmo exhaustivo para la búsqueda de los 
descriptores óptimos, logrando así la mejora del algoritmo general aunque es recomendable 
la ejecución de esa etapa con cada circuito y tipo de falla. Aunque con los descriptores 
utilizados en este trabajo los desempeños son lo suficientemente altos. Por otro, lado la 
búsqueda de los esquemas del algoritmo y la propuesta de la literatura con la metaheurística 
tabú es el mejor resultado encontrado hasta el momento. 
En la etapa de la zonificación el algoritmo propuesto de explosión-implosión es una técnica 
heurística la cual presenta zonificaciones alternas a la propuesta por el usuario. En esta fase 
la propuesta del operador debe ser modificada levemente, para encontrar mejoras evidentes 
solo para la técnica de aprendizaje; lo cual se refleja en el desempeño como en el tiempo, 
mostrando la validez significativa del método. Por otro lado existe la posibilidad que el 
usuario proponga una zonificación de gran calidad, en ese caso el algoritmo propuesto pierde 
toda validez, pero eso es imposible de notar a priori, por lo tanto se debe realizar la prueba. 
Adicionalmente, la aplicación de la técnica de parametrización permite evidenciar el 
comportamiento de las constantes requeridas en el método respecto al error del método y el 
tiempo. La gran ventaja de este método es el uso del costo computacional como la variable 
de mayor interés, lográndose elegir parámetros los cuales alcancen no necesariamente el 
mejor desempeño, pero logrando mantener una relación con los costos computacionales 
razonables. La mayor limitación de esta fase es el costo requerido para la obtención de los 
resultados. Aun así los resultados muestran que la selección de los parámetros no debe 
hacerse de cualquier forma y que la utilización de distintos valores aumenta o disminuye 
tanto el tiempo como el desempeño. 
Finalmente, la fase de entrenamiento y validación muestra que el desempeño del algoritmo 
es altamente dependiente de la base de datos, lográndose obtener para cada circuito y tipo de 
falla un número estimado de datos con las cuales se puede entrenar un modelo con eficiencias 
relativamente altas y tiempos claramente establecidos. La recomendación general en esta 
etapa es debido al tamaño de las bases de datos, las cuales tienen relación directa con respecto 
a la reducción del error de localización. Se recomienda entonces la utilización de una cantidad 
de fallas mayor a la cantidad de fallas utilizadas para entrenar el mejor modelo, estas 
recomendaciones pueden llevarse a cabo para cualquier conjunto de circuitos similares de 
distribución (mismo número de nodos). 
Se recomienda iterar el algoritmo general las veces que sea necesario para alcanzar los 
desempeños deseados por el operador; también incrementar la base de datos de 
  
entrenamiento puede ayudar a mejorar estos desempeños. En este trabajo no se muestra los 
errores de localización poco graves, los cuales son debido a localizaciones vecinas, estos 
errores representan gran parte del porcentaje de error final, lo cual no es muy traumático para 
la empresa de distribución de energía. Por lo cual la empresa puede aceptar modelos que se 
encuentren con desempeños bajos con esa consigna.   
5.2. Trabajos futuros 
Según los objetivos alcanzados y el trabajo realizado se proponen los siguientes futuros 
trabajos de investigación, los cuales serán un gran aporte. 
- Analizar el comportamiento del algoritmo general bajo la localización de todos los 
tipos de falla. 
- Ampliación de la metodología para la aceptación de múltiples puntos de medición de 
los circuitos de distribución. 
- Analizar y validar la metodología general mediante la iteración sucesiva de casos de 
prueba. 
- De acuerdo a los resultados obtenidos, aumentar las bases de entrenamiento para los 
tipos de falla con peores resultados hasta alcanzar mejores desempeños, midiendo el 
costo computacional requerido respecto al cambio. 
- Analizar cómo se afecta la técnica de localización mediante la inserción de 
generación distribuida y dinámica de cargas. 
- Desarrollo de método de localización con segmentación de zonas debido a las 
regiones con mayor ocurrencia de fallas 
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6. Anexo 1. 
Las siguientes tablas y figuras resumen los resultados de los circuitos de 13.2kV y 44kV. 
6.1. Resultados zonificación 13.2kV 
Tipo de falla monofásica 
Base de datos: 861 fallas Base de datos: 4048 fallas Base de datos: 7642 fallas 
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Tipo de falla bifásica 
Base de datos: 915 fallas Base de datos: 4003 fallas Base de datos: 7480 fallas 
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Tipo de falla trifásica 
Base de datos: 758 fallas Base de datos: 4003 fallas Base de datos: 7480 fallas 
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6.2. Resultados parametrización 13.2kV 
Tipo de falla monofásica 
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6.3. Resultados entrenamiento 13.2kV 
Tipo de falla monofásica 
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6.4. Resultados zonificación 44kV 
Tipo de falla monofásica 
Base de datos: 997 fallas Base de datos: 3773 fallas Base de datos: 7642 fallas 
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Tipo de falla bifásica 
Base de datos: 912 fallas Base de datos: 4109 fallas Base de datos: 7050 fallas 
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Tipo de falla trifásica 
Base de datos: 926 fallas Base de datos: 4465 fallas Base de datos: 7050 fallas 
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6.5. Resultados parametrización 44kV 
Tipo de falla monofásica 
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6.6. Resultados entrenamiento 44kV 
Tipo de falla monofásica 
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