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ABSTRACT 
imum lift-drag ratio, L/D, (the "backside of the 
L/D curve") in order to meet heating constraints. 
This phase passes through a region of radio 
frequency "blackout" during which time ground-
based navigational aids cannot be used; it terminates 
at mesospheric altitude and supersonic velocity. 
Large range and c ross - range maneuvers can be 
made during the entry phase. The entry phase is 
matched to the terminal area and landing phase by 
a transition phase, which further decelerates the 
vehicle to subsonic velocity as altitude decreases 
to approximately 40,000 ft. Angle of attack shifts 
from the backside to the frontsideof the L/D curve 
during transition, the principal constraints being 
stability and control boundaries. Ranging control 
can be continued during this phase, although it could 
be necessary to limit or suspend" ranging in flight 
regions where attitude control is particularly diffi-
cult. The shuttle 's terminal areaand landing phase 
will be s imilar to that of standard aircraft opera-
tions, with the exception that provisions must be 
made for unpowered flight. 
Trajectory and guidance computations for the 
transition phase are complicated by the rapidly 
changing flight environment and by the interdepen-
dence of state and control. Mach number, angle-of-
attack, and air-densi ty effects are strong, and their 
ranges of values on any given transition trajectory 
are large. Whether it is used as an in-line part of 
an explicit guidance law or as a source of a pr ior i 
nominal profiles for a simplified guidance scheme, 
a fast, reliable means of generating transition flight 
paths and control his tor ies which meet engineering 
and navigational requirements will be useful. 
A numerical approach to defining optimal 
gliding t ra jector ies is presented in this paper. The 
optimization problem is made easier by simplifying 
the model of flight dynamics and by substitution of 
variables . This allows the number of state and 
adjoint var iables to be integrated to be reduced. 
Velocity is replaced by kinetic energy, and total 
energy takes the place of time as the independent 
variable. The requirement for descending to a 
part icular altitude with a given velocity allows the 
open end-time of the original problem to be replaced 
/ 
An approach to calculating optimal, gliding 
flight paths of the type associated with the space 
shuttle 's transition from entry to cruising flight is 
presented. Kinetic energy and total energy (per 
unit weight) replace velocity and t ime in the dynamic 
equations, reducing the dimension and complexity 
of the problem. The capability for treating integral 
and terminal penalties (as well as Mach number 
effects) is retained in the numerical optimization; 
hence, stability and control boundaries can be ob-
served as t rajectories to the desired final energy, 
flight path angle, and range are determined. Numer-
ical results show that the "jump" to the "front-side 
of the L/D curve" need not be made until the end 
of the transition and that the dynamic model pro-
vides a conservative range est imate. Alternatives 
for real - t ime trajectory control a re discussed. 
INTRODUCTION 
The space shuttle orb i te r ' s return from orbit 
is marked by three mission phases whose flight 
dynamics and constraints are fundamentally dif-
ferent. (Fig. 1 .) The entry phase occurs at angles 
of attack (a) greater than that required for max-
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orbit. 
Flight phases during the return from 
by fixed terminal energy, eliminating the additional 
complexity of end-point adjustment. A steepest-
descent algorithm with near-opt imal step-sizing 
rapidly minimizes a cost function consisting of 
integral and terminal penalties. The integral penal-
t ies provide phugoid damping (minimizing dynamic 
p r e s s u r e - and load factor peaks) and assure that a 
remains within stability and control boundaries. 
The terminal penalties (which are soft constraints) 
force the final state into the desired region. As is 
to be expected with any i terative solution of equa-
tions, the speed of convergence is greatly affected 
by the choice of initial control profile; however, it 
appears that a small family of start ing control 
h is tor ies will initiate convergence to an acceptable 
flight path within a few i terat ions (i.e., less than 
half a dozen). 
DEVELOPMENT OF EQUATIONS 
Transformation of Variables 
The equations of motion for the two-dimen-
sional t ra jector ies considered h e r e m a k e u s e of the 
f lat-earth approximations, on the basis that glide 
range and altitude changes during the transition 
maneuver are small compared to the ear th ' s radius 
and that velocity is decidedly sub-orbital . With the 
further assumption of an air-densi ty profile, P(H), 
which is exponential with altitude, the equations for 
velocity magnitude (V), flight path angle (y), altitude 
(H), and range (R) are 
V = - C D k e -0H VV2 - g 
and the revised set of equations is 
K = - C D k e " ' ' H ( 2 g K 3 ) 1 / 2 - (2gK)1 /2 s i ny (8 
y = C L k e " t e ( g K / 2 ) 1 / 2 - (g /2K) 1 / 2 c o s y (9 
H = ( 2 g K ) 1 / 2 s i n y 
R = tegK)1/2 cos y 
(10 
(11 
Equations (8) to (11) have no explicit depen-
dence on t ime; therefore, t ime can be replaced as 
the independent variable, and the number of equa-
tions can be reduced by one. Recent papers have 
replaced t ime by alt i tude2 and flight path angle3 to 
good effect. There is a potential difficulty in 
choosing K, Y, or H to be the independent variable, 
as there is no assurance that these quantities will 
decrease monotonically with t ime. In part icular , 
a phugoid oscillation in near-horizontal flight causes 
the t ime-rate-of-change of all these variables to 
change sign. As a consequence, it becomes neces-
sary to t ransi t singular points, and the control 
profile becomes multi-valued. There is a combina-
tion of K and H which is guaranteed to bemonotonic 
in gliding flight (although not in powered flight4). 
It is , of course, the total energy per unit weight, 
or specific total energy, 
sin y (1 E = K + H, (12 
= C L k e " 0 H V / 2 (g/V) cos y (2 which is always dissipated by the effect of aerody-namic drag. This is easily seen, because 
H = V sin y 
R V cos y 
(3 
(4 
where 0 is the inverse scale height of the atmo-
sphere , g is the average gravitational constant in 
the transit ion altitude interval, and the constant, 
k, combines reference a rea (S), vehicle mass (m), 
and reference air density (P )as 
k = 
Sp, 
m 
(5 
Angle of attack (a), is taken as the control 
var iable ; it enters the equations through the lift-
and drag coefficients ( C L and C D ) , which are also 
a rb i t r a ry functions of Mach number (M). 
The kinetic energy per unit weight is 
K = V 2 /2g, (6 
and it is seen that K can replace V in Eq. (1) to 
(4). Differentiating Eq. (6) with respect to t ime, 
K = VV/g (7 
E = K + H, 
and Eq. (8) and (10) show that 
E - - C ^ k e - f l W 3 ) 1 / 2 
(13a 
(13b 
Equation (13b) is always less than zero. The 
derivative 
d( )/dE = [d( ) /dt] /[ dE/dt] ( )' (14 
is thus well-behaved everywhere on the gliding path, 
and the differential equation for either K or H can 
be eliminated using Eq. (12) and (14). Choosing H 
to be eliminated, the differential equations of motion 
using specific total energy (E) as the independent 
variable become 
K ' = 1 + siny/Cjyz
 ( 1 5 
7' = ( - C L + cosy /M) '2C D K ( 1 6 
R' = - c o s y / C D M ( 1 7 
where 
ke - p H. K (If 
2 
and H is d e t e r m i n e d f rom Eq. (12). 
w r i t t e n a s qS /W, i . e . , t he d y n a m i c 
divided by wing loading (W/S) . 
H can a l s o be 
p r e s s u r e (q) 
E x p r e s s i n g the v e h i c l e d y n a m i c s in t e r m s of 
t o t a l ene rgy h a s s e v e r a l a d v a n t a g e s in addi t ion to 
e l imina t ing a d i f fe ren t ia l equa t ion . The t i m e to 
execu te the t r a n s i t i o n m a n e u v e r i s i nconsequen t i a l ; 
given a se t of in i t i a l cond i t ions on V, 7, H, and R, 
the m a n e u v e r m u s t be defined to m a t c h f inal cond i -
t ions on the s a m e v a r i a b l e s , sub jec t to c o n s t r a i n t s 
which a r e funct ions of t h e s t a t e and c o n t r o l . V and 
H a r e combined in E; hence , the runn ing i n t e r v a l 
[ E , E j ] i s fixed and we l l -de f ined . C o n t r o l h i s t o r i e s 
and ga ins a r e then compu ted a s funct ions of e n e r g y 
r a t h e r than t i m e - t o - g o . T h i s i n t r o d u c e s a feedback 
r e l a t i o n s h i p be tween the v e h i c l e ' s s t a t e and con t ro l , 
and it e l i m i n a t e s the p r o b l e m of runn ing out of ga in s 
and nomina l c o n t r o l p ro f i l e if t i m e - t o - go i s exceeded 
be fo re the t e r m i n a l flight condi t ion i s r e a c h e d (for 
in fo rmat ion , t i m e - t o - g o can be c a l c u l a t e d us ing Eq. 
(13b), s ince dt = d E / E ) . A f inal advan tage i s tha t 
the p a r t i a l d e r i v a t i v e s n e c e s s a r y to d e s c r i b e p e r -
tu rba t ions about a g iven t r a j e c t o r y a r e s i m p l e r and 
fewer in n u m b e r ( s ee following s e c t i o n s ) . 
Equa t ions (6), (12) and (15-17) c o r r e s p o n d 
exac t ly to Eq . (1-4) ; f u r t h e r s i m p l i f i c a t i o n s can be 
m a d e for t r a n s i t i o n t r a j e c t o r i e s . It i s o b s e r v e d 
tha t flight pa th angle r a t e s a r e neg l ig ib l e , i . e . , t ha t 
load fac tor i s c l o s e to 1 du r ing the t r a n s i t i o n . l 
A s s u m i n g tha t 7 = 0 l e a d s to 7 ' = 0. The a l g e b r a i c 
solut ion to Eq . (16) i s then 
cosV = C H (19 
and the n u m b e r of equa t ions t o be i n t e g r a t e d i s 
r e d u c e d to 2. A l t e rna t i ve ly , the flight pa th angle 
can be a s s u m e d s m a l l d u r i n g the t r a n s i t i o n , 1 l ead ing 
to a t h i r d - o r d e r s y s t e m with c o s 7=1 and s in 7 s 
7. Both s i m p l i f i c a t i o n s a r e e x a m i n e d f u r t h e r , and 
the op t imiza t ion con t inues with the l a t t e r a p p r o x i -
ma t ion . 
Second- and T h i r d - O r d e r Dynamic Mode ls 
With neg l ig ib le 7 r a t e s , Eq . (19) app l i e s , and 
the d y n a m i c a l equa t ions (for 7 ^ 0 ) a r e 
2 2 V 2 
K ' = I T (1 - C L ^ ) / CDM (20 
R ' = - C L / C D (21 
The s i m p l i c i t y of the r a n g e equat ion p r o v i d e s 
a we l l -known r e s u l t for g l id ing flight, n a m e l y tha t 
gl ide r a n g e be tween two e n e r g y - s t a t e s i s m a x i m i z e d 
by flying at L / D 
m a x ' 
E„ 
T h i s i s e a s i l y s een , s i nce 
R = r 
E 
•
C L / C D > 
dE E > 
o 
E„ (22 
The i n t e g r a l i s m a x i m i z e d when t h e i n t e g r a n d 
i s m i n i m i z e d , which o c c u r s at L / D „ . T h i s r e s u l t 
depends not on s m a l l 7 bu t on neg l ig ib l e 7, and i t 
CT and C_. to be funct ions of M as we l l a s a l lows 
a. ' L D 
K In o r d e r to s tudy o p t i m a l p a t h s , it i s n e c e s s a r y 
to find the s e n s i t i v i t y of the s t a t e equa t ions to s m a l l 
v a r i a t i o n s in K, R, and a. Neg lec t ing C . and C_. 
L M u 
the t h r e e n o n - z e r o p a r t i a l d e r i v a t i v e s a r e 
M 
5 K ' 
da ( C ^ ) 
' D 
M C D C L C L (1 
2 9 C ^ /U )C D. 
(1 C L V ) 1/2 
S R ' / C D C I ^ ' C L C D q 
-D 
9 K ' . 
3K 
w h e r e 
' K 
2, -i 
K 
1 - C L * ( 1 - n ) 
(i - cT V ) 1 / 2 
n ( e + i/K) 
(23 
(24 
(25 
(96 
T h e s e d e r i v a t i v e s a r e w e l l - p o s e d for s m a l l 
p e r t u r b a t i o n s about gliding flight p a t h s , with one 
excep t ion : the d e n o m i n a t o r of Eq. (23) and Eq . (25) 
can l ead to difficulty. The denomina to r i s ac tua l ly 
s in 7 ; h e n c e t h e p a r t i a l s of K' b e c o m e infini te in 
h o r i z o n t a l fl ight. When C-^n > 1, Eq. (19) i s no 
l o n g e r va l id , and the d e n o m i n a t o r b e c o m e s the 
s q u a r e roo t of a nega t i ve n u m b e r . It i s l ikely tha t 
both di f f icul t ies wi l l be e n c o u n t e r e d in a n u m e r i c a l 
o p t i m i z a t i o n - if not on the op t ima l pa th , on a 
p r e v i o u s i t e r a t i o n . F o r t h e s e r e a s o n s , the s e c o n d -
o r d e r m o d e l wi l l not be p u r s u e d ; howeve r , i t i s 
i n t e r e s t i n g to no te tha t for p l a n a r , gl iding t r a j e c -
t o r i e s without i n t e g r a l o r t e r m i n a l - r a n g e p e n a l t i e s , 
t he e q u a t i o n s r e q u i r e d for op t imiza t ion ( s ee nex t 
s ec t i on ) a r e s c a l a r . With a t e r m i n a l - r a n g e pena l ty , 
t he r a n g e adjoint v a r i a b l e i s n o n - z e r o but cons t an t , 
l eav ing a s ing le d i f fe ren t ia l equat ion to be so lved 
for the k i n e t i c e n e r g y adjoint v a r i a b l e and a t w o -
c o m p o n e n t c o n t r o l c o r r e c t i o n . The convent ional 
a s s u m p t i o n of a " p a r a b o l i c d r a g p o l a r " ( C L l i n e a r 
in a, Crj q u a d r a t i c in C L ) s imp l i f i e s Eq . (20-25) 
f u r t h e r , a l though the a s s u m p t i o n i s va l id only for 
s u b s o n i c flight. , 
In the second app rox ima t ion , the r a t e - o f -
change of flight pa th angle i s not l im i t ed , but 7 i s 
a s s u m e d s m a l l . E q u a t i o n s (15-17) can be e x p r e s s e d 
a s the v e c t o r equat ion 
w h e r e x . 
x_' = U x , a) 
K, x 2 = 7, x 3 = R, and 
f l = ! + W 
f 2 = ( _ C L + 1 / M ) / 2 C D x 1 
(27 
(28 
(29 
(30 
Equa t ion (30) shows tha t C D K the d r a g d e c e l -
e r a t i o n , m u s t be m i n i m i z e d to m a x i m i z e r a n g e . 
Again a s s u m i n g tha t C L and C D a r e neg l ig ib le , 
7 of the 12 p a r t i a l d e r i v a t i v e s with r e s p e c t to x 
and a a r e n o n - z e r o . They a r e 
3 
fx = - x 2 ( e +. l / x ^ / C j y i 
f l = I / C D " 
•(31 
(3 2 
Having obta ined a t r a j e c t o r y f rom Eq . (27) 
with an in i t i a l c o n t r o l p r o f i l e , a ( E ) , the a n g l e - o f - a t -
t ack h i s t o r y i s i m p r o v e d on succeed ing i t e r a t i o n s 
by the p e r t u r b a t i o n 
fior(E) = - c(=£a + ±TLar (4.1 
f2 = [ C L - ( 2 + BXj)//*] / 2 C D X I : 
f3 = ( 3 + l / x 1 ) / C D / u 
f l = " X 2 C D ' C D " 
(33 
(34 
(3 5 
f2 = [ ' C L + °D (CL" V V C D I /2CDX1 <36 
a a 
f 3 = C D ' C D " 
a a 
(3 7 
T h e p r i n c i p a l v i r t u e s of the s m a l l - a n g l e a p -
p r o x i m a t i o n a r e computa t iona l , in tha t the n u m b e r 
of p a r t i a l d e r i v a t i v e s i s r e d u c e d , and t h e r e a r e no 
t r i g o n o m e t r i c funct ions o r s q u a r e r o o t s t o be e v a l u -
a ted . T h e s e a t t r i b u t e s , p l u s t he co inc idence of 
s i m i l a r t e r m s in Eq . (28-37) , m a k e the t h i r d - o r d e r 
m o d e l h a r d l y m o r e complex than t h e s e c o n d - o r d e r 
m o d e l . With r a n g e open, t h e s t a t e d i m e n s i o n i s 
two . A t e r m i n a l - r a n g e pena l ty i n c r e a s e s the s t a t e 
d i m e n s i o n to 3, but the r a n g e adjoint v a r i a b l e i s 
aga in cons t an t , l eav ing two adjoint v a r i a b l e s t o be 
e v a l u a t e d by n u m e r i c a l i n t e g r a t i o n . 
O p t i m i z a t i o n Us ing the T h i r d - O r d e r Mode l 
It i s d e s i r e d to m i n i m i z e a c o s t function 
c o n s i s t i n g of t e r m i n a l and i n t e g r a l p e n a l t i e s , s u b -
j e c t t o the dynamic c o n s t r a i n t of Eq . (27). T h e 
a u g m e n t e d cos t function, J , for fixed end condi t ion 
J = ( x f - x D ) T Q ( x f - x D ) . 
E* 
U ( x , a ) + X T [ n x , a ) - x ' ] } d E , E Q > E f (38 
E 
o 
w h e r e Q i s a cons tan t , d iagona l m a t r i x weight ing 
t h e s q u a r e d - e r r o r be tween a c h i e v e d - and d e s i r e d 
f inal s t a t e , £ i s a pena l ty function whose i n t e g r a l 
m u s t be m i n i m i z e d , and _X i s the v e c t o r adjoint of 
x. T h e s t a t e v e c t o r i s a function of E th rough Eq . 
(27) , while_X(E) i s found f r o m 
X ' ( E ) = - f T ( E ) \ ( E ) T (39 
wi th 
_A(Ef) 2S ( * f " * D > (40 
w h e r e e i s a n e a r - o p t i m a l s t e p - s i z e obta ined by a 
o n e - d i m e n s i o n a l s e a r c h of J (e ) . A q u a d r a t i c a p p r o x -
ima t ion , J l e ) , i s found by eva lua t ing the c o s t s of 
t h r e e t r a j e c t o r i e s wi th c o n t r o l p r o f i l e s a 0 ( E ) , a (E) 
+ e Q 6a(E) , and « 0 ( E ) + 2e 0 6«(E) . The i t e r a t i o n i s 
c o m p l e t e d b y j i h o o s i n g the e which m i n i m i z e s the 
v a r i a t i o n of J with r e s p e c t to e . Addi t ional t e s t 
t r a j e c t o r i e s a r e c o m p u t e d if i t i s a p p a r e n t tha t a 
s ign i f ican t i m p r o v e m e n t can be m a d e , e .g . , if 
f (nun J ) > 2e . 
Although t e r m i n a l - r a n g e c o r r e c t i o n s a r e 
m o s t r e a d i l y m a d e by v a r y i n g a dur ing the e a r l y 
p o r t i o n of the t r a j e c t o r y , i t i s found tha t no c o m b i n a -
t ion of pena l ty we igh t s p r o v i d e s t h i s obvious con t ro l 
c o r r e c t i o n . Equa t ion (41) t e n d s to r e a c h i t s l a r g e s t 
v a l u e s in the l a t t e r p o r t i o n of the flight. A s i m p l e 
a r t i f i c e which r e t a i n s the e s s e n t i a l i n g r e d i e n t s of 
the s t e e p e s t - d e s c e n t a l g o r i t h m o v e r c o m e s the 
p r o b l e m . On the f i r s t one o r two i t e r a t i o n s 
(depending on t e r m i n a l - r a n g e e r r o r ) , t h e s t e p - s i z e , 
e 0 , i s mu l t i p l i ed by a r a m p function, which equa l s 
1 at E_ and 0 at E x hence* the c o r r e c t i o n s a r e 
a t t enua ted a s the t e r m i n a l point i s app roached . The 
r a m p weight ing a l lows l a r g e c h a n g e s in r a n g e with 
l i t t l e change in t e r m i n a l V and y, which a r e p r i -
m a r i l y d e t e r m i n e d by the c o n t r o l p ro f i l e in the 
l a t t e r p o r t i o n of t h e flight. 
The i n t e g r a l pena l ty function C£) con ta ins 
t e r m s which e n f o r c e c o n t r o l b o u n d a r i e s and which 
i n t r o d u c e t r a j e c t o r y damping . Ang le -o f - a t t a ck 
b o u n d a r i e s i m p o s e d by e l e v a t o r " c o n t r o l p o w e r " 
and e m b e d d e d r e g i o n s of ins t ab i l i t y which a r e 
funct ions of Mach n u m b e r have been c o n s i d e r e d 
p r e v i o u s l y . 1 In the p r e s e n t p a p e r , t he a - p e n a l t y 
i s s i m p l y 
c Aa - a^) 
c 2 ( a- a2) 
a < a 1 
a s o ^ f f j (42 
a > o/r 
with a* and Q , chosen as 3° and 50° r e s p e c t i v e l y 
( c j ana C2 m u s t be nega t ive for the e n e r g y i n t e g r a l 
of =d to be p o s i t i v e ) . The u p p e r l i m i t roughly 
c o r r e s p o n d s to the h i g h e s t h y p e r s o n i c t r i m ang le -
of- a t t ack l ike ly to be ob ta ined for a d e l t a - w i n g s p a c e 
s h u t t l e with n e g a t i v e - m a x i m u m elevon def lec t ion . 
T h e t r i m l i m i t i s s e n s i t i v e t o c e n t e r - o f - g r a v i t y 
loca t ion and could be s h a r p l y r e d u c e d by aft m o v e -
m e n t of the e .g . ; i t a l s o d e c r e a s e s with d e c r e a s i n g 
M. T h e 3 ° - l i m i t i s a r b i t r a r i l y chosen t o m a i n t a i n 
p o s i t i v e load f a c t o r . £\ i s a c a d e m i c for the n u m e r -
i c a l r e s u l t s which follow. It c o m e s in to p lay du r ing 
n u m e r i c a l i t e r a t i o n , but none of t h e o p t i m a l p r o f i l e s 
p r e s e n t e d h e r e follow a c o n t r o l bounda ry . 
Phugo id o sc i l l a t i on , which r e s u l t s f r o m a 
l ight ly d a m p e d i n t e r c h a n g e of k i n e t i c - and po ten t i a l 
e n e r g y , 5 l e a d s to load f ac to r and d y n a m i c p r e s s u r e 
4 
overshoots, as well as y and pitch attitude (0.) 
oscillation. The oscillation is forced by the continu-
ally changing flight condition; it can be reduced only 
by a varying a(which may occur somewhat automati-
cally in planar cases by redefining the control 
variable to be 6 = Y-a, as in Ref. 6). Penalties on 
load factor, y, or dynamic pressure can be employed 
to reduce the phugoid oscillation. 
Load factor and y penalties are closely re-
lated. The load factor is a function of both Ci and 
Crj, while (from Eq. (2)), Y is a function only of 
CL . Analogously, a penalty on y'2 using Eq. (29) 
can be formed. The penalty has been used with 
some success, principally because it is a function 
of both the state and the control. 
Dynamic pressure (q) is less successful in 
providing trajectory damping, because it is an 
implicit function of the control. The dynamic 
pressure can be expressed as 
1
 v2 
q = — p V 
2 
= p g x r (43 
and it is clear that q is an explicit function of the 
state only. Similar difficulties with state constraints 
can be solved by differentiating the constraint with 
respect to the independent variable until the control 
appears.7 For dynamic pressure, a single differen-
tiation is sufficient, as 
q' = q (p x x ' + p ' x ^ 
= ql( 9Xl+ l)f r pxx] (44 
and f\ is a function of a through Crj (Eq. (28)). 
Equation (44) shows that the q' penalty is primarily 
a kinetic energy rate (x^) penalty which is weighted 
by air density. The y' penalty damps angular 
orientation of the velocity vector, while the q' 
penalty provides kinetic energy damping. The latter 
has been found to be more effective, and the trajec-
tory damping penalty function used here is 
a£2 = C g q ' , c g < 0, (45 
with the partial derivatives 
=2
 2
 =
 ^ W ' l O + l ' * 1 ) [ ( | 3 x 1 + 1) f j - P x J 
x l 
+ [ g ( f r 1) + ( p x j + l)f1 ] } . <46 
X l 
=£„ = 2 c „ q q ' ( e x 1 + l) f, ( 4 7 
APPLICATION TO SPACE SHUTTLE TRANSITION 
The numerical results presented in this sec-
tion demonstrate a variety of planar transition 
trajectories for a delta-winged configuration of the 
space shuttleorbiter.8 Thevehicle has a maximum 
hypersonic L/D of 2.1, which occurs at a = 13.8°, 
and a subsonic L / D m a x of 4.3 (a = 8.4°); the wing 
loading is 49 psf. The nominal starting point for 
these trajectories occurs at an altitude of 150,000 
ft and a velocity of 8,000 fps, corresponding to a 
specific total energy of 1.15x106 ft; the nominal 
terminal point at 40,000 ft altitude and 870 fps 
velocity (M = .9) yields a specific total energy of 
5.18X104 ft. At the beginning of the transition 
trajectory, kinetic energy makes the larger contri-
bution to total energy, whereas potential energy is 
the larger contributor at the end point. Flight is 
nominally horizontal at the start and ends with a 
flight path angle of -18°, which is representative 
of the equilibrium angle during the terminal area 
glide. 
These results show the detailed effects of 
range control, a comparison of the flat-earth trajec-
tories with round-earth paths, and variations due 
to changes in initial conditions. A convergence 
example is presented with a discussion of the 
feasibility of "real-time" optimization. It will be 
shown that the "jump" to the "front-side of the L/D 
curve" need not be made until the very end of the 
transition, that the dynamic model provides a con-
servative range estimate, and that the present 
formulation suggests several alternatives for real-
time trajectory control. 
Trajectories to a Given Range 
This section concentrates on the numerical 
results achieved for five terminal-ranges, which 
are bounded by the L / D ^ ^ case at the upper end 
and by a maximum load factor of 3 "g1 s'^approxi-
mate) at the lower end. Terminal range varies from 
250 nmi to 402 nmi for these cases, all of which 
have the same initial and final specific energy. 
The 350 nmi case closely approximates the range-
open optimum. It will be seen that the phugoid 
oscillation is not entirely eliminated by the dynamic 
pressure-rate penalty - a point of diminishing 
returns was inevitably reached in the iterative 
process. Because the phugoid is a natural mode 
of response, it is put to good use matching initial 
and final conditions. Furthermore, with the excep-
tion of the L / D m a x case, the maximum dynamic 
pressure peaks never exceed 234 psf, hardly more 
than the 190 psf of the nominal terminal condition 
and not a constraining factor for structure or 
control. 
These trajectories are summarized in Fig. 
2, which presents the variation of velocity with 
altitude. The H-V profile is a direct indication of 
the energy distribution on the transition flight paths. 
While flight at L / D m a x is generally considered to 
provide a smooth dynamic environment, it evidences 
the largest phugoid oscillations and dynamic over-
pressures of this section, largely due to the initial 
flight condition. The initial condition is not matched 
to an equilibrium glide, and the vehicle falls into a 
maximum q of 425 psf. A brief pitch-up at the 
beginning of the transition phase absorbs the oscilla-
tion and provides a flight path with a maximum q 
of. 234 psf, losing 7 nmi of range in the process. 
The 402 nmi range of the L /D m a x case could not 
be improved upon in the numerical optimization. 
Comparison of the five trajectory profiles with the 
constant-q curves plotted in Fig. 2 illustrates the 
general result that increasing range corresponds 
to increasing q, while the intersections with con-
stant-E curves show the corresponding result that 
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16 
12 -
i 
o 2 8 
x 
t 
350 nmi. Range 
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VELOCITY, FPSx 10 •3 
Figure 2. Altitude-velocity profiles for t rajectories 
to severa l te rminal ranges. Initial-and final specific 
energies are fixed for these 5 cases . Phugoid 
oscillations cause dynamic p re s su re peaks. Range 
increases correspond to higher dynamic p re s su re . 
(ignoring the phugoid mode) long-range t ra jector ies 
have proportionately higher kinetic energy at a given 
specific energy level. One sees evidence
 m of the 
"zoom-cl imb/zoom-dive" and maximum-E seg-
ments which ar i se from analytic solutions for s im-
i lar cases , 2 although the effects of finite y rate-of-
change and fixed terminal range cannot be ignored. 
The H-V t ra jec tor ies converge to s imilar profiles 
near the end point, suggesting that the optimal 
te rminal transit ion maneuvers are relatively 
independent of range. 
That terminal state and control h is tor ies are 
s imi la r is verified by Fig. 3, 4, 6 and 7. The L/ D 
J 6
 ' max 
case is not constrained to a par t icular terminal 
flight condition (other than identical specific 
energy); hence the terminal velocity i s 50 fps lower 
and the altitude is 1300 ft higher than nominal. 
The maximum terminal variation from nominal for 
the remaining four cases is less than 1/6 of these 
numbers , while the average variation is consider-
ably l e s s . 
Figure 3, which presents a and Q as functions 
of E, i l lus t ra tes the large initial separation in angles 
for differing te rmina l - ranges and the convergence 
on s imi la r profiles as the end point comes near . 
Notice in par t icular that a i s virtually always grea ter 
than the a required for L / D m a x ( F i g . (3a)) and that 
abrupt changes in 9 (Fig. 3(b)) occur near E = 105 
ft, corresponding to an M of about 1.2 and altitudes 
of 75,000 - 80,000 ft. The phugoid oscillation is 
generally apparent in 9 but not a; because 7 = 9 -
a, it i s seen in flight path angle as well. The two 
shor tes t range cases require high a at the s tar t of 
t ransi t ion to dissipate specific energy and shorten 
the range. Figure 4(b) shows that maximum load 
factors are associated with the range adjustment 
ear ly in the transit ion, a re close to 1 for a large 
portion of this mission phase, and show an increase 
associated with the terminal pull-up to the desired 
flight path angle ( 7 reaches a minimum of -21.3°). 
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b) Pitch Angle 
Figure 3. Angle of attack (a) and pitch angle (9) 
as functions of the specific energy (E) for several 
terminal ranges, a remains on the "back side of 
the L/D curve" for all cases . 
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b) Load Factor 
Figure 4. Dynamic p r e s su re (q) and load factor 
("g's") as functions of E for several terminal 
ranges . The greates t q excursions occur for flight 
at L/D , due to non-equilibrium starting 
.... max 
conditions. 
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Figure 5. The relationship between the logarithm 
of specific energy (E) and time is nearly linear, 
with the slope determined by final range. 
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Figure 7. Angle of attack (a) vs. Mach number (M) 
for several terminal ranges. Stability boundaries 
are typical. 
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b) Drag Coefficient 
Figure 6. Lift-drag ra t io(L/D) and drag coefficient 
(CD) as functions of E for several terminal ranges. 
Drag modulation is seen to be the principal means 
of range adjustment. 
The qualitative relationship between specific 
energy and time, is simple: the logarithm of E 
decreases nearly linearly with t ime, and the approx-
imate slope is a function of the final range. Figure 
5 i l lustrates the prec ise relationship, which contains 
some oscillation as well as a small mean curvature. 
Figure 6 shows that the principal means of 
adjusting range is in modulation of the drag coeffi-
cient (CD). The lift-drag ratio changes with CJJ 
and is instrumental in maintaining a smooth flight 
path. To this extent, the shape of the Crj . profile 
is determined by L/D modulation; however, the 
average magnitude of Crj is a more significant 
function of desired final range than is L/D. 
A plot of a vs . M (Fig. 7) again shows that 
there is no important requirement for flight on the 
front side of the L/D curve. Flight at lower a 
requires higher q, a condition to be avoided if 
dynamic p re s su re peaks are a major concern. As 
shown previously,1 the final reduction in a to the 
t r im-gl ide angle occurs at nearly constant, subsonic 
M. Mach number actually decreases to .85 before 
taking its final value of .9. The a-M plot finds i ts 
greatest use in defining the stability and control 
environment, as both parameters have strong ef-
fects on vehicle aerodynamics. Typical boundaries 
along which short-period and Dutch roll modes of 
longitudinal and lateral-direct ional angular motion5 
become statically unstable are superimposed on Fig. 
7. Thecv-M profiles are shown to avoid longitudinal 
instability, but flight in a region of l a t e r a l -d i r ec -
tional instability is unavoidable for M above 2 to 
3. Stability augmentation is therefore required for 
the la teral-direct ional mode. 
E r r o r s Due to the Simplified Dynamic Model 
Elimination of the round-earth t e r m s in the 
equations of motion and the small y assumption lead 
to e r r o r s in trajectory computation. Ignoring cen-
trifugal force effectively reduces the lift on the 
vehicle, causing pess imis t ic es t imates of range (too 
short) and dynamic p re s su re (too high). Gravita-
tional acceleration is overestimated at the beginning 
of the t rajectory and underestimated at the end; 
however, the altitude span is not large, and this 
simplification has smal l effect. Range is overes t i -
mated by neglecting the ear th ' s curvature. The V 
assumption leads to an overestimate of gravitational 
effects on K' and 7', while the range calculation is 
increased by assuming a horizontal velocity vector . 
The over-r iding effect is the lack of centrif-
ugal force. A comparison of the simplified calcula-
tions with a round-earth model which neglects 
oblateness and rotational effects shows range 
7 
increases of 3% to 5% for ranges of 250 to 402 nmi 
for the lat ter , while maximum dynamic p ressu re 
is reduced from 0% to 16%. Both e r r o r s are 
conservative, as the actual trajectory is flown with 
lighter aerodynamic loads, and the terminal- range 
is reached with excess specific energy. Restoring 
centrifugal force to the equations would correc t the 
principal e r r o r and cause small additional 
complexity. A pragmatic approach would be to bias 
the target range. 
Initial Condition Effects 
Two kinds of initial condition effects a re 
considered: those which are accounted for by 
recomputation of the optimal control and those 
which are not. In both cases the control is a function 
of E; hence, there is feedback of altitude and 
velocity, and terminal V, y, and H are close to the 
desired values. The pr imary difference is whether 
or not range is controlled. This difference is 
reflected in the early control history, and, there -
fore, in the most significant q peak. 
A variation in initial velocity with range 
controlled to 350 nmi has counter-intuitive effects 
on load factor and dynamic p r e s su re . Variations 
of +j>00 fps have small effect on maximum load 
factor, but the result is an increase for both positive 
and negative variat ions. The negative variation 
causes a substantial increase in maximum q, while 
the positive variation shows reduced q. These 
resul ts can be attributed to the phase of the phugoid 
oscillation induced by range control. Lower initial 
velocity leads to lower E 0 , causing the vehicle to 
fly at lower a to s t re tch the range. As shown by 
Fig. 8, the loss of lift causes H to drop and q to 
r i se . The opposite is t rue when there is excess 
energy. 
160 
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Figure 8. The effect of initial velocity on flight 
paths to 350 nmi final range. Low initial velocity 
causes descent to lower altitude, increasing dynamic 
p r e s su re . 
Flight path angle variation (with range con-
trolled) has an equally interesting effect. Raising 
the initial y provides ballist ic lengthening of the 
t ra jectory. Angle of attack increases to shorten 
the range, and maximum q is reduced. 
Results obtained with initial state variations 
and a single nea r -op t ima la -E profile for 350 nmi 
final range are summarized in Table I. The effects 
of the initial variations are computed for the round-
earth model. The table shows that final V and y 
are virtually insensitive to the initial variat ions, 
and Hf sensitivity is small . Scheduling a as a 
function of E (and thus H and V) provides effective 
closed-loop control of the terminal altitude and 
velocity vector. The same cannot be said for final 
range, which shows small changes with initial alti-
tude variation, moderate change with y, and large 
change with V (which, in this case, represents a 
large change in E 0 ) . The increase in maximum 
load factor is greatest with the -T variation, and 
the +y variation provides a 40% increase in maximum 
q-
Case fps deg 
Nominal (Flat-Earth) 868 -18.2 40052 350.1 
Nominal (Round-Earth) 854 -16.5 40458 366. 
+500 fps 854 -16.5 40449 405.6 
-500 fps 854 -16.5 40465 327.9 
+3° 854 -16.5 40464 383.4 
-3° 855 -16.7 40569 348.1 
+5000 ft 853 -16.5 40466 368.7 
-5000 ft 854 -16.5 40468 363.1 
q 
max 
psf 
171 
152 
120 
157 
211 
201 
172 
182 
Load 
factor 
1.47 
1.46 
1.44 
1.48 
1.59 
1.66 
1.36 
1.64 
E , 
° B ftxIO " 
1. 15 
1.16 
1.29 
1.04 
1.16 
1.16 
1.16 
1. 15 
:
 Excluding end points 
Table I. Effects of initial condition variations on 
a 350 nmi transition trajectory. 
Real-Time Applications 
The alternatives available for " rea l - t ime" 
optimal t ra jectory control fall into three catego-
r ies : on-line solution of the two-point boundary-
value problem, linearization about a nominal flight 
path to obtain optimal feedback gains, and dynamic 
programming. The present investigation was moti-
vated by the first alternative but could be useful 
for the remaining two alternatives as well. In any 
case, a pract ical guidance scheme must include a 
cross- ranging capability, which is not studied here . 
Solving the two-point boundary value problem, 
e.g., the trajectory and optimization equations of-
fered in this paper, is a formidable task even with 
a ground-based general purpose computer; how-
ever, the possibility should not be dismissed without 
study, for the flexibility that this approach offers 
is ext reme. It is reasonable to assume that only 
one or two full solutions would be required during 
the flight as ameans of improving the nominal flight 
path and control for a perturbation guidance law. 
Nevertheless , integrations along the flight path 
must be fast, and the process must converge re l i -
ably within a few i terat ions. 
The program which computed this paper ' s 
numer ica l resul ts was not "s t reamlined" for use 
in a flight computer, but it gives some indication 
of what might be expected in a rea l - t ime environ-
ment. Using a variable-energy integration step and 
single-precision ari thmetic, about 100 Runge-Kutta 
steps were used for each state and adjoint integra-
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tion. Near-optimal control-step adjustment 
required the evaluation of three state his tor ies and 
one adjoint history for each iteration. Fast conver-
gence is dependent on taking anear-opt imal control 
step on each iteration, and the size of the best step 
is not easily predicted from the previous iteration. 
There is no question that starting control profiles, 
control steps, penalty weights, and adjustment rules 
must be chosen carefully for fast, reliable conver-
gence; however, convergence of the sort i l lustrated 
in Table II has been obtained foranumberof cases . 
The starting profile had V, y, and R e r r o r s of 35 
fps, 2.7°, and 16 nmi, with q m a = 181 psf; after 
two iterations, the e r r o r s were 2 fps, .3°, and .04 
nmi, with q 
m a x 
Velocity 
Iteration cost 
157 psf. 
y Range 
cost cost 
985. 
q1 Total 
cost cost 
8.8 .4 . 8.5 1002. 
8.5 .4 .01 3.64 12.6 
.02 .004 .0006 3.66 3.69 
.004 .007 .0008 3.67 3.68 
Step 
< 6a„ trt> size 
4645. 
239. 42. 
. 6 4 .7 
.08 6.4 
Table II, Convergence example for 350 nmi final 
range. The inner product, <8a, 6a>, is a measure 
of the proximity to an extremal path. 
The energy formulation is amenable to neigh-
boring-extremal linearization, which allows op-
timal feedback gains to be computed for control 
about a nominal path. 7 The gains for K(E),T(E), 
and R(E) are obtained by evaluating a 3x3 matr ix 
Riccati equation. Although the dimension of this 
equation is not large, there are a large number of 
coefficients to be evaluated, many of which are more 
complex than the coefficients of the original non-
linear equations; hence, the "ideal" combination of 
computing an optimal trajectory onboard followed 
by calculation of optimal feedback gains appears 
impractical . Pre-computed gains scheduled against 
specific energy would be a better solution, espe-
cially since a should remain above the a for L / D m a x 
during the largest par t of the transition. 
A family of optimal transition t ra jec tor ies 
constitutes an autonomous field of extremals which 
can be used for nonlinear feedback control. The 
theory of dynamic programming1 0 proves that there 
is a unique optimal control variable associated with 
each point in the extremal field, in this case defined 
byK (or V), y, R and E; hence, a can be pre-computed 
as an optimal function of these variables and stored 
within the flight computer. A table-lookup algorithm 
then provides the nonlinear feedback control law. 
The present resul ts suggest that a two - parameter 
table, in which the guidance command, « Q , is a 
function only of E and range-to-go ( R / - Q = Rf - R), 
may be sufficient. 
Figure 9 i l lus t ra tes a planar guidance concept 
in which a „ ( E , R / - Q ) is supplemented by dynamic 
p re s su re rate damping to make up for the missing 
Figure 9. Block diagram of dynamic programming 
approach to planar guidance (inner loops of flight 
control system not shown). The guidance command, 
otQ, is a function of specific energy (E) and range- to-
go (R G Q ) . 
state variables in the nonlinear function. The 
dynamic p ressu re rate can be derived from Eq. (44) 
and is , therefore, a function of K and y. The 
y-dependence can be eliminated by using Eq. (7) 
and (13b) instead of Eq. (28#) to find f,, introducing 
a requirement to measure V. 
Figure 10 i l lustrates (in perspective) the 
guidance function, «Q(E ,RQQ) ,wh ich is derived from 
the optimal t rajector ies presented in Fig. 2 to 7. 
Choosing a to lie on the guidance surface resul ts 
W U G O . N ^ 0 
Figure 10. Guidance function, « G ( E , R G Q ) , for the 
planar case. 
in a near-opt imal trajectory to the end-point, one 
which yields the desired V, Y, H, and R at the 
beginning of terminal a rea maneuvering, while mini-
mizing dynamic p re s su re rate-of-change. The 
"shadow" of the surface converges as the final range 
is approached. Ranging control is effectively t e r m i -
nated in this example several nmi from the end point; 
the surface becomes a line independent of R Q O i n 
order to provide a good match to the desired Vf, 
7„, and H„. 
Table Til presents some resul ts of applying 
the guidance function of Fig. 10 with several initial 
9 
Ini t ial 
Cond i t ions 
Nomina l 
+500 fps 
-500 fps 
+3° 
-3° 
+5000 ft 
-5000 ft 
V f 
fps 
84 6 
84 7 
845 
846 
846 
846 
84 7 
deg 
- 1 5 . 9 
- 1 6 . 0 
- 1 6 . 3 
- 1 6 . 0 
- 1 5 . 9 
- 1 6 . 0 
- 1 6 . 0 
H f . 
ft 
40627 
40645 
4 0 6 7 : 
40660 
40653 
40658 
40652 
R f . 
n m i 
3 5 0 . 0 
3 5 0 . 0 
349 . 9 
3 5 0 . 0 
3 5 0 . 0 
3 5 0 . 0 
3 5 0 . 0 
q 
m a x 
psf 
135 
115 
180 
127 
188 
138 
134 
Load 
f ac to r 
1.32 
1.43 
1.62 
1 .31 
1.46 
1.32 
1.31 
^Excluding end points 
Table III. Trajectories to 350 nmi final range 
using dynamic programming guidance function. 
conditions. No t rajectory damping is usedonthese 
round-earth paths to a 350-nmi final range. End-
point convergence is seen to be very good, and 
dynamic p r e s s u r e - and load factor peaks (which 
could be reduced with trajectory damping) are not 
excessive. 
CONCLUSIONS 
The planar gliding path of a space shuttle 
orbiter (or other aircraft) has been shown to be 
readily described as a function of specific energy 
ra ther than t ime. Transforming the independent 
variable reduces the order of the trajectory 
problem, and introducing kinetic energy as a state 
variable yields further simplification. The change 
of var iables provides a fixed end-point for the 
transit ion t ra jectory without res t r ic t ing the final 
t ime, a decided asset for flight path optimization. 
As presented, the equations also are applicable to 
te rminal a rea maneuvering and landing approach 
(although only the space shuttle 's t ransit ion phase 
has been investigated); the equations could be ex-
tended to hypersonic entry with little difficulty. 
Trajectory optimization by the s teepest-
descent method has provided typical resul ts for a 
delta-wing orbiter configuration. The problem of 
phugoid oscillation has been reduced by defining a 
t ra jectory damping integral penalty function which 
is quadratic in the rate-of-change of dynamic p r e s -
sure . The t ra jec tor ies a re shown to occur almost 
entirely on the "back side of the L/D curve," 
avoiding the high dynamic p r e s s u r e s associated with 
low C. . 
The choice of specific energy as independent 
variable is par t icular ly fortunate for t rajectory 
control, in that optimal control profiles establish 
anonlinear feedback relationship from altitude and 
velocity to angle of attack. A family of optimal 
t ra jec tor ies forms a field of ext remals suitable for 
control via dynamic programming. The number of 
profiles which are necessary for rea l - t ime solution 
is small , because a is a strong function of only two 
var iables . Extending the rea l - t ime control to 3-di-
mensional t ra jec tor ies introduces a new control 
variable (roll angle) and anew guidance paramete r 
(c rossrange- to-go, or i ts equivalent). The specific 
energy formulation and the dynamic programming 
guidance function are expected to yield advantages 
for this problem as well. 
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