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We develop a testing procedure for distinguishing between a long-
range dependent time series and a weakly dependent time series with
change-points in the mean. In the simplest case, under the null hy-
pothesis the time series is weakly dependent with one change in mean
at an unknown point, and under the alternative it is long-range
dependent. We compute the CUSUM statistic Tn, which allows us
to construct an estimator kˆ of a change-point. We then compute
the statistic Tn,1 based on the observations up to time kˆ and the
statistic Tn,2 based on the observations after time kˆ. The statistic
Mn = max[Tn,1, Tn,2] converges to a well-known distribution under
the null, but diverges to infinity if the observations exhibit long-range
dependence. The theory is illustrated by examples and an application
to the returns of the Dow Jones index.
1. Introduction. The present paper develops a testing procedure for dis-
tinguishing between a long-range dependent time series and a weakly de-
pendent time series with change-points in the mean.
Many geophysical time series records have long been known to exhibit
long nonperiodic cycles or persistent deviations from the mean. In the mid-
1960s Mandelbrot and his collaborators proposed the use of self-similar pro-
cesses, most notably fractional Brownian motion, to model such records;
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see, for example, [33]. Over a decade later, Granger and Joyeux [21] and
Hosking [25] (see also [1]) introduced fractional ARIMA processes, which
are approximately self-similar and offer a much greater modeling flexibility.
If their fractional differencing parameter d satisfies 0< d < 1/2, these pro-
cesses are stationary and possess long-range dependence, or long memory,
in the sense that the autocovariance function is not absolutely summable
(decays like k2d−1, as the lag k→∞). In the 1980s there was substantial
interest in using long memory processes to model macroeconomic time se-
ries, whereas, in the 1990s, the focus shifted to modeling the volatility of
returns on speculative assets by such processes; an in depth discussion and
relevant references are provided in [23]. Following the pioneering work of
Leland et al. [30] and Paxson and Floyd [38], self-similar processes have also
increasingly been used to model certain aspects of computer network traffic;
see [36]. There are many other fields where models exhibiting long-range
dependence have been used; see [14] for a recent extensive review.
Even though modeling certain time series in the aforementioned fields
by means of long-range dependent processes has become quite widespread,
especially in geophysics, it is clear that a series with long periods where
the observations are away from the mean can also naturally be modeled
by a nonstationary process whose mean changes. Bhattacharya, Gupta and
Waymire [9] used mathematical arguments to show that the so-called Hurst
effect, which motivated Mandelbrot and his collaborators to advocate the
use of self-similar processes, can also be explained if the observations Xk are
assumed to follow the model Xk = Yk + f(k), where Yk is a weakly depen-
dent stationary process and f is a deterministic function. That research was
elaborated on by Giraitis, Kokoszka and Leipus [16] who showed that several
statistics akin to the modified R/S statistic of Lo [31] diverge to infinity un-
der either long-range dependence or weak dependence with change-points.
In a similar spirit, Diebold and Inoue [13] argued that the appearance of
long memory can be explained by some econometric models which involve
changes in their defining parameters. Mikosch and Sta˘rica˘ [34, 35] asserted
that what had been seen by many as long memory in the volatility of returns
is, in fact, a manifestation of changes in the parameters of the underlying
GARCH-type models. In the context of network traffic, similar findings are
reported in [26]. The above list of references is not exhaustive, but it empha-
sizes that it is difficult to distinguish a truly long-range dependent process
from a process with some form of nonstationarity, including shifts in mean.
Standard tools like ACF plots and periodogram-based spectral estimates
behave in a very similar way under these two alternatives. There are also a
number of long memory tests designed to test the null hypothesis of weak de-
pendence against an alternative of long-range dependence and change-point
tests developed to test the same null hypothesis but against a change-point
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alternative. Most long memory tests reject in the presence of change-points
and many change-point tests reject in the presence of long memory.
The answer to the question of which approach to use will often depend on
a specific application at hand. A long-range dependent process may, for ex-
ample, provide a parsimonious description of a long, possibly nonstationary,
time series. On the other hand, to construct short term forecasts of a possi-
bly self-similar process, it might be advisable to fit an ARMA model to the
most recent stretch of data after the last estimated change-point. In many
applications, however, such as, for example, constructing long term forecasts,
it does matter which model better fits the data. We refer to [10] and [28]
for some relevant financial applications. Formal statistical tests which would
help decide if a particular time series is better described as a realization of a
long-range dependent process or as a realization of a weakly dependent pro-
cess with change-points are therefore of value. There has, however, not been
much research in this direction. Ku¨nsch [29] proposed a periodogram based
procedure to discriminate between a long-range dependent process and the
process Xk = Yk + f(k) with a monotonic function f and Gaussian weakly
dependent Yk. Heyde and Dai [24] showed that procedures for detecting long
memory which are based on a smoothed periodogram are robust in the pres-
ence of small trends. These ideas were recently developed by Sibbertsen and
Venetis [42] who proposed a test based on a difference between the Geweke
and Porter-Hudak [15] estimator of d and its version based on the tapered
periodogram.
A main objective of the present paper is to develop the theory underlying
a test procedure for discriminating between long-range dependence and weak
dependence with change-points in mean. The proposed test is a simple time
domain procedure based on a CUSUM statistic for the partial sums, which
is perhaps the most extensively used statistic for detecting and estimating
change-points in mean. To describe the idea, suppose that, under the null
hypothesis, the time series is weakly dependent with one change in mean
and under the alternative, it is long-range dependent. Consider the CUSUM
statistic Tn defined by (3.1). Using Tn, we can construct an estimator kˆ of the
change-point (no matter if a change-point exists or not). We then compute
the statistic Tn,1 based on the observations up to time kˆ and the statistic Tn,2
based on the observations after time kˆ. The statistic Mn = max[Tn,1, Tn,2]
converges to a well-known distribution under the null (cf. Corollary 2.1),
but diverges to infinity under the alternative.
Our theory uses the almost sure asymptotics for the Bartlett variance
estimator s2n stated in Theorem A.1 which was established in [8]. For a
weakly dependent process, s2n is an estimator of the variance of the sample
mean or of the spectral density at frequency zero. Estimators of this type
have been extensively studied in the time series literature in the last half
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century and go back to the work of Bartlett [5], Grenander and Rosenblatt
[22] and Parzen [37]. Andrews [3] provides a more recent perspective. As far
as we know, all consistency results pertaining to the class of kernel estimators
such as s2n establish convergence in an L
p norm or in probability. Such results
might possibly be applied in our context after some additional technical
work, but we are not aware of any convergence in probability results which
would allow us to establish our main results, Theorems 2.1 and 2.2, under
weaker conditions. Moreover, almost sure convergence offers a convenient
approach based on the observation that if Zn
a.s.→ 0 and kn P→∞, then Zkn P→ 0
[see, e.g., the argument justifying (B.11)].
The paper is organized as follows. In Section 2 we formulate the assump-
tions, describe the testing procedure in a simple illustrative situation and
state the relevant theorems. Section 3 discusses the broader applicability
of the procedure, provides some additional background and examples and
concludes with an application to returns of the Dow Jones index. The ap-
pendices contain the proofs.
2. Assumptions and the testing procedure. To focus attention and lighten
the notation, we concentrate in this section on a situation where the obser-
vations can either follow a model with one change in the mean of weakly
dependent time series or are long-range dependent. In Section 3 we explain
how the proposed procedure can be used in a situation when there is an
upper bound on the number of possible changes in the mean.
The observations Xi follow a change-point model if
Xi =
{
µ+ Yi, 1≤ i≤ k∗,
µ+∆+ Yi, k
∗ < i≤ n.(2.1)
In (2.1) k∗ is the unknown time of a possible change in mean, and the means
µ and µ+∆ are also unknown. The sequence {Yi} is assumed to have mean
zero and to be weakly stationary in a sense made precise by Assumption 2.1.
Recall that, for a fourth-order stationary sequence {Yk} with mean 0 and
γj =Cov(Y0, Yj), the fourth-order cumulant is defined by
κ(h, r, s) =E[YkYk+hYk+rYk+s]− (γhγr−s + γrγh−s + γsγh−r).(2.2)
Assumption 2.1. The sequence {Yk} is fourth-order stationary with
mean 0 and autocovariance function γj = Cov(Y0, Yj), and the following
conditions hold:
n−1/2
∑
1≤j≤nt
Yj
d→ σW (t) in D[0,1](2.3)
for some σ > 0 and ∑
j
|γj |<∞,(2.4)
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sup
h
∑
r,s
|κ(h, r, s)|<∞.(2.5)
Remark 2.1. By the Skorokhod–Wichura–Dudley representation (see,
e.g., [41]), condition (2.3) is equivalent to the following condition: There are
Wiener processes Wn(t), t ∈ [0,1], such that
sup
0≤t≤1
∣∣∣∣∣n−1/2
∑
1≤j≤nt
Yj − σWn(t)
∣∣∣∣∣= oP (1).(2.6)
Condition (2.6) is often more convenient to refer to in the proofs.
We now make precise the statement that the observations {Xi} are long-
range dependent. In the following WH(t) stands for the fractional Brownian
motion with parameter H , that is, a Gaussian process with mean zero and
covariances
E[WH(t)WH(s)] = (t
2H + s2H − |t− s|2H)/2.
If 1/2<H < 1, the increments of the fractional Brownian motion are long-
range dependent. It is convenient to identify the self-similarity parameter H
with the differencing parameter d introduced in Section 1 via the relation
H = d+1/2 because the increments ofWH , which form a stationary process,
have the same rate of decay of the autocovariance function as a fractional
ARIMA with d = H − 1/2; see, for example, Section 7.13 of [40]. In con-
dition (2.9) of Assumption 2.2 below, and throughout the paper, aj ∼ bj
means that limj→∞ aj/bj = 1.
Assumption 2.2. The sequence {Xj} is fourth-order stationary with
µ=EXj and γj =Cov(X0,Xj) and satisfies the following conditions:
1
nH
∑
1≤j≤nt
(Xj − µ) d→ cHWH(t) in D[0,1](2.7)
for some cH > 0 and
1
2 <H < 1.(2.8)
Moreover,
γj ∼ c0j2H−2(2.9)
for some c0 > 0, and the cumulants (2.2) satisfy
sup
h
∑
−n≤r,s≤n
|κ(h, r, s)|=O(n2H−1).(2.10)
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The cumulant condition (2.5) is weaker than the traditional condition
in which suph is replaced by
∑
h; see, for example, [2] and [3]. Condition
(2.10) is a natural counterpart of (2.5) and holds for the extensively used
fractional ARIMA models. For these models, the range (2.8) corresponds to
0< d < 1/2. We do not consider −1/2 < d < 0 because realizations of such
processes do not exhibit apparent shifts in mean.
We wish to test
H0: The observations X1, . . . ,Xn follow the change point model (2.1) with
the Yi satisfying Assumption 2.1
against
HA: The observations X1, . . . ,Xn are long-range dependent, that is, satisfy
Assumption 2.2.
In order to define the test statistic, we first introduce a change-point
estimator,
kˆ =min
{
k : max
1≤i≤n
∣∣∣∣∣
∑
1≤j≤i
Xj− i
n
∑
1≤j≤n
Xj
∣∣∣∣∣=
∣∣∣∣∣
∑
1≤j≤k
Xj− k
n
∑
1≤j≤n
Xj
∣∣∣∣∣
}
.
(2.11)
Next we define the statistics
Tn,1 =
1
sn,1
kˆ−1/2 max
1≤k≤kˆ
∣∣∣∣∣
∑
1≤i≤k
Xi − k
kˆ
∑
1≤i≤kˆ
Xi
∣∣∣∣∣(2.12)
based on X1, . . . ,Xkˆ and
Tn,2 =
1
sn,2
(n− kˆ)−1/2 max
kˆ<k≤n
∣∣∣∣∣
∑
kˆ<i≤k
Xi − k− kˆ
n− kˆ
∑
kˆ<i≤n
Xi
∣∣∣∣∣(2.13)
based on Xkˆ+1, . . . ,Xn. In (2.12) and (2.13), sn,1 and sn,2 are equal to the
Bartlett estimator computed, respectively, fromX1, . . . ,Xkˆ andXkˆ+1, . . . ,Xn.
Specifically, setting
X¯k =
1
k
∑
1≤i≤k
Xi, X˜k =
1
n− k
∑
k<i≤n
Xi
and
ωj(q) = 1− j
q+ 1
,(2.14)
we have
s2n,1 =
1
kˆ
∑
1≤i≤kˆ
(Xi − X¯kˆ)2
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(2.15)
+ 2
∑
1≤j≤q(kˆ)
ωj(q(kˆ))
1
kˆ
∑
1≤i≤kˆ−j
(Xi − X¯kˆ)(Xi+j − X¯kˆ),
s2n,2 =
1
n− kˆ
∑
kˆ<i≤n
(Xi − X˜kˆ)2
(2.16)
+ 2
∑
1≤j≤q(n−kˆ)
ωj(q(n− kˆ)) 1
n− kˆ
∑
kˆ<i≤n−j
(Xi − X˜kˆ)(Xi+j − X˜kˆ).
The test statistic is defined as
Mn =max{Tn,1, Tn,2}.(2.17)
We first derive the asymptotic distribution of Mn under H0. We need to
impose additional assumptions on the change point-model (2.1): both k∗,
the time of change and ∆, the size of the change, depend on the sample size
n such that
k∗ = [nθ] for some 0< θ < 1,(2.18)
n∆2 →∞,(2.19)
∆2|kˆ− k∗| =OP (1).(2.20)
Condition (2.20) is known to hold if the observations are uncorrelated and
was extended by Bai [4], Proposition 3, to moving averages driven by white
noise. It also holds if the process Yi in the change point model (2.1) is
strictly stationary, satisfies the approximation condition (2.6), ∆→ 0 and
(2.19) holds; see Theorem 4.1.4 in [11]. [There is a misprint in that theorem
and γ = 0, which corresponds to our statistic Tn, should be included in
part (i). The tail condition (4.1.9) in [11] is not needed because it is used
only for γ > 0.] Since the squares of ARCH(∞) processes satisfy (2.6) (see
Theorem 2.1 in [16]), (2.20) holds for such processes.
We will also often impose the following condition on the bandwidth q(n):
q(n)∆2 =O(1).(2.21)
Theorem 2.1. Suppose H0 and (2.18)–(2.21) hold. Suppose q(n) is non-
decreasing and satisfies
sup
k≥0
q(2k+1)
q(2k)
<∞,(2.22)
q(n) →∞ and q(n)(logn)4 =O(n).(2.23)
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Then
(Tn,1, Tn,2)
d→
(
sup
0≤t≤1
|B(1)(t)|, sup
0≤t≤1
|B(2)(t)|
)
,
where B(1) and B(2) are independent Brownian bridges.
Theorem 2.1 is proved in Appendix B.
Corollary 2.1. Under the assumptions of Theorem 2.1, we have
Mn
d→max
{
sup
0≤t≤1
|B(1)(t)|, sup
0≤t≤1
|B(2)(t)|
}
.
Since the distribution function of sup0≤t≤1 |B(t)| is known (cf. Section 1.5
of [12]), the limit distribution in Corollary 2.1 can be computed explicitly.
In order to describe the asymptotic behavior of the vector (Tn,1, Tn,2) if
the observations Xi are long-range dependent, we define
BH(t) =WH(t)− tWH(1)
and
ξ = inf
{
t≥ 0 : |BH(t)|= sup
0≤s≤1
|BH(s)|
}
.(2.24)
Theorem 2.2. Suppose HA holds. Assume q(n) is nondecreasing, sat-
isfies (2.22) and
q(n)→∞ and q(n) =O(n(logn)−7/(4−4H)).(2.25)
Then, the sequence of random vectors[(
q(kˆ)
n
)H−1/2
Tn,1,
(
q(n− kˆ)
n
)H−1/2
Tn,2
]
converges in distribution to the random vector[
1√
ξ
sup
0≤t≤ξ
∣∣∣∣WH(t)− tξWH(ξ)
∣∣∣∣,
1√
1− ξ supξ≤t≤1
∣∣∣∣(WH(t)−WH(ξ))− t− ξ1− ξ (WH(1)−WH(ξ))
∣∣∣∣
]
.
Theorem 2.2 is proved in Appendix C.
Theorem 2.2 implies that Tn,1 and Tn,2 tend to infinity in probability.
Consequently, the test statistic Mn tends to infinity in probability under
HA.
LONG-RANGE DEPENDENCE AND CHANGES IN MEAN 9
3. Discussion and examples. One of the most often used statistics for
testing the null hypothesis ∆ = 0 in the change-point model (2.1) is the
CUSUM statistic
Tn =
1
n1/2sn
max
1≤k≤n
∣∣∣∣∣
∑
1≤i≤k
Xi − k
n
∑
1≤i≤n
Xi
∣∣∣∣∣,(3.1)
where s2n is a suitable estimator of the variance of the sample mean of the
Xi. If the Yi in (2.1) are independent identically distributed, s
2
n can be taken
to be the sample variance. In this paper we allow the Yi to be dependent
and consider the estimator
s2n = γˆ0 +2
∑
1≤j≤q(n)
ωj(q(n))γˆj ,(3.2)
where
γˆj =
1
n
∑
1≤i≤n−j
(Xi − X¯n)(Xi+j − X¯n)(3.3)
are the sample autocovariances and ωj(q) are the Bartlett weights defined
by (2.14).
If the observations are weakly dependent (with no change in the mean),
the statistic Tn converges to the supremum of a Brownian bridge. However,
Tn
P→∞ either if there is a shift in mean or if the observations are long-range
dependent. The latter case is often referred to as a spurious rejection of the
null hypothesis of no change in mean. We formalize these observations in
Theorems 3.1, 3.2 and 3.3 which, together with Theorems 2.1 and 2.2, form
a theoretical foundation for the multistage testing procedure described later
in this section. In Theorems 3.1, 3.2 and 3.3, it suffices to assume that
q(n)→∞ and q(n)/n→ 0 as n→∞.(3.4)
Theorem 3.1. Suppose observations X1, . . . ,Xn follow model (2.1) with
∆= 0. If Assumption 2.1 and (3.4) hold, then
Tn
d→ sup
0≤t≤1
|B(t)|,
where {B(t),0≤ t≤ 1} is a Brownian bridge.
Proof. Theorem 3.1(i) in [18] implies that if the observations Xi satisfy
Xi = µ+ Yi with the Yi satisfying Assumption 2.1 and if (3.4) holds, then
sn
P→ σ,(3.5)
where σ is the asymptotic standard deviation appearing in condition (2.3).

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Theorem 3.2. Suppose the observations X1, . . . ,Xn follow model (2.1).
If Assumption 2.1, (3.4), (2.18)–(2.21) hold, then Tn
P→∞. [Assumption (2.19)
implies that ∆ 6= 0.]
Theorem 3.2 is proved in Appendix D.
Theorem 3.3. Suppose the sequence {Xk} satisfies Assumption 2.2. If
q(n)/n→ 0, then
(
q(n)
n
)H−1/2
Tn
d→ sup
0≤t≤1
|WH(t)− tWH(1)|.(3.6)
[Convergence (3.6) implies Tn
P→∞.]
Proof. By Theorem 3.1 in [18], if (2.9), (2.10) and (3.4) hold, then
q(n)1−2Hs2n
P→ c2H =
c0
H(2H − 1) .(3.7)
The constants cH and c0 in (3.7) are the same as, respectively, in (2.7) and (2.9).
Theorem 3.3 now follows immediately from (2.7) and (3.7). 
In order to focus on essential arguments, we considered in Section 2 a
simple testing problem. In some applications, however, the presence of more
than one change-point may be suspected. Our test can be extended to a
multistage testing procedure which is applicable in situations when there
is an upper bound on the number of possible change-points. The latter as-
sumption is often used in change-point analysis; see, for example, [44] and
references therein. For example, in time series of daily returns on market
indices over a period of ten years, or in temperature series over periods of
300 years, one suspects at most two or three change-points; see Section 3
for a data example. For such time series, the maximum number of change
points in mean can typically be readily established by a visual inspection of
a time series plot.
Before describing the procedure, we must introduce additional notation.
Denote by T (l,m) the CUSUM statistic Tn (3.1) computed from the ob-
servations Xl+1, . . . ,Xm and by kˆ(l,m) the change-point estimator (2.11)
computed from the same observations. Let B(u), u = 1,2, . . . , be indepen-
dent Brownian bridges. Define the critical value c(u) by
P
(
max
{
sup
0≤t≤1
|B(1)(t)|, . . . , sup
0≤t≤1
|B(u)(t)|
}
> c(u)
)
= α.
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As mentioned earlier, the distribution of sup0≤t≤1 |B(1)(t)| is known and is
tabulated in [27], so c(u) can be found directly from
P
(
sup
0≤t≤1
|B(1)(t)| ≤ c(u)
)
= (1− α)1/u.
The procedure we recommend is based on the binary segmentation method
of [43]. To focus attention, suppose there can be at most two changes in
mean, that is, we want to determine if the observations are weakly depen-
dent with none, one or two changes in the mean or whether they contain
a long-range dependent stretch of data. If Tn = T (0, n) ≤ c(1), the obser-
vations are weakly dependent. If Tn > c(1), we compute kˆ1 := kˆ(0, n) and
Mˆ2 =max[T (0, kˆ1), T (kˆ1, n)]. If Mˆ2 ≤ c(2), the observations are weakly de-
pendent with one change-point. If Mˆ2 > c(2), we compare T (0, kˆ1) and
T (kˆ1, n). Suppose that T (0, kˆ1) < T (kˆ1, n). We then compute kˆ2 = kˆ(kˆ1, n)
and
Mˆ3 =max[T (0, kˆ1), T (kˆ1, kˆ2), T (kˆ2, n)].
Extending Theorem 2.1 to the case of exactly two changes, we have
Mˆ3
d→max
{
sup
0≤t≤1
|B(1)(t)|, sup
0≤t≤1
|B(2)(t)|, sup
0≤t≤1
|B(3)(t)|
}
.
Thus, if Mˆ3 ≤ c(3), the observations are weakly dependent with two change-
points. If Mˆ3 > c(3), the observations contain a long-range dependent stretch
of data.
Before concluding this section with a data example, we list several time
series models which satisfy Assumptions 2.1 or 2.2. References to the proofs
can be found in [16].
Example 3.1. The linear process
Xk =
∑
j
ajεk−j ,(3.8)
where εj are independent identically distributed random variables with finite
fourth moment and zero mean, satisfies Assumption 2.1 if
∑
j |aj| <∞. In
particular, ARMA processes whose autoregressive polynomial has no zeros
on the unit circle satisfy Assumption 2.1.
If, on the other hand, aj ∼ cjd−1 for some 0< d< 1/2, then the Xk (3.8)
satisfy Assumption 2.2 with H = d+ 1/2. In particular, fractional ARIMA
processes whose autoregressive polynomial has no zeros on the unit circle
satisfy Assumption 2.2.
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Example 3.2. Consider the process {ηk} satisfying
ηk = ρkξk, ρk =
∑
j≥1
cjηk−j,(3.9)
where a > 0, cj ≥ 0 and the ξk are independent identically distributed non-
negative random variables with finite fourth moment. The ηk should be
viewed as the squares of an ARCH process. If
[Eξ40 ]
1/4
∑
j≥1
cj < 1,(3.10)
then the sequence Yk = ηk −Eηk satisfies Assumption 2.1.
As a more specific example, consider Yk = r
2
k −Er2k, where the rk follow
a GARCH(p, q) model,
rk = σkεk, σ
2
k = ω+
∑
1≤i≤p
αir
2
k−i+
∑
1≤j≤q
βjσ
2
k−j.(3.11)
Then, under regularity conditions derived in [7], the ci are defined by
∑
j≥1
cjz
j =
∑
1≤i≤pαiz
i
1−∑1≤j≤q βjzj , |z| ≤ 1,
and ρk = σ
2
k, ξk = ε
2
k.
Example 3.3. The rk are said to follow a LARCH (Linear ARCH)
model if
rk = σkεk, σk = a+
∑
j≥1
bjrk−j,(3.12)
where a 6= 0, the bj are real coefficients (not necessarily nonnegative) and the
εk are independent identically distributed with zero mean and finite fourth
moment. If bj ∼ cjd−1 for some 0< d< 1/2 and
L[Eε40]
1/2
∑
j≥1
b2j < 1,
where L = 7 if the εk are Gaussian and L = 11 in general, then Yk = r
2
k
satisfy conditions (2.7) and (2.9) of Assumption 2.2. Conditions for (2.10)
to hold have not been established yet. The LARCH model was studied by
Robinson [39], Giraitis et al. [17, 19, 20] and Berkes and Horva´th [6], among
others.
We conclude this section with an illustration of how our procedure can
be applied in practice. Figure 1 shows daily returns of the Dow Jones Indus-
trial Average from January 1, 1992 to December 31, 1999 and a simulated
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LARCH process with H = 0.85 of the same length (n = 2021). The corre-
sponding columns show the sample autocorrelation functions and smoothed
periodograms of the squares of the two series in the top row. The volatility
(variance) of the Dow Jones series appears to have a change point somewhere
in the middle of series, but given that we observe only a finite realization,
this change-point might be spurious and the observed change in variance
might be explained as a persistent increase in volatility characteristic of
a long memory process. That this might well be the case is reinforced by
the examination of the plot of the simulated LARCH series which exhibits
markedly higher variability in the first 1/3 of the realization, even though
the plot shows a realization of a strictly and fourth-order stationary pro-
cess. The left column in Figure 1 shows that the autocorrelation function
of the squared Dow Jones returns does not decay to zero in a fashion typi-
cal of a short memory process and the smoothed periodogram (on a log–log
scale) exhibits a clear positive slope. In fact, a periodogram-based semipara-
Fig. 1. Daily returns of the Dow Jones Industrial Average and a simulated LARCH pro-
cess with H = 0.85 together with the autocorrelation functions and smoothed periodograms
at low frequencies of the squared observations.
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ω α1 β1
Before kˆ 0.02461474 0.06404848 0.87864088
After kˆ 0.09540076 0.09734341 0.83945713
metric estimate of H based on the automatic bandwith selection procedure
proposed by Lobato and Robinson [32] yields the estimate Hˆ = 0.842991.
For the Dow Jones returns, we therefore wish to test the null hypothesis of
exactly one change in the variance of the observations against the alternative
that the squared observations are a realization of a long-range dependent
process. Assuming that the mean of the returns is zero (we subtracted the
sample mean of 0.05829482 before conducting further analysis), this test-
ing problem is thus identical with the basic testing problem formulated in
Section 2, with the Xi being equal to the squared returns.
In order to perform the test, we need to choose the bandwidth function
q(·). We performed our calculations in Splus and used the function acf to
obtain sample autocovariances. By default, this function returns the first
10 log10(n) sample autocovariances for a time series of length n. We found,
however, that, for the nonlinear return data, more autocovariances must be
used to capture the dependence structure, so we increased the maximum
lag up to which the autocovariances are computed by 50%. Thus, in the
following, we report the results based on
q(n) = 15 log10(n).
The value of Mn is 1.341153, which lies below the 10% asymptotic critical
value of 1.36 (the 5% and 1% critical values are, resp., 1.48 and 1.72). We
are thus unable to reject the null hypothesis of a change-point in the level
of the squared returns.
To validate the above conclusion, we need to assess the empirical size
and power of the test. To assess the size, we divided the data into two
parts: before and after the estimated change point kˆ = 1061 and fitted the
GARCH(1, 1) model to each stretch of data. We obtained the following
parameters [see (3.11)]:
Using Er2k = ω/(1 − α1 − β1), the implied change in the variance (level of
the r2k) is 1.080022. In fact, variances implied by the GARCH(1, 1) models
before and after kˆ are very close to the corresponding sample variances whose
difference is 1.040886.
We simulated one thousand replications of the above change point model
and on each of them we computed the value of Mn. Table 1 reports the
percentage of rejections of the null hypothesis. At the nominal confidence
level of 10%, the percentage of rejections is slightly over 10%, suggesting
that accepting the null hypothesis based on the value of Mn = 1.34115 was
not due to type II error.
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To assess the power, we simulated one thousand replications of the LARCH
process (3.12) with d= 0.35 and the bj computed according to the recursion
bj = [bj−1(j + d)]/(j +1), with b0 = 0.25 and a= 0.03. These parameter val-
ues ensure that the process is fourth-order stationary and were chosen by
experimentation to make the realizations similar to the Dow Jones returns,
with a typical realization shown in Figure 1. Table 1 shows that the test
is able to detect the alternative at the nominal 10% level with probabil-
ity of over 30%. For this particular alternative, the power is not very high.
This can be explained by the fact that the realizations of a LARCH process
with the parameters chosen above and for the sample size of n= 2021 often
exhibit two periods of different variability which can by separated by the
change-point estimator kˆ. The intensity of long-range dependence in each of
the two subsamples is “underestimated,” yielding small values of Mn. How-
ever, even though the alternative is “very close” to the null, the test has
nontrivial power.
The above illustration is not meant as a guide for practitioners, but merely
points out the potential of the test.
APPENDIX A
Almost sure convergence of the Bartlett estimator. For ease of refer-
ence, we present here the result on the almost sure asymptotics for the
estimator s2n, which we appeal to in the folllowing. Its proof is given in [8].
Theorem A.1. Suppose {Yk} is a fourth-order stationary sequence with
EYi = 0 and γj =Cov(Y0, Yj). Consider the variance estimator
s2n = γˆ0 +2
∑
1≤j≤q(n)
ωj(q(n))γˆj ,(A.1)
where γˆj are the sample autocovariances and ωj(q) are the Bartlett weights
defined respectively by (3.3) and (2.14).
Suppose the sequence q(n) is nondecreasing and
sup
k≥0
q(2k+1)
q(2k)
<∞.(A.2)
Table 1
Empirical size and power of the asymptotic test
based on the statistic Mn
Nominal level (in %) 10.0 5.0 1.0
Empirical size 13.4 6.5 0.8
Empirical power 32.5 20.0 5.0
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(i) Suppose, in addition, that conditions (2.4) and (2.5) hold and
q(n)→∞ and q(n)(logn)4 =O(n).(A.3)
Then
s2n→ σ2 :=
∞∑
j=−∞
γj a.s.(A.4)
(ii) Assume
1
2 <H < 1(A.5)
and
γk ∼ c0k2H−2(A.6)
for some c0 > 0. Assume also that
q(n)→∞ and q(n) =O(n(logn)−7/(4−4H))(A.7)
and
sup
|h|≤q(n)
∑
−n≤r,s≤n
|κ(h, r, s)|=O(n2H−1).(A.8)
Then
q(n)1−2Hs2n→ c2H =
c0
H(2H − 1) a.s.(A.9)
Remark A.1. By the fourth-order stationarity of the Xi, all bounds in
the proof of Theorem A.1 remain valid if the random variables X1, . . . ,Xn
are replaced by Xk+1, . . . ,Xn, n is replaced by n− k and q(n) is replaced by
q(n− k). Therefore, on denoting X˜k = 1n−k
∑
k<i≤nXi and
s2k,n =
1
n− k
∑
k<i≤n
(Xi − X˜k)2
(A.10)
+ 2
∑
1≤j≤q(n−k)
ωj(q(n− k)) 1
n− k
∑
k<i≤n
(Xi − X˜k)(Xi+j − X˜k),
under the assumptions of part (i) of Theorem A.1,
s2k,n
a.s.→ σ2 as n− k→∞,(A.11)
and under the assumptions of part (ii) of Theorem A.1,
[q(n− k)]1−2Hs2k,n a.s.→ c2H as n− k→∞.(A.12)
Relations (A.11) and (A.12) are used, respectively, in the proofs of Lemmas
B.3 and C.2.
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APPENDIX B
Proof of Theorem 2.1. Theorem 2.1 will follow immediately from Lem-
mas B.1, B.2 and B.3 which are stated and proved below.
In this section we assume that the observations follow the change-point
model (2.1) and that (2.18) holds.
We will extensively use the relation∣∣∣∣ kˆn − θ
∣∣∣∣= oP (1),(B.1)
which follows from assumptions (2.19) and (2.20).
Lemma B.1. If (2.19) and (2.20) hold, then
n−1/2 max
1≤k≤kˆ
∣∣∣∣∣
∑
1≤i≤k
Xi − k
kˆ
∑
1≤i≤kˆ
Xi
∣∣∣∣∣
(B.2)
= n−1/2 max
1≤k≤kˆ
∣∣∣∣∣
∑
1≤i≤k
Yi − k
kˆ
∑
1≤i≤kˆ
Yi
∣∣∣∣∣+ oP (1)
and
n−1/2 max
kˆ<k≤n
∣∣∣∣∣
∑
kˆ<i≤k
Xi − k− kˆ
n− kˆ
∑
kˆ<i≤n
Xi
∣∣∣∣∣
(B.3)
= n−1/2 max
kˆ<k≤n
∣∣∣∣∣
∑
kˆ<i≤k
Yi − k− kˆ
n− kˆ
∑
kˆ<i≤n
Yi
∣∣∣∣∣+ oP (1).
Proof. We can assume that µ= 0. Since the verification of (B.3) is very
similar to that of (B.2), we present only the proof of (B.2).
If kˆ ≤ k∗, ∑
1≤i≤k
Xi − k
kˆ
∑
1≤i≤kˆ
Xi =
∑
1≤i≤k
Yi− k
kˆ
∑
1≤i≤kˆ
Yi
for all 1≤ k ≤ kˆ, so (B.2) holds trivially. If k∗ < kˆ, then
k
kˆ
∑
1≤i≤kˆ
Xi =
k
kˆ
∑
1≤i≤kˆ
Yi +∆
k
kˆ
(kˆ− k∗)
and
∑
1≤i≤k
Xi =


∑
1≤i≤k
Yi, if 1≤ k ≤ k∗,
∑
1≤i≤k
Yi + (k− k∗)∆, if k∗ < k ≤ kˆ.
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Hence,∣∣∣∣∣n−1/2 max1≤k≤kˆ
∣∣∣∣∣
∑
1≤i≤k
Xi − k
kˆ
∑
1≤i≤kˆ
Xi
∣∣∣∣∣− n−1/2 max1≤k≤kˆ
∣∣∣∣∣
∑
1≤i≤k
Yi− k
kˆ
∑
1≤i≤kˆ
Yi
∣∣∣∣∣
∣∣∣∣∣
≤ 2n−1/2∆|kˆ− k∗|= 2∆
2|kˆ− k∗|
∆n1/2
,
so (B.2) follows from assumptions (2.20) and (2.19). 
Lemma B.2. If (2.3) and (B.1) hold, then the sequence of random vec-
tors (
kˆ−1/2 max
1≤k≤kˆ
∣∣∣∣∣
∑
1≤i≤k
Yi − k
kˆ
∑
1≤i≤kˆ
Yi
∣∣∣∣∣,
(n− kˆ)−1/2 max
kˆ<k≤n
∣∣∣∣∣
∑
kˆ<i≤k
Yi− k− kˆ
n− kˆ
∑
kˆ<i≤n
Yi
∣∣∣∣∣
)
converges in distribution to the random vector(
sup
0≤t≤1
|B(1)(t)|, sup
0≤t≤1
|B(2)(t)|
)
,
where B(1) and B(2) are independent Brownian bridges.
Proof. By (2.6),
max
1≤k≤kˆ
∣∣∣∣∣
[ ∑
1≤i≤k
Yi − k
kˆ
∑
1≤i≤kˆ
Yi
]
− σn1/2
[
Wn
(
k
n
)
− k
kˆ
Wn
(
kˆ
n
)]∣∣∣∣∣
(B.4)
= oP (n
1/2).
Using (B.1) and the continuity of the Wiener process, we get
|Wn(kˆ/n)−Wn(θ)|= oP (1).(B.5)
Hence,
max
1≤k≤kˆ
∣∣∣∣Wn
(
k
n
)
− k
kˆ
Wn
(
kˆ
n
)∣∣∣∣= sup
0≤t≤θ
∣∣∣∣Wn(t)− tθWn(θ)
∣∣∣∣+ oP (1),(B.6)
and consequently, by (B.4),
kˆ−1/2 max
1≤k≤kˆ
∣∣∣∣∣
∑
1≤i≤k
Yi − k
kˆ
∑
1≤i≤kˆ
Yi
∣∣∣∣∣
(B.7)
=
σ
θ1/2
sup
0≤t≤θ
∣∣∣∣Wn(t)− tθWn(θ)
∣∣∣∣+ oP (1).
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Similar arguments give
(n− kˆ)−1/2 max
kˆ<k≤n
∣∣∣∣∣
∑
kˆ<i≤k
Yi− k− kˆ
n− kˆ
∑
kˆ<i≤n
Yi
∣∣∣∣∣
=
σ
(1− θ)1/2 supθ≤t≤1
∣∣∣∣(Wn(t)−Wn(θ))(B.8)
− t− θ
1− θ (Wn(1)−Wn(θ))
∣∣∣∣+ oP (1).
Since θ−1/2Wn(θt),0≤ t≤ 1, is a Wiener process,
1
θ1/2
sup
0≤t≤θ
∣∣∣∣Wn(t)− tθWn(θ)
∣∣∣∣ d= sup
0≤t≤1
|B(1)(t)|,(B.9)
whereB(1) is a Brownian bridge. Similarly, there is a Wiener processW (t),0≤
t≤ 1, such that
1
(1− θ)1/2 supθ≤t≤1
∣∣∣∣(Wn(t)−Wn(θ))− t− θ1− θ (Wn(1)−Wn(θ))
∣∣∣∣
d
=
t− θ
1− θ supθ≤t≤1
∣∣∣∣W (t− θ)− t− θ1− θW (1− θ)
∣∣∣∣(B.10)
=
t− θ
1− θ sup0≤t≤1−θ
∣∣∣∣W (t)− t1− θW (1− θ)
∣∣∣∣ d= sup
0≤t≤1
|B(2)(t)|,
where B(2) is another Brownian bridge. The claim thus follows by com-
bining (B.7), (B.8) and (B.9), (B.10) and using the independence of the
increments of a Wiener process. 
Lemma B.3. Suppose Assumption 2.1, (2.19), (2.21), (2.22), (2.23) and
(B.1) hold. Then
sn,1
P→ σ and sn,2 P→ σ.
Proof. Following the proof of Proposition D.1, we get
s2n,1 =
∑
1≤m≤5
[
γˆ0m,1 +2
∑
1≤j≤q(kˆ)
ωj(q(kˆ))γˆjm,1
]
=:
∑
1≤m≤5
s2nm,1,
where
γˆj1,1 =
1
kˆ
∑
1≤i≤kˆ−j
(Yi − Y¯kˆ)(Yi+j − Y¯kˆ),
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γˆj2,1 =
1
kˆ
[
(k∗ − j)
(
kˆ− k∗
n
∆
)2
− j kˆ− k
∗
kˆ
k∗
n
∆2 + (kˆ− j − k∗)
(
k∗
kˆ
∆
)2]
,
γˆj3,1 =−1
kˆ
∑
1≤i≤k∗−j
[(Yi − Y¯kˆ) + (Yi+j − Y¯kˆ)]
n− k∗
n
∆,
γˆj4,1 =
1
kˆ
∑
k∗−j<i≤k∗
[
(Yi − Y¯kˆ)
k∗
kˆ
− (Yi+j − Y¯kˆ)
kˆ− k∗
kˆ
]
∆
and
γˆj5,1 =
1
kˆ
∑
k∗<i≤kˆ−j
[(Yi − Y¯kˆ) + (Yi+j − Y¯kˆ)]
k∗
kˆ
∆.
Since s2n→ σ2 a.s. by part (i) of Theorem A.1 and kˆ P→∞ by (B.1), Theo-
rem 7.1.1(c) on page 252 of [12] yields that
s2n1,1
P→ σ2.(B.11)
Next we show that
s2nm,1 = oP (1) for m= 2,3,4,5.(B.12)
As we have seen in the proof of Proposition D.1,
s2nm,1 =OP (kˆ
−1/2q(kˆ)∆) =OP
(
q(kˆ)∆2
kˆ1/2∆
)
=OP
((
n
kˆ
)1/2 q(kˆ)∆2
n1/2∆
)
= oP (1),
proving (B.12).
To prove s2n2
P→ σ2, we can apply the same argument, upon observing that
by Remark A.1, for all 0< r < 1, we have
max
rn≤k≤n
|s2k,n− σ2| → 0 a.s.,
where s2k,n is defined in (A.10). 
APPENDIX C
Proof of Theorem 2.2. Theorem 2.2 will follow directly from Lemmas
C.1 and C.2 below. We can assume that µ= 0.
Let
Zn1(t) =
1
nH
max
1≤k≤nt
∣∣∣∣∣
∑
1≤i≤k
Xi − k
nt
∑
1≤i≤nt
Xi
∣∣∣∣∣
and
Zn2(t) =
1
nH
max
nt<k≤n
∣∣∣∣∣
∑
nt≤i≤k
Xi − k− nt
n− nt
∑
nt<i≤n
Xi
∣∣∣∣∣.
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Similarly, let
Z1(t) = cH sup
0≤s≤t
∣∣∣∣WH(s)− stWH(t)
∣∣∣∣
and
Z2(t) = cH sup
t<s≤1
∣∣∣∣(WH(s)−WH(t))− s− t1− t(WH(1)−WH(t))
∣∣∣∣,
where WH is defined in Assumption 2.2.
Lemma C.1. Suppose that (2.7) and (2.8) hold. Then
(kˆ/n,Zn1(t),Zn2(t))
d→ (ξ,Z1(t),Z2(t)),(C.1)
where ξ is defined by (2.24). The vectors in (C.1) take values in (0,1) ×
D[0,1]×D[0,1].
Proof. The vector (kˆ/n,Zn1(t),Zn2(t)) is a continuous mapping of
{n−H∑1≤k≤ntXk,0 ≤ t ≤ 1}. The same mapping transforms WH(t) into
(ξ,Z1(t),Z2(t)). Hence, the statement of the lemma follows from the contin-
uous mapping theorem. 
Lemma C.2. We assume that the conditions of Theorem 2.2 are satis-
fied. Then
[q(kˆ)]1−2Hs2n,1
P→ c2H(C.2)
and
[q(n− kˆ)]1−2Hs2n,2 P→ c2H .(C.3)
Proof. We first verify (C.2). By part (ii) of Theorem A.1, for any 0<
r < 1,
sup
k≥rn
|[q(k)]1−2Hs2k − c2H | a.s.→ 0.
For any 0< r < 1 which is a continuity point of the distribution function of
ξ we have
limsup
n→∞
P [|[q(kˆ)]1−2Hs2
kˆ
− c2H |> ε]
≤ lim sup
n→∞
P [kˆ/n≤ r] + limsup
n→∞
P
[
sup
k≥rn
|[q(k)]1−2Hs2k − c2H |> ε
]
= P (ξ ≤ r).
Since P (ξ ≤ r)→ 0 as r→ 0, (C.2) follows.
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To prove (C.3), note that by (A.12),
sup
k≤(1−r)n
|[q(n− k)]1−2Hs2k,n− c2H | a.s.→ 0.
Relation (C.3) is then established using a limsup argument as above and
the fact that P (ξ > r)→ 0 as r→ 1. 
APPENDIX D
Proof of Theorem 3.2. Observe that by Assumption 2.1 and (2.18),
1
n1/2
max
1≤k≤n
∣∣∣∣∣
∑
1≤i≤k
Xi − k
n
∑
1≤i≤n
Xi
∣∣∣∣∣
≥ 1
n1/2
∣∣∣∣∣
∑
1≤i≤k∗
Xi − k
∗
n
∑
1≤i≤n
Xi
∣∣∣∣∣
=
1
n1/2
∣∣∣∣∣
∑
1≤i≤k∗
Yi− k
∗
n
∑
1≤i≤n
Yi − k
∗(n− k∗)
n
∆
∣∣∣∣∣
≥ 1
2
n1/2θ(1− θ)|∆| −OP (1),
as n→∞. Hence, it suffices to show that
n1/2|∆|
sn
P→∞,
which, in view of (2.19), will follow if we show that sn = OP (1), which is
verified in the following proposition.
Proposition D.1. Suppose model (2.1) is valid. Consider the estimator
s2n defined by (3.2). Suppose Assumption 2.1 and (3.4), (2.18)–(2.21) hold.
Then
s2n =OP (1).(D.1)
Proof. Denoting Vi,j = (Xi − X¯n)(Xi+j − X¯n), observe that
Vi,j = (Yi − Y¯n)(Yi+j − Y¯n)− (Yi − Y¯n)n− k
∗
n
∆
− (Yi+j − Y¯n)n− k
∗
n
∆+
(
n− k∗
n
∆
)2
if 1≤ i≤ i+ j ≤ k∗,
Vi,j = (Yi − Y¯n)(Yi+j − Y¯n) + (Yi − Y¯n)k
∗
n
∆
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+ (Yi+j − Y¯n)n− k
∗
n
∆− n− k
∗
n
∆
k∗
n
∆ if 1≤ i≤ k∗ < i+ j,
Vi,j = (Yi − Y¯n)(Yi+j − Y¯n) + (Yi − Y¯n)k
∗
n
∆
+ (Yi+j − Y¯n)k
∗
n
∆+
(
k∗
n
∆
)2
if k∗ < i≤ i+ j.
Therefore, for any 0≤ j ≤ q,
γˆj =
∑
1≤m≤5
γˆjm,
where
γˆj1 =
1
n
∑
1≤i≤n−j
(Yi − Y¯n)(Yi+j − Y¯n),
γˆj2 =
1
n
[
(k∗ − j)
(
n− k∗
n
∆
)2
− j n− k
∗
n
k∗
n
∆2 + (n− j − k∗)
(
k∗
n
∆
)2]
,
γˆj3 =− 1
n
∑
1≤i≤k∗−j
[(Yi − Y¯n) + (Yi+j − Y¯n)]n− k
∗
n
∆,
γˆj4 =
1
n
∑
k∗−j<i≤k∗
[
(Yi − Y¯n)k
∗
n
− (Yi+j − Y¯n)n− k
∗
n
]
∆
and
γˆj5 =
1
n
∑
k∗<i≤n−j
[(Yi − Y¯n) + (Yi+j − Y¯n)]k
∗
n
∆.
Consequently,
s2n =
∑
1≤m≤5
[
γˆ0m + 2
∑
1≤j≤q
ωj(q)γˆjm
]
=:
∑
1≤m≤5
s2nm.
By (3.5),
s2n1
P→ σ2.(D.2)
Hence, (D.1) will follow if we verify that
s2nm =OP (1) for m= 2,3,4,5.(D.3)
In order to verify (D.3), we will often appeal to the two elementary relations
2
∑
1≤j≤q
ωj(q)∼ q(D.4)
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and
2
∑
1≤j≤q
jωj(q)∼ 13q2.(D.5)
Relation (D.3) is easy to verify for m= 3,4,5. By (2.6) and (D.4),
s2nm =OP (n
−1/2q∆)=OP
(
q∆2
n1/2∆
)
= oP (1)
on account of (2.19) and (2.21). It thus remains to establish (D.4) for m= 2.
Since there are three terms in the definition of γˆj2, we may write
s2n21
q∆2
=
1
q
[
k∗
n
(
n− k∗
n
)2
+2
∑
1≤j≤q
ωj(q)
(
k∗ − j
n
)(
n− k∗
n
)2]
∼ 1
q
[
θ(1− θ)2 +2
∑
1≤j≤q
ωj(q)θ(1− θ)2
(D.6)
− 2
n
∑
1≤j≤q
jωj(q)(1− θ)2
]
∼ 1
q
[
(1 + q)θ(1− θ)2− 1
3
q2
n
(1− θ)2
]
→ θ(1− θ)2.
Similarly,
s2n22
q∆2
=−1
q
n− k∗
n
k∗
n
2
n
∑
1≤j≤q
jωj(q)∼−(1− θ)θ q
3n
→ 0(D.7)
and
s2n23
q∆2
=
1
q
[
n− k∗
n
(
k∗
n
)2
+2
∑
1≤j≤q
ωj(q)
n− k∗ − j
n
(
k∗
n
)2]
∼ 1
q
[
(1− θ)θ2 +2
∑
1≤j≤q
ωj(q)(1− θ)θ2− 2
n
∑
1≤j≤q
jωj(q)θ
2
]
(D.8)
∼ 1
q
[
(1 + q)(1− θ)θ2− θ
2
3
q2
n
]
→ (1− θ)θ2.
Putting together relations (D.6), (D.7) and (D.8), we obtain (D.3) form= 2.
This completes the proof of Proposition D.1. 
Remark D.1. Proposition D.1 and, therefore Theorem 3.2, remain valid
if the Bartlett weights (2.14) are replaced by any weights satisfying (D.4)
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and
∑
1≤j≤q jωj(q) =O(q
2) in addition to the following conditions which are
needed for (D.2) to hold: ωj(q) = 0 for |j|> q, 0≤ ωj(q)≤ 1, and
lim
q→∞
ωj(q) = 1 for each j;(D.9)
see Remark 1.2 in [8].
Acknowledgments. The paper has benefited from the comments of the
three referees and constructive and detailed advice of the Associate Editor.
We are especially indebted to the first referee for an exceptionally careful
reading of the original version of this paper and an accurate and instructive
report. The numerical work in Section 3 was done by Aonan Zhang.
REFERENCES
[1] Adenstedt, R. (1974). On large-sample estimation for the mean of a stationary
random sequence. Ann. Statist. 2 1095–1107. MR0368354
[2] Anderson, T. W. (1971). The Statistical Analysis of Time Series. Wiley, New York.
MR0283939
[3] Andrews, D. W. K. (1991). Heteroskedasticity and autocorrelation consistent co-
variance matrix estimation. Econometrica 59 817–858. MR1106513
[4] Bai, J. (1994). Least squares estimation of a shift in linear processes. J. Time Ser.
Anal. 15 453–472. MR1292161
[5] Bartlett, M. S. (1950). Periodogram analysis and continuous spectra. Biometrika
37 1–16. MR0035934
[6] Berkes, I. and Horva´th, L. (2003). Asymptotic results for long memory LARCH
sequences. Ann. Appl. Probab. 13 641–668. MR1970281
[7] Berkes, I., Horva´th, L. andKokoszka, P. S. (2003). GARCH processes: Structure
and estimation. Bernoulli 9 201–227. MR1997027
[8] Berkes, I., Horva´th, L., Kokoszka, P. and Shao, Q.-M. (2005). Almost sure con-
vergence of the Bartlett estimator. Period. Math. Hungar. 51 11–25. MR2180630
[9] Bhattacharya, R. N., Gupta, V. K. and Waymire, E. (1983). The Hurst effect
under trends. J. Appl. Probab. 20 649–662. MR0713513
[10] Bos, C., Franses, P. H. and Ooms, M. (1999). Long-memory and level shifts:
Re-analyzing inflation rates. Empirical Economics 24 427–449.
[11] Cso¨rgo˝, M. and Horva´th, L. (1997). Limit Theorems in Change-Point Analysis.
Wiley, New York.
[12] Cso¨rgo˝, M. and Re´ve´sz, P. (1981). Strong Approximations in Probability and
Statistics. Academic Press, New York. MR0666546
[13] Diebold, F. and Inoue, A. (2001). Long memory and regime switching. J. Econo-
metrics 105 131–159. MR1864215
[14] Doukhan, P., Oppenheim, G. and Taqqu, M. S., eds. (2002). Theory and Appli-
cations of Long-Range Dependence. Birkha¨user, Boston. MR1956041
[15] Geweke, J. and Porter-Hudak, S. (1983). The estimation and application of long
memory time series models. J. Time Ser. Anal. 4 221–238. MR0738585
[16] Giraitis, L., Kokoszka, P. S. and Leipus, R. (2001). Testing for long memory in
the presence of a general trend. J. Appl. Probab. 38 1033–1054. MR1876557
[17] Giraitis, L., Kokoszka, P. S., Leipus, R. and Teyssie`re, G. (2000). Semipara-
metric estimation of the intensity of long memory in conditional heteroskedas-
ticity. Stat. Inference Stoch. Process. 3 113–128. MR1819290
26 BERKES, HORVA´TH, KOKOSZKA AND SHAO
[18] Giraitis, L., Kokoszka, P. S., Leipus, R. and Teyssie`re, G. (2003). Rescaled
variance and related tests for long memory in volatility and levels. J. Economet-
rics 112 265–294. MR1951145
[19] Giraitis, L., Leipus, R., Robinson, P. M. and Surgailis, D. (2004). LARCH,
leverage and long memory. J. Financial Econometrics 2 177–210.
[20] Giraitis, L., Robinson, P. and Surgailis, D. (2000). A model for long memory
conditional heteroscedasticity. Ann. Appl. Probab. 10 1002–1024. MR1789986
[21] Granger, C. W. J. and Joyeux, R. (1980). An introduction to long-memory
time series models and fractional differencing. J. Time Ser. Anal. 1 15–29.
MR0605572
[22] Grenander, U. and Rosenblatt, M. (1957). Statistical Analysis of Stationary
Time Series. Wiley, New York. MR0084975
[23] Henry, M. and Zaffaroni, P. (2002). The long-range dependence paradigm for
macroeconomics and finance. In Theory and Applications of Long-Range Depen-
dence (P. Doukhan, G. Oppenheim and M. S. Taqqu, eds.) 417–438. Birkha¨user,
Boston. MR1957502
[24] Heyde, C. C. and Dai, W. (1996). On the robustness to small trends of estimation
based on the smoothed periodogram. J. Time Ser. Anal. 17 141–150. MR1381169
[25] Hosking, J. R. M. (1981). Fractional differencing. Biometrika 68 165–176.
MR0614953
[26] Karagiannis, T., Faloutsos, M. and Riedi, R. (2002). Long-range dependence:
Now you see it, now you don’t! In Proc. IEEE GLOBECOM 3 2165–2169. IEEE,
Piscataway, NJ.
[27] Kiefer, J. (1959). K-sample analogues of the Kolmogorov–Smirnov and Crame´r–von
Mises tests. Ann. Math. Statist. 30 420–447. MR0102882
[28] Kra¨mer, W., Sibbertsen, P. and Kleiber, C. (2002). Long memory versus struc-
tural change in financial time series. Allg. Stat. Arch. 86 83–96. MR1903639
[29] Ku¨nsch, H. (1986). Discrimination between monotonic trends and long-range de-
pendence. J. Appl. Probab. 23 1025–1030. MR0867199
[30] Leland, W. E., Taqqu, M. S., Willinger, W. and Wilson, D.V. (1994). On the
self-similar nature of Ethernet traffic (extended version). IEEE/ACM Trans.
Networking 2 1–15.
[31] Lo, A. W. (1991). Long-term memory in stock market prices. Econometrica 59 1279–
1313.
[32] Lobato, I. and Robinson, P. M. (1998). A nonparametric test for I(0). Rev.
Econom. Stud. 65 475–495. MR1635362
[33] Mandelbrot, B. B. and Wallis, J. R. (1969). Some long-run properties of geo-
physical records. Water Resources Research 5 321–340.
[34] Mikosch, T. and Sta˘rica˘, C. (1999). Change of structure in financial time series,
long range dependence and the GARCH model. Technical report, Univ. Gronin-
gen.
[35] Mikosch, T. and Sta˘rica˘, C. (2002). Long-range dependence effects and ARCH
modeling. In Theory and Applications of Long-Range Dependence (P. Doukhan,
G. Oppenheim and M. S. Taqqu, eds.) 439–459. Birkha¨user, Boston. MR1957503
[36] Park, K. and Willinger, W., eds. (2000). Self-Similar Network Traffic and Per-
formance Evaluation. Wiley, New York.
[37] Parzen, E. (1957). On consistent estimates of the spectrum of a stationary time
series. Ann. Math. Statist. 28 329–348. MR0088833
[38] Paxson, V. and Floyd, S. (1995). Wide area traffic: The failure of Poisson mod-
elling. IEEE/ACM Trans. Networking 3 226–244.
LONG-RANGE DEPENDENCE AND CHANGES IN MEAN 27
[39] Robinson, P. M. (1991). Testing for strong serial correlation and dynamic con-
ditional heteroskedasticity in multiple regression. J. Econometrics 47 67–84.
MR1087207
[40] Samorodnitsky, G. and Taqqu, M. S. (1994). Stable Non-Gaussian Random Pro-
cesses: Stochastic Models with Infinite Variance. Chapman and Hall, London.
MR1280932
[41] Shorack, G. R. and Wellner, J. A. (1986). Empirical Processes with Applications
to Statistics. Wiley, New York. MR0838963
[42] Sibbertsen, P. and Venetis, I. (2003). Distinguishing between long-range depen-
dence and deterministic trends. SFB 475 Technical Report 16-03, Univ. Dort-
mund. Available at www.sfb475.uni-dortmund.de/dienst/de/index.html.
[43] Vostrikova, L. Ju. (1981). Detection of “disorder” in multidimensional random
processes. Soviet Math. Dokl. 24 55–59.
[44] Yao, Y.-C. (1988). Estimating the number of change-points via Schwarz’ criterion.
Statist. Probab. Lett. 6 181–189. MR0919373
I. Berkes
Department of Statistics
Graz University of Technology
Steyrergasse 17
A-8010 Graz
Austria
and
A. Re´nyi Institute of Mathematics
Hungarian Academy of Sciences
P.O. Box 127
H-1364 Budapest
Hungary
L. Horva´th
Department of Mathematics
University of Utah
155 South 1440 East
Salt Lake City, Utah 84112-0090
USA
P. Kokoszka
Department of Mathematics
and Statistics
Utah State University
3900 Old Main Hill
Logan, Utah 84322-3900
USA
E-mail: piotr@stat.usu.edu
Q.-M. Shao
Department of Mathematics
University of Oregon
Eugene, Oregon 97403-1222
USA
and
Department of Mathematics
Hong Kong University of Science
and Technology
Clear Water Bay, Kowloon
Hong Kong
