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1
(1.1) minimize $f(x)$ subject to $g(x)=0,$ $x\geq 0$ , $x\in R^{n}$ , $g\in R^{m}$
1960 , Kar-
markar [7] , 2
, Kojima, Mizuno and Yoshise[8]
( )
Zhang, Tapia and Dennis[15] , Zhang and Tapia ([13],[14])
,
Yamashita[ll] ,
Zhang and Tapia , Newton
2 El-Bakry et $a1.[5]$ Yamashita and Yabe [12]
. , $Q$ 1 Yamashita
and Yabe [12] .
, [12] , $Q$ 1
. , 2,3 [12] , 4 .
2
(1.1)
(2.1) $L(x, y, z)=f(x)-y^{t}g(x)-z^{t_{X}}$ , $y\in R^{m},$ $z\in R^{n}$
, Karush-Kuhn-Tucker(K-K-T) :
(2.2) $r_{0}(x, y, z)\equiv(\begin{array}{l}\nabla_{x}L(x,y,z)g(x)XZe\end{array})=(\begin{array}{l}000\end{array})$ , $x\geq 0$ , $z\geq 0$ ,
,
$X=diag(x_{1}, x_{2}, \cdots, x_{\mathfrak{n}})$ , $Z=diag(z_{1}, z_{2}, \cdots, z_{n})$ , $e=(1,1, \cdots, 1)^{t}\in R^{n}$ ,
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$\nabla_{x}L(x, y, z)=\nabla f(x)-A(x)^{t}y-z$ . ( $A(x)$ $g(x)$ )
$XZe=0$ $XZe=\mu e$ ( $\mu$ ) , K-K-T
:
(2.3) $r(x, y, z)\equiv(\begin{array}{ll}\nabla_{x}L(x,y z)g(x) XZe-\mu e \end{array}).=(\begin{array}{l}000\end{array})$ , $x>0$ , $z>0$ .
, $r(x, y, z)$
$r(x, y, z)=r_{0}(x, y, z)-\mu\hat{e}$ , $\hat{e}=(\begin{array}{l}00e\end{array})\in R^{2n+m}$
.
(2.3) , 3
$XZe-\mu e=0$ $(\Delta x_{k}, \Delta z_{k})$ $(x, z)$
, $XZe-\mu e=0$
(2.4) $X_{k}^{-1}\Delta x_{k}+Z_{k}^{-1}\triangle z_{k}=\mu_{k}(X_{k}Z_{k})^{-1}e-e$ .
,
$x_{k+1}=x_{k}+\alpha_{xk}\Delta x_{k}>0$ , $z_{k+1}=z_{k}+\alpha_{zk}\Delta z_{k}>0$
$\alpha_{xk},$ $\alpha_{zk}$ , (2.2)
,
(1) (2.3) $\mu_{k}e$ (
),
(2) $\{(x_{k}, z_{k})\}$ (damping)
,
, $\nabla_{x}^{2}L(x_{k}, y_{k}, z_{k})$
.
, $w=(x, y, z)$ $g(x)$ v $A(x)\in R^{mXn}$ ,
$r(w)=0$ :
[Prototype Algorithm]
(0) $(x_{0}, z_{0})>0,$ $y_{0}$ .
$k=0,1,2,$ $\cdots$ ,
(1) $\mu_{k}\geq 0$ .
(2) $\Delta w_{k}=(\Delta x_{k}, \triangle y_{k}, \Delta z_{k})^{t}$ 1 $J_{k}\triangle w_{k}=-r(w_{k})$ ,
(2.5) $J_{k}=(\begin{array}{lll}G_{k} -A(x_{k})^{t} -IA(x_{k}) O OZ_{k} O X_{k}\end{array})$
, $G_{k}$ $\nabla_{x}^{2}L(w_{k})$
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(3) $\Lambda_{k}=diag(\alpha_{xk}I_{n}, \alpha_{yk}I_{m}, \alpha_{zk}I_{n})$
(4) $w_{k+1}=w_{k}+\Lambda_{k}\triangle w_{k}$ 1
$G_{k}=\nabla_{x}^{2}L(w_{k})$ $r_{0}(w)$ $r(w)$
(26) $\nabla r_{0}(w)=\nabla r(w)=(\begin{array}{lll}\nabla_{x}^{2}L(x,y,z) -A(x)^{t} -IA(x) O OZ O X\end{array})$ .




$1_{1}+_{h}\text{ _{}x}\#_{\text{ }L^{\sim}ips’}^{\grave{\grave{a}}^{\text{ }}\text{ ^{ _{}chi^{\circ}tz}}}wCl*\not\cong$fB\text{ _{}(x)^{\ovalbox{\tt\small REJECT} \text{ }\urcorner_{*}}}^{1ffi’\text ^{}\m thfrak{X}_{\ ext{ 9^{\text{ }j}\text{ ^{}I\supset^{\text{ }}}} x|hiE\Re$
$f$
$gth2$
$\nabla r_{0}(w^{*})$ ( $\nabla r(w^{*})$ ) [Pro-
totype Algorithm] $\mu_{k}$ , $G_{k}$
,
(1) $\mu_{k}$ ,




Zhang and Tapia ([13],[14],[15]) , [Prototype
Algorithm]
$\alpha_{xk}=\alpha_{zk}=\min\{1,$ $\gamma_{k}m_{!}n\{-\frac{(x_{k})}{(\triangle x_{k})}|(\Delta x_{k})_{i}<0\},$ $\gamma_{k}\min_{i}\{-\frac{(z_{k})}{(\Delta z_{k})}|(\Delta z_{k});<0\}\}$ ,
$\alpha_{\phi}=1$ , , $\alpha_{xk}$ , $\mu_{k}$ ,
$0\leq\mu_{k}\leq\zeta_{1}(x_{k}^{t}z_{k})^{1+\tau_{1}}$ , $0<1-\gamma_{k}\leq\zeta_{2}||r_{0}(w_{k})||^{\tau_{2}}$ ,




$\alpha_{xk}=\min\{1,$ $\gamma_{k}m!n\{-\frac{(x_{k})}{(\Delta x_{k})}|(\triangle x_{k})_{i}<0\}\}$ ,
$\alpha_{zk}=\min\{1,$ $\gamma_{k}m!n\{-\frac{(z_{k})}{(\Delta z_{k})}|(\Delta z_{k})_{i}<0\}\}$ ,
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$\alpha_{yk}.=1,$ $\alpha_{xk}$ , , $\alpha_{zk}$ , $\mu_{k}$ ,
$0\leq\mu_{k}\leq\zeta_{1}$ mjn $\{(x_{k})_{i}(z_{k})_{i}\}(x_{k}^{t}z_{k})^{\tau_{1}}$ , $0<1-\gamma_{k}\leq\zeta_{2}||r_{0}(w_{k})||^{72}$ ,




$\alpha_{xk}=\min\{1,$ $\gamma_{k}\min_{j}\{-\frac{(x_{k}):}{(\Delta x_{k})}|(\Delta x_{k})_{j}<0\}\}$ ,
, $\alpha_{zk}$ $\alpha_{zk}\leq 1$ $i1$
$\min\{\frac{\mu_{k}}{M_{Lk}((x_{k})_{i}.+\alpha_{xk}(\Delta x_{k}).\cdot)},$ $(z_{k})_{i} \}\leq(z_{k});+\alpha_{zk}(\Delta z_{k});\leq\max\{\frac{M_{Uk}\mu_{k}}{(x_{k})_{i}+\alpha_{xk}(\Delta x_{k})},$ $(z_{k})_{i}\}$ ,




(A1) (A4) , $\{w_{k}\}$ $A,$ $B,$ $C$
, $\epsilon>0,$ $\delta>0$ ,
$||w_{k}-w^{*}||\leq\epsilon$, $||G_{k}-\nabla_{x}^{2}L(w^{*})||\leq\delta$
$||\Lambda_{k}-I||\leq c_{1}||r_{0}(w_{k})||^{\tau}$ , $\mu_{k}\leq c_{2}(x_{k}^{t}z_{k})^{1+\tau_{1}}$




[ 1] ( 1 [12])





, $\nu\in(0,1)$ $\epsilon=\epsilon(\nu)$ $\delta=\delta(\nu)$
$||w_{0}-w^{*}||<\epsilon$ , $||G_{0}-\nabla_{x}^{2}L(w^{*})[|_{M}<\delta$
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$\{w_{k}\}$ $w^{*}$ , ,










, (3.1) bounded deterioration property [2] , (3.3) Dennis-More’ [4]
4 1
, $(x_{k}, y_{k}, z_{k})$ K-K-T $(x^{*}, y^{*}, z^{*})$ $Q$ 1
, $Q$ 1 ,
$(x_{k}, y_{k}, z_{k})$ K-K-T $(x^{*}, y^{*}, z^{*})$ $Q$ 1 , $R$ 1
, $(x_{k}, z_{k})$ $(x^{*}, z^{*})$ $Q$ 1
, ,
$Q$ 1 Boggs, Tolle and Wang [1] Coleman [3]
$g(x)$ $A(x)$ , $A^{-}(x)\in R^{nxm}$
$A(x)A^{-}(x)=I$
, $A^{-}(x)$ , $B(x)\in R^{(n-m)_{X}n}$
$B(x)A(x)^{t}=O$





(4.1) $r(w)=(\begin{array}{l}r_{L}r_{B}r_{G}\end{array})\equiv(\begin{array}{ll}\nabla_{x}L(x,y z)g(x) XZe-\mu e \end{array})=0$
, [Prototype Algorithm]
$J_{k}\triangle w_{k}=-r(w_{k})$
$(((A_{\vee}(x_{k^{k}}B^{-}(x)^{))^{t}}O) I OI)J_{k}\Delta w_{k}=-(\begin{array}{lll}((A(\text{ }))^{t}B^{-}(x_{k^{k}})) O\backslash O I I\end{array})r(w_{k})$.
,
(42) $y_{k}+\Delta y_{k}=(A^{-}(\text{ _{}k}))^{t}(G_{k}\Delta x_{k}+\nabla f(x_{k})-(z_{k}+\triangle z_{k}))$ ,
(4.3) $(\begin{array}{lll}B(x_{k})G_{k} -B(x_{k}) 1A(x_{k}) O Z_{k} X_{k} \end{array})(\begin{array}{l}\Delta x_{k}\Delta z_{k}\end{array})=-(\begin{array}{l}B(x_{k})(\nabla f(x_{k})-Z_{k})g(x_{k})X_{k}Z_{k}e-\mu_{k}e\end{array})$ .




$(\begin{array}{l}(A^{-}(x))^{t}B(x)\end{array})r_{L}$ $=$ $0$ ,
$r_{E}$ $=$ $0$ ,
$r_{C}$ $=$ $0$ .
,
(4.4) $y$ $=$ $(A^{-}(x))^{t}(\nabla f(x)-z)$ ,
(4.5) $B(x)r_{L}=B(x)(\nabla f(x)-z)$ $=$ $0$ ,
(46) $g(x)$ $=$ $0$ ,
(4.7) $XZe-\mu e$ $=$ $0$ .
, (4.4) $(x, z)$ $y$ , $(4.5),(4.6),(4.7)$
$(x, z)$ ,
(4.8) $\tilde{J}(x_{k}, z_{k})(\begin{array}{l}\Delta x_{k}\Delta z_{k}\end{array})=-\tilde{r}(x_{k}, z_{k})$
,
(4.9) r\tilde ( , $z$ ) $=(\begin{array}{l}B(\text{ })(\nabla f(x)-z)g(x)XZe-\mu e\end{array})$ , $\tilde{J}(x, z)=(\begin{array}{ll}\dot{B}(x)r_{L}+B(x)\nabla_{x}^{2}L(w) -B(x)A(x) OZ X\end{array})$
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, $\dot{B}(x)$ $B(x)$ $x$ ,
$y_{k}=(A^{-}(x_{k}))^{t}(\nabla f(x_{k})-z_{k})$ , $w_{k}=(x_{k}, y_{k}, z_{k})$
, K-K-T $(x^{*}, z^{*})$ $\dot{B}(x^{*})r_{L}(w^{*})+B(x^{*})\nabla_{x}^{2}L(w^{*})=B(x^{*})\nabla_{x}^{2}L(w^{*})$ ,
(4.10) $\tilde{J}(x^{*}, z^{*})=(\begin{array}{ll}B(x^{*})\nabla_{x}^{2}L(w^{*}) -B(\text{ ^{}*})A(x^{*}) Oz* x*\end{array})$
, $\dot{B}(x_{k})r_{L}(w_{k})+B(x_{k})\nabla_{x}^{2}L(w_{k})$
$H_{k}$ , $\tilde{J}(x_{k}, z_{k})$ $l$
$\tilde{J}(x_{k}, z_{k})\approx(\begin{array}{ll}H_{k} -B(\text{ _{}k})A(x_{k}) OZ_{k} X_{k}\end{array})$
.
, , $(x_{k}, z_{k})$ $(\text{ ^{}*}, z^{*})$ 1 ,
,
[ ]
$\{(x_{k}, z_{k})\}$ $(x^{*}, z^{*})$ 1 , 3
(1) $\{(x_{k}, z_{k})\}$ $(x^{*}, z^{*})$ $Q$ 1
(2)
(4.11)






(4.3) [ ] , ,
[ 2]
(A1) (A4), (A6) , $\{w_{k}\}$ $A,$ $B,$ $C$
$\{(\text{ _{}k}, z_{k})\}$ ( $x^{*},$ $z$ 1
, $\{G_{k}\}$
$(\begin{array}{ll}B(x_{k})G_{k} -B(\text{ _{}k})A(x_{k}) OZ_{k} X_{k}\end{array})$
, 3
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