We investigate the phase-space structure displayed by a system of four waves interacting by means of nonlinear coupling between two wave triplets, which results in a dissipative high-dimensional vector field presenting an invariant manifold, wherein the dynamics is essentially conservative. The focus is on the coexistence of a large number of periodic attractors in the phase space, with an interwoven structure of the basins of attraction, where low-period attractors have predominance. The time behavior of nearly conserved quantities and the properties of the Lyapunov spectra are used to imply the existence of a lower-dimensional invariant manifold where the dynamics is nearly conservative. A three-dimensional map is used to illustrate these findings.
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I. INTRODUCTION
A rather common feature of many physical systems is the saturation of linear instabilities by nonlinear saturation [1] [2] [3] [4] .
The understanding of such saturation mechanisms represents a fundamental physical problem. These kinds of analyses are, in general, difficult tasks. However, the analysis can be simplified in cases when linearly unstable systems consist of just few modes as, for example, nonlinear three and four wave interactions [5] . For problems of wave coupling displaying quadratic nonlinearity, interactions involving three or four modes may describe key features of turbulence in systems close to equilibrium [6] . Nonlinear wave-wave interactions occur in many physical examples in plasma physics and nonlinear optics. Some of the applications of nonlinear parametric wave interactions are anomalous laser absorption and laser beam filamentation in laboratory plasmas [7] , auroral radio emissions [8] , and solar wind modulation in space plasmas [9] , second-harmonic production, amplification, frequency up-conversion, and phase-conjugation of optical signals [10] , wave mixing in chiral liquids [11] , generation of soft x rays by conversion of visible laser [12] and production of Raman waves (lasers) using dielectric microcavity [13] . Coherent four wave interactions appears also in nonlinear atom optics (interacting Bose-Einstein condensates) [14] . Parametric wave interaction plays an important role in conversion of incoherent light into coherent light as well [15, 16] .
Parametric wave-wave interactions of three and four wave is among the most widely studied wave-mixing or wave interaction configurations. It can be understood as a parametric amplification process where energy is transferred from a pump wave into two or three other waves [16] . Mathematically, such interaction processes can be described by a system of coupled-mode nonlinear differential equations which exhibit a wide variety of dynamical phenomena, from periodic to chaotic behavior, being also one of the oldest physical applications of nonlinear dynamics and chaos [3, 4, 16] .
The case of dissipative three-wave coupling was shown to present transition to chaotic behavior through well-known routes, as a cascade of period-doubling bifurcations of cycles [17] , and intermittency, where stable periodic orbits abruptly take over chaotic attractors [18] . These analyses can be further extended for certain classes of four-wave parametric interactions, in which two waves participate simultaneously in two resonant triplets [19, 20] . The conservative case of this problem was found to be exactly integrable, since it presents the same number of integrals of motion as the degrees of freedom, when the wave frequencies match exactly [21] . When there is some frequency mismatch, however, the conservative four-wave interaction is no longer integrable. In this case, there has been found another scenario for transition to chaotic motion via separatrix chaos [22, 23] : a solitonlike solution (separatrix) has been obtained for the integrable case, i.e., with perfect frequency matching. This solitonic solution becomes irregular with small frequency mismatch and, as the latter is increased the separatrix chaotic layer spreads along the phase space, eventually engrossing most of it [23] .
Most analytical and numerical results on four-wave parametric interactions have focused on the conservative case. The dissipative case, however, when there is a frequency mismatch, still presents many hitherto unexplored features.
For example, what is the fate of the periodic (Poincaré-Birkhoff) islands, and which represent resonances of the conservative system [24] , when a small dissipation is introduced? Can those solitonlike solutions, found the integrable case, survive to dissipation, i.e., are they robust features of the theoretical model? Do chaotic orbits persist in presence of dissipation, and in what measure? Another important topic to mention is the fact that how a linearly unstable system can be stabilized (presenting saturated states) by nonlinear coupling [6] . In plasma physics, for example, many works have been done on wave interactions handling just linear growth rates. In spite of those works being useful, many of such results can be explained in more detail when the nonlinear case is studied. In fact many new results on nonlinear dynamics have brought better explanations about some physical systems (see [16] and references therein). These are some of the questions we address in this paper, which presents the dissipative version of the four-wave parametric interaction model, with an invariant manifold, where the dynamics is conservative.
The results we show in this paper are consistent with general features expected for damped near-integrable Hamiltonian systems, for which the absence of an energy surface foliated in invariant tori leads to qualitatively different dynamics. In particular, those linear centers related to Poincaré-Birkhoff islands become multiple coexisting attractors with an involved basin structure due to the fractal nature of the basin boundaries [25] . The latter, on their hand, are responsible for the appearance of transient chaos, which represents most of the irregular dynamics, since the presence of chaotic attractors (and the corresponding basins of attraction) is rare in comparison with periodic attractors [26] .
A key result of our analysis is the existence of an invariant manifold, embedded in the phase space of the system, to which the phase trajectories are attracted for large times. The dynamics on this manifold is conservative, since it preserves an energylike constant as time evolves; and the dissipative effects are found in the directions transversal to this invariant manifold. Since the full phase space of the wave-wave interaction problem is high-dimensional, these features can be better observed in a lower-dimensional mapping which possesses such an invariant manifold, and which retains many of the dynamical features of the physical system we are investigating.
The rest of the paper is organized as follows: in Sec. II we present the basic equations of the four-wave interaction model, together with a discussion of the phase space structure. Section III presents numerical evidences of the existence of an invariant manifold, as a subset of the phase space to which trajectories asymptote, and on which the dynamics is nearly conservative. Section IV treats the observed multistability, or the coexistence of a large number of periodic attractors, with an involved basin structure. These facts are best illustrated in Sec. V with the help of a low-dimensional mapping, which preserves some of the essential dynamical features found in the four-wave interaction problem. Our conclusions are left to the final section.
II. PHASE SPACE STRUCTURE
The resonant four-wave parametric interaction is comprised by the coupling of two three-wave sets, with the following phase-matching conditions (a schematic representation of this coupling being depicted in Fig. 1 ):
where ␦ 3,4 Ј are the frequency mismatches for each of the wave triplets. We use the modulational notation for the wave fields
where E ␣ ͑t͒ is a slowly varying complex envelope. Not far from the threshold of the linear instability, or in other words, when the energy level of saturated states is sufficiently low [27] dynamical behavior of the four wave coupling in a quadratic nonlinear dissipative system can be described combining Maxwell's equations with the fluid equations and the linear dispersion relation ␣ ͑k ␣ ͒ of each interacting wave. Doing that we are able to derive normalized complex amplitudes for the envelopes:
where f ␣ are functions of the frequencies and dispersion operators (see [23] for explicit expressions for a particular case). In terms of these normalized complex amplitudes, the equations of the resonant parametric four-wave coupling are
where ␦ 3 Ͼ 0 and ␦ 4 Ͼ 0 are the normalized linear frequency mismatches, r Ͼ 0 is the coupling parameter between triplets, 1 Ͼ 0 is the linear energy injection coefficient, and 2 Ͻ 0, 3 Ͻ 0, and 4 Ͻ 0 are dissipation parameters. Here we are assuming nonlinear coefficients equal to the unity since we have also normalized the wave amplitudes. In fact in many physically interesting cases, such coefficients will be complex, but the use of renormalized variables can make these coefficients real and limited [6] such that without loss of generality we are assuming them equal to the unity.
Since each wave field is characterized by two real parameters (amplitude ͉A i ͉ and phase i ), they are out of eight variables in this system, such that its phase space is 8-dimensional. Let us first consider the conservative case ͑ 1 = 2 = 3 = 4 =0͒. In this case, the phase-space dimension can be substantially reduced thanks to conserved quantities of the physical system which lead to integrals of motion, from the dynamical point of view. The first of these is the Hamiltonian, or energy function
from which there results the following canonical equations for the wave amplitudes and their conjugate variables:
Other conserved quantities, called c 1 and c 2 , are given by the so-called Manley-Rowe relations:
These three integrals of motion reduce the phase space dimension from eight to five. This number can be further decreased, by two units, by using the phase conjugacies given by the Stokes and anti-Stokes modes
and we have just three phase space dimensions, which can be readily studied by using a 2-dimensional Poincaré surface of section map. The structure of the phase space, in this case, has been investigated already [23] . Now if we let the dissipation coefficients i have nonzero values, the former integrals of motion will be, in general, no longer conserved with time. The time rate of change of the phase space volume, which is the divergence of the vector field (7)-(10), which is given by
is a constant value, indicating that the system is globally dissipative (antidissipative), i.e., the volumes shrink (expand) with time at the same rate everywhere in the available regions of the phase space. Since there are no longer conserved quantities, the only dimensional reduction we can make, in the dissipative case, is to use the phase conjugacies (16) and (17), which reduce the phase space dimension from eight to six. In the following, we will set 1 = 1.0, 2 = 3 = 4 = −0.8, and r = 1.0; such that J Ͻ 0. We also define a symmetry-breaking parameter
͑19͒
which measures the total mismatch between triplets. In other words, the value taken on by ⌬ gives us a measure of how efficient is the energy transport from one wave to another, interacting in each wave triplet.
As we shall see, when ⌬ =0 (symmetric case), the dynamics is strongly dissipative along four out of the six phasespace dimensions, which directs trajectories asymptotically to a two-dimensional manifold M. The dynamics in this manifold can be parametrized by any set of suitable coordinates. We choose to work with the field amplitudes ͉A i ͉ and Re͑A i ͒. Figure 2 (a) shows a projection of the phase space trajectories on the ͉A 1 ͉ -͉ A 3 ͉ plane, in which a variety of different attracting closed orbits are shown (the apparent crossing of the trajectories is due to the projection we made), corresponding to different initial conditions.
The perspective view shown in Fig. 2(a) suggests a "funnel" with its vertex at the origin ͉A 1 ͉ = ͉A 3 ͉ = 0 and projecting out along the remaining phase space dimensions (mainly two of them, due to the existence of the manifold M), the closed orbits being cross sections of it. Moreover, the fact that the system dynamics is effectively two-dimensional rules out the possibility of chaotic motion. These closed orbits have a complicated structure for their basins of attraction. In order to label the different attractors we can define a "mean radius" of such curves, ͑A 1 ͒, as illustrated by Fig. 2(b) . If ⌬ =0, it is possible to find cycles with any value of the mean radius. These limit cycles are thought to belong to a dense set of closed orbits.
III. CONSERVATIVE INVARIANT MANIFOLD
The large phase space dimension (six, effectively out of eight) of our four-wave system seems to hamper a more profound dynamical analysis. High-dimensional conservative dynamics in the energy surface can be extremely complicated due to factors as Arnold diffusion and stochastic pumping [28] . Nevertheless, the dissipative case can be simpler in the sense that the number of possible stationary states will decrease, as the dissipation builds up. Moreover, chaotic dynamics is mainly of a transient nature, since chaotic attractors would have attraction basins comparatively smaller than periodic attractors, and the latter dominate the dynamics [25] .
The shrinking of phase space volume caused by dissipation helps us to simplify the system dynamics in another perspective. Globally dissipative systems have the property that a sphere of finite volume located in any point of the phase space will shrink into a zero-volume region. In the four-wave case, global dissipation leads phase-space volumes to a low-dimensional manifold on which the dynamics is almost conservative for the symmetric case ͑⌬ =0͒.
A numerical evidence for this assertion is depicted in Fig.  3(a) , where we plot the time variation of the numerical value of the quantity H given by Eq. (11) for the dissipative case. We remark that H is no longer the Hamiltonian but, as soon as we reach the conservative manifold, H becomes constant (for ⌬ =0). Such a fact enables us to define H for the dissipative case as an energy function which is conserved as the dynamics is restricted to the conservative manifold. In the conservative case ͑ i =0͒ the energy function is rigorously conserved. On the other hand, in the dissipative case, and when the mismatch ⌬ is different from zero, the temporal evolution of H displays, after a transient time, small oscillations which indicate that the energy function is not conserved. In other words, the conservative invariant manifold ceases to exist in the latter situation.
Further evidence is given by Figs. 3(b) and 3(c), where we plot the time variation of the quantities c 1 and c 2 which, in the conservative case, are strictly constant, thanks to the Manley-Rowe relations (14) and (15). Note that, while H and c 2 are constant for ⌬ = 0, the quantity c 1 presents a bounded and regular oscillation about a fixed value. Such results show us that the dynamics in the invariant manifold preserved just the quantities H and c 2 . In particular the former is conserved outside the manifold M.
The dynamics in this manifold M is conservative thanks to the asymptotic convergence of the former integral of motion H into a constant value. Since these quantities (H and c 2 ) do not alter their value as time increases, we can imagine that this is an invariant manifold, since a trajectory that once reaches M will remain there for all time. The twodimensional character of M is inferred from the Lyapunov spectrum of this model, shown in Fig. 4 , where all the six Lyapunov exponents are depicted as a function of time. They are all strictly nonpositive, indicating absence of chaotic behavior. While four exponents are negative, we have two exponents equal to zero (in the symmetric case ⌬ =0), indicating that the trajectories are pushed to this manifold along the remaining four directions in phase space (due to the correspondingly negative exponents).
For the ⌬ 0 case, such conservative invariant manifold does not exist at all, as we can see from the variation of the energy function H͑t͒ [ Fig. 3(a) ] and the Lyapunov spectrum Fig. 4(c) ], that presents only one vanishing exponent (namely, that related to the direction along the trajectory) [29] . The initial behavior of the H͑t͒ time series can be understood due to the transient time elapsed until the system trajectory settles down on the manifold M. Moreover, two vanishing Lyapunov exponents are related to the phase conjugacies in Eqs. (16) and (17) and are not plotted [23] .
IV. MULTISTABILITY
The presence of multiple coexisting attractors, or multistability, is expected in Hamiltonian systems with weak dissipation. In this case, numerical and rigorous analyses point out that there is a large number of coexisting periodic attractors [25] . In the past section we have seen that there is an essentially conservative manifold embedded in the phase space of the system. In the directions transversal to this manifold the dynamics is strongly dissipative, and the trajectories converge fast to this manifold as time goes to infinity. These multiple attractors are limit cycles for ⌬ = 0 and lie on this manifold, their basins extending over the corresponding transversal directions. If ⌬ 0, these multiple attractors bifurcate into tori, since the conservative manifold M no longer exists.
If a trajectory were initialized exactly on this invariant manifold it would remain there for all times, without converging to any attractor. With respect to the transversal dissipative direction these curves can be regarded as limit cycles of the system as a whole. Returning to Fig. 2(a) , the funnel aspect of the curves is turned into a series of concentric curves if a suitable projection direction is used. In this case the orbits resemble the phase space structure near an elliptic fixed point of a two-dimensional area-preserving system.
For example, a center fixed point of the conservative system (neutrally stable) becomes, with a small amount of dissipation, a stable focus. If this point is in a chain of m periodic islands, it becomes a period-m focus [25, 26] . As a general rule, the number of attractors tends to infinity as the dissipation vanishes. For small yet nonzero damping we expect only a finite number of coexisting attractors. This occurs because many periodic orbits (particularly those with high periods) lose their stability in a very rapid way as damping grows up [30] .
The fast increase of the number of multiple coexisting attractors of integer periods (in terms of Poincaré maps) is also present when other parameters of the system are varied. For example, keeping the damping fixed in the periodically kicked double rotor [31] , there has been found a steep increase in the number of periodic attractors as the forcing decreases to zero [26] . Figure 5 shows the number of periodic attractors we found numerically, with ⌬ varying eight orders of magnitude. Here the stability of the cycles was obtained numerically: once the numerical integration is started, we wait for the asymptotic state. If this state does not change after a given time interval (circa 50 pseudoperiods) we consider that the asymptotic state the system reaches is stable.
As a general trend, the number of coexisting attractors increases exponentially with diminishing ⌬, just as expected. The number of attractors N T , for a given ⌬ was computed by randomly choosing a large number J of initial conditions in the phase space and following the resulting trajectory a large time, until it closes down on itself (up to a specified small tolerance ) after m crossings of the Poincaré section. Since the conservative invariant manifold, which exists for ⌬ =0, is two-dimensional, only periodic orbits with m = 1 are allowed. Orbits with m ജ 2 exist only when ⌬ 0, and do not belong to such conservative invariant manifold. If the orbit fails to close down on itself, we did not consider this trajectory as leading to a periodic orbit. In this case we found an approximation of a period-m attractive orbit, and the number of attractors was computed by summing up all period-m orbits: ration of the number of attractors, the error bars being too wide to allow for a reliable fit.
It must be stressed that the numerically determined value of N T is to be considered actually a lower bound on the total number of periodic attractors, since many orbits have basins of attraction so tiny that their presence cannot be detected unless we use a very fine resolution. This also explains why there is apparent saturation of N T for very small ⌬, since the number of attractors may increase, but at the same time their basins become so small that they cannot be detected. In fact, Fig. 5(a) shows that, while the total number of attractors increases with the number of initial conditions chosen (a consequence of the better resolution achieved with more points to explore), the slopes ␥ of the power-law fits converge to a value 0.547± 0.003 [see Fig. 5(b) ].
The basin structure of a weakly dissipative system is thus very complicated, since there is a large number of coexisting stable attractors, each one with its own basin of attraction in a limited phase space region. Even though the phase space dimension can be large, as in this case, there is numerical evidence that the basins of attraction are complexly interwoven [25] .
Due to the presence of the conservative manifold in the phase space for ⌬ = 0, with strongly dissipative transversal dynamics, virtually every invariant curve of the conservative manifold is an attractor with respect to the transversal directions, and we label them according to their mean radius ͑A 1 ͒. Since the number of coexisting attractors is typically too large (of the order of hundreds of thousands), it is nearly impossible to get a reasonable plot of individual basins of attraction. However, a glimpse of this structure can be obtained by means of Fig. 6(a) , where the union of the basins of various attractors are indicated in the Re͑A 1 ͒ -Re͑A 3 ͒ projection of the phase space, and corresponding to intervals of the mean radius ͑A 1 ͒. For example, one of the dark strips in Fig. 6(a) refers to the union of the basins for cycles with mean radii within the interval 0 Ͻ ͑A 1 ͒ Ͻ 5, the contiguous white strip to basins for which 5 Ͻ ͑A 1 ͒ Ͻ 10, and so on.
The convoluted nature of the corresponding basin boundaries stripes for small values of Re͑A 1 ͒ and Re͑A 3 ͒ indicates in fact a highly interwoven basin structure in these regions, which holds also for the individual basins themselves. In fact, Fig. 6(b) shows a magnification of such a region, indicating a logarithmic accumulation of the basin stripes towards a vertical line parallel to the axis Re͑A 1 ͒ =0.
As a consequence of the above reasoning, chaotic attractors are likely to be seldom found in such weakly dissipative systems, for their basins would be too tiny to be detected, in comparison with low-period attractors. However, there are chaotic transients in such systems, present in the basin boundaries, and which are remnants of the homoclinic tangle existing in the conservative case. These chaotic transients, however, do not influence the counting of coexisting attractors.
From Fig. 6 is apparent that the relative areas of the attraction basins are rather different, being distributed in a way numerically shown by Fig. 7 , where we have used as an indication of the attractor not its period, but instead the maximum value, (͑A 1 ͒), of the corresponding periodic orbit. The corresponding probability distribution ⌸͑͒ was computed by distributing a large number of randomly chosen initial conditions in the phase space and determining in what attractor the trajectory settles down. The distribution shows a peak around ͉A 1 ͉ = 20, indicating the "most probable" periodic orbit in phase space which would contain this value. Such a fact can be observed in Fig. 6(a) , where the pieces of projected basins have different areas for different orbits.
At this point, one could argue that, due to the extremely interwoven structure of the attraction basins, very small deviations of a trajectory (particularly if it stays near the basin boundary) would kick us to another basin. This could be a serious drawback of our numerical method to determine a periodic attractor, since it uses a small tolerance ⑀ to assess whether or not a given trajectory has closed on itself. In order to give confidence to our method, Fig. 8 shows the variation of the total number of attractors with the total number of initial conditions, for two different tolerances. The number of attractors increases exponentially with initial conditions, which is a simple consequence of the better resolution obtained with more points, permitting us to explore more and more basins of attractions. The slope of this increase is the same for two widely different tolerances. Were the final-state sensitivity so drastic that we would expect dramatic changes by considering small deviations of a trajectory from a tolerance ⑀, the results would not converge as shown by Fig. 8 .
V. A LOW-DIMENSIONAL MAPPING
The existence of an invariant manifold M where the dynamics is nearly conservative, embedded in the phase space of a globally dissipative system, has been suggested for the resonant four-wave interaction. However, the high dimension of the corresponding phase space is an obstacle to a more detailed analysis. For example, one would like to write down an equation for the two-dimensional surface corresponding to M. This is feasible in simpler dynamical systems, where the phase space dimension is small enough to allow the obtention of analytical results.
Since the lowest-dimensional phase space for nearconservative motion is two, the simplest system which exhibits an asymptotically near-conservative dynamics is a two-dimensional weakly dissipative map with a transversal direction with strong dissipation. Furthermore, in order that this area-preserving map is defined on a two-dimensional invariant manifold, the transversal dynamics cannot influence the trajectory in the manifold. We will take, as a representative example of a weakly dissipative map, the ChirikovTaylor map with a Jacobian slightly smaller than unity [24, 28] :
where the standard map is defined the ͑x − y͒ plane, and z is the corresponding transversal direction. The dynamics along z is independent from x and y, as required by the requirement that the z = 0 plane is an invariant manifold. In fact, if we make z n = 0 in the above equations, it follows that z n+1 = 0 for all later times. b տ 0 is the dissipation coefficient along the transversal direction. The Jacobian derivative of this model is J =1−b, indicating that, for small b values, this is a globally dissipative map. If a trajectory starts from an initial condition with nonzero z, i.e., out of the invariant manifold z = 0, it is typically attracted to the z = 0 plane, with a constant rate 1 − b Ͻ 0. An example is depicted in Fig. 9(a) , where an x − y projection of the three-dimensional phase space shows closed orbits coming from initial conditions with different values of z. This can be interpreted as a result of cross sections, for z variable, of the invariant (KAM) tori which exists in the conservative system ͑b =0͒. Actually, in the dissipative case these tori no longer exist, the region which they occupy being rather the basin of attraction of a stable focus located at the former elliptic point (see Sec. III). On the other hand, the chaotic motion which is expected for a conservative system like the standard map is readily identified with chaotic transients which precede evolution towards a stable low-period attractor. Figure 9(b) shows the time evolution of the three Lyapunov exponents. The third exponent is negative and is related to the transversal direction, whereas the two largest exponents, after a rapid transient, converge to values related to the dynamics on the z = 0 plane. If it were strictly conservative, the two largest exponents would sum to zero, due to the area preservation.
VI. CONCLUSIONS
The nonlinear interaction of four waves, in its conservative (Hamiltonian) version, is integrable if there is perfect frequency matching between the waves. The introduction of a small nonzero frequency mismatch breaks down the system integrability and opens the possibility of chaotic dynamics. The addition of dissipative terms to the otherwise conservative model leads to a complex phase space structure, whose main features were the object of this paper. Our results can be summarized as follows.
There coexists a multitude of attractors, their number increasing in a power-law fashion as the symmetry-breaking parameter goes to zero. There exist only limit-cycle attractors, since the invariant manifold is two-dimensional, and their basins of attraction show a highly involved structure with an incursive character, which is more evident for low values of the wave amplitudes. The presence of chaotic attractors is not possible in this case, but this does not preclude the existence of chaotic transient dynamics.
We have numerically observed that the system trajectories for the ⌬ = 0 case, albeit belonging to a high-dimensional phase space, are asymptotically converging to a twodimensional invariant manifold in which the dynamics is conservative. This fact effectively reduces the number of degrees of freedom necessary to give a dynamical characterization of the wave-interaction problem. These properties can also be found in simpler dynamical systems, and we have introduced a three-dimensional mapping which share many of the properties of the physical system we are considering in this paper. We claim that our results are thus quite general, and are present in a wide variety of similar wave-interaction models.
