Development of techniques for music visualization is important and still open problem in analysis and creation of the quantitative profiles of single or multiple compositions, which could be used as required constraints in music generation or music classification processes. When generating creative data with no objective function, it is hard to select or to find appropriate measurable features. This paper proposes a method to normalize data in MIDI files by 12 dimensional vector descriptors extracted from tonality as well as a novel technique for dimensionality reduction and visualization of extracted music data by 3D projections is discussed. Employing a non-overlapping sliding window through the composition, the harmonic features are found in a music piece. Then a self-similarity matrix is computed using distance metrics to analyze and project the resulting 3D feature vectors. Three dimensional projection creates a quantitative profile of a composition, which correlates the tone similarities along the music piece. The dimensionality reduction is compared with well-known autoencoder. Conducted tests show that our method preserves up to 90% of original data in the projection of reduced dimension. The advantages of the proposed method consist in a novel technique that provides interactive visualization and dynamically adjusts different metrics to observe the behavior of data during music information retrieval and recognition.
I. INTRODUCTION
Music visualization is used to read, write, and edit music compositions in the creation context. This kind of visualization can be limited only by the precision of feature selection and the performance of data extraction tool. Therefore, based on modern techniques of artificial intelligence, data projection and dimensionality reduction used for downgrading the computational resources are needed for appropriate selection and analysis of specific features found in data. The visualization sometimes needs flexibility to be used with different quantitative metrics to compare them between each other, when observing their related behavior either based on perception or interpretation of analyzed data.
Contrary to common dimensionality reduction methods, it is important to control selected redundancy due to the nature of music data properties found in tonality, rhythm, speed, etc. That is the reason, why traditional methods for data projection do not provide techniques to visualize and understand features, which identify genres, style or authors. The study
The associate editor coordinating the review of this manuscript and approving it for publication was Feng Xia . of tonality and rhythmic descriptors can help organizing and finding relevant data behavior. Frequently used patterns in data could be used for music classification and automatic music generation due to its quantitative representation precisely measured by specifying metrics of different elements in music composition.
There exist numerous techniques for unsupervised or semi-supervised machine learning however, they are not practical to study data from music pieces. To make use of supervised learning methods as deep learning, we need big amount of labeled data but, making annotations by hand, it is not so practical. Classification systems like key signature usually are genre bias and thus, it favors one tonal key over another according to the specific style [1] . As result, these systems only work accordingly to a specific genre for which they were designed.
There are different methods for dimensionality reduction and data visualization by multidimensional vectors, which are computed finding redundancy between them.
For this purpose, one of the frequently used techniques is Principal Component Analysis (PCA), which is based on linear transformations and matrix correlations [2] .
Other methods provide data projection applying non-linear analysis using neural networks like autoencoders [3] . They employ encoded projections of non-linear related features however, the user can not specify which dimensions, redundancy, or metrics is better to take. In recent updates of the method proposed by Lopez et al. [4] , there are some approaches to use constraints controlling the latent space represented at the projection of reduced dimensionality. While well-known dimensional reduction techniques as usual are based just on the redundancy of dimensions, the proposed method provides original representation for all possible combinations of tones using dimensionality reduction from required 12 dimensional harmonic descriptors into 3 dimensional vectors [2] , [4] , [5] . To visualize them a novel projection approach has been developed, which is adjustable to different metrics by changing only one step of the proposed method.
In music information retrieval (MIR) there are different techniques used to study elements of data, for example, to classify music compositions by specific features, which are evaluated by different qualitative and quantitative metrics [5] , [6] . Usually, well-known techniques employ limited number of metrics and frequently, they cannot be directly adopted for evaluation of features extracted from data. In order to dispose with multi-faceted study of data properties during music information retrieval, the proposed method can select and fit dynamically multiple metrics providing more accurate data acquisition and processing. We present an example of visualization using two different metrics: Euclidean and Hamiltonian to compare and evaluate their usefulness.
Represented in a MIDI file features such as rhythm or tones can be extracted at a specific moment within a window of time. The proposed approach allows user to test different distance metrics for harmony or rhythm. The distances between vectors, which encode harmony, are used to generate a Self-Similarity Matrix (SSM) and then it is used to project the data in a lower dimensional space to observe the metrics behavior. The projection can also be employed for visualizing results of music data analysis as well as for reducing load processing of generated MIDI file abstractions. The absence of this type of tool and the lack of formal scientific reports applied to field of automatic music generation and edition motivate this research.
The aim of the proposed method is to create a dynamic and adjustable instrument to be used for music information retrieval, which can covers studies in musicology, signal processing, information interpretation and recognition among others. Because of a method extracts quantitative features of music compositions, it can be used for analysis, indexing, classification, recognition and automatic generation of classic or modern music. Recently, this field has a practical need in musical services such as iTunes, Spotify, Pandora, Magenta-Google, etc., [5] - [8] .
The rest of this paper is organized as follow: in Section II the related works are explained and the most common methods for data visualization are reviewed. In Section III the proposed methodology is presented with formal description of specific examples to determine the processes and used parameters as well as the obtained experimental results and their evaluation are resumed in Section IV. Finally, Section V presents conclusions and future work of the research progress.
II. RELATED WORKS
One of the goals of dimensionality reduction is the capability to interpret data visually. Another use of projection of data is the elimination of redundancy in information, which helps intelligent systems to learn and find patterns [2] . Some examples of techniques used for reduction of dimensionality are the t-distributed stochastic neighbor embedding (t-SNE) [9] , [10] , the autoencoder [3] , [4] and specific for music analysis the spiral array approach for computational modeling of tonality [11] .
The method of t-SNE exploits a clusterization approach in high dimensional data and computes thresholds to determine the closeness of the nodes between each other to classify them as far or close. The nodes determined as far are pushed away in clusters to project the clusterization behavior and authors apply the method of PCA (principal component analysis) to reduce the dimensional redundancy [3] . The approach performs the lower projection by fitting the nodes given in the classification that are close within each other to form clusters. However, the principal disadvantage of this method is reducing only redundancy found by PCA and classified by using predefined thresholds. The method is not capable of changing the metrics of closeness other than the one given by the PCA. Thus, it is not directly applicable for music analysis as well.
The spiral array model based on the Tonnetz theory is designed specifically for music visualization [12] . This theory consists in mapping and modeling the structures like chords, keys, and tension between moments of the composition. Each tone (C, C#, D, D#, E, F, F#, G, G#, A, A#, B) is represented by a 3 dimensional point inside spiral array. The method splits the composition in overlapped windows of time and averages the values of the assigned points to determine the position inside the spiral. Unfortunately, the approach only considers major and minor key signatures and it uses a fixed window for any composition. It is not entirely adaptable to different keys or changes of speed like beats per minute.
The autoencoder is one of the unsupervised learning techniques on neural networks used to compress data. It contains a hidden layer known as bottleneck, which connects two parts of a neural network called encoder and decoder.
They are layers of neural networks that can be fully-connected layers, convolutional layers, or variations of them. Although it can be used as deep-learning approach for reducing dimensionality, the compressor does not provide better performance than standard compression algorithms like JPEG [13] . The autoencoder is used for specific tasks such as cleansing data for example, denoising or gap filling in images using its more complex versions [14] . In non-linear methods with no-supervised learning area the variational autoencoder is frequently used, which is a version of the autoencoder, where the bottleneck of the network learns a statistical representation of relations of the data [15] . This method encodes so called latent space, which represents the lower dimensionality projection. The area described by latent space allows to select a point in continuous 2D or 3D space, which is inside a region from cluster of features representing higher dimensionality. The decoder is capable to morph the features between the points of the learned examples.
In the visualization of symbolic music there are other methods based on compression. They are used particularly for reducing repeated figures during visualization of the data extracted from musical piece. One of them is a compression method COSIATEC [16] exploited in pattern recognition. It provides finding shapes formed by onsets of the notes. The patterns can have several sizes of shapes and shapes inside the shapes. The heuristics of the algorithm to choose a size of the preferred shapes is given by prior analysis of points found as roots of the dictionary as well as it selects the ones that give the higher rate of compression.
Another representation based on the Tonnetz theory [12] is the Isochords approach [17] , where authors try to represent the dissonance and consonance of the structures of music in two dimensional isometric triangles, which describes relations between triads of notes. Next approach for visualization of raw audio using Self Similarity Matrix (SSM) is introduced by authors in [18] . The visualization shows autocorrelation of segments in time windows manually selected by user. Following this research, we find the approach of the MIDIVIS [19] , where authors use colors for establishing the relationships of unigrams into fixed size time windows. The structure of pitch and their length is projected in two dimensions, which can be visualized as patterns in a self-similarity matrix. Since the instruments are dimensional descriptors and user can decide, which instrument to visualize. The mentioned approach is one of the frequently used music visualization tool however, its disadvantages are the fixed size time window and limited number of colors for pattern representation that might lead to overlapping similarities.
The ImproViz technique [20] also uses a fixed width of window, processes six points defined in six beats of the composition and plots a point at every half value of a beat. Then the method draws a connecting line between points to represent a shape. In the harmonic graphing it uses an approach based on the musical genre features, which aimed particularly for jazz. Another interactive tool is a Particle system proposed by Fonteles, to visualize the tones with emitters that are placed in 3D space representing an instrument [21] . So, the volume is represented by size of the particle and pitch by color of the particle. A visualization technique of music features (like tension) is presented by the Tension Ribbons method [22] . In this method the Spiral Array is used to compute different metrics from a music composition. It averages notes found in a fixed window and compares the distances from one window to the next one. This is considered as the tension changed in time and used to find the key of a composition. In addition, in [23] a tonal visualizer has been designed to visualize the possible keys or interactions with different moments of a composition by combining different resolutions of time windows. A visualization of the notes with a color map assigned by the circle of fifths is discussed in [24] . To find the color of a note, it is mapped by a vector in the center of the circle of fifths and then superimposed over the tone represented by vector direction, which represents the hue of a color. At the 3 dimensional projection, the length of vector is proportional to the loudest tone in the given pitch class. When several notes occur at the same time, a color is computed by vector addition. So, the resulting vector direction determines the hue and its length defines the normalized loudness.
In the field of affective computing there exists a quite subjective method of visualizing music compositions by selecting photos inspired by listening to the piece [25] . This is done using previously gathered dataset from existing pictures with their emotional description to train a model and to recognize the emotional class in new pictures by matching features found in music such as loudness and spectrum. However, the approach is based on raw signal processing and cannot be directly applied to visualization of symbolic music compositions. Next interesting technique of visualization of the classical musical tradition reported in [26] consists in processing only the tonal key of different compositions of 33 authors to visualize the development of style and period of the music as well as authors preference, when choosing major or minor tonal key for a composition.
Finally, one representative nonlinear approach that analyzes how music can be viewed by its entropy content is discussed in [27] . Authors propose to extract features found in style, genre and composer encoded by binary symbols inside music files and then they are used as a raw signal on the input. Selected symbols were analyzed to find their entropy and frequency determining their importance to be used as a descriptor of the particular music composition.
In Fig. 1 the classification of relevant linear and non-linear music visualization approaches is resumed with respect to symbolic (MIDI) or raw audio inputs.
The performance of analyzed approaches directly depends on accuracy, complexity and speed of retrieval of multiple features found in the input data. Linear methods are faster than nonlinear as well as processing symbolic data is faster than raw signal data. Recent methods mostly are based on algorithms that rely on neural networks or linear algorithms with specific sequence of steps. None of them is designed to test different metrics to analyze the quality of resulted visualization process.
Unfortunately, most reported approaches do not provide any quantitative computational oriented analysis of the music visualization performance. They cannot be used for comparison of efficiency with the proposed method. Only authors of autoencoder based on t-SNE and Spiral Array try to introduce quantitative evaluation of music visualization process [3] , [4] , [9] , [10] , [15] . Because of the autoencoder [3] is the state-of-the-art frequently referenced method therefore, it also will be used for performance analysis of the proposed approach.
III. PROPOSED METHOD
The proposed method for music visualization consists in splitting a MIDI file in quarter note size windows extracting 12 dimensional vectors of music features for next dimensionality reduction and projection of extracted data to 3D space, which serve for analysis of data behavior based on different self-similarity matrixes (SSM). The flow chart of the proposed method is depicted in Fig. 2 .
The MIDI file format defines the moments in which the notes of music piece occur. It has two types of sub-structures called header chunk and track chunk. The standard MIDI file (SMF) consists of one header chunk and one or several track chunks as follows [28] .
Both types of chunks have literal identifying string encoded by ASCII of 4 bytes long. Particularly, the string MThd is an identifier for header and MTrk is for a track chunk. They indicate that it is in fact a MIDI file. The header chunk is 14 bytes long with the following format.
HEADER_CHUNK =<MThd 4 bytes> <Header_length 4bytes> <MIDI_format 2bytes> <Number_of_tracks 2 bytes> <Time_divisions/quarter_note 2 bytes> Four bytes located after string MThd represent the length of the rest of MIDI header. The following 2 bytes define MIDI file format labeled as 0, 1 or 2 for single-track file, multiple-track file or multiple song file, respectively. The next 2 bytes are the number of track chunks appended to the header and the last 2 bytes represent the time divisions/quarter note of the MIDI file. The value found in time divisions/quarter note is used as a window size for splitting MIDI file. It is declared only once and the rest of the notes (track events) in the file are related to this value. The track chunk has the following format. TRACK_CHUNK = <MTrk 4 bytes> <Track_length 4bytes> <Track_event variable> <Track_event variable>. . .
A track event consists of v_time (a delta time since the last event) and one of three event descriptors: midi_event (MIDI channel message such as note-on or note-off), meta_event (SMF meta event) and sysex_event (SMF system exclusive event). Each event includes the descriptions of the music notes and their properties are used by the proposed method for generation of feature vectors. Particularly, the onset, pitch, and duration of each note are the principal elements to be processed.
The measures and the speed of the music piece are described in relation to the quarter-note duration in ticks and along with the event messages in the file. The crotchet or quarter-note is found at the beginning of the MIDI file.
This parameter is set only once, so every message of the presented events in the file is related to this length. The size property of ticks of the quarter-note is used in heuristics to compute splitting profile of a song. According to Fig. 2 the entire music piece is subdivided into the measures declared inside the MIDI file structure and then each measure is again split according to size of the crotchet. The composition ends up as several pieces coming from a non-overlapping sliding window equal to the quarter-note size division as instant.
A 12 dimensional vector is filled with the information found in every instant taken by each window. Each vector is correlated to all the possible tones of equal tempered music [C, C#, D, D#, E, F, F#, G, G#, A, A#, B] so, a vector represents which notes are found in every slice of the composition. The vector has a binary representation and if a note is present in the window, then the position that corresponds to a tone has a value of one. For example, if a window has a sequence of C, E, G, the resulting vector is defined as [1,0,0,0,1,0,0,1,0,0,0,0].
After slicing the complete song into quarter-notes size windows, the SSM of distances d i between all the vectors can be generated. Each vector of the composition is compared to the next one assuming distance as selected metrics. Every extracted vector is inserted into a hash table to find only the different combinations of harmonic tones. SSM is filled with each of the distances between tonal vectors, where each row is cross-related to a column with all the other tonal vectors as show in (1)
where S corresponds to the SSM, each element is a distance value d i , and the n is the total number of slices of the composition.
The distances between vectors are computed among each row vectorX and columnŶ of the tonal vector matrix found in the slices of a composition. The similarity distances between two binary vectors are computed using the Hamming distance [29] as shown in (2) .
To reduce dimensionality, we loop through all the vectors and compare the distances to the actual ones in the SSM. In the lower dimension we takeV i and compare the distance toV j . Then this value is compared to corresponding distance in SSM of the higher dimension according to (3)
whereV i andV j are the vectors in the lower dimension and D ij are the distances in the SSM in 3D space. If the difference is higher than a threshold t, we adjust the position of the vector according to (4) with a given increment α until the distances will be close to the ones in SSM.
The adjustment ad ij of the representing vectors is normalized to the higher magnitude. To normalize the distance, the result of the selected metric is divided by the maximum possible value. For example, if the Euclidean distance is selected and the vector is a binary 12 dimensional set, then it is dived by the square root of 12, which is the maximum possible value. The distance of the representation in the lower dimension is also normalized. The total amount of possible combinations in the harmonic space of 12 tones is equal to 2 12 = 4096. When a composition is analyzed, ad ij is scaled to the proportion of all combinations by dividing the total amount of vectors found in music composition by 4096.
To visualize and represent amount of computed vectors in music piece, the adjustment is multiplied by a count of repetitions of the vector divided by the total amount of vectors found in the subdivisions as shown in (5) 
whereV i ,V j are two current evaluated vectors, a i is the total count of the vectors found along the composition, and V is the total amount of found vectors. We can adjust a stop criteria of the dimensionality reduction by setting a specific number of cycles or by using a regression error metrics as the mean square error (MSE) [30] using (6) .
The subtraction between the original SSM and its new version of reduced dimensionality converges over time.
Another possible stop criterion can be formulated from the adjustment of vectors in 3D space, where a small change between the positions of vectors can be counted and used as threshold. The convergence of optimization of the projection as a fitness function is achieved, when the adjustment is decreased under previously set threshold. The size of steps in the increment of α value can create a wobbling motion if the adjustment is too high. When this happens, the optimization starts to jump around the threshold and it could get too many numbers of cycles to converge. This means that adjustment needs to be reduced until changes are smooth enough to get the result of the fitness of the projection and the error of projection is also minimized. The softer stop criterion for defining the required number of cycles is based on computing the adjustment average error (AAE) using (7) , where each adjustment a i in the batch of an epoch is added up and divided by the total amount of epochs (p).
In many conducted tests both MSE and AAE errors have been computed and compared using empirically defined threshold t set to 0.67, which reached a total count of 300 epochs. The difference in the behavior of errors is plotted at each epoch using both (6) and (7) in Fig. 3 . We can observe how MSE and AAE metrics had different conducts. The decreasing-only behavior is a best fit to set threshold and avoid looping until convergence. At the end of run, when the projection converges, MSE metric still shows the total error missing from the higher dimension.
From the example, where the convergence threshold was set to 0.67, the MSE does not exceed 10% comparing the distances between vectors from the higher and lower dimensions. It means that up to 90% of the original distances of the 12 dimensional tonal vectors are preserved in the 3 dimensional space using MSE in our proposed method.
The obtained results presented in Fig. 3 show the reduction of the AAE with increment of the loops for adjustment of 3D vector positions. Using AAE in our methods it is possible to select appropriate threshold depending on the number of epochs. Therefore, AAE is more suitable to use it as a stop criterion of the algorithm for adjustment of vector positions with error less than 10% after 20 iterating cycles.
To increment speed of convergence the iterative step (see Fig. 2 ) can be optimized by computing the distances of SSM previously. There are only 4096 possible combinations of tones therefore, all distances between those combinations can be previously pre-computed. In the image presented in Fig. 4 all the distances between each of the tonal vectors are normalized from zero to one. They are shown in grey scale, being zero the closest distance represented in black and the bigger distances represented with brighter gray.
The use of this method over all the possible combinations of the 12 possible combined tones tends to produce a sphere (see Fig. 5 ). After some iterations, when a spherical form is approached, the projection collapses and vectors start to push each other in a loop. The next step was to set unitary magnitude of each vector for visualization. The result is shown in Fig. 6 . Even with uniform scatter vectors no information about the notes or the harmony is visible yet.
For better perception of visualized vectors, the color division mentioned in [24] can be applied, using hue values of HSV (hue, saturation, value) color space in the incremental order. This approach reduces the complexity of techniques used spacing values by seven semitones as in the circle of fifths [31] particularly, adopted in the Spiral Array 3D representation [4] . Combining the same idea of circle of fifths and deep learning process used in word2vec method [32] , it is possible to encode harmonics and relationships between tonal vectors. The main goal is to find possible candidates to replace existing combinations in the composition. Unfortunately, this approach needs a complex learning process, which could be time consuming.
IV. EXPERIMENTS AND DISCUSSION
This section covers the description of the experiments to evaluate performance of the proposed method. The first set of experiments demonstrates the use of colors on vector projection to visualize harmonic relationships. The second experiment has a purpose to visualize generated clusters of vectors in reduced dimensional space taking into account collisions between them. The last experiment is used for comparison of the projections of all possible harmonic combinations obtained by the proposed method and the autoencoder as a possible reference.
A piano is the musical instrument that has seven octaves and represents the complete set of octaves found in tempered music. The MIDI file also has these octaves and three additional octaves representing every note within them by values between 0 and 127. Whole set of notes correspond to octaves labeled from −1 to 9 [28] . A piano corresponds to a subset of octaves indexed in range from 1 to 7 found in the MIDI values between 21 and 108. Each of these values in MIDI corresponds to a frequency found at each note of every octave. Tones of equal tempered music lie in range of [8.1757989156 -15.4338531643 ] in octave labeled as −1 of the MIDI standard. All the following notes in every octave are a multiple of these initial values. As a reference, the note A in octave 4 is called middle A and it has the frequency value of 440 Hz as well as number 69 is assigned to it in MIDI standard [33] .
To assign a color to each of the twelve notes the consideration is to use a discrete division of color tones as it is shown in Fig. 7 . Types of color expressed by hue color space are also split up into 12 incremental subdivisions in the discrete manner and then transformed back to their red, green, and blue values (RGB) assigned to their corresponding index. They were selected in a similar clockwise direction in the same order as the tones found in octaves.
If 12 dimensional vector has more than one value, the resulting color of the vector in three dimensions is computed by averaging tones of the notes found in it. We measure distances between all used 4096 possible combinations of the 12 dimensional vectors and compare them by each other creating the SSM with Euclidean distance as a principal metric.
The first set of experiments shown in Fig. 5 has been repeated to visualize color labeling of the projected 3D vectors. The expectative was to find similar colors placed closer at the same number of epochs as in previous experiments, but visualizing colors that represent tone combinations with the corresponding hue values (see Fig. 8 ). This experiment runs without applying normalization of magnitude and without detection of vector collisions.
In the second set of experiments we analyzed detection of vector collisions to visualize how many vectors are grouped together. It is an important step of our proposal, because sometimes multiple vectors cannot be seen if they are plotted to the same point in space as well as the clusters are not comparable if they contain one or multiple vectors. This helps to know whether harmonies are representative in the composition or they are outlier, when the density of vectors in cluster is low. Particularly, the normalized distances with an initial state of random positions have been compared with initial positions given by 12 points of an icosphere, which correspond to the 12 notes. The convergence of the projection got faster with the initial state of random positions. The projection reached a balanced state in which vectors start a loop. After reaching convergence, there were some vectors changing clusters, but the number of clusters remained the same (see Fig. 9 ). Before initializing the iterations process and after computing the corresponding to music piece SSM, we tested both starting points for the vectors. In our approach random and fixed initializations have been tested. One starting point was considered as a random position for each of the vectors and another one by setting a fixed position to each vector given by its assigned 3D point of hue value depicted in Fig 7. The obtained results show that with every random initialization the projection converges faster than with the position-oriented one. With position-oriented initialization at 200 epochs the vectors just started to set the clusters and with the random initialization this was achieved at 100 epochs. By the iteration 200, the random initialization reached a stable projection with four clusters and the fixed initialization of points was still ordering the vectors.
To visualize each of the tonal 3D vectors, 3-orthogonal planes of size s are used. Particularly, 3D projection can be used in virtual environments like videogames with associated graphic libraries. The virtual camera is not of fixed-view and it could be adjusted to particular positions for best visualization of the results in different camera angles. It is done by dragging a mouse over a drawing canvas to rotate the resulting projected vectors. Thus, the proposed tool provides multisided visualization instead of static representation of data vectors. In the presented Figs. 8 and 9 as well in the next figures, the camera was adjusted to visualize results by showing the biggest amount of vectors, fixing the silence vector at the center with black color. That provides better visualization of stems in a composition in relation to themselves and to the silence vector.
The following minimum criterion must be used for collision detection in three-dimensional space particularly, the distance between two vectors cannot be smaller than s. If distance is less than s/2, both vectors are separated by α = s/2 using (4). For example, if there are two vectors in 12 dimensions described as v1 = [1, 0, 1, 0, 1, 0, 0, 1, 0, 0, 0 , 0] and v2 = [0, 0, 1, 0, 1, 0, 0, 0, 0, 1, 0, 0] with an Euclidean distance d1=1.732 between them so, there are corresponding vectors in 3D space with random initialization, which are depicted as v1 3D = [0.3, 0.5, 0.3] and v2 3D = [0.3, 0.7, 0.2] with a corresponding Euclidean distance of d2 = 0.223.
If the size s of each 3 sided plane is equal to s=3 the value of d2 is smaller than size of s/2 so, the distance between two 3D vectors is set by the linear function shown in (4). Since s=3 then α = 1.5 and by applying (4) To evaluate the proposed method for music visualization based on spherical projection, some famous musical pieces have been processed. First, the method splits the composition into each music bar/measure found in the file, and then each measure is subdivided again in non-overlapping window with size of the crotchet declared in the MIDI file. In Fig. 10 we can observe projections of piano sonatas by different classical composers using Euclidean distance to create the corresponding SSM projection. Similarly, Fig. 11 shows some compositions of famous movies soundtracks applying our spherical projection method.
At first sight we can observe the higher complexity in the use of different harmonies expressed by vector sparsity or density at 3D projection. The colors represent tones, similar colors have similar tones. For example, in both Mozart and Chopin sonatas the density is visually higher than the density in Moonlight Sonata of Beethoven. This is because in Moonlight Sonata the same combinations of notes are used through the entire music composition.
We can observe a single yellow vector at the bottom of Beethoven projection in Fig. 10 , which represents a B note colored according to rules presented in Fig. 7 . This B note is not repeated and is not shared with other notes otherwise, several vectors would be closer to it, but it is isolated. In the projection of Yann Tiersen composition in Fig. 11 we can observe even lower vector density comparing it to density of Moonlight Sonata from Fig. 10 . To compare the efficiency of the proposed method for reduction of dimensionality, the well-known autoencoder is selected for third experiment, because it is the best frequently referenced method. An autoencoder has been used to process 4096 combinations for 12 notes represented by vectors in the 12-dimensional space.
An autoencoder consists of input layer followed by a layer of three neurons as bottleneck (x, y, z). The third layer on its input receives data representing three-dimension vectors and the last layer is used for generation of outputs, which correspond to representation of vectors in 12 dimensions.
An autoencoder uses MSE with a learning rate set to 0.01, which empirically is not too high to keep jumping or too low to stuck in local minima [13] . The loss of the neural network at the implementation of autoencoder keeps decreasing but the adjustment of the deltas stops around the 31,000 epochs. The autoencoder splits the projected vectors at the lower dimensionality shaping a cube (see Fig. 12 ), which has no relationship with a perception metrics of harmonies in a song.
For comparison of both approaches for dimensionality reduction the MSE and AAE errors are computed according to (6) and (7) , respectively. Figure 12 , which depicts results of iteration process by the autoencoder, can be visually compared to the results obtained by the proposed approach shown in Fig. 9 . Even when the autoencoder reduces dimensionality faster and with less error in reconstruction of the projection, it cannot be tuned to measure harmonic relations by mathematical representations. Our method works with SSM of vectors computed without restrictions to a specific metrics. The SSM works as a bridge for vectors visualization from higher dimensional space into lower dimensional space. It is computed to test metrics and observe their projected behavior. The epochs are the number of cycles that each of the adjustment methods employ. Every time all the tonal vectors are adjusted, the error fitness process is updated, and an epoch is counted. Despite of the autoencoder has a lower error in the fitness function, it is not adjustable as our approach, which can change the distance function to generate new SSM and produce new projection that can fit the desire relationships. At the projection of the 4096 tonal combinations in 12 dimensions, both errors generated from the autoencoder were MSE = 3.18% and AAE = 0.005% with 31,000 epochs.
Our method had only 300 epochs to get AAE = 0.67 set by hand as threshold with an MSE ≈ 10%. The MSE presented in our method is directly related to the selected distance, unlike the MSE presented in the autoencoder, which is the error obtained by the non-linear compression by the layers of the neural network. This approximates the error of the projection of the fully connected layers, but they are not directly related to the higher dimensionality reduction or music visualization as our proposed method. The absence of correlation of the errors does not allow a direct quantitative comparison.
On the other hand, the clusters generated by the autoencoder could have a difficult interpretation during visualization. It is important to mention that the proposed method has an additional advantage, which consists in very simple process of selection and adjustment of metrics used for analysis of the behavior of dimensionality reduction.
In the next experiment, we have selected Hamming distance metrics to compare it with previously used Euclidean distance. Without any changes of the principal steps of the proposed method depicted in Fig. 2 , new self-similarity matrix corresponding to Hamming distance is computed. The obtained results applying Hamming distance metrics are shown in Fig. 13 comparing them to results obtained by exploiting Euclidean distance. The obtained results show that both projections are quite similar and looks like scaled versions of each other (see Fig. 13 ).
Since colors represent notes, in our approach similar colors represent similar sounds (because the sounds are created by mixing notes), which are clustered in the projections. In Fig. 14 more harmonic combinations of twelve notes through the composition than Whiter shade of pale.
The proposed method considers silence and keeps it at the center with a proportional distance to each combination of the notes. This means, it preserves the distances between harmonies related to their distances to silence.
That is not considered in well-known scientific reports. The precision of the method is defined by MSE and AAE measuring the loss of information during the projection from higher dimension to 3D space. We could manually change the metrics used to generate the SSM and all the procedures of the methods for dimensionality reduction will remain the same. That provides flexibility to explore different relations of harmonics representations in the music compositions.
V. CONCLUSION AND FUTURE WORK
The proposed method determines different kinds of features used for visualizations to choose one that better fit to explore a specific problem. Particularly, it has been exploited for the tonal representation of music compositions in 3D plots. A self-similarity matrix SSM based on the Euclidian and Hamming distances between vectors in 12 dimensional space has been proposed to use. Smooth and decreasing-only behavior of adjustment average error AAE, which relates dimensionality reduction errors with iterations during setting vectors in 3D space, has been adopted as a stop criterion of the algorithm for adjustment of vector positions. It facilitates finding a threshold for projection of reduced spatial dimensionality with error less than 10% after only 20 iterating cycles.
The Hamming distance is quite simple to use for practical implementation due to its binary representation while for visualization the Euclidean distance provides a scaled result proportional to the square root. Both provide the similar spatial but scaled vector magnitude projections. The main difference is the simpler implementation of the Hamming distance and as consequence, the higher speed of dimensionality reduction.
It was discovered that the autoencoder is faster because it needs less epochs to converge, but it reduces dimensionality redundancy using entirely numerical analysis based on non-linear relation inside the neural network. It also has a stop criterion, but the reduction is not based on a specific metrics designed for data analysis or for interpreting the music data. The proposed method can make low dimensional projection and expose visual patterns applying the same process for operating with different parameters used for performance analysis.
Additionally, it considers the silence as a vector and all the relations of the vectors are set around it. No other methods have been found that take into account silence however, it is an important part of the music composition process in general. Particularly, a silence is considered as the current starting point for a music piece and must be counted before sound begins.
The theoretical contributions consist in using the crotchet declared in the MIDI files as a self-reference to set a size of time window to split music compositions. Then the reduction of all possible combinations of harmonies in 12D space is applied to convert them into finite set of 3D vectors, which can be used for analysis and visualization of harmonic features in a file. The practical contributions include an original technique developed for projection of music composition features in 3 dimensional space based on a self-similarity matrix of high dimensional vectors.
As future work, the development of generative model could benefit from the creation of the profiles of songs based on the proposed method for extraction and projection of data with reduced computational cost. A weighted version of the time windows at each moment could be developed taking into consideration the complete sequence of the tones using as metric the cosine distance to generate the SSM. This abstraction can help to precise better the composition profile. The profile could be used to design objective function finding the global optima exploiting meta-heuristics [14] like genetic algorithm or simulated annealing. Both the profile and meta-heuristics can serve to implement more efficient generative model. Also, with this method it is possible to create composer recognition approach based on dimensionality reduction of harmonics. We already have some promising results with this new approach.
