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ABSTRACT
Charged particles are observed to be injected into the inner magnetosphere
from the plasma sheet and energized up to high energies over short distance
and time, during both geomagnetic storms and substorms. Numerous stud-
ies suggest that it is the short-duration and high-speed plasma flows, which
are closely associated with the global effects of magnetic reconnection and
inductive effects, rather than the slow and steady convection that control
the earthward transport of plasma and magnetic flux from the magnetotail,
especially during geomagnetic activities. In order to include the effect of the
inductive electric field produced by the temporal change of magnetic field on
the dynamics of ring current, we implemented both theoretical and numeri-
cal modifications to an inner magnetosphere kinetic model—Hot Electron-Ion
Drift Integrator. New drift terms associated with the inductive electric field
are incorporated into the calculation of bounce-averaged coefficients for the
distribution function, and their numerical implementations and the associ-
ated effects on total drift and energization rate are discussed. Numerical
simulations show that the local particle drifts are significantly altered by
the presence of inductive electric fields, in addition to the changing magnetic
gradient-curvature drift due to the distortion of magnetic field, and at certain
locations, the inductive drift dominates both the potential and the magnetic
gradient-curvature drift. The presence of a self-consistent inductive electric
field alters the overall particle trajectories, energization, and pitch angle, re-
sulting in significant changes in the topology and the strength of the ring
current.
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The Sun is the most prominent source of energy and plasma in the solar
system, which continuously emits energy as flares of electromagnetic radia-
tion (mainly in forms of light and heat) and energetic electrically charged
particles through Coronal Mass Ejection (CME). Both the electromagnetic
radiation and the energetic particle streams spread outwards from the Sun
into space, though electromagnetic radiation travels much faster than par-
ticle streams, and interact with the interplanetary plasma environment as
well as the near-planet environment. This interaction creates disturbances
and perturbations in the plasma parameters such as the ion density, pres-
sure, electric and magnetic fields. These perturbations or fluctuations of the
plasma environment in space due to the energy transport from the Sun are
known as the manifestations of space weather. For example, at Earth, space
weather is reflected in the form of (but not limited to) aurora around the high
latitude regions and of geomagnetic storms, which are both essentially caused
by the energy injection of energetic solar wind particles into the terrestrial
magnetosphere-ionosphere system.
As a perturbation to the original state in space, space weather significantly
impacts the near-Earth space. For instance, space weather directly affects
spacecraft operations. Electromagnetic fields associated with the high en-
ergy solar wind plasma streams cause signal disturbances and interference
on the circuits within spacecrafts. In extreme cases, the electronic devices
within the spacecraft can be damaged, which occurs during what is called
a discharge (spark) when there are enough electrostatic charges being accu-
mulated. This effect is shown to be predominant on spacecrafts located on
the geosynchronous orbit around 6.6 Earth radii [1]. For spacecrafts in even
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lower Earth orbits, friction between the spacecraft and the up-flowing iono-
spheric particles excited by the high-energy precipitated protons will cause
drag and alters the spacecraft orbits. Furthermore, ionospheric particles are
heated up and expanded intensively during active geomagnetic activities un-
der frequent magnetic reconnection, causing drag coefficients to increase and
consequently speeding up the process of orbital change [1].
Ground operations are also influenced by the disturbances brought by
space weather events. The terrestrial ionosphere and the surface of the Earth
both reflect high frequency electromagnetic waves, which enables the commu-
nication signals to travel beyond the lines of sight, so that the transmission
of communication signals will not be limited by the Earth’s surface curva-
ture. However, the irregular and fluctuating neutral and ionic ionospheric
composition during geomagnetic activities scatters high frequency signals,
which greatly disrupts communications ranging from high-latitudes to mid-
latitudes.
In addition, rapid fluctuations of the plasma parameters around the Earth
during space weather events (which are usually associated with geomagnetic
storms) generate voltage differences on the conductors operating on the sur-
face of the Earth, therefore inducing currents, which are called Geomagnet-
ically Induced Currents (GICs). This effect becomes more obvious as the
size of the conductor becomes larger. As a result, railways tracks, power
transmission lines, oil and gas pipelines, non-fiber optical undersea commu-
nication cables, etc., are more susceptible to GICs, which have been regularly
measured and reported in power grids and pipelines located in high-latitude
regions such as Canadian, Finnish and Scandinavian since the 1970s [2]. Such
induced currents increase the load of power transmission, damage transform-
ers, and eventually shut down the power. One of the most infamous event is
the nine-hour blackout of the Quebec region in Canada that affected millions
of people, caused by the geomagnetic storm in March 1989 [3, 4].
1.2 Geomagnetic Storms
Geomagnetic storms are a central part of geophysics and one of the most
significant manifestations of space weather. The main characteristic of a
geomagnetic storm, as observed by magnetometers at low-latitude ground-
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based stations, is the decrease in the parallel component (relative to the
ground) of the magnetic field, and the subsequent recovery. Hourly values
of the average global variation of the parallel component of magnetic field
measured at low-latitude observatories are used to reflect the intensity of the
geomagnetic storm, and are referred to as the Disturbed-storm-time (Dst)
index. As an example, the recorded Dst for the July 12-16, 1982 storm is
illustrated in Figure 1.1. Usually, large geomagnetic storms are preceded by
a sudden impulse of Dst, called Storm Sudden Commencement (SSC), which
signals the arrival of an interplanetary shock structure. SSC is mainly un-
derstood as the consequence of a sudden and strong current flowing around
the magnetopause due to the southward directed Interplanetary Magnetic
Field (IMF) and large plasma density gradient around the front end of the
bow shock, which is the structure that serves as the boundary between the
upstream solar wind streams and the terrestrial magnetic cavity. The mag-
netopause is the surface region on which the downstream magnetic pressure
of the terrestrial magnetosphere balances the upstream dynamic solar wind








where ρSW denotes the mass density of the upstream solar wind, uSW denotes
the bulk transport velocity of the solar wind, µ0 is the magnetic permeability
in free space and B is the magnetic field magnitude. Another index used to
classify the geomagnetic activity on a global scale is the planetary K (Kp)
index, a number between 0 and 9 indicating the level of disturbance in a given
3-hour interval of the universal day. The data accumulated during the last
few decades using spacecrafts improved our knowledge regarding geomagnetic
storms and how they relate not only to the near-Earth environment but also
to the solar wind dynamics. Based on the current understanding of the
physics and dynamic mechanisms behind, a definition of geomagnetic storm
has been suggested as [5]:
We can define a storm as an interval of time when a sufficiently intense
and long-lasting interplanetary convection electric field leads, through
a substantial energization in the magnetosphere-ionosphere system, to
an intensified ring current strong enough to exceed some key threshold
of the quantifying storm time Dst index.
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In general, a geomagnetic storm is caused by the strong dawn-to-dusk
convection electric fields associated with southward directed IMF passing
the Earth for a sufficiently long period of time. The intense IMF is usually
related to the release of energy from the Sun via CME events. The driver of
a geomagnetic storm is the injection of energy from the interplanetary space
(usually carried by solar wind) into the terrestrial inner magnetosphere. The
major mechanism through which the energy is injected into terrestrial magne-
tosphere is magnetic reconnection between the IMF and the Earth’s intrinsic
magnetic field. This energy is dissipated during geomagnetic storms and sub-
storms in the plasma sheet, auroral particles, ring current and Joule heating
of the ionosphere. The largest consumer of energy among all of them is
the buildup of the storm-time ring current, which in turn produces a distur-
bance magnetic field that is in the opposite direction to the Earth’s intrinsic
dipole field on the low-latitude region, as reflected by the decrease of the
Dst index mentioned above. Although an explicit relationship between the
Dst and the northward component of IMF (denoted as Bz) and its duration
(denoted as ∆T ) has not been established, large storms could usually be
characterized by peak Dst < −100nT with threshold value of Bz < −10nT
and ∆t > 3 hours; moderate storms could be characterized by peak Dst of
−100nT < Dstpeak < −50nT with threshold value of Bz < −5nT and ∆t > 2
hours; and weak storms with Bz < −3nT and ∆t > 1 hour [5].
1.3 Ring Current
Just like Mercury and Jupiter, the Earth possesses an intrinsic magnetic field
that is generated by the convection currents inside the planet’s core, which
(under unperturbed conditions) approximately resembles the one produced
by a magnetic dipole placed at the center of the Earth. It serves to de-
flect most of the solar wind energetic particles, protecting the near-Earth
environment from being directly stroked by highly energetic particles. The
region around the Earth in which the geomagnetic field dominates is known
as the terrestrial magnetosphere. Some of the charged particles inside the
terrestrial magnetosphere are trapped by the geomagnetic field, forming the
terrestrial ring current (which is intensified during geomagnetic storm) due
to the magnetic gradient-curvature drift, which is a charge-dependent drift.
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Figure 1.1: Hourly Dst for the 12-16 July, 1986 geomagnetic storm.
(Source: Gonzalez et al., 1994 [5].)
This in turn produces a magnetic field that has opposite direction to the
geomagnetic field at low latitudes. The topology and intensity of the ring
current can be significantly affected by the changes in the magnetospheric
plasma environment due to the injection of energetic particles into the near-
Earth space. As the ring current intensifies, the near-Earth magnetic field
undergoes significant perturbations especially at low latitudes, leading to the
development of a geomagnetic storm. The outer boundary of the symmetric
ring current is located where the magnetic field is no longer able to main-
tain closed particle orbits around the Earth, while the inner boundary is
determined by the atmosphere conditions. For typical ring current particles
(with energies ranging from 1keV to 300keV), the region under consideration
usually extends between 2 and 8 Earth radii.
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1.3.1 Magnetic Trapping Motions
Non-relativistic charged particles trapped by an arbitrary magnetic field con-
figuration, whose motion is governed by the Lorentz’s force just as the inner
magnetosphere steady ring current populations, undergo three types of mo-
tions. The first motion is the gyro-motion, in which trapped particles circu-
late around a magnetic field line with the guiding center staying on the field
line. The gyro-motion is valid for any arbitrary magnetic field configuration,






where q is the charge of the particle and m is the mass. The corresponding








where v⊥ denotes the perpendicular component of the particle’s velocity rel-
ative to the direction of local magnetic field.
The second motion is the bounce-motion, in which trapped particles bounce
along a certain field line, traveling between two magnetic mirror points due
to the magnetic field variation along the field line. The third motion is the
magnetic gradient curvature drift, in which the guiding center drifts across
the magnetic field lines due to the magnetic field variation in the direction












where v‖ denotes the parallel component of the particle’s velocity relative
to the direction of local magnetic field. As described in Equation 1.4, the
magnetic gradient-curvature drift is charge-dependent drift, implying that
ions and electrons drift in opposite direction, therefore creating a net current
around the drift path, commonly referred as the ring current. The topol-
ogy of the ring current is highly dependent on the magnetic activities, since
different magnetic field configuration produces different gradient-curvature
drift patterns.
Each of the three motions is described by a adiabatic invariant, which is
6
conserved if no energy is injected into the system. The superposition of these
three motions described above constitutes the overall motion of the charged
particles within the terrestrial magnetosphere. Figure 1.2 illustrates each of
the three motions described above, under the trapping effect of the Earth’s
intrinsic magnetic field.
Figure 1.2: Illustration of the magnetically trapped particle motion.
(Source: Hess 1968 [6].)
1.3.2 Ring Current Particle Sources
The major sources of the magnetospheric plasma are considered to be the
solar wind and the ionosphere. Historically, it was believed that the only
possible source of the magnetospheric plasma was the solar wind, before the
discovery of energetic heavy ions (such as He+, N+ and O+) in the plasma
sheet. The discovery of the energetic heavy ions in both the plasma sheet
and the ring current ion population opens broad investigations into possible
transport and energization mechanisms of low-energy ionospheric ions, as the
polar wind outflow of ionospheric ions was believed to be too low in energy
and therefore unable to contribute to the energetic plasma population within
the inner magnetosphere.
For the solar wind origin, the injection of energetic ions (mostly H+) from
solar wind into the inner magnetosphere takes place during magnetic recon-
nection between the Earth’s intrinsic magnetic field and the IMF associated
with the propagating solar wind plasma. When magnetic reconnection takes
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place, the magnetic field lines with foot-point around polar cap at the day-
side magnetopause are connected to the southward IMF. Because the IMF is
frozen into the solar wind, the portion of the reconnected field line external to
the magnetosphere is dragged away from the Sun above and below the polar
caps as the solar wind plasma propagates from upstream to downstream, and
the portions of the field line inside must follow the external portions; there-
fore, the foot-point appear to drift across the polar caps. The reconfigured
dayside field lines are stretched away from the Earth toward the nightside
and form the stretched magnetotail on the nightside. Meanwhile, part of the
energetic solar wind plasma becomes trapped by the Earth’s intrinsic field
lines participating in the dayside reconnection and travels with the reconfig-
ured field lines toward the nightside. The reconfigured field lines eventually
reconnect at the neutral line that goes far downstream on the nightside,
where oppositely directed field lines are brought together by plasma flows
(as on the dayside) and the IMF and geomagnetic field lines again become
separate entities. During magnetic reconnection, energy originally stored in
the strong magnetic field is essentially converted to the kinetic energy of the
flowing plasma. On the nightside, the field lines connecting to the neutral
line form a natural boundary, whose interior region is filled with trapped par-
ticles supplied primarily by the solar wind and terrestrial ionosphere, and is
called the plasma sheet. When the southward IMF becomes weaker (or even
turns northward), the dipolarization process occurs, which is manifested by
the relaxation of the field lines, and the stretched field lines on the nightside
convect back earthward with trapped particles accumulated on the plasma
sheet being compressed adiabatically and accelerated toward the Earth [7, 8],
eventually enter the region of strong azimuthal magnetic gradient-curvature
drift. The mechanism that governs the earthward convection of the plasma
sheet particles is to be discussed in Section 1.3.3. Besides injection from
the nightside plasma sheet, solar wind particles may also enter the magne-
tosphere through diffusion at the magnetopause on the dayside due to the
sharp particle density gradient around the magnetopause. The diffusion pro-
cess could happen when IMF is northward oriented.
With the discovery of the ionospheric heavy ion species in the plasma sheet
and the energetic ring current populations, the ionospheric outflow mecha-
nism and the associated energization processes become an active direction
of research. Based on different spatial locations and energy characteristics,
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the ionospheric sources of magnetospheric plasma can be divided into four
regions: auroral zone, polar wind, cleft ion fountain, and polar cap [9, 10].
Among these, the polar wind is the most important source of ionospheric
outflow, which consists of low-energy (usually few eVs) plasma flows out of
the ionosphere at all latitudes above 50◦. These ion outflows are due to the
ambipolar electric field developed between the major ions and the more mo-
bile electrons in response to the downward directed pressure gradient. The
lighter ions such as H+ and He+ are accelerated to supersonic speed and
have flow speeds inversely proportional to their masses, while the heavier
ions such as N+ and O+ usually flow upward with much lower speed [10, 11].
The contribution from the ionospheric ions to the total energetic ring current
ion population depends strongly on both the solar and geomagnetic activity.
1.3.3 Transport
In general, the motion of the charged particles within the magnetosphere is
determined by the regional electromagnetic fields. Charged particles undergo
charge-independent E × B drifts inside the magnetic cavity. A southward
oriented IMF sets up an electrostatic field that extends from dawn to dusk
across both the dayside and the nightside magnetosphere, which results in a
sunward motion (the associated E ×B drift) that triggers plasma injection
from far downstream in the magnetotail. Such a process of injection and ac-
celeration of energetic plasma due to the large-scale electric field is called the
magnetospheric convection. Consequently, the large-scale electric field that
produces magnetospheric convection is called the convection electric field,
and the electrostatic field that extends from dusk to dawn is usually consid-
ered part of the convection electric field. Particles convected into regions of
stronger magnetic field, typically from the nightside magnetotail into the ring
current region, will be energized under conditions that conserve the first and
second adiabatic invariants. Besides the convection electric field, the Earth’s
dipole magnetic field corotating with the Earth induces an electrostatic field
known as the corotation electric field. The convection electric field plus the
corotation electric field is considered to be the total electrostatic field EΦ
that contributes to the EΦ ×B drift. Besides the electrostatic field EΦ, the
inductive electric field Ei produced by the time-varying magnetic field also
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plays an important role in the magnetospheric convection, especially dur-
ing substorms when the background magnetic field changes rapidly in time.
Consequently, the inductive electric field is highly dependent on solar and
geomagnetic activity, and assessing the relative contribution between the in-
ductive electric field and the electrostatic field to the total magnetospheric
convection and associated particle energization becomes a non-trivial task.
The total resulting motion of the ring current particles is determined by the
superposition of the total E×B drift and the magnetically trapped motions
as introduced in Section 1.3.1. However, the energy of the charged particles
can only be changed by means of the electric field.
1.3.4 Ring Current Loss Mechanisms
During the recovery phase of geomagnetic storms, the surface magnetic field
gradually restores to its pre-storm value due to the decay of the ring cur-
rent intensity. The ring current energy is eventually deposited into the
thermosphere-magnetosphere system under three major mechanisms: charge
exchange collisions with neutral atoms (for ions only), Coulomb collisions
with coexisting charged particles within the inner magnetosphere, and wave-
particle interactions with plasma waves.
The charge exchange process constitutes a major loss of ring current ions
during the recovery phase [12]. The energetic ring current ions are neutralized
after undergoing the charge exchange collisions with the neutral exospheric
cold hydrogen atoms. The terrestrial exosphere is an extension of the atmo-
sphere to greater altitudes, and the major composition of the exosphere is
atomic hydrogen due to its light mass. The probability of collisions between
the energetic ring current ions and exosphere neutral atoms depends on the
energy of the incident ring current ions, density of the exosphere neutral
atoms, and the charge-exchange cross section between the ion and the neu-
tral. During the collision, the incident ring current ion picks up the orbital
electron of the cold (low-energy) neutral hydrogen atom, therefore transform-
ing itself from energetic ion into Energetic Neutral Atom (ENA), which is no
longer trapped by the Earth’s magnetic field, therefore lost from the ring cur-
rent population. The cold exospheric neutral atom, after the charge exchange
collision with the hot ring current ion, loses an orbital electron and becomes
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cold ion, which is now affected by the ambient electromagnetic fields but not
energetic enough to contribute to the ring current hot ion populations.
Coulomb collisions play an important role in the ring current decay during
the storm main phase [13, 14]. The ring current energetic particles interact
with the electric field of coexisting thermal electron or ion whenever the im-
pact parameter is less than the Debye shielding distance. Such interactions
are usually described theoretically as a series of weak binary collisions [15].
These binary collisions cause energy transfer from the fast moving ring cur-
rent ion to the ambient ion or electron, and result in pitch-angle scattering
of both particles. The loss due to the pitch-angle scattering is much more
important for electrons and low-energy ions (less than 10eV), and is usually
negligible for high-energy ions [16].
Unlike losses due to charge-exchange and Coulomb collisions, wave-particle
interactions are non-collisional loss mechanisms associated with the interac-
tions between the ring current particles and plasma waves. Consider a single
magnetically trapped ring current particle undergoing gyro-motion around
a certain magnetic field line with gyro-frequency expressed in Equation 1.2,
which is dependent on strength of local magnetic field. Meanwhile, there
could be electromagnetic wave propagating along the same field line with
the polarization (direction of rotation), either right-hand or left-hand po-
larized, determined by its own wave frequency. If both the wave frequency
and the direction of the rotation are matched to these of the particle, then
the particle can be energized by the electric field of the wave or deflected
by the magnetic field of the wave [17, 18]. Consequently, energetic particles
experience energy change and pitch angle scattering during such resonant
interactions with the electromagnetic waves, eventually resulting in parti-
cle losses. Furthermore, energetic particle distributions are often unstable,
therefore generating plasma waves. In this case, energy from the unstable
energetic particles are transferred to the resulting plasma waves, resulting in
the loss of the energetic particles [19, 20].
1.4 Space Weather Modeling
In light of the complexity of space weather and the underlying physics that
involves transfer of mass, momentum, energy and heat, in addition with
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the impact of space weather on economy and society, it is important to
develop and improve the space weather prediction tools so that we are able
to minimize economic losses due to extreme space weather events, such as
large geomagnetic storms. One way to predict space weather is by developing
accurate and high-performance numerical models that are able to capture the
dynamics of the plasma environment. Nowadays, numerical space weather
models can be generally divided into three categories:
• First principles models: This type of model is based on physical laws
and mathematical equations such as the mass continuity, energy con-
servation and heat transfer relations. For instance, the Magnetohydro-
dynamics (MHD) model is the first principles model that treats the
plasma as conducting fluid, whose fundamental concepts (in the ideal
case) are a combination of the Navier-Stokes equations of fluid dynam-
ics and Maxwell’s equations of electromagnetism. Another example is
the kinetic drift model that treats the plasma statistically and solves
the kinetic equation for the velocity distribution function, which is able
to resolve the drift motions and therefore widely adopted in the terres-
trial ring current modeling.
• Empirical models: Empirical models are purely based on the observa-
tional data. The source of the data is either ground observations or
satellite measurements. Most common examples of empirical models
are curve fits and regression models. However, advanced techniques for
building models such as machine learning are also considered as em-
pirical as they involve training with large amounts of data and usually
without physical assumptions.
• Semi-empirical models: This type of model is a hybrid of the first
principles model and the empirical model, where physics-based models
are augmented by data assimilation.
This thesis pertains to a ring current kinetic model, and the associated
background and techniques will be carried out and discussed. Most of the
kinetic models solve the Boltzmann kinetic equation for the phase-space dis-
tribution function of the particles species of interest, taking into account the
effects of drifts, energization, pitch-angle scattering and various loss pro-
cesses along particle drift paths, with full pitch angle distribution. The
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macroscopic plasma quantities such as the number density, thermal pressure,
kinetic energy and etc. are subsequently obtained via taking the moments of
the velocity distribution function. To obtain an accurate description of the
plasma kinetic effects, realistic electric and magnetic fields associated with
the geomagnetic activities are needed. However, unlike the conducting fluid
description of plasma in the MHD models, solving the kinetic equation does
not provide the electromagnetic fields, consequently most kinetic models have
intrinsic difficulty in obtaining the self-consistent field information by itself.
Most models assumes a dipole magnetic field throughout the equatorial sim-
ulation domain (usually extends from 2 Earth radii to the geosynchronous
orbit around 6.6 Earth radii), and adopts a prescribed electric field obtained
through the ionospheric electrostatic potential solver and maps it along the
magnetic field lines into the inner magnetosphere. This way of treating elec-
tric field intrinsically assumes an electrostatic nature of the magnetospheric
convection electric field, neglecting the inductive electric field produced by
the temporal change of the magnetic field. However, such an assumption
can be invalidated when the magnetic field varies rapidly in time (especially
during geomagnetic substorms), which in turn produces notable inductive
electric field. This thesis presents theoretical and numerical improvements
to a ring current kinetic model to incorporate the effects of the inductive
electric field, and the kinetic results under certain inductive electric models
are tested and analyzed for the first time. A detailed illustration of the ki-





In this chapter we describe the kinetic drift model under which the numerical
experiments are performed, and the new developments implemented in order
to account for the effect of the inductive electric fields. These include an
introduction to the governing kinetic equation, along with the incorporation
of the new terms that arose due to the presence of inductive electric fields.
Furthermore, both the electric and magnetic field formulations within the
model are described to introduce the numerical experiments reported here,
before analyzing the associated kinetic effects that arise due to the temporal
changes in the magnetic field in a later chapter.
2.1 Motivation
The nightside plasma sheet ions, usually with a characteristics energy of
few keVs, can be swept into the inner magnetosphere during storms and
substorms, energized up to tens of keVs and contribute to the development
and enhancement of storm time ring current [21–24]. These hot ions could be
transported from the magnetotail into the inner magnetosphere through mag-
netospheric convection, or accelerated locally in the inner magnetosphere.
Some of the energy that supports the transport and acceleration of the hot
ion species within the inner magnetosphere is attributed to the energy re-
leased during magnetic reconnection, which propagates toward the Earth in
the form of electromagnetic disturbances embedded within strong plasma
flows [25–27]. Dissipation of this energy in the inner magnetosphere provides
local ion transport and acceleration. Sudden enhancements of injections of
energetic charged particles (tens to hundreds of keVs) in the magnetotail are
known as Bursty Bulk Flows (BBFs) and often associated with substorms.
These enhancements of injections and energization of charged particles dur-
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ing storms and substorms can be substantial, with particle fluxes measured
at the geostationary orbit increasing by 2 or 3 orders of magnitude as com-
pared to the quiet times [28–31]. Evidence from satellite observations shows
that injections usually originate in the mid-tail region, anywhere between
the geostationary orbit and 30RE, or even further downstream [32]. Many of
these injections are clearly associated with BBFs that propagate earthward
[33]. However, a combination of ground-based and satellite observations also
discovered that numerous injections start closer in, between 6.6RE and 9RE
in a radially narrow (usually less than 1RE) area [34, 35], which means that
energetic charged particles have the potential to penetrate deep into the low
L shell region, causing significant flux enhancement. Such deep penetrations
of energetic charged particle events with tens to hundreds of keVs electrons
and tens of keVs protons into the low L shells (L < 4) have been reported by
Van Allen Probes measurements during the storm of April 8, 2016 [36]. Fur-
thermore, the ion fluxes with a broad range of energies sometimes increase
dramatically and nearly simultaneously, events known as dispersionless in-
jections, which can be associated with substorm onset. While much effort
has been made to understand these injections during storms and substorms,
many details still remain unclear. For example, the dispersionless injections
need an explanation based on either a local energization process at the mea-
surement point or a very rapid transport mechanism. In addition, to describe
local acceleration of thermal ions (with energy ≤ 10keV) to sufficiently high
energies (≥ 100keV), one needs to propose an effective acceleration mecha-
nism that can be realized in the inner magnetosphere.
As ions and electrons are injected from the plasma sheet to stronger mag-
netic field regions in the inner magnetosphere, they gain energy consistent
with conservation of the first adiabatic invariant. Meanwhile, particles in
the near-Earth nightside are often isotropic, therefore undergoing accelera-
tion not only from the conservation of the first adiabatic invariant but also
the second adiabatic invariant [37, 38], and by this way the adiabatic energy
gain can be notably large [39]. Dispersionless injections of charged particles
from weaker magnetic field regions to stronger magnetic field regions could
be driven by the strong electric drift v = E×B [30, 40–43], which is applied
to all particles that constitute a plasma regardless of their mass, energy, and
electric charge. In this case, not only the large-scale duskward convection
electric field (that extends over several RE and can last for hours) but also the
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smaller-scale impulsive electric fields play an important role in the injection
and energization of ring current particles, as they contribute to the E×B flow
of plasma into the inner magnetosphere [44–47]. Storm time enhancements
of the large-scale duskward convection electric field have been observed by
many spacecraft missions. For instance, [48] studied the electric field dur-
ing the major storm of March 1991 (with minimum Dst around −300nT)
based on measurements from Combined Release and Radiation Effects Satel-
lite (CRRES), and illustrated that the steady duskward component of the
large-scale electric field was enhanced from 2 to 6mVm near midnight, with
a duration ranging from 20 minutes to 5 hours. The enhanced convection
electric field facilitated the injection of ions from L = 8 down to L = 2.4 in
about 1 hour, while also energizing them from 1–5keV to 300keV. Further-
more, several numerical studies modeled the large-scale convection electric
field either empirically or physically, and revealed that the intense E×B drift
associated with the convection electric field could significantly enhance the
formation of storm time asymmetric ring current [49–52]. In addition, using
the Van Allen Probes data, [47] found close coincidence between the spatial
extent of the enhanced convection electric field and that of the ring current
pressure increase and plasmasphere erosion. These evidence confirmed the
idea that the observed large-scale convection electric field can transport ions
and electrons from the plasma sheet location and energies to the locations
and energies of the inner magnetospheric ring current particles.
Besides storm time injections, earthward plasma flows from the plasmasheet
during substorms were also confirmed by Cluster and Time History of Events
and Macroscale Interactions during Substorms (THEMIS) observations [53,
54]. Such substorm injections are always associated with dipolarization
events, which are characterized by the rapid change of magnetic field from
stretched and tail-like to a more dipolar magnetic field. Dipolarization events
may involve a brief earthward moving dipolarization pulse, called a “dipolar-
ization front”, which is observed as a region of rapid increase in the northward
magnetic field component, serving as the sharp boundary separating energetic
plasma from the neighboring plasma sheet [54, 55]. THEMIS observations
had revealed an interesting property of the electric field dynamics associated
with the dipolarization front: an intense and short-lived (usually less than 1
minute) dawn-to-dusk electric field pulse has been accompanying the earth-
ward propagating dipolarization front [56]. This strong electric field pulse
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has been suggested to be generated from the acceleration of the dipolariza-
tion front, caused by the imbalance between the curvature force and ambient
pressure gradients, or the inductive effects due to the slow-down of the dipo-
larization front as it penetrates into strong magnetic field regions of the inner
magnetosphere [57]. Unlike the large-scale duskward convection electric field,
such electric pulses observed during substorms and dipolarization processes
are small-scale and transient. Using THEMIS data in conjuncture with test
particle modeling, [57] has suggested that such pulses can effectively accel-
erate ions with initial energy of tens of keVs up to hundreds of keVs, and
other numerical studies on the effect of the electric pulses also summarized
the same conclusion [58–60]. This energization takes place because the ring
current ion gyroradius is comparable to the spatial scale of the localized elec-
tric field pulse. Consequently, the transient electric pulses observed during
substorms could serve as an effective local accelerator of charged particles,
which possess more inductive nature as it is closely associated with the rapid
change of magnetic field during dipolarization.
It is, therefore, important for inner magnetosphere ring current models to
incorporate a comprehensive description of the electric field that depends on
magnetic activity, since electric field triggers energy-independent E×B drifts
that greatly affects the injections of energetic particles into the inner magne-
tosphere and impacts the energy profile of ring current population. A typical
approach of inner magnetospheric electric field modeling is to first determine
the electrostatic potential Φ, and based on that determine the electrostatic
electric field. The analysis and calculation of the electrostatic potential Φ
can be performed either around the magnetic equator [61–63] or in the iono-
sphere [64], then extend Φ to the entire inner magnetosphere by mapping
along each individual equipotential field line, under the assumption that the
potential drop along the field line is negligible. This way of treating electric
field intrinsically assumes an electrostatic nature of the convection electric
field, neglecting the inductive electric field produced by the temporal change
of magnetic field. Such an assumption could be valid, if the perpendicular
convection velocity is small enough compared to the field-aligned bounce ve-
locity of the particles of interest, such that the characteristics perpendicular
flow time is much longer than the particles’ bounce period along the field
line (or equivalently, the perpendicular convection velocity does not change
much within one bounce period), so the slow flow approximation of [65] is
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satisfied. This could be the case for low geomagnetic activities when the
geomagnetic field environment is steady, thus the electrostatic component of
the electric field dominates over the inductive component. However, during
magnetic disturbances, small-scale and transient electric field may become
the dominant local acceleration mechanism around the midnight sector. Fur-
thermore, it has been shown that a localized temporal change in the magnetic
field produces an inductive electric field whose effect extends over all space,
meaning that the effect of the inductive electric field is global even if the
temporal change in the magnetic field is localized [66]. Treating the electric
field only in an electrostatic sense that changes slowly in time and possesses
large scaling in space will result in the failure to capture the smaller-scale
and transient inductive electric field, leading to an under- or overestimation
of energetic particle fluxes and total energy of ring current population.
Despite the underlying importance of the inductive electric fields and
their contribution to the transport and energization of inner magnetosphere
charged particles during magnetic disturbances, modeling the inductive elec-
tric fields in a self-consistent way is a challenging task, since it requires ad-
equate decomposition strategies depending on the specific storm situations
and available information, and the computational cost is usually large in 3D
code [66–68]. Some simplistic models for the inductive electric field [58, 59]
have been adopted in drift and transport models to explain and investigate
particle injections into the inner magnetosphere [69]. In addition, the effect
of the inductive electric field has been included in some models by tracing
the displacement of magnetic field lines in the process of magnetic reconfigu-
ration, under the assumption that the ionospheric foot-point of each field line
stays fixed [70, 71], which however could be invalidated by the ionospheric
foot-point advection. In this paper, we describe recent developments made
to a kinetic ring current model, the Hot Electron-Ion Drift Integrator (there-
after referred as HEIDI) model, to include the effect of the inductive electric
field in modeling the drift and energization of ring current ion population.
We investigated the effect of the inductive field based on three inductive elec-
tric field models within the numerical domain of HEIDI, and analyzed the
corresponding changes to the drift and energization rate. First, we imposed
a dawn-dusk electric field as the inductive component, whose polarization
and magnitude depends on the Magnetic Local Time (MLT), across the en-
tire HEIDI domain to depict the global topology of such fields aligned with
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previous findings [72]. Changes to the bounce-averaged drift coefficients due
to this imposed dawn-dusk inductive electric field were analyzed to assess
the effect of the imposed electric field on the radial and azimuthal drift at
different equatorial spatial locations. Next, we constructed a sharp Gaussian
pulse with a certain azimuthal width that propagates toward the Earth with
a constant speed, starting around the outer boundary of the numerical do-
main and peaking at midnight, similar to the ones proposed by [58, 73]. As
the pulse propagates inward, we observe local particles being swept earth-
ward, physically from a location of lower magnetic field strength to that
of higher magnetic field strength as the pulse propagates through, and ener-
gized dramatically as reflected by the resulting bounce-averaged energization
rate coefficient. Finally, based on an analytic formulation of a time-changing
magnetic field that initiates as a dipole field and is stretched toward the
nightside tail while compressed inward on the dayside, which then returns
to the initial dipole state, we calculated the resulting inductive electric field
on the magnetic equatorial plane as the magnetic field changes. In this case,
we observe dusk-to-dawn inductive electric field during the stretching pro-
cess, and dawn-to-dusk inductive electric field during dipolarization. The
corresponding drift and energization rate on different equatorial locations at
different time moments will be presented and analyzed in a later chapter.
2.2 Hot Electron-Ion Drift Integrator
The HEIDI model is an inner magnetosphere kinetic drift model that solves
the time-dependent, gyration- and bounce-averaged Boltzmann equation for
the equatorial phase-space distribution function F (t, r0,v0) of five ring cur-
rent species (e−, H+, He+, N+, O+) that could be solved for individually or
collectively. The HEIDI model adopts an equatorial computation domain in
space, discretized uniformly in both the radial and azimuthal directions, and
is capable of handling arbitrary electric and magnetic fields. The bounce-

































































Equation 2.1 describes the time-evolution of the phase-space distribution
function at a certain location (r0,v0) within the equatorial configuration-
velocity space, under the effect of drifts (in both the azimuthal and radial
directions), energization, pitch-angle scattering, and various loss mechanisms.
The losses currently include Coulomb collisions, charge exchange with the hy-
drogen geocorona (for ions), and precipitative losses to the upper atmosphere,
all considering full pitch angle distributions. The five independent variables
that constitute the equatorial phase-space distribution function F (t, r0,v0)
are t, R0, φ0,W and µ0 = cos(α0), where R0 represents the radial distance
on the magnetic equatorial surface (defined by the location of magnetic field
minima), φ0 is the MLT, W denotes the kinetic energy of the species, and
µ0 = cos(α0) represents the cosine of the equatorial pitch angle of the species.
The HEIDI model adopts second-order accurate numerical scheme (see [14]
and [75] for a complete description of the numerical scheme) to determine
the equatorial phase-space distribution of hot ions and electrons, yielding
a detailed description of the ring current population throughout the near-
Earth space. The sizes of the numerical grids were carefully determined
to resolve the features of interest, maintain numerical stability and accu-
racy, and optimize the run-time of the simulation. The grid used in each
mutually independent phase-space variable is as follows: 20s time step; 20
equally spaced radial grid points distributed from 1.75RE to 6.5RE geocen-
tric distance; 24 equally spaced points in local time around the Earth; 42
geometrically spaced energy cells from 10eV to 400keV; and 71 pitch angle
grid points from 90◦ to 0◦ (0 to 1 in µ0). This results in a total of ∼1.43 mil-
lion phase-space cells. Each of these cells contains one unknown F (t, r0,v0)
assumed to satisfy the bounce-averaged Boltzmann equation shown in Equa-
tion 2.1. Because the kinetic equation is linear in this form, each hot plasma
species can be considered individually and the total bulk quantities, such as
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the equatorial pressure and current density, are obtained as the sums over
all participating species. In addition, to calculate the bounce-averaged coef-
ficients, HEIDI traces each individual field line whose equatorial intersection
lies in the computation domain, and employs a field-aligned grid that dis-
cretizes each field line (starting and ending at the Earth’s surface at certain
magnetic foot-points) uniformly or nonuniformly (set to 101 points along the
field line for this study), along which the numerical integral along the field
lines is performed [72]. The source term on the right hand side of Equation
2.1 is represented by the injection from the outer boundary of the simulation
domain on the nightside, based on particle flux data on the nightside outer
boundary. The composition of the injected particles on the outer boundary
is determined from the statistical relationships derived by [76] from previous
geosynchronous orbit measurements [77].
The large bracket
〈〉
in Equation 2.1 denotes the bounce-averaging opera-















where s is the field line length measured from the ionospheric foot point along
the field line, B(s) denotes the magnetic field magnitude along the field line,
Bm is the magnetic field at the mirror point locations (sm and sm′ ), which
































describes the radial component of the bounce-











describes the azimuthal component of the bounce-




= φ̂0 · 〈vGC〉+ φ̂0 · 〈vE×B〉 (2.6)
where 〈vGC〉 denotes the bounce-averaged magnetic gradient-curvature drift
of certain ion species along a specific closed magnetic field line that intersects
the magnetic equatorial plane on a location sampled by the HEIDI equatorial
spatial grid. For an arbitrary magnetic field, the magnetic gradient-curvature















where m is the particle mass, q is the particle charge, and v‖ and v⊥ rep-
resent the particle’s parallel and perpendicular velocity, respectively. The
bounce-averaged E × B drift 〈vE×B〉 is reduced to the local E0(total) × B0
drift on the magnetic equatorial plane [78], where E0(total) is the total electric
field on the magnetic equatorial plane, and B0 is the magnetic field at the
same location. To account for the effect of the inductive electric field in the
HEIDI model, we decompose the total electric field into the inductive and
electrostatic components (Etotal = Ei+EΦ) [66], so that the bounce-averaged
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=φ̂0 · 〈vGC〉+ φ̂0 · 〈vE×B〉







where E0(i) and E0(Φ) denotes the equatorial inductive and electrostatic com-
ponent of total electric field, such that E0(total) = E0(i) + E0(Φ). The red
colored terms in Equations 2.8 and 2.9 account for the effects of the induc-
tive electric field on the total particle drift, and constitutes one major new
development that allows the inclusion of various inductive electric field mod-
els in HEIDI. The previous versions of HEIDI [50, 72, 79] did not consider
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the E ×B drift driven by the inductive electric field Ei, i.e., neglecting the
equatorial inductive drift E0(i)×B0
B20
, and treated the summation of magnetic
gradient-curvature drift and E×B drift driven by the electrostatic field EΦ
as the total drift. This electrostatic assumption can lead to a misleading
estimation of the total drift, in addition to the energization rate of each
ring current species, especially during times when the effect of the inductive






describes the bounce-averaged energization rate along the




























































describes the bounce-averaged rate of change of the cosine


















































where the quantity I (which is also pitch-angle dependent) is related to the





















in Equation 2.10 and Equation 2.11
highlight the modified bounce-averaged drift terms that take into account
the effect of the inductive electric field. These coefficients reflect the bounce-
averaged equatorial drift velocities of ring current particles, which are de-









reflect the rate of energy change and pitch-angle scattering
of charged particles, which in turn depend on the drift, electromagnetic field
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configurations, and explicitly on the particle’s energy (W ), equatorial pitch-
angle (µ0) and rate of temporal change of magnetic field (∂B0∂t ). Please note
that even though the energization rate and pitch-angle change depend on
particle’s energy and equatorial pitch-angle, the inclusion of the E×B drift
terms associated with the inductive electric field into the energization rate
and pitch-angle change calculations is independent of the ions’ energy and
equatorial pitch-angle. This implies that the inductive electric field affects
the kinetics of particles of all energies and pitch-angle, however, particles
with different energies and equatorial pitch-angles are affected with different
extent. Modifications of the drift coefficients have been implemented to in-
clude the effect of the inductive electric field on the drift dynamics of ring
current. In the next section, we will examine the behavior of these kinetic
coefficients under different magnetic and electric field configurations.
2.3 Analytic Nondipolar Magnetic Field
Specifications in HEIDI
During geomagnetically quiet times, the dipole magnetic field provides a
reasonable approximation for the geomagnetic field in the near-Earth space.
However, during storm times, the geomagnetic field is distorted by undergo-
ing compression on the dayside and stretching on the nightside. Therefore, in
order to accurately model the particle transport and energization processes
during storm time, a geomagnetic field model that is able to account for the
distortion of magnetic field is needed. The HEIDI model has the appropriate
formalism in place to account for an arbitrary magnetic field configuration
[72]. However, HEIDI does not calculate magnetic field self-consistently,
since solving the kinetic equation does not yields magnetic field solutions.
In order to assess the role of inductive electric fields to the overall particle
drifts, we impose an idealized, analytic formulation of the magnetic field as
a testing setup of the background magnetic field (which will be discussed in
detail next), constructed from a dipole magnetic field being distorted in the x
direction by a set of analytic stretching factors a and b(t) that determine the
extent of stretching, where a is a constant while b(t) can be time-dependent
and specifies the MLT dependence of the magnetic field (in such a way that
the dipole field can be recovered from setting a = 1 and b(t) = 0). The re-
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2z2 − x2α2(φ0, t)− y2






= −7.84× 1015[Tm3] is the magnetic dipole factor of the Earth,
α(φ0, t) = a+b(t)·cos(φ0) is the analytic stretching coefficient in terms of the
set of the analytic stretching factors a and b(t) introduced earlier, specifying
the extent of the analytic magnetic field being distorted in the x direction
away from the dipole, and φ0 ∈ [0, 2π] represents the MLTs (or equivalently,
the equatorial azimuthal angle). Please note that in HEIDI, φ0 is defined as 0
at midnight (corresponding to MLT=0), so that x̂ points away from the Sun
and ŷ points toward dawn, which is exactly backwards from the Geocentric
Solar Magnetospheric (GSM) system on the magnetic equatorial plane. Such
a magnetic field possesses the divergence-free nature regardless of the value
of the analytic stretching factors a and b, therefore represents a physical field.
The choice of this realistic yet analytic and intuitive magnetic field not only
allows us to easily test and validate the model, but also to assess how the
time dependent magnetic field alters the particle drifts and contributes to




α2cos2(λ)cos2(φ0) + cos2(λ)sin2(φ0) + sin2(λ) (2.16)




] is the magnetic latitude with 0 centered at the equator.
The configuration of the magnetic field in 3D space is shown in the top row of
Figure 2.1, which illustrates the magnetic field lines (with four different foot-
points) at several MLTs as the analytic stretching factor b deviates from 0,
meanwhile fixing the analytic stretching factor a as 1. The dark hemisphere
represents the nightside and the yellow hemisphere represents the dayside.
The black lines (a = 1, b = 0) represent the dipole magnetic field lines (un-
stretched), the red lines (a = 1, b = 0.4) represent a heavily stretched case
away from the dipole, and the yellow lines (a = 1, b = 0.2) represent a mod-
erately stretched case. It can be observed that the relative displacement of
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the equatorial intersection of stretched field lines (with the same foot point)
relative to the dipole is larger on the dayside (x < 0 region) than on the
nightside (x > 0 region), which means that the magnitude of field intensi-
fication on the dayside is stronger than the magnitude of field attenuation
on the nightside, for the non-dipolar configurations. By definition, the field
lines at dawn and dusk remain dipolar regardless of the change of the ana-
lytic stretching factor. The exact radial distance of equatorial intersections
of the field lines with different foot points under different analytic stretching
factors is included in Appendix A.
Figure 2.1: The top row shows the magnetic field configuration under 3
different analytic stretching factors, with foot-points of 30◦, 45◦, 52◦ and
60◦. The black lines represent the dipole magnetic field lines, the red lines
represent a heavily stretched case away from the dipole, and the yellow
lines represent a moderately stretched case. The top left panel illustrates
the field lines at midnight, noon, dawn and dusk, while the top right panel
illustrates the field lines at all MLTs. The bottom row shows the equatorial
Bz ratio between stretched field and dipole field. The value of x within
b = 0.x on the label of colorbar takes 0.1, 0.2 or 0.4, in such a way that
panel (a), (b) and (c) show the ratio of equatorial Bz for the b = 0.1,
b = 0.2 and b = 0.4 cases, respectively, with the dipole equatorial Bz.
Based on Equations 2.13 and 2.14, the equatorial (z = 0) Bx and By are
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vanishing regardless of the value set for the analytic stretching factor b. For
equatorial Bz, there will be no MLT dependence under the dipole case (a = 1
and b = 0), implying that the dipolar equatorial Bz possesses perfect circular
symmetry around the center of the Earth. As the dipole magnetic configu-
ration is being distorted (by increasing the analytic stretching factor b), the
magnetic field is intensified on the dayside while weakened on the nightside,
compared with the original dipole configuration at the same location. More
insight about the extent of distortion may be obtained by re-writing Equation
2.15 in spherical coordinates, then extracting the equatorial value (Bz(z = 0)






(α2(φ0, t) · cos2(φ0) + sin2(φ0))−
3
2 (2.17)
from which we obtain the ratio of equatorial Bz between the stretched and
dipole configuration to be:
Bz0(r0, t)
Bdipolez0 (r0, t)
= (α2(φ0, t) · cos2(φ0) + sin2(φ0))−
3
2 (2.18)
It can be observed from Equation 2.18 that the ratio is not dependent on the
equatorial radial distance R0, and as the analytic stretching factor b(t) grows






) and smaller on the nightside. To assess the extent of field
distortion, we present in the bottom row of Figure 2.1 the ratio between the
stretched equatorial Bz and dipole equatorial Bz cases (in logarithm scale),
in which panels (a), (b) and (c) show the ratio of equatorial Bz for the
b = 0.1, b = 0.2 and b = 0.4 cases, respectively, with the dipole equatorial
Bz. The blue regions represent the depression of magnetic field, while the
red regions represent the intensification of the magnetic field. The maximum
intensification and depression of equatorial Bz is seen at noon and midnight,
respectively, while the field remains at its dipole value at both dawn and
dusk. Under the moderate stretched case of b = 0.2, the equatorial Bz be-
comes 195% of the dipole equatorial Bz at noon and 58% at midnight, while
under the severely stretched case of b = 0.4, the equatorial Bz becomes 463%
of the dipole equatorial Bz at noon and 36% at midnight. Consequently, the
change of equatorial Bz is non-linear with the change of the analytic stretch-
ing factor b. Furthermore, the extent of magnetic field intensification on the
27
dayside is much larger than the extent of magnetic field depression on the
nightside, which is also verified by the difference on the relative displacement
of stretched field lines on the dayside and nightside, as reflected in the top
row of Figure 2.1.
2.4 Analytical Inductive Electric Field Models
Until recently, the HEIDI model treated the superposition of the magnetic
gradient-curvature drift and E×B drift driven by the electrostatic field EΦ
as the total drift. This represents a reasonable assumption under quiet time
conditions when the magnetic field configuration changes very slowly or not
at all, and the field can be treated as static. However, during storm time when
the magnetic field changes dramatically, the model is not able to capture the
effect of the temporal change of magnetic field. To address this issue, we
have further developed the HEIDI model to add additional drift terms that
arise in the presence of inductive electric fields, as described in Equations
2.8 and 2.9. The electric and magnetic field information is either obtained
from another physics based model such as an MHD model if executing in the
coupled mode, or from an internal routine that sets up the field information
within the drift kinetic model. To verify and test the functionality of the
model after including the effect of the inductive electric field, we set up
two simplified analytic inductive electric field models. In addition, we have
developed a self-consistent inductive electric field model associated with the
analytic nondipolar magnetic field introduced in Section 2.3. The details on
the inductive electric models are introduced and discussed in this section.
2.4.1 MLT Dependent Inductive Electric Field Model
Several studies reported that the substorm electric field in the near-Earth
plasma sheet region has a magnitude around several mVsm , and the associated
direction is mainly dawn-to-dusk [80–84], and drives many physical processes
that are important for understanding the inner magnetosphere plasma dy-
namics. On the other hand, the large scale dawn-dusk electric field is set
up by the interaction between the solar wind and the Earth’s intrinsic mag-
netic field (therefore magnetic activity dependent) [85–87], driving charged
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particles toward the Earth from the magnetotail. As plasma sheet particles
are being convected earthward from weaker magnetic field to stronger mag-
netic field regions, they are adiabatically energized and contribute to the ring
current hot ion populations.
Although the direction and magnitude of the magnetospheric electric field
can be clearly measured, it is difficult to determine the magnitude and di-
rection of the associated inductive component, since it cannot be separated
from the measured total electric field easily. However, since the inductive ef-
fect extends over all space even though the temporal change of the magnetic
field is localized [66], we can infer that the inductive electric field produced
by the temporal change of magnetic field has a global scale that extends
over a broad spatial range within the magnetosphere. As the first inductive
electric field model in HEIDI, a simplistic equatorial dawn-dusk electric field
that distributes as a simple sine function of MLT has been incorporated and
tested. This represents a global (extends over several RE) dawn-dusk induc-
tive electric field, which allows us to quickly test the model and obtain an
overview on the drift and energization rate associated with it. In addition,
this global field can be understood as the inductive component of the electric
field that arises due to the continuous changes of the magnetic field at all






and the field distribution on the equatorial plane is showed in Figure 2.2.
2.4.2 Propagating Gaussian Pulse Inductive Electric Field
Model
Particle injections are quite common and intense around the onset of a mag-
netospheric substorm, associated with a sudden increase in the particle flux of
finite energy bandwidth across tens to hundreds keVs [42, 59, 88–90]. Such
injections of energetic particles appear to be moving radially toward the
Earth and are often observed in a narrow region at or near local midnight
[32, 53, 91–96]. The injection region has been modeled as a wave that prop-
agates from the tail region into the inner magnetosphere, energizing and
29
Figure 2.2: The distribution of the MLT dependent equatorial inductive
electric field.
transporting plasma as it propagates through the space [97–101]. Models
have been developed to simulate and explain such type of intense injections
by introducing a transient induced electric field pulse polarized in the az-
imuthal direction, which is associated with the dipolarization process in the
magnetotail. In most models, it follows the form of a pulse of localized
radial and azimuthal extent propagating from the magnetotail toward the
Earth [58, 101–104]. The propagation speed of the pulse is not constant
but reported to be decreasing non-linearly as it propagates radially toward
the Earth [105, 106]. Taking the variation of the pulse’s earthward propa-
gation speed into account, some models assume it to follow a linear drop-off
along the radial distance to simulate its deceleration in the near-Earth re-
gion [59, 104, 107]. Typically, such a propagating Gaussian pulse electric
field on the equatorial plane, based on polar coordinate system (R0, φ0), can
be formulated as [58, 73]:
Ei(pulse)(r0, t) = −E0e−ξ
2
(1 + c1cos(φ0 − φ′))pφ̂ (2.20)
where ξ(r0, t) = [R0− ri+v(R0)(t− ta(φ0))]/d determines the location of the
pulse peak as the pulse propagates; v(R0) is the pulse propagation velocity as
a function of radial distance; d controls the radial width of the pulse; c1 > 0
and p > 0 are constants and associated with the MLT dependence of the pulse
height, which reaches the maximum at φ0 = φ′; ta(φ0) = (c2RE/va)(1 −
cos(φ0 − φ′)) represents the delay time of the pulse from the peak MLT
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position φ0 to other MLTs; c2 controls the magnitude of such delay; for
simplicity, va is assumed to be constant denoting the longitudinal propagation
speed of the pulse, however, it can also be scaled with radial distance R0;
and ri is a parameter that determines the radial position of the pulse peak
at the moment of t = ta.
In the HEIDI model, we reproduced the transient inductive electric field
as a time-dependent propagating Gaussian pulse with a purely azimuthal
component, constant propagation speed and a certain azmithal width, as:







where φ1(φ0) = φ0−φ
′
φd
and φ2(φ0) = φ0−φ
′−2π
φd
determine the decay in az-
imuthal direction; φd controls the azimuthal width of the pulse. For test-
ing purposes, we specifically set up φ′ = 0◦ corresponding to midnight,
E0 = 1.8[
mV
m ], c1 = 1, c2 = 0 (implying no time delay), a radial-independent
propagation speed of v(R0) = 1.5RE1000 [
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. Please note that, by construction, the peak amplitude of the pulse
matches the amplitude of the MLT dependent inductive electric field de-
scribed before. The initial pulse and the pulse passing through 3RE is showed
in Figure 2.3.
Figure 2.3: Earthward traveling Gaussian pulse electric field with pulse
peak of 3.6[mVm ], at initial position (left) and passing through 3RE (right).
The deep blue shows the region around the pulse peak centered at midnight,
propagating radially earthward. The magnitude of the pulse decreases
exponentially in the azimuthal direction away from the peak at midnight.
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2.4.3 Self-Consistent Inductive Electric Field Model
The inclusion of the self-consistent inductive electric field generated by the
time-changing magnetic field plays a critical role in obtaining a realistic de-
scription of magnetospheric convection in numerical models. However, the
inclusion and calculation of the inductive component of the electric field in
numerical models have been challenging [67, 68]. This paper presents an ad-
ditional approach to include inductive effects, as an analytical approximation
of inductive electric field based on a theoretical alternative calculation. This
involves a full volume integration and removes the need to trace independent
field lines.
Any arbitrary vector A that is smoothly-varying in space can be expressed
as the sum of an irrotational AΦ (which is curl-free) and a solenoidal com-
ponent Ai (which is divergence-free) following the Helmholtz vector decom-
position. Consequently the total electric field E(r, t) can be expressed as:
E(r, t) = EΦ(r, t) + Ei(r, t) (2.22)
where Ei(r, t) and EΦ(r, t) are the solenoidal (divergence-free) and irrota-
tional (curl-free) components of total electric field, respectively. The solution










which states that a change of magnetic field in time at an arbitrary location
r′ in space produces an inductive electric field at a location r, implying that
the effect of a temporal change of magnetic field on producing inductive elec-
tric field extends all over space, even if the temporal change ∂B
∂t
is localized.
Equation 2.23 provides a theoretical alternative to calculate the inductive
electric field at a particular location in space, given the full magnetic field
information as a function of space and time. However, such a volume in-
tegral does not always guarantee an analytical solution given an arbitrary
magnetic field B(r, t), and therefore requires either analytical or numerical
approximation. In this paper we present an analytical approximation to the
volume integral and the associated discretization of the computational do-
main, in addition with the truncation of the integration range. Please refer
to the detailed description of the numerical implementation and associated
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grid setup related with the calculation of the self-consistent inductive electric
field in Appendix B.
We setup a background magnetic field changing with time based on the






We further define four reference time moments t1, t2, t3 and t4 shown in
Figure 2.4, in which the black curve represents the variation of the analytic
stretching factor b(t) within the full length of simulation time (2000s), and
the four colored vertical lines label the four reference time moments, which
are: t1 = 40s around the beginning of stretching; t2 = 400s around the end of
stretching; t3 = 640s around the beginning of dipolarization; and t4 = 960s
around the end of dipolarization. In this section, we present and discuss the
equatorial self-consistent inductive electric field associated with the temporal
variation of the analytic stretching factor b(t) specified by Equation 2.24 and
Figure 2.4, calculated under the converged spherical grid set elaborated in
Appendix C at the four reference time moments. The spherical grid setup
(uniform in all directions) and the integration range (the spherical shell of
inner radius Ra = 2RE and outer radius Rb = 7RE, centered around the
Earth) are the same as the ones applied in Appendix C.
Figure 2.4: Illustration of the time variation of the analytic stretching
factor b(t) (black). The colored vertical lines label the four reference time
moments: t1 = 40s the beginning of stretching; t2 = 400s the end of
stretching; t3 = 640s the beginning of dipolarizing and t4 = 960s the end of
dipolarizing.
The x and y components of the equatorial inductive electric field (denoted
as Ei(x) and Ei(y), respectively) at the four reference time moments t1, t2, t3
and t4 (please refer to Figure 2.4) are presented in Figure 2.5. Ei(x) is vanish-
ing around both midnight and noon, implying that Ei(y) will be dominating
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around midnight and noon. Ei(y) is only vanishing around dawn and dusk,
due to the fact that the dawn/dusk magnetic field is not changing with time
(by construction). Both Ei(x) and Ei(y) reverse the sign as the magnetic field
switches from stretching to dipolarizing and vice versa, meaning that the
direction of drift caused by the equatorial inductive electric field is also re-
versed. This effect is not included in any pre-defined inductive electric field
models such as the ones previously described in Section 2.4.1 and Section
2.4.2. Furthermore, the magnitude of Ei(x) and Ei(y) at t2 and t3 are much
smaller than the ones at t1 and t4, consistent with the relative equatorial
∂B0
∂t
at the four moments, which will be discussed later. The z component
of the equatorial inductive electric field is the trivial component due to the
fact that Bx and By are very small in the region around the equatorial plane
where the most dominant source of equatorial inductive electric field (which
is ∂B
∂t
) resides, therefore not showed.
The left column of Figure 2.6 shows the equatorial ∂B0
∂t
at the four time
moments. During the stretching period (0 ≤ t ≤ 500s), the magnetic field is
intensifying on the dayside while attenuating on the nightside, corresponding
to the distribution patterns in rows (a) and (b), and the reverse is true during
the dipolarization period (500s ≤ t ≤ 1000s), corresponding to the distribu-
tion patterns in rows (c) and (d). The equatorial ∂B0
∂t
magnitude is symmetric
around the turning moment, so the ∂B0
∂t
topologies in rows (a) and (b) are
about the same as the ones in (d) and (c), respectively, though the sign is
reversed. The equatorial ∂B0
∂t
at both dawn and dusk is 0 all the time, and
the magnitude around the turning moment when the magnetic field switches
from stretching to dipolarizing (at t = 500s) is much smaller than the one at
the beginning of stretching and end of dipolarizing. The central column of
Figure 2.6 shows the magnitude of the equatorial inductive electric field |Ei|
at the four moments. From Equation 2.23, we may expect that the inductive
electric field would follow a similar spatial distribution with ∂B
∂t
. Although
the inductive electric field at a specific measurement point has to consider
the contribution of ∂B
∂t
from everywhere in space, it is the ∂B
∂t
at the location
around the measurement point r that contributes the most to the inductive
electric field at r, since it follows a 1|r−r′|2 relation. Consequently, we may
expect that the distribution of the magnitude of the equatorial inductive elec-
tric field |Ei| at a certain time moment to be similar with the distribution
of equatorial ∂B0
∂t
at the same time moment, but not necessarily the same.
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Figure 2.5: Equatorial Ei(x) and Ei(y) distribution at the four time
moments: (a) t1 = 40s; (b) t2 = 400s; (c) t3 = 640s and (d) t4 = 960s,
calculated under the converged spherical grid set. The left column shows
equatorial Ei(x) and the right column shows equatorial Ei(y). The portion∣∣Ei(x)∣∣ and ∣∣Ei(x)∣∣ > 4[mVm ] is dropped off and left as blank.
Comparison of the equatorial temporal change of magnetic field ∂B0
∂t
shown in
the left column of Figure 2.6 with the magnitude of the associated equatorial
inductive electric field |Ei| shown in the central column of Figure 2.6 indi-
cates that they follow similar spatial distribution, and when equatorial ∂B0
∂t
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is small, the corresponding equatorial |Ei| is also small. The self-consistent
equatorial |Ei| around dawn and dusk is negligible compared with the one
around midnight and noon, corresponding to the equatorial ∂B0
∂t
distribution.
Please note that in addition to the temporal change of the magnetic field on
the equatorial plane, the one in regions right above and below the equatorial
plane also contributes greatly to the equatorial inductive electric field.
To better visualize the self-consistent inductive electric field vector on the
equatorial plane, the right column of Figure 2.6 shows the Ei vector at 2.5RE,
3.5RE, 4.5RE, 5.5RE and 6.5RE (over all MLTs), with the length and color of
the arrows representing the magnitude of local inductive electric fields. Dur-
ing the stretching period (0 ≤ t ≤ 500s), the inductive electric field points
from dusk to dawn, as illustrated in rows (a) and (b), meaning that it has
an effect of driving particles earthward on the dayside, while away from the
Earth on the nightside. During the dipolarizing period (500s ≤ t ≤ 1000s),
the inductive electric field points from dawn to dusk, as showed in rows (c)
and (d), so the effect of the inductive drift is reversed (since the direction
of Ei is reversed). Furthermore, we can see that it is mostly solenoidal, as
expected due to its divergence-free nature. Additional quantitative descrip-
tion regarding the changes in the local drift and associated energy change
under the self-consistent inductive electric field will be provided in the next
chapter.
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Figure 2.6: Equatorial ∂B0
∂t
and self-consistent inductive electric field
distributions at the four time moments: row (a) t1 = 40s; row (b) t2 = 400s;
row (c) t3 = 640s and row (d) t4 = 960s. The left column shows the
temporal change of the equatorial magnetic field ∂B0
∂t
; the central column
shows the equatorial self-consistent inductive electric field magnitude |Ei|;
the right column shows the equatorial self-consistent inductive electric field
vectors at 2.5RE, 3.5RE, 4.5RE, 5.5RE and 6.5RE (over all MLTs). Please
note that the portion |Ei| > 4[mVm ] is dropped off and left as blank. The




THE EFFECT OF THE INDUCTIVE
ELECTRIC FIELDS ON DRIFTS, ENERGY
GAIN AND PITCH ANGLE CHANGE
The inclusion of the inductive electric field models, such as the ones dis-



















shown in Equations 2.5, 2.6, 2.10 and 2.11. Previ-
ously, the HEIDI model did not account for the effect of the inductive electric
field when calculating the drift coefficients, and consequently the energization
rate and change of pitch-angle did not reflect the dynamics associated with
the inductive electric field. In order to assess how much the inductive electric
field affects the dynamics of the ring current ions, we performed and analyzed
four testing cases: two simulation runs that set the magnetic field either as
a static dipole or as an analytic time dependent field depending on the ana-
lytic stretching factor b(t) as specified in Equation 2.24. In addition, for each
of these simulations, the inductive electric field has been turned on or off.
The equatorial bounce-averaged coefficients for the four testing cases over
the entire 2000s simulation time are analyzed and discussed in this section.
Meanwhile, please note that as discussed earlier, because the incorporation of
E×B drift terms associated with the inductive electric field is independent
of particles’ energy and equatorial pitch-angle, regardless of the energy- and
pitch-angle dependent nature of the energization rate and pitch-angle change
(as reflected by Equations 2.10 and 2.11), the energization rate and pitch-
angle change due to the inductive electric field may differ among ions with
different energies and equatorial pitch-angles. Since the main purpose of this
paper is not to investigate the energy and pitch-angle dependence on the en-
ergization rate and pitch-angle change by the inductive electric field, we only
show the variations of energization rate and pitch-angle change at a single
typical energy and equatorial pitch-angle, and assume the same trend also
applies to other energies and equatorial pitch-angles (while may be quan-
titatively different). In this paper, we focus our discussion on the results
at midnight, dawn, noon and dusk (corresponding to MLT=0,6,12,18), and
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equatorial radial distance of 3RE away from the Earth, with a typical energy
of 53.5keV and an equatorial pitch-angle of 60.5◦.










are defined as the super-
position of the bounce-averaged magnetic gradient-curvature drift 〈vGC〉 and
total equatorial E×B drift, as expressed by Equation 2.5 and 2.6, where the
total equatorial E×B drift consists of the component contributed by equa-
torial electrostatic field E0(Φ) and inductive field E0(i). The bounce-averaged
magnetic gradient-curvature drift 〈vGC〉 is calculated from the instantaneous
magnetic field configuration based on Equation 2.7, and the E × B drift is
defined using the electrostatic field based on the electrostatic potential from
the Weimer model [108] (which is dependent on the solar wind parameters),
and the inductive field calculated from the instantaneous local inductive elec-
tric field and magnetic field topology. The upstream solar wind parameters
during the entire 2000s simulation are set to be constant, with purely north-
ward IMF Bz = 5[nT], earthward transport bulk velocity of Vx = −400[kms ]










(Equations 2.10 and 2.11, respectively) have explicit










, consequently the change
of total drifts also results in change of energy and pitch-angle. All ion drift
components, in addition to the resulting bounce-averaged total drift, ener-
gization rate and pitch-angle rate of change at certain locations (with each
of the three inductive electric field models) are discussed in this section. To
avoid confusion and ambiguity, for all the figures in this section we spec-
ify the symbols of drift velocity components to be: 〈V (GC)〉 denotes the
equatorial bounce-averaged magnetic gradient-curvature drift, V (inductive)
represents the equatorial E×B drift due to a specific inductive electric field,
and V (Φ) represents the equatorial E×B drift derived from the electrostatic
potential field. Furthermore, we employ the following plotting convention:
The dashed line represents the case of static dipole magnetic field; the solid
line represents the case of analytic time dependent magnetic field. Results
at different MLTs with the inductive electric field model turned on or off are
represented by different color combinations specified by the legends.
Please note that the local radial magnetic gradient-curvature drift 〈Vr(GC)〉
at the four MLTs (midnight, dawn, noon and dusk) is a trivial drift compo-
nent, even though the magnetic field becomes non-dipolar, by coincidence.
This has been mathematically verified by substituting the magnetic field ex-
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pressions (Equations 2.13, 2.14 and 2.15) into the 〈vGC〉 expression in Equa-
tion 2.7. The radial magnetic gradient-curvature drift vanishes at dawn,
dusk, midnight and noon regardless of the field stretching. Otherwise, the
radial magnetic gradient-curvature drift is non-trivial if the magnetic field
is stretched away from dipole. The azimuthal magnetic gradient-curvature
drift is always non-zero at all MLTs.
3.1 MLT Dependent Inductive Electric Field
The MLT dependent inductive electric field discussed in Section 2.4.1 and
illustrated in Figure 2.2, which is exactly zero at noon and midnight (there-
fore not contributing to the local drift, energy change and pitch-angle change
at these MLTs), peaks at dawn (where it points from dusk to dawn) and
dusk (where it points from dawn to dusk). Consequently, the local total
drifts at midnight and noon are not affected by the MLT dependent elec-
tric field setup. Figure 3.1 shows the non-trivial local drift velocity com-
ponents, energy change and pitch-angle change at midnight (MLT=0) and
noon (MLT=12). The local inductive drift V (inductive) at both midnight
and noon are zero all the time (due to the vanishing local inductive electric
field, by setup), therefore not included in Figure 3.1, and so is the radial
component of magnetic gradient-curvature drift 〈Vr(GC)〉 as explained ear-
lier. Therefore, the MLT dependent inductive electric field has no effect on
the local drift kinetic solution at midnight and noon: turning on and turning
off the inductive electric field model produces the same local result at both
midnight and noon, regardless of the magnetic field being time-dependent or





















panels of Figure 3.1.
From Figure 3.1, at midnight and noon we see strong azimuthal (west-
ward) magnetic gradient-curvature drift 〈Vφ(GC)〉 of the order of several
km/s as reflected in panel (a), while weak azimuthal electrostatic potential
drift Vφ(Φ) reflected in panel (c), which is in the order of tens of m/s. Hence,





at midnight and noon is dominated by
the azimuthal component of magnetic gradient-curvature drift 〈Vφ(GC)〉 as






and noon is dominated by the electrostatic potential drift Vr(Φ) as reflected
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in panel (d), one finds
that the local azimuthal drift is much faster than the local radial drift (in the
order of tens of m/s), which means that the ring current ion species placed
around midnight and noon drifts westward without penetrating much into
lower L shells.
In our analytic magnetic field model, when the magnetic field is distorted
away from the dipole configuration, i.e. when the analytic stretching fac-
tor b(t) > 0, it produces stronger azimuthal (westward) magnetic gradient-
curvature drift on the nightside and weaker one on the dayside, compared
with the ones produced by the dipole magnetic field. During the stretching
stage (0 ≤ t ≤ 500s and 1000s ≤ t ≤ 1500s), the local magnetic field starts to
be intensified on the dayside and weakened on the nightside, which results in
a decelerating azimuthal (westward) drift at noon (Figure 3.1 panels (a) and
(e), red curves) while accelerating azimuthal (westward) drift at midnight
(Figure 3.1 panel (a) and (e), blue curves), therefore deviates the azimuthal
(westward) magnetic gradient-curvature drift away from the one under the
dipole magnetic field (Figure 3.1 panel (a) and (e), dashed curves). Dur-
ing the dipolarizing stage (500s ≤ t ≤ 1000s and 1500s ≤ t ≤ 2000s), the
magnetic field on the dayside is still greater than the dipole field and the
reverse is true on the nightside, but the magnetic field tends to recover from
the stretched condition back to the dipole. As a result, the azimuthal (west-
ward) magnetic gradient-curvature drift, though still faster on the nightside
and slower on the dayside, starts to recover back to the one under the dipole
magnetic field, which is the same at all MLTs at a fixed L shell. In general,
as the magnetic field is stretched away from the dipole configuration, the ion
azimuthal (westward) magnetic gradient-curvature drift velocity 〈Vφ(GC)〉
decreases from the nightside to the dayside (which is reflected in Figure 3.1
panel (a) solid blue and red curves, as an extreme example at midnight and
noon) due to the changing magnetic gradient-curvature. Please note that
because the local equatorial azimuthal magnetic gradient-curvature drift at
a certain radial distance, under dipole magnetic field configuration, is the
same for all MLTs, the dashed red curve in panel (a) overlaps with all the
dashed curves of other colors. Comparing the extent of the change of local
magnetic gradient-curvature drift at midnight and noon with respect to the
static dipolar magnetic field case (solid blue and red curves, with respect to
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(g) at MLT=0 (midnight) and MLT=12
(noon), with the MLT dependent inductive electric field model described in
Section 2.4.1. The black and green curves represent the local results at
midnight and noon, respectively, with inductive electric field model turned
off; the blue and red curves represent the local results at midnight and
noon, respectively, with inductive electric field model turned on. Please
note that the MLT dependent inductive electric field model sets up zero
local inductive electric field at midnight and noon (please refer to Figure
2.2 and Equation 2.19), therefore turning on and off the inductive electric
field model produce the same local kinetic results at midnight and noon,
and the black curves overlap with the blue curves, the green curves overlap
with the red curves.
dashed red line, in panel (a)), one finds that the local azimuthal magnetic
gradient-curvature drift at noon experience much greater deviation from the
dipole case, compared with the one at midnight. This is due to the property
of our analytic magnetic field setup that with the same magnetic stretching
factor b(t), the change of local magnetic field on the dayside is greater than
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the change on the nightside, as discussed in the Methodology chapter.
Moreover, because the ion azimuthal (westward) magnetic gradient-curvature
drift velocity 〈Vφ(GC)〉 decreases from the nightside to the dayside in the
westward direction as the magnetic field is stretched away from the dipole
configuration, the dayside magnetic cavity can act as a magnetic barrier: as
ions drift westward from midnight toward noon under the stretched magnetic
field configuration, they get decelerated and consequently start to pile up in
both the evening sector (18MLT — 0MLT quadrant) and afternoon sector
(12MLT — 18MLT quadrant), increasing the total local ion pressure; in the
postmidnight sector (0MLT — 6MLT quadrant), ions are accelerated as they
drift from dawn to midnight, therefore reducing the total ion density and
pressure. This coincides with the general evolution of energetic ions distri-
bution around the main phase of certain storm studied by [72, 109, 110].
Please note that, as ions drift westward under the stretched magnetic field,
they do not necessarily stay on the same L shell because the stretched mag-
netic field produces non-zero radial magnetic gradient-curvature drift.
As the magnetic field on the dayside is compressed during the stretching
phase, the local magnetic field at noon increases, therefore adiabatically ener-
gizes ring current ion species, and the opposite is true on the nightside (panel
(f), red and blue curves, respectively). This agrees with the observation that
particles convected earthward from weak magnetic field to stronger magnetic
field regions are adiabatically energized and contribute to the ring current
hot ion populations. Furthermore, the changing magnetic field also alters the
bounce path length and magnetic mirror points along each field line, conse-
quently affecting the equatorial pitch-angle of ion species with certain initial






midnight is always negative when the magnetic field is stretched away from
the dipole (blue curve). This implies an increase of equatorial pitch-angle
α0, as µ0 = cos(α0), and consequently more particles will be trapped around
midnight. This is due to the general decrease of energy on the nightside
as the nightside magnetic field becomes weaker than the dipole field in the
stretched condition. However, the equatorial pitch-angle variation at noon
(red curve) is much smaller than the one at midnight.
Figure 3.2 shows the non-trivial local drift velocity components, energy
change and pitch-angle change at dawn (MLT=6) and dusk (MLT=18) where
the MLT dependent electric field reaches the peak value, but only contributes
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(h) at MLT=6 (dawn) and MLT=18 (dusk),
with the MLT dependent inductive electric field model described in Section
2.4.1. The black and green curves represent the local results at dawn and
dusk, respectively, with inductive electric field model turned off; the blue
and red curves represent the local results at dawn and dusk, respectively,
with inductive electric field model turned on. Please note that the local
azimuthal inductive drift at dawn and dusk possess the same magnitude and
direction, therefore in panel (a) the blue curve overlap with the red curve.
to the azimuthal drift (local radial inductive drift Vr(inductive) at dawn and
dusk is trivial, thus not included in Figure 3.2). Imposing such MLT de-
pendent electric field essentially accelerates the westward drift everywhere
on the equatorial plane, except at midnight and noon where the MLT de-
pendent electric field is zero. The azimuthal inductive drift Vφ(inductive) at
dawn and dusk possesses equal magnitude and direction (westward) and the
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local magnetic field at dawn and dusk stays dipolar regardless of the stretch-
ing, thus the red curve overlaps with the other colors, as showed in Figure 3.2
panel (a). Panel (f) shows that such imposed MLT dependent electric field





at dawn and dusk
as we can clearly observe that the blue curve goes below the black and the
red curve goes below the green, meaning that the inductive electric field acts
to increase the westward drift. The azimuthal magnetic gradient-curvature
drift 〈Vφ(GC)〉 at dawn and dusk are equal and not changing with time
even if the magnetic field is changing from a dipole, therefore the red curves
again overlap with the other colors in panel (b). Furthermore, just like at
midnight and noon, the radial magnetic gradient-curvature drift 〈Vr(GC)〉






at dawn and dusk is dominated by the electrostatic
potential drift Vr(Φ), while both the inductive drift Vφ(inductive) and mag-







At dawn, the stretch of the magnetic field itself leads to a depletion of
ions’ energy and an increase of equatorial pitch-angle (as the black curve is
below the dashed blue curve in panels (g) and (h)), and the MLT dependent
electric field further depletes the energy and increases the equatorial pitch-
angle of ions (as the blue curve is further below the black curve). Meanwhile
at dusk, the stretch of the magnetic field itself leads to a lower decreasing
rate of ions’ energy change and a higher decreasing rate of equatorial pitch-
angle change (as the blue curve is above the dashed red curve), and the
MLT dependent electric field further weakens the decreasing rate of energy
change and enhances the decreasing rate of equatorial pitch-angle change
(as the solid red curve is further above the green curve). By comparing the
green curve with the red curve and the black curve with the blue curve in
panels (g) and (h), we observe that if the magnetic field configuration is
changing with time, then the incorporation of such MLT inductive electric
field leads to an intensification on the effects of the variation of the local
gradient of magnetic field and particles’ bounce path on changing the local
rate of change of energy and equatorial pitch-angle. Please note that because
the MLT dependent electric field only contributes to the azimuthal drift
at dawn and dusk, turning the MLT dependent electric field on or off, in
the case that the background magnetic field is static dipole (under which
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the gradient of magnetic field ∇B0 and particles’ bounce path ∇I on the
equatorial plane is purely radial), does not make a difference on the local rate










, hence in panel (g) and (h)
the dashed blue curve overlaps with the dashed black curve and the dashed
red curve overlaps with the dashed green curve. Furthermore, there are time










under the time-dependent background magnetic field setup, even if the local
inductive electric field and the background magnetic field stay constant at










also depend on the local
gradient of magnetic field ∇B0 and particles’ bounce path ∇I (please refer
to Equations 2.10 and 2.11), which vary as the magnetic field configuration










at dawn and dusk reflects the variation of the local gradient of magnetic field
and particles’ bounce path at dawn and dusk. Since the temporal variation
of the local gradient of magnetic field and particles’ bounce path is not the
focus of this paper, they are not included in the results panel.
3.2 Propagating Gaussian Pulse Inductive Electric
Field
The propagating Gaussian pulse electric field discussed in Section 2.4.2 is set
to start at 5RE at t = 0 and passes through L = 3 around t = 1333.33s, as
showed in Figure 2.3. The pulse peak is centered at midnight and decreases
exponentially in the azimuthal direction. It is polarized only in azimuthal
direction, implying that the resulting azimuthal inductive drift Vφ(inductive)
is zero and radial inductive drift Vr(inductive) points earthward.










, again, are extracted at a radial distance of 3RE
on both the nightside and the dayside (midnight and noon), and presented
in Figure 3.3. It can be seen that the transient inductive electric field serves
as an intensive local accelerator associated with notable radial earthward
transport as illustrated by the pulse shape of the blue curves in Figure 3.3
panel (a), which shows the evolution of the local radial inductive drift at
midnight. Such a rapid and intense earthward propagating pulse implies
that energetic ring current ions can penetrate into lower L shells within a
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short period of time. The difference between the dashed and solid blue curves
in panel (a) is due to the weakening of the local magnetic field at midnight
as the field is stretched away from the dipole configuration (since the E×B
velocity is proportional to 1
B
), and we observe that the stretching of the
magnetic field serves to further transport ions earthward on the nightside.
The azimuthal inductive drift Vφ(inductive) is the trivial drift component,






dominated by the radial inductive drift Vr(inductive) triggered by the pulse
as reflected by their pulse shape of the dashed and solid blue curves in Figure
3.3 panel (e), while the total azimuthal drift is dominated by the magnetic
gradient-curvature drift 〈Vφ(GC)〉 as reflected in panel (f). Furthermore, the
pulse inductive electric field has notable effect on local energization at the
time when the pulse passes through the measurement location at 3RE as





represented by the dashed
and solid blue curves in panel (g), which has magnitude around several tens
of eVs/s and lasts for around 200s. This suggests that the transient pulse
electric field has the potential to rapidly and effectively energize the particles
from low energy to high energy in a short time interval and spatial distance,
supporting the observations that ions with initial energy of several keVs can
be accelerated up to tens or even hundreds of keVs on the nightside during
substorms. Besides functioning as an effective local accelerator and energy
source, the pulse inductive electric field also enhances the magnetic trapping
of ions along the field line as it significantly increases the local equatorial






The magnitude of pulse electric field exponentially decreases away from
midnight in the azimuthal direction, and the effect of the pulse electric field
also weakens till it becomes negligible at noon. As a result, turning the pulse
electric field on and off does not notably affect the local particle drifts and
energization rates at noon, which can be confirmed by observing that the red
curve overlaps with the green in Figure 3.3 panels (e), (f), (g) and (h). In















represented by Figure 3.4 panels





dominated by Vr(inductive) triggered by the pulse electric field, except that
the peak magnitude (for all the drifts, energization and equatorial pitch-angle
rate of change) is around ten times smaller than the one at midnight, due to
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(h) at MLT=0 (midnight) and MLT=12
(noon), with the propagating pulse inductive electric field model described
in Section 2.4.2. The black and green curves represent the local results at
midnight and noon, respectively, with inductive electric field model turned
off; the blue and red curves represent the local results at midnight and
noon, respectively, with inductive electric field model turned on.
the weakening of the magnitude of pulse.
3.3 Self-Consistent Inductive Electric Field
The self-consistent inductive electric field is calculated from the temporal
change of magnetic field ∂B
∂t
based on Faraday’s law, as described in Section
2.4.3. During the stretching phase (0 ≤ t ≤ 500s or 1000s ≤ t ≤ 1500s),
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(h) at MLT=6 (dawn) and MLT=18 (dusk),
with the propagating pulse inductive electric field model described in
Section 2.4.2. The black and green curves represent the local results at
dawn and dusk, respectively, with inductive electric field model turned off;
the blue and red curves represent the local results at dawn and dusk,
respectively, with inductive electric field model turned on. Please note that
the local radial inductive drift at dawn and dusk possess the same
magnitude and direction, therefore in panel (a) the blue curve overlap with
the red curve.
the self-consistent inductive electric field points from dusk toward dawn,
and reverses as the magnetic field recovers (500s ≤ t ≤ 1000s or 1500s ≤
t ≤ 2000s) as illustrated in the right column of Figure 2.6. Similar to the
direction of the Gaussian pulse electric field, the self-consistent inductive
electric field is azimuthal, meaning that it injects or expels plasma radially
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across L shells, but does not affect the azimuthal component of the overall
drift. A strong inductive electric field is located around midnight and noon
where the local temporal magnetic field change is large, resulting in a strong
radial inductive drift Vr(inductive) at midnight and noon as reflected by the
blue and red curves in Figure 3.5 panel (a). More specifically, we observe
strong outward inductive drift on the nightside while inward inductive drift
on the dayside as the magnetic field being stretched, and the reverse is true






is dominated by the radial inductive drift Vr(inductive) and





is dominated by the azimuthal magnetic
gradient-curvature drift 〈Vφ(GC)〉, as showed in Figure 3.5 panels (e) and
(f).
As ions are injected earthward on the nightside during the dipolarizing
phases (500s ≤ t ≤ 1000s or 1500s ≤ t ≤ 2000s), they are continuously
energized with a significant energization rate up to several tens of eVs/s as
reflected in panel (g). The reverse is true for ions on the dayside, that are
losing energy as drifting from stronger magnetic field to weaker magnetic
field (away from the Earth). Such a trend during the dipolarizing phase
represents a notable injection of energetic ions from plasma sheet into inner
magnetospheric ring current region (hence accumulating local energy) on the
nightside, and an energy loss on the dayside as charged particles are deceler-
ated due to the intensification of the dayside magnetic field. Moreover, the
self-consistent inductive electric field also increases the equatorial pitch-angle
of ions at midnight in the dipolarizing phase, while reduces the equatorial
pitch-angle at noon, as one can tell from panel (h). Hence, more particles will
be trapped due to the self-consistent inductive electric field on the nightside
during the dipolarizing phase, and the reverse is true during the stretching
phase.
At dawn and dusk, the self-consistent inductive electric field becomes neg-
ligible, so turning on and off the self-consistent inductive electric field model
does not change the local kinetic solutions at dawn and dusk. As a result,





at dawn and dusk is dominated by the radial





is dominated by the azimuthal magnetic gradient-curvature drift 〈Vφ(GC)〉











at dawn and dusk,
50











(h) at MLT=0 (midnight) and MLT=12
(noon), with the self-consistent inductive electric field model described in
Section 2.4.3. The black and green curves represent the local results at
midnight and noon, respectively, with inductive electric field model turned
off; the blue and red curves represent the local results at midnight and
noon, respectively, with inductive electric field model turned on.
whose magnitude is in the order of 10−4 keVs and 10
−4 1
s as showed in panel
(g), are also negligible compared with the ones at midnight and noon where
the inductive electric field is strong.
The self-consistent inductive electric field associated with such an intense
stretching and dipolarizing process has a significant effect on the global evo-
lution of the ring current. The left column of Figure 3.7 shows the relative
equatorial total ion pressure change from a simulation that assumes a static
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(h) at MLT=6 (dawn) and MLT=18 (dusk),
with the self-consistent inductive electric field model described in Section
2.4.3. The black and green curves represent the local results at dawn and
dusk, respectively, with inductive electric field model turned off; the blue
and red curves represent the local results at dawn and dusk, respectively,
with inductive electric field model turned on. Please note that since the
local inductive electric field at dawn and dusk is negligible, turning on and
off the self-consistent inductive electric field model does not change the
local kinetic results at dawn and dusk, so the black curves overlap with the
blue cuves, and the green curves overlap with the red cuves.
dipole magnetic field and zero inductive electric field, to a simulation that
allows a changing magnetic field and zero inductive electric field. The right
column shows the relative equatorial total ion pressure change from a simu-
lation that assumes a static dipole magnetic field and zero inductive electric
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field, to a simulation that allows a changing magnetic field and associated
self-consistent inductive electric field. Note that for all simulations, particles
(as sources) were injected from the geosynchronous orbit on the nightside (the
outer equatorial simulation domain boundary at 6.5RE) every 40s, and H+,
He+ and O+ are the present ring current ions considered for the total pres-
sure. From the left column of Figure 3.7, we note that the stretching magnetic
field (without considering the associated inductive electric field) increases the
buildup of ring current ions in both the evening sector and afternoon sec-
tor, and depletes the ion pressure in the morning sector (6MLT — 12MLT
quadrant). This is because the stretching of magnetic field notably changes
the magnetic gradient-curvature drifts, producing stronger azimuthal drift on
the nightside (weakening magnetic field regions) while weaker azimuthal drift
on the dayside (enhanced magnetic field regions), compared with the ones
under the dipole magnetic field configuration, and (as discussed in Section
3.1) the ion azimuthal (westward) magnetic gradient-curvature drift veloc-
ity decreases from the nightside to the dayside in the westward direction.
Midnight and noon experiences the largest changes in the local magnetic
gradient-curvature drifts, while the local drifts at dawn and dusk remain un-
changed. By contrast, the dipole magnetic field produces zero radial magnetic
gradient-curvature drift and uniform azimuthal (westward for ions) magnetic
gradient-curvature drift at a fixed L shell. Therefore, the distortion of the
background magnetic field pulls ions faster from noon to dawn in westward
direction, causing the depletion of ions in the morning sector (therefore de-
creasing ion pressure), and pushes ions slower from midnight to noon in
westward direction, resulting in the accumulation of ions in both the evening
sector and afternoon sector.
The right column shows simulation results including the effect of self-
consistent inductive electric field. During the stretching phase (0 ≤ t ≤
500s), the effect of the self-consistent inductive electric field is to provide an
additional means of acceleration, allowing dayside charged particles access to
the lower L shells, while particles drifting on the nightside are pushed toward
the magnetotail (weaker magnetic field regions). This allows for an accumu-
lation of ion pressure on the dayside, especially in the low L shell regions
around noon where the inductive electric field is strong, while depleting it
on the nightside, as it can be seen at the end of the stretching phase (pabel
(b) in the right column). The accumulation of ion pressure around the outer
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boundary on the dayside is because the inductive electric field pulls ions in-
ward on the dayside, and the associated inductive drift Ei × B dominates
over the magnetic gradient-curvature drift around the boundary. During the
dipolarizing phase (500s ≤ t ≤ 1000s), the self-consistent inductive electric
field acts to inject ions earthward on the nightside while pushing them away
from the Earth toward the magnetopause on the dayside. This in turn leads
to an increase of ion pressure on the nightside and decrease of ion pressure on
the dayside, especially in the low L shell regions around midnight and noon
where the inductive electric field is strong. As a result, we observe notably
increase in ion pressure on the nightside at the end of the dipolarizing phase
(panel (d) in the right column), compared with the end of stretching phase.
The accumulation of ion pressure around 5RE in the afternoon sector is due
to the deceleration of ions drifting westward from duskside, and the local out-
ward inductive drift Ei ×B is weak compared with the westward azimuthal
magnetic gradient-curvature drift. The depletion of ion pressure around the
outer boundary on the dayside is due to the inductive electric field pushing
ions out of the simulation domain. Such an opposite trend on the trans-
portation and energization of plasma between the dayside and night due to
the self-consistent inductive electric field during the stretching/dipolarizing
phases produces notable asymmetry of ring current total ion pressure around
the dawn— dusk meridian. With an analytic and time-varying magnetic field
as our testing setup of the background magnetic field, we observe that the
presence of a self-consistent inductive electric field alters the overall particle
trajectories, energization and pitch angle, resulting in significant changes in
the topology and the strength of the ring current that cannot be obtained
by only considering the changing magnetic gradient-curvature drift. There-
fore, we can infer that not taking the effect of inductive electric field (even
if including the changes of magnetic gradient-curvature drift) into account
leads to a mis-estimation on the kinematics of ring current ion species and
the associated ring current evolution over time.
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Figure 3.7: Relative equatorial total ion pressure change at the four time
moments, from the case of static dipole magnetic field and zero inductive
electric field setup, to the left column: the case of changing magnetic field
plus zero inductive electric field setup, and the right column: the case of




CONCLUSION AND FUTURE WORKS
Kinetic models are of crucial importance in the study of inner magnetosphere
ring current dynamics. In this paper we present an important improvement to
HEIDI: new drift terms associated with the inductive electric field are incor-
porated into the calculation of bounce-averaged coefficients of the equatorial
phase-space distribution function, and the effects of the inductive drifts on
the total drift and energization rate are tested under certain inductive elec-
tric field models for the first time. This new version of the HEIDI model is
capable of accounting for the inductive component of electric field based on
various (empirically or self-consistently defined) models. The effects of the
distorted magnetic field on the ring current ion species are investigated first,
and we showed that the local change in particles’ energy and pitch-angle un-
der a distorted magnetic field deviate significantly away from the ones under
a dipole magnetic field. Moreover, the distorted magnetic field configuration
breaks down the symmetry of the magnetic gradient-curvature drift in dipole
case, accelerating charged particles on the nightside and decelerating them
significantly on the dayside. Such a change on drift velocity makes ions drift
faster in the westward direction from the nightside to the dayside, where they
begin to slow down due to increasing magnetic field, resulting in an accumu-
lation of ion pressure in the afternoon sector and depletion of ion pressure in
the morning sector, and the symmetry of ring current is broken down.
Beyond the setup of a time-dependent magnetic field, we established three
different inductive electric field models (which are the MLT dependent elec-
tric field, propagating Gaussian pulse electric field, and the self-consistent
inductive electric field) and tested their kinetic effects on the ring current
ions. The MLT dependent electric field acts to accelerate the westward az-
imuthal drift of ions everywhere on the equatorial plane, and to expel ions
away from the Earth in the postmidnight and afternoon sectors while injects
ion inward in the morning and evening sectors, in correspondence to its dawn-
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dusk polarization direction. The propagating Gaussian pulse electric field is
found to act as a transient but intensive local accelerator that can rapidly
and effectively energize the particles from low to high energies in a short time
interval and spatial distance, supporting the observations and previous mod-
eling results that ions with initial energy of tens of keVs can be accelerated
up to hundreds of keVs on the nightside during substorms. Moreover, the
pulse electric field also triggers significant local radial earthward transport of
the ions at the measurement point as it passes, which can be the cause of the
observed nightside BBFs during substorms. However, this type of localized
and transient inductive electric field model ignores the continuous changes
in the geomagnetic field and may mis-estimates the changes in the drifts,
energy and pitch-angle, as the local temporal changes in the magnetic field
set up a global inductive electric field.
Finally, we developed an algorithm to calculate the self-consistent inductive
electric field associated with an analytic and time-changing magnetic field
(which is setup to be the testing background magnetic field), by numerically
performing the Biot-Savart like integration over a finite spherical domain
discretized by spherical grid cells that are static and not field-aligned. This
field acts to radially transport ions toward the Earth on the dayside while
expelling them away on the nightside during the stretching phase of magnetic
field, and reverses in the dipolarizing phase, therefore significantly altering
the ion convection patterns. As a result, during the stretching phase the
self-consistent inductive electric field acts to further increase the ion pressure
in the afternoon sector, and to decrease it in the evening sector. During the
dipolarizing phase it tends to reverse the process. We showed, based on our
testing analytic magnetic field setup, that the rapidly changing magnetic field
produces large inductive electric field that can dominate over the electrostatic
field. Consequently, not taking the effect of the inductive electric field (even
if changes of magnetic gradient-curvature drift have been considered) into
account leads to a mis-estimation on the kinematics of the ring current ion
species and the associated ring current evolution over time.
However, most inner magnetospheric kinetic models have intrinsic diffi-
culty in obtaining the self-consistent field information by itself, as solving
the kinetic equation does not provide the field solution. In this paper, we
do not intend to solve or calculate the magnetic field self-consistently, but
instead adapt an analytic yet idealized testing magnetic field as the back-
57
ground, whose configuration serves as an intuitive tool that helps visualizing
and exploring the effects of the inductive electric fields in the near Earth
space on the overall particle kinetics and energization. Consequently, as a
testing, we do not enforce the magnetic field variation and the prescribed
inductive electric field to be strictly realistic, and it is not necessarily mean-
ingful to compare the analytic and idealized magnetic field and electric field
presented here with real observations. In order to incorporate realistic de-
scription of electromagnetic fields and the self-consistent coupling between
fields and plasma, it is practical to couple the inner magnetosphere kinetic
model with global MHD models [111, 112], in which case the self-consistent
magnetic field is obtained from solving the force-balanced MHD equation,
then passed from the MHD model to the kinetic model. The inner magne-
tosphere electrostatic field can be obtained from the electrostatic potential
(calculated by ionospheric electrodynamics model) being extended to the
entire inner magnetosphere by mapping along each individual equipotential
field line, under the assumption that the potential drop along field line is neg-
ligible, while the calculation of the self-consistent inductive electric field takes
more effort. Direct calculation by evaluating the Biot-Savart like volumetric
integral proposed in this paper is computationally expensive, as it requires
going through the entire discretized integration domain for each single mea-
surement point and tends to under-estimate the resulting inductive electric
field due to the truncated integration domain, consequently not practical for
the large-scope simulations in the coupled mode. Fortunately, an indirect
calculation of self-consistent inductive electric field in the MHD model (as-
suming ideal MHD) provides a more robust and practical solution, in which
case the inductive electric field is obtained by subtracting the total electric
field, which is treated as the Lorentz transform of the magnetic field, by the
electrostatic field. The realistic and self-consistent description of electromag-
netic fields obtained in the MHD model will be passed to HEIDI to study the
kinetic evolution of the ring current ion species and associated ring current
distribution in certain recorded geomagnetic storms. This coupling and the





EQUATORIAL INTERSECTIONS OF THE
ANALYTIC FIELD LINES
In this appendix, we include the geocentric distance Req of equatorial in-
tersections of the asymmetrically stretched magnetic field lines discussed in
Section 2.3 under three different stretching factors b = 0, 0.2, 0.4 within three
tables, respectively. In each table, λ0 represents the magnetic latitude of the
footpoint of certain magnetic field line, and φ0 denotes the azimuthal an-
gle of the equatorial intersection of certain field line. For each individual
field line, Req is obtained by first solving the equation of field line (which is
Equation 2.16) for L (providing λ = λ0, stretching factor α = a+ b · cos(φ0)
and R = RE), then solving Equation 2.16 again (providing L that was just
solved) for R = Req. The magnetic field configuration shown in Figure 2.1
can be generated with the data recorded in this appendix.
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Table A.1: Dipole Magnetic Field (a = 1 and b = 0)
λ0 = 60◦ λ0 = 52◦ λ0 = 45◦ λ0 = 30◦





































































































































































































































































Table A.2: Under Stretching Factor a = 1, b = 0.2
λ0 = 60◦ λ0 = 52◦ λ0 = 45◦ λ0 = 30◦





































































































































































































































































Table A.3: Under Stretching Factor a = 1, b = 0.4
λ0 = 60◦ λ0 = 52◦ λ0 = 45◦ λ0 = 30◦









































































































































































































































































The calculation of the self-consistent inductive electric field involves a volume
integral about ∂B
∂t
as shown in Equation 2.23. In this appendix we present
the derivation and implementation of an analytical approximation used to
calculate numerically the self-consistent inductive electric field. From Equa-
tion 2.23, we can express the x-, y-, and z-components of the self-consistent
inductive electric field as:










































where Ix(r, t), Iy(r, t) and Iz(r, t) denote the integral expression associated
with each of the three components of the inductive electric field, defined as:
Ix(r, t) :=∫
Bz(r
′, t)(y − r′sin(θ′)sin(φ′))−By(r′, t)(z − r′cos(θ′))





′, t)(z − r′cos(θ′))−Bz(r′, t)(x− r′sin(θ′)cos(φ′))





′, t)(x− r′sin(θ′)cos(φ′))−Bx(r′, t)(y − r′sin(θ′)sin(φ′))




Please note that the integral limit goes from zero to infinity (therefore cov-
ering the entire range of space) to represent the exact analytical integral
result. However, the computational domain within numerical models has to
be bounded, meaning that at a certain measurement point we could only
evaluate the inductive electric field contributed from a finite volume. If we
evaluate the inductive electric field contributed by ∂B
∂t
within a certain spher-
ical shell region with inner radius Ra and outer radius Rb, with the origin set
to be the center of the Earth, then the three integrals become:







[(x− r′sin(θ′)cos(φ′))2 + (y − r′sin(θ′)sin(φ′))2 + (z − r′cos(θ′))2] 32
(B.7)






r′2sin(θ′)Y (r, r′, t)dr′dθ′dφ′
[(x− r′sin(θ′)cos(φ′))2 + (y − r′sin(θ′)sin(φ′))2 + (z − r′cos(θ′))2] 32
(B.8)







[(x− r′sin(θ′)cos(φ′))2 + (y − r′sin(θ′)sin(φ′))2 + (z − r′cos(θ′))2] 32
(B.9)
where
X(r, r′, t) = Bz(r
′, t)(y − r′sin(θ′)sin(φ′))−By(r′, t)(z − r′cos(θ′)) (B.10)
Y (r, r′, t) = Bx(r
′, t)(z − r′cos(θ′))−Bz(r′, t)(x− r′sin(θ′)cos(φ′)) (B.11)
Z(r, r′, t) = [By(r
′, t)(x− r′sin(θ′)cos(φ′))−Bx(r′, t)(y − r′sin(θ′)sin(φ′))]
(B.12)
and θ′ denotes the zenith angle of the source point, φ′ the azimuthal angle
of the source point and r′ the radial distance of the source point from the
center of the Earth, as defined by the standard spherical coordinate system.
In this paper, we calculate the self-consistent inductive electric field asso-
ciated with the time-dependent analytic magnetic field introduced in Section
2.3. Although the analytical expressions of three integrals are obtained, it is
difficult to directly evaluate each of them analytically due to the exhaustive
complexity of each of the magnetic field components Bx(r, t), By(r, t) and
Bz(r, t) given by Equations 2.13, 2.14 and 2.15, respectively. Here we present
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a methodology to obtain an analytical approximation of these integrals based
on spatial discretization. We discretize the source point contribution from
the shell region occupied by r′ ∈ [Ra, Rb], θ′ ∈ [0, π] and φ′ ∈ [0, 2π] with
NR being the number of radial grid points, Nθ being the number of zenith
grid points in each fixed radial distance and azimuthal angle and Nφ being
the number of azimuthal grid points in each fixed radial distance and zenith
angle, therefore forming a total number of (NR − 1) × (Nθ − 1) × (Nφ − 1)
spherical patches. The value of the analytic magnetic field could be evalu-
ated at any grid point at any time moment. We provide an illustration of an
extremely coarse spherical grid (in 3D) shown in Figure B.1, in which the red
dashed lines depict the grid configuration and the black solid lines represent
a set of dipole magnetic field lines shown for reference. Please notice that the
spherical grid is independent of the field lines stretching and not field-aligned.
The grid size in the illustration shown in Figure B.1 is ∆R = 1.5RE, ∆θ = π8
and ∆φ = π
4
, which is much coarser than the grid employed in producing the




the grid structure in Figure B.1 is just for illustration purposes and does not
represent the size of grid used in the computation. The decision of the proper
grid size that produces reliable results is described in Appendix C.
Based on this discretization, the entire spatial volume integral presented in
Equation B.7, B.8 and B.9 could be approximated as the summation of the
spatial volume integral over each individual spherical patch. Next, we locally
approximate the integrand function over which the spatial volume integral is





0) in space using Taylor expansion. In this case we adopted the
first-order Taylor expansion (in spherical coordinates) as described below:
fni (r







0) + (∇fni )r(r′ − r0)r
·
[
cos((∇fni )θ)cos((r′ − r0)θ)
+sin((∇fni )θ)sin((r′ − r0)θ)cos((∇fni )φ − (r′ − r0)φ)
] (B.13)
where the superscript n represents the time-step index and subscript i ∈
{x, y, z} represents the spatial component index. In spherical coordinates,
each component of the gradient becomes: (∇fni )r =
∂fni
∂r




(∇fni )φ = 1rsinθ
∂fni
∂φ
and each component of the first order displacement vector
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becomes:
(r′ − r0)r =
√
r′2 + r20 − 2r′r0(cos(θ′)cos(θ0) + cos(φ′ − φ0)sin(θ′)sin(θ0))
(B.14)
(r′ − r0)θ = tan−1










α(r′, r0) = r
′cos(φ′)sin(θ′)− r0cos(φ0)sin(θ0) (B.17)
β(r′, r0) = r
′sin(θ′)sin(φ′)− r0sin(φ0)sin(θ0) (B.18)
In addition, fni (i ∈ {x, y, z}) in Equation B.13 is defined to be the integrand
function within each spatial volume integral at a certain time step:
fnx (r
′, θ′, φ′) :=
r′2sin(θ′)
Bz(r
′, tn)(y − r′sin(θ′)sin(φ′))−By(r′, tn)(z − r′cos(θ′))
[(x− r′sin(θ′)cos(φ′))2 + (y − r′sin(θ′)sin(φ′))2 + (z − r′cos(θ′))2] 32
(B.19)
fny (r
′, θ′, φ′) :=
r′2sin(θ′)
Bx(r
′, tn)(z − r′cos(θ′))−Bz(r′, tn)(x− r′sin(θ′)cos(φ′))
[(x− r′sin(θ′)cos(φ′))2 + (y − r′sin(θ′)sin(φ′))2 + (z − r′cos(θ′))2] 32
(B.20)
fnz (r
′, θ′, φ′) :=
r′2sin(θ′)
By(r
′, tn)(x− r′sin(θ′)cos(φ′))−Bx(r′, tn)(y − r′sin(θ′)sin(φ′))
[(x− r′sin(θ′)cos(φ′))2 + (y − r′sin(θ′)sin(φ′))2 + (z − r′cos(θ′))2] 32
(B.21)
As a result, each spatial volume integral presented in Equation B.7, B.8















′, θ′, φ′)dr′dθ′dφ′ (B.22)
where the integrand function fni (r′, θ′, φ′) is approximated by the first-order
Taylor expansion (in spherical coordinates) as expressed in Equation B.13,











, where i ∈ [1, NR − 1], j ∈ [1, Nθ − 1] and
k ∈ [1, Nφ − 1]. Finally, the inductive electric field at each point in space is

















Iz(r, tn)− Iz(r, tn−1)
∆t
(B.25)
where the time index n ≥ 2, so the evaluation of inductive electric field on
each measurement point starts from the second time step. The magnetic
field at the first time step is usually initialized as a dipole field.
Figure B.1: Illustration of an example uniform spherical grid structure in
3D. The red dashed lines show the grid structure and the black solid lines
represent the dipole field lines with foot-point at 30◦, 45◦, 52◦ and 60◦








CONVERGENCE TEST OF THE
SELF-CONSISTENT INDUCTIVE
ELECTRIC FIELD ON THE EQUATORIAL
PLANE
With the spherical grid setup introduced in Appendix B, we employ uniform
discretization in each direction such thatRi+1−Ri = ∆R = Rb−RaNR−1 , θj+1−θj =
∆θ = π
Nθ−1
and φk+1 − φk = ∆φ = 2πNφ , for all i ∈ [1, NR − 1], j ∈ [1, Nθ − 1]
and k ∈ [1, Nφ − 1]. The radial integration range is set to be Ra = 2RE
and Rb = 7RE, which means that we only consider the contribution of ∂B∂t
within a spherical shell of inner radius Ra = 2RE and outer radius Rb = 7RE.
In addition, we specify the time-dependent analytic stretching factor b(t) to
follow Equation 2.24 as elaborated in Section 2.4.3.
To decide a set of proper number of grid points (NR, Nφ, Nθ) that pro-
duces converged integration results which do not change significantly if fur-
ther increasing the number of grid points in every direction, we performed
a convergence test by increasing the grid points (NR, Nφ, Nθ) and com-
pared the relative change of the integral results, and the results indicate that
(NR, Nφ, Nθ) = (51, 60, 46) is a desired set of grid points. Figure C.1 shows
the relative change of calculated |Ei| (captured at t2 = 400s) to the desired
set of grid points (51,60,46), from a low resolution grid set (panel (a)) and
a high resolution grid set (panel (b)). The maximum relative change from
the low resolution grid set (which is (21,30,21)) to the desired converged grid
set is around 6.9%, while decreases to 1.4% from the high resolution grid set
(which is (101,360,91)), which means that the equatorial Ei result does not
change significantly if we further refine the grid from our chosen converged
grid set (51,60,46). Such a direct integration method for computing the self-
consistent inductive electric field is computationally expensive as it requires
calculating the integral within every grid cell for each single measurement
point. The total computation time taken to complete the 2000s simulation
is around 1800s, 12500s and 98540s for the set of number of grid points
(NR, Nφ, Nθ) = (21,30,21), (51,60,46) and (101,360,91), respectively (with-
out any parallel computing setups), corresponding to a total number of grid
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cells of 12000, 135000 and 3240000. Because the equatorial self-consistent
inductive electric field results changes only 1.4% at most as we further re-
fine the grid from (NR, Nφ, Nθ) = (51, 60, 46) to a even higher resolution of
(NR, Nφ, Nθ) = (101, 360, 91) (as showed in Figure C.1) but the computation
time increases by a factor of 8 (from 12500s to 98540s), we regard the set of
grid points (NR, Nφ, Nθ) = (51, 60, 46) as the converging grid set (and use it
for result analysis), instead of going to an even finer grid.
Figure C.1: Convergence test of self-consistent equatorial Ei, captured at
t2 = 400s. Panel (a) shows the plot of relative |Ei| change from
(NR, Nφ, Nθ)=(21,30,21) to (51,60,46) and panel (b) shows the relative |Ei|
change from (NR, Nφ, Nθ)=(51,60,46) to (101,360,91), both in the same
scale. The maximum relative change (with respect to converged set
(51,60,46)) in panel (a) is 6.9%, which decreases to 1.4% in panel (b).
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