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Abstract. This paper uses a graph-theoretic approach to derive asymptotically optimal algorithms 
for parallel Gaussian elimination on SIMD/MIMD couputers with a shared memory system. 
Given a problem of size n and using p = an processors, where a c 2/J43 = 0.305, the asymptotically 
optimal algorithms are of efficiency e, = 1/(1+~~‘)30.972. This evidences the high degree of 
parallelism that can be achieved. 
Rbum6. On utilise le formalisme du graphe des tlches pour concevoir des algorithmes paralltles 
pour I’Climination de Gauss sur une architecture SIMD/MIMD g m&moire partagee. Pour un 
problkme de taille n, en utilisant p = un processeurs, avec u G 2/J43 = 0.305, les algorithmes 
obtenus sont optimaux, d’efficacitC asymptotique e, = l/( 1+ a’) 3 0.972. Cette valeur montre bien 
I’important degrb de parallilisme qu’on peut atteindre. 
1. Introduction 
This paper uses a graph-theoretic approach to provide a general framework for 
expressing the parallelism inherent in various numerical methods for the solution 
of dense linear systems of algebraic equations. Let Ax = b be a linear system of size 
n. Most solution methods can be expressed in the general compact form: 
DOk-l,n-1 
(1) prepare a transformation using column k of A 
call PREP(. . . , k, . . .) 
(2) apply this transformation to columns j from k + 1 to n 
DOj=k+l,n 
call APPLY(. . . , k, j, . . .). 
This paper is restricted to the Gaussian elimination algorithm with partial pivoting, 
which clearly fits into this formalism. However, the results can be easily extended 
to a wide class of solution methods (e.g. Householder reduction). 
We base our analysis of the parallel implementation on the task graph model 
presented in [ 1,9,11]. Informally, sequential algorithms are split into elementary 
tasks, whose execution ordering is directed by precedence constraints: independent 
tasks can be processed simultaneously. The task graph model which can be contruc- 
ted directly from these precedence constraints, is the basic tool of our theoretical 
analysis. 
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Let Tkk denote the task of preparing the kth transformation and Tkl the task of 
applying it to update column j. The precedence constraints are the following: 
- Tkk precedes TkJ for all j 2 k + 1 (the generation of the transformation must be 
completed before it can be applied). 
- Tki precedes Tk+,,j for all j 3 k+ 1 (the updating of column j at step k-t 1 can 
only begin when its updating from step k is terminated). 
These constraints lead to the generic task graph depicted in Fig. 1. The design and 
analysis of parallel scheduling algorithms for this task graph is the subject of this 
paper. We first set in a more precise way the basic definitions and assumptions for 
the graph-theoretic model, and we make some general remarks about its applicability. 
Then we recall results from the literature dealing with the study of the task graph 
of Fig. 1. We prove optimality results in the last section. More precisely, for Gaussian 
elimination with partial pivoting, given a system of size n and using p = cyn pro- 
cessors, where LY s 2/J43 = 0.305, we derive asymptotically optimal algorithms of 
efficiency eat,= = l/(l+c~~) 20.972. This evidences the high degree of parallelism 
that can be achieved. 
Fig. 1. Task graph for n = 5. 
2. The theoretical model 
We first present some definitions, together with some assumptions about the target 
architecture: 
(i) We let eP denote the efficiency of a parallel algorithm, defined as the ratio 
T,/(pT,) [8], where p is the number of processors, T, the execution time with p 
processors, and Tl the execution time of the sequential algorithm. 
(ii) We assume a system which is able to support multiple instruction streams 
executing independently and in parallel on multiple data streams [7,8, 141, and that 
there are means to impose temporal precedence constraints between the tasks of 
Optimal scheduling forparallel Gaussian elimination 161 
the implemented algorithms [3,11]. We will neglect the cost for synchronization, 
and we suppose that each processor can perform any of the four arithmetic operations 
in a unit of time and that there are no memory conflicts nor data communication 
delays. For the model to be realistic, we need the following hypotheses: 
- The processors communicate via a central shared memory rather than using a 
local bus between their private memories. 
- For a problem of size n, the number p of processors is limited to be p = O(n). 
Saad [13] shows that communication costs dominate the arithmetic to solve a 
matricial problem of order n with n2 processors. More precisely, we let p = on, 
with osl. 
(iii) Assuming a FORTRAN-like programming environment, the elements of a 
matrix A are accessed by columns. Only two transfer operations are allowed: loading 
a column of A from the central storage to a processor, and storing a column of A 
in memory. Duplicating a column will be of zero cost, which means that we allow 
for the simultaneous transfer of some given data to several processors. In such a 
case, no processor will be authorized to modify these data. On the other hand, a 
processor can modify the data only if it is resident in its own memory. 
(iv) We employ the notion of task system [l, 3,9-111, where an elementary task 
T is an indivisible unit of computational activity, specified only in terms of its 
external behavior: inputs, outputs, and execution time Ex( T). Throughout the paper, 
the relation T-Z T’ denotes the precedence constraint and means that task T is to 
be completed before task T’ can start its execution. Elementary tasks will be of 
length O(n), so that synchronization overheads and data transfer costs do not 
predominate over the arithmetic. 
A model where communication delays are neglected could appear insufficient. 
However, we deal with methods for which the elements of a given matrix are accessed 
columnwise. Hence we can assume a stride-one accessing of data as prevalent in 
vector machines and cache-based architectures, so that data loading and unloading 
can be pipelined, and overlapped with arithmetic. 
Another important situation where the model is quite reasonable is the following: 
looking back at our generic task graph, we can include the communication cost 
with the execution time of the task whenever the number of data loads and stores 
is proportional to the number of floating-point operations. This is the case for most 
numerical algorithms (we detail this point for Gaussian elimination in the next 
section). 
3. Task graph for parallel Gaussian elimination 
We recall the Gaussian elimination algorithm with partial pivoting [S, 61: 
DOk=l,n-1 
execute Tkk 
(determine p such that luPkl = max{ukk, . . . , ank} 
pivot(k) = p 
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interchange apivot(k),k and akk 
c = I/&k 
DOi=k+l,n 
ajk = a& * c) 
DOj=k+l,n 
execute Tkj 
(interchange +ot(k),j and &j 
DOi=k+l,n 
a,i = aV - oik * akj) 
The precedence constraints are 
(A) Tkk e &j k+lSjSn,lSkSn-l 
(B) Tkj e Tk+i,j k+l~j~n,I<k~n-I. 
The task graph is presented in Fig. 1. If we assume that comparing or interchanging 
two real numbers requires a unit of time, we have Ex( Tkk) = 2(n - k) + 3, and 
Ex( Tkj) = 2(n - k) + 1 if j # k. For Tkk there are n - k-l- 1 data loads, and as many 
stores. For Tkj, j # k, there are 2( n - k + 1) loads and as many stores. We can multiply 
these quantities by a relative communication cost unit rC to include them in the 
execution time, so as to take communication into account. A detailed study of the 
influence of communication costs has been made in [4]. 
This example motivates the general study of a task graph similar to that of Fig. 
1, with Ex(T,,)=a(n-k)+c, and Ex(T,,)=b(n-k)+q forjfk, where a, b, c, 
and cz are four rational parameters. For the sake of simplicity, we concentrate in 
this paper on the case a = b = 1. We also let c, = c2 = 0, which does not modify the 
asymptotical analysis. 
4. Complexity results 
In this section, we consider the task graph of Fig. 1 with Ex( Tkk) = Ex( Tki) = n -k, 
for 1 c k 4 n - 1, k + 1 <j s n. We recall the precedence constraints: 
(A) Tkk < Tkj forallj~k+I,l~k~n-I 
(B) Tk/ g Tk+ I.j forallj>k+l,l<ksn-1. 
The sequential execution time is T, = n3/3+O(n2). The longest path of the graph 
is composed of the tasks T,,, T,2, Tz2,. . . , Tkk, Tk,k+,, . . . , Tn_,,n_,, T,_,,,. Its 
length is To,, = n2 - 1: this is a lower bound for the execution time of any algorithm. 
Given a number of processors p = cm, a parallel algorithm will have an execution 
time T, = 0(n2). We let n go to infinity to derive asymptotical results. The 
asymptotical efficiency is defined as eoa+ = lim,,, e,,. In particular, an algorithm is 
said to be asymptotically optimal if e_ is a minimum. 
The design of a parallel algorithm with p = n processors whose execution time is 
(equivalent to) T,,,, is straightforward. The asymptotic efficiency of such an algorithm 
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is eoo,r =f. Lord et al. [ll] propose a parallel algorithm with p =$r ((Y = i) which 
achieves the same execution time T,,,. Its asymptotic efficiency is thus e,,,,, = f. 
This algorithm is clearly asymptotically optimal 
This result has been improved by Veldhorst [ 151, who designed an algorithm with 
the same execution time r,,, and using only p = (iJ2)n processors. For (Y 3 ad2 = 
0.354, we deduce that there exist algorithms whose execution time is Tort, of efficiency 
em+ = 1/(3a), and this value is optimal. The value of &‘2 is very close to the lower 
bound derived in [ 111: to execute an algorithm in time (equivalent to) Tort, we need 
at least CM processors, where CY 2 (Ye= 0.347 (a0 is the solution of the equation 
3a-cY3=1). 
For smaller values of (Y, no optimal algorithm is available. Optimality in this case 
is more difficult to prove, since the execution time of an optimal algorithm is 
unknown. However, this case is the most important in practice, since we usually 
solve large problems with a relatively small number of processors. The first algorithms 
for small values of cy were due to Lord et al. [ll]. The best result in the literature 
(to our knowledge) is the following: if (Y s f , there exists an algorithm of asymptotic 
efficiency em+ = 1/(1+2Q3) [12]. 
We now state the main result of this paper. 
Theorem. For a problem of size n, with p = an processors, where CY s 21443 = 0.305, 
we will construct an algorithm which is asymptotically optimal. Its eficiency is e,,,+ = 
l/(l+c?). 
We first introduce the algorithm informally, pointing out the key-ideas of the 
design. We partition the task graph into four regions, as indicated in Fig. 2. The 
bound CY s 21443 comes from this partition. 
n_GZp 
2 
n-&Zp 
Fig. 2. Partitioning the task graph. 
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When designing a parallel algorithm, one would like to keep all the processors 
active as long as possible. However, this is clearly impossible in the bottom part of 
the graph. When Tnpp,n_p has been executed (at time t, say), there are less than p 
tasks in the graph that can be executed in parallel, so that some processors will 
necessarilybeinactive.Allthetasksofthepath{ Tn-p+,,n--p, Tn~p+l,n--p+, , . . . , Tnpl,n_-2, 
Tn-,,n-, , T,_,,,} have to be executed sequentially. Let T be the length of this path. 
It will take at least a time T to complete the execution. The idea is to maximize the 
work that the p processors can do in these T units of time. This corresponds exactly 
to region (IV) in Fig. 2. 
The challenge is to execute all the other regions (I), (II) and (III) in full parallelism, 
with all the processors being active. Then we lose some parallelism when executing 
region (IV), but we lose the minimum. As a consequence, the resulting algorithm 
will be optimal. 
4.1. Description of the algorithm 
We call the row of the task graph composed of { Tkk+, , . . . , Tk,“} level k. Region 
(I) comprises tasks of level 1 to n -3p + 1. The boundary curve C between regions 
(III) and (IV) is the equipotential curve which contains task Tn_-p,npp: it is composed 
of the tasks TiCj,,j, n -p ~j s n, i(j) = max{i 1 cp( TV) 2 cp( Tn_-p,n_-p+l)}, where cp( TV) 
is the length of the critical path from task TV, defined as the longest path in the 
graph from T,j to T,-,,,. 
The boundary curve F between regions (I) and (III) will be introduced later. 
Technically, it is a quadratic curve which intersects level n -3p in column n -$p 
and level n - (id43)p in columns n -p and n. 
The algorithm proceeds in three sequential phases: 
(1) in the first phase, tasks of region (I) are executed with a greedy algorithm, 
level by level; 
(2) in the second phase, tasks of regions (II) and (III) are executed; we start the 
execution of region (II), and when a processor is released, it starts executing 
tasks of region (III); 
(3) in the third phase, for the execution of region (IV), we simply assign one 
column to each processor. 
Below we make explicit the execution of all phases in further details. 
Phase 1. We do not consider T,, , which only affects the execution by a linear 
quantity O(n), thereby not modifying the asymptotical result. For the sake of 
simplicity, we assume the existence of an extra processor which performs only the 
diagonal tasks Tz2, T33, . . . as soon as possible. Again, this does not affect the 
asymptotical analysis. 
All the processors execute the nondiagonal tasks from one level of the graph to 
another, from left to right in each level, starting the execution as soon as possible 
(hence the name “greedy”) [2]. Precedence constraints are satisfied because each 
processor executes at least two tasks in each level (in region (I) the number of tasks 
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per level is at least twice the number of processors), which gives enough time to 
the extra processor to perform the diagonal task before the other processors start 
the execution of the next level. We synchronize all the processors at the end of the 
phase, losing a linear quantity O(n). Region (I) is executed in full parallelism, and 
phase 1 is executed in a time (asymptotically) equal to the sequential time (the 
surface of the region) divided by p. 
Phase 2. This phase is the most complicated. There are two pools P and Q of 
processors: processors of pool P are affected in region (II), processors of pool Q 
in region (III). P and Q evolve dynamically. At the beginning, all processors belong 
to P, at the end they are all in Q. More precisely, one processor moves from P to 
Q each time two new levels in (II) are processed. The execution of the tasks of 
region (III) is distributed among the processors of pool Q in such a way that all 
the p processors simultaneously reach curve (C), without any idle time. 
4.2. Pool P for region (II) 
An example will make things clear. Assume p = 4, n 2 [4 * 4443 1= 14, and that 
execution of phase 2 starts at time t = 0. We have the situation as shown in Fig. 3. 
Block 0 consists of the first two levels of region (II). It is executed as depicted in 
Table 1. The tasks successively executed by processor 1 are numbered in Fig. 4. 
Here 1, = Ex(T’-~~,~-~~+~ , z ) t =2t,, t,=3t,-1 and t,=4t,-3. 
At time L,, all the processors except the first one proceed to the next two levels 
(block 1). Note that they all start the execution of this new block at the same time. 
m(A32)p 
Fig. 3. Second phase of the algorithm, region (II). 
Table 1 
Execution of the first block of region (II). 
Processor no. 1 2 3 4 2 3 4 1 First level 
Time 0 0 0 0 t1 t1 t1 1, - 1 
Processor no. 
Time 
Processor no. 
Time 
Processor no. 
Time 
1 diagonal task 
t1 
2 3 4 2 3 4 1 second level 
t2 12 12 t3 t, 13 t 
1 diagonal task 
t3 
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Fig. 4. Tasks executed by processor 1 for block 0 of region (II). 
When processor 1 has executed the last task of level n -3p + 1, it joins pool Q and 
from this time on it executes tasks on region (III). After the processing of block 1, 
processor 2 joins pool Q, and so on (processor k + 1 joins pool Q after the execution 
of block k, O<kGp-1). 
Some technical results: 
(i) Block k, OS k up - 1, is processed within 
fk=2Ex(Tn-3p+2k.n--3p+2k)+2E~(T - n ~+~k+,,n--3p+~k+A = 12p-8k-2 
units of time. 
(ii) Region (II) is processed in time equal to the length LP(I1) of the longest path 
{Tn-3p,n-++l, Tn-3p+,,n--3p+,, Tti-3p+,.n-3p+~, . . . , Lp+l,n--p+J, 
i.e. LP(I1) = 8p2+o(n2). 
(iii) During the total execution of region (II), processor j, j < k, has been active 
in pool Q during the processing of blocks j + 1 to k (levels n -3p + 2j to n -p + l), 
that is, a time 
q(j)= t,+l+t,+~+. . ‘+tp-l-EX(Tn-3p+2j+l,n-3p+2j+l) 
=(3p-2j)2-p2+o(n2). 
4.3. Pool Q for region (III) 
We need now to explain the scheduling for processing region (III). Before 
explaining the final version of the algorithm, we derive a first (simplified) version. 
4.3.1. Simplijied version 
The simplest idea is to assign the processor j to the execution of the tasks of 
column n - p + j: processor 1 would execute the tasks of the first column of region 
(III), processor 2 the tasks of the second one, and so on. 
Let us forget the precedence constraints for a while. If we want all processors to 
be synchronized at the end when reaching (C), we have to allocate to processor j 
an amount of work in region (III) equal to the time q(j) during which it has not 
been active in pool P. This leads to the curve (Fl) in Fig. 5: each processor j works 
the same amount of time LP(I1) for executing its tasks in pool P and the tasks in 
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Fig. 5. Construction of curve (Fl). 
column n -p +j between (Fl) and (C). For example, processor 1 is active q(1) = 
8pz + o( n’) units of time in pool Q. Hence it should start executing tasks in column 
n -p+ 1 from a level n -x such that the total length of the segment [n -x, n -p] 
in column n -p+ 1 is equal to q(1). We have to choose x such that 
c n-j=tx2-$2 +o(n2)=q(l)=8p2+o(n2), 
n--pSjSn-x 
which gives x = mp. This is the way we build up the curve (Fl). 
There remain some tasks above (Fl) that have not been executed (surface (S)). 
Processor p is the one which has the maximum amount of work in region (II): it 
has still to execute all the tasks in the last column between level n -3p to n -tip, 
for which it will need a time t = $7~~ + o( n’). 
Hence we must assign to all the processors other tasks to execute in their columns, 
in such a way that they all work during an additional time equal to t. This corresponds 
to the equipotential (F2) to (Fl) depicted in Fig. 6. Reversing things to their natural 
order, we identify region (III) as in Fig. 6: it is made of the tasks in the last p 
columns below (F2) and above (C). When it becomes active in pool Q, processor 
j is assigned to the execution of the tasks of column n -p+j in region (III). By 
construction, all processors work the same amount of time LP( II) + t = 423~~ +o( n’) 
during phase 2 and reach simultaneously (within a linear factor) the curve (C). 
Finishing the execution as explained below for phase 3 would lead to an optimal 
algorithm for all values of LY less than l/(2&) = 0.204 (since the level n -2&p, 
corresponding to the top of curve (F2), has to be positive). 
We now detail a more elaborate solution which improves the bound on (Y up to 
2/J43 - 0.305. 
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Fig. 6. Second phase of the first algorithm, region (III). 
4.3.2. Final version 
Rather than assigning a column to each processor, we balance the work better 
by assigning a pair of columns to a pair of processors. Assume that p is even, and 
consider processorsj and p -j + 1,~ ‘S&J: they are responsible for the pair of columns 
n -p + j and n -j + 1 in region (III). Processor j has less work to do in region (II) 
than processor p-j+ 1, hence it can execute tasks both in column n -p+j and in 
column n -j+ 1. This will result in horizontally smoothing curve (Fl). 
More precisely (see Fig. 7), when processor j becomes active in pool Q, it executes 
two tasks per level, one column n - p + j and another column n -j + 1, starting from 
level h,(j), until it reaches level h,(p -j+ 1). From this point on, it executes tasks 
only in column n - p + j, down to curve (C). When processor p -j + 1 becomes active 
in pool Q, it executes the tasks in column n -j + 1, from level h,(p -j+ 1) down to 
curve (C). Note that when processor p -j + 1 becomes active, processor j is already 
further down in column n -p+j, at level h,(j) (this will be proven below). 
Technically, let W( j, x, y) be the sum of the execution times of the tasks in column 
j from level x to level y, with x s y. Let also W(j, x, C) denote the sum of the 
execution times of the tasks in column j from level x to curve (C). 
The way we compute h,(j) and h,(p -j+ 1) is straightforward: they are defined 
by the relation 
W(n-p+j,h,(j),C)= W(n-j+l,h,(p-j+l),C) 
=q(p-j+l), lS_jStp, 
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h ,(p-j+l) 
C 
Fig. 7. Balancing work among pairs of processors. 
where q(p -j + 1) is the time during which processor p -j + 1 is active in pool Q. 
We easily compute h,(j) and h,(p-j+l): 
h,(j) = n -(p2+10pj+7j2)“2+o(n), l<jS$, 
h,(p-j+1)=n-(2p2+8pj+7j2)“2+o(n), l~j~$p. 
To determine h2(j), we have the following relation: 
w(n -p +j, h2(j), Cl + Wn -j+ 1, h2W, Cl 
=q(j)+q(p-jtl) l~jC$. 
We derive h2( j) = n - (( 19/2)p2 - 7pj + 7j2)“2 + o(n). Just as in the first version, some 
tasks in the last p columns have not been executed. As a consequence, we have to 
consider the curve (F), the equipotential to (F3), which intersects level n -3p in 
column n -4p (see Fig. 8): we give to all processors an additional amount of work 
W(n -b, n -3p, h2( n -ip)) = 5p2/8 + o( n’). This now fully explains the partitioning 
of the task graph depicted in Fig. 2. The execution of region (III) during phase 2 
is defined as follows: 
n - EE p -.._._._. 
2 F3 
n - 3p _..__._....._ v-n . . . . . . .._. _._ . . .._._._ 
P 
n - 2 p 
C 
Fig. 8. Definition of curve F. 
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- When processor j, j s b, becomes active in pool Q, it executes two tasks per level, 
one column n -p+j and another column n -j+ 1, starting from level h;(j), until 
it reaches level h;(p -j+ 1). From this point on, it executes tasks only in column 
n -p+j, down to curve (C) 
- when processor p -j + 1, j ‘sip, becomes active in pool Q, it executes the tasks in 
column n-j+ 1, from level h:(p -j+ 1) down to curve (C). (See Fig. 9.) 
We compute the following values: 
hi(j) = n -(9p2/4+ 10pj+7j2)“2+o(n) l<jG$p, 
hi(p-j+1)=n-(13p2/4+8pj+7j2)“2+o(n) l<j~$, 
h;(j)=n-(43p2/4-7pj+7j2)“2+o(n) lSjZ$. 
Provided that the precedence constraints are satisfied, the previous scheme will lead 
to a processing of regions (II) and (III) with full parallelism. Just as for region (I), 
the execution time will be the sum of the surfaces of these two regions divided 
by P. 
P 
hi (j) 
C’ 
C 
j p-j+1 
L_____,.I_:. 
___.. P 
h;(j) 
h’,Pj+l) 
Fig. 9. Phase 2 in region (III). 
Lemma 1. The precedence constraints are satisfied during phase 2 of the algorithm. 
It is clear that precedence constraints (A) and (B) are met during the execution 
of region (II). For region (III), consider processor j, jsip: constraints (B) are 
obviously verified. To prove constraints (A), we consider processor j, j 6 +p, when 
it becomes active in pool Q: 
- while processor j is executing two tasks per level, constraints (A) are satisfied, 
because processor j starts above level n -3p, and it progresses downwards at the 
same speed as processors in pool P 
- while it executes tasks only in column n - p + j, it is always above the level processed 
by pool P: otherwise, since it progresses downwards twice as fast as pool P, it 
would reach curve (C’) before processor p, which contradicts our construction. 
For processor p -j + 1, j < ip, the same arguments hold for proving constraints (A). 
For constraints (B), we must check that when processor p -j + 1 becomes active in 
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pool Q, all tasks above level h :( p -j + 1) have already been executed. At this time, 
processor j is at level hi(j), at the same distance from curve (C’) as processor 
p-j+ 1, hence this condition is fulfilled: we verify analytically that h:(j) 3 
hi(p-j+l) for jZ$. 
Phase 3. At the end of phase 2, processors are resynchronized, at the price of a 
linear factor O(n) in the execution time. We assign a column to each processor: 
processor j executes tasks of column n -j, and at the end the diagonal task Tn_j,“_j. 
To show briefly that precedence constraints (A) are satisfied, let the processors 
start the execution of region (IV) at time t = 0. From the definition of C, we see 
that processor j reaches level n -j at time tjj = cp( Tn-p,n_-p) -(n -j)‘. For all i > j, 
processor i reaches level n -j at time 
Hence tq 3 $j + Ex( T,_j,,_j), and the precedence constraints are fulfilled. 
As a consequence, region (IV) is executed in time cp( Tn_p,n_-p) = p2 + 0( n). 
4.4. Optimality of the algorithm 
Lemma 2. The asymptotic ergiciency of the algorithm is eoo,a = l/( 1 + LYE). 
The sequential execution time is T, = n3/3 + 0( n’). The parallel execution time 
is equal to the sum Z of the surfaces of regions (I), (II) and (III) divided by p 
(since these regions are processed with full parallelism) plus cp(T,_,,_,), the 
execution time of region (IV): Tp = E/p + cp( Tn-p,n-p). The surface of region (IV) 
is & = 2p3/3 (direct computation from the definition of C), and cp( T&+) = 
p*+O(p). We have E = TI -Ed, hence Tp = (n3+p3)/(3p), and the value of em,_ 
follows. 
Lemma 3. The asymptotic eficiency of any parallel algorithm with p = an processors 
is less than l/(1 + (Y”). 
Let CA be the computational area of the parallel algorithm, defined as the product 
of the number of processors and the execution time minus the area where not all 
the processors can be doing work [ll]. We see from the task graph that [ll] 
- when T,_,,, is executed, only one processor can be doing work; 
- when T,_,,,_, and T,-2,n-, are executed, only two processors can be doing work 
. . . 
During each interval of length 2j, at most j processors are working. Thus, we have 
the following inequality: 
CAspT,- C 2j.(p-j)=pT,-4p3+O(n2). 
,sjsp 
The total amount of work is TW = +n3+0( n’); it is also equal to the sequential 
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Fig. 10. Efficiency versus (Y = p/n. 
execution time Ti. Since CA 2 TW, we have pT, 2 T, + $p3 + 0( n*), hence 
f?,s l/(l+$/n3). 
Letting p = (in, the result follows. The theorem is a direct consequence of 
Lemmas 2 and 3. 
5. Concluding remarks 
We have presented a class of optimal scheduling algorithms for parallel Gaussian 
elimination on MIMD computers with a shared memory system. We have used a 
graph-theoretic approach first introduced in [9,1 l] and further developed in [2,12]. 
For a problem of size n, with p = cyn processors, we have designed asymptotically 
optimal algorithms for CY s 2/J43 = 0.305. The corresponding efficiency is greater 
than 0.972, which is evidence of the high degree of parallelism that can be achieved. 
We evidence the superiority of our results over those of [ 111 by plotting the 
efficiency versus (Y =p/n for the parallel algorithms obtained in this paper and in 
[ll] respectively (see Fig. 10). For (Y = 2/443, the execution time of our algorithm 
is equal to 
n2(1+a3)/(3a)+O(n)-l.124n2. 
For LY aad2 -0.354, the execution time of an optimal algorithm is n2+0(n) [ 151. 
For (Y in the interval ]0.305,0.354[, the design (and performance analysis) of an 
asymptotically optimal algorithm remains an open question. 
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