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INTRODUCTION 
This thesis, is concerned with the determination of the 
connected centralizers of semi-simple elements in a Chevalley 
group. To deal with this problem we shall use the recent 
work of R. Carter [6] and a new tool for the study of a~gebraic 
groups - the so called Brauer complex. This complex has been 
first defined by J. Humphreys [11] in,the context of the 
modular representation theory of ,the finite Chevalley. groups 
of universal type. Now, in our version, the Brauer complex 
can be also used for the ordinary representation theory of 
the finite Chevalley groups of adjoint type. For, Deligne 
and Lusztig in their fund~mental work [9] have constructed 
for these groups certain families of irreducible complex . 
representations whose degrees can be obtained if we knriw what 
subgroups of.the finite Chevalley groups are the·connec~ed 
centralizers of semi-simple elements. 
The thesis is organized as follows. , 
In Chapter 1 we introduce notation, definitions and a 
general background for the theory of Chevalley groups adequate 
for the rest of the discus~ion in the thesis. In particular 
we emphasize the properties Of' the semi-simple conjugacy classes 
in the Cheval ley groups developed by Springer and Steinberg in 
~ " 
the seminar E of [2]. 
iv 
In ~hapter 2 we discuss the relation between the semi-simple 
conjugacy classes of a Chevalley group of universal ty~e and the 
affine Weyl group. This "relation along ~ith a result in [6] will 
enable us to obtain information about the structure of the 
1 
connected centralizers of semi-simple elements in any algebraic 
.. \ 
Chevalley group. This information is given in Theorem 2.11. 
In Chapter 3 the Brauer complex is introduced. This 
complex is used 'to obtain a geometrical picture of the a-stable 
semi-simple conjugacy classes, where a is the Frobenious map. 
This is given in Theorem 3.4. A consequence of this theorem 
is that the number of a-stable semi-simple classes is q1. 
(R, = rank of the group) " a well k~own' result. 
Chapter 4 begins with a review of Carter's recent work [6]. 
Then we relate this work with the 'Brauer complex. This will 
give the necessary material to determine the orders of the 
connected centralizers of semi-simple elements in the' finite 
'Chevalley groups. 
Chapter 5 gives the tables for the orders of the connected 
centralizers in the finit~ exceptional groups. A considerable 
amount of detailed work was involved in the compilation of these 
tables which has not been included in the thesis. However a 
v 
number of. examples are given to illustrate the sort of calculations 
involved. These tables .together with the results in [7] give a 
complete list of all the connected centralizers of semi-simple 
elements for all finite Chevalley groups. 
The thesis ends with Chapter' 6. In this last chapter we 
discuss how the Brauer complex can be used to compute the number 
of semi-simple classes in a finiteChevalley group of universal 
type whose centralizers are conjugate. From this discussion we 
...., ,', 
can easily determine these numbers for groups of rank::; 2, which' 
are already known . 
... 
Throughout th~ thesis we denote by Z, Z+, ~, R, ~ respectively 
the integer, the positivS integer, the rational, the real and the 
complex numbers. 
\ 
To the best of the author's knowledge, those results in this 
.-
thesis which are not otherwise attributed are original. 
CHAPTER 1 
Notation and d~finitions 
1.1. The Cheva11ey $roups 
Let g be a simple complex Lie algebra of rank ~ and H~ a 
Cartan subalgebra in g. We denote by (,) the Killing form of g. 
This is a non-degenerate form on g. The set of all non-zero 
roots of g with respect to H~ will be denoted by Q. For each 
root r in Q we define the (unique) element hr of .H~ by (h,br ) = 
2r(h) (r, r)' for all h· ~ H~, where <, > is the transfer of (,) on 
H~-the dual space of H~. Let QV· be the set of all vectors hr' 
* * r e' ~ • We consider the real subspaces H = !)a,and H = l1a of 
* v H~ and H~ generated by Q and ~ respectively. The restrictions 
* of (,) and < ,):: on Hand H are symmetric, posi tive definite bilinear 
, * v forms and thus Hand Hare Eulidean spaces .. The sets Q and ~ 
* are indecomposab~e and reduced root systems in Hand H respectively, 
The set ~v is said to be the dual root system of~. The elements 
in ~v are called coroots. We fix a fundamental basis 
v . { } Then the basis'~ = h.;r. E ~ 
. ~]. 
of H 
v is a fundamental basis in ~ , where hi is the coroot associated 
with r.. In ~ there is a unique root r -called the highest root 
1 0 ~ 
of Q which has the property such that if r = r n.r. and 
o i=1 l. ~ 
r = L m.r. is any root in ~, then n. ~ m. for all i = 1, ... ,~. 1 ~ 1 ~ 1 
We shall~call ni's the coefficients of the highest root. Finally, 
in ~ there can be only two root lengths and in case we" have two 
distinct lengths, we spe~k of long and short roots. In particular, 
the highesV root r is a long root. Analogous notions we have for 
a 
· -2-
v the dual root system t . We consider now the dual bases 
{A.;i=l, ... ,l} and'{Y.;i=l, ... ,l} of ~v and ~ respectively. 
11'
* The linear funct~ons Ai'~ in H are called the fundamental ~eights 
and the elements y. 's in H, the fundamental coweights. We denote 
111
respectively by P, X, Y and' the Z-lattices t Zr., I Z A
l
., 
1 1 1, 
1 1 
t Zh. and t Z y.. We shall call these lattices, the root lattice~' 
1 1 1 l' 
the ~eight lattice the dual root lattice and the dual ~eight 
lattice respectively. The linear functions on H which belong in 
X will be called:weights~'while the elements in' aoweights. 
The quotient groups ~ and ~ are isomorphic in duality over the 
group ~/Z. The relation matrix of ~ is the inverse of the Cartan 
matrix CA .. ), where A .. = r.Ch.) i,j = 1,2, ••• ,1, and the relation lJ lJ 1 J 
matrix of ~ i~ the inverse of the transpose of (Aij ). 
Let now V be a finite dimensional faithful g-module. Then 
V as anH~-module has a decomposition V = e V , where p'ruris over p p 
X and Vp = {v' E V/hv = p(h)v, for all h E H~}. The weights p 
for which Vp 1 0 are called the weights of H~ on V or simply the 
weights of V. 
By definition an admissible lattice M of V is a Z-form of 
xn 
a basis of V stable under the action of the elements ~ r E ~, n. 
+ n E Z , where {x , rEt, h
l
.,i=l, ... ,l} has been chosen to be 
, r 
a Che~allej basis of g. Notice that there exists a Z-form Uz 
of the universal, enveloping algebra U of g-called the Kostant form 
of U-which results . the existence of an admissible"lattice in V. 
Now for each r e ~,. we have x V c V +. Thus the action 
r 1-1- llr 
of xr on V affords a nilpotent endomorphism of V.' So we can 
1 00 xn 
r define the automorphism exp xr = t n! on V, which is unipotent, 
n=O 
since exp x -1 is nilpotent. 
r 
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Now let ~q be a field of q elements, fixed ~orever, and 
K its algebraic closure. Let k be any field between ~ and K. q 
Since M is admissible, exp(x ~ til is an automorphism of the 
. r 
Z-module M ~ Z~~], where u is an indeterminate. Thus 
exp(x
r 
~ u' ~ lk) is an automorphism of M ~ Z[u] ~ k. Let t be 
an element of k. ,Then we define a homomorphism of"M ~ Z[n] ~ k 
into M ~ Z[t] ~ k ~ M ~ k such that u -+- t. Through this 
homomorphism we get an automorphism X~I ~(t) = exp(xr ~ t ~ lk) 
ofVk = M ~ k. 
The group G (k) generated by all x (t)(r E ~, t E k) 
v r,v, ' , 
is called the Cheval. l.ey g~oup of type (g, II, k), where rr = 11 (V) is 
the Z-lattice generated by the weights of V. Up to isomorphism 
the groups G (k) depend only on the Z-lattice 11(V). So it is 
, ',' v 
more reasonable to denote the above group by Grr(k). On the other 
hand, if we are given ~ Z-lattice 11 between X and P, then there 
exists 'a finite dimensional faithful g-module V such that IT= TI(V). 
Thus there are as many Chevalley groups of types (g,TI,k) as 
Z-lattices there are between X and P. 
Now every Chevalley group Grr(K) is a connected algebraic 
group defined over the prime field of K, being generated by its 
connected subgroups Xr = ~r,TI(t);t E K:> - called the root subgroups 
... " 
- each of which is isomorphic to the additive group K. 
A non-abelian connected algebraic group G defined over K which 
possesses no closed connected normal subgroups is called simpl.e 
(is not simple as abstract group but it can have only finite 
normal subgroups). 
'\ 
-4'"':' 
A connected algebraic group G defined over K is called 
semi-simple if it is the (almost) direct product of simple groups. 
That is G = G1 ... Gk , for some k > 0, where Gi , i = l, ... ,k, are 
simple connected algebraic groups such that each G. intersects 
l. 
the product of the remaining members Gj,j 1 i, in a central 
(hence finite) subgroup. 
Cheval ley has shown that every simple connected algebraic 
group defined over K is isomorphic Cas an algebraic group) to an 
algebraic group of, the form Grr(K) and ·each of the groups GrrCK) is· 
a simple connected algebraic group. This identification of the 
simple connected groups can be extended to the semi-simple connected 
groups defined over K. Fo~ this we have just to replace t~e Lie 
algebra g by a semi-simple one. 
Among the Chevalley groups. we snaIl distinguish two particular 
types of groups. These are the groups GX(K) and Gp(K); the former 
is called simply connected (or the Cheval ley. group of universal type) 
and the latter adjoint. We shall denote them by G and G d 
sc a 
respectively. The group G covers all the groups GrrCK) in the sc . 
sense that each Grr(K) is isomorphic with the factor group Gsc/N, 
where N is some subgroup of the centre Z of G In particular 
sc 
G d ~ G /Z is simple as rn abs~ract group. "The collection 
a SG 
{Grr(Kl; X~. IT ~ p} is calle~ the isog~ny class of type (g,K). 
Given a Chevalley group G = GrrCK) and a subfield k of K, then the 
group .GrrCK) is its own· derived subgroup and it is the derived 
subgroup of the group of k-rational points of G, i.e. the group 
G n GL(M·~k). 
"\ 
If G = G , then G Ck)' = G n GL(M ~ k). 
sc· sc . sc -Z 
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1.2. Tori 
In what follows by G we shall denote a simple Chevalley 
group GII(K). 
A torus of G is a closed subgroup which is isomorphic to a 
direct product of s copies of K*, for some s > 0, where K* is the 
multiplicative gr.oup·of K. A maximal torus of G is one contained 
in no other, so that s is equal to 1, the rank of G. 
A standard maximal torus used for the study of G is 
constructed as follows. Let us denot~ by A(II) the group 
* Hom (II,K). Every element X'in A(X) gives rise to an element of 
Z 
A(II) by restriction. However, not every element of A(II) need be 
the restriction of some element of A(X). We consider the group 
A'(TI) of all elements of A(TI) which can be extended to elements' 
of A(X). For each r. E ~ and z. E K*, we define the elements 
1 1 
X II 'of A'(TI) by Xr.,z. ,TI(~) = 
ri,zi' 1 1 
Then 
each element X of A'(TI) is written uniquely in the form 
R. 
TIX TI where z. = X(A.), i = 1,2, •.. ,R.. Let ~1' ~2'·····'~n 
1 r. ,z. , 1 1 1 1 
be the weights of a fixed basis of the admissible lattice M. Then 
for each X e A'(TI) we define the diagonal matrix heX) = 
diag(X(~l)' ... , X(~n)). From the Chevalley theory heX) e G,' for 
..., ", 
all X E A'(TI). On the oth~r hand, for each r. E ~, we see that 
1 
* the group generated by h(X . II)' z. E K , is isomorphic with 
.. ri,zi' 1 
R. 
* * K . Since X = TIx TI for some z. E K , we also have h(X) = 
1 r.z., , 1 1 1 R. 
TI'h(X . ) (uniquely expre~sible). 1 ri,zi,rr Thus the group ~(X); X 6 A' (II ~ 
\ 
* is isomorphic with the direct product of R. copies of K , and so is 
a maximal torus in G. 
-6-
We shall denote this torus by T . 
o 
also that A'(IT) ~ T under the map h : X ~ h(X) . 
. 0 
We see 
For a subfield k of K, T is diagonalizable over k, that 
o 
is, .the group T (k) of the k-rational points of T is isomorphic 
o 0 
* with the direct product of i copies of k. We say that T is a 
.0 
k-split· torus of G. 
.* Let X(T ) = Mor(T ,K ) be the group of K-rational characters 
o 0 
of T. For each ~ E TI, we correspond an element 9 of X(T ) defined 
o ~ a 
by ¢~(h(X»= X(~), for all X E A'(n). This correspondence 
defines an isomorphism of IT onto X(T ) and we can identify (and 
o 
so will do) X(T ) with IT. In particular, each root r in ~ is in 
a 
.' 
X(T ) (under the identification) and the root system ~ of g is 
o 
also called the root system of G with respect to T . 
o 
* A K-rational homomorphism y from K into T is called one-
o 
parameter subgroup of T. The set of these is denoted by yeT ). 
o a 
For any two elements'Yl'Y2 E Y(To )' one defines the element 
* y = Yl + Y2 by yet) = Yl(t)Y2(t), t E K. Thus yeT ) becomes an o 
additive group. 
Let w., i = 1, ... ,i be the elements of X(T ) .defined by 
1 0 
wi (t1 ,t2 , ... ,t i ) = tie Then wi is a basis of X(To ). For each 
* * ~ E X(T
o
) and y E Y(To )' the compos:!.tion map ~o y. K ~ K is 
rational, and so there is an integer n such that (~ 0 y)(t) = t n 
* 
<" for all t E K ·This allows one to define a Z-pairing 
, 
X(T
o
) . x Y(T ) ~ 
. 0 
Z by < ll, y) = n, whenever (11 c: y)(t) = t n , t E K * .. 
Under this pairing X(T ) and Y(T ) become dual Z-modules. The dual 
o 0 
basis of·w., i = l, ... ~i is formed by the elements y.,i=l,.~., i 
1 .. . 1 
i -* .: th 
which correspond to each t· E K , the element· of T . whose the i 
o 
-7-
coordinate is t and the other ones equal to 1. 
called the lattiae of one-parameter subgroups. 
The Weyl 'group. 
Y(T ) will be 
o 
We have identified the group,X(T
o
) with TI. This identification 
* can be extended to the real vector spaces Hand X(T ) 9 R. 
o z 
The (finite) group generated by all the reflections w in the 
r 
hyperplane orthogonal to the root r is called the Weyl group of 
G with respect to T. We know that W is isomorphic with N(T )/T J 
000
where NeT) is the normalizer-of T in G. We shall fix a,set 
o 0 
'{n · 00 e W} of coset representatives of T in NeT ). 
00' 0 0 
W acts on To by w(h(X» = h(w(X», where ~(X):\.1 
for all ~ € X(T ). 
o 
Also W acts on yeT ) by (w(y»(t) 
,0 
Furth~r, the Killing form is W-invariant. 
The Frobe'nius: endomorphism. 
-1 
-+ x(w (U», 
-1 
= n y(t)n • 
w 00 
Let a: G + G be the map - called Frobenius, map -'which raises 
° t fIG t °t th ° every matr1x en ry 0 an e ement g € 0 1 S q power. a 1S an 
automorphism of abstract groups but not an automorphism of algebraic 
groups. However, a is a'morphism. The group G
a 
of the fixed points 
of G under a is finite and is just Geq), the group of~-rational q 
points of G. A torus of G. is define(~ to be the group T of the 
cr " cr 
a-stable elements of a a-stable torus T of G, and a maximal torus 
'\ 
to be a subgroup obtained in the same way from a maximal torus of 
G, e.g. i is obviously a-stable and T is a maximal torus of G
n
• 
o 00 v 
We notice that the maximal tori of G
a 
need not be maximal in the 
set of tori of Go' e.g. if q = 2, then Toa ='{1}. We shall need 
the followibg properties of o. 
(1) 
(2) 
(3) 
-8-
a acts on X(T
O
) (via its transpose) and 
a(ll ) = qll and aCyl = qy, II E: X(T ), y E: 0 
is extended to the real vector spaces 
a commutes' with the action of W on T . 
o 
a leaves stable each root subgroup X . 
r 
ax net) = x n(tq ), for all t E: K. r, r, 
on YCTo) by 
Y(To ) · This action 
* H and H. 
In fact we have 
(4) For each element g of G there exists an element g' of G 
-1 
such that g = g'a(g') . 
The property (4) is a consequence of the following theorem. 
Lang's basic theorem: 
Let G be a connected linear algebraic group and a an 
endomorphism (in the sense of algebraic 'groups) of G onto G such 
that the subgroup G
a 
of G of the fixed points of a is finite. 
Then the map f:g ~ ga(g)-l of G into G is surjective. 
We recall that in a connected algebraic group over K (and 
so in G) any two maximal tori are conjugate. However, this is 
not so for G
a
, where the'situation is described as follows. Let 
us denote by n the set ot all maximal tori in G. G acts on n by 
conjugation. Also a acts on n such that a(Tg ) = (aT)a(g). Let 
n be the-set of all maximal tori stable under a. For T E n 
a '.\ a 
and g e: G
a
, we hav·e a(Tg ) = (aTf(g) = Tg i.e. Tg e na . Thus , 
,. 
G
a 
acts on na . For the set n \G 
. a a of the orbits of this action 
we have the following proposition. 
-9-
Proposition 1.1. ([2]). 
There is a bijection of no\Go onto the set of the conjugacy 
classes of W. This bijection is given by 
We will see in §4.1. that Proposition 1.1 is a special case of 
a general result in [6]. 
Twisting 
Referring t~ Lang's basic theorem, for each 00 € W, we can find , 
-1 
some g e: G such that nw = g-la (g).' Then we have T~ o(g) = To 
or Tg = To~g) Since oTo = T we have oCT g) = (aT )~(g) == rf1(g) 
o 0 • 0 0 o. 0'· 
Thus T g = oCT g), i.e. T g = T E na. Conversely, let T e: no; 
o 0 0 
then.there exists some g e: G such that T = T g. Hence 
o 
a(Tog) = aT = T or (OTo)oCg) = Toa(g) = T, i.e. Toa(g) '= T = Tog; 
T 'g_l,a(g) g-la(g) that is 0 = To· Therefore = nw . E. NG(To ) for some 
w e: W. So all the maximal tori in G fixed by a can be obtained 
from T by "twisting" by some w 
€ 
0 
w. Let T be obtained. by T by 
o 
twisting by W, where n -1 If w e: = g o(g). we 
00 
identify'T with T 
. 0 
according to the inner automorphism Int g; then the original action 
of a' on Tis eq ui valent to t hat 0 f woo on T. Fo r if t e: T , an d 
o 0 
. -1 correspo~ding~y t l E T such that gtg = t l , then: 
Int go"'( woo) (1:) -1 -1 =. Int go(woa)\\Int g (t')=Int(gn o(g) )(a(t')) 
w = 
a 0 Int get). Hence the following diagram commutes: 
Int g 
T 
0 
~ T 
l 
w~ a l- ,la 
T • T 0 , Int g 
-10-
The above identification is carried out to the character groups 
* X(T) and X(T ) under the isomorphism Int g : X(T) ~ X(T ) defined 
o 0 
* by Int g (l))(t) = ~(Intg(t)). Under this identification the new 
action of a(via its transpose) on X(T
o
) is given by 
a(~) = qw(~) , for all ~'E X(To ). 
We finish this section by stating some well known facts 
concerning the semi-simple conjugacy classes in G and Ga. 
In general, if' A is a group, B a subgr~up of A and s an 
element of A, we' denote the conjugacy class of s in A (resp. in B) 
by [s]A (resp. by [s]B). We put also CAts) (resp. CB(s)) to denote 
the centralizer of s in A (resp. in B). 
We recall that every semi-simple element (i.e. diagonalizable) 
of G'is contained in a maximal torus and every torus, of course, 
consists of semi-simple elements. Thus every conjugacy class 
consisting of semi-~imple elements can be represented by an element 
of T , as the maximal tori are all conjugate to each other in G. 
o 
This holds true for Ga. That is, every a-stable semi-simple element 
is contained in a a-stable maximal torus. In particular, the 
connected centralizer CG(x I)o(i.e. the connected component 'of CG(x) 
containing 1) of a a-stable semi-simple element xis a-stable and 
has the same rank as G. The study of this kind of groups will be 
one of the~entral purp~ses' in our work. 
For the semi-simple conjugacy classes in G we have the 
following proposition. 
Proposition 1.2. ([2]) 
'\ 
There is a bijection from the set of the semi-simple conjugacy. 
'\ 
classes to the set T /W cif the orbits of the actiort of W on T .-
o 0 
-11-
This bijection is given by [t]G + ~, where ~ denotes the orbit 
of the element t of T6 • In fact, [t]G on To = t. 
Now the connection of the semi-simple conjugacy classes 
in G and Gaois as follows. 
Proposition 10.3. ([2]). 
(a). Every a-stable semi-simple conjugacy class in G contains 
an element fixed by a. 
(b). If G = Gsc ' then every two semi~simple elements in Go which 
are conjugate in G, they are conjugate in Ga as well. Therefore 
.. in this case (using (a», we have a 1-to~1correspondence between 
the a-stable semi-simple conjugacy classes of G and the ones in Go. 
Continuing to assume G = Gsc ' we see by oProposition 1.2. and 1.3. 
that the W-orbits in T 
0 
fixed by 0 correspond to semi-simple 
conjugacy classes also fixed by cr and so to the ones of G cr- In 
other words, an element t of T is conjugate to an· element of G 
o cr 
if and only if We 0 fixes t for some w e: W. 
To this end we state the following proposition taken from 
[2] : 
Proposition 1 0 .4_ 
'"'Let x e: T 
o 
·Then the classes of maximal tori fixed by 0 
represented by tori containing x are those obtained by twisting 
-12-
CHAPTER 2 
CENTRALIZERS OF SEMI-SIMPLE ELEMENTS IN THE 
ALGEBRAIC GROUP G. 
From now, unless otherwise indicated, G will denote the 
simply connected group G
sc 
in an isogeny class of Chevalley 
groups. The reason for this assumption will become clear at the 
end of this chapter~ Thus in this case we have X :: X(To) and 
Y :: Y(T
o
). 
In the present chapter we exploit an exact sequence used by 
G. Lusztig in his .work for the ordinary representation theory of 
Ga. The analysis of this sequence will allow us to associate to 
a semi-simple conjugacy class of G a certain point of the 
sc 
fundamental region of the action of the affine Weyl group on H. 
Then this will give a criterion for being a connected r~ductive 
sub~roup of G the 6entralizer (being connected in G) of some semi-
simple element. This involves the extended Dynkin diagram in a 
way as Borel-de Siebenthal and Dynkin [10] independently obtained 
all the connected reductive subgroups of maximal rank in G. Recent 
work by Carter [6] allows to extend this criterion to any group in 
the isogeny class of G. This criterion is aimed principally for 
the first step for finding the orders of the possible connected 
centralizer~ of semi-simplt elements in 30 • 
It~is purposeful to begip first with the affine Weyl group 
and the extended Dynkin diagram of the root system 9. 
\ 
-13-
2.1. The affine Weyl group and the extended Dynkindiagram 
We consider the Euclidean space H = ~ ~ ffi.· We denote by 
H (r E ¢,k € Z) the hyperplane of H defined by H k={h e H;r(h)=k}. 
r,k r, 
Also we denote by 00 the reflection mapping of H onto itself with 
r,k 
respect to H k. Thus 
r, 
We denote by d(h) for each h € H the translation mapping defined by 
d(h)v = v + h, v e H. 
Then we have oor,k = d(khr ) oor . 
Let us denote by D the group consisting of the translations of the 
form d(y),y € Y. Now using the obvious relation ood(h)oo-1 = d(oo(h», 
(00 E W, h e H), we see that DW is a subgroup of the group of all 
affine transformations of·H onto itself. Obviously we have D n W = {lll 
and as dewey) E D, for all w E Wand y E Y we see that DW is the 
semi-direct product of D by W. 
We shall denote DW by Wand call.it the affine Weyl group of ¢. 
a. 
The set of all hyperplanes H
r
, k' (r e ¢,. k e Z) is 'stable under Wa •. 
In fact we have 
Now the union U H k is a closed subset of H. Hence· its complement 
r k r, , 
H - U H' 
r k r,k is an open subset of H. Any connected component C of , ... 
H - 8 Hr •k 
open simple~ 
is an open simplex,· called alcove. One of them is the 
C = {h E H/r.(h) > 0, i = l,2, ... ,i, r (h) < l}. 
010
Let us denote by 10 the set "{0,1,2, ..• ,i}. For each i =f 0, i e I J 
o 
we put H. 
1 = H . and Ho ri,O 
The hyperplanes H.:, i e 10 J are 
l' 
called'the 
r't H HJ =j€J je 
r.(h) = 0 
J 
walls of C . 
a 
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For a proper subset J of 10' we let 
set of points h in H satisfying 
> 0, for 0 f i 1 J and r (h) = 1 
. o. 
We denote byFJ the 
for 0 i j E J, riCh) 
if 0 E J, ro(h) < 1 if 0 1 J. Then FJ is an open simplex in the 
space HJ·with vertices the points ~ y., i 1 J, where n; 
n. ]. .... affine 
~ . 
is the ith coefficient of ro and Yo = O. We see that F<) = Co 
= lJ FJ - a.disjoint union of simplices - where Co denotes Ji 10 
the closure of Co. The simplices FJ , J. 1 10 are called the faces 
of .Co and the subsets J the typei of the faces. 
With the above notation, W is characterised by the following 
a. 
proposition. 
Proposition 2.1.([3]). 
(a) W is a Coxeter group on generators W l' wr , ... ,w which 
a.. r o ' . 1 r9., 
are precisely the reflections in the walls of C • 
a 
(b) W acts simply - transitively on the set of all alcoves~ 
a. . 
The 
closed simplex Co is taken to be the fundamental region of the action 
of Wa. on H. Thus the collection {w(Co ); W E 'U of closed simplices 
forms a tessellation of H, which is parametrized by W -itself. 
a. 
Let W be an element of W .. Then the closed simplex w(e ) also 
a. . .0
c~n be chosen ~s the fundamental region of W , with respect to ~hich 
a.. 
the Coxeter generators of Ware the elements a. ,\ 
-1 . 
ooWr.w ,]. = 1,2, ... ,~ 
l-
·-1 
and woo 100 
r o ' 
Using this fact, one can define an acti6n of W on 
a. 
the set of all pairs (C,p) by wc.(C,p) -1 = (w(C),wpw ), where C is 
a closed simplex obtained from Co under Wa.' and p a Coxeter generator 
of W with respect to C. Now each W -orbit of this set of pairs 
_a. a. 
'\ 
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intersects each of the {C} x n(C) in exactly one pair, where n(C) 
denotes the set of Coxeter generators of W with respect to C. a, 
Since {C} x n(C) has 1 + 1 elements we have 1 + 1 orbits. So the 
set I can also be identified with the set of the above i + 1 orbits. 
0' 
Thus each element of W induces the identity map on I , since fixes a, 0 
each orbit. 
It is clear now that the action of Wa, on H does not affect the 
types of the faces, i.e. the face w(FJ ) of w(C ), for all w e W , o a, 
is of type J as Wa, acts trivially on 10 • 
I\,. . 
Let us consider now the group W of all affine transformations 
of the form d(y)w, (y e ',we W). We know that the elements of , are 
I\,. 
vertices of alcoves (called special points). This means W permutes 
I\,. 
the alcoves. 
I\,. 
WOo is a subgroup of W. In fact, w(Hr,k) = Hr',m, 
(w E W, r,r l 
I\,. 
normal in W. 
-1 
e ~Jk,m E Z) implies ww kW = WI' i.e. W is 
r, r ,m a, 
Let ~ be the subgroup of ~ fixing C . ~ is called the 
o 
fundamenta~ group of ~ and is characterized by the following 
properties, (see [3])~ 
(a) ~ consists of the elements d(y .)0., where j J J runs over the 
set {j e: I In. = 1} and o. = w.w Wo being the unique element of o J J J 0' 
maximal length in W and w. the one in the subgroup generated by 
J 
all w ,i 'f j. 
r i 
(b) ~ acts by conjugation on Via, and permutes its generators 
w
ro
,l,w;l'·. ;'W
r1 in such a way that ri(hk ) = rpj(i)(h~(k)' i,k E,Io ' 
where P. is the permutation on I induced by the element d(y.)a .. 
I\,.J .. 0 J J, 
Thus W is the semi-direct product of W by ~ and we have the 
a. 
isomorphism CXl -+ 'f IY given by d(y.)a. -+ y. + Y. 
J J J 
I\,. 
Let now~' l1 be, the set,' {-r 6' r l' ... , r 1} · We call exten'ded Dynkin' 
diagram of <I> the graph defined as follows: 
-16-
(a) the set 10 is the set of vertices 
(b) the vertex i is joined with the vertex j, for j f i, by 
ri(hj)rj(hi ) edges. 
(c) whenever two vertices i and j are joined by more than one 
edge then we add an arrow pointing to the vertex which corresponds 
to the shorter root of the two roots r i and rj (or -rj if j = 0). 
Without abuse of language, we shall say "the extended Dynkin 
IV 
diagram 6." of ~. 
IV 
Let ~J be the subset of 6. consisting of the roots r., J j e: -J, 
where J is a proper subset of I o· Let ~J be the subroot system of 
~ generated by 
Wr .' r j e: b. J • 
J
IV 
6. J and WJ the Weyl subgroup of W generated by all 
The graph- obtained by omitting the vertices i E I -J 
o 
of il is called the Dynkin diagram bJ of ~J. Notice that there may 
be more subroot systems in ~ of different types from the eJ's, but 
here we shall confine ourselves only to ~J's, J ~ 10 • 
Let L be a permutation on a subset J of 1
0
• We say that T is 
a symmetry of ~J if ri(hk) = rT(i)(hT(k» for all i,k e: J. e.g. each 
element of ~ other than the identity induces a distinct symmetry 
IV 
on ~, whereas each element of Wa induces the trivial one. This kind 
of symmetries combined with the FrobeniU,s-.., endomorphism give rise 
to the twisted (or Steinberg) groups which we will meet in Chapter 4. 
IV 
Finally, for ~J ~ ~, Autw(~J) denotes the group of symmetries 
on ~ J inauced "by the elements "of W. To find _ the orders of the 
possible centralizers of semi-simple elements in G we shall need a _ 
the following proposition concerning the structure of the normalizer 
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Proposition 2.2. ([5]) 
(a) OJ is isomorphic to NW(WJ )/ WJ 
(b) WJ is a normal subgroup of OJ and ~e have 
°J/wl ~ NW(WJ)/w. x wi: ~ Autw(tlJ ), J J J 
where ~v~ is the Weyl· group of the orthogonal to ~ J subroot sy"stem 4?~. 
We shall see later in Chapter 5, as a result of our calculations, 
that w~ has always a complement. in nJ.(this has been verified for the 
classical groups in [7]). 
2.2. The p'-rational points in Co. 
Let us denote by Qp' the local ring of the rational numbers 
{ s n ~ } at the prime p, i.e. Qpl = p m/s € N,m,n € Z, p~m,n. The mapping 
. Sll 
pS n'~ e 2TI1P m' is a homomorphism of the additive group Q , onto 
m p 
the set.of all mth-roots of unity, for all m, (rn,p) = 1. The kernel 
of this homomorphism is the group Z of integers. Thus we have the· 
exact sequence 
o Z o. 
Therefore, also 
(1) o y y ~ ~p' o 
is an exact se~uence of Z-rnodules (as Y is flat and Y ~ Z ~ Y). 
Now as K~is'a~gebraically closed field of characteristic p > 1, we 
.\ 
* U * * have K = ~ e and K ~ Q '/Z. 
eeJN q p 
The lemma which follows will give a parametrization of the semi-
simple conjugacy classes of G by certain points in the ,fundamental 
region C of W. This parametrization will be of great use in the 
a a. 
'.~ , 
rest of our discussion in this chapter. 
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Lemma 2 0 3 0 
* Let <p be aJ\cmomorphism of Q. t, onto K. Then there p " 
exists a surjective homomorPhismtof Y ~ ~ f 
P 
* onto A(X) = Hom(X,K ) 
A (y. ) 
= <f>(rr i ) ~, gi von by Ey i ~ tr°i -+- ITxy . ~¢ Crr. )' where Xy. ®¢ (:IT. ) (A) 1. 1. . 1.. 1.. 
Proof: 
We consider the map Y x ~pT -+- Hom(X,Q'pf /Z) given by 
(y,''IT) -+- X(Y':'1l')' where X(y,rr)(A) = ~(Y)·7T mod Z. Since we obviously 
have X = (Yl +y 2 ,If ) X ( ) X ( ) J X ( . ~') = X ( ) X ( )' the . y 1 J rr Y 2 ,'IT ' Y ,1T 1.f. 1r 2 Y J Tr'l Y ,n· 2 
above map induces a unique homomorphism of Y ~~pl onto HOm(X'~pt/Z) 
., 
given by Ey. ~ 7r.. 
1. 1. -+- X = ITX mod z: ".~here Ey .. ~',r. mod Z y. ~,", .. 
1. 1. 1. ~ 
" 
for all A' € X if and only if Ly. ~ 11". € Y f:;} 1 :: Y and since we 
1. 1. 
already know from (1) that Hom(X,~p t /Z)~ y ~ (~.p t /Z) ~ Y e Q.p t /Y 
the above map is surjective.. Therefore, under <f> we have the 
* surjective homomorphism Y ~ ~ , -+- Hom(X,K ) given as required: 
. p 
Now taking into account the isomorphism h:A(X) -+- Tot we have the 
following Corollary. 
... " 
Corollary 2.4. 
(a)~ Every.element of To is of the form h(Xy ) for some y 6 Y ~ Q~r. 
(b) The semi-simple conjugacy classes of G.correspond naturally 
to the We( -:orbi ts in Y ~ ~p r • 
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Proof: 
(a) Straightforward from the lemma. 
(b) Let heX ), heX ) be two elements of To for some Y1 J Y 2 € Y ~ Q.pt. 
Y1 Y2 
By 1.2 we know that heX ) and heX ) are G-conjugate if. and only if 
Y1 Y2. 
w(X ) = X ,for some w € Wo Let Y1 = L:Yi ~7ciJ Yi € Y,1T i € t~p.t. Yl Y2 
Then we have W(Xy1)(A) = rr~(TIi) wi (A)(Yi )= rr~(ii)A(W(Yi» = X~(Yl)(A). 
for all A€ X. Thus heX ) is G-conjugate to' hex ) if and only if 
Y1' Y2 
xW(Y
1
) = XY2 ' ,i.e. xW(Y1)-Y2 = 1. That is, w(y1 ) - Y2 € Y which. 
means that'Y1 is Wa-conjug~te ·to Y2 • Now as every semi-simple 
element of G is conjugate to some element of T we get the 
o 
requirement. 
We represent the W -orbits of Y ~ Q t by the points in 
a p 
y ~ Qpt n Co and we call these points the p'-rational. po~nts in 
C. In particular, the pt-rational points in C which lie in C 
o 0 0 
will be called reguZar ~t-rational points. With this terminology 
we can restate ,2.4eb) in a form as follows. 
Corollary 2.4.(b t ) 
The ,semi-simple conjugacy classes in G are parametrized by 
the pt~rational points'in Co~ 
Having established this parametrization, we are in a position now 
to study the structure of the centralizers of semi-si.mple 
elements· by means of the pt'-rational points.' This we do in the 
next section. 
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2.3. The main theorem on Centralizers. 
Let us first introduce some further notation which we shall 
use in the present section. 
Given X € h(X), we denote by ~X the set of roots r € ~ annihilated 
by X. Thus ~ = {r € ~; x(r) = 1} ={r € ~;r(t) = 1} where 
X 
t =,h(X) - the element of T corresponding to X. Obviously,~' 
o X 
is a sUbroot·system of ~. Let W denote the Weyl subgroup of W 
X 
generated by the reflections w , r € ~. If J is a proper subset 
r X 
of I , then W J will denote the subgroup of the affine Weyl group 
o a, 
Woo generated by all w ,j € J and w 1 if 0 € J. Finally, for 
rj r o ' 
a point y € C we denote by W the stab.ilizer of y ·in Woo. 
'0 a,y 
With the above notation we have the f9llowing lemma. 
Lemma 2'05. 
For J tIc' the grnup'W is finite and in fact W 
a,J a,J 
for some y € C • 
o 
Proof: 
= W 
a,y' 
The only element in the group of translations D which fixes 
a point in H is the identity. On the other hand, since J is a 
proper subset of I , the' set (\ H. is not empty. Thus D n W J = {l} 
o j€J J a, 
So the map W + Wt d(y).·~ + w is injective on W J. This proves , a a, . 
the fi.rst part of the lemma. For the equality W = W see a,J . a,y 
No Bourbaki [3] p.p. 75 ~ssertion (I). 
Having~in mind Corollary 2.4 we can now describe, by means 
of the pI-rational points the centralizer of an element of T in 
o 
Wo Thi~ is~given in the following proposition. 
Proposition 2 0 6. 
Let't ~ heX ) be an element of T as in Corollary 2.4, 
o Yo 0 
where y is a pI-rational point in C. Then the stabilizer W-
o 0 a.,yo 
, 
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of Yo is isomorphic with the group WXy = < wr.; r( to) = 1) - the 
o 
centralizer of t in W. 
o· 
Proof: 
We have the exact sequence 
f 
1 ~'Y ~ W ~ W--+- 1 
a 
where f:d(y)ow -+- w, for y E Yo f is injective on every finite 
subgroup of W 
'l· We prove that f(W ) = W 0 In fact, let 'l,yo Xy 
0 
r E ~ 0 Then Xy (r) = n¢(7ro)r(Yi) = 1, where Yo = LYi 9ir° i , Xy . 1 0 
0 
(Yi E Y, TIi EQpt). Thereforer(y) E Z which implies that 
d(r(y)h)w E WThus w E f(W ) for all r E ~ ,which 
r ray· r' a Y X 
, 0 ' 0- y 
o 
means that W ~ f(Wa y ). Conversely, let w E f(W ). Then Xy . ' 0 o a,yo 
for some y E Y one has d(y) w E W 0 Let us write d(y) w as 
a,yo 
a product of reflections relative to the walls of Co passing through 
y · (*) d(y) o· 
and only if 
000 w ,i. E 
r. J 1. 
I • 
o 
Thus in (*) i j f 0 if 
J 
o and i. = 0 if and only if ro(yo) = 
.J 
r. (y ) 
1 •. 
Therefore in. both cases we have X (r .. ) =ITCP(nk ) 1j k Yo 1J = 1, where· 
y =: LYk ~ 'Trk o Hence r. € ~ • Thus we have f(w ) E W I for 1. Xy r. Xy J. 
0 1j 0 
j = 1,0 •• ,s. This shows that w E W and so f(W .) c W • Xy 'l,yo - Xy 
0 . 0 
The first part of the proof. shows that W 
a,yo ~ W as required. a Yo 
We apply now the above proposition to the centralizers of 
~ 
.semi-simple elements in,G. 
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A connected algebraic group C is called reductive if it 
can be decomposed C = MS with M a semi-simple group and S a 
central torus o In this decomposition S is uniquely determined 
as the identity component of the centre of C and M is the derived 
group of C or else as the largest semi-simple subgroup. The 
following theo~em is due to Steinberg [2]0 
Theo'rem2070 
In any semi-simple simply-connected group G the centralizer 
of every semi-simple element is a connected reductive subgroup. 
Moreover, if t is an element of a maximal torus T, then 
CG(t) ~<T, Xr/r(t) = l),wh~re Xr are the root subgroups with 
respect to the torus T. 
We observe that CG(t) and G have the same rank since T c CG(t)o .. 
Now by-2.6 and 2.7 we have the following Corollary. 
Corollary 2 0 8 0 
-
Let t be a semi-simple element in G. Then the centralizer 
CG(t) of t is the (unique) maximal torus T con~aining t (i.e. t is 
regular) if and onl~ if the pi-rational point y which corresponds 
. 0 
to the conjugacy class [t]G is regular. 
Now we have the following Proposition which characterizes 
the centralizers of se~i-simple elements in G. 
Proposition 2 0 9. 
Except for a finite number of primes, a connected reductive 
subgroup G10f maximal rank in G is the connected centralizer of 
. '\ 
ase~i-simple element of G if and only if some proper subset of 
I\" 
the roots in ~ is equivalent under W to a fundamental basis of the 
root system of G1ft 
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Proof: 
Let G1 = CG(s), s being a semi-simple element inG. We may 
assume that G~ contains the torus To' since otherwise if T is a 
maximal torus in G1 we can identify under an inner automorphism 
of G, the torus T with To and so the root.system ¢(T) with 
¢ = ¢ (T ) 0 Let x be the pI -rational point in C' n Y @ d\. which 
o 0 0 ~~f 
corresponds to the conjugacy class [s]G o Then the element t = heX ) 
o Xo 
* . is the element of T corresponding to the element X of IIom(X,K ) 
. 0 Xo 
*. 
under the isomorphism h.:Hom(X,K ) -+ T 0 
o 
We have seen that the root 
IV 
system of the centralizer CG(t
o
) is generated by the r00ts in 6 
which define the hyperplane .. on which Xo lies. Since to E: [slG' 
G1 is co~jugate to CG(to ) and'~n' element which conjugate them 
may be taken to be in NG(T
o
). For the root subgroups we have 
-1 
nwXrnw = Xw(r)' for all r € ¢ and w € W 0 Thus' in our case, this 
says that the root system of G1 is W-conjugate to that of CG(to ) 
(by our assumption, at the.beginning of the proof, the W-conjugation 
may be followed by an isomorphism of root systems induced by an 
inner automorphism of G). ThUS, some fundamental system of roots 
'V 
of G1 is W-conjugate to a proper subset of ~. 
Conversely, suppose that the root system ¢l of a connected 
reductive subgroup G1 of maximal rank.in G is W-conjugate to S0me 
IV 
subroot system of ¢ generated by a proper subset of 6 •. We want 
to show that~G1 is the centralizer of some semi-simple element in 
G. With'what we have seen before, this is equivalent to show the 
following.' If F is the set of all faces FJ of Co such that 6J is 
W-conjugate to a fundamental basis of ~1' then for ~some J, FJ 
'\ 
contains a pYt-1"ational point (except for a certain finite number 
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of primes)D By definition, a point ,x lies on the face FJ if 
(1) 
(2) 
x = I: s . Y ., s. > 0, \j i € I -J and 
i€I-J 1 1 1 ' 
I: 
i€I-J 
s.n.' < 1 
11' 
s.n. = 1 1 1 J 
if 0 ¢ J 
if 0 € J, 
where I = ~o-{O} " and the ~i ~.s are the coefficients of the highest 
root with respect to ~. 
Writing x in terms of the coroots we have from (1): 
,1. ~ d)h \..:d ~ s...., where d is the determinant 
:-i€I-J lJl J 
of Cartan mat~ix and d .. are the (j,i) entries of the transpose Jl 
matrix of the inverse of the Cartan matrix_ Thus x is a pI-rational 
point if and only if the coefficients x. 
1 
= 1d I: s.d .. in (l)f 
i€I-J 1 Jl 
are in Q I_ On the other hand, we have to consider only rational p 
solutions in order that the Xi'S are in Qp1 • Each rational solution 
of (2) certainly will define a finite set of primes, that is, those 
primes p ,for which the xi1s are ~ot in Qp,t. So we have to' exclude 
only the primes which are divisors of the greatest common divisor 
of the least common multiples of the denominators of the x.'s of 
1 
each rational solution of (2). Thus for each FJ of F we obtain 
~ ~ 
a finite set of primes, say, QJo 'F~nallYI considering the 
IV 
W-conjugatio~ among the subsets of ~ which are defined by the 
elements 'of F, we must exclude only the primes which are,in 
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The above Proposition has been already verified in Carter's 
paper [7], for the classical groups. This paper al~o gives the 
primes which have to be excluded for each F in the classical 
groups 0 We give below the table of these primes referred in 
the proposition for each type of the exceptional groupso 'We 
see from this table and Carter's paper that these primes are 
the bad primes for ~ach type of groups. By a bad prime we mean 
here, a prime number which is a divisor of some coefficient of 
the highest root. 
Table .of excluded ·primes. 
Type of G. Type of cent l"al i zers excluded primes. 
I\" 
Al + Al 2 
A2 3 
All the other types 
none 
of ~JIS, J ): I 0 
:F 4 2A I 2 
I\" 
2AI + Al 2· 
B2 + Al 2 
A3 2 
I\" 
A2 + A2 3 
A3 + Al 2 
C3 + Al 2 
B4 2 
All the other types 
none 
of ~J's, Jf I 0 
'\. 
(continued) 
Type of G 
'E 7 
ES 
p' 
). 
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Type of centralizers 
4Al 
A3 + 2Al 
3A2 
A5 + Al 
All the other types 
[4Al ] I 
5Al 
[A3 + 2\]' 
3A2 
A3 + 3Al 
[A5 + A ]' 1 
2A3 
2A3 + Al 
A5 + A2 
D4 + 2Al 
A7 
D6 + Al 
All the 1ther types 
of fj. J 's, J l- J o· 
5Al 
A2 + 4Al 
3~2 
A3 + 3Al 
D4 + 2A' 1 
3A2 + Al 
excluded primes 
2 
2 
3 
2 
none 
2 
2 
2 
2 
'2 
2 
2 
,2 
3 
2 
2 
2 
none 
2 
2 
3 
2 
2 
3 
(continued) . 
Type of G 
-27-
Type of centralizers 
A3 + A2 + 2Al 
2A3 + Al 
A5 + 2Al 
A5 + A2 
[A ]" 7 
D4 + A3 
D5 + 2Al 
D .+ 6 Al 
A5 + A2 + Al 
2A4 
A7 + Al 
As 
D5 + A3 
DB 
E6 +. A2 
E7 + Al 
All the other. types 
of ~JtsJ J j: 10 
excluded primes 
2 
2 
2. 
3 
2 
2· 
2 
2 
2 and 3 
5 
2 
3. 
2 
2 
3 
2 
none 
We state now the f~llowing proposition due to R. Carter [6] 
by means of which Proposition 2 0 9 holds true, for any Cheval ley 
Pr·o·p·o'S i t i·on· ·2 0 10. [ 6 ] 
'V 
: Le1=. G, G ).be isogenous Chevalley groups with root system tl> 
tV 'V 
and G1 , G1 be the connected reductive subgroups of G, G respectively 
-28-
with root system <Pl. Then Gl is the connected centralizer of 
IV 
some semi-simple element of G if and only if G1 is the connected 
IV 
centralizer of some semi-simple element of G. 
Now 2.9 and 2.10 give the following theorem. 
Theorem.2.11. 
.. 
If the characteristic of the field K is good, then a 
connected reductive subgroup G1 of a Chevalley group G is the 
connected centralizer of some semi-simple element of G if and 
IV 
only if some proper subset of the roots in ~ is equivalent under 
W to a fundamental basis of the root system of .G1 . 
For a proper subset J of 10 we denote by CJ the set of all 
connected centralizers of semi-simple elements of G which are 
G-conjugate to the connected centralizers whose root system is 
<P J . With this notation the following Corollary is an immediate 
consequence of Theorem 2.11. 
Corollary 2.12. 
Every connected centralizer ofa semi-simple element in a 
Chevalley group G is in some CJ ' J ~ 10 . 
This Corollary will be needed in Chapter 4 for the first. 
step to parametrize the families 'of the "semi'simple" irreducible 
complex represe~tations of Gad,cr constructed in [9].' 
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CHAPTER 3 
THE BRAUER COMPLEX 
We have seen in 1.3. that there ,is a 1-1 correspondence 
between the o-stable semisimple'conjugacy classes of G and the 
ones of Ga. So by 2.4(b') we obtain a certain finite number of 
points in C which parametrize the above classes. Thus it is 
, 0 
natural to look for properties which characterize these points, 
e.g. we could ask how are these points distri~uted in Co or even 
what are their coordinates ,in terms of q. In the present 
chapter we introduce the main tool to find these properties 
which we use systematically ~n the next part of the thesis 
concerned with the semi-simple classes in Go- This is an 
~-dimensional complex in H (~ = dim H). As an abstract geometrical 
object this complex is the same as the Brauer complex which has 
been suggested by Humphreys in [ll]"for the solution of the 
"decomposition" problem of the modular representation theory of 
Go. The name it bears comes from the Brauer tree of A1(q) (in 
Humphreys version). 
I take here the opportunity to thank my supervisor Professor 
R. Carter who stimulated me to use the Brauer compiex in order 
to find, the deg'rees of the "seml-simple" characters of the finite 
Chevalley groups. 
'" 
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3.1. Defini tioD of the Brauer 'complex 
For a positive integer n we consider the group of translations 
1 qnD which we denote Dn. We form the affine reflection group 
D W = 
n 
The groups VI 
a ,n.' 
+ 
n € ,Z , have the same properties as the 
affine Weyl group Wa,O = W . a We enumerate some of' them and we 
introduce the notation which we shall use for the simplices, 
hyperplanes etc. corresponding to these groups. 
(a) W is a Coxeter group on generators w , ••• ,w and 
a,n ,r1 , rR, 
w ,1 
r -o)qn 
(b) The fundamental region of the action of W on H is the 
a,n 
closed simplex 
',c:{ no = 1 C ==:'{h € H/r
1
" (h) VL qn 0 
1 Let d(qnY)w be an element of W a,n 
'Lr:' the open simplex 
,y 
1 ~ 0, r ( h ) S -n' i = 1,..., R, } , 
o q, 
Then we shall denote by 
If w, c'W, y', c Y and m € E, then the element w' (resp~ y') will 
be called the relative orientatfon (resp. position) of 
,q ~ m + ( t) with respect to pfnw:·,_y· Uw w, q y w y ~ u. 
, , "1' 
The open simplices tt: ' (w € W, Y € Y) will be denoted by 
,y 
K) and called the (w,y)-alcoves. In particular the simplex 
'v1w, y 
~ will be denotj'ld by l1. 0 • 
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(c) The cOllection·{~,y/w ~ W, Y ~ y} forms a tesselation of H 
parametrized by W· itself. 
a,n 
Let Ln denote the set of hyperplanes Hz, (r ~ ~, z ~ Z). r,_ 
qn 
Then we have 
as well as Wa,n C Wa ,n+l for all n ~ m. 
The faces Ofa.~ are the open simplices ~n FJ ,. J. £- 10' 
denoted by F~, e.g. F~ is the face FJ of Co of type J. Also 
here we say that the face F~ is of type·J. The face of typeJ 
of Qn° will be denoted by FJ
n As for· the affine Weyl group 
w,y ,w,y 
.we have the following property for W 
a,n 
(e) The action of W . on H does not affect the types of the 
a,n 
faces ~fGL~, i.e. the face W(F~) of w(~), for all w E: Wa,n' is 
of type J . 
. As C is an i-dimensional simplex we see (because of volume 
o 
reasons) that it can be filled up by exactly qi (w,y)-alcoves. 
We make now the following definition for the Brauer complex. 
Definition ... 3.1. " 
We call Brauer complex and denote it by B , the set of all 
a 
faces of (w,y)~alcoves which are "in C . 
o 
So we can speak of (wJ~)-alcoves of the Brauer complex. ·These 
are the Q-dim~nsional faces of B. We draw below the Brauer complex 
o 
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BO for the types A2 , B2 and G2 , where .we show how the various faces 
are distributed in Co for q = 3. a, band c denote the face$ of . 
dimension 0, d, e·and f the faces of dimension 1 and g the face 
of dimension 2. 
Ct.. 
b 
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3.2. The a-invariant points and thei~ properties 
We have seen that every semi-simple class of G giveS rise 
to a pI-rational point in C. In particular every semi-simple 
o 
class of G gives·rise to a point in Co. We make for these 
points the following definition. 
Definition 3.2. 
The pI-rational points in C which correspond to the 
o 
a-stable semi-simple conjugacy classes of G will be called the 
a-invariant points in C . 
o 
The following proposition. gives a necessary and sufficient. 
condition for a point xo.to be a-invariant. 
Proposition 3.3. 
Let x be a p'rational point in C 
o 0 Then x is a a-invariant o 
point in C if and only if x _ qw(x
o
) mod Y, for some. w c w. 
o 0 
Proof: 
Suppose first that Xo is a a-invariant point. Lett = heX ) ox· 
o 
be the element of the torus To which represents the a-stable semi-
simple class corresponding to x as in.2.~(br). Thus also the 
. 0 
... '.', ..... 
element aCt) = t q = hCX ) is in this class. By 2.~(b) the· 
o 0 q~ 7 
points x and qx are in the same W -orbit. Suppose that the point 
o . 0 a 
Xo lies in the closure of the (~,y)-~lcove ~,y' for somew € W, 
Y € Y. Then the point qx
o 
lies in the closed simplex w(C~) + y~ 
\ 
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-1 -1 -Thus the point qw (xo)-w (y) is the unique point in Co which 
determines the W -orbit of qx. But since x lies in Co and is in a 0 o. 
-1 -1 tne same Wa-orbit as qxo ' we m~st have Xo = qw (xo)-w (y). This 
gives the result in one direction. Conversely, let Xo be a 
P,' -rational po·int in Co and let Xo = qw(xo ) + y, for some w, E: W, 
Y E: Y. Then we have Xio =Xqw(x
o
) as~ = 1. Therefore, to = h(X
xo
) 
= h(Xqw(x )) = w(t~)o Thus' t~ is in the W-orbit to of to and so 
o 
to is a a-invariant W-orbit. 
a-stable class as required. 
By 1.3 this means that [t] is a 
o G 
Notice that if we work backwards in the second part of the 
proof we obtain the first. For; as x is a-invariant point by 
o 
definition the class [t ] , t 
o G 0 
= h(Xx ), is a-stable and so by 
o 
1.3, t and w(tq ) are conjugate for some w E: W. 
o ,0 . Thus X = Xqw(x ) Xo 0 
which implies ~ ~ qw(x )mod' Y .. But the above proof of 3.3. points 
o 0 
oat for what ~lements w E: Wand y E: Y we have Xo = qw(x
o
)+ y. 
The question now is how the a-invariant points are distributed 
in Co. To answer this we shall relate the a-invariant points with 
the Brauer complex. We will see below that the a-invariant points 
have'to lie on faces in the Brauer complex which lie on faces of 
C of the same type and each face in the Brauer complex contains 
o 
~ « 
at most one a-invariant point. More precisely,. this is desc~ibed 
by the following. theorem which characterizes the a-invariant points. 
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Theorem 3.4. 
(a) The closure of each t-dimensional face in the Brauer 
complex B contains exactly one a-invariant point. 
o 
(b) Let F1 be an alcove (i.e. an t-dimensional face) in B , ~,y 0 
and let F be a face of A which has the smallest dimension u.w,y 
among the faces ofel of which the types are the same as the 
w,y 
types of the faces of C on which they lie. Then F is unique 
o 
and contains the a-invariant point lying inLt • So in particular, 
, w,y 
the regular ~-invariant points in Co a're in ~-dimen~ional faces of Bo' 
(c) The closures of two distinct t-dimensional'faces in B 
o 
contain distinct a-invariant points. Thus we have a 1-to-1 
correspondence beteeen a-invariant points in'C ' and (w,y)-alcoves 
, 0 
in B . 
o 
Proof: 
(a) We suppose that for some w€ Wand y € Y we have 
(*) 1 1 - r (w(x) + y) ~ 1, - r.(w(x) + y) ~ 0, i = 1,2, ... ,~, q 0 q 1 
,for all x € Co In other words the closed simplex ~ lies in Uw,y 
C. Thus because of (*) we also have 
o 
19k c Ak- 1 
\..Aw,y U o ' k € Z~l. 
Therefore a.pplyil?g the affine transformation 
on the last inclusion we get,SK c Sk_1' where 
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Doing this for all k € z~l',we obtain the infinite chain of 
simplices Co = S :J S1 :::> S2 0 :J ... :J Sk:J, ••• . Let n be the order 
the 
-k 
of w. As k ~ co , simplex B.o tends to the origin 
above chain tends to the point,' 
= 
= 
co 
L 
i=O 
1jq 
1-1/qn 
z = 
1 
2n+1 q 
z + •.. = 
+ ...• + L 
i=O 
co 
2 j=O 
1 
in+n q 
n-1 1 ~ z, where z = y + w(y) + ..... + 
q -1 q 
and so the, 
n-1 ' 
Therefore the }Joint Xo = ~ z l'ies in Ow, y and is a p' -rational 
q -1 
-1 -1 point.' On the other hand, we have qw (xo)-w (y) = 
n ' 'n-1 ~ (wn- 1 (y) + ~ y + ..• + !-1 Wn - 2 (y»_wn - 1 (y) = ~ = X'a 
q -1 q q -1 0 
Thus by the previous proposition Xo is a a-invariant pOint. Moreover, 
Xo is the unique a-invariant point in the simplex P1 ,.. For, if" 
_. Uw,~ 
x' were another point in~' satisfying 'the condition 
o \Aw,y 
-1 -1· -1 " ~~ = qw (x~)-w (y), then we would have xo-x~ = qw (xo-x~).This 
implies Xo 
gives (a). 
= Xl since the Killing form on H is W-invariant .. 
o This 
(b). We keep~the notation as in (~). We saw that the a-invariant 
point x which is in et ' lies 
0 w,y in every simplex Sk' for all k € 
z+ 
n-1 n-1 
, 
1 i 
and has the form Xo = .9..- L w (y) .. We may assume Xo T ·0 and n i q -1 i=O q 
so Xo T ~Y'(the case Xo = 0 is trivial). 
'\ '~ 
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Now the bounding hyperplanes of A are of the form Uw,y 
Hw ( r . )' 1. w ( r. ) ( y)' i = 1, 2, · • · , R" and Hw ( r ), 1.( 1 +w (r ' ) ( y») • 
~ q 1. 0 q 0 
Let Us suppose that Xo lies on a face FJ of Co. We prove that 
x lies also on the face F1 of A of ,type j. From the 
o J w,y ~w,y 
definition of the faces, this is equivalent to show th~t each 
relation ri(xo ) = O,r'.(x ) >0, i, j t 0, r (x ) = 1, r (x ) < 1 J 0 0 0 0 ,0 
separately h9lds if and only if respectively each relation 
1 ,1' 
w(r i) (xo ) = qw(r ~(y), w(r j) (xo ) > q w(r i) (y) i, j 'f 0,· 
( )( ) ~ 1. (1 + w(r )(y», w(r )(x ) < 1. (1 + w(r )(y» w ro Xo q ,0 0 0 q , 0 
separately holds. So let us prove that 
1 " 
r. (x ) = 0 <: 7 w(r. ) (x ) = - w(r. ) (y). 
~ 0 1. 0 q 1. 
n-1 n-1' 1 
We have r.(x) = b <==;> ,.9....- L m ri(wmcy» = 0 ~ 0 qn_1 m=O q 
n-1 
<~ r 1 m+1 q 
'm+1 ' 
w(ri)(w (y» = 0 (as the Killing form is 
m=O 
n-2 
W-invariant) <; -:> L 
m=O 
(adding in both sides the term w(ri)(y) we get) 
n-1 
~ I 
m=O 
1 
m q 
n-1 n-1 
m 
w(r.)(w (y» 
~ 
n 1 
= 7 were )(y) 
q ~ 
1 
n q 
were )(y) 1. 
~ n ... \' '1 m 1 ,~~ L -m w(r1.")(w (y» =\- w(r.)(y) as required. 
q n_1 q ~ m=O·'q 
The equivalence r. (x ) > 0 (=) w(r.) (x ) > 1. w(r.) (y) is proved 
,1. 0 J 0 q J , 
in the same way. Let us prove" the equivalence 
r (x ) < 1 ~ w(r )(x') < 1. (1 + w(r )(y». 
00, 100 q 0 
n-1 
We have r (x ) < 1 ~ ~ 
o 0 
m=O 
n-2 
~l 
m=O 
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1 
m+l q 
(adding the term w(r ley) in both sides) 
, 0 
1 m 
'-- w(r )(w (y» < m ' 0 
(qn_1)(1 + w(r )(y» 
o 
q 
n-1 
n, q 
n-1 1 1 .~ ~ . l Iii w(ro')(wm(y» < q (1 + w(ro)(Y)) 
q -1 m=O q 
as required. Similarly, we obtain the equivalence 
Therefore the a-invariant point Xo lies on FJ if and only. if 
, 1 
lies on FJ,w,y 
For the·rest of the claim in (b) we 106k at the relative 
orientation and position of the simplex,Sk with respect to Sk_l·. 
. . ' 1 
Suppose that a face FJ,w,y of Sl lies on the. face FJ of, Co. We 
apply induction on k to show that the face. of Sk of type J lies' 
on FJ , for all k € ]N'" Since the orientation and the position of 
S2 with respect to 81 is the same as that of Sl with respect to 
C 0' the face of ,,82 of type J lies on F~ . 'y and so on ,w, ' FJe Now 
suppose that the face of Sk of type J lies on F J •. Then since 
the relative orientation and position of Sk+1 with respect to 
Sk is the same as that of Sk with respect to Sk_1 we see that' 
the face of Sk+1 of type J lies on the face of Sk_l of type J 
and so, by the i~duction hypothesis, on FJ . Taking~ the limit as 
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k-+- 00 (as we did in (a)) we get a a-invariant point on the closure 
of the face FJ • Doing this for all faces of S1 which lie on 
faces of Co of the same type we see that the intersection of 
their closures must be the face of S1 which contains the a-invariant 
point lying in S1. From the first part of the proof of (b), this 
face must.lie on a face of Co of the same type. This comple~es 
the claim in (b)~ 
(c) Since two distinct I-dimensional faces in B obviously cannot 
o. 
share a face which lies on a face of C of the same type, (c) is 
'0 
a consequence of' (a) and (~). 
Corollary 3.4.(a) 
(a) Each a-invariant point in C is of the,form 
o 
n-1 
-q- (y + .! w(y) + 
qn_1 q. 
1 n-l 
+ -n_1.w (y)), for some w ~ W, Y ~ Y, where 
q 
n is the order of w. 
(b) The number of a-stable semi-simple conjugacy classes of G 
. R. 
1S q • 
Proof: 
(a) is in the proof of·the theorem. 
(b) is a weil known result (see [141) which also is an immediate 
consequence of the above theorem since the number of R.-dimensional 
R. faces of B i~ q . 
o 
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The figure below is an example for q=7 showi~g how the 
a-invariant points are, distributed on the faces of ·the Brauer 
complex Bo for types A2 and G2 which have been drawn in the same 
figure. The blank points are the a-invariant points for A2 .The 
bold points together with the blank points in.G2 consist of 
the a-invariant points for G2 . 
/ 
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In the next chapter we shall derive some further properties 
of the a-invariant points in relation with the Brauer complex 
which will b~ concerned with the occurence of the possible 
centralizers of semi-simple elements of G
a
-
, . 
\ 
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cHAPTER 4 
CENTRALIZERS OF SEMI-SIMPLE ELEMENTS IN THE FINITE 
CHEVALLEY GROUPS 
We have seen in Chapter 2 that the p'-rational points in Co 
can be used to giv~ information about the structure of G. So it 
is natural aneta expect that the a-invariant points, and so the 
Brauer complex, can be used to play an analogous role for the 
finite groups G
a
, Notice that we have already seen that we were 
able to deduce from the Brauer complex the well known "result for 
the number of the semi-simple conjugacy classes in G 
sC,a 
The recent Carter's work together with the Theorem 2.11 allow 
us to define certain pairs (EJ,[w]) which will determine the structure 
of the possible centralizers of semi-simple elements in Go' where 
, Ej is the type of some proper subset ~J of the extended Dynkin 
diagram of G and [00] is a conjugacy class in the" normalizer nJ 
of ~J in"W. 
Deligne and Lusztig, in their fundamental work [9], have 
. constructed certain families of irreducible complex representations 
* of the group (Gsc)a " * where"G is the dual group (see [9]) sc 
of G
sc
' that is an "adjoint group whose root system is isomorphif 
with the dual root system of G 
sc 
# 
In [9], these families correspond 
one-to-one to the classes of an equivalence relation on the semi-
simple elements of G defined as follows:" we say that two semi-
sc,a" ~ 
simple elements x, y in G (J are equivalent if their centralizers sc, 
CG(x), CG(y) are Ga-conjugate. Because of their nature, these 
representations have been called semi-simple irreducible representatiQn~ 
"The pairs.(EJ,[oo]) can be used to parametrize these families 
and give the degr~es of the se~i-simple irreducible representations 
* of (G ). 
" sc a 
* For, the irreducible representations of (G ) belonging _ 
sc (J " 
in a certain family have the same degree given by the p'part of 
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G' , I : S~I, a I 
J CG_ ,~x)1 
where x is a semi-simple element which defines the class 
sc ,tr 
corresponding to the family. 
Finally, the geometry of the Brauer complex will tell us for 
which prime powers q these families occur. This also can be done 
by algebraic methods described in [6]. 
4.1. Review of Carter's work 
Let G = Gn(K) be a simple Chevalley group defined as in §1.1, 
and a" the Frobeni~s endomorphism of G. In a recent paper [6], 
R. Carter has determined the structure of the Ifconnected reductive" 
subgroups of maximal rank in Ga. These subgroups are the a-stable 
elements of the a-stable connected reductive subgroups of maximal 
rank in G. In particular, this work applies to the connected 
centralizers of semi-simple'elements in Ga. 
In'the present paragraph we present a brief summary of this 
work. 
Let T be a a-stable maximal torus of G and ¢ the root system 
of G with respect to T. For a closed subroot system ~1 of ~(i.e. 
r, s € ~1' r + s € ~ imply r + s € 91 ) there corresponds a a~stable 
connected reductive subgroup G1 of G generated by T along with all 
root subgroups X
r
, r € ~1. Conversely, any a-stable, connected 
reductive subgroup G1 of maximal rank in G has this property; that 
is, G1 poss"'esses'\ a (J-stable maximal torus T of G and is generated 
by T along with root subgroups of G which are defined by roots 
running over a closed subroot system 91 of ~(=¢(T», the root 
system of G1 . 
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w~ assume G1 is such a subgroup and consider a fundamental 
basis ~1 of its root system ~1. We denote 01 the normalizer of 
ill in W. 
Let ~1 be the set of all o:-stable conjugates of G1 in G. 
If Gg is one of them, then we may assume that the maximal torus, 1 
Tg of G~ is a-stable (since otherwise as'G~ contains a-stable 
maximal tori of G and as all the maximal tori in Gi are conjugate 
in Gg 1 we can replace T
g by Tgx for some x E Gi to obtain a a-stable 
torus in Gg 1 of the form we need) . Thus we have a(G
g ) = Gg 1, 1 and 
a(Tg ) Tg which shows -1 E ,NG(G1 ) NG(T) · = that g a(g) n , 
We have seen (Proposition 1.1) that there is a bijection 
between the Ga-orbits of a-stable maximal tori in G and the 
conjugacy classes in W. Now this ha$ been generalized in [6] as 
follows. 
Proposition 4.1 ([6]) 
We make Go to act on ~1 by conjugation. Then each conjugacy 
class [w] of D1 gives rise to the orbit in ~l\Ga represented by 
g -1 the group G1 ,'where TI(g a(g)) = w, 'n being the natural homomorphism 
of NG(T) onto W. The map [w]n ) G~ is a bijection, whereG~ 
, 1 
denotes the orbit of Gi in' ~1 \Ga.· 
When G1 is a torus~ then n1 = W, and Proposition 1.1 is an 
immediate consequence of 4.1. 
Now the groups in a certain orbi t in ~ 1 \G
a 
have the same 
structure as tqey are conjugate in Ga. In particular they have 
the same order. 
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In [6] the structure of (Gi)a is described if we know the 
action on ~l of a representative element in the corresponding 
class in nl . This is given as follows. 
Let M = < X
r
; r e ~l) , where Xr is the root subgroup attached 
to the root r. M is the derived subgroup of Gl ' which is semi-simple. 
Let S = Z(Gl)o be'the identity component of the centre of G1,' Then 
M n S = A is finite and we have Gl '= MS. Now the groups M, S 
are a-stabl~, being characteristic subgroups of Gl , and G1 , is 
~ -isogenous to the direct product M x,S. For, both the connected q 
groups Gl and M ¥ S are~q-iSogenous to M/A x S/A whi6h is isomorphic 
to M'x S/A x A. The following proposition shows that we have 
I (Gl)al = 1Mal Isal. 
Proposition 4.2. ([1]). 
If k, is a subfield of K and H l , H2 are two connected algebraic 
groups defined over k which are also k-isogenous, then 'the groups of 
the k-rational points of HI and H2 respectively have the same number 
of elements. 
The same applies to the a-stable G-conjugates of G ... That is, 
J.. 
if,Gi, g E G, is a-stable, then I(Gi)a l= I(Mg)cr l I (sg)al. This 
will need later to compute~the orders of the possible connected 
centralizers of semi-simple elements bf G . 
" 'II a 
We denote by PI the Z-lattice of ~I and by P1the subgroup 
of the lattice X(T) which is defined such that Pl/Pl is the torsion 
part of X(T)/Pl. In other word~ Pl is the subgroup of X(T) consisting 
of all the weights which are linear combinations of roots in ~l 
over the rational\numbers. 
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With the above notation we have the following proposition. 
Proposition 4.3. ([6]) 
Let Gi be a representative of an orbit in ~l\Ga such that 
-1 
n(g a(g» = W € n1 . 
Then the following hold. 
(a) (Mg)a ~ MaT' where T denotes the graph automorphism of M 
determined by the symmetry of ~1 induced by w. (see Chapter 12, 
[4] ) • 
0" (b) (Sb) ~ S ~ 
a a,w 
The above results can be applied to the a-stable connected 
, centralizers of semi-simple elements of G. This we shall discuss 
in the next· paragraph along with the question when a a-stable 
connected reductive subgroup' is the centralizer of a semi-simple 
element of GO'. 
4'.2. Application' of the Brauer complex to the structure of G . 
,a 
We have seen in §2.2. that a connected reductive subgroup of 
maximal rank in G is the connected centralizer of some semi-simple 
element of G ~f and only if its root system is.W-conjugate to 
some <I> J' J ~ To' "provided p is n~~t a bad prime. Here we are. 
interested for such a-stable centralizers. So let GJ be such a 
subgroup with root system conjugate to some ¢J' J ~ 10 . We may 
suppose that' GJ contains the ma~imal .torus To (notation as in 1.2). 
For, otherwise·we take a conjugate of GJ containing To· Let~J 
be the set of all10'-stable conjugates of GJ as in 4.1. So in the 
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first place for each proper subset J of I , we have the set 
o . 
4J\Ga of Ga- orbits in ~J' which is characterized by the 
type EJ of ~J. In the second place, by 4.1, each orbit in 
~J\Ga is characterized by a conjugacy class [Ol] of S'lJ .• 
Thus the GO' -orbits of the set of all a-stable connected 
centralizers of semi-simple elements of G are parametrized 
by pairs (EJ,[Ol]) wh~ch we shall call famili~B. Now we can 
ask: given a family (EJ,[Ol]) is there any centralizer in the 
corresponding G - orbit which is the centralizer for a semi-
. .0' 
simple element in Ga. The answer to this is given by the 
following theorem due to R. W. Carter. 
Theorem 4.4. [ 6] 
Let (EJ,[Ol]) be a family as above, where.Ol = -1 7r(g a(g)). 
Then G~ is the centralizer of some semi-simple element in GO' 
if and only if there is a complex character of the· group 
any root in QJ - ~J provided q is sufficiently large, where 
~J = ~. n ~~J and PJ = ZtJ . 
When G~ in 4.4. occurs to be the centralizer of a semi-
simple element of G for a given q, then we shall say that the 
family (EJ,[w]) occurs for this q . 
. Now i~ we know the structure of each finite abelian ·group 
rJ,Ol' J ~ la, Ol € nJ , ·then from· Theorem 4.4, one can obtain 
'" the conditions on q for which the corresponding families 
(EJ , [Ol]) occur. 
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In the special case when G' is the simply connected group 
G we can use the Brauer complex instead of the Theorem 4.4, 
sc 
in order to find the conditions on q, for the occurrence of 
the families (EJ,[w]). This we shall do next assuming that· 
G = G sc 
The reason which enables us to use the Brauer complex for 
the present needs becomes clear from the Corollary which follows 
. the following lemma. 
Lemma 4.5. 
Let et. w, y be an (w, y)-alcove in Co and let Xo be the 
a-invariant point in et . Then w € OJ' where J is the type 
w, y ." 
of the face of C on which x lies. 
o 0 
Proof: 
For J = ~, we have nJ = Wand so the lemma is true. Let. 
us suppose that J 1··~.· We consider the hyperplanes on which the 
face Fl' of the alcove et lies. These are the· hyperplanes J,w,y w,y 
Hj,W,y = Hw(rj ), ~(rj)(Y)' for 0 'I j " J and 
H = H . , . 1 if 0 E J. 
o,w,y w(-roJ, - q(l-w(.-ro)(y)), . c 
Now s~nce Xo is a a-invariant point lying on FJ we have 
seen (Theorem 3.4) that the face FJ
1 
of PI has to lie 
. ,w,y Ltw,y 
on the face FJ of C , and also x does not lie in the closure . 0 0 
of any other 2-dimensional face of B apart from ~ 
. 0 ~w,y· 
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Therefore if Fl is a face of tt of' which the closure J1,w,y w,y 
contains the face FJ
1
, , then FJ
1 
'Will lie on a face 
,w,y l'w,y 
FJ of Co of which the closure contains the face FJ and 2 
dim FJ = dim FJ
1 
. In particular, this holds for the 
2 ' l'w,y 
faces of ~ of dimension i-l and of which ,the closures \..A.w,y 
contain the face F~ w • But by definition, the face FJ 
, " y 
(resp. the face Fl .) lies on the intersection of the J,w,y 
hyperplanesH
J
., 0 1 j € J and Ho if 0 € J (resp. H. , j € J). J,w,y 
Thus the two sets' {H.; 0 1 j € J} and'{H. ; j € J} of J J,w,y 
hyperplanes must coincide, where we have to add in the first 
set the hyperplane Ho' if 0 € J. This gives that the element 
w normalizes ~J i.e. w € nJ as required. 
Corollary 4.6. 
A family (EJ,[w]) occurs for a given q if and only if 
there .exist's some (w', y)-alcove t1w' , y" in Co such that w' € [w] 
and the a-invariant point lying in Ll, is on the face of 
w,y , . 
C of type J. 
o 
Proof: 
Straightforward by the definition of a family, Proposition 
3.3. and Lemma 4.5 . 
..., \' \~ 
Now we look what conditions must satisfy the point y for 
an (w,y)-alcov~ in the Brauer complex B
o
. 
In the proof of the Lemma 4.5. we have seen that if the 
a-invariant point Xo in ttw,y lies on FJ , then'the hyperplanes 
Hj , j"€ J which fefine'FJ coincide with the hyperp~anes 
H.· ,j, € J. This forces y to satisfy one of the following J,w,Y 
set of'inequalities. 
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(a) r (y) ~ q-1, r.(y) = 0, 0 T j E J, r.(y) > 0, i I J 
a J 1 
when either 0 ¢ J or if 0 E J, w~ro) = roe 
(b) ro(Y) = q, rk(y) = 1, rj(Y) = 0, O,k T j E' J, ri(y) > 0, i ¢ J. 
In particular, if 0 E J, then either ro(y)'= q-1 or y(r
o
) = q. 
Conversely, if et. c C and w. E nJ and y sat.isfies one of the w,y. a 
in e. above set of inequalities, then the a-invariant point w,y 
must lie on the face FJ
1 
and so. on FJ . This is because ,w,y fiwJy 
contains only one a-invariant paint and this point by 4.5. must 
lie on FJ . 
Thus given a conjugacy class [00] in nJ,to see if the~amily 
(E JJ[w]) occurs for a given q. we have to look if there exists some 
. element 00' in [w] and Y"E Y such thatff c C and y to satisfy 
w,y 0 
one of the .above set of inequalities. More preciseli) if we write 
.~ 
Y = L ~p'yP , tpen (a) and (b) say respectively that 
p=l 
(a)" ~. = 0,0 T j E J, ~. > 0, i ¢ J, J 1 L iEI-J lJ·
n
. 1 1 
s q-1 
(b) , 
when either 0 ¢ J or if 0 € J, w(r ) = r . 
o o· 
lJ k = 1, llj = 0, 0, k T j ·E J, ~i > 0, i ¢ J, Uk + L iEI-J 
when w(-ro ) = r k , 
where I = I - {OJ and the n.'s are the coefficieLts of the 
o 1 
highest root 
Since 
(*) -.~ 
v 
r ~ 
o 
i 
Y €.Y, we must have y = L 
1 
L 
iEI-J 
z h , where 
v v 
lJ . I C . I · 1 1,v 
i+j 
as we have (-1) \ C .. = IC .. I for the determinants C .. of the lJ lJ 1J 
lJ·=q 1 . 
~ (1-1) ~ (i-1) matrices obtained from the transpose matrix of the 
• 
Cartan matrix'A by deleting the ith row and jth column. Here d 
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is the determinant of A. Thus we have to look for the existence 
of some solution of one of the above sets of inequalities which 
satisfy (*)., This will give the condition on q for the occurrence 
,of the family (EJ,[w]). 
We shall see in Chapter 5 that given a Dynkin diagram of 
type EJ for some J $.1 0 , then except for the bad primes and 
sufficient large q, the face FJ contains a a-invariant point. 
Although we do not have a direct proof for this (but only this 
results from case by case) we shall' give below direct proofs 
for particular types of faces. 
We make the following definitions. 
Definition 4.7. 
The subsets of the Dynkin diagram of ~ will be called strictly 
"-parabolic subsets of the extended Dynkin diagram ~. A subset 
'V 
~J of n which is W-conjugate to a strictly parabolic subset will 
be called parabolic subset, otherwise we shall call ~J a non-
'V 
parabolic subset of ~.With this terminology we have the following 
Corollary of the Theorem 4~4. 
Corollary 4.8. 
'V 
If ~J~ is a parabolic ,subset of ~, then the families 
(EJ,[w]), w € nJ , occur for all q sufficiently large. 
Proof: 
Since two connected reductive subgroups of G of maximal rank 
which"have W-con~ugate subroot systems are G-conjugate, we may, 
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assume .tha t ~ J is a strictly parabolic subset. In this case 
we have ~J = ~J and the Theorem 4.4 applies to give the required 
result. 
Corollary 4.9. 
Let FJ be a face of Co such that ~J is a strictly parabolic' 
type. Then, for sufficiently large q, there exists a point y in 
FJ n Y. Moreover, the elements w € W for which the alcoves 
F1 lie in C and have their faces of type J on FJ . give all Uw,y 0 
the conjugacy classes of nJ . 
This follows from 4.6 and 4;8. 
The existence of a point.in FJ n Y when q .is sufficiently· 
large, is equivalent with the exi~tence of a.solution of the 
inequality l: 1l.n.<q-1 in (a)' which satisfy (*). Observe 
. IJ 11 1€ -
that if we take the smallest values of. ll. IS, i € I-J, such that 
1 
·the z 's in (*) to be integers then the inequality l: ll.n. < q-1 \) . IJ 11 1€ - . 
is satisfied provivded q is sufficiently large. 
We make now the following conjecture •. 
Conjecture 
Let FJ
1 be a face of an alcove A lying on a face ,~,y . Uw,y· 
FJ·, of C which is not of .strictly parabolic type and o ... 
dim FJ
i 
= dim FJ'. We suppose that there exists a face ,w,y 
F1 of et "'.~.y' with the following two properties. J 1 ,w,y w, 
(1). The closure of Fi contains F1 
J 1 ' w , y J , ~', y . 
. (2) F1 lies on a face of Co of dimension great~r than 
J l' w, y'. .'\ 
the dimension of its own. 
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'1 Then the vertex -y of a lies on the face FJ " and this q' . W,y 
happens when p is a bad prime number. 
If this conjecture is true we can deduce the following 
Corollary. 
Coro'llary 4.10. 
IV 
If ~J is a subset of ~ which is not W-conj~gate to any 
IV 
other subset of ~,then except for the bad primes and sufficiently 
large q, the face FJ contains a a-invariant point. 
Proof: 
It can happen (for groups. of type ~7 and ES) that although 
'" the sub~et ~J is· not W-conjugate to any other subset of ~" to 
exist another face FJ , such that the corresponding subset ~J' 
has Dynkin diagram of the same type as. this of ~J. So let us 
IV 
first suppose that no other subset of ~ has the same Dynkin 
diagram as this of ~J. We suppose that ~J is not a strictly 
parabolic subset and that p is not a bad prime (the case of 
strictly parabolic subsets has been considered in 4.8). Thus 
the face FJ is on the boundary of the face F{O}- Let Pi u.w,y' 
be an alcove which intersects the face FJ.in a face of the same 
dimension as this of FJe By our conjecture the vertex 2y of 
.q 
PI is not ,on the face FJ ap.d so this face of Pi . in lA..w,y , u.w,y' 
question, must not be of strictly parabolic type. Let us 
suppose that PJ is a vertex vJ ; then for all q, the vertex of 
A which lies on vJ must .. be of type J, since there is no u.w,y 
other vertex'of Co with the same Dynkin diagram as this of the 
vertex vJ . Thu~ for the vertices,the Corollary is~true for all q 
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(except the bad primes). Now suppose that FJ is not a vertex. 
For the same reason as in the case of a vertex, the face of 
tlw,y which lies on FJ and has the same dimension as this 
of FJ must be the face FJ
1 
• 
,w,Y If we take q to be sufficiently 
large, then we can find some alcove ex 
w,Y 
-
such that PI . n FJ u..w,y 
is the closure of the face FJ
1 
of ~ . So, for sufficiently 
,w,y \Aw,y 
large q and except for the bad primes we can find an alcove 
et w,y intersecting the face F J in the closure of' its face 
Fl 
J,w,y· This means that FJ
1 is the face of smallest dimension 
,w,y 
among the faces of El . which lie , on faces of C of the same 
w,y . a 
type. Thus by Theorem 3.4. the a-invariant point contained 
-in fOI lies on FJ • \...tw,y 
Now suppose that there is some ~J.' with the same Dynkin 
diagram. as t~is of ~J. Then the alcoves whose. closures intersect 
the' face FJ must intersec=-FJ in faces of type either Jt or J. 
. . 1 
'Suppose that some alcove Q intersects FJ in the face FJ , . lA..w,y. ,w,y 
But then, the hyperplanes H., ,j' € J' (notation as in 4.5) J ,w, Y 
on which FJ
1
• lies must· coincide with the hyperplanes on which 
,w,y 
FJ lies. This gives w(fi J ) = ~J" which is a contradiction to 
our assumption. 
', ... 
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CHAPTER 5 
The orders ·of the connected centrali·zers of· semi-
simple elements in the finite exceptional Chevalley 
groups 
In the present chapter we apply the theory developed so 
far·to write down in tables the orders of the connected centralizers 
of semi-simple elements in the group Go of the fixed points of the 
Frobenius map cr of an exceptional Chevalley group G. That is, 
G is a group in one of the isogeny classes of type E6 , E7 , ES ' 
F4 and G2 . The case when G is a classical group has been treated 
recently in [7]. Also, we determine the conditions which have 
to be imposed on q for the occurrence of each family (EJ,[w]) 
discussed in· Chapter 4. 
To obtain these tables it is useful to have detailed 
information about the indecomposable reduced root systems ~, 
each of which can be embedded in a suitable real vector space. 
nn with a canonical basis·{s.} This information is given 
J. l~i~n 
in Table 1. 
Type Chosen basis ~ 
E 6 
r i =Ei-Ei +1' 
l~i~i 
r i =E 1-E i +1 , ri=E~,: 
·1~i~i-1 
r . = E. - E. +1 ,r =2 En, 1 1 1 i {oJ 
l~i~ i-1 
r i = £ 1 - E i + l' r i = £ ~-1 + £ i ' 
1~i~i-1,i~4 
. 7 
1 
r l - 2 (E1+£S-i £1) 
r 2=E 1+E2 
r. =.c. l-·E.· 23~i~6 1 1- ... 1- , 
1 7 
r 1=2(E +E.- ~L E.) 1 J 1 1 
r2=£1+~2 . 
r.=c. 1-£' '2,3~i~7 1 1- 1-
'\ 
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TABLE 1 
Positive roots 
e: • -E • , 
1 J 
1~1<j~i+1 
e: . , £ • +E . , 
1 1 J 
1~i,j~i,1:fj 
Ei-E j , 
l~i<j~i 
2 E. , E. + E. , 
1 1 J 
1<' .< '.,4' 
-l,J- i,lTJ 
E1 - Ej , 
1~1 <j~.Q, 
E.+£., 
1 J 
l~i,j~i,i:fj 
E·-E·, 
1 J 
l~i<j~i 
. ± E • +£ ., 1 ~ 1 < j !::; 6 
1 J 
Extended Dynkin diagram \ 
1 
C] 
-r 
r 1 r2. 
1 
~~~ 
o 
2· 2 
1 
2 2 
-----. --o=D 
ri-l ri : 
2· 1 
0 0- --
-G r) 
0 
r 1 r 2 r i _1 r i 
2 3 2 1 
2 r Z 
I. 
1: 
1 -r 
0 
1 2 3 ·4 3 2 
I 
I 
Type 
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Chosen basis 6. Positive roots Extended Dynkin diagram 
1 7 
r 1=2(£1+£8- i£i) 
r 2=£1+£2 
r.=£. 1-£. 2,3SiS8 1. 1.- 1.-
r 1=£1-£2 
r 2=-2£1+£2+£3 
±£.+£.,lSi<js7 
1. J 
1 8 "i 
2 E(-l) £., 
1 1. 
8 
"1.. =0,1, L"., even 
1 1.. 
1 
-r 
o 
2 
£1-£2'-£2+£3'-£1+£3. 
-2£1+£2+£3,-2£2+£1+£3 -ro r2 
2£3-£1-£2 
3 4 
3 
Q 
2 
In the above table we have shown .in black the nodes of the 
diagrams corresponding to·short roots and the numbers standing·on 
the nodes are the coefficients of the highest root with respect 
to 6.. 
For the imposed conjitions on q for the occurrence of the 
families w~h~ve"seen in Chapter «4 that we need to know the inverse 
of the transpose of the Cartan matrix of~. For the exceptional 
groups, with which we are dealing here, these matrices are as 
follows: 
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E6: 
4 3 5 6 4 2 
E7: 
4 14 6 8 6 4 2 t 
3 6 6 9 6 3 4 7 8 12 9 6 3 
5 6 10 12 8 4 6 8 12 16 12 8 4 
1 6 9 12 18 12 6 1 8 12 '16 24 18 12 6 
'3 2. 
4 6 8 12 10 5 6 9 12 18 15 10 5 
2 3 4 6 ·5 4 4 6 8 12 10 8· 4 
2 3 4 6 5 4 3 
E8: F4 : G2 : 
4 5 7 10 8 6 4 2 2 3 2 1 b J 5 8 10 15 12 9 6 3 3 6 4 2 
7 10 14 20 16 12 "8 4 4 8 6 3 
0 15 20 30 24 18 12 6 2 4 3 2 
8 12 16 24 20 15 10 5 
6 9 12 18 15 12 8 4 
4 6 8 12 10 8 .6 3 
2 3 4 6 5 4 3 2 
From these matrices. we can deduce that an exceptional Chevalley 
group Grr(K) is either G or G d and these groups are distinct sc a 
only in the cases of type E6 and E7 . 
The ord~rs of the possible centralizers determined by a 
,~ 
given family (EJ,[w]) are the same (Proposition 4.2) for every 
group G in a g}ven isogeny class. To find these orders we apply 
Proposition 4.3 and Theorem 12.4 [14] . 
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. " 
To determine the conjugacy classes in the.group nJ , for 
each J ~ I o ' we make great use of the material of Carter's 
paper [5]. For example, f~r all the types of groups, the orders 
of the centralizers determined by the families (~J[w]) can be 
obtained straight from'the tables given in [5]. For~ on the 
one hand these centralizers are the maximal tori in G 
cr 
determine~ from the tori which are determined by twisting the 
maximal torus To by an element in [w]. On the other hand~ in 
this case we have n~ = Wand the conjugacy classes of W correspond 
to certain diagrams - called admissible diagrams. Such a diagram 
which corresponds to [w], gives the characteristic polynomial 
f (t) of w on X. These poly~omials are listed aiso ,in [5]. Now 
w 
the value of fw(t) at q is just the order of the maximal torus 
Tw(q) of GO' determined from the torus which is obtained by 
twisting To by w. 
We shall not include the families (~,[w]) in our tables 
since the reader can have a complete list of these from [5] as 
has been pointed out above. 
Our notation here for the finite Chevalleygroups G and 
,0' 
their twisted versions, which we met in §4.2, will be the same 
as in [4] where the orders of these groups are a~so given. 
Let ,!ls give now two examples in order to see how the tables 
,\ 
which follow have been worked out. 
Example 1: We consider the Dynkin diagram of type A2 obtained 
from a subset of the extended'Dynkin diagram of type ES. As a 
rS -ro 
subset of type A2 we choose the subset 6J : 0 0 Obviously, 
'\ 
'\ . 
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this is a parabolic subset and so by Corollary 4.8 all the 
families (A2,rw]~ w € NW(~J) = nJ do occur for all q sufficiently 
large. To find the orders of the centralizers it is enough to 
know a representative element for each conjugacy class [w] in 
nJ • We look at the structrire of nJ . 
The Weyl subgro:up .1 WJ of the orthogonal subroot system 
~.l J to ~J is of type E6 generated by the reflections in the 
hyperplanes orthogonal corresponding to the nodes 
.1 r 4 r6 of the diagram ~J: r--~.~~.~--~"r-~~-~ 
br2 
We have seen 
(Proposition 2.2) that w~ is a normal subgroup of nJ and 
InJ:w~1 ~ 2, since ~J can only have one non-trivial symmetry. 
We consider the element a = w'w where w' ,w' are respectively 
o 0' 0 0 
the elements of maximal length in the Weyl subgroups W(E7 ) and 
W(E6 ) generated by the roots of the corresponding bases ~' in 
Table 1. We can easily check now (see p.p. 15) that the element 
induces on each diagram ~J .l the unique T = W W a and 6. J non-ro rS 
trivial symmetry. Thus we have nJ ~ < W~,T>, 2 1 . Now the T = 
element w, .1 to € W J mapsr1 , r 2 , r 3 , r 4 , r 5 , r6 -r6 , -r2 , -r5 , 0 
-r4 , -r3 , '-r1 respectively. Multiplying the element L on the 
left by w~, ~e obtain an element LO of nJ which i~duces also the 
non-trivial symmetry on 6. J and ,\commutes pointwise wi th w~. 
-Therefore, we have nJ = W(E6 ) x {l,TO }. 
Now the conjugacy classes of nJ can be determined by the 
theory of admissible diagrams. in [5]. There are' 25 classes in 
W(E6~ and so" 50 classes ,in nJ . We represent each conjugacy class 
in 'W(E6 ) by an ~lement si whose reduced expressions (in the,sense 
of Carter's paper) can be read off from the following diagrams., 
-61-
r3 r05 . r 1 r3 r 4 r5 r6 
~ <P 8 13 ~r2' 8 23 
r3 
<> 
r3 r 4 rS 8 2 0 8 14 r3 . r5 8 24 tt: r3 r5 
8 3 0 0 £2+£3 e: 5 -e: 1 r 2 -a 
r3 r 4 r 1 r3 r5 r6 r 2 
84 0---0 815 0--0 0--0 0 
r3 ~5 r 2 r 1 r3 r 4 r6 a 
r3 r 4 r5 
m ~ 0 0 0 816 ~ 0 0 .825 
£5-e: 1 r 2 b 
r5 r6 r3 .' r3 r 4 r5 r6 a 
~ 0--0 0 $17 0--0---0--0 0 
r3 r 4 r5 r 1 r3 r 4 r5 r6 
~ 818 
r 1 r 4 r6 a ~r3 88 0 0 0 0 s '19 
, r 2 
r 4 
r 2 r 4 r 1 r6 r ~6 89 0--0 0 0 s 20 
r 1 r3 r5 r6 £2+£3, 
810 0--0 0--0 
r3 r ' 4 r2' r6 r 1 r3 r 2 a r5 r6 
s11 0----{)--() 0 s 0--0 C-O 0--0 21 
r3 r 4 r5 r6 r' 1 r3 r 4 r5 r6 a 
s.t.2 ~
8 0 22 
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The other 25 classes can be determined now by the elements 
SiTo' 1 ~ i ~ 25. 
Now if G~· is an orbit in ~\Gcr determined by a conjugacy 
class [~] in OJ' as it is described in Propos~tion 4.1, then we 
have I (G~)cr I = I CMg)cr I J (sg)cr I = I Mcr ,w II Scr ,wI. 
g g X/-For the torus (8 )(1' we have (8 )(1 '" PJ/(qw-l) ~ . 
Thus I(sg)cr l = f /,\ v/v (q), where f / (t) is the characteristic 
,UJ, J w,v vJ 
polynomial of w on v/vJ,V = X ®lR, VJ = PJ ~lR = PJ ~lRo 
f (t) 
W,V 
= fw ~(t), where V~ is the orthogonal 
, v J J 
Now f / (t) = 
'w,v vJ f (t) 
. w, vJ 
subspace to VJo i ~ 25, then f V~(t) can be read 
w, J 
off from the admissible diagram of s .. If w = S.T , 1 ~ i ~ 25, 
l. l. 0 
then f ~(t) can be obtained if in f vlCt) we replace the factors 
w,VJ . s. 'J 
t .n + t n-1 n n-1 l. n + ••. + 1 by t. - t + 0 0 •• (-1) ° This is because 1: 0 = -1 
1 
on VJo 
,The s~cond example ~ill show now how the conditions on q 
are determined ~n the case of a non-parabolic subset. 
~ ~ 
Example 2: 
r 1 r3 
We consider the Dynkin diagram ~J: 0--0 
r -r 2 0 
0--0 
of the extended Dynkin diagram of type E60 ~J is a non-parabolic 
subset and we have to look for the conditions for occurrence of 
each family separately. 'Here we have ~~ = ¢ and so OJ ~ AutW(~J). 
). 
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Let w' be the element considered in the Example 1 and w" the 
00·
element of maximal length in the Weyl group W(D5 ) with diagram 
r r r ~6 Then the element a1 =w" w' induces the following .0 0 
r 2 
IV 
syrn.'lletry on ~: 
We see that a1 € 
a2 
= Sf S w~ 
0 0 £4+£2 
. 
S1J . Also 
W 
£4-£2 
.' 
we consider the element 
w £5+£2 , where s 0' s' are 0 the elements 
of maximal lengths in the Weyl subgroups W1 =(w wr '> , W2 = <w w ') . r 2 , r 1 , r3 0 
respectively. We see that the element 0'2 induces the symmetry: 
~ ~ 
0---0 .0--0 0---0 on llJ and so 0'2 € nJ . Now the elements 
r 1 r3 r -r r5 r6 2 0 
a1 ,a2 are not conjugate and generate a group isomorphic to the 
symmetric group S3. Looking at the tables in [5] for the orders 
of,AutW(llJ) we deduce that nJ = <0'1,0'2/ Thus we obtain three 
families, namely the families (3A2 ,1), 
(3A2 ,[a2 ]). For th~ conditions which need to be imposed on q 
for the occurrence of these families we have to consider the bat 
of roots iJ-~J' .~n the groups rJ~w according to the Theorem 4.4. 
We have i"J-4J=1r4,2r4} mod PJ . We must now distinguish between the 
different isogeny types for G - G can be either simply connected or 
adjoint. 
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The simply-connected case. We 
therefore 'pX I = 9. Thus X PJ J. 
type Z. But since 3Ai = 0 in 
9 
have ';1 
is either of 
X for all PJ 
= 3 and ILl = 3, PJ 
type Z3 e Z3 or of 
i = 1,2, .•• ,6~ we 
must have ~ ~ Z m Z3' where PJ 3 the A. 's 1 are the fundamental weights 
of the root system ~.= ~(E6). 
1 
v = S(r1 + 2r2 + r5 + 2r6 ), we 
In fact, if we put 
have X/p ~ Zr4 e Zv. We see J 
now that since the order of r 4 in X/~J is 3, for a character to 
exist for each g~oup rJ,~ which does not annihilate r 4 and 2r4 
it is necessary and sufficient that r 4 ~ 0 and 2r4 f 0 (from 
which, one of the two is redundant as 3r4 = 0). 
Now we pass to each individual group r J ' w~ere we impose , ,00 
the additional relations (qw-1)r4 = 0 and (qw-1)v = O. For w = 1, 
we see that the only·possible relation in rJ,l which could imply, 
r 4 = 0 is (q-1)r4 = o. Since 3r4 = 0, this is so·if and only if 
3 t q--l. Thus the condition we are looking for is 3Iq-1. 
For w = (J l' we have (qcr1-1)r4 = (q-1)r4 = o 'and 
-1 ' (qa1-1)v = ~ (r1+2r2+r5+2r6 ) - 2qr4 = o. We ,see here that the 
family ( 3A2 , [cr 1 ] ) does not occur for any q. For, if r 4 were non-
zero, then we,would have 31q-1 from the first relation and so 31q 
lrom the second one. This is, absurd. 
Thus r 4 ~ 0 if and only if 
312q-l i'.e; if and only if 3Iq+1. Hence the conditon her~ is 
3[q+l. 
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The above conditions on q can also be obtained easily by 
using the Brauer complex. For this we have to look for which q 
there is a solution of one of the sets of inequalities in (a)' 
and (b)' which satisfy the system of equations (*) of Chapter 4, 
pp. 50 , in Chapter 4. 
For w = 1, q has to satisfy the equation 3~4 = q-l, for 
+ 
such that = 2~4' 3114 , = 411 4 , 61-1 4 , . some 114 € Z>O zl z2 = z3 z4 = 
Z = .411 4 , z6 = 2114 are integers. This is so if and only if .slq-1. 5 
For w = 0'1' q has to satisfy the equation 311 = q-l for 
. 4 . 
17+ such that 2114 
4 . integer. Such some 114 € LI>O zl = + - 1S an a 114 3 
cannot exist. The find for the other element -1 . in the same we 0"1 
class [0'1] · Thus the family ( 3A2 ' [0' 1 ] ) does not exist for any q. 
For w = 0'2' q has to satisfy the equ~tion 3114 = q-2 for. 
+ such that some 114 € Z>O zl = 2114 + 
5 . . t 3 1S an 1n eger. Such a1l 4 
cannot exist. So we have to look for the other elements in.the 
class [0" 2] of 0"2 in nJ .. w = 0"20"1 is one of them. For this w, 
q has satisfy the equation 311 4 = q-2, for 
+ such to some 114 € Z>O 
that zl = 21-14 + 1, z2 = 3114 + 2, z3=4114 + 2, z = 611 4 +'3, 4 
Z5 = 31-14 + 3, z6 = 2114 + 1 are integers. This is so if and only. 
if 3Iq+1. 
The adjoint case. Detailed calculati~ns show that the conditions 
on q here 3"re the same as in the \\ simply-connected case,' except· 
for the family (3A2 '[0'1]) which occurs for all sufficiently large 
q which sa~isfi the condition 3\q-1. 
For the orders of the ce~tralizers determined by the above 
three families we have to work in .the same way as we did in 
Example 1. 
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In the tables which follow one row corresponds to each 
family. The 1st column gives the type EJ of the family 
(EJ,[w]). The 2nd column gives the abstract type of group which 
is isomorphic to nJ . The 3rd and 4th columns give respectively 
the orders of the semi-simple and toral parts of the centralizers 
determined by a family. In particular from the semi-simple part 
we can deduce what kind of graph automorphism is induced by w. 
The 5th column gives the conditions which need to be imposed on 
q for the occurrence of the families.· In this last column 
whenever there is no indication of condition for occurrence of 
a family this will mean that the subset ~J can be taken to be 
strictly parabolic subse" and "so the corresponding families 
. (EJ,[w]) occur for all q suffiCiently large. If AJ is a non-
parabolic subset then for the condition for occurrence of the families 
(EJ,[w]) we shall distinguish the simply-connected case from the 
'adjoint one by putting tlsc" for the former and "ad" for the "latter. 
Our notation for the types of ~J's will be as that of Dynkin's 
paper [10]. Also we shall denote by H1 and H2 the following groups. 
Let us write the symmetric. group S4 as the semi-direct product of 
Z2 x Z2 by 83 . ThenH1 denotes the semi-direct product of 
Z2 x Z2 x Z2 by S4' wherp. S4 acts on tbe normal part such that its 
Klein subg:oup ~2 x Z2 acts triv~ally and S3 permutes the components 
in all possible ways. H2 denotes the semi-direct product of the Weyl 
group of type D4 by 84 , where here the Klein subgroup. acts trivially 
on W(~4) and 83 acts as in the figure: 
.\ 
TABLE 2 
TABLE 3 
Orders of the connected centralizers of semi-simple elements ln F 4 (q) • 
Type of /)J 
A" 1 
(q:"'1)3 
(q+l)(q_l)2 
(q_l)(q+l)2 
(q+l)3 
(q+l)(q_l)2 
. (q_l)(q+l)2 
(q_l)(q2+1 ) 
(q+l)(q2+1 ) 
3 q -1 
q3+1 
condition for 
occurrence 
-6S-
TABLE 3 (Continued) 
Type of fl J r2 J I (M
g ) I ,I(sg)cr l condition for a 
........ , , occurrence 
tV 
IAl (q) I 3 
_ Al W(B3 ) (q-l) 
(q+l)(q-l) 2 
(q-l)(q+l) 2 
3 (q+l), ' 
(q+l)(q_l)2 
I 
. 2 (q-l)(q+l) 
2 (q-l)(q +1) 
2 
-(q+l)(q +1) 
. 3 1 q -
q3+1 
2Ai DS x Z2 
'2 I Ai (q) I (q-l) 2 21q-l 
-2 q -1 2lq-l 
(q+l)2 2Iq-l 
2 q -1 2lq-l 
q2+1' 2lq-l 
2 I A1 (q ) I (q-1) 2 21q-1 
2 q -1 21q-1 
'Cq+1)2 21 q-.l 
2 q -1 ,2Iq-1, 
q2+1 2lq-l 
tV 
IA1(q)21 2 A1+~1 Z2, x Z2 (q-l) 
2 q -1 
2 4 q -i 
2 (q+1) , 
A2 S3 x Z2 I A2(q) I (q-l) 
2 
2 q -1 
'\ 2 q +q+1 . ' 
12A2(q2)1 ., (q+l)2 
2 q -1 
2 . q -q+1 
. Type of AJ 
'., 
-69-
TABLE 3· (Continued) 
(q_l)2 
2· 
q -1 
2 q +q+l 
(q+l)2 
q2_1 
q2_q+l 
(q-l ).2 
q2_1 
. 2 
q -1 
q2+1 
(q+1)2 
q-1 
q+l 
. . 2 
\~l(q)\ \A1(q)1 q-l 
q+1 
IA2(q)\ IA1(q)\ q-1 
12A2 (q2)\ IA1(q)\ q+l 
1 A'2(q) II A1 (q) \ q-1 
\2A2(q2\ \A1(q)1 q+l 
\B2(q)1 \A1 (q)1 q~l 
q+1 
q-1 
q+l 
'
2 2 
A3 (q·· ) \ q-l 
q+1 
,. 
condition for 
occurrence 
21q-1 
21q-1 
2{q-l 
21q-1 
214-1 
2lq-l 
21q-1 
21q-l 
21q-1 
21q-1 
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. TABLE 3 (Continued) 
Type of !J.J nJ I (M
g ) I a I (sg)a I . condition for 
. occurrence 
B3 Z2 I B3(q) I q-l 
q+l 
C3 Z2 I C3(q) I q-l 
q+l 
tV 2 3lq-l A2+A2 Z2 I A2 (q) I 1 
I~A2(q2)\2 1 3\q-l 
·tV 
A3+A1 Z2 I A3 (q) 11 A1 (q) I 1 4 I q-l 
If A3(q2)IIA1(q)\ 1 4lq-l 
C3+A1 1 \c3(q)I\~1(q)I' 1 21q-1 
B4 1 IB4(q) I ·1 2lq-l 
F' 4 1 IF4 (q)1 1 
TABLE 4 
Orders of the connected centralizers of semi-simple elements in Ee(q) 
--------------------------------------'------------------~----I' -
Type of !J.J 
(q_1)5. 
(q+l)(q_1)4 
(q+1)2(q_1)3 
(q_l)2(q3_1 ) 
:2 3' (q-l) (q+1) 
(q2_1 )(q3_1 ) 
( q -1 ).( q 4 -1 ) . 
(q2+q +1 )(q3_1 ) 
. . 4 . 
(q+l)(q -1) 
q5_1 
( q 2 + q +1 ) ( q 3 + 1 ) 
" 
condition for 
occurrenc§ 
sc. au. 
~. 
Type of 6.J 
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. TABLE 4 (Continued) 
condition for 
occur.rence 
..... sc. ad. 
4 (q-1) 
(q+1)(q_1)3 
(q2_1 )2. 
(q_1)(q3_1 ) 
q4_1 
(q+1)2(q2_1) 
(q2_1)2 
(q_l)2(q2_1) 
(q-l) (q3+1.) 
(q_1)2(q2+1) 
(q_l)4 
(q+l)(q_1)3 
(q_l)(q3_1 ) 
. (q2_1)2 . 
(q+1)(q3:..1 ) 
(q2+q+1 )2, 
(q2_1)2 
q4_1 
4 2 q +q +1 
(q_1)3 
2 (q+1)(q-l) 
2 2 \A1(q )1 IA1(q)I(q+1)(q-1) 
2 (q-1)(q+l) 
q3_1 
(q+l)(q2+q+1 ) 
lA2(q)\ IA1~q)\' (q_1)3 
(q+l)(q_1)2 
q3_1 
.~ 
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. TABLE 4 (Continued) 
Type of ~J nJ . I (M
g ) cr I \ (sg)cr I condi tion fo'r 
. occurrence 
. . . . . . 
·SC. ad. 
A3 DS . IA3(q) I (q-1) 
3 
(q+l)(q-l) 2 
(q-1)(q+l) 2 
12A3(q2)I (q+l)(q-l) 2 
2 (q-l)(q +1) 
4,A1 S4 IAl (q) I 
4 (q-l) 2 2fq-l 2lq-l 
22 IA1(q )IIA1 (q)1 . 
2 q -1 2lq-l . 21 q-l 
3 1 A1 (q ) II A1 (q) I 2 q +q+l 2lq-l 2(q-1. 
2 2 2 2lq-l 21q~1 \A.,(q ) 1 . (q-1) 
-11 . 
4 2 . 2Iq-·l 21q-1 ~1tl(q )·1 q -1 
A2tA1 Z2 IA2 (q)IIA1(q)j2 
. 2 (q-1) 
2 2 2 I A2(q )1 IA1(q )1 2 q -1 
2A2 s3 x Z2 I A2 (q) 1 
2 . . 2 
.(q-1) 
2 (q -1) 
2 . q +q+1 
2 A2 (q ) . (q+1)2 
2 q -1 
2 q -q+1 
A3+A1 . Z2 1 A3 (q) \ I A1 (q) \ (q-l) 2 
2 q -1 
A4 Z2 \A4 (q)1 (q-l) 
2 
2 q -1 
D4 S3 ID4(q) 1 (q-1) 
2 
12D4 (q2) 1 2 . q -1 
13D4 (<i3 ) I 2 . 1. q +q+1 
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. TABLE 4 (Continued) 
Type of flJ nJ I (M
g ) I (J I (sg) I . condition for (J 
occurrence 
SC. ad. 
2A2+A1 Z2 
2 I A2 (q) I I Ai (q) 1 q-l 
q~l 
A3+2Al Z2 
. 2 
I A3 ( q) I I Al (q) I q-l 21q~1 2lq-l 
2 22 1 A3(q )1 IA1(q )1 q-l 2Iq·-l 2lq-l 
A4+Al 1 IA4(q)IIA1(q)1 q-l 
A5 Z2 I A5(q) 1 q-l 
q+l 
D5 1 ID5 (q) ( q-l 
3 3lq-l 3lq-l 3A2 S I A2 (q) 1 1 3 
2 2 2 I A2 (q )1 IA2(q )1 1 31q+l 3(q+l 
3 3lq-l 1A3(q ) I 1 never 
occurs 
A5+Al 1 lA5 (q) 1IAl (q) 1 1 21q-l . 2lq-l 
ES 1 lE6 (q) I 1 
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TABLE 5-. 
Orders of the connected centralizers of semi-simple elements i.n E7 ( q). 
Type of 6.J 
(q_1)6 
(q2_1 )(q_1)4 
(q3_1)(q~1)3 
- 2 2 2 (q-1) (q -1) 
(q_1)2(q4_1) 
(q~1)(q2_1)(q3_1) 
(q_1)(q5_1 ) 
(q2_1 )3 
(q2_1 )3 
(q2_1)(q4_1) 
-2 . 4 (q -1)(q -1) 
(q3 _1)2-
q6_1 
6· -
q -1 
. 2 4 (q+l) (q-1) 
(q+l)2(q2_1)2 
. (q+l)6 
(q2_1 )3 
(q_1)(q+1)5 
2 4 (q+l) (q -1) 
(q_1)2(q4_1) 
(q+1)(q2~1)(q3_1) 
(q+l)3(q3+1 ) 
2 - 3 (q-1)(q -1)(q +1) 
( ( 2 - 2 .q+1) q -1) 
222 (q +1)(q -1) 
condition for 
. occurrence 
se. ad. 
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TABLE 5 (continued) 
Type of flJ nJ I (U
g ) I 1 (sg) I condition for cr a occurrence 
- SC. ad.' 
A1 W(D6 ) lAl (q) I (q_l)2(q2+l)2 
( q + 1 ) 2 ( q 2,+ 1 ) 2 
2 4 
- '(q -l)(q +1) 
2 4 (q ~q+1)(q ~1) 
(q+1)(q2_1 )(q3+1 ) 
2 3 (q-1)(q +l)(q +1) 
(q+l)(q5+1 ) 
2 4 (q +1)(<! -1) 
(q2+1)(q4+1) 
(q3+1 )2 _ 
2Al W(B4 ) x Z2 IA1(q)1 
2 -5 (q-l) 
2 3 (q -l)(q-l) 
_ 2 2 (q-1)(q -1) 
2 2 (q-1)(q -1) , 
. , 2 3 (q-1) (q-1) 
4· (q-1)(q -1) 
4 (q-1)(q -1) 
2 3 (q -l)(q+l) 
2 2 (q+l)(q -1) 
2 - 3 (q -1)(q +1) 
2 '2 (q-1)(q +1) 
2 ,3 (q -1 ) (q':"1 ) 
2 2 (q-1)(q -1) 
2 2 (q+1)(q -1) 
\' (q+1)(q2_1)2, 
2\ 3 (q -1) (q -1) 
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TABLE 5 (contined) 
Type of 6.J nJ I (U
g ) I a I(sg)a l condition for 
. occurrence 
SC. ad. 
2A1 W(B4 ) x 'Z2 IA1(q)1 
2 4 (q+1)(q -1) 
4 (q+1)(q -1) 
(q+l)5 ". 
(q-1)(q+l) 4 
(q+1)2(q3+1 ) 
(q+1)(q2+1 )2 
2 I A1 (q ) 1 2 2 (q-1)(q -1) 
4 . (q-1)(q -1) 
, 2 2 (q+1)(q -1) 
2 3 (q -1)(q+1) 
2 3 (q -l)(q +1) 
2 3 
'. (q+1) (q-l) 
·4 . (q+l)(q -1) 
(q+l)(q4+1 ) 
(q2+1 )(q+1)3 
2 3 (q -1)(q-1) 
2 3 (q +l)(q-l) 
2 2 (q-l)(q -1) 
~q+1)(q2_1)2 
2 3 . (q-l) (q +1) 
2 3 (q -l)(q -1) 
4 (q-1)(q -1) 
4 (q-1)(q +1) 
4 . 
(q+1)(q -1) 
A2 8 6 x Z2 
'\ I A2(q) I (q-1) 5 
(q+l)(q-l) 4 
(q_1)(q2_1 )2 
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TABLE 5 (continued) 
Type of Il'J nJ \ (Mg)cr\ 1 (sg) \ condition for cr occurrence 
. sc. ad .• 
A2 86 x'Z . (A2 (q)\ 
. 2'3 
2 (q-1) (q .-1) 
. 2 3 (q-1) (q+1) 
2 3 (q -l)(q -1) 
4 (q-1)(q-l) 
. 2 .. 3 
(q +q+1)(q -1) 
4 
.(q+1)(q.-1) 
5 (q -1) 
2 3 (q +q+1)(q +1) 
(2A2 (q2»), (q+1)5 
2 3 (q -1)(q+1) 
2 . 2 (q+1)(q -1) 
( q'+ 1 ) 2 ( q 3 + 1) . 
2 2 (q-1)(q -1) 
2 3 (q -l)(q +1) 
4 (q+1)(q -1). 
2 3 (q -q+1)(q +1) 
4 (q-1)(q -1) 
(q5+1 ) 
2· 3 (q -q+1)(q -1) 
[3A1 ] , W(B3 ) x Z2 lA1 (q)\ 
3 (q-1) 4 
2 2 \. (q -1)(q-1) 
2 2 (q -1)(q-1) 
(q2_1)2 
'\ ;' ~.(q2 _1)2 
2 2 (q oo:-l)(q+l) 
2 2 (q -1)(q+1) 
(q+1)4 
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TABLE 5 (continued) 
Type of ~J nJ I(Hg)a l I (sg) I condition for a occurrence 
SC. ad. 
[3Al ] t W(B3 ) x Z2 I Al (q) I I Al (q 
2 ) I · (q2_1 )(q_l)2 . 
. (q2_1)2 
(q2_1)2 
(q2_1)2 
2 . 2 (q -l)(q+l) 
2 2 (q-l)(q+l) 
.( cf--l ) ( q + 1) 2 
(q2+1 )(q+1)2 
3 I Al (q ) I . . 3 (q-l)(q -1) 
. 3 (q+l)(q -1) 
3 (q-l)(q +1) 
(q+l)(q3+1 ) 
. . 3 (q_l)4. 
. [3A ]" W(F4) IA1(q)1 1 
(q+l)(q-l) 3 
(q2_1)2 
3 (q-l)(q -1) 
4 (q -1) 
(q+1 )4 
("q_l)(q+l)3 
(q+1)(q3+1 ) 
(q2+1)2 
.. 2 2 2 IA1(q)1I A1(q )\ (q -l)(q-l) 
2 2 (q +l)(q-l) 
(q2_1)2 
"\ . 2 . 2 (q -l)(q+l) 
\ 3 (q-l)(q +1) 
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TABLE 5 (continued)· 
Type of 6J OJ 1 (Mg)a I· I (sg)Q" condition for occur;rence 
. sc. ad • 
[3A ]ft 1 W(F4 ) IA1 (q)IIA1 (q2)1 (q+1)(q3~1) 
(q4_1y· 
q4+ 1 
2 . 2 (q +1)(q+1) 
3 I A1 (q ) I . 3 (q-1)(q -1) .. 
3 . (q-1)(q +1) 
. 3 (q+1)(q -1) 
3 (q+1)(q+l) 
4 2 (q -q +1) 
2· 2 (q -q+1) . 
( 2+ +1)2 qq . 
A2 + A1 8 4 x Z2 \A1 (q)IIA2 (q)\ (q-l) 
4 
·3 (q+l) (q-·1) 
3 (q-1)(q -1) 
(q2_1)2 
4 (q -1) 
2 2 \A1 (q)1 \ A2 (q )1 . (q+l)4. 
2 2 (q+1) (q -1) 
t) (q+1)(qv+1) . 
(q2_1)2 
4 q -1 
A3 S4 xZ2 xZ2 IA3 (q) I (q-l) 
4 
. 3 (q+1)(q-1) 
. 3 
'\ (q-1)(q -1) .~ 
. ,(q2 _1)2 
4 q -1 
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TABLE' 5 (continued) 
Type D.J OJ I (M
g ) I I (sg) (j I condition for (j 
oqcurrence 
. . . . . . . . , sc • ad. 
A3 S4 'x Z2 x Z2 IA3(q)1' (q+l)(q-l) 
3 
(q2_1)2 
, 3 . 
(q+l)(q -1) 
2 ' 2 (q -1)(q+1) 
(q2+1 )(q+l)2 
12A3(q2) I 2 2 (q+l) (q -1) 
. (q2_1)2 
3 (q +1)(q-1) 
2 2 (q-l) (q -1) 
2 2 tq-l) (q +1) 
, 4 
. (q+l) . 
2 2 (q+l) (q ~1) 
(q+l)(q3+1 ) 
(q2_1)2 
4 q -1 
[4A1 ] , HI ! Al (q) I 
4 (q-l) 3 2lq-l 2Iq~1 
2 2 (q-l) (q -1) 2lq-l ,2Iq-l 
2 (q+l)(q -1) 21q-1 21 q-1 
(q+l)3 2lq-l 2lq-l 
2 2 
"IA1 (q)1 IA1(q )L 2 (q-l)(q -1) 2[q-1 2lq-l 
2 (q+1)(q -1) 2lq-l 21q-1 
2 (q-l)(q +1) 2lq-l 21q-1 
(q+l)(q2+1 ) 2\q-l 2!q-1 ' 
, 3 
IA1(q)!1~1(q )1 3 q -1 2lq-l 2lq-l 
"\ q3+1 2lq-l ' 21q-1 
4 I Al (q )' . 2 (q':'l)(q -1) 21q-1 21q-1 -
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TABLE 5 (continued) 
Type ~J nJ I (U
g ) I a I(sg)a l condition for 
occurrence 
SC. ad. 
[ 4A11' H1 
4 
f Al (q ) I 2 . (q-1)(q +1) . 2lq-l 21q-l·. 
2· (q+1)(q ~1) 21q-1 21g-1 
(q+l)(q2+1 ) 21q-1 2lq-l 
IA1(q2)12 (q-1) 3· 21q-1 ·2Jq-l 
2 (q-l)(q -1) 21q-l 2lq-l 
(q.;..I)(q2_1 ) 2!q-l 21q-1 
2 (q+1)(q -1) 2lq-l 2lq-l 
2 (q+l)(q -1) 2lq-l 2lq-l 
(q+l)3 21q-1 2lq-l 
[4A ]" 4 3 We B3 ) I Al (q) ! (q-1) 1 
(q+1)(q-l) 2· 
2 (q+1) (q -1) 
(q+1)3 
. 3 3 1 I A1 (q) II A1 (q ) I q -' 
q3+1 
2 (q-1)(q -1) 
2 (q+1)(q -1) 
. 2 (q-1)(q +1) 
(q+1)(q2+1 ) 
... . 2 3· 
A2 + 2A1 Z2 x Z2 x Z2 I A2 ( q) I I A1 (q) r (q-1) 
2 (q-1)(q -1) 
2 IA2(q) IIA1 (q ) I (q_1)(q2_1 ) . 
2· (q+1)(q -1) . 
2 22 . 2 
'\ I A2 (q )IIA1(q)1 (q+1)(q -1) 
(q+1)3 
\ 
12A2(q~)IIA1iq2)t 2 (q-1)(q -1) 
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TABLE 5 (continued) 
Type l:lJ nJ I (M
g ) I 
a 
1 (sg) I condition for 
a occurrence 
SC. ad. 
A2 + 2A1 Z2 x Z2 x Z2 
222 I A2 (q )1 IA1 (q )1 2 (q+1)(q -1) 
2 3 2A 8 3 x Z2 x Z2 IA2 (q)1 (q.-1) , 2 
(q+1)(q-l) 2 
3 1 q' .-
12A2(q2)12 (q~1)3 
(q+l)(~2~1) 
q3+1 
2 1 A2 (q ) I (q_1)(q+1)2 
. 2 (q-1)(q -1) 
2 (q -q+1)(q-1) 
(q+1)(q-l) 2 
. 2 (q+1)(q -1) 
. 2 (q +q+1)(q+1) 
[A3 A1]" Z2 x Z2 x z2 1 A3 ( q ) II A1 (q) I 
3 (q-1) . ' 
(q+1)(q_l)2. 
(q+1)(q-1) 2 
(q-1)(q+1) 2 . 
2 2 I A3 (q ) I I A1 (q) I 2 (q-1)(q -1) 
2 (q+1)(q -1) 
\\ 2 (q+1)(q -1) 
(q+l)3 
[A +A 1" 84 x Z2 I A3 ( q) I I A1 (q) 1 
3 
3 1 . (q-1) 
(q+l)(q-1) 2 
2 (q+l)(q -1) 
'\ (q+1)(q2+1 ) 
,~ 
\ . 
3 l' q.-
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TABLE 5 (continued) 
.. - ..... 
Type ~ nJ' I (Mg) a I I(sg)a l condition for occurrence 
. '" ..... ' , " . sc • ad. 
2 2 ' 2 
'[A +A l" S4 x Z2 I A3(q )IIA1(q)1 ,(q-l)(q -1) 3 1 
2 (q-1)(q +1) 
2 (q+l)(q -1) 
(q+1)3' 
q3+1 
A4 S4 x Z2 IA4 (q)1 (q-1) 
3 
, 2 
,(q+1)(q-1) 
3'1 ' q -
12A4(q21 ' (q+1)3 
2 (q+1)(q -1) 
q3+1 ' 
D4 W(B3 ) I D 4 (q) I' (q_1)3, 
, 2 (q+1)(q-1) 
2 ' (q+1)(q -1) 
(q+l)3 
1 ~D4 (q2) I 2' (q+1)(q -1) 
(q+1)(q2+1 ) 
2 (q-l)(q +1) 
. 2, (q-1)(q -1) 
I 3D4 (q3) I 3 . q -1 
q 3+1 
5Al (Z2xZ 2 )~Z2 .\ t A1(q)\ 
5 ' 2 (q-l) 2lq-l 2lq-l 
2 q -1 2[q-l 21q-l 
(q+l)2 2lq-l 21q-1 
). 
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TABLE 5 (continued) 
Type D.J nJ I (M
g ) crl r (sg) I condition for cr occurrence 
. . . . . . . . . . . sc • ad • 
2 3 2 2)q-l .. 2lq-l 5A (Z2XZ2)'\..Z2 1 Al (q ) I I A1 (q) 1 q -1 1 
q2+1 21q-1 2lq-l 
I A1 (q 4 ) II A1 (q) I ·2 21q-1 q -1 never 
occurs 
q2+1 never 2)q-1 
occurs 
2 2 . 2 2lq-l \ 1 A1 (q ) I I Al (q) I (q-1) Dever 
occurs 
2 1 . q - . never 21q-1 
occurs 
2 21q-1 q -1 never 
occurs 
(q+1)2 never 21q-1 
occurs 
(q-l) 2 2Iq-l 214-1 
2 q -1 21q-1 21q-1 
(q+1)2 2lq-l 2lq-l 
A2+3Al 8 3 x Z2 I A2 ( q) II A1 (q) I 
3 (q-l) 2 
2 
IA2(q)( lA1 (q )1~1(q)1 
2 . 
q -1 
222 I A2(q )1 IA1(q )1~l(q)1 
2 q -1 
12A2(q2)1 1~1(q3)( 2 q -1 
12A2(q2)"IA1 (q)(3 (q+1)2. 
I A2 ( q) ( 1 A1 (q 3 ) I 
t) 
q'J+q+1 
2 . 2 2A2+A1 Z " z' 'I A2 ( q) I I A1 (q) I \\ (q-l) 2 2 2 . 
IA2(q )IIA1 (q)1 
2 q -1 
,. 
2 2 I A2 (q ) I I A1 (q) I q -1 
t 2 A2 ( q 2 ) I 2( Al (q)' 1 (q+1)2 
. [A +2A ]' . 2 2 21q-1 21q-1 Z2xZ2xZ2 . I A3 ( q) I I A1 (q) I q-l) 3 1 
\ 
. 2 .~ (q -1 21q-1 21q-1 
-85-
TABLE 5 (continued) 
Type ~J nJ . I tug) I a I(sg) I (J condition for occurrence 
sc. ad. 
[A3+2A1] , Z2xZ2xz2 
2 IA3 (q) ItA1 (q ) I (q+1)2 21 q-l·· 2{q-1 
q.2_1 2lq-l 21q-1 
2 2 2 I A3 (q )1 IA1(q )1 ' 2 (q-1) 21q-1 21q-1 
2 q -1 21q-1 2Iq-l· 
2 2 t 2 I A3 (q )1 A1(q)I (q+1)2 21q-1 21q-1 
2 q -1 21q-l 21q-1 
[A +2A ]" Z2 x Z2 IA3 (q)IIA1(q)1
2 2· 
2 1 (q-1) 
2 q -1 
2 2· . 2 I A3 (q)IIA1 (q)1 (q+l)2 
2 q -1 
A::s+A2 Z2 x Z2 I A3 (q) II A2(q) I (q_1)2. 
2· q -1 
22121 .~ A3 (q ) 1 A2(q) (q+l)2 
2 q -1 
A4+Al Z2 I A4(q) IIAl (q) I 
. 2 (q-l) r 
2 2· . 
I A4 (q )IIA1 (q)1 (q+l)2 
[A l' Z2 ~ Z2 I AS (q)l 2 (q-l) 5 
q+1)2 
I2As(q2)1 (q+l)2 
. 2 
q -1 
[A ]" S x' Z IA5 (q) I 
2 (q-1) 5 3 2 
2 q -1 
2 q +q+1 
S 3; x Z2 J2AS(q2)1 (q+1)2 
2 q -1 
'\ 2 ., q -q+1 
. . 
-S6-
, TABLE 5 (continued) 
Type nJ nJ ' I tug} cr I Ics
g ) t condition for a occurrence 
, sc. ad .. 
D4+Al ' DS \D4(q) IIAl (q)! (q-l) 
2 
2 q -1 
(q+l) 2' 
, 1 2D 4 ~ <f}\ ! A 1 (q) I, 2 q -1 
q2+l 
D5 Z2 x Z2 ID5(q~}I (q-l) 2 
2 q -1 
12D5 (cD I (q+l)2 
2 q -1 
3A2 S3 x Z2 I A2(q)! 
3 q-l 3tq-l 3!q-1 
!2A2(q2)13 q+1 3lq+l 3lq+i 
I A2(q2) \ f A2(q) I q+1 3lq-l 31 q-l ' 
t A2(q3) t q-l 31q-l 31 q·~l 
12 2 2 I A2 ( q ) I I A2 ( q ) q-l '31q+l 3lq+l 
J2A2 (q6) 1 q+i, ' 3lq+l 3lq+l 
A3+3Ai Z2 x Z2 1 A3 C q) I \ Ai (q)1 3 . q-1 21q-l 2lq-l 
12 2 2 J A3Cq )11A1Cq ) 1A1 (q)1 q-l 2\q-l 21q-1 
2 2 3 \ A3 (q ) I \ Al (q) I q+l 2Iq:"'1 21q-l 
, 2 ' 
IA3(q)1 \Al(q )IIA1 (q)1 q+l 2lq-l 2\q-i 
A3+A2+Al Z2 \A3(q)1 IA2~q)I'IA1(q)1 q-l 
~ 2 2 2 ~ \ A3(q)1 I A2(q )1 IA1(q)1 q+i 
2A3 Z2xZ2xZ2 " I A3(qJ 1
2
. q-l 4lq-l 2lq-l 
q+l 4\q-l 2lq-i 
2 1A3(q )1 q-1 4lq+l 2)q-l 
'\ q+l ~ 41 q+l 21q-1 
q-i 4\q-1 2Iq-l 
-
q+l 4lq-l 2lq-i 
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TABLE 5 (continued) 
Type llJ nJ I (M
g ) I I (sg) (j I condition for (j 
occurrence 
. sc. ad • 
2A3 Z2x.Z2xZ2 · 12A3(q2)12 q-l 41q+l . 2( q-l 
q+l 4lq+l 2lq-l 
A4+A2 Z2 IA4(q)IIA2(q)1 q-l 
12A4(q2)1 r2A2(q2)1 q+l 
[A5+Al l' Z2 I A5(q)11 Al (q) I q-l 21q-l 21 q-l . 
2 2 I A5(q )IIAl(q)1 q+l 2lq-l 21q-1 
[A +A l"· 
. 5 1 Z2 ·IA5(q) flAl (q) I· q-l 
12 A 5 (q11 I Al (q) I q+l 
A6 Z2 lA6(q) I q-l 
12A6(q~ r q+l 
D4+~AI Z2 .x Z2 ID4(q) If Al (q) 12 q-I 2Iq-l· 2lq-l 
q+l 2lq-l 2(q~1 
·,2 2 I 2 D 4 ( q ) I Al (q ) I q-l never 2fq-l 
occurs 
q+l never 21q-l 
occurs 
D5+AI Z2 I D 5 (q) II Al (q) I q-I 
221 I D 5 ( q ) I Al (q) I q+l 
D6 Z2 ID6(q) I q-l 
q+l 
E6 Z2 IE6(q")l q-l 
12E6(q2) I q+l 
" 
2A3+Al Z2 x Z2 2 IA3(q)1 IAl(q)1 1 4lq-l 4lq-l 
2 4lq-l .• J A3 ( q ) I I Al (q) I 1 never 
occurs 
1 never 4lq-l 
222 occurs 
, I A3 (q ) I .I A1 (q) I 1. 4lq+l 4lq+l 
'\ 
-88-
TABLE 5 (continued) 
Type llJ nJ 1 (M
g ) t I (sg) I condition for cr (J occurrence 
. sc. ad • 
A5+A2 Z2 \A5(q) I lA2(q) I 1 31q-l alq-l 
r2A5(q2)tl~A2(q2)1 1 3lq+l 3tq+l 
A7 Z2 A7 (q) 1 .41 q-l 4{q-l 
\2 A7(q2) I 1 4l'q+l, 4iq+l 
D6 +A1 1 lD6 (q) II ~l (q) I 1 2lq-l 2lq-l 
E7 1 I E7 (q) i 1 
-89-
TABLE 6 
Orders of the connected centralizers of semi-simple elements in ES(q). 
Type of 6. J 
. (q_1)7 
(q+1)(q_1)6 
(q+1)2(q_l)5 
. (q3_1 )(q_1)4 
(q_1)(q2_1 )3 
condition for, 
occurrence 
( q -1 ) ( q,2 -1 ) 3 
(q_1)2(q2_1 )(q3_1 ) 
(q_l)3(q4_1 ) 
2' 3 (q+1)(q -1) 
(q+l)(q2_1)3 
3 2" 2 (q -l)(q -1) 
(q_1)(q3_1 )2 
(q_1)(q2_1 )(q4_1 ) 
(q_1)(q2_1 )(q4_1 ) 
(q_1)2(q5_1 ) 
(q+1)(q3+1 )(q_1)3 
(q_1)3(q2+1 )2 
(q_1)2(q+1)5 
(q+1)2(q2_1)(q3_1 ) 
(q+1)(q3_1 )2 
. 2 '4 (q+1)(q -l)(q -1) 
2 4: (q+1)(q -l)(q ~1) 
,3 4 
, (q -l)(q -1) 
(q2_1 )(q5_1 )· 
Type of f1 J 
-90-
TABLE 6 (continued) 
condition for 
occurrence 
(q_l)(q6_1 ) 
(q_l)(q6_1 ) 
(q3+1 )(q2_1 )2 
(q_l)(q2+1)(q4_1) 
(q+l)(q_l)2(q4+1 ) 
(q_l)2(q2+1 )(q3+1 ) 
(q2_1)(q+l)5 
. 2 3 (q-l)(q +q+l) 
2 . 4 (q-l)(q +l)(q+l) 
'2 2 . 3 (q+l) (q +l)(q -1) 
(q+1)(q2+1 )(q4_1 ) 
(q2+q+1)(q5_1 ) 
(q+l)(q6_1 ) 
6 ' (q+1)(q -1) 
7 . ' 
q -1 
(q2_1)(q+l)2(q3+1 ) 
(q+1)(q2_1)(q4+1) 
, (q3+1 )(q4_1 ) 
(q2_1 )(q5+1 ) 
(q_l)(q2+1 )(q4+1 ) 
(q-l) (q3 +1) 2 
(q3_1 )(q4_q 2+1 ) 
(q_l)(q6+q3+1 ) 
(q3_1 )(q2_q+1 )2 
(q+l)7 
( ~1)3( 2+1)2 ,q \ .q 
(q3+1 )(q2+q+1 )2 
J. 
Ty-~ of ~J 
.~ 
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TABLE 6 (continued) 
'" 2 4 (q+1)(q +l)(q +1) 
(q3+1 )(q+1)4 
(q+1)2(q5+1 ) 
(q+l)(q3+1 )2 
6 3 (q+1)(q -q +1) 
7+1 q . 
(q3+1 )(q4_q2+1 ) 
2 5' 
.(q-q+1)(q +1) 
. 2 . 3 
(q+l)(q -q+1) 
(q_l)6 
(q+l)(q_1)5 
2 4 (q+l) (q-1) 
(q+1)2(q_1)4 
3 '" 3 (q -l)(q-l) . 
(q2_1 )3 
(q2_ 1 )3 
2 3 (q-1)(q -l)(q -1) 
. . 2 4 
(q-1) (q -1) 
(q_l)2(q4_1) 
(q+l)2(q2_1)2 
(q+1)2(q2_1)2 
2 3 (q-1)(q+1) (q -1) 
(q3_1 )2 
(q2_1)(q4_1) 
. 2 4 (q -l)(q -1) 
. 5 . 
(q-1)(q -1) 
'. 
. 2 3 (q-1)(q -l)(q +1) 
condition for 
occurrence 
. , 
i: 
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TABLE 6 (continued) 
Type of llJ nJ I (M
g) I I (sg)crl condition for cr occurrence 
2A W(B6 ) 
2 222 
1 IA1 (q)1 (q-1) (q +1) 
(q-1)(q+1) 5 
2 4 . (q+1) (q -1) 
2 4 (q+1) (q -1) 
2 3 (q+1)(q +l)(q -1) 
6 q -1 
. 2 3 (q-1)(q+1) (q +1) 
. 2 . 2 2 (q -l)(q +1) 
2 . 4 . (q -l)(q +1) 
2· 3 (q-1)(q +l)(q +1) 
(q+1)6 
(q+1) 2 (q2 +1.) 2 
(q+1)3(q3+1 ) 
(q3+1 )2 
2 4 (q +l)(q +1) 
(q+l)(q5+1 ) 
2 I A1~ q ) I (q+1)(q_l)5. 
2 4 (q+1) (q-l) 
2 . . 4 (q +1)(q-1) 
(q2_1 )3 
(q2_1 )3 
. 2 3 
. (q-1)(q -l)(q -1) 
0,",. 
2 4 (q-1) (q -1) 
(q2_1 )3 
2 4 (q-1) (q+1) 
'\ 24. (q -l)(q -1) 
2 4 (q -l)(q -1) 
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TABLE 6 (continued) 
Type of !J.J nJ I (Mg) I a I(sg)a l condition· for occurrence 
2Al W(B6 ) 
2 IA1 (q )1 2 3 (Q+1)(q -l)(q -1) 
2 3 (q-1)(q +l)(q -1) 
2 . . 4 
(q -1)(q -1) 
2 3 (q-1)(q -l)(q +1) 
2 4 (q-1) (q +1) 
·24 (q -l)(q+l) 
3 3 (q -1)(q+1) 
2 4 (q+1) (q -1) 
2 . 2 2 (q -1)(q +1) 
. 2 3 (q+1)(q -1)(q +1) 
6 q -1 
(q2+1)(q4;"'1) 
5 (q+1)(q -1) 
2 . 4 
.(q -1)(q+1) 
. 5 (q-1)(q +1) 
(q2+1 )(q+1)4 
(q2+1 )3 
(q+1)(q2+1 )(q3+1 ) . 
2 4 (q+1) (q +1) 
q6+1 
A2 W(E6 ) x Z2 IA2 (q) I (q-1) 6 
(q+1)(q-1) 5 
~ 4 (q+l)~(q-l) . 
3 3 (q -1)(q-1) . 
'\ (q2_1 )3 
2 3 (q;"'l)(q -1)(q -1) , 
. -94-
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TABLE 6 (continued) 
Type of ~J nJ I (M
g) I cr I (sg)crl condition for 
occurrence 
A2 W(E6 )X Z2 I A2 (q)1 
2 4 (q-1) (q -1) 
(q+1)2(q2_1)2 
23· (q+1)(q ~1)(q -1) 
(q3_1 )2 
2 4 (q -1)(q -1) 
. 5 (q-l)(q -1) 
2 3 (q-1)(q -1)(q +1) 
. ·2 2 2 (q-1) (q +1) 
2 . 3 (q+l)(q +q+l)(q -1) 
. 2 4 (q+1) (q -1) 
5 (q+1)(q -1) 
6. 1 q -
2 4 (q ~1)(q +1) 
23· (q-l)(q +1)(q +1) 
2 3 (q +q+l) 
. 2 . 3· (q+l)(q +q+l)(q +1) 
2 4 2 (q +q+1)(q -q +1) 
6 ~. 
q +q'"'+l 
2 2 2 (q +q+1)(q -q+l) 
12A2(q2)1 (q+1)6 
2 4 (q -1)(q+1) 
(q2_1)2(q+1)2 
(q3+ 1 )(q+l)3 
(q~_1)3 
~ 3 . ( q + 1 ) ( q ~ -1 ) (q ~+ 1 ) 
'\ 
. 2 4 (q+l) (q -1) 
\ 
222 (q-l) (q -1) 
'rype of !::. J 
3A 1 
"\ • J ,. 
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TABLE 6 (continued) 
'2 3 (q-l)(q -l)(q +1), 
(q3+1 )2 
(q2_1)(q~_1) 
(q+l)(q5+1 ) 
(q+1)(q2_1)(q3_1 ) 
(q+1)2(q2+1)2 
22. 2 (q -1)(q -q+1) 
. 2 4 (q+1) (q -1) 
(.q~1)(q5+1) 
q6_1 
(q2_1)(q4+1) 
(q2+q+1)(q4_1) 
(q2_q +1 )3 
condition for 
occurrence 
2 '3 (q-1)(q -q+l)(q -1) 
242 (q -q+l)(q -q +1) 
q6_q3+1 
2 ' 4 2 (q +q+l)(q +q +1) 
(q_1)5 
. 4 (q+1)(q-1) 
(q_l)(q2_1 )2 
(q_l)2(q3_1 ) 
. 4 
(q-l)(q -1) 
2 3 (q -1)(q+1) 
2' 2 (q+1)(q -1) 
(q2_1 )(q3+1 ) 
(q_l)(q2+1 )2 
'. 
(q+1)(q_l)4 
, ," 
Type of !1J 
3A 1 
-96-
TABLE ~ (continued) 
(q_l)(q2_1 )2 
(q+l)(q2_1)2 
(q2_1 )(q3_1 ) 
(q+l)(q4_1) 
. (q+1)5 
(q2_1)(q+l)3 
(q+1)(q3+1 ) 
(q+1)(q2+1 )2 
(q"'1)(q_l)4 
(q2+1 )(q_1)3 
(q_l)(q2_1 )2 . 
2 2 (q+l)(q ~1) . 
. 2 3 (q-1)(q +1) 
(q2_1 )(q3_1 ) 
'4 
'(q-l)(q -1) 
4 . (q-l)(q +1) 
'4 . (q+l)(q'-1) 
2 2 (q-l)(q -1) 
(q_l)(q4_1 ) 
(q+1)(q2_1)2 
(q2_1)(q+1)3 
(q2_1 )(q3+1 ) 
(q+l)2(q3~1) 
(q+1)(q4_1 ) 
(q+l)(q4+1 ) 
(g.2+1 )(q+l)3 
condition for 
occurrence 
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TABLE 6 (continued) 
Type of !::'J nJ I (M
g )· I a l(sg)a 1 condition for 
occurrence 
3Al W(F.4 ) x Z2 
3 I Al (q ) I 2 3 (q-l) (q -1) 
~ 2 3 (q-1) (q +1) 
2 3 (q -1)(q.-1) 
2 3 (q -1)(q +1) 
4 2 (q-1)(q -q +1) 
2 2 (q-1)(q -q+1) 
2 3 (q +q+1)(q -1) 
.' 
23 (q -1)(q -1) 
2 3 (q -1)(q +1) 
. 2 3 (q+1) (q -1) 
2 3 (q+1) (q+1) 
4 2 (q+1)(q -q·+l) 
. 2 . 2 (q+1)(q -q+1) 
(q+1)(q2+q +1 )2 
A2 +A1 S x z IA2 (q) IIA1 (q) I 
. 5 
6 2. (q-l) 
(q+l)(q-1) 4 
. 2 2 (q-1)(q -1) 
2 3 (q-1) (q -1) 
2 3 (q-1) (q+1) . 
2' 3 (q -1)(q -1) 
\\ 4 (q-1)(q -1) 
2 2 (q-1)(q +q+1) 
4 (q+1)(q -1) 
5 q -1 
2 . 3 
'\ (q +q+1)(q +1) 
~ 2 
'. (q+1)5 I ~ A2 (q ) II A1 (q) I 
\ 
·2 . 3 (q -l)(q+l) 
Type of '~J 
s x Z 6 2 
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TABLE 6 (continued) 
(q+1)(q2_1)2 
(q+1)2(q3+1 ) 
(q_1)(q2_1 )2, 
(q2_1 )(q3+1 ) 
(q+l)(q4_1 ) 
(q2_q+1 )(q3+1 ) 
, (q_1)(q4_1 ) 
q5+1 
4 2 ' (q-l)(q +q +1) 
(q_l)5 
4 (q+1)(q-l) 
~ 3 (q+l Jl. q-l) 
2 3 (q+1) (q-1) 
(q_1)2(q3_1 ) 
2, 3 (q-l) (q+l) 
2 ' 3 (q -l)(q -1) 
4 ' 
(q-l)(q -1) 
. 4 
(q-1)(q -1) 
(q_1){q+l)4 
(q+l)2(q3_1 ) 
(q+l)(q4_1) 
2 2 (q-1)(q +1) 
(q2_1 )(q3+1 ) , 
(q5_1 ) 
, (q2+1) (q3+1 ) 
(q2+1 (q+l)3 
\ ' 4 
(q+l)(q'+l) 
condition for 
occurrence 
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TABLE 6 (continued) 
Type of 6.J nJ I (lI
g ) I cr ( (sg)cr l condition for 
occurrence 
A3 W(B5 ) [2A3(q2)1 
2 3 (q -1)(q-1) 
2 2 (q-1)(q -1) 
2 3 (q +l)(q-l) , 
2 '2 (q+1)(q -1) 
2 2 (q+1)(q -1) 
2 3 (q -l)(q -1) 
. 4 
(q-l)(q -1) 
. 2 3 (q-1) (q +1) 
2 '3 (q -l)(q+l) 
4 (q+l)(q -1) 
t') 3 (q~+l) (~ -1) 
, 4 
(q+l)(q -1) 
23, (q -l)(q +1) 
4 (q-1)(q +1) , 
(q+l)2(q3+1 ) 
(q+l)5 
? t') (q+1)(q~+1)~ 
q5+1 
[4A1] , W(B4 ) 1 A1 (q) 1 
4 (q-l) 4 
(q+1)(q-l) 3 
", (q2 _'1)2 ' 
(q-1)(q+1) 3 
(q+1)4 
2 2 I A1 (q ) 1 I 1'4 1 (q). 1 2 2 (q-1) (q -1) 
2 2 . (q-1) (q ~1) 
'\ (q2_1)2 ,~ 
"\ 4 1 -q-
Type of fj,J 
[4A ]ft 1 
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TABLE 6 (continued) 
(q+1)2(q2_1) 
(q+1)2(q2+1) 
2 2 (q -.1) . 
q4_1 
(q2+1)2 
3 . (q-1)(q -1) 
(q_1)(q3+1 ) 
. 3 (q+1)(q -1) 
(q+1)(q3+1 ) 
4 q -1 
q4+1 
(q_1)4 
. (q_1)2(q2_1) 
(q2_1)2 
(q_1)(q3_1 ) 
4 q -1 
(q+l)4 
(q+l)2(q2_1) 
(q+1)(q3+1 ) . 
(q2+1)2 
"2 2 2 2 
IA1(q )1IA1(q)1 (q-l) (q-l) 
(q_l)2(q2+1) 
(q2_1)2 
(q+l)2(q2_1) 
(q+l)(q3+1) 
(q+l)(q3_1 ) 
\ 
4· q -1 
q4+1 
condition for 
occurrence 
./ 
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TABLE 6 (continued) 
Type of llJ nJ I (H
g ) I, I (sg) I condition for 
a a 
occurrence 
.' ,~. I 
.. 
[4A ]" 2 2 (q+1)2(q2+1) H2 I A1 (q ) II A1 (q) I 1 
3 I A1 (q ) II Al (q) I 3 (q-l)(q -1) 
. 3 (q-l)(q "!"1) 
. 3 (q+1)(q -1) 
(q+1)(q3+1 ) 
4 2 (q -q +1) 
,2 2 (q -q+l) , 
'( q2+q+1 )2 
1Al(q2)12 (q-1) 4 
2 2 (q-1) (q -1) 
(q2_l)2 
(q2_1)2 
3 (q-1)(q -1) 
4 1 q -
4 q -1 
(q+1)4 
2 2 (q+l) (q -1) 
(q+1)(q3+1 ) 
(q2+1)2 
4 1Al (q ) I 2 2 (q-1) (q -1) 
2 2 (q-1) (q +1) 
(q2_1)2 
2 2 (q+l) (q -1) 
3 ' (q-l)(q +1) 
(q+l) (q3 -1') 
'\ 4 1 q -
4 q +1 
(q+.1) 2(q2+1) 
Type of flJ 
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TABLE 6 (continued) 
\A2 (q)IIA1 (q)1
2 (q_l)4 
. (q_l)2(q2_1) 
(q2_1)2 
(q_1)(q3_1 ) 
q4_1 
(q+l)2(q2_1) 
(q2_1 )2. 
(q_l)2(q2_1) 
(q_l)(q3+1 ) 
(q_l)2(q2+1) 
12A2(q2)IIA1(q)12 '(q+1)4 
22· (q+1) (q -1) 
(q2_1)2 
(q+1)(q3+1 ): 
q4_1 
22222 I A2 (q )IIA1 (q)1 (q-1) (q -1) 
(q2_1)2 
. 2 2 (q+l) (q -1) 
(q+1)(q3_1 ) 
(q+l)2(q2+1) 
(q_1)4 
2' 2 . (q-1) ,(q -1) 
(q_1)(q3_1 ) 
(q2_1)2. 
. 3 
. (q+l)(q -1) 
2 . 2 (q +q+1) 
condition for 
occurrence 
-lO~-
TABLE 6 (continued) 
, Type of ~J nJ 1(~,Ig) I a I(sg)a l condition, for occurrence 
. ' 
2A2 (S3 x Z2)~Z2 1 A2(q2) I , (q2_1)2 
2 2 (q+1) (q -1) 
2 2 (q+1) (q +q+l) 
2 2 (q-1) (q -1) 
2 2 (q-l) (q -q+1) 
(q2_1)2 
3 (q+1)(q -1) 
, 3 (q-l)(q +1) 
4 ' 
q +q+1 
12 A2(q2) \..2 , (q+1)4 
2 ' 2 (q+1) (q -1) 
(q+1)(q3+1 ) 
(q2_1)2 
, 3 (q-l)(q +1) 
2 2 (q -q+l) 
12A2(q2) II A2 (q) I (q2_1)2 
4 1 
'q -
q4+q2+1 
'4 
q -1 
12A2(q4) I (q2+1)2 ' 
4 1 ' q -
4 2 q -q +1 
4 ' 
q -1 
'A3+A1 S4 x Z2 x Z2 I A 3 ( q) I 1 A1 (q) I" (q-1) 4 
, 2 2 (q-1) (q -1), 
'\ 
, (q2_1)2 
, \ 3 
(q-1)(q -1) 
-104-
TABLE 6 (continued) 
Type of fl J nJ I (M
g ) I I (sg) I condition for C1 C1 occurr~nce 
. ;.' 
A3+A1 S4 x Z2. x Z2 IA3(q)IIA1 (q)1 
4 q -1 
2 2 (q-1) (q -1) 
(q2_1)2 
2 2 (q+1) (q -1) 
3 (q+1)(q -1) 
2 2 (q+1) (q +1.) 
2 2-I A3(q )IIA1 (q)1 
2 2 (q+1) (q -1) 
(q2_1)2 
·22 (q-l) (q -1) 
(q_l)(q3+1 ) 
32' (q-l)(q -q +q-1) 
(q+1)4 
2 2· (q+1) (q -1) 
(q2_1)2 
(q+l)(q3+1 ) 
4 q.-l 
A4 S5 x Z2 \A4(q)l· 
... 4 
(q-1) 
2 2 (q -1)(q-1) 
(q2_1)2 
3 (q-1)(q -1) 
3 (q+1)(q -1) 
4 q -1 
432 q +q +q +q+l 
I 2A4(q2) \ -(q+1) 4 
2 2 (q+1) (q -1) 
\ (q2_1)2 
(q+1)(q3+1 ) 
.. " 
(q_~)(q3+1) 
Type of ~' J 
W(F4) 
• 
-105-
TABLE 6 (continued) 
In (q) I . 
4 
4 q -1 
432 q -q +q -q+1 
(q-1 ) 4 
2 2' (q-l) (q -1) 
(q2_1)2 
3 (q-1)(q -1) 
4 q -1 
(q+l)4 
. 2 2 (q+1) (q -1) 
(q+1)(q3+1 ) 
(q2+1)2 
2 ' 2 (q -1)(q-1) 
22 Cq +1)(q-1) 
(q2_1)2 
2 2 (q -1)(q+1) 
3 (q-1)(q +~) 
(q+1)(q3+1 ) 
, 4 1 q -
q4+1 
(q2+1 )(q+1)2 
3 (q-1)(q -1) 
3 (q-1)(q +1) 
3 (q+1)(q -1) 
(q+1)(q3+1 ) 
4 2 q -q +1 
2 2' (q -q+1) 
(q2+q+1 )2 
condition for 
occurrence 
........ "; 
i \, ' 
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TABLE 6 (continu~d) 
Type of, !:J.J nJ I (Mg)al I(sg)a l condi tion f'or 
occurrence 
5A1 HI , \ Al (q)1 
5 (q-1) 3 21q-I' 
(q_1)(q2_1 ) 2tq-1 
2 (q+1)(q -1) 2lq-l 
(q+1)3' 2lq-l 
2 3 I A l( q ) I I A 1 (q) I 2 (q-1) (q -1) 2l,q-l 
, 2 (q+1)(q -1) 2lq-l 
2 (q-l)(q +1) 2lq-l 
(q+1)(q2+1 ) ,21q-1 
3 2 IA1 (q )IIA1 (q)1 
3 q -1 21q-1 
q3+1 21q-1 ' 
4 " I Al (q ) I I A1 (q) I 2 (q-1)(q -1) 2,lq-1 
2 (q~l)(q +1) 2lq-l 
2 (q+l)(q -1) 2lq-l 
(q+1)(q2+1 ) 2!q-1 
2 2 I A1 (q ) I I A1 (q) I '(q_1)3 21q-1 
2 (q-1)(q -1) 2lq-l 
2 (q-1)(q -1) '21q~1 
(q +1) (q2 ~ 1 ) 21q-1 
2 (q+l)(q -1) 2jq-l 
(q+1)3 21q-1 
, A2+3A1 S3xZ2xZ2 ' \ A2 (q) II A1 (q) 1
3
\ (q_1)3 
(q_l)(q2_1 ) 
'2 ' 2 ~IA2(q)1 IA1(q )\ IA1(q)I(q-l)(q -1) 
2 (q+1)(q -1) 
3 IA2(q)IIA1 (q )1 3 q -1 
\ 2 ' : (q+1)(q +q+1) 
Type ~J 
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TABLE 6 (continued) 
S3XZ2X~2 12A2(q2)IIA1(q)13 (q+1)(q2_1 ) 
(q+1)3 
12A2(q2)IIA1 (q2)IIA1 (q) I (q_1)(q2_1 ) 
(q+1) (q2 ... 1) 
q3+1 
(q_1)(q2_q +1 ) 
(q_1)3 
. 2 (q-1) (q -1) 
q3_1 
2· (q-l)(q -1) 
(q+l)(q2_1 ) 
(q_l)(q2_q+1 ) 
12A2(q2)12\Al(q)I' (q+l)3 
'2 (q+l)(q -1) 
3+1 \ q . 
2 . 2 IA2 (q )1 IA1 (q)1 (q-l)(q -1) 
2 . (q+l)(q ~l) 
2 (q+1)(q +q+l) 
(q_1)3 
. (q_1)(q2_1 ) 
(q+l)(q2_1 ) 
'2 . (q-l)(q -1) 
(q+1)(q2~1) 
3 (q+1 ). 
2 I A3 (q) II A1 (q ) I . 2 (q+1)(q -1) 
'\ 
12A3(q2)1IAl(q2)1 
2 (q-1)(q +1) 
'\ 2 (q+1)(q -1) 
(qt'1)(q2+1 ) 
condition for 
occurrence. 
Type of AJ' 
-108-
IA3 (q)IIA1 (q)1
2
' (q_1)3 
(q-1) (q2 -1). 
(q+l)(q2_1 ) 
q3_1 
(q+l)(q2+1 ) 
12A3(q2)1~1(q)l2 (q+1)3. 
(q+1)(q2_1 ) 
(q_1)(q2_1 ) 
q3+1 
. 2 (q-l)(q +1) 
(q+1)3 
. 2 
(q+1)(q -1) 
2 (q-1)(9- -1) 
. 3+1 q . ' 
. 2 (q-1)(q +1) 
3 (q-1) . 
2 
. (q-1)(q -1) . 
2 
. (q+1) (q-1) 
3 
. q -1 
(q+l)(q2+1 ) 
(q-1) 3 
2 (q-1)(q -1) 
2 (q+1)(q -1) 
2· (q-1)(q -1) 
2 (q-1)(q +1) 
'2 (q+1)(q -1) 
(ci+1)(q2~1) 
.-, 
condition for 
. occurrence 
. I'" . 
., ~ t.' 
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TABLE 6 (continued) 
Type of I1J nJ I (H
g ) I a. \ (sg) I condition for a occurrence 
• I 
A3+A2 DB x Z2 12A3(q2)112A2(q2)1 2 (q-1)(q -1) 
2 (q+1)(q -1) . 
(q+1)3 
A4+A1 S3 x ,., u 2 I A 4 (q) I I Al (q) ( (q-l) 
3 
2 (q-1)(q -1) 
2 2 I A4 (q )1.IA1 (q)1 3 q -1 
(q+1)3 
2 (q+l)(q -1) 
q3+1 
A5 S3 x Z2 x Z2 \A5 (q)( (q-1) 
3 
2 (q-1)(q .-1) 
. 3 
q -1 
2 (q-l)(q -1) 
2 (q+1)(q -1) 
2 (q+1)(q +q+1) 
t 2A5 (q2)1 (q+1)(q2_1 ) 
2 . (q-1)(q -1) . 
. 2 . 
(q-1)(q -q+1) 
(q+l)3 
2 (q+l) (q -1) 
q3+1 
D4+A1 WeB ) ID4(q) IIA1 (q) \ 
3 (q-1) 3 
2 (q-1)(q -1) 
2 (q+1)(q -1) 
(q+1)3 
12:0 4 (q2) II A1 (q) \ - 2 (q-1)(q -1) 
\ 2" (q-1)(q +1) 
Type of !J.j 
D . 
.. 8. 
-110-
TABLE 6 (continued) 
(q+1)(q2_1 ) 
(q+l)(q2+1 ) 
r
3
n 4 ( q 3 ) II Al (q) I q 3 -1 
3+1 q, 
(q_1)3 
, 2 
(q-l)(q -1) 
(q+l)(q2_1) 
q3_1 
(q+1)(q2+1 ) 
(q+,l) 3 
(q+l)(q2_1 ) 
(q_l)(q2_1 ) 
q3+1 
(q_1)(q2+1 ) 
(q_1)2 
2 q -1 
2 . 
q +q+1 
(q_l)2 
2 q -1 
" (q+1)W 
2 q -1 
2 q -q+1 
(q+l)2 
2 q +q+1 
(q_1)2 
2 q -1 
condition for 
occurrence 
21q-1 
21q-1 
'It 
2 Lq-l 
21q-1 
21q-1 
21q-l 
2lq-l 
21q-1 
2lq-l 
21q-1 
Type of ~J nJ 
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TABLE 6 (continued) 
q2_1 
q2+1 
(q+l)2 
, 2' (q-l) 
(q2_1) 
2 q +q+l 
2 2'2 2 I A2 (q ) II A2 (q ) I (q-l) 
at "t' • 
't .• =; .•.... 
.... ..... 
2 q -1 
2 q +q+l 
(q+l)2 
q2_1 
q2_q+l 
'(q+l)2 
q2_1 
2 ' q -q+l ' 
(q_l)2 
q2_1 
2 q +q+l 
(q+l)2 
q2_1 
2 q -q+l 
(q_l)2 
q2_1 
(q+l)2 
(q~-l) , 
, '. 
condition for 
occurrence 
31q-l 
3lq-l 
3lq-l 
3[q+l 
3lq+l 
3lq+l 
3lq+l 
3lq+l 
3lq+l 
31q-l 
31q-l 
3lq-l 
3lq-l 
3lq-l 
31q-1 
3[q+l 
31q+l 
3lqi-l 
2lq-l 
2'lq-l 
2lq~'l 
21q-1 
-112-
TABLE 6 (continued) 
Type of flJ 
A3+3A1 Z2xZ2xZ 2 
,,~ 2 . 
I A3 (q ) II A1 (q ) I tAl (q) I 2' (q+1) , 
2 ' q .... 1 
)2A3(q2),1 JAl (q2)11 A1 (q) I (q_1)2 
9.2 -1' ' 
A3+A2+A1 Z2 x Z2 IA3(q)I~A2(q)1 IA1(q)\ (q-l) 
2 
2 q -1 
2 2 2 '2 I A3 (q )I! A2(q )1 )A1 (q),1 (q+l) 2 
2 q -1 
[2A3] , DS 1 A3(q) 1 
2 (q-l) 2 
12 2 A3 ( q ) I I A3 ( q) 1 2 q -1 
2 1A3(q )1 2 q -1 
12A3(q2)I2 2 q -1 
12A3(q4) ) (q+1)2 " 
[2A3]" (Z2xZ 2 J'\.Z2 1 A3 (q) \ 
2 2 (q-l) .. 
2 q -1 
(q+l)2 
12A3(q2)IIA3(q)\ 
2 q -1 
2 
, q +1 
1A3(q2)1' (q-1) 2 
2 q -1 
2 q -1 
(q+1)2 
I 21\3(q2) 12 (q-1) 2 
2 q -1 
(q+l)2 
I 2AS('q4) i 2 q -1 
2 q, +1 
condition for 
occurrence 
'" 
2lq-l 
21 q,-l ' 
21q-1 
2!q-l 
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TABLE 6 (continued) 
, , , , , 
Type of D.J S"2J I (M
g ) I I (sg) I condition for 
a a occurrence 
A4+2A1 ~2 x Z2 IA4 (q)IIA1 (q)1 
2 . 2 (q-1) 
222 1 A4 (q )IIA1 (q )1 2 q -1 
2 2 2 1 A4(q )1 IA1 (q)1 , (q+1)2 
, '2 2 l' IA4 (q),IIA1 (q ) I q -:-
A4+A2 Z2 ,~ Z2 IA4(q) IIA2(q) I (q-1) 
2 
2 q -1· 
12A4(q2)112A2(q2)1 (q+l)2 
, 2 1 q -
[AS+Ai ] , Z2 x Z2 lAs (q)IIA1(q)l. 
' 2 (q-1) 
2 q -1 
22" I A5(q )IIA1(q)1 2 q -1· 
(q+l)2 
[A +A ] ,; S3 xZ2 I AS (q) I r A1 (q) I 
2 
S 1 (q-1) 
2 q -1 
2 q +q+l 
12A5 (q2) II A1 (~) I (q+l)2 
2 q -1 
2 q -q+1 
A6 Z2 x Z2 \A6 (q) I (q-l) 
2 
, 2' 
q -1 
2 2 I ,.A6 (q ) \ (q+l)2 
2 q -1) 
D4+2A 
2 2 2lq-l D8~ Z~ I D 4 ( q) I I Al (q) I (q-l) 1. 
2 q -1 2[q-l 
2 q +q+l 21q-1 
, , ID4(~)1 IA1(q2)1 2 q -1 21q-1 
q2+1 21q-1 
2 2 2 
I D 4 ( q ) I 1 Ai (q) I 2, q-1 2lq .... l 
q2+1 . 21 q~l 
-114-
TABLE 6 (continued) 
Type of ~J nJ . I (M
g ) I I (sg) I" condition for a C1 occurrence 
,. f 
D4 +2A1 D8 . x Z2 
222 1 D4 (q )1 IA1 (q )1 (q+1)2 2Iq-l. 
2 (q -1 2lq-l 
(q-1) 2 21q-1 
D4 +A2 S3 x Z2 1D4 (q) IIA2(q) I (q-1) 
2 
12D4(q2)112A2(q2)1 2 . (q -1) 
3 3 I D4 (q ) IIA2(q) I 
2 q +q+1 . 
2 2 1 D 4 (q) II A2 (q. ) I (q+1)2 
2 2 1 D 4 (q ) I I A2 ( q) 1 
2 . q -1 
13D4 (q3)1 12A2(q2)1 . 2 q -q+l 
D.-+A1 Z2 x Z2 ID5(q) IIAl (q) I 
2 
b . (q-l) 
2 q -1 
.' 2 t') 2 1" I D5(q~) IIA1 (q) I q -
(q+l) 2 
D. D ID6 (q) 1 . 
. 2 
b d (q-l) 
2 q -1 
(q+1)2 
12D6 (q2) I 2 q ~l 
? q~+l 
E6 S3 x Z2 IE6 (q) I (q-l) 2 
2 q -1 
2 q +q+1 
'12E6(Q2) I (q+1)2 
2 Q -1 
2 q -q+l 
3A2 +A1 S3 x Z2 . 
3 IA2 (q)1 IA1 (q)1 q-l 3lq-l 
IA2(q2)1 12A2(q~)1 IA1(q)1 .q-l 31 q+l' 
12A2(~2)13IAl(q).1 q+1 . 3lq+l 
IA2(q2)1 IA2 (q)1 IA1(~)1 
. -
q+l 31q~1 
Type of ~J 
[A ]" 7 
.-
Z 2 
n 
i.J 2 
-.L.Lv-
TABLE 6 (continued) 
3 IA2 (q ) IIAI (q) I q-I 
12A2 (q6) IIAI (q) I q+l 
2 
IA3 (q)1 IA2 (q)\ \AI(q)l. q-I 
12A3(q2)1 12A2(q2)1 ~I(q)f q+l 
22' . 2 
1 A3(q ) IIA2 (q) 1IAI (q)1 q-l' 
22' 2' 
IA3 (q) II A2 (q ) II Al (q)1 q+l 
2 
IA3 (q) I 1AI (q) I q-l 
q+l 
q-l 
q+l 
q-I 
q+l 
q-l 
q+1 
\A4 (q)IIA2 (q)\IA1 (q)1 q-l 
222 2 1.,A4 (q )1 \ A2(q )1 \A1 (q)1 q+l' 
\A4 (q)IIA3 (q)\ q-l 
2 I') 2 2 \ A4{q~)1 I A3 (q )1 ' q+l 
IA5 (q)IIA1 (q)1
2 q-l 
2 2 2 I A5 (q )1 IA1(q)1 q+l 
IA5 (q)IIA2 (q)1 q-l 
"~ 
12A5(q2)\ 12A2 (q2)\ 
IA6 (q)IIA I (q)1 
·1 2A6 (q2)IIA1 (q)1 
"~ A7 (q) 1 . 
12 A7( q2) I 
I A7 (q) I 
q+1 
q-l 
q+1 
q-l 
q+l 
q-I 
q+l 
q-l 
condition for 
occurrence 
3lq-l 
3tq+l 
21q-1 
2Iq~l· 
alq-l 
2lq-l . 
4lq-l 
4lq-l 
4lq+l 
41q+1 
4lq+l 
.4Iq+l 
4lq-l 
4lq-l 
2lq-l 
2lq-l 
3lq-l 
3lq-l 
3lq+l 
3(q+l 
2lq-l 
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TABLE 6 (continued) 
Type of AJ 
[A 1" 7 z2 x Z2 A7'(q) I q+l 
12A7(q2)/ q-l 
q+l 
D4+A,.. . ~ Z2 x Z2 ID4 (q) IIA3(q) I q-l, 
12D4(q2)112A3(q2)1 q-l 
2 2 I D 4 (q ) II A3 (q) I q+1 
2 2 I D 4 ( q) I I A3 (q ) I q+l 
D5+2Al Z2 x Z2 ID5 (q)IIA1 (q)1 
2 q-l 
2 2 2 1 D5 (q )1 IA1(q )1 q-l 
2 2 2 1 D5 (q ),11 Al (q) I q+l ' 
2 
I D5 (q) II At (q .. ) I q+l 
D5+A2 Z2 ID5 (q) IIA2 (q) I q-l 
12DS(q2)112A2(q2)1 q+l 
D6+Al Z2 ID6(q)IIA1 (q)1 q-l 
, q+l 
E6+At Z2 I E6(q)IIA1(q)1 q-l 
2 2 I E6(q )IIA1(q)1 q+l 
D7 ' Z2 ID7(q) I q-l 
12D7(q2)1 q+l 
E7 Z2 IE7(q) I q-l 
q+l 
2 
2A4 Z4 ... ',' I A4 (q) I 1 
/2A4(q2)12 1 
,\ 12A4(q4)1 1 
1 
A5+A2+A1 _Z2 IA5(q)1 IA2 (q)1 /A1 (q)1 1 
2 "2 2 ' 2 I A5 (q )1 A2 (q )1 IA1(q)1 1 
" 
condition for 
occurrence 
2lq-l 
2lq-l 
21q~1 . 
2~q-l 
2lq-l 
2lq-l 
2('q-l' 
,2lq-l 
2lq-l 
2lq-l 
2lq-l 
2(q-l 
2 q-l 
5lq-l 
51q-4 
Slq-3 
Slq-2 
6lq-l 
a/q+l 
~ 
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TABLE 6 (continued) 
Type of ~J 
A7+A1 Z2 1 A7 ( q) I I Al (q) I 
22 I , A7 (q ) I f A1 (q) f 
AS Z2 1As(q)1 
12AS(q2) I 
D5+A3 Z2 ID5(q)IIA3 (q)1 
12D5(q2}(2A3(q2)( 
DS 1 \DS(q)\ 
E6+A2 Z2 I E6(q) I I A2(q) I 
\ 2E6(q2) \12A2(q2)'1 
E7+A1 1 I E7 (q) II Al (q) I 
ES 1 1Es(q) I 
.. 
1 
1 
1, 
1 
1 
l' 
1 
1 
1 
1 
1 
condition for 
occurrence 
4lq-l 
4lq+l 
3lq-l 
3lq+l 
4l'q-l 
4lq+l 
2\q-l 
3[q-l 
3Iq+l' 
2Iq-~ 
Table 2 was previously obtained by Chang and Ree [S]. While 
our own work' was in progress we learned that Table 3 appears in 
Shoji's paper [13]. We have very recently seen our Table 4, in an 
unpublished paper by K. Mizuno. Our own methods are different from 
,those used by Chang and Ree, Shoji and Mizuno. " 
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CHAPTER 6 
THE BRAUER COMPLEX AND THE NUMBER OF 
a-STABLE SEMI-SIMPLE' CONJUGACY GLASSES 
IN A GIVEN FAMILY 
In this chapter G will denote a simple simply connected' 
algebraic group. So in this case we have a one-to-one 
correspondence between the semi-simple conjugacy classes of 
G and the pI-rational points in the simplex C _ 
o 
Let s be a semi-simple element in the finite group G 
a 
and let ~) be the Go-orbit determined bys, that is, the 
set of the a-stable centraliz~rs of semi-simple elem~nts· 
which are G -conjugate to CG(s). In particular, all the 
. a 
elements in [~]G give rise to the same orbit. 
a 
* For the representation theory of the dual group G of G 
cr (J 
one is always interested to know how many semi-si~ple conjugacy 
classes give rise to the same orbit. For, each semi-simple 
* irreducible representation constructed in [9} for the group G (j 
arises from a semi-simple element in the group G
a
- As has been 
mentioned at the beginning of Chapter 4 these representations 
fall into families each of which corresponds to· an orbit. The 
number of semi-simple irreducible representations belonging to 
a given -family is equal to the number of semi-simple classes of 
G
a 
which give r:,ise to the orbit which corresponds to the family. 
Using the Brauer complex we shall· compute this number for the 
group of rank S 2 .. This will suggest that the Brauer complex can 
be used to solve ,~his problem ;for groups of higher ranks. 
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Let Xo be a a-invariant point in Co and let A . be the \.A.w, y 
alcove containing xo. By definition Xo corresponds to a unique 
a-stable semi-simple class [s]G. We have seen that the orbit 
CG(s) is parametrized by.the family (E,[w]j, where E is the 
tV 
type of the subset of roots in ~ which defines the face of Co 
(equivalently of (lw,y) on which the a-invariant point Xo lies. 
If another semi-simple class [s']Ggives rise .to the same orbit 
CG(s), and if x~ is the corresponding ~-invariant point lying 
in an alcove ~ I I' then we know that the faces on which Uw ,y ..
x , Xl lie are determined by sets of roots which are .transformed 
o 0 
to each other by an element T of W. . -1 Moreover, TWiT € [w]n 
J 
For, let ~J' ~£ be the sets of:roots which define these faces 
and let to ~ h(Xx ), t~ = h(Xx') be the elements in the maximal 
o 0 
torus T which correspond to the· points 
o 
x and x' respectively~ o . 0 
Then Proposition 4.1 says that CG(to)g = .CG(s), CG(t~)gt = CG(s'), 
. -1 
for some g, g I E: G, such that OJ = 7T (galg) ) E n J and 
-1 Wi = 7T(g'a(g') ) E: nJ, . Now since we are dealing with Chevalley 
groups we may take ·the rep~esentative element n~ of 'r.to be 
n T 
a-stable. As 't"(~J) = ~J" we have cotto) 
-1 -1· . -1 
element 00" = (n g'a(g') n ) ::;TWlT is in [w] as required. 
't" 't" OJ 
:f we work backwards we can see that if '!(~J) = ~~, and 
'-1 . 
"(W'T E: [w..1 J' fpr some t" E: W, t~en the two pairs (llJ' [wl OJ) , 
(~J"[W']OJ') define the same orbit of centralizers of semi-simple 
elements in G .~ Whenever this happens we shall say that these two 
a 
pairs are W~conjugate. 
Now for the alcoves of the Brauer complex we make the following 
definition. ~ 
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Defini t'i'on 6.1. 
We say that an alcove of the Brauer complex is of type ~J 
if the a-invariant point which is contained in its closure lies 
on the face of Co of type J. If et 'is an alcove of type ~J' 
w,Y 
then we shall say that this alcove is associated with the 
pair '(~J' [w]n ). 
J 
Thus the number of a-stable semi-simple conjugacy classes 
which give rise to the given orbit of centralizers, is equal to 
the number of alcoves whose pair (~J,[w]n ) determines the given 
" . ' J 
orbit of centralizers. So instead of usinb algebraic methods, 
i.e. to work inside the group G
a 
itself, we can use the geometry 
of the Brauer complex which gives an alternative way to fi::d the 
number of semi-simple classes of G . which give rise to the given family (J 
The number of semi-simple irreducible representations which 
belong to a given family for the groups of rank ~ 2 have been 
determined using algebraic methods by various authors (e.g. for 
see [8]). As described above, we can now 
determine this number by computing the number of alcoves" 
(equivalently of a-invariant points in Co) of the Brauer complex 
which give rise to ',a given family. We shall do this in detail 
. for the group of "type G2 and write down in tables"the numbers for 
the other groups of rank ~ 2. 
Type G2 . 
The Weyl group W = W(G2 ) is isomorphic .to the dihedral group 
of order 12 and is usually represented as a reflection group 
l 
acting on: 
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where the indicated vectG~S are the positive coroots and Yl'Y2 
, are the fundamental coweights. 
From the extended Dynkin diagram 
={ -:"r ,r1 }, o . 
we 
~3 = {-ro ,r2 }, ~4 = {r1 }, 6. 5 = {r2 }, 6. 6 = {-~ro} and 6.7 = cp. 
IV IV 
These are respectively of type G2 , A1 + A1 , .A2 , Al , A1 , A1 and 
. cp. Obviously we have just only one alcove of type ~4' this is 
J. 
the alcove (3(0' Now since the vertex of Co defined by A2 is 
the pOint Y2 / 2 and since Y2 e Y we see that if 2Iq-l, then there' 
is only one alcove of tyl'<:! A2 , namely 1-he alcove al .9.::1 
. . , 2 Y2 
If 21q, then there is no alcove of this type as in this case 
the vertex Y2/2~is not a pI-rational point. Similarly, .the 
vertex of Co' determined by 6. 3 is the point Y1 / 3 and since Y1 e Y 
we see that if .3Iq-l or 3Iq+l, then there is only one alcove 
., 
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of type ~3' otherwise there is no alcove of this type. In 
particular, if 3Iq-1, then the alcove of type A3 is associated 
with the.pair (~3.1) and is the alCQvettl q-ly' If 3Iq+l. 
. . ' 3 1 
then the alcove of type A3 is associated with the pair (63Jw2wl~2) 
and is the alcove et. . · Notice thatn3 = {1·,w 2w1w2 }. w2w1w2 , q-2 + 3 Y1' Y2 
Now we consider the alcoves of type A4 . These are divided 
into alcoves which are associated with the pair'(~4,1) and into 
alcoves which are associated with the pair (A 4 ,w2 (w1w2 )2), as we 
. . 2 
have n4 = {1,w2 (w1w2 )}. The number of alcoves which are 
associated with the latter pair is equal to the number of points 
.. 
in ly which lie on the face of C defined by 64~ For, these q 0 
points are the relative positions of these .a1coves with respect to 
Co' as defined inpp.30. If q is odd, these points are of the 
n ~ form ~ Y2' where 1 S n.S 2. If q is a power of 2, then these 
points are the 'points £ y , where 1 ~ n ~ q-2 2 . Thus the number. q2 
. of alcoves associated with the pair (64 ,w2 (w1w2 )2) is q;l if q is 
odd, otherwise this number is q/2, since in this case the alcove 
0/ 2 Y is of type A In the same way we' find .that \...A..w2 (w1w2 ) 2 . 4· ,q 2 
n-3 . the number of alcoves associated with the pair (A4 ,1) is ~ if 
2{q-1 and this number is q;2 if ~Iq . 
.;.J 
Now the alcoves of type A5 and A6 are divided into alcoves 
which are associated with the pai~ (A S,l), (A6 ,1), (A5,wl(W2~1)2), 
.' 2 .. . 
(~6,w1),as nS ~ {1,w1 (w2 ,w1 )} and n6 = {1,w1 }· The first two 
pairs are W-conju~ate and theydeterciine the famil~ (A1 ,1). 
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So to obtain the number of alcoves which correspond to the family 
(A1 ,1) we have to add the number of alcoves which are associated. 
with each of the pairs(~5,1) and (~6,1). In the same way as 
before we find here that, if 3I q+1, for the first pair this 
2' 5 
number is T and for the second pair is q~. Thus the number 
of the semi-simple conjugacy classes which give rise to the same 
orbit of centralizers parametrized by the family (Al.,l), ,is q;3 
The same number we obtain if 31q. If 3Iq-1, we find that this 
q-5 
number is 2 · 
2 Similarly; the pairs (~5,oo1(oo2oo1) ) and (66 ,001 ) are W-conjugate 
and we obtain the following numbers for the alcoves associated 
with each of these pairs: 
2 . (~5' 001 (w2ool~ ) 
g-2 
'if 3(q+l 3 
.9..::!. if 31q-1 3 
.9.. if3lq· 3 
q-5 if 31q+1 
6 
.9..::!. ' 
6 if 31q-1 
q~3 if 31q. 
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Thus the number of semi-simple classes which correspond to the 
family determined by these pairs is as follows: q;3 if 3\q+1, 
1 n-11 . I (We k"e. a.ssu."",eJ '''''. -f~ c.o.,.,\-Q..: -+~~J 
.9..::.!.2 l' f 3/ q-1 d ~ f 3 I ,. f.. . 1 -,-an 2 1 q. Cj.1·~.oJJ.f(w-~M€M)~~ DQ.X..OW , 
Finally, similar calculations show that for the families 
(CfJ,[w]), W E W, the numbers in question are as 'follows: 
(~,1) 
(C/J,-1) 
I 
\ 
2 q -8q+19 
12 
2 . 
q -8q+16 
12 
2 q -8q+15 
12 
2 q -8q+12 
12 
2 q -4q+3. 
12 
2 q -4q 
·12 
2 q -4q+,7 
12 
q2_4q+:1.4 
12 
if 21'q, 3/q-1 
if '21q, 3[q-1 
if 2{q, 31q+1 or if 31q 
if 2~q, 3/q-1 or if 31q 
if 21q, 31q-1 
if 21q, 3[q+1 
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{ (q_1)2 if 2~q and 3?q or if 31q --r 2 . 9. -2g~ if 2fq· 4 
2 { (q-1) if 2.fq and 3·fq or if 31q 4 (q;, [w2 ] ) 2 ' q -2q if 2Jq. 4 
2 
1 
9. +9,-2 if 3lq-l 
2 6 (~, [ (w l w2 ) ]) 
2 q +q 
if 3lq+l or if 3fq. 
--r 
{-
2 
SL::.9. if· 3tq-l or if 31q (C/J, [w l w2 ]) 6 
2:', 
9. -9-2 if 3Iq+l. 6 
In concluding this chapter it ,is useful to have for all the 
groups G' of rank ~ 2 the number of semi-simple classes (equivalently 
, a ,. 
of alcoves of the Brauer complexY which give rise to a given 
family. These numbers are given in the following tables. In these 
,tables wl ,w2 denote as usual the reflections in the hyperplines 
orthogonal to the simple rbots. 
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Type A1 
Family Number of semi-simple classes. 
21 q-l, 21q' 
(A1 ,1) 2 1 
(~"l) q-3 s::.?. 2 ' , 2 
(~"wl) ~ .9. 2 2 
Type A2 
Family Number of semi-simple classes. 
31q-1 3,fq-l 
(A2 ,1) 3 1 
(Al ,'1) q-4 ,q-2 
2 q2_ 5q+6 (~,1) 9, -5q+l0 6, 6 
(f/J,,[w1 ]) 9.(9.-1~ 
q(q-1) 
2 2 
2 g(q+l) (Y'~1W2] ) .9.-.+9,-2 J 3 
\ . 
-127-. 
Family Number of semi-simple classes 
21q-1 21q 
(B2 ,1) 2 1 
( 2Al,1) 1 none 
(2A1 ,W 2w1w2 ) none none 
(Al,l) q-3 ~ 2 
(Al,w2wlw~) q-1 .9-2 
tV 
.9.::l ~ (Al,l) 2 2· 
"oJ q-l , .9. . ( A l' W 1 w 2w 1 ) 2 2 
2 . 2 -
(~,1) q -8q+15 q -6q+8 8 8 
q2_4q+3 2 (~,-1) q -2q 8 8 
2. 2 ... 
(C/J,[w1 ]) 
q -4q+3 q -2q 
4 4 
·2 2 
(~, [w2 ]) 40 .' 
Cq-l) q 
-2q 
4 4 
2 2 
(~, [w1w2 ]) 
.. q -1 
.L 
4 4 
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Family Number of semi-simple classes 
21q-1 2iq 
.3\ q-1 31q+1 31q 31.Q-1 31q+1 
(G2 ,1) 1 I 1 I 1 
(A2 ,1) 1 none none 1 none 
(A2 ,w2w1w2 ) none 1 none none .1 
.-
'V (A1+A1 ,1) 1 1 1 none none 
(A1 ;1) ~ ~ 
q"':3 g::.! scl. 2 2 2 2 2 
{AI ,w1 ) .9.::!. 
.. ~ 
. .9.::!. .9- ~ 
2 2 2 2 2. 
'V ~ ~ ~3 ~ scl. (A1 ,1) 2 2 2 2 2 
-
'V 2 
.9.::!. .9.::!. 0-1 !L (A1 ,w2 (w 1w2 ) ) ..- q/2 2 2 2 2 
9.~89.+19 2 2 2 2 . (C/J,l) q -Sq+15 9. -8g+15 9.-89,+16 9. -89,+12 12 12 12 12 12. 
9,2- 40 +3 2 
-49.+7 2 2 2 ({l},-I) g 9. -4g+3 q -4g 90 -49.+4 12 12 12 12 12 
(9.-1l~ (9.-1 )2 .~ 2 
-2q 
2 . 
({l},[w1]) 
q q -29. 
4 4 4 4 4 
2 2 2 2 2 f. 
({l}, [w2 ]) 
... (q-1) (q-1) (9.-1 ) q -29 9. -29, 
4 4 4 4 4 .1 
({l}, [(w1w2 )2' 
9,2+90- 2 9o(q+1) g{g+l) 2 +g-2 9.~ g+l). ] ) q 6 6 6 6. 6 
9,(9.- 1 2 2 -90-2 9,(9.-1 ) 9,(9.-1 ) 2 -g-2 (~,[w1w2]) q 9. 6 6 6 6 6 
.. 
: 
.l. 
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Finally we make the following conjecture. 
Con,j ecture: 
Let Go be a finite Chevalley group of universal type of 
rank 2~ Then except for the bad prime8 the number of semi-
simple classes which give rise to a given family (~J[wl) is 
neg)' , ,. 1~1(q) =:;' n(q) =:; f 2 (q) where, fi(t); :f2(~) are .monic 
polynomials. in 'z [t] of degre~ 1 .. ··-:·, >:, :., differing only in their 
constant terms. 
" 
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