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CHAPTER 1
INTRODUCTION
This chapter motivates the research work carried out in this thesis and provides
research questions that have been identified to enable efficient resource management
of stream processing engines. It also provides a summary of contributions and the
organisation of this thesis.
1.1 Motivation
The sensorization of the real world enables real-time monitoring and interactive con-
trol in a wide range of domains (e.g., military, healthcare and engineering). The data
initially generated from geographically distributed sensors typically to be processed
with high-volume [125], and it is expected to process the continuous data flows in a
nearly real-time fashion [6, 11]. However, the widely applied traditional data man-
agement solutions (e.g., relational database management systems) are not capable of
meeting the growing requirement for instant processing concerning the increasing de-
mand of underlying computation as well as storage capacities and the unpredictable
user requests [143]. Therefore, the stream processing engine is proposed to deal with
11
on-the-fly data streams by using continuous queries [68] and several data stream pro-
cessing (DSP) frameworks were proposed to cope with the unbounded data streams.
They are primarily aimed to deliver the processing results with low latency and high
throughput [3,6,68,125]. While a lower latency ensures data tuples can be processed
instantly and directed for further processing, a higher level of throughput indicate
the system is capable of processing a massive amount of data. Techniques including
operator reordering/separation, pipeline parallelisation were applied to accelerate the
stream processing or enhance the throughput level [74].
DSP applications enable continuous processing of information flows in a scalable
and fault-tolerant manner. Streams are formalised as a collection of data tuples to
consume and process such data, while the data-tuple is regarded as an anatomic
processing unit. Moreover, DSP applications are designed as pipelines that consist of
a series of processing operations, and typical functions include aggregation, splitting,
merging, ranking, etc. The generic goal of designing DSP applications is to keep the
operation as simple as possible, and operations are required to be implemented as
individual operators [6]. By interpreting a DSP application as individual operators,
the data streams that enter system continuously can be processed with the support
of distributed and parallel programming techniques [33,47].
With the rising research interest of this new processing paradigm in the past
decade, researchers and industry practitioners have developed several stream process-
ing systems, for example, Aurora [3], Borealis [2], StreamBase [126], IBM InfoSphere
Streams [18], S4 [111], Apache Storm [134], STREAM [9], and System S [79]. These
DSP systems consume and process the continuous data streams according to the pre-
defined queries [68]. DSP queries are similar with those defined in database manage-
ment systems (DBMS), while most DSPs (e.g. Borealis [2]) support dynamic queries
modification and customisation. The general practice is to translate such queries into
a series of pipelined operators, and each operator represents a basic operation which
can be reused in different applications. Figure 1-1 shows the generic framework of
stream processing. The common data source, as depicted in the figure, including but
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not limited to the financial market, intelligent sensing systems, health care applica-
tions, and pedestrian crowd traffic data. DSP application is usually represented as a
directed acyclic graph (DAG) in which vertices denote the logistic function defined
at individual computing components (also known as operators), and edges indicate
the data flow between operators (the grey circles in Figure 1-1). The processing re-
sults of DSPs that derived from the last operators are typically sent to end-users
for reporting purposes or forwarded to external applications for further processing.
For example, the outputs of a healthcare application that aims to perform real-time
monitoring of patients vital signs may contain the list of patients observed with low
body temperature or low respiration rate.
Because of the stringent processing requirement of DSPs, most stream process-
ing applications are sensitive to system delays. For instance, one-second latency is
insufferable in electronic trading as the accuracy of results can be potentially de-
graded [125]. It is also intolerable in healthcare or network monitoring systems, as
any delay would put the monitoring target (patient of healthcare applications or
network of anomaly detection tools) into risks.
Figure 1-1: Data Stream Processing Framework
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Therefore, several optimisation methods have been proposed to accelerate the
stream processing or maximise the processing throughput. M.Hirzel et al., [74] cate-
gorised optimisation methods into two groups depending on whether the DSP graph
needs to be changed. More specifically, some methods require for changing the lay-
out of DSP graph (e.g., operator fusion [29] to merge operators or fission [87,131] to
split operators), while the others attempt to modify the semantics of DSP without
altering the graph structure (e.g., load shedding [14, 130]). For example, operator
reordering [12] moves more selective operators to the upstream to reduce the total
amount of data to be processed. Note that the selectivity denotes the number of out-
put data tuples generated by a single input data-tuple [74]. Additionally, operator
placement [60, 73, 94, 116] decides the allocation of operators in physical or virtual
machines according to certain constraints. The placement strategy tends to trade the
communication cost against resource utilisation while deploying DSPs in distributed
hosts with the presence of heterogeneity of network and computation resources [74].
To avoid modifying the layout and semantic of DSP applications, we primar-
ily focused on the placement of DSP operators to optimise stream processing. In
other words, we proposed efficient placement strategies for DSPs concerning a variety
of objectives. In particular, the placement of operators in DSPs also concerns the
allocation of resource as the heterogeneity of underlying distributed infrastructure.
Although resource management in generic cloud-based applications has been widely
studied in the past few decades with the support of virtualisation of network and
computation capacities [15,24,80,80], the existing methods are not applicable in the
context of stream processing. It is mainly caused by the dynamic nature of stream
processing and the uncertainties, as well as complexities brought by DSPs, which
make it challenging to devise a generic resource management scheme.
The core objective of DSP resource management and scheduling is to ensure
the availability of service and guarantee Service-Level-Agreement (SLA) constraints.
There are many challenges in resource utilisation, data management (data local-
ity, replication and placement strategy), fairness, fault-tolerance, and energy effi-
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ciency [124] that should be addressed in stream processing. Moreover, committing to
a particular objective is sometimes conflicting with the commitment of other objec-
tives [6]. As a result, it is challenging to devise a generic framework for applications in
different domains. For instance, balancing the workload across active running hosts
avoids the issue of under- or over-provisioning of resources, however, a fairness strat-
egy may cause severe system degradation or lead to resource wastage if varied traffic
pattern or resource demand is involved in individual DSP applications.
1.2 Challenges and Research Questions
We started our research by identifying the main challenges to tackle in resource man-
agement and scheduling for DSPs and defining several research questions to address
each of the challenges. We discuss the challenges, as well as questions, in details as
below.
∙ Resource elasticity represents the system’s ability to adjust its allocation of
resources concerning the dynamic change of workload [40, 81]. Moreover, the
resource demand can be hugely varied from operators to operators as a vari-
ety of operations involved in DSPs, and the ever-changing data ingestion rate
makes it more challenging to estimate the performance of individual opera-
tors [97, 105, 113, 121, 122]. As a result, auto-scaling is proposed as an efficient
technique to provide resource elasticity [71], while the planing strategy of op-
erator placement is critical in designing auto-scalers [97]. Therefore, a profil-
ing method for operators with the consideration of system status and work-
load is necessarily required to enable efficient resource management for DSPs.
Queuing theory has been exploited and adopted in studying the system wait-
ing time which is capable of interpreting the workload as well as resource de-
mand [45,88,133]. Existing works applying queuing theory [41,43,45,92,96] to
model the DSP with assumptions on a particular type of distribution of arrival
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data or service stations with a single channel. More specifically, they either as-
sumed the data arrival and processing times follow the exponential distribution
or model the system as a single-channel service station [41,43,45,92,96]. How-
ever, DSPs tend to experience random rate of data ingestion, and they mostly
deployed in hybrid cloud data centres while the streams can be processed in
parallel. Most importantly, the models established with such assumptions are
not applicable in generic DSP applications.
To address this challenge, we define the first research question as,
Q1. How to profile DSP operators to capture the dynamic relation-
ship between the amount of resource provisioned and processing per-
formance under the ever-changing data arrival rates and resource
demand?
∙ The primary objective of stream processing is to deliver the processing re-
sults in real-time and keep processing the continuous stream with latest data
[7,11,36,51,104,145]. Therefore, the average time of reacting to external events
is regarded as one of the most commonly used performance metrics [7,41,61,68].
Although DSPs, in general, require for real-time processing, applications have
various sensitivities of delays [52]. Therefore, allocating equivalent resources to
a group of applications may lead to the situation in which applications are oc-
cupying the precious resources with a high tolerance of delays. In other words,
an allocation strategy that balances the resources allocation to existing applica-
tions might degrade the overall performance because of the variety of processing
expectations from a group of DSP applications [52,58,109,133]. Existing works
applied online approaches [7, 45,52,61,114,135,145] to determine the resource
allocation based on real-time system status and application metrics, and they
focused on optimising a particular aspect or several aspects without differenti-
ating the applications. While the objectives are sometimes conflicting, the lack
of consideration regarding the diversity of DSP applications and their specific
processing requirements would fail to optimise the overall performance.
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To address this challenge, we define the second research question as,
Q2. How to achieve optimal performance for a group of DSP appli-
cations while they are competing with each other for the underlying
resources and associated with varied QoS expectations?
∙ While the latency indicates the system efficiency in processing data streams, it
is suggested that inter-operator communications [141] cause nearly 86% of la-
tency. More specifically, the inter-operator communication delay is determined
by the network conditions and the amount of data being transmitted between
networked hosts [26, 123]. In practice, the network conditions are subject to
change during execution when DSP applications are deployed in a distributed
environment. Moreover, the data transmission cost across hosts is considerable,
and the inefficient transmission would degrade the overall performance. Several
methods have been proposed to accelerate the processing of data streams, by
either merge operators into processing components larger in size or explore the
parallelisation region [26, 62, 65, 74, 87, 122]. There are also methods focused
on network usage or data communications [116, 145]. While the inter-operator
communication efficiency is correlated with the network conditions and the data
transmission pattern is subject to be varied during execution, the related works
do not well address such a correlation between the varied data transmission
pattern and network delays. Also, the operator fusion applied to minimise the
inter-operator traffic fail to enable parallel processing and take advantage of
underlying infrastructures.
To address this challenge, we define the third research question as,
Q3. How to enable efficient processing of streaming data in the ex-
istence of heterogeneity in regards to network and computation re-
sources? Meanwhile, how to minimise the considerable communica-
tion cost while an enormous amount of data needs to transmit within
distributed DSPs?
∙ With the emergence of stream processing and the increasing research interests
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in smart cities, there is an urgent need to apply the stream processing frame-
work in the smart-city domains to provide informative insights. In particular,
walkability is regarded as a crucial component for urban vitality [63, 76], and
it is significantly vital to understand crowd behaviour and facilitate the design
of pedestrian-friendly environments. However, the studies regarding pedestrian
walking behaviours were mostly conducted with intensive in-situ surveys [76],
while automated methods or techniques are widely applied in vehicle-related
studies [66]. Considering data in smart-city applications tend to be collected
and processed in a distributed manner. A tremendous amount of data needs
to transmit within these smart city applications, the existing resource man-
agement and scheduling methods without addressing the correlation between
network delay and data communication pattern are not applicable in general.
To address this challenge, we define the fourth research question as,
Q4. How to apply the stream processing framework into real-life
smart city scenarios, the study of walkability in particular, and how
to meet the processing requirements of these applications?
∙ The state in DSPs is defined as the intermediate results of stream processing
and expected to be accessed or retrieved while the system replenished with the
latest observed data [132, 136]. As states of streaming data are critical to en-
abling the fault tolerance of DSPs, the migration of stateful operators introduce
additional cost as a consequence of operator placement decisions [32,120,132].
Although some systems implement in-memory or shared memory storing of
stream states to enable fact access and minimise the cost introduced by state
migration, they fail to provide scalable and reliable stream processing [45,45,62].
Therefore, maintaining states in a distributed manner is desirable in terms of
fault-tolerance [91]. When states are geographically distributed, the migration
of states is necessary as a result of scaling in/out or failure recovery [132]. The
migration cost can be determined by the size of the state to be migrated and
the network conditions [62, 136]. While related work primarily focused on the
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state replication and migration, they failed to devise a placement strategy of
stateful operators concerning the locality of operator states and the migration
of such states over network links with varied delays [53,62,91,95,132,142].
To address this challenge, we define the fifth research question as,
Q5. How to minimise the migration cost of DSPs in the presence of
stateful operation while ensuring the reliability of streaming data?
1.3 Summary of Contributions
The key contributions of this thesis and related publications are listed below.
∙ Providing a background regarding core requirements and working mechanisms
of stream processing and reviews related works in terms of resource management
in cloud-based applications and DSPs.
The work was published in:
Wang, Y., HoseinyFarahabady, M.R, Tari, Z., and Zomaya, A.Y. (2018). Big
Data stream processing. In: Javid Taheri Big Data and Software Defined Net-
works. Institution of Engineering and Technology. pp. 139-157.
∙ We designed mathematical models for throughput and latency estimation of
generic DSPs. The models allow for real-time estimation, referring to the ob-
served system status and resource demand without making particular assump-
tions on the data arrival and processing times. We also proposed an auto-scaling
strategy with the awareness of resource utilisation and operators’ demand.
By defining throughput and latency as the core performance metrics, generic
mathematical models have been established to estimate the run-time perfor-
mance with the observed workload and resource capacity. The models are
required to be general enough without making any assumptions on the data
arrival times and processing times. Specifically, the latency model is derived
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from queuing theory by modelling DSP operators as queues with the general
distribution of both data arrival and processing times. Moreover, the through-
put model considers both the resource capacity and workload and estimates
throughput on operator-basis. The proposed models enable accurate estima-
tion of throughput and latency with the consideration of workload and resource
demand. Thereby, the models can be applied in DSP resource management
strategies to inform efficient allocation decisions and achieve varied processing
goals (e.g., maximise resource utilisation, minimise QoS violation).
The work was published in:
Wang, Y., Tari, Z., HoseinyFarahabady, M.R. and Zomaya, A.Y., 2017, De-
cember. Model-based scheduling for stream processing systems. In 2017 IEEE
19𝑡ℎ International Conference on High Performance Computing and Communi-
cations; IEEE 15𝑡ℎ International Conference on Smart City; IEEE 3𝑟𝑑 Interna-
tional Conference on Data Science and Systems (HPCC/SmartCity/DSS) (pp.
215-222).
∙ We devised a QoS-aware resource management strategy for a group of DSPs,
while the QoS agreements of given applications are varied from each other. We
introduced a control system with priority queues to isolate DSPs according to
their requirements and aimed to reserve shared resource to applications that
have less tolerance of processing delay.
Several priority queues were provisioned to isolate the resources provisioned
for DSP applications according to their specific QoS requirements. Specifically,
each queue hosts a subset of DSP applications which have similar sensitivities
of delays, and resources are managed on a queue basis. Therefore, the sudden
increment of workload for a lower-priority application will not underperform
those applications which have less tolerance for delays. Moreover, we formulated
the resource management for multiple DSPs as an optimisation problem and
addressed the various delay sensitivities of stream processing systems. It is
aimed to minimise the overall QoS violations across all priority queues while
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considering the cost of provisioned resource and system re-configurations.
This work was published in:
Wang, Y., Tari, Z., HoseinyFarahabady, M.R. and Zomaya, A.Y., 2017, Octo-
ber. QoS-aware resource allocation for stream processing engines using priority
channels. In 2017 IEEE 16𝑡ℎ International Symposium on Network Computing
and Applications (NCA) (pp. 1-9).
∙ We enhanced the DSP performance by fusing operators with extensive data
commutation and proposing a 3-dimensional resource model to reflect the dy-
namic network condition and resource capacity. A case study is also conducted
to apply stream processing in a real-life scenario where the proposed network
and traffic-aware scheduler is also evaluated with the developed prototype.
A 3-dimensional resource model was established to capture the dynamic change
of network conditions and resource capacity. It is aimed to locate networked
hosts in a 3-dimensional coordinate system, while the Euclidean distance be-
tween any pair of hosts can accurately describe the cost of transmitting data in
between. Moreover, the hosts were clustered according to their network delay.
Besides, operators from the same DSP application are expected to be placed
into hosts within a cluster. As a result, the intra-topology data communication
will only occur in hosts experience a shorter delay. Also, operator fusion was
applied to DSP applications with the principal objective of merging consecutive
operators that require extensive data communication into a single component.
As a result, the placement decision was made on these components larger in size
instead of individual operators to reduce the communication cost in distributed
DSPs. A case study was conducted to apply the stream processing framework to
pedestrian behaviour analysis. A prototype was designed and implemented in
Apache Storm. The application collects raw data of pedestrians that provided
by Melbourne City Council and aims to estimate the walking time along a par-
ticular route by considering the crowd traffic. It was implemented by utilising
the scheduler derived from Question 3 and evaluated against the Storm Even
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Scheduler [8].
This work was published in :
Wang, Y., Tari, Z., Huang, X. and Zomaya, A.Y., 2019, August. A Network-
aware and Partition-based Resource Management Scheme for Data Stream Pro-
cessing. In Proceedings of the 48𝑡ℎ ACM International Conference on Parallel
Processing.
∙ Addressing the significance of stateful computation in DSPs and proposing
a locality-aware method to minimise the migration cost of stateful operators
whenever resources are expected to be re-allocated. The method was imple-
mented as a lightweight module that can be integrated with any resource man-
agement strategies.
A locality-aware placement method was proposed to place stateful operators
with the awareness of locality of state checkpoints. Assuming the state check-
points are managed in a distributed manner, it is expected to migrate stateful
operators to a host which already kept its checkpoints or closer to the origi-
nal host or checkpointed host. Thereby, the migration of stateful operators is
minimised, and the overall performance can be potentially enhanced while the
distributed state checkpoints ensure the reliability of streaming data.
1.4 Thesis Organisation
Figure 1-2 shows the organisation of the thesis, which consists of eight chapters.
Chapter 1 introduces the research motivations and questions which are defined to
address challenges of resource management in stream processing. Then, Chapter 2
provides the background of data stream processing and explains the terminologies
used throughout this thesis. Moreover, it reviews related work generally concerning
resource management approaches for cloud-based applications.
Chapters 3-7 are corresponding to the research questions Q1, Q2, Q3, Q4 and
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Chapter 8
Conclusion and Future
Works
Figure 1-2: Thesis organisation
Q5, respectively. In particular, Chapter 3 introduces the mathematics models es-
tablished for estimating throughput and latency in DSPs. The models capture the
real-time system status and resource demand and are general enough to describe DSP
applications with no assumption on the data arrival and processing times. It further
presents a resource-aware auto-scaling strategy focusing on optimising individual DSP
applications.
Chapter 4, in contrast, addresses the challenges of the diversity of DSP appli-
cations’ tolerance for delays involved in the practice. It aims to manage resource
separately for DSPs according to their specific QoS requirements. The goal is to
optimise the overall performance of a set of DSP applications while considering the
resource utilisation.
Considering the heterogeneity of networked resources as well as the varied pat-
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tern of data communication within DSPs, Chapter 5 devises a network-aware and
partition-based strategy for managing resources to potentially enhance the DSP per-
formance. To further justify the effectiveness of the proposed approach, Chapter 6
shows the case study conducted to apply the stream processing paradigm to a real-life
scenario. DSP is applied to pedestrian behaviour analysis for devising walking-friendly
environmental design to urban-designers and decision-makers.
Chapter 7 takes the stateful computation into consideration for placing DSP op-
erators. It refers to the locality of states and aims to minimise the migration cost of
stateful operators when making resource management decisions. The method is im-
plemented as a lightweight module that can be integrated with resource management
strategies. In particular, it integrates with the scheduler designed in Chapter 5 for
evaluation purpose.
Lastly, Chapter 8 reviews the research questions and concludes this research with
crucial findings derived from experimental results. Moreover, we discuss the exciting
directions deserving future investigations, including the elasticity in a hybrid envi-
ronment with both cloud and edge computing resources, the protocol for state check-
pointing, synchronisation and migration, and the extension of the proposed prototype
that presented in the case study.
24
CHAPTER 2
BACKGROUND
The research interest of a new model of streamlined data processing has been rising
over the last years with the emerging concept of data-driven decision making [36].
Stream processing is now becoming a core and essential functionality across a wide
range of domains, including financial market, smart cities, cyber-security, and man-
ufacturing. While vast amounts of data enter systems in a rapid, continuous and
streaming manner, data stream processing (DSP) framework was proposed to deal
with such stream-based data flows [36]. In general, the efficiency of such systems
is determined by the response time of the reaction to an external event [41, 61, 68].
This chapter provides the background of distributed data stream processing and a
general review of existing frameworks for resource management and scheduling in
cloud. A detailed literature review will be provided in the section of related work in
the following chapters.
The work in this chapter is partially derived from:
Wang, Y., HoseinyFarahabady, M.R, Tari, Z., and Zomaya, A.Y. (2018). Big Data stream pro-
cessing. In: Javid Taheri Big Data and Software Defined Networks. Institution of Engineering and
Technology. pp. 139-157.
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Different from the traditional approaches of data management that primarily fo-
cused on the data storing and retrieving, data stream processing requires continuous
data flows to be processed with minimum delay. In particular, the data streams are
processed on-the-fly and usually the storing and retrieving involve only the ultimate
processing result instead of intermediate data. It is also expected to efficiently adapt
to the ever-changing underlying environment [6, 125]. Moreover, the increasing vol-
ume of data streams and demand for processing data-flows within a short period make
it computationally unaffordable to fitting such data streams into the traditional data
management solutions (e.g., a relational database). On the one hand, the underlying
infrastructure is incapable of dealing with the growing storage requirements and data
requests [143]. On the other hand, the data is generally less meaningful compared
with the pattern and knowledge behind such an extended volume of data. As a re-
sult, the stream processing engine is proposed to deal with on-the-fly data streams
by using continuous queries [68].
While relational databases address the importance of most recently measured data,
stream processing systems often require historical data for sophisticated analytics [6].
Moreover, a user initiates a data query in the Database Management System (DBMS),
as it mainly acts as a data repository. However, the user of DSPs is passively involved
in the procedure of data processing [36]. For example, users might only be informed
when certain events are observed in a DSP monitoring system. Most importantly,
DSP transactions are performed whenever a new tuple of data arrives in the system
without any human interventions. Consequently, the approximation result usually is
expected rather than exact answers that produced by specific queries of database [13,
125].
In this chapter, we give the background of the stream processing framework. Also,
we provide a review of existing implementations in both academic and industry. As all
of the proposed DSP resource management and scheduling methods that introduced
in the following chapters (Chapters 3-7) were evaluated in Apache Storm, we briefly
explain the system structure, composing components and terminologies of Storm.
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Moreover, the processing mechanism of Storm and the architecture of the Storm
cluster are also presented.
2.1 Introduction to Stream Processing
Applications that process flows of information can be generally categorized as two
types, data stream processing (DSP) [6, 13, 36] and complex event processing(CEP)
[99]. While DSPs resemble DBMS as it processes data through a sequence of relational
algebra operations, CEP aims to deal with multiple, related events by using high-
level expressions [36]. Specifically, data are being stored and indexed in relational
databases to serve for the processing purpose, and it is human to trigger the processing
procedure. However, data in the format of continuous flows are not necessarily being
stored, and an external event in DSPs might trigger the interaction between user and
data, i.e., anomaly detected in intrusion detection system or file alert in environmental
monitoring systems. Consequently, it is expected to deliver an approximated output
that is continuously updated by DSP or CEP applications.
DSP applications enable continuous data streams to be processed in a scalable
and fault-tolerant manner with the support of distributed and parallel programming
techniques [33, 47]. In particular, the streaming data are formalised as a collection
of tuples for processing, and the data tuple is regarded as an anatomic data item
in DSPs. These tuples are similar to rows in relational databases that consists of a
name and associated property values [6]. In practice, a large number of geographically
distributed sensors can be involved to collect data and regarded as the data source
of DSPs. There is usually a time-stamp associated with data tuple to represent the
time it is generated or transferred. As the consumer of streaming data, DSPs process
data streams according to the predefined pipelined operators.
The functions declared in operators are similar to operations defined in database
queries and typical functions including but not limited to:
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∙ Aggregation: the operation to group a subset of data tuples concerning certain
conditions
∙ Splitting: the operation to divide the entire stream into smaller blocks which
can be associated with distinct parallelism levels
∙ Merging: the operation to combine data from different input channels concern-
ing specific requirements
∙ Ranking: Re-arrange tuples based on a particular principle
Customised implementation is allowed to apply data mining, machine learning or
other techniques for performing sophisticated analytics [5]. Any complicated system
can be decomposed into these independent operations, which are reusable in differ-
ent applications to facilitate the management of the underlying resource. Precisely,
such operating units are mapped and located into specific worker nodes before the
execution of DSPs. Moreover, unlike scientific work-flows or bag-of-tasks applications
that generally execute in a relatively short-term, DSPs are expected to run over an
extended period.
With the rising research interest of this new processing paradigm, several stream
processing systems in both academic and industry have been proposed (e.g., Au-
rora [3], Borealis [2], StreamBase [126], IBM InfoSphere Streams [18], S4 [111], Apache
Storm [134], STREAM [9], and System S [79]). As the first generation of stream pro-
cessing, Aurora [3] is derived from an imperative language (i.e., SquAL). Since data
might get lost due to a higher demand for responding time, Aurora applied load
shedding [130] based on QoS specifications and aimed at achieving a better trade-off
between latency and throughput. Furthermore, Aurora provided a temporary storing
procedure to keep the historical data for failure recovery. Also, the scheduler allocates
computing resources according to the operator load and predefined QoS constraints.
A more advanced system, Borealis [2], was proposed to address the requirement of
dynamic query modification and optimisation. Yahoo S4 [111] was proposed as a
distributed stream processing engine inspired by the MapReduce model [46]. It is
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a general-purpose, and scalable platform allows for extension to process continuous
unbounded streams of data in a partial fault-tolerant manner. The S4 is designed to
solve searching problems with the assistant of online data mining and machine learn-
ing algorithms. Processing Element (PE) is regarded as an essential computing item
in S4, and there are four attributes associated with each element: 1) functionality
and configuration; 2) type of events; 3) keyed attributes in events; 4) the value of
keys attributes. These factors enable users to identify the instance of a PE. In S4,
a computation can be performed on the PE layer with data flowing through them
in the context of events. However, unlike Aurora, where the system guarantees the
success of message transferring, S4 cannot store historical information, and therefore,
is unable to recover any data transmission act. Implementations based on such plat-
forms can be found in a broad range of domains, such as stock market, healthcare,
smart cities, security and manufacturing.
2.2 Apache Storm
As one of the most reliable open sources distributed real-time computational system,
Apache Storm1 is designed to deal with an unbounded data stream in a fast, scalable
and fault-tolerant manner [103]. It has been implemented widely in industrial sec-
tions, and plays a significant role in big data processing applications (e.g., Twitter,
Yahoo!, Groupon and Baidu) [134]. In this section, we provide a brief introduction
of Apache Storm, including the terminologies, working mechanism and composing
components in a Storm cluster.
2.2.1 Apache Storm Cluster
Figure 2-1 shows the architecture of an Apache Storm cluster, which consists ofmaster
and worker nodes. There can be any number of master nodes and each of them runs
1https://storm.apache.org
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a Nimbus daemon.
Master Nodes
Nimbus
Zookeeper Cluster
Worker Nodes
Storm Cluster
Nimbus
Supervisor Supervisor
Zookeeper
Zookeeper
Zookeeper
Figure 2-1: Apache Storm Cluster
More specifically, the lead Nimbus acknowledges application submission and as-
signs tasks to worker nodes. Meanwhile, worker nodes run Supervisor daemon that
receives tasks from the Nimbus and performs execution of DSP applications [103].
Storm UI daemon2 that also runs in worker nodes provides an application program in-
terface as a REST (Representational State Transfer) API that allows for remote mon-
itoring of a Storm cluster. Moreover, the availability of the Storm cluster is ensured
by the Zookeeper service3. Zookeeper is proposed to enable highly reliable distributed
coordination [77]. Specifically, the Zookeeper daemon provides high throughput and
low-latency coordination among distributed processes along with a shared in-memory
namespace.
2.2.2 Storm Topology and Composing Components
Topology, as an individual DSP application, is the calculation model of real-time
streaming data in Apache Storm [134]. The source point of topology is denoted as
2https://storm.apache.org/releases/2.0.0/STORM-UI-REST-API.html
3https://zookeeper.apache.org/
30
spout, and it retrieves data from integrated data generators or external data reposito-
ries. While there can be one or multiple spouts collect data from external, they emit
data streams to downstream operators that connected with spouts. The downstream
operators that awaiting tuples from spout are denoted as bolts. Bolts consume tuples
sent by the spout or upstream bolts and perform processing tasks as it is defined.
They forward the processing results to downstream until the streams reach the last
bolt. The last bolt is also known as sink operator which delivers the final processing
results to external applications or end-users. Figure 2-2 shows a sample topology in
Apache Storm, which has two spouts and seven bolts in total.
spout
spout
bolt
bolt
bolt
bolt
bolt
bolt
bolt
Figure 2-2: A simple topology in Apache Storm
2.2.3 Parallelism of Topology
Increasing the parallelism level of operators is an efficient approach for improving
stream processing performance [61, 74]. The parallelism of Storm topology can be
implemented by configuring the number of tasks, the number of executors, and the
number of worker processes [103, 134]. In particular, operators are implemented as
single or multiple tasks (or instances). Also, an executor performs tasks as a thread,
while a group of threads is identified as a worker process. A Java Virtual Machine
(JVM) is preserved for each worker process and tasks from distinct topologies are
isolated by mapping them into different worker processes. In general, several JVMs
are provisioned as worker processes for a Storm topology. Figure 2-3 shows a sample
topology with two worker processes. They may execute at same or distinct hosts, and
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both of them are associated with two executors. We define the parallelism level as
three for Bolt b, and the tasks are allocated to the two worker processes. In practice,
the processing capability of operators (e.g., Bolt c) can be improved to some extent
by increasing the number of tasks, particularly when the given operator becomes the
bottleneck of the entire stream.
Bolt a Bolt b
Bolt c
Topology
Bolt a
Bolt b
Bolt b
Bolt d
Bolt d
Worker Worker
Executor Executor
Bolt a
Bolt b
Bolt c
Bolt b
Bolt a
Bolt d
Bolt d
Bolt b
Figure 2-3: Topology parallelism in Apache Storm
2.2.4 Data Partitioning and Grouping Strategy
While the continuous streaming data being processed by pipelined operators, an op-
erator instance can be assigned to either the entire set or a proportion of the upstream
data. A grouping strategy defines the rule of partitioning upstream data to consecu-
tive operator instances [6,134]. The generic objective of data partitioning is to balance
the workload of an operator across its associated instances. In other words, it is ex-
pected to evenly distribute data to avoid the inefficient utilisation of resources while
data is being processed in parallel on the geographically distributed instances [59,85].
In Apache Storm, several stream grouping mechanisms have been proposed, and we
briefly review three of them which are commonly applied in real-life scenarios.
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∙ Shuffle Grouping ensures stream tuples to be equally distributed to its down-
stream bolts’ tasks. The tuples are assigned in a round-robin fashion to balance
the workload, and it works best for atomic operations where no temporary
states are involved. While the grouping strategy enables even distribution of
stateless data without changing the application semantics, it is unable to main-
tain the states as keys that used for keep states are neglected during the data
partitioning.
∙ Field Grouping allocates data based on the value of a particular field, and it
promises that tuples which have the same value of the given field can always be
placed at the same destination. In particular, it applies a hash function to the
keys, and therefore, tuples with the same key are always directed to the same
destination. Such a scheme is normally adopted for calculation on particular
fields, such as word counting or sorting. Although it preserves states and the
semantic of applications, it would fail to balance the load in the existence of
skew [59]. For example, a DSP application designed to find the trending topic
of tweets every one hour will experience skewed data as it needs to count the
frequencies of words while the distribution of world follows the Zipf law [110].
∙ Partial Key Grouping (PKG) works similarly as the field grouping. It
assigns tuples based on the value of a specific field, while the level of resource
utilisation will be taken into consideration when making allocate decisions [110].
The PKG applies the technique of "power of two choices" and introduces the key
splitting. Specifically, it nominates two candidate nodes derived by two distinct
hash functions for each key. Then, the PKG dynamically assigns the data to one
of the two options, which has the least load. It captures the resource availability
and manages to distribute data in the existence of skew evenly. However, certain
functions cannot be supported by the PKG as it forwards data with the same
key to two nodes.
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2.2.5 State Management and Reliable Message Processing
Operator states are normally implemented in the format of key-value pairs, and state-
ful data tuples need to be transmitted with the key as an identifier [6]. More specif-
ically, states are managed on a key basis, and it is necessarily required to direct
data with the same key to the same destination (or an instance of the downstream
operators). Apache Storm manages states by implementing states in-memory and
guarantees the persistence with Redis4. Redis is an open-source key-value data struc-
ture store allows for managing data persistently [146]. Whenever stateful bolts are
involved in Storm topologies, the system automatically creates a checkpoint spout and
establishes an additional stream for checkpointing messages.
With the great importance of reliable processing in DSPs, it is expected to achieve
varying levels of reliability by trading off between computation cost and performance
degradation. Apache Storm provides three different guarantee levels of data delivery,
namely at most once, at least once, and exactly once [8, 134]. More specifically, the
at most once ensures tuples to be processed in the order of emitting. Hence, tuples
are dropped only if the network or system has failed. The at least once enables re-
transferring of failed tuples. As a result, tuples might be processed out of order or
more than once. Additionally, the exactly once only works with Trident5, as a third
party tool that is sitting on the top of the Storm service. A unique ID is required
when assigned tuples to track and construct tuple trees. The tree structure makes
it possible to divide a message into individual components. Consequently, tuples
are markable, and their associated timeout is configurable. The failed proportion of
streams can be quickly retrieved and replayed by the topology manager if necessary.
Thereby, the integrity of messages can always be guaranteed unless it is expected to
trade bandwidth or throughput against processing precision.
4https://redis.io/
5https://storm.apache.org/releases/2.0.0/Trident-API-Overview.html
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2.3 Resource Management in Stream Processing
Resource management in the cloud environment has been widely studied over the
past decades, while the large scale and resource heterogeneity of data centres, the
ever-changing workload, and a variety of objectives involved in cloud-based applica-
tions have been addressed as key challenges [80]. The virtualisation of networks and
computing capacities, as one of the core enabler for efficient resource management,
allows for fast response and flexible adjustments [15, 24, 80]. However, most of the
existing resource management methods are not applicable in DSPs concerning the
dynamic nature and long-term execution requirement of unbounded data streams.
In this section, we discuss the general practice of resource management in the cloud
and challenges need to be addressed in devising resource management strategies for
DSPs. The related work regarding scheduling and resource management for cloud-
based applications as well as stream processing applications are also reviewed.
2.3.1 General Practice of Resource Management in Cloud
To conduct the growing large-scale computational tasks in domains ranging from sci-
ence, health, financial and engineering, the Grid computing infrastructure [54] and
Peer-to-Peer (P2P) [112] systems are mainly required for sharing the computational,
network and storage resources that geographically distributed across institutions or
organisations [23]. Furthermore, Cloud computing enables reliable computation ser-
vice for a group of applications through virtualisation of resources [24,139]. Resource
management in the cloud is the procedure of allocating resources (e.g., computing,
storage, networking) to applications while guaranteeing objectives of service providers
and users [80]. The objective of resource management, in general, consists of two as-
pects: 1) to ensure high performance of applications comply with the Service Level
Agreements (SLA) from users’ perspective; 2) to enable efficient utilisation of resource
to minimise the maintenance cost from service providers’ prospective [80]. Moreover,
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there are special requirements raised concerning the energy cost of cloud data centres.
It is claimed that the average energy cost of data centres is as much as 25,000 house-
holds [84]. Therefore, the focus of high-performance computing requires the trade-off
between system performance optimisation and the utilisation of underlying resources
[17]. A typical solution of increasing the resource utilisation level is host consolidation
which consolidates jobs into a smaller number of physical machines while the rest of
machines could be switched off for resource-saving purpose [115].
The MAPE loop [78] that widely studied in the autonomous system enables to sep-
arate the entire procedure of resource management into four individual steps, namely
Monitoring (M), Analyze (A), planning (P) and execution (E) [97,105]. For efficient
allocation of resources to a set of applications, the system needs a closely monitoring
process to capture the executing environment at run-time. More importantly, it is ex-
pected to observe abrupt workload changes spontaneously, and the observing features
should be designed carefully to describe the system accurately and effectively. The
collected data would be used for analysing with the principal objective of identifying
unexpected behaviours or specific working patterns. Combing the analysis results
and predefined SLA, the actions that should be taken are derived as the result of
the planning phase. Eventually, the system will be instructed by the output of the
planning stage and aims to achieve short-term or long-term objectives after speci-
fied time intervals. The resource management strategies can be designed to address
one or multiple stages in the MAPE loop with particular interests of users or service
providers.
Several problems have been addressed in cloud resource management, including
the heterogeneity of resource types, the varied workload of applications and the diver-
sity of objectives concerning a variety of aspects [80]. Moreover, under-provisioning,
over-provisioning and oscillation are common challenges that cloud managers are fac-
ing nowadays [97]. Considering the fluctuated workload of cloud applications, service
providers tend to provision far more resources to applications than actual needs.
Although it promises the service can be delivered within SLA constraints, the over-
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provisioning leads to unnecessary wastage of precious computing resource. In con-
trast, limiting resources to be provisioned to applications (under-provisioning) might
cause a different level of SLA violation and even unacceptable performance degra-
dation, especially when facing an abrupt increase of user request. Another issue is
oscillation as a combination of drawbacks of under-provisioning and over-provisioning
problems and is caused by the frequent adjustment of resources. Since the time con-
sumed at each step involved in the MAPE loop is unignorable, the insufficient time
left for a particular stage may result in inefficient allocating decisions. It is expected
to reduce the frequency of adjustment or introduce a cooldown period that allows the
system to adapt itself to the modifications to alleviate the unwanted effects introduced
by oscillation.
In general, two types of approaches have been widely applied for managing various
types of resources in the cloud environment, namely reactive and proactive meth-
ods [97]. While the reactive manner involves relatively simple computation in the
phase of planning, proactive solutions typically focus on the analyse as well as plan-
ning stages. Specifically, the threshold-based method is one of the reactive solu-
tions that instructed by specific rules [50, 69, 90]. Conditions and actions are defined
beforehand, and corresponding reactions will be triggered if certain conditions are
met during execution. Moreover, a set of performance metrics are chosen to reflect
the system status and thresholds are defined to enable the automatic control of re-
sources. Despite that threshold-based rules are easy to implement and simple to
perform with lightweight computation, it is difficult to identify the suitable metrics
and define the practical thresholds as the performance highly depends on the defini-
tion of thresholds [98]. More recently, the adaptive rules are proposed to replace the
static threshold-based rules concerning the dynamic nature of cloud-based applica-
tions [71, 97].
Several solutions have been proposed in a proactive manner considering the draw-
backs and problems of applying reactive approaches. To be specific, time-series analy-
sis facilitates prediction of the future trend or identify workload patterns according to
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the collected historical data [25,30,31,34,64,72,121]. With the assistance of accurate
forecasting regarding system performance and incoming workload, the reactions can
be decided to respond to the workload change within SLA constraints proactively.
Moreover, the queuing theory [67, 97] is widely studied and deployed in the analysis
and planning phase of the MAPE loop for resource management. In particular, queu-
ing theory allows for the establishment of mathematics models concerning the system
architecture as well as time distribution of data incoming and processing. Several
formulas are also available for queuing models (e.g. Little’s Law, Allen-Cunneen) to
assist with estimation of waiting and service times. Additionally, the control theory
helps to automize the managing of resources in cloud proactively by defining con-
trollers with explicit controllable inputs and outputs [41,52,121,137,147]. It enables
self-adjustment by introducing a feedback loop, and corrections would be made af-
ter comparing the system output with target values. Similar to queuing theory, it
requires to model the system and choose key feature carefully to reflect the system
state accurately and efficiently. Moreover, reinforcement learning is increasingly en-
gaged [28,97,101,102,118,140,144] in devising resource management decisions. It does
not require prior knowledge of the system and aims to determine the optimal con-
figuration of resource automatically. However, it demands extensive computations,
especially when the actions set is huge. Most importantly, since the training phase
might last for a long time, the performance at the initial stage is relatively poor, and
the adaptability is questionable [97].
2.3.2 Objectives of Resource Management in Stream Process-
ing
As the general practice of deploying DSPs in the cloud environment, it is expected
to split DSP applications over the distributed machines for scalability [125]. In the
context of distributed stream processing, the resource management strategy defines
the protocol to place individual operators on the given computing infrastructure [7].
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Therefore, it is significantly vital to devise efficient resource management strategies
for optimising DSP performance.
The performance metrics of DSP applications usually contain throughput and
latency, which indicate the amount of data the system can consume within certain
time intervals and the time spent for data to be executed [6,36,125]. There are some
other metrics used widely in Internet applications, including availability denotes the
ratio of service online/offline, and responsiveness which shows how quickness the
system can respond to user’s requests [55]. By capturing such metrics in real-time,
the resource allocation decisions would be derived for a variety of objectives.
More specifically, while the ultimate goal of resource management and scheduling
is to ensure the availability of service and meet SLA constraints, there are a number
of scheduling challenges in DSPs should be addressed, including resource utilisa-
tion, data management (data locality, replication and placement strategy), fairness,
fault-tolerance, and energy efficiency [124]. Moreover, there might be a conflict with
some of the objectives in practice [6]. Therefore, it is challenging to devise a generic
framework for applications in different domains. For instance, balancing the workload
across active running hosts avoids the issue of under- or over-provisioning of resources,
however, a fairness strategy may cause severe system degradation or lead to resource
wastage if varied traffic pattern or resource demand is involved in individual DSP
applications.
2.3.3 Scheduling in Apache Storm
DSP scheduler defines the principle of placing tasks to worker nodes and is regarded
as a core component of DSP design. The customised scheduler can be implemented
and deployed in Nimbus, and it is triggered regularly in a configurable interval or
whenever users submit a new topology. Notice that under the equivalent amount of
resource provisioned, the application’s performance is subject to change, and it can
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be hugely differed after applying varied scheduling strategies.
The default scheduling strategy of Apache Storm, also known as Even schedul-
ing, is designed to distribute the executors amongst worker processes and map the
worker processes to the nodes evenly. It is a static approach enables lightweight com-
putation and straightforward implementation. Notably, it applied the round-robin
(RR) scheme that primarily aims (1) to allocate worker processes across available
physical machines fairly, and (2) to balance the resource usage across active hosts.
Although it is expected to distribute workload evenly to the nodes and processes,
such a policy lacks consideration of the dynamical change of computation capability
and resource demands. As a result, it might lead to under/over resource utilisation
and even cause severe performance degradations. For example, the default scheduler
aims to spread the allocation of workers across available machines while some of them
can be consolidated to fewer nodes for maximising resource utilisation level.
2.3.4 Advanced Scheduling Schemes designed for DSPs
Generally, two broad approaches offline or online have been suggested to devise
scheduling schemes in distributed stream processing systems. While the offline schedul-
ing mainly refers to the static structure of DSP applications, it explores the parallel
partition and data dependencies for a given topology. For example, the key objective
of the offline scheduler proposed by Aniello et al. [7] is to reduce the communication
cost and accordingly shorten the processing latency. However, such offline scheduling
method always makes scheduling decision before the execution of DSP applications.
Although it avoids introducing overhead to the DSP execution, its limitation is quickly
revealed as it fails to adapt to varying traffic conditions in run-time. Moreover, the
heterogeneity of cloud resources is not addressed in placing DSP applications which
might lead to varied level of QoS violations.
Therefore, most of the recent works [45, 52, 61, 114, 135, 145] proposed for stream
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processing apply online approaches to address the scheduling issues. In particu-
lar, online schedulers address the significance of ever-changing resource demand and
computation capacity. Moreover, they devise the mapping relationship between DSP
operators and underlying computation resources concerning the dynamic nature of
DSPs. As the techniques mentioned in general practice of resource management in
cloud-based applications (Section 2.3.1), time-series analysis, queuing theory, control
theory and reinforcement learning are also applicable in online schedulers for DSPs.
Resource utilisation-aware scheduling strategies are proposed to capture the dy-
namic change of workload and corresponding resource demand with the chief objective
as optimising the resource utilisation level. R-storm [114], for instance, implements a
resource-aware scheduling scheme in Storm concerning CPU and memory constraints.
It also refers to the network distance between connected components and the variety of
resource types have been taken into account in making scheduling decisions. The two
steps involved in the scheduling process select tasks and node for hosting a particular
task. R-storm achieves an enhancement in throughput and CPU utilisation compared
against Storm [114,124]. Similarly, T-Storm [145] applies the online approach to allow
the dynamic adjustment of schedule parameters to enable the execution with fewer
worker nodes while speeding up the data processing. It also considered the run-time
traffic patterns. Although it fails to guarantee fault-tolerance of stream processing,
it achieves better performance in optimising resource utilisation level [124, 145] than
Storm scheduler.
To further optimise DSP performance, a set of proactive strategies were proposed
for enhancing DSPs’ throughput and latency [42]. In particular, Tolosana-Calasanz et
al., [133] proposed an online approach by introducing a feedback controller to control
the waiting time of data in the queue based on the percentage of data that processed
within the deadline. It was aimed to optimize the number of Virtual Machines (VMs)
that allocated to the specific data stream, and it also deals with the stateful computa-
tion by providing specific migration protocol. The Model Predictive Control (MPC)
enables to explore the system configuration regarding the number of the CPU core
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and frequency dynamically. Moreover, the control-based solutions [52, 135] primary
address the under- and over-provisioning of resources in Storm cluster and continually
motioning the system status for timely adjustment. Concerning data partition, Gedik
et al. [61] proposed an online strategy to automatically explore the parallel level of
a given topology based on measured congestion status and throughput which reflect
the real-time resource utilisation and applications workload.
The detailed discussion of related work concerning specific aspects, namely DSP
auto-scaling, QoS awareness, network and traffic pattern and stateful computation
are provided in the section of related work in the Chapters 3, 4, 5, and 7, respectively.
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CHAPTER 3
MODEL-BASED AUTO-SCALING FOR DISTRIBUTED
STREAM PROCESSING
The uncertainty and complexity nature of streaming data makes it difficult to under-
stand the system behaviour, and therefore, poses challenges to the efficient manage-
ment of underlying resources. To enable the resource elasticity of stream processing
applications, we proposed a model-based auto-scaling method that captures the run-
time system behaviour and profiles individual operators for placement purpose. Our
primary contribution is to introduce generic mathematical models to estimate stream
processing systems’ performance (i.e., latency and throughput) under various con-
ditions. We further designed a model-based auto-scaler to devise the placement of
operators. The proposed method allows for dynamic estimation of system through-
put and latency and takes external variables (e.g. data ingestion rates and resource
availability) into consideration.
The work in this chapter is published in:
Wang, Y., Tari, Z., HoseinyFarahabady, M.R. and Zomaya, A.Y., 2017, December. Model-based
scheduling for stream processing systems. In 2017 IEEE 19𝑡ℎ International Conference on High
Performance Computing and Communications; IEEE 15𝑡ℎ International Conference on Smart City;
IEEE 3𝑟𝑑 International Conference on Data Science and Systems (HPCC/SmartCity/DSS) (pp.
215-222).
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3.1 Introduction
Resource elasticity, as a critical feature of the cloud environment, interprets the ability
of a system to adjust its resource allocation according to the ever-changing applica-
tions’ demand [40,81]. In general, it is expected to provide additional resources when
experiencing a heavy workload, and releasing a certain amount of capacities with de-
creased user requests for minimising the economic expenditure [106]. Auto-scaling is a
technique proposed to provide resource elasticity by dynamically modify the resource
allocation to cloud-based applications [71]. It is aimed to guarantee the QoS Level by
automatically scaling the resource amount depending on applications’ workload with-
out human interventions. However, inefficient implementation of auto-scaling proce-
dure would end up with under-provisioning or over-provisioning situations [97]. To be
specific, the system would fail to guarantee QoS requirements if resources provisioned
to target applications are not sufficient, and it may even face severe performance
degradation and suspend execution due to the lack of computational capacity. In
contrast, maintain far more resources than actual demanding leads to enormous eco-
nomic cost, although a certain level of over-provisioning is desirable for coping with
occasional workload fluctuations. A system sometimes experiences oscillation that
couples under- and over-provisioning when the adjustment frequency is rather small,
or there is a delay between workload change and applied re-configurations [25,97].
An effective and efficient auto-scaler is expected to be independent of workload
characteristics, adaptive to the dynamic environment of data streaming and respect to
the ubiquitous resource sharing in cloud ecosystems [71]. Therefore, it is proposed to
involve the MAPE loop [97,105] in designing auto-scaling methods, which require four
processes, namely monitor, analysis, plan and execution. Notably, the application of
the MAPE loop in stream processing usually starts with system monitoring that col-
lects core system features at certain time intervals. The features should be selected
carefully, so they can accurately describe the system behaviour and assist with mak-
ing scaling decisions. Then, the auto-scaler performs analysis and prediction based on
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the data collected from the monitor during the second phase. Since workload inten-
sity is the core indicator of resource demand [72], the forecast of workload fluctuation
is indispensable in achieving high performance in cloud-based applications [83]. Fi-
nally, the planning and execution stage decide the allocation of resources and conduct
actions as instructed by the derived decisions. Since elasticity in stream processing
typically refers to the flexibility of operator placement [40], the auto-scaler in DSPs
mainly concerns the parallelism level of operators and placement strategies for oper-
ator instances. Also, it is suggested that the planning stage is significantly vital in
designing auto-scalers [97], which defines the protocol of placing operators in DSP
auto-scaler. The core objective of scaling should be addressed in this stage to ensure
the derived solutions can achieve the given goals.
One of the key challenges of applying the MAPE loop in auto-scaling for DSP is
to devise accurate system models. The models should be general enough to describe
the system behaviour concerning dynamic features (e.g., workload, resource availabil-
ity). Moreover, it is expected that the effect of adjustments of certain conditions
can be quantified straightforward. Queuing theory has been extensively studied in
the engineering industry, and mainly introduced to reduce customer waiting times
or increase production rates [45, 88, 133]. Therefore, several queuing models have
been proposed [41, 43, 45, 92, 96] to formulate the processing of streaming data. In
particular, 𝑀/𝑀/𝑘 models assume the data arrival and processing times follow an
exponential distribution. The 𝑘 indicates several channels are served for data pro-
cessing which allows for task execution in parallel. Since the data ingestion rates
and processing times are subject to change during execution, and it does not strictly
follow the exponential distribution,𝑀/𝑀/𝑘 models are only applicable in limited sce-
narios. Additionally, 𝐺/𝐺/1 models were proposed [41,43,45,92,96] as a more generic
approach which relax constraints of distribution of data arrival and processing times.
However, 𝐺/𝐺/1 models failed to consider the parallelism level of stream processing
as models are presumably served with single service channel. Concerning the ubiqui-
tous parallelism of DSPs at varying levels (e.g., operators, streams, applications), it
45
is desirable to model DSPs as service stations with multiple channels.
Therefore, unlike most of the existing solutions that either require a priori about
the arrival process and requested service time or model stream processing as a service
station with a single channel, we define DSPs as 𝐺/𝐺/𝑘 models. Notably, there
would be no assumption to be made on the distribution pattern of inter-arrival or
service time of streaming data, and 𝑘 allows for any number of channel preserved for
processing purpose. Moreover, we devise a model to estimate the system throughput,
considering the workload and resource capacity. Enabled by these two mathematics
models, we further propose an auto-scaler with the MAPE loop and make scaling
decision referring to the performance estimation and QoS requirements. The accuracy
of latency and throughput models are justified before evaluating the efficiency of the
auto-scaler, and the auto-scaler is evaluated against DSP applications with different
layout of operators.
This chapter is organised as follows. We first examine related methodologies have
been applied to enable auto-scaling, and primarily focus on the context of stream
processing. Then, we demonstrate the proposed general mathematics models for
performance estimation DSPs in terms of throughput and latency. A model-based
method for auto-scaling is introduced with the support of the MAPE loop, and both
throughput and latency are considered as the driven factors to devise scaling decisions.
Lastly, we evaluate the estimation accuracy of models and the model-based approach
against Apache Storm scheduling scheme.
3.2 Related Work
The primary objective of auto-scaling is to provide resource elasticity to enable high-
performance execution of cloud-based applications while optimizing the resource pro-
vision. The most straightforward solution of auto-scaling is to define threshold-based
policies to avoid under- or over-provisioning of resources [50, 69, 90]. The threshold-
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based strategy can be categorised as a reactive approach as it only applies changes for
specific scenarios. Usually, there is an upper, and a lower limit set by users for selected
metrics and the system is kept monitored regarding the selected parameters [71]. By
comparing the observed metrics with pre-defined thresholds during execution, the
auto-scaler determines the number of resources to be provisioned/released when the
higher/lower limit is violated. Such an approach only requires lightweight computa-
tion and straightforward implementation as thresholds and corresponding reactions
are defined before execution.
However, there are several challenges concerning the set of threshold values, the
selection of metric set and the lack of adaptivity associated with threshold-based solu-
tions [97]. Requirements and working patterns can be varied from application to ap-
plication, and therefore, the selection of system metrics and corresponding thresholds
are subject to change and require domain knowledge. Defining thresholds dynamically
in response to workload change can potentially overcome the lack of adaptivity [98].
However, the selection of thresholds would be sub-optimal if the delay between a
threshold violation is observed and reactions to be taken is unignorable. Moreover,
the computational cost caused by deciding thresholds at run-time undermines the
prominent advantage of threshold-based policy as it is initially proposed.
Due to the lack of adaptivity of reactive methods, it is desirable to devise proactive
approaches for anticipating the incoming traffic and making auto-scaling decisions in
advance of workload change. For example, time-series analysis is one of the most
commonly applied proactive strategies [25, 31, 34, 64, 72, 121]. Since the workload
variation usually follows specific patterns, the prediction of future workload based on
historical information allows the system to make resource adjustments proactively.
It aims to identify repeating patterns in the incoming workload and forecast the
upcoming trend according to historical data. It is particularly applicable and efficient
for applications that experiencing a relatively stable workload [30, 31]. However, it
is incapable of dealing with abrupt changes of workload or uncertainties brought
by multi-tenant scenarios. Moreover, the forecasting output derived from a single
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predicting method is not reliable in all situations [72].
The alternative approach of proactive auto-scaling is reinforcement learning [128].
The auto-scaler designed from reinforcement learning gradually learns the optimal
resource allocation according to the observed system state and given workload in a
trial-and-error manner without any a priori knowledge [28,97,101,102,118,140,144].
It aims to maximise the discounted reward over the long-term run. As a result, the
performance at the initial stages can be inferior, and the duration of the learning
phase can be unfeasible long concerning the nature of online training [97]. Therefore,
time-series analysis and reinforcement learning are practical and efficient solutions
over long-term run, while they would fail to provide an optimal solution for newly
deployed applications at initial stages.
Additionally, control theory enables auto-scaling by referring to the system state,
the feedback regarding the gap between the expected value and system output, and
optionally associated with the predicting functionality. There are several types of
controllers have been introduced in auto-scaling of stream processing engines, while
Model Predictive Controller (MPC) [100, 108] is one of the most commonly applied
among them. Controllers automate the process of resources provisioning and releasing
with regards to the changing workload [41,52,121,137,147].
Moreover, queuing theory [67,97] that primarily relies on mathematical models can
be applied in auto-scaling to investigate the correlation between queuing time and
workload variations. Models are differentiated according to the assumptions made
for data arrival and processing times. For example, 𝑀/𝑀/𝑘 models formulate the
stream processing system with an exponential distribution of both data arrival and
processing times. Therefore, they are only applicable to limited scenarios. Moreover,
recent works apply 𝐺/𝐺/1 models [41, 43, 45, 92, 96] as a more generic solution since
they do not assume any particular pattern of data input and processing. In particular,
Matteis and Mencagli [41] model each operator as a 𝐺/𝐺/1 model. The first two
symbols of a queuing model (𝐺 in this case) represent the distribution of data arrival
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and services times, and the third one is either 1 or 𝑘 to show whether the system
is executed on single or multiple servers [67]. In a 𝐺/𝐺/1 model, both the data
arrival and processing times have general statistical distribution, and the system is
executed on a single server. Kingman′s formula [89] was applied to estimate the mean
waiting time of data tuples experienced in the system [41]. Specifically, the Kingman′s
formula requires the operator utilisation level and the coefficients of variation of the
inter-arrival and service times for estimation purpose. The authors also introduced a
feedback mechanism to improve the estimation accuracy and assumed that the mean
waiting time of a parallel server is roughly the same as a sequential server with the
same service time. Although the Kingman′s formula provides good accuracy and
independent from the particular distributions of inter-arrival and service times, it is
mainly applied in stable queues [41] while the stream processing systems experience
dynamic change during execution. Most importantly, DSPs implement a varied level
of parallelism to enable fast processing. However, 𝐺/𝐺/1 models fail to consider the
parallelisation of streaming data.
3.3 System Analytic Model
To ensure the elasticity in DSP systems, we propose a proactive approach for auto-
scaling based on queuing theory. As auto-scaling in DSPs is mainly referred to the
operator placement [40], the auto-scaler is designed to devise efficient placement de-
cisions with regards to the applications’ workload and dynamically respond to the
change of user demand. Different from previous studies [41, 43, 45, 92, 96], we model
DSP operators as 𝐺/𝐺/𝑘 queues in which both inter-arrival and processing times
have general distribution and multiple service channels are available. In particular,
the 𝑘 indicates that multiple servers can be preserved for individual operators to allow
a varied level of parallelism. Also, the latency model takes workload and computing
capacity as input and estimates the waiting time according to the Allen-Cunneen
(A-C) formula [19]. Meanwhile, the throughput model is developed by considering
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the incoming traffic and resource capacity that provisioned for a given application.
These two models capture the system behaviour at run-time and perform estimations
to enable proactive adjustment of placement for operators.
3.3.1 Operator Latency Model
System latency describes the time spent on processing data tuples. We define latency
explicitly as the entire time a data-tuple stays in the system, including execution and
waiting time. Specifically, the execution time primarily depends on host capacity, and
it remains the same if the underlying computing capacity keeps unchanged. However,
the waiting time can be hugely varied when the stream experiences workload fluc-
tuations. To enabling dynamic adjustment of the resource under varying workload,
we focus on the waiting time estimation and address the delay a tuple suffers in the
queue of individual operators.
Queuing theory has been widely applied to investigate the waiting time and pro-
cessing time in computer systems [41, 88]. In general, a model is defined with three
factors 𝐴/𝐵/𝐶, in which 𝐴 and 𝐵 represent the time distribution of data arrival and
service time, and 𝐶 denotes the number of service channels [67]. While 𝑀 represents
an exponential distribution of 𝐴 or 𝐵, 𝐺 shows that the arrival time (𝐴) or service
time (𝐵) follows a general distribution. As the latency model is expected to describe
generic system behaviour without specifying the data arrival and processing times,
we model each DSP operator as a 𝐺/𝐺/𝑘 queue. In other words, there is a general
distribution of both inter-arrival and service time for data in operators, while there
can be multiple channels provisioned to serve the execution of a given operator.
Figure 3-1 shows a DSP application with four operators that sequentially con-
nected. The output of operator o is regarded as the data input to operator a, and
therefore, the inter-arrival time of operator a is interpreted as the time of data emit-
ted from operator o. Moreover, the operator a is modelled as a queue with three
50
parallel channels (i.e., 𝑘 = 3) and its output is directed to operator b. It is easy to
notice that the processing can be potentially accelerated by increasing the parallelism
level of certain operators, especially if the operator is the bottleneck.
o a b c
a1
a2
a3
G/G/k
k =3
Figure 3-1: G/G/k queuing model for operators
The Allen-Cunneen (A-C) formula that first described in [4] can be applied to
approximately estimate the system time of data in a queue with general distributions
of both arrival time and service time [19, 67]. It is noteworthy that the A-C formula
was developed using computational-based estimation techniques without any formal
proof. However, it often provides an excellent approximation to the average waiting
time of customers in 𝐺/𝐺/𝑘 queues. A report by Tanner confirms that the results
obtained by A-C formula were within 10% of the actual values in most scenarios [129].
We, therefore, use Allen-Cunneen approximation to estimate the time a data tuple
waits in the queue of an operator.
Table 3.1 lists the main notations used in defining the operator latency model.
Let 𝑇𝐴 and 𝑇𝐵 be the mean inter-arrival time and the average service time of tuples,
then the average arrival rate 𝜆 and service rate 𝜇 are calculated as the reciprocal of
𝑇𝐴 and 𝑇𝐵, respectively.
𝜆 =
1
𝑇𝐴
(3.1)
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Table 3.1: List of notations for latency model
Symbol Description
𝑇𝐴 Mean inter-arrival time of data-tuple
𝑇𝐵 Mean service time of data-tuple
𝜆 Average arrival rate of data-tuple
𝜇 Average service rate of data-tuple
𝑝 Parallelism level of the given operator
𝜌 Utilization of a service station
?¯? Estimated waiting time
𝑐𝑎 The coefficient of variation of inter-arrival time
𝑐𝑏 The coefficient of variation of service time
𝐸∘ The latest observed execution time
?¯? The expected execution time
𝑛 The existing number of CPU cores associated with the operator
𝑛′ The expected number of CPU cores to be provisioned for the operator
?¯? The estimated operator latency
𝜇 =
1
𝑇𝐵
(3.2)
Furthermore, the utilisation level 𝜌 of a queue with multiple channels can be
computed by Equation (3.3), where 𝑀 represents the number of channels for data
processing [67]. We propose to model the individual operator as 𝐺/𝐺/𝑘 queue instead
of the 𝐺/𝐺/1 queue because the multiple channels can accurately describe the capa-
bility of parallel data processing in DSP operators. Note that increasing the number
of channels 𝑀 can reduce the utilisation level of a service station. It is also true in
the context of streaming data processing as the operator traffic can be potentially
alleviated by having additional instances.
𝜌 =
𝜆
𝑀𝜇
(3.3)
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Therefore, the mean waiting time ?¯? is approximated by applying A-C formula [19]
as given by Equation (3.4).
?¯? ≈ 𝜌/𝜇
1− 𝜌 ·
𝑐2𝑎 + 𝑐
2
𝑏
2𝑝
(3.4)
Specifically, 𝑐𝑎 denotes the coefficient of variation of the inter-arrival time at con-
secutive observation intervals. As shown by Equation (3.5), 𝑐𝑎 can be calculated by
analyzing the second moment of inter-arrival times. Similarly, 𝑐𝑏 denotes the coeffi-
cient of variation of the service times, and it can be derived from the second moment
of service time, as illustrated in Equation (3.6). Note that the 𝑀 in Equation 3.3 is
replaced by the parallelism level of the given operator 𝑝 in the estimation of wait-
ing time (Equation 3.4), as the number of instances explicitly defines the number of
service channels of the queuing model.
𝑇 2𝐴 = 𝑇𝐴
2 · (1 + 𝑐2𝑎) (3.5)
𝑇 2𝐵 = 𝑇𝐵
2 · (1 + 𝑐2𝑏) (3.6)
The latency of tuple experiences in an operator is also determined by the execu-
tion time, and the execution time is inversely proportional to the amount of resource.
In general, the performance will experience a varied level of degradation when several
applications are competing for the underlying resource. To address the nature of re-
source sharing in cloud ecosystems, we assume the execution time 𝐸 keeps unchanged
unless the provisioned number of CPU cores is lessened. Therefore, the execution time
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?¯? can be computed as,
?¯? =
⎧⎪⎨⎪⎩
𝐸, if 𝑛′ ≥ 𝑛.
𝑛′
𝑛
· 𝐸, otherwise.
(3.7)
where 𝑛 is the existing number of CPU cores preserved for the given operator and
𝑛′ is the expected number to be provisioned. As a result, the latency 𝐿 is estimated
as the sum of waiting time and execution time,
?¯? = ?¯? + ?¯?. (3.8)
3.3.2 Topology Throughput Model
We define throughput as the total number of tuples can be processed at a specific
interval, and therefore, the topology throughput is computed from estimations of
throughput for individual operators. Moreover, the throughput model built for an
operator requires the data ingestion rate as an input to reflect the dynamic change
of workload experienced by the given operator. The main notations used in the
throughput model is given in Table 3.2. Note that we identify an estimated value
with the over-line symbol (¯) to differentiate it from the observed system status.
Let 𝑝𝑖 be the parallelism level (the number of instances) of an operator 𝑜𝑖, then
the throughput of operator 𝑜𝑖 is the total number of tuples processed by all instances.
Data partitioning allows for throughput enhancement in DSPs as an instance is nor-
mally implemented as a single thread. By having multiple threads, the amount of
data can be processed within a fixed interval can be greatly improved, especially when
placing the threads into geographically distributed hosts. As a result, the throughput
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Table 3.2: List of notations for throughput model
Symbol Description
𝑜𝑖 The operator 𝑖
𝑜𝑗𝑖 The 𝑗𝑡ℎ instance of operator 𝑖
𝑝𝑖 The parallelism level of 𝑜𝑖
𝑅𝑖 Estimated throughput of 𝑜𝑖
𝑅𝑗𝑖 Estimated throughput of 𝑜
𝑗
𝑖
𝑈𝑖 The list of upstream operators of 𝑜𝑖
𝐴𝑗𝑖 Expected number of tuples to arrive in 𝑜
𝑗
𝑖
𝑅𝑇𝑢 The amount of data transferred from operator 𝑢
𝑑(𝑢, 𝑜𝑗𝑖 ) The probability that 𝑢 transfers a data tuple to 𝑜
𝑗
𝑖
𝑇 The configurable time interval
𝐸𝑗𝑖 The execution time of processing a data tuple in 𝑜
𝑗
𝑖
𝑇ℎ The estimated overall throughput
of operator 𝑜𝑖 is practically estimated as Equation 3.9,
𝑅𝑖 =
𝑝𝑖∑︁
𝑗=1
𝑅𝑗𝑖 (3.9)
where 𝑅𝑗𝑖 is the estimated number of tuples to be processed by the 𝑗𝑡ℎ instance of
the operator 𝑜𝑖 within the next observation interval. Then, the estimated throughput
of operator 𝑜𝑖 denoted as 𝑅𝑖, would be derived by adding up the numbers across all
instances. Furthermore, there are two core factors would determine the throughput of
an operator instance: (1) the amount of data arrived, and (2) the computing capability
of the target host. In other words, the amount of data arrives at the operator instance
decides the expected number of tuples to be processed by the given operator instance,
while the underlying capacity limits the maximum number of tuples can be processed
within the next time interval. Let 𝑈𝑖 lists the entire set of upstream operators of the
operator 𝑜𝑖, then the total number of tuples that expected to arrive in 𝑗𝑡ℎ instance of
operator 𝑜𝑖 within the next time interval is denoted as 𝐴𝑗𝑖 and computed as Equation
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3.10,
𝐴𝑗𝑖 =
∑︁
𝑢∈𝑈
𝑅𝑇 𝑢 · 𝑑(𝑢, 𝑜𝑗𝑖 ) (3.10)
where 𝑅𝑇𝑢 represents the volume of data transferred from the corresponding up-
stream operator 𝑢 and 𝑑(𝑢, 𝑜𝑗𝑖 ) provides the probability that operator 𝑢 directs its
data to 𝑜𝑗𝑖 according to the previous observations. Note that 𝑑(𝑢, 𝑜
𝑗
𝑖 ) = 1 if the oper-
ator 𝑢 copies its data to every instances of operator 𝑜𝑖 or it only directs the output
to the given instance 𝑜𝑗𝑖 . We assume the distribution of data tuple across instances
is relatively stable, and the variance of key distribution in data streams over time is
out of the scope of this work.
Figure 3-2 shows an example scenario in which the operator 𝑐 has two upstream
operators (i.e., 𝑎 and 𝑏) and it’s parallelism level is three. Assuming the data trans-
mitted from operator 𝑎 is only directed to the first instance 𝑐1, while 𝑏 evenly dis-
tributes its output to the rest of two instances 𝑐2 and 𝑐3. Then, 𝑑(𝑎, 𝑐1) = 1 and
𝑑(𝑏, 𝑐2) = 𝑑(𝑏, 𝑐3) = 1
2
. Consequently, the expected number of tuples to arrive in 𝑐1 is
estimated as 𝑅𝑇 𝑎, and 12 ·𝑅𝑇 𝑏 for both 𝑐2 and 𝑐3.
a
b
c1
c3
c2
c
Figure 3-2: Exemplification of estimating the amount of arrival data for operator
instance
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Therefore, we estimate the throughput of operator instance as Equation (3.11),
𝑅𝑗𝑖 = min (𝐴
𝑗
𝑖 ,
𝑇
𝐸𝑗𝑖
) (3.11)
where 𝐸𝑗𝑖 denotes the explicit execution latency of the data-tuple in thread 𝑜
𝑗
𝑖
under the contemporary resource capacity and 𝑇 stands for the configurable interval.
Moreover,
𝑇
𝐸𝑗𝑖
gives the exact amount of output that can be delivered with existing
computational capacity. The throughput of a single instance is then determined by
the minimal value between 𝐴𝑗𝑖 and
𝑇
𝐸𝑗𝑖
. Notice that the estimated transmission amount
𝑅𝑇 of an upstream operator is utilised instead of estimated throughput ?¯? in Equation
3.10 because in some cases the processed data tuples need to be aggregated before
transmission. Consequently, the downstream operator receives less amount of data
than the volume of data emitted from upstream. However, the ratio between 𝑅𝑇 and
𝑅 is consistent with an identical key distribution in streams over time. Therefore,
Equation (3.12) computes the estimated number of tuples transferred from operator 𝑢
according to the proportion of tuples were transferred previously and the estimation
of throughput.
¯𝑅𝑇𝑢 =
𝑅𝑇𝑢
𝑅𝑢
·𝑅𝑢 (3.12)
Let 𝑂 lists the collection of operators in the given topology, then the overall
throughput 𝑇ℎ is eventually estimated by adding up the throughput of individual
operators. As the amount of data transmission is considered, the estimation of overall
throughput needs to start from the first operator that receives data from external
sources and performs estimation iteratively, until every operator is examined.
𝑇ℎ =
∑︁
𝑖∈𝑂
?¯?𝑖 (3.13)
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3.4 A Model-based Auto-Scaler for DSP Applica-
tions
The main objective of auto-scaling in DSPs is to dynamically adjust the placement
strategy for operators concerning the ever-changing resource demand. Based on the
generic models proposed for throughput and latency, we devised a model-based auto-
scaler to decide the operator placement for a given topology considering the varying
workload and computational capacity. This section starts with a system overview
and then followed by the description of algorithms that involved for making scaling
decisions.
3.4.1 System Overview
Since one of the core requirements of the auto-scaler is to independent from workload
patterns and adapt to the ever-changing resource demand, it is suggested to introduce
the MAPE loop [105] in designing the auto-scaling procedure [97]. The MAPE loop
consists of four stages, and it starts with a monitor which runs as a daemon. The
rest phases in the loop are analysis, planning and execution. More specifically, a
monitoring process is essentially required to capture the system behaviour at run-
time. DSP applications are generally abstracted as DAGs where both vertices and
edges have critical impacts on processing, and therefore, the monitoring process needs
to collect information regarding 1) the execution time of operators; 2) the amount of
data processed by operators; 3) the amount of data transmitted between each pair of
operators. The placement of operators is also collected to interpret the computation
capacities provided for each operator. Moreover, the coefficients of variation of inter-
arrival and processing time are included as they are taken as input for estimating
the waiting time. To enable the status bing kept updated, the monitoring stage is
implemented based on a sliding-window manner.
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The throughput and latency models discussed in the previous section are then
applied in the phase of analysis. In other words, the system performs estimations
on throughput and latency by taking the data collected from the monitor as model
input. For example, Figure 3-3 depicts the first two phases, monitor and analysis, of
the proposed model-based auto-scaler. It shows the latency estimation for an operator
𝑎. By collecting the inter-arrival time 𝑇𝐴 and service time 𝑇𝐵 during the monitoring
phase, the waiting time ?¯? as well as the overall latency 𝐿 experienced by the given
operator can be estimated at the analysis stage. It is similar to the mechanism of
throughput estimation. Then, the estimation results are delivered to the planning
phase, in which the placement decision will be determined.
Monitor Analysis
L
a
Figure 3-3: Monitoring and analysis phase for latency estimation.
To further improve the accuracy of the proposed models’ outcomes, a self-correction
procedure is implemented to investigate the external disturbance. Without introduc-
ing extensive computation delays, the system learns the error of estimation from
system output at time 𝑡 and considers this error as a disturbance at time 𝑡 + 1. The
planning phase then defines the optimal solution to re-allocate operators on existing
nodes after evaluating the estimation results against the target performance metric.
Note that the node and host that served the purpose of execution are exchangeable
in our study.
The algorithms to be discussed in this section are the core components of the
planning stage. Specifically, there are two steps involved in planning. We first clas-
sify hosts according to their provisioned resources (e.g., CPU cores and memory).
Considering the resource demand within a DSP application can be varied from op-
erator to operator, it is aimed to assign operators to the specified type of hosts that
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suits its requirement. In other words, the first algorithm decides the size of the host
for each operator by referring to the target throughput and estimation results when
placing it into a different type of hosts. Then the selected type of hosts for each
operator can be regarded as the guideline to instruct the placement for individual
operators. We addressed the bottleneck issue that any operator might face during
execution by ordering operators according to their estimated latency. It is always
aimed to prioritise operators that experience a longer delay. At the second step, an-
other algorithm is introduced to select a particular host for each operator instance
concerning resource availability and suggested type (from step one). The output of
this algorithm is the mapping between operator instances and the proposed hosts.
Ultimately, the last stage of the MAPE loop (i.e., execution phase) is about perform-
ing actual re-scheduling actions according to the mapping relationship derived from
the planning phase.
3.4.2 Throughput Objective Decides the Host Type (Step 1)
We addressed the prevalent resource heterogeneity of cloud ecosystems in making
auto-scaling decisions and aimed to place operators to hosts that have the exact
capacity to serve the execution purpose. Moreover, the dynamic nature of DSP ap-
plications indicates the uncertainty and complexity concerning data arrival patterns.
As a result, the resource demand of individual operators is subject to fluctuate over
time. Enabled by the throughput and latency models discussed in Section 3.3, the
difference between the estimated result and the expected standard can be captured
at run-time. The objective of an auto-scaler then is to minimise such a gap for the
entire set of operators while avoiding the wastage of resources.
Algorithm 1 describes the mechanism of finding the candidate host type for an op-
erator (𝑖). The networked hosts that mainly served for task execution are categorised
according to their computational capacities (e.g., CPU cores and memory). Let 𝑆
provides the available host categories, and 𝐶 specifies their associated resource capac-
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ities. Then, the desired level of throughput for operator 𝑖 is defined as 𝑡𝑖. While the
target throughput level can be configured by users, we define the desired throughput
as the system output when the given application is executed with a sufficient supply
of resources. As a result, the degradation of throughput will be primarily caused by
the limitation of capacities preserved for individual operators. This algorithm then
examines the operator and profiles it by designating a particular type of host. It
returns the candidate host type that has been selected for operator 𝑖 and denotes the
result as ℎ𝑡𝑖.
Algorithm 1 starts with an initialisation procedure (Lines 1-4) and followed by the
procedure OptThroughput (Lines 5-16). More specifically, the Init retrieves the type
of host that operator 𝑖 is currently placed by calling the method getCHost() (Line 2).
Moreover, 𝑑 keeps the temporary results of the deviation of estimation results from
the target throughput level and𝑚𝑖𝑛 keeps track of the minimum value within 𝑑. Both
𝑚𝑖𝑛 and 𝑑 are initialised as null (Line 3). The procedure OptThroughput then iterates
the available types of hosts in 𝑆 (Lines 6-14) to find the candidate type that offers the
minimum deviation of throughput from the target level. As shown in the Equation
3.11, the execution time is regarded as a key factor for estimating the throughput of
operator instance. Therefore, the information regarding a host capacity is essentially
required in the throughputEst() function according to the Equation 3.7 (Lines 7-8).
The difference between estimation result for 𝑠 and the target level 𝑡𝑖 is temporarily
recorded as 𝑑. The absolute value of the difference is captured to potentially avoid the
wastage of resource by choosing the hosts that have the exact capacity for meeting
processing requirements. The minimum deviation 𝑑, as well as the corresponding type
𝑠, are recorded at each round of iteration (Lines 10-13). Eventually, the candidate
type is returned as ℎ𝑡𝑖 to inform the auto-scaler with the selected type of host (Line
15). Note that ℎ𝑡𝑖 remains as it is if the existing type is already the optimal option.
As a result, the algorithm maps operator 𝑖 to the host of type ℎ𝑡𝑖 whose capacity is
closely aligned with the processing demand. Such a host is expected to process data
streams upon the incoming traffic at the target level. Most importantly, 𝐸𝑇𝑠 needs
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to be re-computed whenever a decision needs to make as the data ingesting rate of
operators are subject to change over time.
Algorithm 1 Deciding the host type
Require: 𝑆: Host types, 𝐶: Type capabilities, 𝑡𝑖: Desired throughput, 𝑖: Given
operator
1: procedure Init()
2: ℎ𝑡𝑖 ← 𝑔𝑒𝑡𝐶𝐻𝑜𝑠𝑡(𝑖) ◁ return the host type the operator is currently placed
3: 𝑚𝑖𝑛← 𝑛𝑢𝑙𝑙, 𝑑← 𝑛𝑢𝑙𝑙
4: end procedure
5: procedure OptThroughput(𝑆, 𝑇 )
6: for each 𝑠 in 𝑆 do
7: 𝑐← 𝐶.𝑔𝑒𝑡(𝑠) ◁ retrieve the corresponding capacity of type 𝑠
8: 𝐸𝑇𝑠 ← 𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡𝐸𝑠𝑡(c) ◁ estimation of throughput under 𝑐
9: 𝑑← |𝑡𝑖 − 𝐸𝑇𝑠| ◁ throughput deviation from the target level
10: if (𝑚𝑖𝑛 = 𝑛𝑢𝑙𝑙 or 𝑑 < 𝑚𝑖𝑛 ) then ◁ type 𝑠 offers a smaller deviation
11: 𝑚𝑖𝑛← 𝑑
12: ℎ𝑡𝑖 ← 𝑠 ◁ suggest placing 𝑖 in hosts of type 𝑠
13: end if
14: end for
15: return ℎ𝑡𝑖 ◁ ℎ𝑡𝑖 remains the same if it is the optimal option
16: end procedure
3.4.3 Latency Oriented Placement (Step 2)
Instructed by the selected type of hosts for operators, the second step in the planning
phase is to place operators of topology 𝑇𝑜 into hosts with an awareness of their latency.
Specifically, the placement procedure requires the collection of results derived from
Algorithm 1. Let 𝑂 denotes the entire set of operators in the given topology 𝑇𝑜,
and 𝐻𝑇 maintains the candidate type of hosts for operators in 𝑂. Moreover, 𝐴 lists
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the available hosts as well as categories they belong to according to their associated
capacity. There are two more variables 𝐶𝑝 and 𝑃𝑝 that indicate the existing and
proposed placement schemes, respectively. Both of them store data as key-value
pairs, in which the key identifies the operator instance, and the value is the host
identifier.
To decide the target host for a particular operator, the system should be kept
informed of the resource utilisation level of each active host concerning the experienced
workload by 𝑇𝑜. The function resourceUpdate is defined to allow retrieval of the
resource availability, and it requires two parameters: the set of involved hosts and the
proposed placement scheme. Assuming a daemon is kept running to collect the latest
status of each host in 𝐴, the system would fail to capture the newly proposed change
of placement as the actual re-allocation is not yet performed. However, the host
has been selected for an operator instance is theoretically occupied, and therefore,
it is no longer available for hosting other instances. Therefore, it is expected to
update the resource availability for reference whenever a decision needs to make to
ensure the effectiveness of the proposed placement. Besides, an operator equipped
with substantial resources cannot fully utilise its provisioned resources if one of its
upstream operators experiences delays during execution. We addressed this issue
by sorting the estimated latency of operators in descending order. As a result, the
placement for operators always prioritises operators that experiencing a higher delay.
Algorithm 2 provides the detailed procedures of placing operators for topology
𝑇𝑜 with the awareness of latency. The entire set of operators 𝑂 of topology 𝑇𝑜,
the available hosts 𝐴, and the nominated type of host for operators 𝐻𝑇 (derived
from Step 1) are required for placement purpose. At the initial stage, the latest
placement of operators is retrieved by the function getPla() (Line 2). Meanwhile,
the proposed scheme 𝑃𝑝 and the availability of hosts 𝑅 are initialised as null (Lines
3-4). The procedure of placing operators iterates operators 𝑜, where 𝑜 ∈ 𝑂′ and
ordered according to their latency. During each iteration of operators, the selected
type of host ℎ𝑡 can be easily derived from the output of Algorithm 1 (Line 10). The
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hostMatching() function then examines hosts in 𝐴, and finds the host in type ℎ𝑡
while referring to its resource availability. In particular, a host ℎ* which belongs to
type ℎ𝑡 that capable to serve execution of 𝑜𝑖 will be returned from hostMatching().
Consequently, the instance identifier 𝑜𝑖 as well as the derived host ℎ* are written to
𝑃𝑝 as the newly proposed scheme for 𝑜𝑖.
Algorithm 2 Latency Oriented Operator Placement
Require: 𝑂: operators in topology 𝑇𝑜, 𝐴: Active hosts, 𝐻𝑇 : Expected type of hosts
1: procedure Init()
2: 𝐶𝑝← 𝑔𝑒𝑡𝑃 𝑙𝑎(𝑂) ◁ retrieve the existing placement scheme
3: 𝑃𝑝← 𝑛𝑢𝑙𝑙 ◁ the proposed placement scheme
4: 𝑅← 𝑛𝑢𝑙𝑙 ◁ resource availability of host in 𝐴
5: end procedure
6: procedure OptLatencyPlacing(𝑂,𝐴,𝐻𝑇,𝐶𝑝)
7: 𝑅← 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑈𝑝𝑑𝑎𝑡𝑒(A, Pp)
8: 𝑂′ ← 𝑠𝑜𝑟𝑡𝑂𝑝𝑡(O)
9: for each 𝑜 in 𝑂′ do
10: ℎ𝑡← 𝐻𝑇.𝑔𝑒𝑡(𝑜)
11: for each 𝑖 of 𝑜 do
12: ℎ* ← ℎ𝑜𝑠𝑡𝑀𝑎𝑡𝑐ℎ𝑖𝑛𝑔(𝐴,𝑅, ℎ𝑡)
13: if ℎ* ̸= 𝑛𝑢𝑙𝑙 then
14: 𝑃𝑝← (𝑜𝑖, ℎ*) ◁ write the placement decision to 𝑃𝑝
15: 𝑅← 𝑟𝑒𝑠𝑈𝑝𝑑𝑎𝑡𝑒(𝐴,𝑃𝑝) ◁ reflect the change of placement in 𝑅
16: else
17: 𝑃𝑝← (𝑜𝑖, 𝐶𝑝.𝑔𝑒𝑡(𝑜𝑖)) ◁ keeps existing placement for 𝑜𝑖
18: end if
19: end for
20: end for
21: return 𝑃𝑝
22:end procedure
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Note that the hostMatching method will return null if there is no such host with
sufficient availability of the given type. As a result, the existing placement for 𝑜𝑖
will be applied to the proposed scheme to avoid the cost of reconfiguration (Line 17).
Also, the resource availability needs to timely respond to the placement change as
discussed above to avoid potential conflicts of placing other operator instances into a
host while it has been fully occupied. Therefore, the resUpdate is called right after a
change of placement has been made (Line 15).
3.5 Evaluation
We evaluated the estimation accuracy of throughput and latency models (discussed in
Section 3.3 and the efficiency of the proposed auto-scaler (introduced in Section 3.4).
Considering a variety of arrangement of operators a DPS application can have and the
corresponding variance regarding traffic patterns within the application, we developed
topologies with different layout as investigated by Peng et al. [114]. Specifically, three
basic structures, namely linear, diamond and star are considered and any complicated
DSP application can be decomposed into such shapes. Moreover, we implemented a
twitter topology that reads real-time tweets and calculates the trending topics over
specified time intervals to further justify the efficiency of the proposed auto-scaler in
practice.
The evaluation of models illustrates the consistency of estimation results with
the system output. In essence, the throughput model has less than 1% deviations
compared with the system throughput. While the latency model has at most 1.65%,
1.76% and 3.12% deviations from the system latency for the linear, diamond, and
star topologies, respectively. Also, the proposed auto-scaler is evaluated against the
default scheduling scheme of Apache Storm (elaborated on Section 2.3.3) with regards
to throughput and latency. The results revealed that the layout of DSP applications
plays a significant role in system performance. Applications experience a varied level
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of performance enhancement from the proposed auto-scaler, and we further studied
how the awareness of operator’s latency (included in Algorithm 2) can help to enhance
the overall performance by comparing it with a strategy without sorting operators on
their observed latency.
This section starts with the setting of the experimental environment and followed
by a detailed explanation of testing applications. Lastly, it provides the evaluation
results regarding the estimation accuracy of latency and throughput models and the
efficiency of the proposed auto-scaler.
3.5.1 Experiment Setting
We built an Apache Storm cluster upon Nectar (National eResearch Collaboration
Tools and Resources) Cloud, and it consists of a Zookeeper server, a Nimbus node, and
six Supervisor nodes. The Nectar cloud1 is designed to provide scalable computing
services for Austrian researchers. In a Storm cluster, Supervisor nodes are hosts that
perform actual tasks defined in DSP applications. The Zookeeper service ensures
reliable processing by coordinating with the execution of tasks that geographically
distributed in the Supervisor nodes. Moreover, Nimbus is a daemon that manages
the submitted applications and allocates jobs to the Supervisor nodes as a system
administrator [8]. As specified by the Algorithm 1, Supervisor nodes need to be
categorised based on their provisioned resources to enable the profiling of operators
and deciding target type of host for them. Therefore, the six Supervisor nodes are
classified into three groups, and the number of CPU cores, the amount of RAM and
number of nodes of each category are shown in Table 3.3.
Besides, the system monitor is implemented with the support of the REST APIs
provided by Storm UI [8]. Specifically, there are three sets of experiments have been
conducted with the objectives as 1) to evaluate the accuracy of estimation regarding
1https://nectar.org.au/
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Table 3.3: The resources and number of nodes provisioned for each type of Supervisors
Class CPU Core RAM No. nodes
𝑠𝑚𝑎𝑙𝑙 8 32𝐺𝐵 2
𝑚𝑒𝑑𝑖𝑢𝑚 12 48𝐺𝐵 2
𝑙𝑎𝑟𝑔𝑒 16 64𝐺𝐵 2
throughput and latency; 2) to assess the efficiency of the proposed auto-scaler refer-
ring to the varied structures of DSP applications; 3) to evaluate the effectiveness of
the proposed auto-scaler with regards to dealing with real-time data. The first two
sets of experiments were performed on three micro-benchmark DSP applications and
aimed to record the latency and throughput level for about one hour. The details
of testing applications are presented in the next section. The third experiments con-
sidered the Twitter topology with real-time data ingested into it for forty minutes.
The throughput and latency are captured and compared against the Storm existing
strategy.
3.5.2 Testing Applications
Three topological forms for streaming applications in the shape of linear, diamond and
star are utilised and implemented as Storm topologies for evaluation purpose. As any
complicated DSP applications can be further decomposed into these basic structures,
the evaluation results enable us to investigate the efficiency of the proposed models
and the auto-scaler with regards to the varied layout of topologies. The applications’
layouts are depicted in Figure 3-4, and all three topologies consist of six operators
(identified as A-F).
These topologies include the same set of operators. Let 𝐴 represent the Spout of
Storm applications which retrieves data from external data sources and emits data
to the down streams. It is followed by five Bolts which consume the streaming data
according to pre-defined logical operations. Particularity, the Spout is defined to
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Figure 3-4: The layout of testing applications
randomly generate a sub-string text from the given paragraph with arbitrary length
while the emitting rate is configurable. Moreover, the Bolts are designed as follows.
𝐵 appends a string to the incoming text that sent from 𝐴. Bolt 𝐶 performs text
reversing actions on the received data and 𝐷 reorders the words of the ingested text
alphabetically. Lastly, Bolt 𝐸 appends another text to the end of the input string,
and 𝐹 removes the last word from the input data. In cases that a Bolt has more than
one downstream operator as the successor nodes (operator 𝐵 in the star topology), it
needs to make several copies of data output and sends them to each of the downstream
operators (𝐶 −𝐹 ). For example, Bolts 𝐶, 𝐷, 𝐸, 𝐹 are expected to receive the entire
set of data transmitted from 𝐵 in the star topology. Also, Storm allows for multiple
instances associated with a particular operator to potentially enhance the system
performance and support partitioning of data. Therefore, we define the parallelism
level as four for all operators, although the level of each operator can be re-configured
during the processing for further performance optimisation.
We also developed a real-life application to compute trending topics referring to
the latest tweets over specified time intervals. This topology consists of four operators
and in the linear shape. Enabled by the Twitter Streaming API, the Spout reads real-
time tweets and format tweets into a readable pattern for Bolts to consume. Then,
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the bolts process tweets on a word basis and check them with a given list of predefined
words (e.g., pronouns). The provided words are less meaningful ones that supposed to
be neglected from the retrieved texts. Among the valid set of words, there is another
Bolt aims to count the frequency of word appearance in a sliding window manner.
As a result, the top-n words are eventually returned to inform the 𝑛 trending topics
over the last configurable time interval (e.g., minutes, hours or days).
3.5.3 Evaluation Results
There are three objectives of evaluation: 1) to justify the estimation accuracy of la-
tency and throughput models, especially when dealing with the ever-changing work-
load; 2) to evaluate the efficiency of the proposed auto-scaler in en chancing system
performance; 3) to justify the effectiveness of the latency-aware strategy in placing
DSP operators.
Input traces and throughput model estimation. We captured the input
traces of DSP applications and monitored their estimation results of throughput over
the execution of nearly one hour. Although data are randomly ingested into the
applications as depicted in the input traces for linear, diamond, and star topologies,
the throughput model has shown its capability of adjusting estimations based on the
incoming traffic. The estimation results for testing applications were compared with
the real-time system output.
According to operator semantics, the system output is expected to consistent
with the input trend. Figure 3-5 shows the input traces and estimation results of
the throughput model for the linear topology. As data ingestion rate is gradually
increased, both system throughput level and estimation results have been increased.
The maximum deviation during the observation is at around 5𝑡ℎ minute when the
estimated throughput is 0.3% higher than the system output. Such a difference has
gradually reduced since then. Therefore, the estimation of throughput for linear
69
topology can predict the overall trend accurately.
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Figure 3-5: Estimation of throughput for linear topology
Furthermore, Figure 3-6 depicts the system throughput and estimations made for
the diamond topology. The input data experiences a dramatic rise during the first
five minutes and continues to grow until 25𝑡ℎ minutes that the data input tends to
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stable. It is noticed that the system throughput, as well as the model estimations,
are consistent with the input traces. The estimations were deviated from the system
throughput with less than 1% during execution, and therefore, the throughput model
provides accurate estimations for the diamond topology.
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Figure 3-6: Estimation of throughput for diamond topology
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Besides, Figure 3-7 shows the system throughput and estimations made for star
topology. The estimation results illustrated a high accuracy of the model for star
topology, although the data ingestion rates fluctuated throughput the execution that
lasts for an hour.
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Figure 3-7: Estimation of throughput for star topology
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According to the estimation results shown in Figures 3-5, 3-6 and 3-7, the through-
put model works more desirable for diamond and star topologies compared with the
linear topology. Particularly, both star and diamond applications suffer a slight de-
viation from system output within the first ten minutes and tend to provide reliable
estimations afterwards.
Latency model estimation. To evaluate the latency model that built with
𝐺/𝐺/𝑘 queue and A-C formula, we compared the estimation results with the real-
time latency level and another model built with 𝐺/𝐺/1 queue and the Kingman′s
formula [41]. Since the parallelisation of individual operators was considered in esti-
mating the latency, the proposed latency model outperformed the model built with
𝐺/𝐺/1 queue and the Kingman′s formula in terms of average estimation accuracy.
Figures 3-8, 3-9, and 3-10 provide the latency estimations for linear, diamond and
star topologies, respectively.
Specifically, the latency estimated (based on the proposed latency model) for the
linear topology was 1.65% higher than the system observation at the 43𝑡ℎ minute ac-
cording to Figure 3-8. The estimations since then have an overall trend of approaching
the system level. Considering the sensitivity of topology in the linear shape, the pro-
posed model (𝐺/𝐺/𝑘 with A-C formula) reacts to the workload variance instantly.
However, the red dotted line has shown the estimation results of the model built with
𝐺/𝐺/1 queue and Kingman′s formula, which observes inferior performance in terms
of estimation accuracy. The average deviations experienced by the 𝐺/𝐺/1 model is
4.2% from the system latency while the proposed 𝐺/𝐺/𝑘 model has less than 1%
deviation. The figure shows that the 𝐺/𝐺/1 over-reacts to the input variance and
computes latency that higher than the actual output due to the lack of consideration
of parallelism level of operators.
The proposed latency model led to similar estimation results for diamond topology
(Figure 3-9) with a maximum of 1.76% deviation (at the 5𝑡ℎ minute) from the system
latency. However, the estimation results gradually align with the system output
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afterwards.
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Figure 3-8: Latency estimation of linear topology
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Figure 3-9: Latency estimation of diamond topology
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Again, the model built with 𝐺/𝐺/1 queue and Kingman′s formula tends to over-
react to the input variance for diamond topology and always experiences an extended
latency compared with the system output. In particular, the proposed model built
with 𝐺/𝐺/𝑘 queue and A-C formula experienced less than 1% deviations in average
while the 𝐺/𝐺/𝑘 queue had 3.5% deviations from the system latency level.
Moreover, the proposed latency model observed the maximum deviation of star
topology at 50𝑡ℎ minute and has 3.12% deviated from the system latency as shown
in Figure 3-10. The estimations were eventually close to the system level at the
end of the experiment. Similarly, the model built with 𝐺/𝐺/1 queue and Kingman′s
formula observed inferior performance with an extended latency and higher deviations
from the real-time latency level. While the proposed latency model experienced 1.4%
deviations, the model built with 𝐺/𝐺/1 queue had deviations from the system output
in the average of 6.2%.
3.272 3.274 3.276
3.283
3.297 3.296 3.29
3.305
3.316
3.332 3.334 3.335
3.272
3.234 3.238
3.26
3.303
3.329 3.323
3.377
3.419
3.436
3.421
3.367
3.44
3.35
3.38
3.49
3.51
3.55
3.54
3.6
3.62
3.65
3.7
3.65
0 5 11 16 22 27 33 38 43 49 54 60
LA
TE
N
CY
 (M
S)
TIME (MINS)
G/G/k_A-C system latency G/G/1_Kingman
Figure 3-10: Latency estimation of star topology
To conclude, the proposed latency model is superior to the model built with𝐺/𝐺/1
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queue and Kingman′s formula. The key reason is the consideration of multiple service
channell preserved for indivudal oeprators. Therefore, the proposed latency model
can provide desirable estimations for varied topologies with different layout while
subject to workload variations.
Auto-scaler for testing applications. The proposed auto-scaler was evaluated
against Storm scheduling strategy (Round-robin based) with regards to throughput
and latency. The default scheduling strategy of Apache Storm is designed to distribute
the executors amongst worker processes evenly, so the workload could be evenly dis-
tributed among the involved hosts. A detailed explanation of Storm scheduling strat-
egy can be found in Section 2.3.3. The three topologies in the shape of linear, star
and diamond were deployed in the Storm cluster and executed for around fifty min-
utes with a random data ingestion pattern. Specifically, Figure 3-11 and Figure 3-12
depict the throughput and latency of linear topology derived from the auto-scaler and
compared with the Storm default scheduling strategy.
According to Figure 3-11, the linear topology deployed with the proposed auto-
scaler has enhanced throughput level since 10𝑡ℎ minute compared with the Storm
scheduling. The throughput level was formalised as the amount of output per input
data-tuple. Without altering the semantics of topology, the higher ratio indicates
an enhanced processing capacity. Notice that the throughput level of the proposed
model-based auto-scaler was always higher than the Storm scheduling during execu-
tion that lasts for 50 minutes. However, it is also noticed that the auto-scaler suffered
an extended latency than Storm scheduling since 10𝑡ℎ minute as depicted in Figure
3-12. The extended level was consistent with the growth of data ingestion rates, and
therefore, we conclude that the proposed auto-scaler is incapable of dealing with the
increasing workload for the topologies that have a linear layout of operators. To solve
this issue, we conducted further studies in regards to data transmission pattern with
DSPs which will be discussed in Chapter 5.
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Figure 3-11: Linear topology throughput of auto-scaler and Storm scheduling
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Figure 3-12: Linear topology latency of auto-scaler and Storm scheduling
Furthermore, Figures 3-13 and 3-14 illustrate the throughput and latency of dia-
mond topology when deployed with the model-based auto-scaler and Storm scheduling
strategy. The diamond topology experienced a period (lasts for around ten minutes)
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with less throughput of the auto-scaler compared with Storm scheduling.
0.96 0.93 0.90 0.90 0.90 0.91 0.91 0.91 0.90 0.90
1.94
1.57
2.04
1.53
0.85
0.67
0.49
1.20
0.87
0.75
0
0.5
1
1.5
2
5 10 15 20 25 30 35 40 45 50
O
U
TP
U
T/
IN
PU
T
TIME (MIN)
Storm Model-based auto-scaler
Figure 3-13: Diamond topology throughput of auto-scaler and Storm scheduling
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Figure 3-14: Diamond topology latency of auto-scaler and Storm scheduling
The degradation of throughput was the result of re-configuration of auto-scaler as
several operators are required to re-allocated as instructed by the planning phase of
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the MAPE loop in the auto-scaler. To migrate operators, certain processes have to
be paused until the operations have been fully migrated to newly selected hosts. It is
expected to outperform the Storm scheduling concerning the throughput level after
a few rounds of configurations until the optimal placement of operators is found. In
contrast, the latency of auto-scaler was superior to the Storm scheduling with roughly
50% improvement during the execution. Therefore, the proposed model-based auto-
scaler is particularly efficient in delivering low-latency processing with topologies that
have a diamond layout of operators.
Lastly, Figures 3-15 and 3-16 provide the evaluation result of auto-scaler for star
topology. The star topology observed a deterioration of throughput level from 40𝑡ℎ to
50𝑡ℎ minutes, and it tended to increase afterwards. Similar to the diamond topology,
the throughput of star topology also experienced fluctuations during execution as the
result of re-allocating operator. Moreover, the latency delivered by the auto-scaler
mostly outperformed the Storm schedule during execution.
To conclude, the auto-scaler improved the system latency for star and diamond
topologies and potentially enhanced the throughput level for topologies in all shapes.
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Figure 3-15: Star topology throughput of auto-scaler and Storm scheduling
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Figure 3-16: Star topology latency of auto-scaler and Storm scheduling
The reason that linear topology suffered an extended latency with the auto-scaler
is that topologies with more layers included (six layers in this case) were subject to
associated with much communication cost between up- and downstream operators
comparing with less layered topologies (e.g. star and diamond topologies with three
layers). Consequently, a stream might still experience a delay when even every op-
erator is located at the host with sufficient computing capabilities. Meanwhile, the
latency has been significantly improved for star topologies as individual operators
are allowed to execute in a parallel manner. In contrast, the linear topology requires
for consecutive processing, and the communication delay could dominate the overall
latency. Therefore, the consideration of network and data communication is required
to optimise the DSP performance further.
Auto-scaler for Twitter topology. The Twitter topology was developed in
the shape of linear and it was further evaluated concerning throughput and latency
when deployed with the auto-scaler. Notably, the ratio between output and input
amount of data for the topology is examined to interpret the throughput level. Figure
3-17 illustrated the ratio of output/input when applying Storm default scheduling
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and the proposed auto-scaler. The throughput level of auto-scaler was higher than
Storm scheduling over execution except for the period from 15𝑡ℎ to 30𝑡ℎ minutes.
Also, it is noticed that the two vertical lines indicate the beginning of the auto-
scaler execution stage. The degradation of throughput level was primarily caused by
operator migration, while tuples might experience temporary failures. However, it is
expected to recover soon once the system becomes stable and eventually outperformed
the Storm scheduling.
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Figure 3-17: Output/Input of Storm and model-based auto-scaler for Twitter topol-
ogy
Moreover, as discussed earlier, the proposed auto-scaler leads to an extended la-
tency for linear topology, and they are not as efficient as work with other forms of
topology. As the Twitter topology was implemented in the linear shape, we endeav-
oured to identify the effectiveness of addressing the latency of individual operators for
placement. In other words, the proposed algorithm for placing operators was based
on a sorted list of operators referring to their latency. We compared the delivered
latency level with and without such awareness of operators’ latency concerning the
actual latency levels.
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The evaluation results were illustrated in Figure 3-18. It shows that the proposed
auto-scaler with the knowledge of individual operators experienced a higher level of
latency at the beginning. While it collects information about latency over execution,
it outperformed the strategy without an awareness of operators’ latency. Again, the
increased latency (since 30𝑡ℎ minute was primarily caused by the execution phase of
auto-scaling, and it tended to decrease after system stabilised. As the result suggests,
the proposed auto-scaler observes enhanced latency for linear topologies with the
assistant of awareness of latency for individual operators.
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Figure 3-18: Latency of Twitter topology with/without awareness of operator latency
Therefore, the estimations made for latency and throughput of three testing ap-
plications showed a high accuracy of the model output when working with topologies
in the basic shapes. It is expected that the throughput and latency benefit any DSPs
that can be decomposed as linear, diamond and star units. Moreover, the model-
based auto-scaler outperforms the fairness scheduling method in throughput level,
while the linear topologies observe an extended latency for the proposed auto-scaler
due to the lack of consideration of inter-operator traffic and network conditions.
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3.6 Summary
The cloud environment offers resource elasticity by allowing efficient auto-scaling
of resource for given applications. Considering the uncertainties and complexities
brought by stream processing, we proposed a model-based approach to estimate sys-
tem throughput and latency, and devise scaling decisions according to the estimation
results. This section introduces two mathematics models concerning throughput and
latency and describes the model-based auto-scaler designed for distributed stream
processing applications. Specifically, the latency model was designed based on queu-
ing theory, which models individual operators as 𝐺/𝐺/𝑘 service stations. Moreover,
throughout was estimated concerning the resource capacity and varied workload pat-
terns. Besides, we introduced the MAPE loop in designing the auto-scaler, which
consists of monitoring, analysis, planning and execution stages. While modelling was
primarily included in the analysis stage, two algorithms for deciding the host type
of operators and the placement of operators were described as the core components
of the planning phase. The evaluation section provides model justifications by using
three testing applications with varied shapes since the layout of topology could affect
the estimation results of proposed models. Moreover, the auto-scaler was evaluated
against the Storm scheduling strategy with three testing applications as well as the
Twitter topology that retrieves real-time tweets as data input. As results suggested,
the models provide desirable estimations, and the auto-scaler has enhanced the system
latency and throughput levels at varying degrees for different types of topology.
83
CHAPTER 4
A QOS-AWARE RESOURCE MANAGEMENT AND
SCHEDULING SCHEME IN STORM
The quality-of-service (QoS) requirements associated with parallel running queries can
be varied from application to application. Therefore, it is challenging to guarantee
QoS enforcement (such as end-to-end response time) for a collection of applications.
While we addressed the dynamic nature of individual streams and operators’ varied
resource demand in Chapter 3, this chapter proposes a dynamic scheduling method
to manage resources for distributed DSPs in respect of their QoS expectations. A
scheduler is designed as a control system, and it is formulated as an optimization
problem where a set of cost functions is defined to achieve the following goals: a) to
reduce the sum of QoS violation incidents across all applications; b) to increase the
CPU utilization level, and (c) to avoid the additional costs caused by frequent recon-
figurations. Experimental results revealed the efficiency of the proposed scheduler,
which increases the overall resource utilization by 23% on average and reduces the
QoS violations by 29% against the Storm fairness scheduling strategy.
The work in this chapter is published in:
Wang, Y., Tari, Z., HoseinyFarahabady, M.R. and Zomaya, A.Y., 2017, October. QoS-aware
resource allocation for stream processing engines using priority channels. In 16𝑡ℎ IEEE International
Symposium on Network Computing and Applications (NCA) (pp. 1-9).
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4.1 Introduction
Concerning the massive amount of data, the high velocity of data traffic and the
variety of data format (3V) involved in data streams, the traditional database man-
agement system (DBMS) or batch processing models (e.g., Hadoop) are not capable of
processing continuous information flows in a near real-time fashion [7,11,51,104,145].
Therefore, stream processing systems were proposed with core objective as to deliv-
ering processing results within a shorter delay while the system replenished with the
freshest information [36]. Such systems, also known as Big Data applications, can be
found in the domains ranging from the financial market, smart cities, cyber-security
and health management and the typical performance index of such systems is the
average time of reacting to external events [7, 41,61,68].
Apache Storm [8], as one of the most popular frameworks for processing data
streams, has been widely studied and applied by industry practitioners and aca-
demics. It supports for fast execution of unbounded data streams and provides reli-
able services with resource elasticity. The scheduler of Apache Storm decides how to
allocate resource to submitted applications upon the underlying clustered hosts, and
the default scheduler implemented in Storm is aimed to distribute the executors that
perform actual tasks among existing hosts evenly [8]. Despite the straightforward
implementation and lightweight overheads introduced by such a scheduler design, it
fails to consider the availability of individual hosts. In other words, the clustered
hosts provisioned for DSPs can also be occupied by some other applications. Even
without the heterogeneity of application types, the characteristics of individual DSPs
can be hugely differentiated from each other. As a result, the scheduling method
that targets on a fair distribution of DSP operators is incapable of guarantee QoS
agreements. While a fair allocation tries to balance the distribution of resources in a
shared environment [58, 109], it would end up with severe performance degradation
when QoS enforcement levels are greatly varied across applications [52,133].
Several schedulers have been proposed in regards to a variety of objectives (e.g.,
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minimise processing times, maximise processing throughput) [7, 45, 52, 114, 135, 145]
to address the problem of resource management for DSP applications. There are gen-
erally two types of scheduling methods, offline and online, depending on the referred
factors to make scheduling decisions [27, 39, 40, 93, 127]. The static information (e.g.
structure of DSP application) can be used to instruct the deploy of operator execu-
tion [7, 61] and a method that primarily based on static information is categorised
as an offline strategy. In contrast, the online approaches [7, 45, 52, 61, 114, 135, 145]
require run-time information regarding the application metrics and system status for
determining the resource provision. In particular, the traffic patterns are normally
captured to minimise processing latency introduced by inter-node traffic. Moreover,
the application metrics are monitored to enable auto-configuring of resource provi-
sioning or data partitioning [61, 135]. As the general practice of deploying DSPs on
cloud ecosystems, it is expected to deliver reliable service that dynamically manages
resource subject to varied QoS requirements of applications [113], and the related
works fail to devise such a method concerning individual QoS specifications. Mean-
while, it is aimed to minimise the cost for maintaining underlying supplies with opti-
mal utilisation of resource [57]. In most cases, however, such objectives are conflicted
with one another [75].
For example, an on-demand resource manager tends to provide far more resources
to applications that experience a sudden increase of workload while making the rest
of applications suffer a varied level of degradation (such as the growth in delay).
If there is any application among the degraded ones is sensitive to any delay, the
inefficient management of resources may lead to inferior performance or even cause
dangerous execution failures. Moreover, over-provisioning of supply to applications
which can tolerate a higher level of latency introduces additional economic expendi-
ture [52]. Consequently, defining QoS enforcement regarding the delay sensitivity of
individual applications can potentially benefit both end-users and service providers.
It is based on the fact that the processing expectations differ across applications in
a resource-shared computing platform. While a dynamic resource scheduling method
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that driven by demand tends to provide additional resources when the existing ca-
pacity is insufficient to cope with the upcoming workload, a QoS-oriented strategy
that considers delay sensitivity of individual applications tends to make moderate
adjustments to ensure QoS agreements of applications (which are sensitive to delays).
In contrast, the sudden increase of demand for applications that are not sensitive to
delay will unlikely cause any change of resource provisioning unless a potential QoS
violation is anticipated. By doing this, the QoS-aware method improves the overall
performance and complies with QoS requirements while associated with fewer costs.
This chapter introduces a QoS-aware resource management method that aims
to dynamically adjust resource allocation subject to varied workload and individual
QoS expectations. DSP applications are categorised into different groups according
to their sensitivities of delay, and the underlying resource is divided into several
clusters to serve the execution of different application groups. During execution,
the streaming data will be directed to a specific cluster of resources referring to
the group an application it belongs. Then, the resource allocation is addressed as an
optimization problem where a set of cost functions is provided to achieve the goals: a)
to reduce the total number of QoS violation incidents by provisioning resources subject
to the resource demand of each queue; b) to increase the overall CPU utilization level
of underlying hosts whilst meeting QoS expectations; c) to avoid the re-configuration
costs introduced by the control system. The derived solution will eventually inform
the system with the number of resources allocated to each queue. As a result, resource
competition among DSP applications that have different tolerance of delay as well as
undesirable QoS violation incidents can be potentially avoided.
The rest of this chapter is organised as follows. Section 4.2 provides an overview
of related works regarding scheduling framework that mainly applied to stream pro-
cessing systems. Then, Section 4.3 elaborates on details of the system design and
the objective as well as cost functions defined in the optimisation problem. Sec-
tion 4.4 presents the evaluation results of the proposed method. Lastly, Section 4.5
summarises this chapter with insights and findings obtained from the experiments.
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4.2 Related Work
Resource scheduling for DSPs defines a method to deploy individual operators on
given computing infrastructure. Related studies can be generally categorised as offline
or online methods [27, 39, 40, 93, 127]. In offline scheduling, the layout of operators
is considered as a key factor in determining the deployment of DSP applications [7,
61], while an online method tends to make decisions referring to dynamic features
of the system [7, 45, 52, 61, 114, 135, 145]. In particular, Aniello et al. [7] proposed
an offline scheduler (topology-based) that primarily focuses on the communication
pattern within operators and aims to consolidate connected operators at the same
slot to minimise the processing latency. Specifically, the operators are sorted as a
partial order in which operator 𝑐𝑖 is followed by its consecutive downstream operator
𝑐𝑗. It is always attempted to place the executors of operator pairs (e.g., 𝑐𝑖 and 𝑐𝑗) in
the same slot and assign slots to the worker nodes in a round-robin manner. Such a
design is desirable if the communication cost (via the network) is far more expensive
than the processing cost. Although the offline method enables simple implementation
and introduces fewer overheads comparing with online methods, it fails to adapt to
the varying workload and results in inefficient decisions.
Most commonly, online schedulers are applied in stream processing engines to deal
with the dynamic nature of DSPs in regards to the different data ingestion rates as
well as resource demand. For example, the authors [7] improved the offline method
by proposing an online scheduler (traffic-based) which observes the system traffic and
adjusts placement at run-time. It monitors traffic pattern between hosts and slots are
assigned to hosts as a group of executors. The retrieval of system status allows for
dynamic adjustment regarding the deployment of operators. However, as suggested
by Xu et al. [145], this online scheduler is not generally applicable to real-life DSP
applications. Similarly, T-storm [145] was proposed as an online scheduling method
to quicken the processing of streaming data by defining the assignment of operators
that offers the minimum inter-node traffic. Specifically, T-storm seeks assignment
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for executor-slot in a one-step procedure and assumes that at most one slot will
be placed in a worker host for each topology. The scheduler iterates operators and
endeavours to place operators with minimum incremental traffic load according to the
run-time workload and traffic. The proposed scheduler was implemented in Storm,
and the evaluation results showed that T-storm provides 84% and 27% speedup on
lightly and heavily loaded topologies, respectively. Besides, it reduces the utilization
of worker nodes by 30% compared to Even Scheduler.
R-storm [114] was devised as a resource-aware scheduling method concerning CPU,
memory and bandwidth consumption level. The memory resources were regarded as
hard constraints that intolerable of any violations, and CPU, as well as bandwidth
resources, are defined as soft constraints. It is aimed to guarantee thehard constraints
and minimise violations of and CPU, as well as bandwidth resources, are defined as
soft constraints. The two-step scheduling of R-storm starts with task selection which
defines the order of tasks to be scheduled. The tasks selection applies the breadth-
first search (BFS) algorithm to traverse DSP applications and aims to schedule tasks
from adjacent operators tightly. Then, the second stage is to select the node for
tasks, which requires to compute the Euclidean distance between job demand and
node capability. The resource awareness policy of R-storm makes it achieve up to 47%
throughput improvement and at least 69% improvement of CPU utilization compared
to the Even Scheduler of Apache Storm.
Gedik et al. [61] proposed an online method based on control theory to explore
the parallelisation of stream processing systems in regards to the workload and re-
source availability dynamics. Specifically, it identifies workload change by observing
the congestion and throughput level. Control algorithms offer adaptivity of resource
provisioning for stream processing and able to decide the number of parallel channels
automatically for DSP operators. Similarly, Veen et al. [135] addressed the problem
of under- and over-provisioning of resources in stream processing with a control sys-
tem. The proposed method dynamically provisions additional or releasing servers by
continually monitoring the cluster status and collecting information about processors,
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memory and disks.
More recently, a QoS-aware controller was devised [52] based on Model Predictive
Control (MPC) to forecast system behaviour and exploit the optimal system configu-
rations. The controller allocates computing resources concerning the future states of
non-controllable disturbance parameters. The experiments were performed on a local
virtualised cluster, and the results showed the improvement of the proposed controller
in resource utilisation level (by 31% on average compared to the Even Scheduler of
Apache Storm and the first-fit decreasing approximation algorithm). Another MPC-
based online method aims to explore the optimal configuration of target applications
(i.e., latency-sensitive applications) under ever-changing operational conditions [45].
It defined proactive strategies with the awareness of energy consumption and aimed
to guarantee the QoS requirements concerning throughput and latency. System mod-
els, including throughput, latency and power, were proposed to enable the controller
to adjust the number of CPU cores and frequency through the Dynamic Voltage and
Frequency Scaling(DVFS). The MPC controller forces the system to follow a set-point
trajectory through adjustment of factors, including parallelism degree of an operator,
CPU frequency and the distribution scheme. The solution was implemented in the
FastFlow framework [38] and evaluated with a high-frequency trade application.
The related work discussed above have considered a wide range of objectives for
scheduling in DSP applications, and different resource types (e.g., CPU, memory
and bandwidth) have been involved in devising placement methods for operators.
However, these works fail to address the diversity of DSP applications and their
corresponding resource demand. In other words, as QoS requirements can be varied
from application to application, the fairness-aware or on-demand scheduling methods
are unlikely to provide promising solutions to guarantee a variety of QoS requirements.
Therefore, we proposed a scheduling method that primarily focuses on the schedule
for a collection of distributed DSPs with varied QoS requirements while aiming to
optimise the utilisation level of underlying resources.
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4.3 System Design and Implementation
This section proposes a scheduling method to dynamically manage resources provi-
sioning for DSP applications concerning individual QoS specifications, such as the
processing times, overall throughput for given intervals. Meanwhile, it aims to min-
imise the computational costs for maintaining underlying infrastructure from the
service providers’ perspective. In particular, we classified DSP applications based on
their sensitive level of delay and resources are managed separately for different groups
of applications. While the streams with stringent QoS requirements are regarded with
high priority, it is aimed to constrain resources to be provided for applications which
have a high tolerance to delay. We applied the control theory [100] in the scheduler
design to capture the system’s behaviour at run-time. It informs the system with
allocations of resources for each queue of applications concerning several factors, in-
cluding the computational cost, the QoS violations, and re-configuration cost. This
section is started with a system overview to provide a high-level picture of the entire
system. Then, it elaborates on the design and implementation details regarding the
core modules, including the monitor, model estimator and optimiser.
4.3.1 System Overview
Considering the common practice that deploys applications on cloud ecosystems,
DSPs normally compete for resource supplies in such a multi-tenant platform. While
some DSP applications are highly sensitive to delays and requiring their data to be
processed instantly, e.g., in the order of milliseconds, there are applications are tol-
erable for longer response time, e.g., in the order of hours or even days [133]. To
address the diversity of DSP applications in QoS expectations, we define a collection
of priority queues to categorise applications according to their sensitivity to delay. In
the proposed scheduling method, the underlying resources are managed individually
for each priority queue to potentially avoid the competition among different type of
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applications. Moreover, the overall performance can be guaranteed while the cost
for maintaining underlying infrastructure is minimised with the awareness of specific
QoS requirements.
We designed a control system to collect system and application metrics, modelling
system behaviour, and optimising performance. Figure 4-1 shows the conceptual
design of the system. We introduced each module with their expected functions and
roles played in the overall system as following.
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Figure 4-1: Conceptual design of the proposed control system
While streaming data continuously ingest into the system for processing, data
flows are pre-processed in the system classifier. Specifically, the classifier keeps track
of the application a given data-tuple belongs since applications have been labelled
with priorities at the time they were submitted to the system. We assume the labels
are provided by end-users to identify the expected response time. Then, a data-tuple
will be directed into corresponding queues that preserved for its application while
several servers are kept for hosting applications in each queue. At the second step,
the monitor collects system status (e.g., resource availability) and application metrics
(e.g., data ingestion rate, system throughput) at run-time. It is expected to design
such a monitoring process with simple implementation and associated with minimum
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overheads. Model estimator applies the queueing theory to model each priority queues
as a multi-channel service station and estimates the delivering latency to forecast
QoS violations. Lastly, the optimiser refers to a set of objective functions and aims
to find an optimal solution regarding the number of resources to be provisioned for
each priority queue. Applications that assigned to identical queues will then share
the resources allocated to them. As the dynamic nature of DSP applications, the
workload can be varied from time to time, and therefore, the resources provided
for each queue will be dynamically adjusted to meet QoS requirements and avoid
violation incidents.
More specifically, the entire operational time horizon is divided into equal intervals,
and decisions need to be made at the beginning of each interval. Let 𝑡 = 1, 2 · · · be
the index of such time-frames, then the sequence of actions taken at each epoch time
𝑡 is outlined as below.
∙ The stream classifier routes input data streams to a corresponding priority
queue by considering their QoS attributes. The QoS policy supports 𝑄 ≥ 2
different classes, and 𝑄 = 3 in the example shown in Figure 4-1. The three
classes are labeled as Low, Medium and High (colored as green, yellow and
red), and denoted by 𝑞1, 𝑞2, and 𝑞3 respectively. There can be more classes
defined in practice to support fine-grained control of QoS variations.
∙ The online monitoring module collects, analyses and interprets the arrival time
and requested service time of streaming applications on a priority queue basis.
It feeds the analysis results concerning the data arrival time and processing
time of applications in each queue to the corresponding models. Moreover, the
number of hosts reserved for each queue and the resource availability of involved
host at time 𝑡 are also collected.
∙ The model estimator models priority queues as multi-channel service stations
and performs system estimation for each queue referring to the received arrival
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time and service time. The estimation results interpret the expected perfor-
mance under the given number of resources and indicate possible QoS violation
incidents in particular queues.
∙ After capturing the relationships between the desired performance metrics (e.g.,
waiting time and CPU utilisation) and the estimated values, the optimiser
module aims to nominate the best possible setting for the processing platform.
Specifically, the optimiser is to solve a constrained minimisation problem and
determines the number of resources associated with each priority queue, de-
noted by 𝑘𝑞𝑖 , and the set of hosts that needs to be assigned for 𝑞𝑖, shown as
𝐻𝑞𝑖 .
∙ Finally, the dynamic scheduler adjusts its resource allocation and re-maps stream-
ing applications to hosts that attached to specific queues as instructed by the
optimiser module.
∙ At time 𝑡 + 1, this entire cycle of monitoring, modelling, estimation and opti-
misation process is repeated.
The following subsections will discuss the details of each of the module depicted
in Figure 4-1.
4.3.2 Stream Classifier and Online Monitor
This subsection elaborates on details of the stream classifier and monitor processes.
In the beginning, the classifier directs data into a specific group of hosts for process-
ing process, and the monitor keeps collecting all relevant information in regards to
resource capacities and applications.
Assuming that a group of streaming applications is running on the target process-
ing platform while sharing the underlying resources in the format of virtual machines
(VMs). To address the varied QoS requirements among these DSPs, applications are
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classified based on their latency sensitivity level. Classified applications are allocated
to queues which have similar processing requirements. More specifically, each priority
queue is associated with an index value, that indicates the upper bound of latency
to be satisfied for all applications belong to it. As a result, applications are clustered
referring to their processing requirements and allocated to a bunch of hosts preserved
for the given queue. For instance, a higher priority queue means the expected response
time of its associated DSPs is relatively shorter, and only a few QoS violations are
acceptable.
As an initial stage of the control system, the online monitor retrieves system sta-
tus and application metrics to capture the dynamic change of workload and resource
availability. As one of the objectives of the proposed scheduler is to maximise the
utilisation of resources, it is expected to consolidate executors by utilising a mini-
mum number of hosts. Consequently, the utilisation level and availability of involved
hosts are necessarily required for the monitoring process. We primarily focused on
the computational resources, and therefore, only the CPU utilisation level and the
associated number of cores are collected. However, the objective function can be
further extended to support alternative or additional types of resources.
Furthermore, the monitor retrieves applications metrics throughout the course of
execution and analyses the arrival and service time for each queue. Table 4.1 lists the
notations used in the monitor and the model estimator.
Let 𝐷 represents the entire set of applications in the system, and 𝑄 gives the
collection of queues have been defined. The monitor iterates each application 𝑗, 𝑗 ∈ 𝐷,
and updates the arrival rate of data in queue 𝑖 according to Equation 4.1,
𝜆𝑞𝑖 = 𝜆𝑞𝑖 +
1
𝑇𝐴𝑗
(4.1)
where 𝑇𝐴𝑗 denotes the average arrival time of data in DSP application 𝑗. Similarly,
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Table 4.1: Notations used for queuing model
Symbol Description
𝑘𝑞𝑖 Number of hosts preserved for queue 𝑖
𝜌𝑞𝑖 Utilization of queue 𝑖
𝑠𝑞𝑖 The stochastic variability for queue 𝑖
𝛼𝑞𝑖 Coefficient of variation of arrival time for queue 𝑖
𝛽𝑞𝑖 Coefficient of variation of service time for queue 𝑖
𝜆𝑞𝑖 Arrival rate of data in queue 𝑖
𝜇𝑞𝑖 Service rate of data in queue 𝑖
𝑇𝐴𝑗 Average arrival time of data in application 𝑗
𝑇𝐵𝑗 Average service time of data in application 𝑗
𝐿𝑞𝑖/𝐿𝑗 Estimated latency of queue 𝑖 or application 𝑗
the service rate in 𝑞𝑖 is updated by Equation 4.2,
𝜇𝑞𝑖 = 𝜇𝑞𝑖 +
1
𝑇𝐵𝑗
(4.2)
where 𝑇𝐵𝑗 represents the average service time of data in DSP application 𝑗.
Also, the number of VMs that have been preserved for 𝑞𝑖 is denoted as 𝑘𝑞𝑖 . As
discussed above, the CPU capacity and utilisation level are collected periodically and
recorded in 𝐻𝑞𝑖 .
4.3.3 Model Estimator
To meet varied QoS requirements of multiple DSP applications and inform efficient re-
source allocation decisions for the proposed priority queues, we extended the queuing
model discussed in Chapter 3 (Section 3.3) to modelling the latency of data-tuple ex-
perienced in different queues under given resource capacity and workload. As shown in
Figure 4-1, each priority queue is abstracted as a 𝐺/𝐺/𝑘 model (instead of individual
operators), to represent a multi-channel service station where both inter-arrival and
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service times are independently and identically distributed with general distributions.
Unlike the model previously defined for individual operators, in which 𝑘 gives the
number of instances associated with an operator, the 𝑘 in the model established for
priority queues denotes the number of hosts (VMs) has been provisioned to a specific
queue. Consequently, the utilisation of queue 𝑖 interprets its congestion level as well
as the competing condition for computational resources among its applications. The
term 𝜌𝑞𝑖 provides the probability that queue 𝑞𝑖 is busy [19] and can be calculated as,
𝜌𝑞𝑖 =
𝜆𝑞𝑖
𝑘𝑞𝑖𝜇𝑞𝑖
(4.3)
where both 𝜆𝑞𝑖 and 𝜇𝑞𝑖 are provided by the monitoring process to depict the arrival
rate and service rate in queue 𝑖. As explained in Section 3.3, Allen-Cunneen (A-C)
formula is the most known approximation method for 𝐺/𝐺/𝑘 models [19,67] and we
apply it for latency estimation in queues. Let 𝑠𝑞𝑖 represents the stochastic variability
of queue 𝑖 and is computed as,
𝑠𝑞𝑖 =
𝛼𝑞𝑖
2 + 𝛽𝑞𝑖
2
2
(4.4)
where 𝛼𝑞𝑖 = 𝜎𝐴/𝐸𝐴 is the coefficient of variation for inter-arrival time and 𝛽𝑞𝑖 =
𝜎𝐵/𝐸𝐵 is the coefficient of variation for service time for queue 𝑖.
Then, the average response time experienced by data-tuples in the established
virtual priority queues is derived from the estimation of waiting time 𝑊𝑞𝑖 and execu-
tion time 𝐸𝑞𝑖 . According to A-C formula for waiting time estimation, the latency is
estimated as
𝐿𝑞𝑖 = 𝐸𝑞𝑖 +
𝜌𝑞𝑖
1− 𝜌𝑞𝑖
· 1
𝜇𝑞𝑖
· 𝑠𝑞𝑖
𝑘𝑞𝑖
(4.5)
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According to the evaluation results of the latency model presented in Chapter 3
(Section 3.5), the model built with 𝐺/𝐺/𝑘 and A-C formula outperforms the 𝐺/𝐺/1
queue and Kingman′s formula in terms of estimation accuracy for different type of
DSP applications. Moreover, the estimation of the proposed model was closely aligned
with the system latency level. Therefore, we re-used this model and applied it to the
priority queues for latency estimation as the queues also equipped with multiple
channels similar to individual operators.
Note that the model estimator performs latency estimation for each queue. Let
𝐿𝑞𝑖 denotes the estimated latency for queue 𝑖, then the latency of application 𝑗 is
derived from the estimation of the queue that application 𝑗 belongs.
𝐿𝑗 = 𝐿𝑞𝑖 , ∀𝑗 ∈ 𝑞𝑖. (4.6)
4.3.4 Objective and Cost Functions
The optimisation module considers a set of objective functions and constraints to in-
vestigate the number of VMs associated with each queue. The control system receives
the estimation results from model estimator and informs the dynamic scheduler with
derived configurations. We here primarily focused on QoS violation incidents, re-
source utilisation and costs introduced by re-configurations. In particular, the stream
classifier routes submitted streams to a specific priority queue such that it matches
the latency expectations while guaranteeing the performance of each priority queue.
Meanwhile, the optimiser is expected to fully utilise the computing capability while
conservatively reserve resource for applications in lower priority queues. In other
words, it avoids continuous scale up or scales out for applications with a high toler-
ance to delays. Such a strategy could potentially reserve resources for applications
that less tolerable to delays especially when they experience a sudden increase of
workload.
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Consequently, the optimisation problem is to determine a resource allocation
method that complies with latency expectations while using a fewer capacity of com-
puting resources. More specifically, there are three main objectives to be satisfied
by the optimiser module: (1) to reduce the total number of QoS violation incidents
across all priority queues; (2) to increase the CPU utilisation level of active hosts by
consolidating tasks into a fewer number of hosts; and (3) to minimise costs caused by
frequent re-configurations. Table 4.2 lists notations used in defining the optimisation
function for dynamic scheduling.
Table 4.2: List of parameters used in the objective functions
Symbol Description
?ˆ?𝑞𝑖 QoS violations cost for applications in queue 𝑖
?ˆ?𝑞𝑖 Estimated latency of queue 𝑖
𝑄*𝑗 Expected latency of application 𝑗
𝒞𝑞𝑖 Resource cost of queue 𝑖
𝑛𝑞𝑖 Number of CPU cores assigned to queue 𝑖
𝑐 Unit price for using a CPU core
ℛˆ𝑞𝑖 Switching cost of queue 𝑖
∆𝑅𝑞𝑖 Difference between two consecutive configurations for queue 𝑖
𝑟𝑐 Unit cost for a reconfiguration operation
𝛾 QoS violation weight
𝜂 Resource consumption cost weight
𝛿 Switching cost weight
𝑘𝑞𝑖 Maximum number of VMs for queue 𝑖
Let ?ˆ?𝑞𝑖 , 𝒞𝑞𝑖 , and ℛˆ𝑞𝑖 represent the QoS violation cost, computational cost and
switching cost associated with each placement decision. The objective function then
is to minimise the weighted sum of these three costs at any sampling interval. The
costs are normalised and computed as shown in Equation 4.7. The coefficients 𝛾, 𝜂 and
𝛿 are cost weights to be configured separately by the service provider. Tuning such
weight parameters allows for customising the scheduler to meet specific requirements.
A series of experiments are conducted for the justification of parameter selection and
further details can be found in the Evaluation Section 4.4.
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min𝒥 =
∑︁
𝑞𝑖∈{1···𝑄}
𝛾?ˆ?𝑞𝑖+𝜂𝒞𝑞𝑖 + 𝛿ℛˆ𝑞𝑖 (4.7)
s.t. 𝜌𝑞𝑖 <= 1, ∀𝑞𝑖∈{1···𝑄} (4.8)
0 < 𝑘𝑞𝑖 <= 𝑘𝑞𝑖 , ∀𝑞𝑖∈{1···𝑄} (4.9)
𝛾 + 𝜂 + 𝛿 = 1 (4.10)
In the rest of this subsection, we elaborate on details of computing each type of
cost and the constraints (i.e., 4.8, 4.9 and 4.10) are explained afterwards.
∙ QoS violation cost ?ˆ?𝑞𝑖 denotes the total violation incidents of running streams
attached to queue 𝑖 . The violation is defined as the percentage change of the
estimated latency 𝐿𝑞𝑖 from the expected level. Let 𝐿*𝑗 represents the desired
latency for application 𝑗, then the violation for 𝑞𝑖 is calculated as summing
absolute values of the its applications’ violation as shown in Equation 4.11.
The intention of measuring QoS violation is to minimise the difference between
estimated latency and individual DSP expectations. Note that both under- and
over-provisioning are considered as inferior decisions. For example, providing
considerably more extra resources to 𝑞𝑖 (increased 𝑘𝑖) leads to a shorter latency
estimation (𝐿𝑞𝑖) as suggested in Equation 4.6. As a result, the sum of absolute
values concerning the percentage change from expected levels is boosted, and
therefore, raising the overall QoS violation cost. In contrast, the insufficient
resource supply results in a larger 𝐿𝑞𝑖 , which is also undesirable.
?ˆ?𝑞𝑖 =
∑︁
𝑗∈𝑞𝑖
⃒⃒⃒⃒
𝐿𝑞𝑖 − 𝐿*𝑗
𝐿*𝑗
⃒⃒⃒⃒
(4.11)
∙ Computational cost 𝒞𝑞𝑖 denotes the number of computational resources oc-
cupied by queue 𝑖. Here, we concentrate on the number of VMs and CPU cores
assigned to each queue, while the function can be further extended to include
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I/O, network and other types of resources. The resource cost is derived from
Equation (4.12), where 𝑐 represents the unit price for using a CPU core and
𝑛𝑞𝑖 is the total number of CPU cores attached to the allocated VMs in prior-
ity queue 𝑖. In practice, different values of 𝑐 can be applied if heterogeneous
CPU/GPU cluster is involved. Notably, the 𝑛𝑞𝑖 is distinguished from 𝑘𝑞𝑖 as
it explicitly provides the number of CPU cores, while 𝑘𝑞𝑖 gives the number of
VMs associated with queue 𝑖. Concerning resource heterogeneity in a cloud en-
vironment, VMs can be provisioned with varied size and the size can be further
dynamically adjusted. Therefore, we consider 𝑛𝑞𝑖 in the cost model to enable
accurate estimation of computation cost in terms of CPU resource occupied by
the priority queues.
𝒞𝑞𝑖 = 𝑛𝑞𝑖 * 𝑐 (4.12)
∙ Switching cost ℛˆ𝑞𝑖 is involved in the objective function to avoid frequent ad-
justments. As a result of overreacting to any observed change of workload, a
frequent resource adjustment can cause unnecessary expenses of system configu-
rations. Normally, there is a delay between the observation of workload change
and reaction performed, adjusting with a high frequency may fail to match
the resource demand and even cause serious system degradation. Therefore, we
model the switching cost as a penalty function to normalise the modification has
been made from current configurations. The proposed scheduler is guaranteed
to be more conservative in adopting moderate changes for resource allocation,
and it is particularly efficient in dealing with workload fluctuations. In other
words, a set of trajectories are derived from the comparison between existing
system status and expected output. Instead of moving towards the target sys-
tem output directly, the first step of the trajectory is regarded as a desirable
action that introduces fewer switching costs. Consequently, a series of smooth
adjustments would be applied during execution and it approaches the optimal
solution less progressively. Let ∆𝑅𝑞𝑖 indicates the difference between the des-
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ignated VMs at two consecutive steps for priority queue 𝑖, then the switching
cost can be calculated as Equation 4.13, where 𝑟𝑐 denotes the unit cost for
provisioning/releasing any VM.
ℛˆ𝑞𝑖 = ∆𝑅𝑞𝑖 * 𝑟𝑐 (4.13)
While minimising the costs to devise an optimal placement for operators, it is also
required to meet constraints regarding the queues’ utilisation level (4.8), the number
of VMs can be preserved for each queue (4.9), and the sum of coefficients (4.10).
More specifically, the constraint (4.8) demands the utilisation level of queue 𝑖 is less
than 1 during all epochs to guarantee the system stability and reliability [19]. To
ensure 𝜌𝑞𝑖 < 1 , as shown in Equation (4.3), the arrival rate of data needs to less than
the data can be processed (the product of data service rate and the number of VMs
provisioned for queue 𝑖), namely 𝜆𝑞𝑖 < 𝑘𝑞𝑖𝜇𝑞𝑖 . With the given arrival and service rate
for the established queues, this constraint determines the minimum number of VMs
to be provisioned to queues subject to the observed workload.
Furthermore, the second constraint (4.9) defines the maximum number of VMs
that allowed to assign to corresponding queues 𝑘𝑞𝑖 , and 𝑘𝑞𝑖 is required to always
less than or equal to it. Constraining the number of VMs provisioned to applica-
tions that tolerable to delays when even they are suffering from heavy workload is
desirable. Lastly, the third constraint (4.10) ensures that the sum of coefficients 𝛾, 𝜂
and 𝛿 always equals to 1, while they can be tuned to meet a variety of requirements.
For example, setting a higher weight for resource cost is to put a more stringent re-
quirement on VM provisioning comparing with the other types of cost. Accordingly,
the optimiser addresses the significance of resource cost by deriving optimal solutions
with a minimum supply of resource for queues, which will be accompanied by certain
QoS violations or rather frequent adjustments as prices.
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4.3.5 Dynamic Scheduling
The dynamic scheduler captures real-time system behaviour referring to the data
collected by the system monitor or computed by the model estimators. It then solves
the optimisation problem to find the solution that introduces a minimal cost in regards
to the configured coefficients. The output of the scheduler informs the system with the
number of VMs to be allocated to each priority queue concerning QoS requirements
and resource utilisation level.
Algorithm 3 shows the detailed scheduling procedure, in which the entire list of
VMs and the classified applications in the format of priority queues are required in the
beginning. Moreover, the maximum number of VMs allowed for each corresponding
queues is denoted as 𝑘 and 𝐿*𝐽 provides the QoS expectation in terms of latency of
individual DSP applications. The output 𝑆 is initialised as null and kept as a map
structure in which the key is the index of priority queue 𝑖, and value gives the list of
VMs to be associated with 𝑞𝑖. After iterating the entire list of queues, 𝑆 is returned
to inform the system with final placement decisions.
The scheduling procedure OPTS starts with collecting relevant information (e.g.,
the maximum number of VMs a queue allows to have, the available VMs) of each
𝑞𝑖 in the established priority queues 𝑄. Specifically, the function getMaxV finds the
maximum number of VMs the 𝑞𝑖 allows to have, and the function pVM() selects
𝑁 identical VMs, where 1 ≤ 𝑁 ≤ 𝑘𝑞𝑖 from 𝑉 . The function pVM() aims to list
every possible combination of VMs with respect to the constraints of 𝑘𝑞𝑖 . The result
is denoted as 𝑉𝑞𝑖 as a set of VM collections that meets the constraint (4.9). To
justify the effectiveness of every possible solutions listed in 𝑉𝑞𝑖 , the corresponding costs
(e.g., QoS violation, computational and switching costs) are computed with functions
qosC, cpuC, and swiC, respectively. In particular, the qosC method calculates QoS
violations according to Equation 4.11 (Line 10), and resource cost and switching cost
are computed (Lines 11-12) according to Equations 4.12 and 4.13, respectively. 𝑣
and ?ˆ? are kept as the minimum cost have been examined and the corresponding VM
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lists. The total cost (𝑡𝑐) of the given selection of VMs (𝑣) is compared with examined
solutions (Lines 14-17) and it repeats until the minimum value has been found after
iterating the entire set of 𝑉𝑞𝑖 .
Algorithm 3 Dynamic scheduling based on the priority queues
Require: 𝑉 : VM list, 𝑄: queues, 𝑘: Max VMs, 𝐿*𝐽 : QoS expectations
1: procedure Init()
2: 𝑆 ← 𝑛𝑢𝑙𝑙 ◁ a mapping between queue index and assigned VMs
3: end procedure
4: procedure optS(𝑉 , 𝑄, 𝐿*𝐽 , 𝑘)
5: for each 𝑞𝑖 in 𝑄 do
6: 𝑘𝑞𝑖 ← 𝑔𝑒𝑡𝑀𝑎𝑥𝑉 (𝑞𝑖, 𝑘) ◁ get the Max VMs allowed for 𝑞𝑖
7: 𝑉𝑞𝑖 ← 𝑝𝑉𝑀(𝑉, 𝑘𝑞𝑖) ◁ collections of possible selection of VMs for 𝑞𝑖
8: 𝑣 ← 𝑛𝑢𝑙𝑙, ?ˆ? ← 𝑛𝑢𝑙𝑙 ◁ initialise VM list and minimum cost for 𝑞𝑖
9: for each 𝑣 ∈ 𝑉𝑞𝑖 do
10: 𝑞𝑐← 𝑞𝑜𝑠𝐶(𝑞𝑖, 𝑣, 𝐿*𝐽)
11: 𝑐𝑐← 𝑐𝑝𝑢𝐶(𝑣, 𝑐)
12: 𝑠𝑐← 𝑠𝑤𝑖𝐶(𝑣, 𝑟𝑐)
13: 𝑡𝑐← 𝑞𝑐 + 𝑐𝑐 + 𝑠𝑐
14: if (?ˆ? is null or 𝑡𝑐 < ?ˆ? ) then ◁ 𝑣 introduces less cost
15: ?ˆ? ← 𝑡𝑐 ◁ the minimum cost within examined solutions
16: 𝑣 ← 𝑣 ◁ store the solution for 𝑞𝑖 as 𝑣
17: end if
18: end for
19: 𝑆 ← (𝑖, 𝑣)
20: end for
21: return 𝑆
22: end procedure
For any 𝑞𝑖 (where 𝑞𝑖 ∈ 𝑄), the index of queue (𝑖) and derived list of VMs (𝑣) are
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updated to 𝑆, while 𝑆 is regarded as the output of the dynamic scheduler. Once the
system receives 𝑆 as the scheduling decisions, it then prepares the system to be ready
for performing adjustments. The system adjustment normally involve provisioning
new VMs or releasing existing VMs for queues and migrating related streams and
their operators to the specified VMs. Note that the proposed scheduler does not
determine the placement of operators, and it applies the Storm Even Scheduler to
balance the distribution of execution among assigned VMs once the hosts have been
selected for each priority queues.
4.4 Evaluation
We evaluated the performance of the proposed scheduler in Apache Storm with three
testing applications and a twitter application ingested with real-time tweets. The
applications cover a range of different layouts of operators and varied level of latency
tolerance to ensure the diversity of DSP applications is considered in our evaluations.
The effectiveness of the proposed solution is justified concerning the following aspects:
1) the number of QoS violations experienced by priority queues (DSP applications);
2) the average CPU utilisation of the underlying platform; 3) the impact of tuning
objective function coefficients. According to the QoS violations experienced by the
testing applications, we can thereby justify the effectiveness of the proposed scheduler
which is primarily aimed to guarantee the variance QoS expectations across a range
of DSP applications. Moreover, keeping track of the CPU utilisation level enables us
to justify the effectiveness of the proposed method in reducing resource consumption
by consolidating tasks into fewer nodes. Lastly, tuning objective function coefficients
allows us to justify the efficiency of the proposed scheduler in response to users’ special
interests (e.g., less frequent resource adjustment, high tolerance of QoS violations).
The proposed QoS scheduler reveals its efficiency in dynamically allocate resource
to DSP applications with the introduction priority queues according to the evaluation
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results. The scheduler works particularly well for DSPs that are sensitive to delays
as these applications are given the highest priority during execution and preserved
with sufficient resources concerning the abrupt increase of users’ requests. Moreover,
the QoS scheduler enhances the utilisation level of underlying resources as the com-
putational cost is regarded as a core component of the objective function. We also
investigated the varied set of coefficients, and the results in terms of CPU adjust-
ments clearly illustrated the adaptiveness of the proposed scheduler whilst meeting
requirement in minimising a particular type of cost.
This section elaborates first on details of the experimental settings, including the
VMs involved in hosting priority queues, resource capacity associated with VMs and
the settings of priority for testing applications. We then review the testing appli-
cations and queues they have been assigned to for execution purpose. Finally, the
evaluation results are examined in details concerning the avoidance of QoS viola-
tions, the improvement in resource utilisation and the varied set of coefficients and
corresponding allocation decisions.
4.4.1 Experiment Setting
An Apache Storm cluster was established with nine supervisor nodes, one zookeeper
and one nimbus node. All experiments have been carried out in this cluster that
built upon Nectar1 (National eResearch Collaboration Tools and Resources) Cloud.
With respect to the heterogeneity of resources involved in commercial cloud environ-
ment, the supervisor nodes are categorized into three groups based on their associated
number of CPU cores and the amount of memory. Specifically, the large VMs are
equipped with 12 cores and 48GB RAM, medium VMs have 8 cores and 32GB RAM,
and small VMs are associated with 4 cores and 16GB RAM. Table 4.3 summaries the
size of VMs and number of nodes provisioned for each category.
1https://nectar.org.au/
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Table 4.3: The size and number of nodes provisioned for each type of Supervisors
Class CPU Core RAM No. nodes
𝑠𝑚𝑎𝑙𝑙 4 16𝐺𝐵 3
𝑚𝑒𝑑𝑖𝑢𝑚 8 32𝐺𝐵 3
𝑙𝑎𝑟𝑔𝑒 12 48𝐺𝐵 3
As the scheduler is designed to automatically adjust the resource allocation for
DSP applications to meet their QoS requirements, the nine supervisors (also known
as worker nodes) will be dynamically mapped to specific priority queues for hosting
a group of applications. Here, we assign three priority queues 𝑄 = 3 for evaluation
purpose and assume the involved applications can be generally divided into three
groups. Note that in a larger scale of DSP clusters, the 𝑄 can be set as a higher value
to offer more accurate classification outcome. Also, the maximum number of VMs to
be provisioned for each queue is set to 3. Therefore, we have,
𝑘𝑞𝑖 = 3, ∀𝑞𝑖 ∈ 𝑄. (4.14)
To evaluate the efficiency of the proposed scheduler in terms of QoS violation
avoidance, it is compared with the Even scheduler and best-effort method. The Even
scheduler applies two rounds of round-robin policy to evenly place tasks of bolts and
spouts on worker processes, and then map worker process on supervisor nodes to
achieve an even distribution. We have discussed details of the Even scheduler (the
default Storm scheduler) in Section 2.3.3. Moreover, the best-effort method is derived
from the First Fit Decreasing (FFD) bin packing algorithm [49]. The FFD algorithm
always attempts to pack the next item into the first bin the item fits while items
are previously sorted in nonincreasing order [49]. In particular, the best-effort maps
worker processes of DSP applications to supervisor nodes and trades off between
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QoS violation and resource utilisation. While there are normally multiple worker
processes of each DSP application, the observed continuous QoS violation will lead
to an increase of the number of nodes preserved for the application until nodes have
been fully occupied.
We implemented the proposed QoS-aware dynamic scheduling method as well as
the best-effort method as customised schedulers in Apache Storm and deployed them
in the Nimbus node. Before initialising the Storm cluster for conducting experiments,
it is required to specify the scheduler to be used for placing DSP operators to su-
pervisor nodes. Without changing other computational conditions, configuring the
Storm cluster with different schedulers enables us to evaluate the proposed methods
against alternative approaches. More specifically, the effectiveness of the proposed
QoS-aware method is evaluated concerning the following aspects: (1) the number of
QoS violation incidents experienced by DSP applications; (2) the average CPU util-
isation level during execution; (3) the adaptiveness of the proposed method to meet
a variety of user interests.
Correspondingly, three sets of experiments have been conducted. In particular,
applications with varied QoS expectations were submitted and the Storm cluster was
configured with the proposed QoS-aware scheduler, the Even scheduler and the best-
effort scheduler, respectively. We collected QoS violation incidents during execution
for 30 minutes and compared the violations experienced by applications that have
different priorities. Then, the resource utilisation level was compared between the
QoS-aware scheduler and Even scheduler. While the QoS-aware scheduler divides re-
sources into several pools and each priority queue controls its own pool of resources,
the Even scheduler manages resources holistically and allocate resource to applications
evenly. Therefore, we investigated the resource utilisation level achieved by these two
methods to justify the effectiveness of introducing priority queues in resource manage-
ment for DSP applications. Finally, we configured the objective function coefficients
with three settings and kept track of the CPU adjustment and QoS violations during
execution.
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4.4.2 Testing Applications and Queue Assignment
We reused the three fundamental topological forms in streaming applications in the
shape of linear, diamond and star (discussed in last Chapter, Section 3.5) to evaluate
the proposed scheduler. The logical functions and sample layouts of these testing
applications have been provided in details in Section 3.5 and we won’t repeat them
here. Considering the varied QoS requirements associated with a set of DSP applica-
tions, these three types of topologies are differentiated from each other regarding their
expected latency level. Moreover, the real-life application introduced in Section 3.5
was implemented as a trending topic topology. It reads real-time tweets and informs
the 𝑛 trending topics over a configurable time interval with the support of Twitter
Streaming API. We included this application as well to evaluate the effectiveness of
the proposed QoS-aware scheduler in dealing with the real-time dataset.
Since priority-oriented scheduling is a key concern in the proposed method, we
define priorities for involved testing applications based on their sensitives of delay. In
particular, the topologies in the shape of star is given the highest priority throughout
the evaluation, as it is less tolerable to any delay. Moreover, the applications in the
form of linear are designated to the lowest priority channel, and diamond applications
are routed to the medium channel. Also, as the Twitter application was implemented
as a linear topology, it is therefore, directed to the lowest priority queue as other linear
topologies. Note that the assignment of queues can be re-configured and customised
per user requirements. Also, there can be more queues maintained to support the
diversity of QoS requirements of DSP applications, although it is more complicated
and time-consuming for making scheduling decisions when more queues are involved
in the system.
As we decided to maintain three priority queues to host applications with high,
medium and low tolerance of delays, the queues are labelled as 𝑞1, 𝑞2 and 𝑞3, respec-
tively. Table 4.4 shows the topological forms, delay sensitivity and queue index for
all four applications involved in the evaluation.
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Table 4.4: The testing DSP applications and queue assignment
Application/Topology
Form
Delay Sensitivity Queue Index
𝑙𝑖𝑛𝑒𝑎𝑟 low 3
𝑑𝑖𝑎𝑚𝑜𝑛𝑑 medium 2
𝑠𝑡𝑎𝑟 high 1
𝑇𝑤𝑖𝑡𝑡𝑒𝑟 low 3
4.4.3 Evaluation Results
We first conducted a set of experiments to justify the effectiveness of the proposed
scheduler in terms of QoS violation avoidance. Specifically, applications belong to
𝑞1 and 𝑞2 were submitted to the Storm cluster while configured with three sched-
ulers, namely QoS-aware, Even and best-effort scheduler. We then monitor the QoS
violation incidents occurred during the execution for around 30 minutes. The QoS
violations were formalised as the deviation of the average latency from the target level
for each queue. It is aimed to keep the QoS violation level as zero, which is regarded
as the best scenario in which the resources provisioned for queues exactly meet the
processing demand of given applications. Moreover, a negative value of violation sug-
gests over-provisioning of resources, and a positive value means there are insufficient
resources to deal with the current workload. In other words, it is desirable to keep
the modulus of QoS violation close to zero, since either over- or under- provision of
resources could lead to sub-optimal decisions.
Figure 4-2 and Figure 4-3 show the QoS violations experienced by topologies in
𝑞1 and 𝑞2, respectively. The overall trends when configured with Even, QoS-aware,
and best-effort schedulers are also depicted by polynomial trend-lines in both figures.
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Notice that it took roughly five minutes for re-configuring when operators are required
to migrate to the newly provisioned computing resources or idle nodes (as shown in
Figure 4-3), and the proposed scheduler can approach to QoS expectations (with QoS
violation as zero) for topologies in both queues after such a recovery period.
According to Figure 4-2, the Even scheduler gradually approaches to the QoS
expectations and reaches the acceptable level (around 0.5) since 16𝑡ℎ minute. The
best-effort scheduler has a similar trend as the Even scheduler with less QoS violations.
Moreover, the violation level reduces to 0.5 around five minutes earlier than the Even
scheduler. This is primarily caused by the dynamic reaction conducted by the best-
effort scheduler when 𝑞1 experiences a heavy workload. Meanwhile, the QoS-aware
scheduler reaches to zero violations at 7𝑡ℎ minute and tends to provide slight more
resources because of its awareness of application priority. Since 𝑞1 is the queue with
the most stringent requirement for processing and host applications that extremely
sensitive to delays, it always attempts to provide additional resources for dealing
with an abrupt increase of resource demand. Moreover, the trend lines suggest the
QoS-aware scheduler guarantees the commitment of QoS expectations in the long
term.
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Figure 4-2: QoS violations experienced by applications in 𝑞1 with Even, best-effort
and the proposed QoS-aware scheduler
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As shown in Figure 4-3, the QoS-aware scheduler keeps the violation level at
around zero since 15𝑡ℎ minute and tends to perform slightly better than expectations
afterwards in 𝑞2. Meanwhile, Even scheduler has a negative violation mostly during
execution as it provides more resources than required. In contrast, the best-effort
scheduler experiences similar violations as it does in 𝑞1 and reaches to the acceptable
level of violation since 10𝑡ℎ minute. It is noticed that the proposed QoS-aware sched-
uler makes distinct decisions for DSP applications with different tolerance of delay,
and it prioritises those which sensitive to delays (e.g., applications in 𝑞1). However,
the other two schedulers tend to make identical decisions for a variety of applications.
The best-effort scheduler trades the resource utilisation with QoS violations and it is
desirable to be applied when applications have similar QoS requirements. Therefore,
we conclude that the proposed QoS-aware scheduler can efficiently manage resources
concerning the diversity of QoS requirements among DSP applications.
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Figure 4-3: QoS violations experienced by applications in 𝑞2 with Even, best-effort
and the proposed QoS-aware scheduler
Notice that the QoS-aware scheduler suffers fluctuation of violation between 9 −
14𝑡ℎ minutes in 𝑞2. This is mainly caused by the adjustments made regarding operator
re-allocation. Since the migration strategy is not part of the decision-making process
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of the QoS-aware scheduler, a sudden increased level of QoS violations like this would
degrade the overall performance. Although the proposed scheduler manages to sta-
bilise soon after the re-configuration period, we endeavour to investigate the possible
impact a re-allocation decision may have in the future work to avoid such fluctuations
and further improve the efficiency of this scheduler.
We then compare the resource utilisation level of the QoS-aware scheduler and
Even scheduler when they host the same set of DSP applications. Figure 4-4 and
Figure 4-5 summarise the average CPU utilization level of VMs associated with each
queue. The resources belong to each queue are firstly categorised as provisioned
and unprovisioned, where provisioned resources are further divided into consumed
and unconsumed. To minimise the cost of maintaining underlying infrastructure
while guaranteeing the QoS requirements, it is aimed to maximise the ratio between
actual consumed and provisioned resources. In other words, the core objective is to
consolidate jobs in a fewer number of nodes and switch the unprovisioned resources
into the idle mode to save the maintaining cost.
Figure 4-4 shows the CPU utilisation of Even scheduler. Since it always attempts
to distribute the tasks into available hosts evenly, 100% available resources are provi-
sioned. As a result, it consumes 20% of provisioned resource to process the submitted
DSP applications.
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Figure 4-4: CPU utilisaiton of Even scheduler
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In contrast, resources are managed separately by queues in the QoS-aware sched-
uler. To be specific, it divides available resources into 𝑛 segments, while 𝑛 is the
number of queues preserved for DSP applications (𝑛 = 3 in this case). As we only
submitted applications in 𝑞1 and 𝑞2 throughout the experiments, there are around
32% of computing resources that reserved for 𝑞3 is not practically allocated. There-
fore, the unprovisioned resources of 𝑞3 is 32% and unconsumed as well as consumed
resources are 0%. Moreover, 𝑞1 decides to provision 32.35% (11% out of 34%) of its
available resources while 63.64% of them (7% out of 11%) are consumed by the given
applications. As for 𝑞2, it provisions 50% of its available resources while 29.41% of
them (5% out of 17%) are consumed. As depicted in Figure 4-5, there is 11% and 17%
of the entire resources are provisioned from the group of reserved supplies for 𝑞1 and
𝑞2, respectively. Consequently, 28% of the entire resources are allocated for hosting
applications, among them, 7% and 5% of the entire pool of resources are consumed
by applications in 𝑞1 and 𝑞2, respectively. Therefore, there is a utilisation of 42.86%
by the QoS-aware scheduler compared to 20% of Even scheduler.
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Figure 4-5: CPU utilisation of QoS-aware scheduler
Considering the cost of maintaining additional resources and reliability of the
underlying platform, the preserved resources for idle queues can be leveraged by
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putting non-working cores into the deep sleep mode or occupied by other applications
if insufficient computational capabilities are discovered in busy queues.
Lastly, we investigated the effectiveness of the proposed scheduler with a vari-
ety of objectives. More specifically, we conducted a series of experiments by varying
the coefficients of 𝛾, 𝜂, and 𝛿 in the objective function expressed by Equation (4.7).
Three sets of configurations regarding the coefficients were applied and the details
are shown in Table 4.5. In particular, we justify the effectiveness of the QoS-aware
scheduler with three scenarios: 1) to address the importance of QoS commitment and
meanwhile, minimise resource consumption (𝑎); 2) to avoid the high cost associated
with re-configurations (𝑏); 3) to primarily focus on QoS commitment ( 𝑐). The ex-
periments under each set of configuration were running for around 50 minutes, and
there are still three priority queues maintained for applications of star, diamond, and
Twitter trending topic topologies. The applications were directed to 𝑞1, 𝑞2, and 𝑞3,
respectively.
Table 4.5: Configuration settings for coefficients of cost functions
Setting 𝛾 𝜂 𝛿
𝑎 0.6 0.3 0.1
𝑏 0.4 0.2 0.4
𝑐 0.8 0.1 0.1
Figure 4-6 depicts the CPU adjustment in 𝑞1, 𝑞2 and 𝑞3 over execution of 50
minutes. The three figures in the first row show the CPU adjustment configured
with setting 𝑎, in 𝑞1 (left), 𝑞2 (middle), and 𝑞3 (right). Although the coefficient 𝛿
(re-configuration cost) in setting 𝑎 is defined as small as in configurations 𝑐 (indicates
that it allows for frequent re-configurations), the relatively higher weight of resource
cost 𝜂 limits the adjustment scale and keeps the resource provisioned at a lower level.
Notice that (𝑞3, 𝑎) has the minimum average CPU resource provisioned compared with
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𝑏 and 𝑐 because of its recognition of resource cost (𝜂 = 0.3) and its higher tolerance
of delays for applications in 𝑞3 compared with 𝑐 in particular.
Figure 4-6: The resource adjustment of each priority queue with regard to coefficients
settings as configuration 𝑎, 𝑏 and 𝑐.
In configuration 𝑏 (figures in the second row), the weight of switching cost (𝛿)
is defined as same as the weight for QoS violation cost, i.e., 𝛿 = 𝛾 = 0.4. As a
result, the switching procedure is unlikely to be triggered unless a high value of QoS
violation is observed by the deployed scheduling scheme. Configuration 𝑐, however,
allows for a more flexible resource reconfiguration whenever QoS violations or resource
over-provision is observed (the third row in Figure 4-6). Therefore, it tends to adjust
resource allocation frequently to guarantee the latency enforcement while introducing
the overhead of system configurations. Moreover, the lower weight of resource cost
(𝜂) makes it possible to allocate additional resources on demand, and it tends to
provide more resources to queues compared with 𝑏 and 𝑐 in queues 𝑞1 and 𝑞2 which
host applications that sensitive to delays.
We then examined QoS violations experienced by applications in 𝑞1 in details.
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As the configuration 𝑎 is aimed to commit the QoS agreements while minimising re-
source consumption level, it suffers a certain amount of QoS violations compared with
𝑏 and 𝑐. However, 𝑏 allows additional resources to be provisioned while a frequent
adjustment will be penalised heavily. Therefore, it tends to provide more resources
than required at the beginning and attempts to avoid frequent adjustments. Config-
uration 𝑐, in contrast, is supposed to commit QoS agreements well as it is primarily
focused on meeting QoS expectations with less penalty for resource consumption and
adjustments.
Figure 4-7 presents the observed QoS violations for 𝑞1 concerning the configura-
tions 𝑎, 𝑏 and 𝑐. Note that the median QoS violation is 13 and some applications
experience extreme high level of violations in 𝑞1. This is mainly caused by its limi-
tation on resources. Meanwhile, 75% of applications in 𝑞1 achieved QoS expectations
with configuration 𝑏 as it allows for providing additional resources and this setting is
particularly important for applications that sensitive to delays. Moreover, the results
revealed that applications in 𝑐 would experience a longer delay as configuration 𝑐 may
cause frequent resource adjustments comparing with 𝑏. The modifications, therefore,
lead to migrations of DSP operators and extend the latency of data processing.
Figure 4-7: The QoS violation experienced by applications in 𝑞1 under configuration
setting 𝑎, 𝑏, and 𝑐.
We, therefore, conclude that a variety of objectives can be achieved by the pro-
posed dynamic scheduling method with customised configurations of the cost function
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coefficients.
4.5 Summary
We addressed the diversity of QoS requirements in stream processing and proposed a
dynamic scheduling method to deal with the varied QoS requirements. While DSPs
associated with different levels of delay sensitivity, the decisions are expected to be
made individually. By doing this, the cost for maintaining DSP applications can
be potentially reduced while the output can be delivered within the acceptable time-
frame concerning QoS enforcement. In this chapter, we presented a QoS-aware sched-
uler to meet the following goals: (1) to comply with the specific QoS agreement by
categorising streams into different priority queues; (2) to efficiently allocate resources
by estimating the QoS violation of application in each priority queue; (3) to derive
the optimal solution by providing cost functions that can be configured to adapt to
specific circumstances. Evaluation results demonstrated the effectiveness of the pro-
posed method in yielding an improved system performance compared to the Even
scheduler of Apache Storm. However, the fluctuated level of QoS violations experi-
enced by the QoS-aware scheduler motivates us to optimise the placement decisions
further when operator migration is involved. We also illustrated how different settings
of cost coefficients would enable various solutions subject to the specific objective.
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CHAPTER 5
OPERATOR FUSION AND RESOURCE MODELLING
FOR EFFICIENT STREAM PROCESSING
Having dealt with the ever-changing resource demand of individual operators in Chap-
ter 3 and varied QoS requirements across DSPs in Chapter 4, we will address the inter-
operator communication pattern and unpredictable network conditions when DSPs
are deployed in networked hosts. Although computation demand plays a crucial role
in accelerating stream processing, the network heterogeneity and the non-trivial la-
tency introduced by data transmission between networked hosts are also critical and
can degrade system perform at certain levels. Therefore, we proposed a network-
aware and partition-based operator placement method to fuse operators by referring
to their computational demand and inter-operator communication patterns. There is
also a 3-dimensional resource model for prompt reflection of the network condition,
real-time traffic, and resource availability. Evaluation results revealed the efficiency
of the proposed method in working with DSP applications, especially those associated
with imbalanced inter-operator communications or high frequency of data ingestion.
The work in this chapter is partially derived from:
Wang, Y., Tari, Z., Huang, X. and Zomaya, A.Y., 2019, August. A Network-aware and Partition-
based Resource Management Scheme for Data Stream Processing. In Proceedings of the 48𝑡ℎ ACM
International Conference on Parallel Processing.
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5.1 Introduction
The average time data-tuple stays in DSP applications is a crucial indicator of sys-
tem processing efficiency, and it is determined by computational latency as well as
data transmission delay. Therefore, both of them should be addressed to accelerate
stream processing. While processing latency is mainly decided by the underlying
computational resource capacity and we dealt with it in Chapter 3, the data trans-
mission is primarily concerning the network condition and the amount of data being
transmitted. As the general practice of deploying DSP applications in cloud ecosys-
tems, the network heterogeneity as well the non-trivial latency introduced by data
transmission between networked hosts are two challenges in deliver efficient process-
ing of data streams [26, 123]. In particular, it is reported that the inter-operator
communication [141] caused nearly 86% of DSP latency. The massive inter-operator
communication that delays the overall processing can be potentially alleviated by di-
rect the data communication into a faster network link or switch it from inter-node to
inter-process communication, as it is faster to transmit data between operator pairs
that placed in the same node [114],
Various optimisation approaches have been proposed to accelerate the processing
of streaming data. Some studies suggested to change the topology structure without
altering application semantics by reordering, fusing or fissioning operators [26,62,65,
74,87,122]. The methods require for changing topology structure re-arrange the way
operators were initially organised and typically rely on the historical data. In other
words, the re-arrangement decisions usually depend on observed data and tend to fit
for a particular pattern of incoming data. However, efficiency is expected to grow
continuously and achieve the optimal arrangement after collecting substantial data.
In particular, operator fission is aimed to explore the parallelisation region dynami-
cally, and map operators into multicore infrastructures [62, 65, 74, 122]. Moreover, it
tends to fuse operators that have less computational demand or require extensive data
communication since the latency and throughput might be bounded by the network
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latency caused by inter-operator communication [74,87]. Also, there are optimisation
methods proposed without changing the layout of topologies, and these approaches
suggest application placement or load balancing strategies upon underlying infras-
tructures in terms of a variety of objectives [7,52,114,135,145]. These methods trade
fewer overheads of computing configurations against performance enhancement as the
topology structure is not part of the decision-making process. For example, some ap-
proaches [116,145] are mainly concerned the network usage and data communication
based on given topological forms.
While the related works fail to address the correlation between network delay
and varied data transmission pattern within DSPs, we proposed a method to ac-
celerate stream processing concerning inter-operator communication pattern and the
underlying network condition at run-time. More specifically, we apply the Vivaldi
algorithm [37] to establish a 3-dimensional coordinate system, in which the trans-
mission delay between hosts and the resource availability can be promptly reflected.
We selected the Vivaldi algorithm because of its efficiency and accuracy, and it will
not incur extra traffic when updating the hosts’ coordinates. The proposed method
endeavours to place operators that belong to the same DSP application to a group
of hosts experiencing a shorter delay. Furthermore, we apply the multilevel recursive
bisection paradigm to partition the topology into several sub-graphs for allocating
purpose, as the coarsening and refinement process of this paradigm could provide an
excellent global and local view of the graph [85]. During graph partitioning, both the
inter-operator communication amount and resource demand of individual operators
are considered. Without losing the advantage of parallelism, we utilise the multi-
threaded fusion to enable operators to have multiple threads even if they are fused
and placed into the same host [74]. The proposed method then places operators
based on the weighted shortest processing time (WSPT) strategy [117]. The opera-
tor’s weight is determined by the associated latency and its location within the DSP.
Prioritising operators located near the source of a stream or those that experiencing
a shorter delay can effectively prevent system performance degradation. Evaluation
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results revealed the efficiency of the proposed method in working with DSP applica-
tions, especially those associated with imbalanced inter-operator communications or
experience high frequent of data ingestion.
To start with, we conducted a series of experiments to study the correlation be-
tween inter-operator communication and network traffic. We applied the Linux Traffic
control (TC) to simulate the competition for bandwidth among several DSP appli-
cations. The traffic control allowed us to manipulate the packets delivering at the
desired rate. Considering two nodes to serve the execution of a “SlidingWindow"
topology, we evaluated its average latency after introducing a varied level of delays
between the two nodes and keeping the rest of configurations unchanged (i.e., data
ingestion frequency, operator parallelism level, etc.). We applied the Storm Even
scheduler to place operators evenly to the existing workers and assign two workers
per node. The topology layout and the placement of each operator instance are shown
in Figure 5-1, while further details of the selected topology can be found in Section
5.6.
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Figure 5-1: The overlay and placement details of the SlidingWindow topology
The delay between two workers was introduced as 5, 10, 20, 50, and 100ms to
simulate the varied level of delay caused by inter-operator traffic of a large group of
DSPs. The average latency was collected for each configuration after running for 10
minutes. The increased latency caused by the introduced delay was illustrated in
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percentage. According to Figure 5-2, the topology experienced at most 3% of latency
degradation when the introduced delay is less than 20ms. However, it became to 10%
and approached to 20% when the delays were set to 50ms and 100ms, respectively.
In practice, either a temporary heavy workload or limited network resources could
result in extended network delays, and therefore, the placement of operators without
the awareness of inter-operator communication will lead to sub-optimal performance.
We also investigated the impact of application traffic on the throughput of indi-
vidual topologies. We started with a single “SlidingWindow" topology, and gradually
increased the number of topologies deployed in the cluster (up to four) while two
hosts were served for execution. Since the inter-operator traffic can only occur be-
tween these two nodes, the primary cause of the observed throughput degradation
would be the increasing amount of traffic.
0%
2%
4%
6%
8%
10%
12%
14%
16%
18%
20%
0
50
100
150
200
250
300
350
400
450
N/A 5 10 20 50 100
la
te
n
cy
 d
e
g
ra
d
at
io
n
 (
%
) 
la
te
n
cy
 (
m
s)
introduced delay (ms)
topology latency
latency
degradation
Figure 5-2: The experienced latency and degradation when introducing a varied level
of delays
Figure 5-3 illustrates the average throughput in tuples per second for topology
a and b which were the first two submitted topologies. As results revealed, the
throughput of topology b decreases about 42%, and topology a experiences 24% less
throughput level since another two topologies have been submitted to the system.
In practice, however, several DSP applications are expected to execute at the same
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time, and it is unacceptable to degrade the performance of existing applications while
launching new ones. Therefore, it is essentially required to devise a dynamic method
with an awareness of inter-operator communication as well as network condition to
place operators for efficient stream processing. In practice, the nodes in a DSP cluster
are served for multiple DSP applications, and therefore, the latency and throughput
highly depend on the inter-operator traffic. As the results suggest, it is indispensable
to consider network latency and data transmission for efficient stream processing.
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Figure 5-3: The average throughput when different number of topologies are running
at the same time
As we have introduced the problem and discussed the motivations, the rest of this
chapter is organised as follows. Section 5.2 reviews existing studies and discusses the
strengths and limitations of related methods. Then, the implementation of operator
fusion and the 3-dimension resource model are presented in Section 5.3 and Section
5.4, respectively. Enabled by the re-arrangement of operators and the real-time re-
flection of networks and resource capacities, Section 5.5 elaborates on details of the
design principle and implementations of the proposed method for placing operators.
Finally, Section 5.6 shows the evaluation results and we conclude this study and
discuss future work in Section 5.7.
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5.2 Related Work
Various optimisation approaches have been proposed to accelerate data processing in
DSPs. Without changing the semantic of topologies, there are generally two cate-
gories in terms of graph change. Optimisations that require to change the topology
layout aims to re-arrange the operators as they were initially organised, for example,
operator reordering, operator separation, redundancy elimination, operator fusion
and fission [74]. Among these methods, operator fusion and fission are most widely
applied in recent works [26, 62, 65, 87, 122]. Specifically, operator fission attempts
to explore the parallel region and opportunity of parallelisation for operators. In
contrast, the operator fusion is aimed to avoid the overhead introduced by operator
initialisation and data communication [74]. The proposed fission methods, in general,
adjust the pipeline parallelism level and map infinite streams into multicore infras-
tructures. Gordon et al. [65] proposed a holistic approach to address the parallelism of
the task, data and pipeline. It is endeavoured to maximise the granularity of operator
fusion and applies task parallelisation to reduce the communication cost for stateless
operators. Moreover, the states are dealt with software pipe-lining technique which
preserves states without introducing additional cost for synchronisation. Similarly,
Schneider et al. applied operator fission with considerations of operators’ state, se-
lectivity and inter-dependence [122]. The compiler analyzes stream graphs and forms
several parallel regions from left to right. Then, the parallelism level of parallel re-
gions is determined by the system conditions. More recently, Gedik et al. proposed
a dynamic strategy to explore the parallel region and parallelism levels, referring to
the observed workload and resource capacity [62]. By default, the parallelism level
is set as one for newly submitted applications. They devise a control algorithm to
decide the number of channels to be added or removed by referring to the workload
change and congestion level and apply rapid scaling to accelerate the setting proce-
dure. Moreover, the control system justifies the effectiveness of applied changes at
run-time. It further supports sensitivity configuration as the migration cost can be
varied from system to system.
125
In contrast, operator fusion is intended to merge the computation of individual
operators to avoid the overhead caused by data communication [74]. COLA [87]
defines the processing element (PE), which typically consists of several operators as
the unit for assignment. It addressed the importance of inter-PE traffic and aimed
to maximise the system throughput by applying graph partitioning to minimise the
processing costs associated with inter-operator traffic. The data transmission cost was
represented by the CPU cost for sending and receiving data. Besides, PEs are ordered
following the principle of the longest processing time first, and it is incorporated with
several fusion constraints. As an extension of the basic COLA, the Advanced version
further supports customisation of the fusion process. It offers six constraints in regards
to resource capacity, co-location and ex-location. Therefore, users can specify these
constraints to achieve customised fusion results. Despite the profitability of operator
fusion suggested in COLA, it tends to trade communication cost against pipeline
parallelisation [74].
Instead of addressing the pipeline parallelisation, there are optimisation methods
focused on the placement of applications, load balancing, state sharing, and batch-
ing [74]. In particular, the placement of DSP operators is regarded as an efficient
approach, and several studies have been conducted in regards to various placement
objectives [7, 52, 114, 135, 145]. While the computational capacity is regarded as sig-
nificantly crucial in DSP placement, it is suggested that the efficient use of a network
is also critical in accelerating stream processing [116]. In particular, the stream-based
overlay network (SBON) [116] makes placement decisions by finding the virtual place-
ment of an operator and mapping the operator to a physical node according to the
on-going knowledge of stream, network, and node conditions. More specifically, SBON
maintains a cost space and determines the placement of operators in this space us-
ing a spring relaxation algorithm. The derived decisions then inform the mapping
relationship between operators and physical nodes. It is primarily aimed to opti-
mise network usage as well as query latency and support for dynamic adjustment of
placement decisions. T-Storm [145], however, seeks to the executor-slot assignment
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that minimises the inter-node and inter-process traffic. To enable the traffic-aware
scheduling at run-time, it interprets the placement as a minimisation problem that
seeks for an executor-slot assignment with the minimal inter-node traffic. It sorts
executors depending on the upstream and downstream traffic and iterative assigns ex-
ecutors with the core objective of minimising the incremental traffic load. Moreover,
it consolidates workers to achieve improved performance while having less number
of workers. Lately, ODRP [26] formulated the operator replication and placement
as an integer linear programming problem with an awareness of the heterogeneity o
applications’ requirement and underlying resources. Specifically, it jointly determines
the parallelism level and a subset of nodes to host given operators. Both user’s and
system’s QoS requirements are involved in the utility function, for example, response
time, monetary cost, application availability, inter-node traffic and network usage.
Furthermore, the VAYU [119] addressed the issue of the overloaded operator or con-
gested link, which could significantly degrade the DSP performance. It proposed a
method that modifies the pipelines and balances the compute as well as network load
for efficient stream processing. DSP applications are presented as route-maps, and a
per-topology controller was applied to compute route-maps to minimise the maximum
utilisation of resources. VAYU also supports for a light-weight update of route-maps,
and it is designed to enable fast topology re-optimisation. Explicitly, nodes and edges
are formalised as a bucket graph, and the controller collects run-time system metrics,
including the average throughput of the bucket, inter-bucket communication, CPU
capacity and network bandwidth of nodes. Moreover, it generates pipelined broadcast
and reduction trees for topology re-optimisation.
The related work discussed above applied operator fusion, explore pipeline paral-
lelisation or consider network usage as a critical facet for optimising DSP performance.
However, they fail to address the correlation between varied inter-operator communi-
cation pattern and the ever-changing network conditions. Moreover, the maintenance
of a certain level of parallelism after applied operator fusion is not well addressed. Be-
sides of minimising the data communication cost, the multithreaded operator fusion
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enables further enhancement of the overall performance.
5.3 Multithreaded Operator Fusion
Fusing operators into larger computable components was proposed as an efficient
approach to optimise the DSP performance as it enables to save the massive com-
munication cost between operators [74]. While allocate the entire topology into a
single host would fail to explore the available pipeline parallelism, placing operators
into separate nodes can lead to significant communication cost [87]. Therefore, we
apply the multithreaded fusion into topologies, which allows for multiple copies (or
instances) to be maintained for fused operators in the derived topology. The multi-
threaded fusion enables us to minimise the unnecessary bandwidth consumption while
gaining benefits from the pipeline parallelism across geographically distributed hosts.
In other words, the fused operators keep certain levels of parallelism, while copies (or
instances) can be placed across the selected group of hosts. The Metis partitioning
package [86] is used in this study for topology partitioning. Enabled by the graph
coarsening, initial partitioning, and the uncoarsening process of multilevel recursive
bisection paradigm, it provides good global and local views of the given graph [85].
Moreover, each partition has either a single instance or multiple replicas. While these
replicas either deal with different sets of data in parallel or the same collection of
data to ensure system reliability. Note that deciding the optimal level of parallelism
of partitions is out of the scope of this work.
Topology is generally represented as a Direct Acyclic Graph (DAG), where the
vertices denote the computable operators and edges illustrate the data flow between
adjacent operators. Let 𝑇=(𝑂,𝐷) indicates a DSP topology, where 𝑂 is the collec-
tion of operators and 𝐷 represents the sets of streams. The Metis [86] allows each
vertex in the graph to associate with a size and a weight and enables edges to attach
with a weight. To address the variety of resource demand of individual operators, we
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assign the CPU demand of operator 𝑜 as the size of the corresponding vertex, which
is shown as 𝐿𝑂𝑖 . Also, it is desirable to distribute computing-intensive operators into
networked hosts. As Metis aims to balance the size of vertex in derived partitions,
defining the size of an operators as its CPU demand can effectively avoid fusing oper-
ators with high resource demand into the same host. Concerning the variety of data
communication pattern within a topology, we capture the amount of data transmis-
sion between operators 𝑖 and 𝑗 as the weight of the edge (𝑑𝑖𝑗) connects them, and the
weight is denoted as 𝑄𝑑𝑖𝑗 . Since operators in DSP may have multiple downstream,
the data transmission amount at different downstream can be significantly varied. As
a result, fuse the operator with its successive operators that require extensive data
communication is far more meaningful than combining with those who have less data
transmission. Considering the weight of edges and size of vertices allow us to address
both computation latency and network delay in accelerating stream processing.
The derived partitions after applying operator fusion are demonstrated as 𝑃 , and
𝑃𝑜𝑖 gives the partition index of the operator 𝑜𝑖. Furthermore, let 𝐷𝑠 represents a
subset of 𝐷 (the collection of streams) that gives all edges crossing partitions in
topology 𝑇 . For any edge 𝑑𝑖𝑗 included in 𝐷𝑠, the operators 𝑖 and 𝑗 at edge ends are
belonging to distinct partitions, namely
𝑃𝑜𝑖 ̸= 𝑃𝑜𝑗 , ∀𝑑𝑖𝑗 ∈ 𝐷𝑠. (5.1)
It is then aimed to find the minimum sum of edge weights in 𝐷𝑠. As the to-
tal weights of edges in 𝐷𝑠 is defined as edge-cut 𝐹 , the partitioning objective is to
minimise 𝐹 , where
𝐹 =
∑︁
𝑑𝑖𝑗𝜖𝐷𝑠
𝑄𝑑𝑖𝑗 . (5.2)
Figure 5-4 illustrates the partitioning result of a sample topology with six opera-
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tors. We first deployed it in a Storm cluster and collected data regarding operators’
resource demand and data traffic. Based on the observed data, we can then draw the
graph of the given topology while the size of a vertex represents the CPU demand of an
operator and the thickness of an edge indicates the amount of data being transmitted
within the operator pairs. More specifically, the larger the operator is, the higher the
CPU demand an operator has. Then the edges are weighted on the data transmission
amount (e.g., 𝑄𝑑12). In particular, the most thicknesses edge represents the largest
amount of data sent through within the topology. Operators will be fused if there
is a huge volume of data transmission in between (e.g., 𝑂1 and 𝑂2). Consequently,
the data flow illustrated as dot-lines (𝑄𝑑12 , 𝑄𝑑23 , and 𝑄𝑑45) will not incur additional
network traffic. Moreover, 𝑂6 itself becomes the third partition, because it has a
much higher CPU demand than the others, while there is fewer data communication
involved in the upstream (𝑄𝑑36 , 𝑄𝑑56). As a result, the edge-cut of the given partition
is the sum of 𝑄𝑑14 , 𝑄𝑑36 , and 𝑄𝑑56 (represented as red lines). Based on the partition-
ing result, the operators belong to the same partition will be assigned to a smaller
number of hosts, ideally the same host that equipped with substantial computing
capability. Therefore, additional communication cost and bandwidth consumption
can be potentially avoided.
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Figure 5-4: Partitioning result of the sample topology
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5.4 A Three-dimensional Resource Model
Considering the heterogeneity of distributed resources, we establish a 3-dimensional
space and place hosts according to their associated resource capacity, network-level
round-trip time (RTT) and application-level delays. By maintaining such a coordinate
system, the dynamic changes of distributed resources, as well as network conditions,
can be timely captured and reflected for making effective placement decisions.
Mapping virtual machines (VMs) into a n-dimensional coordinate system accord-
ing to their observed delay provides a clear view regarding the network condition
and inter-operator traffic of the underlying distributed environment. The dynamic
change of coordinates could further inform the system with optimal configurations
of resource allocation. In this work, the networked hosts will be first placed into a
2-dimensional space, in which the Euclidean distance (𝐸𝑖𝑗) between node 𝑖 and 𝑗 can
accurately describe the cost of transmitting data in between. Assuming hosts are
only served for DSP execution, the application-level delay will then be dominated by
the inter-operator traffic from operators located at these two nodes. We refer to the
Vivaldi algorithm to construct this latency space, which was adopted by the Chord
distributed hash table and the evaluation on a large number of hosts has revealed its
efficiency and accuracy [37]. To further reduce the cost incurred by maintaining such
a coordinate system, as suggested by Cox et al. [35], the monitoring and information
exchanging messages are integrated into the data communication incurred by task
execution. In other words, the data communication between hosts will trigger the
update of their coordinates in the space.
Hosts are initially assigned to the origin point on the flat coordinate plane at the
beginning, and therefore, the 𝐸𝑖𝑗 would be zero for each pair of hosts. According
to Vivaldi algorithm [37], random directions are assigned to nodes to differentiate
them as all of them are started at the same position. Moreover, the moving average
of recent relative errors is kept for quick convergence. Errors are defined as the
difference between observed RTT and Euclidean distance between two hosts in the
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coordinate system. While the algorithm is implemented in a distributed manner,
both local error and error information about remote nodes are considered. Details
regarding error computation can be found in [37].
Let 𝐿𝑎𝑏 denotes the overall latency for transmitting a data-tuple from node 𝑎 to
𝑏 (or the other way around). Then, node 𝑎 regularly measures the delay of sending
data to 𝑏, and gradually adjust its coordinates to minimise the difference between
the Euclidean distance 𝐸𝑎𝑏 and observed delay 𝐿𝑎𝑏. While the unit vector 𝑢(𝑥𝑎 − 𝑥𝑏)
describes the moving direction of node 𝑎, 𝛼 specifies the step scale node 𝑎 decides to
take. Accordingly, at each time interval 𝑡, the coordinate of node 𝑎 (𝑥𝑎) is updated
as
𝑥𝑎 = 𝑥𝑎 + 𝛼 · (𝐿𝑎𝑏 − 𝐸𝑎𝑏) · 𝑢(𝑥𝑎 − 𝑥𝑏) (5.3)
where 𝛼 is the product of tuning parameter 𝑐 (𝑐 < 1) and a weight factor that bal-
ances local and remote error. The sample weight 𝑤 provided in Vivaldi algorithm [37]
is 𝑤 = 𝑒𝑙
𝑒𝑙+𝑒𝑟
, in which 𝑒𝑙 and 𝑒𝑟 represent the local and remote errors, respectively.
The objective function of the coordinate updating is shown as,
min
∑︁
𝑖
∑︁
𝑗
(𝐿𝑖𝑗 − 𝐸𝑖𝑗)2. (5.4)
Not only the distance and number of hops between two hosts can be captured
but also advising the real-time traffic by maintaining such a 2-dimensional coordinate
system (XY-plane). Therefore, the coordinates will eventually reflect the real-time
network conditions and indicate the traffic at the application level between each pair
of hosts. The goal is to identify the pairs of nodes that experiencing a relatively
higher level of delay, either due to a long geographical distance or extensive data
transmission. Also, the availability 𝐴𝑛 of host 𝑛 is illustrated as the third dimension
in the space (Z-axis) to imply the resource availability. Consequently, the run-time
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capacity is considered as another critical indicator when selecting the candidate hosts.
Because of the extensive communication involved in DSPs, it is always expected
to avoid data transmission over high-latency links. Therefore, we cluster the nodes
with 𝑘-means clustering algorithm [70] according to hosts’ coordinates in the resource
model and attempt to place operators that belong to a single topology into nodes in
the same cluster. In other words, it aims to minimise the consumption of network
bandwidth for data communication and endeavoured to map data communication
involved in an individual DSP application to links with relatively lower latency. Figure
5-5 shows the clustering results of 20 nodes in the established resource model. After
the nodes have stabilised their coordinates in the space, they were clustered into 𝑘 = 3
groups.
Figure 5-5: Clustering results after 20 nodes stabilising their coordinates enabled by
the Vivaldi algorithm
As the clustering of nodes is primarily determined by the network delay, the
placement of operators can be simplified as the selection of one of the cluster 𝑐 (instead
of the entire set of nodes), and place operators from the same topology into the
nodes belong to 𝑐. With the smaller group of nodes involved in operator placement,
the cost associated with placement computation can be potentially reduced. More
importantly, the heavy communication will be directed to a pair of nodes with a short
delay (nodes within a cluster), and therefore, it effectively avoids to map extensive
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inter-node communication in identified high-latency links.
5.5 System Design and Implementation
The proposed method aims to minimise the amount of inter-operator communication
occurs in high-latency connections. It fuses operators who are requiring extensive
data transmission and attempts to place derived larger units into a minimum number
of hosts. In other words, the derived partitions will be allocated to a single host if
there is one equipped with sufficient capacity. Otherwise, these operators are expected
to be placed in hosts with a shorter delay to avoid extended latency. This section
provides an overview of the proposed method based on the operator fusion explained
in Section 5.3 and resource model discussed in Section 5.4. Then, we present the
problem statement and proposed algorithms in detail.
5.5.1 System Overview
The overall system architecture presented in Figure 5-6 consists of three abstract
layers. The bottom layer provides infrastructural information regarding networked
hosts. As discussed in the resource model (Section 5.4), hosts are placed in a three-
dimensional coordinate system in which their network delay and resource availability
are timely reflected from their location and distances in between. Individual DSPs
are expected to map into network links with a shorter delay, and therefore, hosts
are clustered based on their observed latency. The clustering result is dynamically
updated corresponding to the traffic change. Meanwhile, the top layer collects infor-
mation at the application level that contains but not limited to operators’ latency,
resource demand, and inter-operator traffic. Between the application layer and infras-
tructure layer, we introduce a layer of partition which translates metrics of operators
into partitions after applying the operator fusion.
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Figure 5-6: The conceptual design of the traffic-aware and partition-based scheme
The proposed method defines the mapping relationship between derived partitions
and clustered hosts to accelerate the processing of streams. In particular, the opera-
tors belonging to the same partition is expected to be placed into the same host to
avoid unnecessary bandwidth consumed by inter-operator communication. Whenever
it fails to detect such a host with substantial capacity, the partitions will be further
divided until all derived components can be fitted into at least one of the active hosts.
Moreover, it is aimed to allocate operators come from the same topology within a
specific cluster to avoid high-latency communication within DSP applications.
5.5.2 Problem Statement
Based on the results of topology partitioning (operator fusion) and network mapping
(establishment of resource model), the problem is formulated as to minimise the time
spent for transmitting data-tuples between derived partitions. Table 5.1 lists symbols
involved in the problem statement.
Let 𝑝𝑖𝑗 denotes the 𝑗𝑡ℎ instance of partition 𝑖 after partitioning topology 𝑡, where
𝑖 ∈ [1, 𝑛] and 𝑗 ∈ [1, 𝑠𝑖]. Then, the transmission latency (𝑇𝐿) of topology 𝑡 is defined
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Table 5.1: List of notations for problem statement
Symbol Description
𝑝𝑖𝑗 The 𝑗𝑡ℎ instance of partition 𝑖
𝑛 The number of partitions derived
𝑠𝑖 The parallelism level of partition 𝑖
𝑇𝐿 The transmission latency for the given topology
𝑞𝑖𝑗 The total amount of data emitted from 𝑝𝑖𝑗
𝑙𝑖𝑗 The average time of transmit a data-tuple from 𝑝𝑖𝑗
ℎ𝑖𝑗 The selected host of 𝑝𝑖𝑗
𝑂ℎ𝑝𝑖𝑗 If the given instance 𝑝𝑖𝑗 is located at host ℎ
𝐼𝑡 The total number of partition instances of topology 𝑡
𝑟 The total number of hosts
𝑐 The number of host clusters
𝑘 The maximum instances can be placed at any host
𝐻𝑏 The hosts belonging to cluster 𝑏
as the sum of partitions’ transmission latency 𝑇𝑝𝑖 .
𝑇𝐿 =
𝑛∑︁
𝑖=1
𝑇𝑝𝑖 (5.5)
For each partition instance, the transmission latency is determined by the amount
of data required to transmit to the downstream partitions (𝑞𝑖𝑗) and the time of trans-
mitting per data-tuple to its corresponding partition instance (𝑙𝑖𝑗),
𝑇𝑝𝑖𝑗 = 𝑞𝑖𝑗 * 𝑙𝑖𝑗 (5.6)
Then, 𝑇𝑝𝑖 is defined as the maximum latency of the corresponding instances,
𝑇𝑝𝑖 = max
𝑗∈(1,𝑠𝑖)
𝑇𝑝𝑖𝑗 (5.7)
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Furthermore, let ℎ𝑖𝑗 indicates the selected host of 𝑝𝑖𝑗, then 𝑙𝑖𝑗 is determined by
the delay between ℎ𝑖𝑗 and the host of the downstream operator instance(e.g., ℎ𝑙𝑚).
In the simplest case, 𝑙𝑖𝑗 is equal to 0 when the two consecutive operator instances are
placed into the same host (ℎ𝑖𝑗=ℎ𝑙𝑚).
Finally, the objective function of placement for topology 𝑡 is described as
minimize 𝑇𝐿
subject to
𝑟∑︁
𝑐=1
𝑂ℎ𝑐𝑝 = 𝐼(𝑡)∑︁
𝑖,𝑗
𝑂ℎ𝑝𝑖𝑗 <= 𝑘, ∀ℎ ∈ 𝐻𝑏, 𝑏 ∈ [1, 𝑐],
(5.8)
where 𝑂ℎ𝑝𝑖𝑗 = 1 if 𝑝𝑖𝑗 is placed in host ℎ, otherwise, it is 0. Notice that the
first constraint ensures the sum of 𝑂ℎ𝑐𝑝 , 𝑐 ∈ [1, 𝑟] will be equal to the total number of
partition instances 𝐼𝑡. The 𝐼𝑡 is calculated as the sum of parallelism level of operators,
𝐼𝑡 =
𝑛∑︁
𝑖=1
𝑠𝑖. (5.9)
The second constraint guarantees the number of instances allocated to each host
is always less than or equal to 𝑘, which is the maximum number of partition instances
that can be assigned to any host ℎ.
5.5.3 Traffic-aware and Partition-based Operator Placement
We implemented the proposed method in Apache Storm as a customised scheduler
with an awareness of network condition and inter-operator traffic. During execution,
the default scheduling strategy of Apache Storm derived from round-robin scheme
will be applied first to the newly submitted topology. And the proposed method will
be triggered once the system has been stabilised as it needs the network condition and
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application metrics as input. These inputs will assist the system in making placement
decisions, and the details are presented in the following algorithms.
Algorithm 4 shows the initialisation procedure, and it takes the topology 𝑡 as
input. Information regarding topology 𝑡 includes its involved operators, the latency,
and the volume of inter-operator data communication. Also, the list of hosts 𝐻
is required for the initialisation purpose. The selectCluster method clusters hosts
according to their latest coordinates referring to the timely updated resource model.
It then nominates a cluster of hosts as the candidate hosts to serve the execution
of topology 𝑡. In particular, it selects the cluster with most instances of 𝑡 already
running on it to minimise the cost for migrating operator instances. If the number of
operator instances that running at different clusters are equal, the one has the highest
resource availability will be chosen. For example, there are 𝑛 operator instances of 𝑡
and these instances are distributed to hosts that belong to two clusters 𝐴 and 𝐵. If
the number of instances placed in 𝐴 and 𝐵 is equal, namely
𝑛
2
, then the one with a
higher availability will be chosen. In contrast, assuming there are 𝑚 instances placed
in 𝐴 and 𝑚 >
𝑛
2
, then 𝐴 will be elected without referring to the resource availability.
As a result, ℎ is returned as the collection of hosts in the selected cluster (Line 2).
Moreover, the optReorder orders operators and keeps the result as 𝑅𝑂 (Line 3). As
bottlenecks in the upstream operators could potentially lead to server system degra-
dation in DSPs, the WSPT strategy is applied to assist with determining the order of
operator for placement [117]. The weights of operators are partially determined by
their location in the corresponding DAG. High priorities are given to operators that
are closer to the source of a topology, while sink operators that deliver the ultimate
result to external applications have the lowest priority. Meanwhile, the latency of the
individual operators also impacts the placement order. Let 𝑙 represents the operator’s
latency, and 𝑤 denotes the weight that indicates its position in the DAG, then the
process optReorder arranges operators in the ascending order of 𝑙/𝑤.
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Algorithm 4 Initialisation Procedure
Require: 𝐻: hosts, 𝑡: topology
1: procedure Init()
2: ℎ← 𝑠𝑒𝑙𝑒𝑐𝑡𝐶𝑙𝑢𝑠𝑒𝑟(𝑡,𝐻) ◁ the selected collection of hosts
3: 𝑅𝑂 ← 𝑜𝑝𝑡𝑅𝑒𝑜𝑟𝑑𝑒𝑟(𝑡) ◁ ordering operators with WSPT heuristic
4: 𝑃 ← 𝑡𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛(𝑡) ◁ operator fusion with Metis algorithm
5: 𝑆 ← 𝑔𝑒𝑡𝐴𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛(𝑡) ◁ retrieve existing scheduling
6: 𝑞𝑝 ← 𝑛𝑢𝑙𝑙, ℎ𝑝 ← 𝑛𝑢𝑙𝑙
7: for each 𝑝𝑖 ∈ 𝑃 do
8: 𝑞𝑝𝑖 ← 𝑔𝑒𝑡𝑃𝑇𝑟𝑎𝑛(𝑝𝑖, 𝑡) ◁ inter-partition data communication amount
9: ℎ𝑝𝑖 ← 𝑔𝑒𝑡𝑉 𝑎𝑙𝑖𝑑ℎ(𝑝𝑖, ℎ, 𝑆) ◁ update the host lists for partition 𝑝𝑖
10: end for
11: end procedure
Figure 5-7 shows an example of DAG and the weights associated with operators.
It is noticed that the source operator has a weight of 6, which is equal to the level of
operators in this DAG. The weight value is decreased along the pipeline, and therefore,
the sink operator is weighted as 1. As a result, the operators with a shorter latency
or more closer to the source of the stream are expected to be placed before the rest.
w=1w=3w=4w=5w=6 w=2
Figure 5-7: Exemplification of operators’ weight in a DAG
The tPartition performs operator fusion and returns 𝑃 as the set of derived parti-
tions (Line 4), indexing from 1 to 𝑛 (the total number of partitions). The monitoring
process will also retrieve the scheduling status 𝑆 in the format of < 𝑜𝑖𝑗, ℎ > to identify
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the host that executes the 𝑗𝑡ℎ instance of operator 𝑜𝑖 (Line 5).
Then, the derived partitions 𝑃 will be iterated to retrieve the volume of data
transmission, and the hosts that can be continually used since the clustering results
may have changed since last round. More specifically, getPTran() collects the volume
of data transmitted from the given partition 𝑝𝑖 (Line 8), which will assist the system
in determining the candidate hosts for the topology. In addition, getValidH updates
the list of hosts ℎ𝑝𝑖 that have been selected for 𝑝𝑖 and removes the invalid hosts
according to the latest clustering result ℎ (Line 9).
Algorithm 5 shows the placement algorithm for operators. It takes the reordered
operators 𝑅𝑂, the derived partitions 𝑃 , the existing schedule 𝑆, the host list 𝐻,
the amount of data transmission 𝑞𝑝 and hosts reserved for each partition ℎ𝑝 as input
arguments. The updated scheme 𝑆 ′ is structured similar to 𝑆, and it keeps records
of the proposed node for hosting each operator instance. The placement procedure
is performed on operators in the order specified by 𝑅𝑂 (Lines 3-14). It starts with
retrieval of the partition index 𝑝𝑖 by examining the partitioning results 𝑃 (Line 4).
Then, every instances 𝑜𝑗 associated with operator 𝑜 will be placed individually (Lines
5-13).
The list of available slots (𝑙𝑠) for hosting the given partition that 𝑜 belongs is
collected by calling method getASlot (Line 6). Since the length of 𝑙𝑠 shows the
number of slots allows for placement, a new host is expected to involved to serve the
execution of partition 𝑝𝑖 if there are no more available slots in the existing hosts ℎ𝑝.
The getHminTL method computes the transmission latency with any host in 𝐻 and
select the one that offers minimal transmission latency (refer to the objective function
Equation 5.8) (Line 8). It denotes the result as ℎ∘, and then, the newly found host
needs to be added to ℎ𝑝𝑖 (Line 9). As newly hosts have been included in the ℎ𝑝𝑖 ,
the slot list 𝑙𝑠 is updated to name one of the slots as the destination of 𝑜𝑗 (Line 10).
The corresponding mapping between 𝑜𝑗 and the slot 𝑙𝑠[0] that selected to serve the
execution for the operator instance 𝑜𝑗 is recorded in 𝑆 ′ (Line 12). All of the placement
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decisions will be kept in 𝑆 ′ until every operator, as well as their associated instances,
have been allocated.
Algorithm 5 Traffic-aware and partition-based operator placement
Require: 𝑅𝑂,𝑃, 𝑆,𝐻, 𝑞𝑝, ℎ𝑝
1: procedure OptPlacement(𝑅𝑂,𝑃, 𝑆,𝐻, 𝑞𝑝, ℎ𝑝)
2: 𝑆 ′ ← 𝑛𝑢𝑙𝑙
3: for each 𝑜 ∈ 𝑅𝑂 do
4: 𝑝𝑖 ← 𝑔𝑒𝑡𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛(𝑃, 𝑜)
5: for each 𝑜𝑗 ∈ 𝑜 do
6: 𝑙𝑠← 𝑔𝑒𝑡𝐴𝑆𝑙𝑜𝑡(ℎ𝑝𝑖 , 𝑆, 𝑆 ′)
7: if 𝑙𝑠.𝑙𝑒𝑛𝑔𝑡ℎ() < 0 then
8: ℎ∘ ← 𝑔𝑒𝑡𝐻𝑚𝑖𝑛𝑇𝐿(𝑞𝑝, 𝑜𝑗, 𝐻)
9: ℎ𝑝𝑖 .𝑎𝑑𝑑(ℎ
∘)
10: 𝑙𝑠← 𝑔𝑒𝑡𝐴𝑆𝑙𝑜𝑡(ℎ𝑝𝑖 , 𝑆, 𝑆 ′)
11: end if
12: 𝑆 ′.𝑝𝑢𝑡(𝑜𝑗, 𝑙𝑠[0])
13: end for
14: end for
15: return 𝑆 ′
16: end procedure
5.6 Evaluation
We examined the processing latency and system throughput to justify the efficiency
of the proposed method and compared it against two other methods [87]. Specifically,
the min_Traffic scheduler aims to minimise the inter-operator traffic by assigning op-
erators into a minimum number of hosts while the max_Resource scheduler attempts
to allocate operators into as many nodes as possible to maximise the resource provi-
sioned for the given topology. We implemented the proposed method as a customised
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Storm scheduler and evaluated it against these two schedulers. Experiments were con-
ducted on two testing applications while they can be configured with a varied level of
data ingestion rate and inter-operator communication patterns. Experimental results
revealed the efficiency of the proposed method in terms of throughput enhancement.
It is particularly efficient when dealing with a higher data emitting rate or DSPs that
associated with highly imbalanced inter-operator communication.
5.6.1 Experiment Setting
We built an Apache Storm cluster upon Nectar1 (National eResearch Collaboration
Tools and Resources) Cloud. It consists of nine Supervisor nodes, and there are two
more nodes to assist with job execution, namely a Zookeeper node and a Nimbus
node. As Supervisors are mainly responsible for conduct processing tasks, they are
equipped with varied number of CPU cores and amount of memory concerning the
prevalent heterogeneity of cloud resources. The size of Supervisors and the number
of nodes preserved for each type of Supervisors are consistent with the experiment
setting in Chapter 4 (details can be found in Table 4.3), so we won’t repeat it here.
Moreover, the Nectar cloud provides VMs located at various zones across Australia.
The nine Supervisors maintained in our Storm cluster are belonging to zones tasma-
nia, melbourne-qh2, and intersect-01, respectively.
Figure 5-8 shows the network topology of Supervisor nodes. As it suggests, all of
the small VMs (i.e., 𝑠1, 𝑠2, and 𝑠3) are located in the melbourne-qh2 zone. This zone
also offers twomedium VMs (i.e.,𝑚1 and𝑚2) and one large VM (i.e., 𝑙1). Meanwhile,
zone tasmania has a medium VM 𝑚3 and a large VM 𝑙2. The last large VM 𝑙3 is
provisioned in zone intersect-01. By involving Supervisors that located at different
zones and equipped with the varied size of resources, we can justify the effectiveness
of the proposed method in dealing with the heterogeneity of network and compute
resources. Moreover, as the network latency between Supervisors can be varied from
1https://nectar.org.au/
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links to links, the cost of inter-node communication will hugely differ when the same
amount of data-tuples are transmitted between distinct pair of nodes.
s1
s2
s3
m1 m3
m2
l1
l2
l3
melbourne-qh2
tasmania
intersect-01
Figure 5-8: Network topology of the Storm Supervisors
While the resource model considers network latency as a key indicator of transmis-
sion cost, it is essentially required to capture the network delay at run-time. We first
collected the RTT (round-trip time) for each pair of Supervisors when they are idle,
and the average RTTs recorded over 20 minutes are shown in Table 5.2. It captures
the network condition without data communications at the application level. As the
Table 5.2 suggests, the average latency for hosts that both located in the melbourne-
qh2 zone is around 0.3ms, while the latency of nodes that located at different zones is
greatly varied. Specifically, there is roughly 13ms delay between node 𝑠1 and 𝑙3 while
a longer delay is observed between 𝑙2− 𝑙3 and 𝑚3− 𝑙3 (when nodes are communicated
across zone tasmania and intersect-01 ). While the observed RTT describes the given
network condition, it is subject to change with the deployment of DSP applications.
In particular, the extensive inter-operator traffic occurred at high-delay link will lead
to an extended latency.
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Table 5.2: The round-trip time (ms) between Supervisors
s1 s2 s3 m1 m2 m3 l1 l2 l3
s1 −− 0.279 0.258 0.310 0.219 11.299 0.159 11.493 13.332
s2 0.293 −− 0.282 0.286 0.299 11.463 0.280 11.298 13.419
s3 0.292 0.317 −− 0.286 0.964 11.485 0.287 11.292 13.412
m1 0.321 0.267 0.279 −− 0.350 11.411 0.338 11.495 13.804
m2 0.220 0.311 0.959 0.349 −− 11.201 0.338 11.318 13.690
m3 11.285 11.461 11.498 11.435 11.133 −− 11.393 0.872 24.247
l1 0.157 0.265 0.268 0.316 0.291 11.408 −− 11.441 13.679
l2 11.485 11.301 11.298 11.412 11.160 0.881 11.437 −− 24.313
l3 13.299 13.393 13.388 13.662 13.678 24.420 13.784 24.410 −−
5.6.2 Testing Applications
Two DSP applications that included in the Apache Storm starter project are intro-
duced in the evaluation. Both of them allow for customised configuration and enable
us to justify the proposed method with varied data ingestion rate or inter-operator
communication patterns. Specifically, the SlidingWindowTopology calculates the slid-
ing window sum where the window length and sliding interval are configurable. In
other words, the amount of data transmitted between its consecutive operators can
be modified per request, and therefore, we can investigate the correlation between
system performance and different communication patterns. Also, the SlidingTuple-
Topology is windowing according to the time-stamp of the tuple generation. As a
result, it allows us to evaluate the efficiency of the proposed method when configured
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with a varied frequency of data ingestion. Both pipelines are in the linear topological
form, and minor modifications have been made to make them meet our evaluation
requirements.
To be specific, the SlidingTupleTopology consists of a spout that generates a ran-
dom integer at a configurable frequency and followed by two consecutive bolts, namely
slidingsum and printer. The bolts calculate the sliding window sum and print the re-
sult as stream output. For evaluation purpose, we configured the data emitting rates
as 1, 100, and 1000 tuples/s, respectively. Meanwhile, the SlidingWindowTopology is
composed of an extra operator tumblingavg which computes tumbling window aver-
age, and it is placed between the slidingsum and printer as in SlidingTupleTopology.
Figure 5-9 shows the layout of SlidingWindowTopology and its inter-operator links.
The layout of the SlidingTupleTopology is same as the SlidingWindowTopology with-
out the third operator tumblingavg between 𝑜2 and 𝑜4.
o2
slidingsum
o1
spout
o4
printerd3
o3
tumblingavgd1 d2
Figure 5-9: The layout of SlidingWindowTopology
Besides of the workload variance, the inter-operator traffic is regarded as another
critical factor that we addressed to optimise stream processing. Therefore, we con-
figured the window length and sliding interval of SlidingWindowTopology with three
sets of settings (i.e., 𝑎, 𝑏 and 𝑐). Let’s denote the data flow between spout and sliding-
sum as 𝑑1, the link between slidingsum and tumblingavg as 𝑑2, and the link between
tumblingavg and printer as 𝑑3, then the ratio of data amount that transmitted in 𝑑1,
𝑑2 and 𝑑3 can be derived from the configured intervals.
Details of settings can be found in the table 5.3. Notice that the data emitting rate
is defined as 10 tuple/s in setting 𝑎 and 100tuples/s in settings 𝑏 and 𝑐. The ratio of
data amount transit in 𝑑1, 𝑑2 𝑑3 when configured with the three sets of configurations
are presented in the last column as transmission ratio, and they are represented in
145
the format of 𝑑1:𝑑2:𝑑3. Configuring the sliding interval and the interval of the average
calculation allow us to manipulate the inter-operator communication pattern. For
example, there are roughly the same amount of data being transmitted in 𝑑1, 𝑑2
and 𝑑3 when the sliding interval and average interval are both set as 1. However,
𝑎 experiences highly imbalanced inter-operator communication. Specifically, while
𝑑1 deals with 80% of inter-operator traffic, there are only 4% of communications
are occurred in 𝑑3. Moreover, 𝑏 experiences a higher frequency of data ingestion
comparing with 𝑎 while it also suffers imbalanced inter-operator communications.
Table 5.3: Three sets of configurations for SlidingWindowTopology
Configuration sliding interval average interval emitting rate transmission ratio
𝑎 5 4 10 20 : 4 : 1
𝑏 10 2 100 20 : 2 : 1
𝑐 1 1 100 1 : 1 : 1
5.6.3 Evaluation Results
The testing applications implemented as SlidingTupleTopology and SlidingWindow-
Topology were submitted to the Storm cluster and executed for 30 minutes. We
collected metrics regarding the average latency of data tuples, the throughput level
and the CPU utilisation throughout execution while the Storm cluster was configured
with three different schedulers, namely min_Traffic, max_Resource and the proposed
traffic-network scheduler. Specifically, we conducted three sets of experiments with
the objective as 1) to evaluate the system latency and CPU utilisation of Sliding-
WindowTopology subject to varied data ingestion rate and communication patterns
(configured with settings 𝑎,𝑏, and 𝑐); 2) to assess the system throughput and CPU
utilisation of SlidingTupleTopology when setting the data ingestion rate as 1 tuple/s,
100 tuples/s, and 1000 tuples/s; 3) to evaluate the overall throughput of Sliding-
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WindowTopology with varied patterns of inter-operator communication. Since the
traffic-network scheduler is designed to optimise the system performance while con-
cerning resource utilisation, it is expected that the proposed traffic-network scheduler
can experience an enhanced latency and throughput level and optimises the resource
utilisation when dealing with the same workload as other two methods.
To start with, we deployed SlidingWindowTopology applications in the Storm
cluster and collected the latency and CPU utilisation over the execution of 30 min-
utes. The cluster was configured with three different schedulers, namely min_Traffic,
max_Resource, and the proposed traffic-aware and partition-based method (labelled
as traffic-network), while the rest of settings are kept as the same. Figure 5-10 shows
the latency (upper) and CPU utilisation level (lower) when the topologies were con-
figured with setting 𝑎. In other words, the emitting rate was set as 10 tuples/s and
the transmission ratio of the three inter-operator links was 20 : 4 : 1. Notice that
the min_Traffic method experienced a shorter latency compared with the other two
methods because it’s primarily focused on minimising the inter-node traffic. Although
the traffic-network scheduler also addresses the traffic level, it introduces extra time
for calculating the operator fusion, and therefore, expecting a longer delay. Moreover,
max_Resource has roughly the same latency as the proposed traffic-network method.
Therefore, the proposed traffic-network method cannot achieve much improvement
in latency level comparing with the other two methods when the data emitted less
frequently. In addition, the max_Resource method has the minimum average utili-
sation level as workloads were distributed into a larger number of nodes. However,
the traffic-network method improves the utilisation level by 7% since it consolidated
the tasks with extensive data communication in between into fewer nodes. As the
min_Traffic method attempts to minimise the number of nodes provisioned for any
applications, it has the highest utilisation level on average. Therefore, we conclude
that the min_Traffic method is beneficial when dealing with DSPs that have less fre-
quency of data ingestion as long as the available nodes are equipped with substantial
resources.
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Figure 5-10: The average latency and corresponding CPU utilisation level of Sliding-
WindowTopology with setting 𝑎
Furthermore, Figures 5-11 and 5-12 depict the latency and CPU utilisation level
of three schedulers when applications were configured with 𝑏 and 𝑐, respectively.
Both settings 𝑏 and 𝑐 experience a higher data ingestion rate. While 𝑏 has a highly
in-balanced data communication pattern, the amount of data transmitted in 𝑐 is ex-
pected to evenly distributed in the three inter-operator links. We aim to explore the
efficiency of the proposed method when dealing with two different communication
patterns under the same data emitting rate. Specifically, the traffic-network method
can achieve nearly the same level of latency as min_Traffic strategy while saving
22.65% of resources when experiencing a higher emitting rate and highly imbalanced
inter-operator communication (setting 𝑏). However, the traffic-network has similar be-
haviour as min_Traffic method when the amount of data communication is identical
between each pair of operators (setting 𝑐). It is noticed that the max_Resource expe-
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rienced an extended latency (almost 44% longer than traffic-network scheduler) as it
failed to consider the inter-operator traffic. Moreover, although both traffic-network
and min_Traffic reached to more than 90% of resource utilisation, min_Traffic is in
high risks that facing overloaded. In contrast, the traffic-network provides higher re-
silience as it balances the workload across nodes with the introduction of operator fu-
sion. Based on the above observations, we conclude that the proposed traffic-network
method enhances the average latency as well as utilisation level of stream process-
ing and it’s particularly efficient in cope with a heavy workload and im-balanced
communication patterns.
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Figure 5-11: The average latency and corresponding CPU utilisation level of Sliding-
WindowTopology with setting 𝑏
Moreover, we set the emitting rate of SlidingTupleTopology as 1, 100, and 1000
tuples/s and monitored the average throughput as well as CPU utilisation level over
the execution of 30 minutes. The experiments for each emission frequency have
149
been conducted three times to compare the efficiency of three schedulers, namely
min_Traffic, max_Resource and the proposed traffic-network.
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Figure 5-12: The average latency and corresponding CPU utilisation level of Sliding-
WindowTopology with setting 𝑐
Since the SlidingTupleTopology slides the window based on the time-stamp of tuple
generation, the overhead is significantly determined by the emitting rate. Specifically,
as shown in Figure 5-13, the max_Resource method achieved the highest throughput
compared with the other two methods when the emitting rate was set as 1 tuple/s.
Considering the key focus of max_Resource method is to preserve as many resources
as possible, the given applications are expected to experience higher throughput than
the others. Moreover, the traffic-network method has 7% less throughput compared
with max_Resource because it tends to provision resources conservatively and pre-
servers fewer nodes. The throughput level ofmin_Traffic method is between the other
two methods while it consumes 93.34% CPU resources. Therefore, the max_Resource
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is the most suitable method to be applied to DSP applications at off-peak hours (when
the data emitting rate is generally lower than busy hours) or if the cost of resources
is not a primary concern.
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Figure 5-13: The average throughput and corresponding CPU utilisation level of
SlidingTupleTopology (emitting rate set as 1 tuple/s)
Interestingly, the max_Resource method has lost its dominance in throughput
when the emitting rates was increased (e.g., 1000 tuples/s). Although it still outper-
forms the other two methods, the throughput of traffic-network scheduler is 3.5% less
than it when the data emitting rate was set 100 tuples/s (Figure 5-14). If we continue
to increase the frequency of data ingestion, the traffic-network method achieves the
highest throughput level. More specifically, as shown in Figure 5-15, the through-
put of traffic-network scheduler is 11% higher than the min_Traffic method while it
consumes 7.78% less resources for the same set of applications. More importantly,
the min_Traffic strategy may lead to system degradation because of the overload of
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a smaller number of hosts included in practice. Also, the max_Resource approach
would cause significant bandwidth consumption when the emitting rate is increased.
The proposed traffic-network method, in contrast, can prevent unnecessary network
communication and enhance the overall throughput. It works particularly well when
dealing with a higher-emitting rate.
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Figure 5-14: The average throughput and corresponding CPU utilisation level of
SlidingTupleTopology (emitting rate set as 100 tuples/s)
Next, we explore the efficiency of the three schedulers while the sliding interval,
the average interval and emitting rate in SlidingWindowTopology were configured as
𝑎, 𝑏 and 𝑐. Each setting of experiments were conducted three times with methods
min_Traffic, max_Resource and traffic-network, while the rest of settings were identi-
cal. We denoted the three links between four operators in the SlidingWindowTopology
as o1-o2, o2-o3, o3-o4. Therefore, the data amount being transmitted at each link
can be clearly presented. Instead of simply track the overall throughput level when
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deployed with different schedulers, we captured the inter-operator traffic over the ex-
ecution of 30 minutes to interpret the correlation between system performance and
communication patterns within the topology.
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Figure 5-15: The average throughput and corresponding CPU utilisation level of
SlidingTupleTopology (emitting rate set as 1000 tuples/s)
Figure 5-16 shows the inter-operator communication in the SlidingWindowTopol-
ogy with setting 𝑎. Since 𝑎 experiences less frequent of data ingestion, the volume of
data to be transferred between operators is limited. Consequently, the max_Resource
method has a relatively higher throughput mainly caused by the powerful computa-
tional capacity. However, we found totally different results when the emitting rate
was set to 100 tuples/s (e.g., setting 𝑏 and 𝑐). Specifically, Figure 5-17 depicts the
inter-operator traffic with setting 𝑏 which introduces highly in-balanced data com-
munication within the topology. In particular, the first two operators are expected
to exchange nearly 87% of the total data traffic at each time interval, while 4.3%
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of data traffic occurred between the last two operators. As shown in Figure 5-17,
the awareness of inter-operator traffic makes it outperforms the other two methods
(e.g., its throughput is 35.4% higher than max_Resource and 32.6% higher than the
min_Traffic method).
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Figure 5-16: The inter-operator traffic within the SlidingWindowTopology (configured
as setting 𝑎) deployed with min_Traffic, max_Resource, traffic-network methods
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Figure 5-17: The inter-operator traffic within the SlidingWindowTopology (configured
as setting 𝑏) deployed with min_Traffic, max_Resource, traffic-network methods
Moreover, Figure 5-18 reveals that three methods experienced a similar level of
throughput when streams have roughly the same amount of data communication
between operators (in setting 𝑐). The min_Traffic method is slighter better than
the others as it consolidates tasks into a few nodes, as a result, the inter-node traffic
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can be potentially converted as inter-process communication. However, it is more
desirable to spread tasks to avoid overloading of certain nodes.
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Figure 5-18: The inter-operator traffic within the SlidingWindowTopology (configured
as setting 𝑐) deployed with min_Traffic, max_Resource, traffic-network methods
Therefore, as a consequence of operator fusion and host clustering introduced
in the traffic-network method, the extensive data communication will be directed
to either within a single node or in pairs of hosts that experience a shorter delay.
Such a strategy can enhance the performance of DSPs which are experiencing highly
imbalanced communication patterns or a higher data emitting rate.
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5.7 Summary
We addressed the correlation between network conditions as well as the inter-node
data communication in DSP applications and proposed a method to accelerate the
stream processing by minimising inter-node traffic and relocate massive communica-
tion in network links with a shorter delay. We established a 3-dimensional resource
model to capture the run-time system availability and network delays, and nodes
are placed in the model to indicate the communication cost and their coordinates
are subject to change due to the variance of workload communication patterns. We
then clustered nodes according to their locality in the space, and it is aimed to place
operators that belong to the same DSP application to a group of hosts experiencing
a shorter delay. Furthermore, we applied the multilevel recursive bisection paradigm
to partition DSP topologies into several sub-graphs for allocating purpose. It makes
partition decisions referring to the inter-operator communication and resource de-
mand of individual operators. WSPT heuristic was applied concerning the operator’s
associated latency and its location within the given DSP graph. Therefore, the source
operators are prioritised as they could become the bottleneck even though the down-
stream operators are supplied with substantial resources. The experimental results
revealed the efficiency of the proposed method in performance improvement and re-
source utilisation enhancement. It works particularly well with applications that
have imbalanced inter-operator communications or those experience high-volume of
incoming data.
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CHAPTER 6
A CASE STUDY OF APPLYING TRAFFIC-AWARE
AND PARTITION-BASED STREAM PROCESSING
PARADIGM TO PEDESTRIAN BEHAVIOR ANALYSIS
While walkability has been identified as a crucial indicator for urban livability and
vitality, it is necessarily required to understand the pedestrian walking behaviour to
facilitate the design of pedestrian-friendly environments. This case study proposed a
prototype for real-time analysis of pedestrian walking behaviour in Melbourne City.
We applied the method proposed in Chapter 5 to accelerate the processing of real-
time pedestrian data. The application enables efficient retrieval of sensor data and
nearly real-time estimation of walking time in the study site. By melding the pedes-
trian counting system with stream processing engines and integrating the placement
strategy with the awareness of network and inter-operator traffic, the analysis results
can be delivered accurately and instantly.
The work in this chapter is partially derived from:
Wang, Y., Tari, Z., Huang, X. and Zomaya, A.Y., 2019, August. A Network-aware and Partition-
based Resource Management Scheme for Data Stream Processing. In Proceedings of the 48𝑡ℎ ACM
International Conference on Parallel Processing
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6.1 Motivation & Scenario
Walkability has been gradually recognised as a crucial component for urban livabil-
ity and vitality over the last two decades [63, 76]. Therefore, it is now becoming
an urgent need for both urban design and management scheme to understanding
crowd behaviours and facilitating pedestrian-friendly environments. Several pedes-
trian analyses have been proposed in recent studies to discover and understand the
street walking behaviour [16, 56]. However, most of them require intensive in-situ
surveys and manually modellings, which are usually time and labour consuming [76].
Also, the static data used in those approaches are derived mainly from census and
surveys which might be sufficient to portray a long-term trend yet less capable of
describing a radically more dynamic urban environment. While automated methods
are widely adopted to count motorised vehicles, they are less frequently applied in
the studies of pedestrians [66]. Our research aims to investigate a novel and agile
workflow to analyse precinct pedestrian pattern by melding automated pedestrian
counting system with the efficient stream processing engines to confront these prob-
lems. While the traditional approach cannot respond to the dynamic changes in an
urban environment spontaneously, stream processing engines can be an ideal candi-
date for processing and analysing purpose considering the dynamic nature of DSP
and its capacity of instant processing of streaming data on the fly. In this case study,
we proposed a prototype of pedestrian behaviour built upon the DSP framework and
integrated the network as well as traffic-aware operator placement strategy to the
prototype to offer fast execution of real-time streaming data.
The case study site is located in the downtown of Melbourne, Australia. By 2030,
the population of this city is expected to increase by a quarter while the downtown is
considered as a fertile site to accommodate this rapid population growth with a high
priority of walkability [1]. More specifically, the proposed site is a narrow area along
Swanston Street and penetrates the whole downtown area that has been considered
as the most prosperous and busy precinct within the city. Figure 6-1 provides the
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bird view map of the study site with significant location name tags. While several
sensors have been installed on the labelled locations, we could, therefore, provide an
efficient paradigm for processing the continuous pedestrian data of this street and
inform the urban designers or end-users with the real-time analysis results. Notice
that the site can be potentially extended with the support of newly installed sensors,
and the scope of this research is to show the possibility of applying the customised
stream processing engines to real-life scenarios.
Figure 6-1: Melbourne CBD bird view map with major location name tags
Considering the crowd traffic can hugely differ at particular hours within a day
or a specific date every year, it is significantly vital to understand the degree of
differentiation and potential risks associated with specific events. For example, Figure
6-2 shows the hourly pedestrian count at 7/8 PM on 17 February 2018 compared with
four and 52-week average values. According to such historical data provided by the
City of Melbourne, there was an instant pedestrian growth of pedestrian count at
Bourke Street Mall (North) at 7/8 PM on White Night Day. In particular, the hourly
count at 8 PM was 3917 while the 4-week average is 1133. It was 245% higher than
the 4-week average. However, the growth falls to 14% only within five hours.
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Figure 6-2: 2018 Melbourne White Night festival witnessed the instant pedestrian
growth at 7/8pm compared with the normal week days.
Since the dramatic change of pedestrians and the significant impact the crowd
traffic has on walking experience, this case study aims to design and implement a
novel and flexible DSP application to analyse precinct pedestrian pattern based on
the automated pedestrian counting system. Moreover, according to our finding from
the evaluation of the proposed traffic-aware and partition-based operator placement
method, this application has varied data emitting rate and experience highly im-
balanced traffic patterns. Therefore, we integrated the method proposed in Chapter
5 with the prototype to accelerate the processing of pedestrian data. While collecting
the real-time data and predicts the trend with minimum delay, a real-time pedestrian
behaviour analysis system can devise optimal path routing or even provide efficient
evacuation plans when necessary.
In particular, we simulate the crowd traffic based on the sensor data and equipped
with the essential knowledge of the given site. It is aimed to explore the difference
in walking time when experiencing a variety of pedestrian traffic patterns. In other
words, this study can be regarded as a preliminary step to enhance the pedestrian
walking experience at a particular site. The result could be further processed and
analysed and is expected to suggest the optimal walking route concerning specific
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user requirements, e.g., slope, POI (point of interests) in future studies.
6.2 Data Description
We obtained the raw pedestrian data from the counting system that maintained by
the City of Melbourne. This counting system provides information about how people
use various city locations at different times within a day [76]. The system consists
of multiple pedestrian counting sensors that installed under awnings or on the street
poles across the city, a wireless data transmission system, a central server and a data
visualization website1. Table 6.1 shows the sample data downloaded from the counting
system. Note that each data record is uniquely identified by the date and time fields,
while the total number of pedestrians observed at each area is also included.
Table 6.1: Sample pedestrian data provided by the counting system
Date Time State Library Collins Place Town Hall (West)
1/09/2017 0 111 20 212
1/09/2017 1 40 10 131
1/09/2017 2 35 5 96
1/09/2017 3 21 6 83
1/09/2017 4 10 26 42
1/09/2017 5 25 66 90
More specifically, this system detects and records multi-directional pedestrian
movements of monitoring zones for 24 hours 7 days, and uploads data to the cen-
tral server, which can be accessed by the public from the official website. Because
some of the sensors were failed to functioning at specific periods, we attempt to avoid
these bias information by only include those sensors perform normal functioning at
the studied period. Specifically, there were several sensors on Swanston Street are
not functioning in recent two years due to the Melbourne Metro Tunnel Project, we,
therefore, retrieved the pedestrian records from 8-10 pm on White Night Day in 2016,
1http://www.pedestrian.melbourne.vic.gov.au/
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and 1-3 am on the next day to study the difference in walking time of pedestrians.
Furthermore, we simulate the real-time data generation by migrating the historical
data into a message queue, and the queue controls the rate of data feeding to the
prototype. As a result, the message queues are functionally equivalent to the sen-
sors, and the developed DSP application can receive pedestrian data at a given rate
corresponding to the total number of pedestrians as recorded.
6.3 Prototype Design and Implementation
We designed and implemented an Apache Storm application to collect the original
pedestrian information and estimate the walking time for a given path based on
the observed crowd traffic. We also applied the traffic-aware and partition-based
method (introduced in Chapter 5) to place the operators upon the Storm cluster.
This prototype can be regarded as a preliminary step to inform pedestrians or urban-
planners with the real-time crowd walking behaviour. Moreover, it demonstrates the
effectiveness of the method described in Chapter 5 in dealing with real-life scenarios.
The rest of this section will elaborate on details regarding the prototype design and
implementation.
The Storm topology we designed consists of nine operators. Figure 6-3 shows
the application’s topological form and its contained operators. As the starting point
of continuous data streams, a Spout retrieves typically relevant data from external
sources (e.g., sensors, distributed applications). It sometimes assists with data prepa-
ration and ensures the following operators can consume the data streams. Since the
prototype is expected to simulate the real-time data ingestion, we introduce a Kafka
message queue [82] to cache the newly observed pedestrian data instead of using the
number of the pedestrian at intersections directly. Specifically, the message queue
takes the original data collected from sensors as input. We dynamically calculate the
average number of pedestrians observed per minute at each intersection so the queue
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could push the data at the derived rate to the topology. In other words, the spout(𝑛1)
is defined as the consumer of the message queue while the input data-tuple is labelled
by the location identifier. Moreover, the introduction of a message queue allows the
system to suspend the computation whenever severe degradation is anticipated.
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Figure 6-3: Topology design of the pedestrian walking time estimation
It is necessarily required to understand the crowd traffic between any pair of
intersections to estimate the average walking time. Therefore, we need to pre-process
the data streams and ensure data from the identical sensor would be directed to
the same destination. Moreover, considering the potential benefits can be obtained
from data parallelisation, the three operations (i.e., node counting, node filter, and
route generation) can be regarded as a parallelisation region. As a result, it enables
parallel execution and leads to accelerated processing. In particular, assuming there
are multiple nodes preserved for executing the parallel region (consists of 𝑛3, 𝑛4 and
𝑛5), we define an operator 𝑛2 that replicates incoming data and distributes input
data to the following parallel channels.
As suggested in Chapter 5 (Section 5.3), the multithreaded operator fusion avoids
unnecessary bandwidth consumption while maintaining pipeline parallelism across
geographically distributed nodes. We, therefore, applied the multithreaded operator
fusion to potentially reduce the inter-node traffic and sustains a multi-channel service
station for the derived partitions. Let 𝑝𝑖 represents the corresponding partition after
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applied operator fusion, and 𝑘𝑝𝑖 denotes its parallelism level, then the 𝑝𝑖 is modelled as
a 𝐺/𝐺/𝑘𝑝𝑖 queue and its operators are placed with an awareness of resource capacity
(referring to Algorithms 4 and 5).
Notice that operators 𝑛3 and 𝑛4 will consume the same set of data forwarded by
𝑛2. In particular, the operator node-counting(𝑛3) counts the total number of pedes-
trians at a cross intersection over configurable time intervals. A customised value
allows analysis and estimation referring to a specific time window of historical data.
Meanwhile, node-filter(𝑛4) filters out the pedestrian data observed at newly inter-
section and directs the updated list of intersections to 𝑛5. The proposed prototype
supports for the update of intersection information by involving node-filter(𝑛4) as
new sensors might be installed at a later stage, and the newly collected data will be
correspondingly recorded. The operator route-generation(𝑛5) then identifies adjacent
intersections and defines routes based on the preload map information.
Combining the total number of pedestrians at each observed intersection and the
updated set of routes, the operator 𝑛6 calculates the route densities. To be specific,
it computes the average pedestrian number along a particular path within the time
interval. Let 𝑐 denotes the average number of pedestrian per square meter, then the
velocity of walking along a specific route is computed at operator 𝑛7 according to the
Kladek formula:
𝑣 = 𝑣𝑚
{︂
1− 𝑒𝑥𝑝
[︂
−1.913
(︂
1
𝑐
− 1
5.4
)︂]︂}︂
(6.1)
where 𝑣𝑚 = 1.34𝑚/𝑠 is regarded as the average free speed of pedestrians [21, 22,
138]. It is assumed that the maximum number of pedestrians per square meter is 5.4.
Then, the derived velocity 𝑣 is subject to decrease when experiencing intensive crowd
traffic (higher value of 𝑐).
Lastly, the operator 𝑛8 estimates the time a pedestrian spent on particular routes
according to its estimated velocity 𝑣 (derived from operator 𝑛7 and corresponding
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physical distance. As the last operation of the topology, the sink operator 𝑛9 is re-
sponsible for writing results in the global log, which will also assist with answering the
end-user inquiry. For example, whenever a user submits a request to the application,
the estimated time of walking from the staring to the destination point (provided
by the end-user) will be returned promptly while the system keeps collecting the
run-time data for more accurate estimations. Minor modifications can be made to
these operators, or any number of additional operators can be added to the existing
topology (e.g., between 𝑛8 and 𝑛9) to implement more advanced functions.
6.4 Prototype Evaluation
This section shows the evaluation results of the prototype that implemented as a
Storm application and the efficiency of the network-aware and partition-based place-
ment method in this particular real-life scenario. We deployed the prototype in an
Apache Storm cluster which has been integrated with a Kafka message queue. Real
datasets were used for evaluations. More specifically, we retrieved the pedestrian data
on White Night Day (2016) and mainly focused on the peak hours (8-10 pm) and off-
peak hours (1-3 am) in the next morning. The data records were firstly directed to
the message queue, which will then forward the input data into the topology. Kafka
messaging queues allow us to simulate the real-time data ingestion into the topology
by referring to time-stamps associated with each data record. Since the prototype
is expected to experience a varied level of inter-operator commutations, we applied
the network-aware and partition-based method proposed in Chapter 5. The applica-
tion of this method enables us to consider the awareness of network condition and
inter-operator traffic, and therefore, accelerate the processing of given pedestrian data
streams.
We built a Storm cluster with nine Supervisors and classified them as three types
according to their associated amount of resources. Specifically, there are three small
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Supervisors equipped with 4 CPU cores and 16𝐺𝐵 RAM, three medium Supervisors
equipped with 8 CPU cores and 32𝐺𝐵 RAM, and three large Supervisors equipped
with 12 CPU cores and 48𝐺𝐵 RAM. We also provisioned dedicate nodes to provide
Nimbus, Zookeeper and Kafka services without consuming any resources preserved for
task execution. The network-aware and partition-based method (labelled as traffic-
network) was implemented as a customised Storm scheduler and deployed in the
Nimbus nodes. It is compared with the Storm-Even Scheduler that primarily aimed
to balance the executor and tasks on existing worker nodes (described in 2.3.3). More-
over, we conducted two sets of experiments to evaluate the latency and throughput
level the two methods experienced during peak and off-peak hours, respectively. The
results are expected to provide an insight regarding the efficiency of the traffic-network
method when working with a varied workload.
Figure 6-4 depicts the system latency of the prototype when configured with
traffic-network as well as Storm-Even Scheduler during off-peak hours. Note that
both methods observe a latency improvement as the system tends to stabilise soon
after the initialisation procedure.
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Figure 6-4: The latency at off-peak hours with Storm-Even scheduling and the Traffic-
network method
In particular, the traffic-network method experienced a more rapid latency re-
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duction during off-peak hours. Although the traffic-network scheduler experiences a
longer latency at the initial stages, it outperforms the Storm-Even scheduler since 60
minutes. More importantly, as the exponential trend lines suggest, the traffic-network
method is expected to continue to improve afterwards.
Meanwhile, the throughput is subject to increase over execution for both meth-
ods, as shown in Figure 6-5. They have roughly the same level of throughput since
the initialisation stages, and exponential trend lines indicate the profitability of the
traffic-network method in terms of long-time execution. Therefore, the traffic-network
method can be regarded as an efficient approach in dealing with the lighter workload
as it promises a long-term benefit of both throughput and latency considering that
DSPs are normally expected to execute 24 hours 7 days.
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Figure 6-5: The throughput at off-peak hours with Storm-Even scheduling and the
Traffic-network method
During peak hours, however, the traffic-network method is superior to the Storm-
Even scheduler. Specifically, Figure 6-6 depicts the latency during the execution of
2 hours (8 to 10 PM at White Night Day). While the observed number of pedes-
trians is far more than normal, the processing time is significantly extended. While
both methods experience latency fluctuations, the traffic-network method results in
a shorter latency mostly while it tends to longer than the Storm-Even since 90 min-
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utes of execution. Since we aimed to avoid frequent adjustment of the traffic-network
method to save the computation cost, it is not timely correspond to the observed
increase of pedestrians.
80
90
100
110
120
130
140
150
160
170
180
0 5 1 0 1 5 2 0 2 5 3 0 3 5 4 0 4 5 5 0 5 5 6 0 6 5 7 0 7 5 8 0 8 5 9 0 9 5 1 0 0 1 0 5 1 1 0 1 1 5 1 2 0
LA
TE
NC
Y 
(M
S)
TIME (MINUTES)
Storm-Even Traffic-network Expon. (Storm-Even) Expon. (Traffic-network)
Figure 6-6: The latency at peak hours with Storm-Even and the Traffic-network
method
Moreover, Figure 6-7 shows the throughput level of the two methods. While both
methods have roughly the same level of throughput at the first hour, the traffic-
network tends to outperform its counterpart in an extended period of execution.
More specifically, the traffic-network method achieves 14% improvement on average
and it is expected to continue to superior to the Storm-Even scheduler. In other
words, the traffic-network method shows its efficiency in throughput enhancement
when experiencing heavy workload, and it requires to trades off between the latency
and adjustment frequency when it is applied in the real-life stream processing systems.
Therefore, by evaluating the prototype with traffic-network strategy that discussed
in Chapter 5, we can conclude that it is dispensable to address the varied level of
data communication in DSPs, and a traffic-aware placement scheme can effectively
enhance the throughput level in real-life scenarios.
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Figure 6-7: The throughput at peak hours with Storm-Even scheduling and the
Traffic-network method
Furthermore, we justify the effectiveness of the prototype’s function. Figure 6-8
shows the pedestrian number observed at intersections and the estimation of walking
time derived from the prototype. In particular, the height of each vertical line repre-
sents the number of pedestrians observed within the given time interval (the upper
one is the number at peak hours, and the lower one is the number at off-peak hours).
Moreover, the estimated walking time along the route at peak and off-peak hours are
described in the lines that connecting intersections.
Notice that the walking time for investigated routes was prolonged at different
levels within the consecutive 6 hours. These differences are demonstrated in Figure
6-8, and the prototype is capable of reflecting such changes when experiencing a
varied number of pedestrians. In particular, it is more than five times longer for
walking along a particular path (the second to the third intersection from left) with
300 meters length when experiencing massive crowd traffic at peak hours. Note that
the degree of variance also depends on the width of the route. As a result, the
prototype supports for the quick response of user request regarding time estimation
for a particular route by utilising the DSP framework. Moreover, applying the DSP
framework to smart city applications also enables us to efficiently utilising the cloud-
based infrastructure. We plan to extend the prototype to support more advanced
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Figure 6-8: The number of pedestrians and estimated walking time between intersec-
tions at peak hours(the upper line) and off-peak hours(the lower line)
functions. Further implementations can be made to suggest the optimal path to deal
with individual pedestrian’s preference, such as slope, shopping experiences, or nearby
restaurants.
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6.5 Summary
In this case study, we designed a prototype to support real-time analysis of pedes-
trian data and their walking behaviour. We addressed the significance of crowds
traffic and the potential impacts on the pedestrian walking experience considering
the emerging demand for urban livability and vitality. Since the given scenario has
varied inter-operator communication pattern and its efficiency is highly dependent on
the underlying network condition, we integrated the traffic-aware and partition-based
method to place the prototype’s operators. Evaluation results show the efficiency of
applying the traffic-network method to the prototype, especially in terms of through-
put level improvement. An efficient pedestrian behaviour analysis system can devise
optimal path routing or even provide evacuation plans when necessary. It is also
helpful in understanding crowd behaviours and facilitating pedestrian-friendly envi-
ronments This proposed prototype can be regarded as a preliminary step to inform
pedestrians or urban-planners with the real-time crowd walking behaviour. The anal-
ysis result could further suggest the optimal walking route concerning specific user
requirements, e.g., slope, POI (point of interests) in future studies.
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CHAPTER 7
LOCALITY ORIENTED PLACEMENT FOR STATEFUL
OPERATORS
While the diversity of QoS requirements (Chapter 4), dynamic traffic pattern and
network conditions (Chapter 5) have been discussed in delivering high-performance
stream processing, it is also critical to address the complexity brought by stateful op-
erators to resource management in DSP systems. Stream processing framework was
designed in the format of dynamic queries that typically retrieve and update histor-
ical data from external storage. However, temporary results, in some instances, are
required to be stored for aggregations or other advanced semantics. As a result, effi-
cient resource management and scheduling scheme should respect the significance of
stateful operators for making placement decisions. This chapter devised a placement
strategy by considering the locality of states in DSPs. It is aimed to optimise the
placement of stateful operators while experimental results showed the efficiency of the
proposed method when working with DSPs with a higher ratio of stateful operators
or experience heavy workload.
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7.1 Introduction
State in stream processing is defined as intermediate results associated with a se-
quence of values in time, and usually, the states are expected to be retrieved in
the subsequent operations [132, 136]. Operators without any association with states,
known as stateless operators, produce processing results depending on the given input
and purely forward results to the downstream. While the output of stateless opera-
tors depends on the most recent data ingested into the system, computing aggregates
or other advanced statistics demand continuously updating the processing result as
new data arrive (e.g., average, trending topic). This type of operators require state
information for processing purpose [6, 132] and usually associated with functions in-
cluding sorting, joining or aggregation. States are stored and updated periodically
during execution for accurate analysis of streaming data, and the migration of states
is regarded as a critical component of scheduling in DSPs. The two approaches to
present DSP state are windowing and key-value pairs [32, 44, 132]. In particular, the
sliding-window technique allows for a customised implementation of a continuing up-
date of processing results as time-based or count-based. It also supports the hybrid
pattern by the fine-grained window triggering and tuple eviction policies [107].
Concerning the complexity of stateful operators, it is necessarily required for a
well-designed policy to manage such states in DSPs. Specifically, the state manage-
ment policy defines the rules of storing temporal processing results and performing
regular checkpointing. Such a strategy plays a significant role in enhancing the over-
all performance of stream processing as the synchronisation and migration of states
would potentially consume the underlying resources and delay the overall processing
procedure. Four types of state are involved in DSP systems, namely system state,
application state, programming state and operator state [132]. In this study, we
primarily focused on the operator state, which further consists of processing status,
routing and buffer state [32]. The interim processing results are regarded as pro-
cessing status, and the buffer state keeps track of the data in the input or output
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queues of each operator. Moreover, data in stateful operators are usually formatted
in key-value pairs, which ensures values with same keys can be directed to the same
data stream. The mapping relationship between keys and corresponding streams is
recorded as routing states.
Efficiently managing DSP states is challenging because a variety of aspects needs
to be considered. Firstly, the operations on state consist of storing, update, purge and
expose [132]. Apply for a simple data structure to states could help to save memory
space and reduce the processing time. Moreover, states might be updated frequently
during execution. As a result, the procedure of state update is expected to be efficient
and easy to perform. State migration is another critical process concerning resource
utilisation as the resource management scheme may end up with a re-allocation of
several stateful operators. In other words, stateful operators need to move from
one host to another, and therefore, the operating function, as well as the operator’s
associated states, are required to be migrated instantly to resume the processing
within a short period. Furthermore, streaming data are continuously ingested into the
system, and the migration of stateful operators could violate the consistency of states.
Lastly, it is always aimed to distribute the operators to the hosts evenly. However,
balancing the workload across machines is difficult when dealing with skewed streams
in which the keys of states are not evenly distributed.
It is also critical to devise an efficient manner for storing and migrating states.
If the size of the operator state is relatively small, it is sufficient to keep states in-
memory as in-memory storing allows for fast access to states without introducing
additional overhead for state migration. However, this approach does not support
active recovery from machine failures [120, 132]. Moreover, maintaining states on
shared memory or back-end database [45,62] are unable to provide scalability, fault-
tolerance and neither guarantee the reliability as the volume of states could end up
on the order of hundreds of gigabytes [142] in practice. Therefore, it is desirable
to manage states in a distributed manner while storing states on the nodes that
participated in task execution. For example, SGuard [91] manages states based on the
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Hadoop Distributed File System (HDFS). However, maintaining blocks for state file
may violate the integrity of states in DSPs. Moreover, the relevant studies regarding
stateful stream processing primarily focus on stateful replication or placement of
state checkpoints and fail to consider the locality of states when devising an efficient
scheduling scheme concerning a variety of metrics.
To address issues and challenges as mentioned above, we proposed a state-locality
oriented approach to place operators and the derived method can be easily extended
with a variety of QoS requirements. In other words, the method was implemented as
an individual module that can be extended to align with existing resource manage-
ment strategies (e.g., QoS oriented, network awareness). Specifically, we refer to the
principle of "moving computation is cheaper than moving data" in HDFS [20], and
apply it to the operator placement for DSPs. Assuming the resource provisioned for
DSP applications is subject to change according to the observed workload and traffic
pattern, the corresponding decision (to increase or decrease the number of nodes) is
determined by the latest system status (e.g. resource availability) and application
variables (e.g. data emitting rate). As a consequence of scaling out or scaling in, op-
erators often need to be migrated from one node to another. While the re-allocation
of stateless operators can be achieved rather straight-forward, the stateful operators,
however, require a fine-grained protocol to ensure the cost of migration for states
will not overcome the benefit gained from the proposed re-allocation scheme. It is
particularly true when the size of the state to be migrated is large, and the migration
cost becomes non-negligible. Therefore, the proposed locality-aware method is aimed
to move stateful operators to the hosts that are closer to their original hosts or those
associated with corresponding state checkpoints.
This chapter starts with a review of the related work. Then, Section 7.3 introduces
the state locality model, explains the locality-oriented placement strategy, and the
integration with the traffic-aware and partition-based placement method in details.
Then, the evaluation results of the proposed method are shown in Section 7.4, and
we conclude this work in Section 7.5.
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7.2 Related Work
We reviewed related works on state storing and state migration in DSPs. Since the
volume of states could end up on the order of hundreds of gigabytes [142], DSP states
need to be efficiently stored, and it is expected to support quick access and retrieval
when the states are required in the continuing operations.
A backing store of states that relied on shared memory was established by Matteis
et al. [45], and it avoids the overhead caused by copy and synchronisation of states.
Although in-memory storing enables fast access to states, and thereby, accelerate
the processing, it is only capable of dealing with states that are relatively small in
size. Maintaining states in a shared memory area or stored locally can significantly
enhance processing performance. However, they are unable to provide scalability,
fault-tolerance and neither guarantee the processing reliability. Most importantly,
these solutions do not support failure recovery, while machine failures are prevalent
in distributed stream processing systems [120,132]. Therefore, the states are required
to be maintained in a flexible and scalable manner to ensure the consistency and
accuracy of stateful operations.
Since the database is one of the "most commonly applied approach to keep and
manage a collection of information, Gedik et al. adopted a back-end database for
state movement and synchronisation in their migration protocol [62]. States are inter-
preted as a set of key-value pairs in the database and the efficiency of state retrieval or
checkpointing depends on the volume of keys and underlying capacities. While intro-
ducing a back-end database facilities the management of states, it also causes a varied
level of communication traffic and potentially degrades the overall performance if the
database becomes the bottleneck. In particular, regular checkpointing and synchro-
nisation that essentially required to ensure the consistency of states lead to extended
processing latency, and the time and cost are considerable when experiencing a high
frequency of checkpointing or the volume of keys is considerably large.
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It is desirable to maintain several copies of each piece of states while copies are
kept across networked computers to guarantee the reliability and scalability of stream
processing associated with states. Then whenever a stateful operator needs to be
migrated or recovered, its associated states could be easily retrieved. SGuard [91]
is a fault-tolerance method allows for asynchronous checkpoints, and it deals with
the disk and network contention caused by multiple nodes performing checkpoints
simultaneously. More importantly, it manages states based on Hadoop Distributed
File System (HDFS) which supports operation on large files and is fault tolerance as
it keeps multiple copies of the states. Although HDFS is capable of coping with large
data sets and recovering from failures automatically, it is not a promising candidate
for managing states in DSPs. The majority of HDFS applications access files in the
model of write-once-read-many, while the state checkpointing in DSPs is performed
rather frequently to ensure the state consistency without compromising processing
accuracy. Also, dividing state checkpoints into blocks may violate the integrity of
states.
Additionally, operators often need to be migrated as a result of scaling-in/out
or failure recovery. Therefore, a well-designed state migration strategy plays a sig-
nificant role in accelerating stream processing. Moreover, the migration of stateful
operators demands for states transmission from one host to another in an efficient
manner without changing the applications’ semantics [132]. Feng et al. [53] address
the high computation cost of state replication to provide reliable functionality in
DSPs. They proposed two replication methods to enable efficient stateful replication.
In particular, the Multilevel Counting Bloom Filter is adopted to optimise migra-
tion performance with minimum resource consumption, and they devised an adaptive
scheme to enhance system throughput and prevent system overload. Similarly, E-
storm [95] is a state management framework that keeps multiple distributed copies
of stateful operators to ensure state persistence. It also enables tasks to recover
from failures by retrieving states from alive counterparts. The proposed placement
algorithm is derived from the greedy heuristic, which primarily focuses on the place-
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ment of shadow tasks and it is expected to balance the tasks and minimise the cost
of state recovery by spreading the tasks over clustered hosts. As the migration of
stateful operators essentially requires for latest states, the overhead introduced by
the migration should be considered when making operator placement decisions. To
reduce the cost of state transmission, Fernandez et al. [32] proposed an integrated ap-
proach for scale-out and failure recovery of stateful operators. The state checkpoints
are maintained at VMs that hosting the upstream operators, and newly provisioned
VMs, as either a consequence of scale-out or recover of failed tasks, will collect states
from corresponding upstream operators’ hosts. Ding et al. [48] proposed a task as-
signment strategy for a stateful operator that executed on multiple nodes. Dynamic
programming is applied, and it is aimed to find a target task assignment that min-
imises the migration cost while satisfying load balancing with a given threshold. It
purely focused on the optimisation for a single operator and the migration is trig-
gered when the number of nodes is changed, or a certain level of imbalance is observed.
Note that the states are maintained locally to obtain high processing efficiency, and
therefore, it failed to recover from machine failures. Chronostream [142] enables dy-
namic scaling and failure recovery by addressing the challenges of maintaining large
state, workload fluctuations and multi-tenant resource sharing. It divided states into
fine-grained computation slices, and selectively distributed and checkpointed these
slides into specified nodes. Later on, Chronostream can reconstruct and reschedule
slices concerning the run-time performance and failure-recovery latency. Moreover,
it supports asynchronous delta checkpointing and endeavours to migrate to the node
that the state is checkpointed. While it primarily focuses on the vast state, the net-
work condition and QoS requirements of individual DSPs are not well tackled in the
scheduling scheme.
While these studies addressed state replication and migration, we proposed a
state-locality oriented placement strategy for stateful operators and assumed that
states are managed in a distributed manner. The proposed method facilitates the
migration of stateful operators as nodes that execute tasks are also participating in
178
storing states. The method was designed to devise efficient placement strategy which
associated with the minimum cost of operator migration.
7.3 Locality-aware Placement of Stateful Operators
It is critical to consider the locality of stateful operators for placement as the state
size can be huge, and enormous communication cost would be incurred for migrating
such operators. Also, the transmission of states via network consumes bandwidth
and delays the processing, which could further degrade the overall performance. To
address this problem, we devise a locality-aware method to assist with the operator
placement, in which the migration cost of stateful operators is regarded as a decisive
aspect. Specifically, the proposed method examines possible placements derived from
resource management schemes with a variety of QoS metrics and computes the mi-
gration cost caused by stateful operators. It is aimed to select the one with minimum
migration cost among available choices. As a result, the proposed method supports
system integration with a variety of resource management schemes while ensures to
minimise the cost caused by state migration. In this section, we first explain the
models built for operator placement and state locality, which help to accelerate the
decision-making process. It is then followed by the design of placement strategy and
we integrated it with the traffic-aware and partition-based strategy that discussed in
Chapter 5 as an exemplification. Notice that the proposed method could be integrated
with alternative solutions.
7.3.1 Modelling Operator Placement and State Locality
Since the operator placement is generally interpreted as devising the mapping re-
lationship between operators and hosts, we model the placement of operators as
a binary matrix to describe the existing relationship (𝐸) between nodes and their
hosted operators. Let 𝑃 represents the possible placement schemes derived from a
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given resource management strategy (e.g. QoS awareness), then each 𝑝 included in 𝑃
can also be represented as a binary matrix that shows the allocation of operators on
active nodes. Furthermore, we assume that there are always multiple streams being
processed in parallel and the system is provisioned with 𝑛 hosts to serve the execution
of 𝑚 operators in total. Let 𝑂(𝑜0, 𝑜1, ...𝑜𝑚−1) uniquely identifies the operators, and
𝐻(ℎ0, ℎ1, ...ℎ𝑛−1) lists the available hosts. Then, the existing placement 𝐸 as well as
possible placement decisions 𝑝 ∈ 𝑃 is modelled as a binary matrix with 𝑚 rows and
𝑛 columns (as shown in Equation 7.1 and 7.2).
𝐸 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑒00 𝑒01 𝑒02 . . . 𝑒0(𝑛−1)
𝑒10 𝑒11 𝑒12 . . . 𝑒1(𝑛−1)
...
...
... . . .
...
𝑒(𝑚−1)0 𝑒(𝑚−1)1 𝑒(𝑚−1)2 . . . 𝑒(𝑚−1)(𝑛−1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7.1)
𝑝 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑝00 𝑝01 𝑝02 . . . 𝑝0(𝑛−1)
𝑝10 𝑝11 𝑝12 . . . 𝑝1(𝑛−1)
...
...
... . . .
...
𝑝(𝑚−1)0 𝑝(𝑚−1)1 𝑝(𝑚−1)2 . . . 𝑝(𝑚−1)(𝑛−1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7.2)
In particular, 𝑒𝑖𝑗 (or 𝑝𝑖𝑗) is equal to 1 if the 𝑖𝑡ℎ operator is placed (to be placed)
in 𝑗𝑡ℎ node. In contrast, the value is 0 if the given operator is not hosted by the
corresponding host. For example, 𝑒00 = 1 means the first operator 𝑜0 is placed in
the first host ℎ0. Moreover, as the parallelism level can be varied from operator to
operator in practice, we maintain a row vector 𝑅 (the size is 1 · m) to record the
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number of instances associated with each operator in 𝑂.
𝑅 =
[︂
𝑅𝑜0 𝑅𝑜1 𝑅𝑜2 . . . 𝑅𝑜𝑚−1
]︂
(7.3)
Notice that a valid placement 𝐸 guarantees that 𝑅𝑜𝑖 is equal to the sum of values
in the 𝑖𝑡ℎ row (Equation 7.4). For instance, operator 𝑜𝑖 is associated with three
instances, and therefore, there will be three values in the 𝑖 row of 𝐸 is 1 while the
rest are 0s.
𝑅𝑜𝑖 =
𝑛−1∑︁
𝑗=0
𝑒𝑖𝑗 (7.4)
Moreover, it is essentially required to limit the number of operator instances to be
provisioned in each host concerning the resource capacity. Let 𝑙 gives the maximum
number of instances a node allows to have, then the valid placement 𝐸 should also
ensure the sum of values in the 𝑗𝑡ℎ column of 𝐸 is always less than or equal to 𝑙,
namely,
𝑚−1∑︁
𝑖=0
𝑒𝑖𝑗 ≤ 𝑙 (7.5)
The total number of operator instances 𝑇 is equal to the sum of binary values in
placement 𝐸.
𝑇 =
𝑚−1∑︁
𝑖=0
𝑛−1∑︁
𝑗=0
𝑒𝑖𝑗 (7.6)
As 𝑇 denotes the sum of parallelism levels of operators in 𝑂, it can be computed
by adding up the values in 𝑅 (
∑︀𝑚−1
𝑖=0 𝑅𝑜𝑖).
Also, a binary row vector 𝑆 (the size is 1 · m) is kept to indicate whether the
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operator is associated with states. The sum of values in 𝑆 will then give the total
number of stateful operators (𝑥) in the system, namely
𝑥 =
𝑚−1∑︁
𝑖=0
𝑆[𝑖]. (7.7)
We assume that the underlying system enables regular state checkpointing and
maintains checkpoints in a distributed manner within the 𝑛 nodes that execute DSP
tasks. Then, we define another binary matrix 𝐶 that keeps the checkpoint locality for
stateful operators. Modelling state locality as a binary matrix enables fast retrieval
of states information, and defining placement scheme with the awareness of state
locality can potentially help to minimise the migration cost of stateful operators.
More specifically, 𝐶 is in the size of 𝑥 · 𝑛, where 𝑥 gives the number of stateful
operators included in the system and 𝑛 again denotes the set of nodes. Notice that
the number of rows of 𝐶 is always less than or equal to 𝐸 as 𝑥 <= 𝑚. Similar
constraints can be made for 𝐶 as Equations 7.4 and 7.5 concerning the maximum
copies of state checkpoint and resource capacity of nodes. By referring to 𝐶 to make
placement decisions, it is always expected to migrate stateful operator to nodes that
already have the corresponding checkpoints. In other words, it is aimed to migrate a
stateful operator 𝑜𝑘 to the host 𝑢 (while it holds 𝐶𝑘𝑢 = 1) whenever such an operator
is required for re-allocation.
For example, a stream 𝑔1 consists of four operators and there are five nodes to
serve the execution of 𝑔1 in which 𝑜1 and 𝑜2 are defined as stateful operators. The
allocation details of 𝑔1 and the state locality are shown in Figure 7-1 by assuming
the states are checkpointed to the nodes regularly. Consequently, 𝑂(𝑜0, 𝑜1, 𝑜2, 𝑜3) lists
the entire set of operators, and 𝑆 =
[︂
0 1 1 0
]︂
shows that 𝑜1 and 𝑜2 are defined
as stateful operators. Also, 𝑅 maintains the parallelism level of operators in 𝑂. We
assume 𝑅0 = 𝑅3 = 1 and 𝑅1 = 𝑅2 = 2 for the given stream 𝑔1. Considering the
multiple instances an operator can have, we denote the first instance of an operator
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by a single quote ′ (e.g., 𝑜′1) and the second instance is shown as double quotes ′′ (e.g.,
𝑜′′2). Accordingly, the existing allocation scheme 𝐸 is a 4 · 5 matrix (Equation 7.8)
and the locality of state checkpoint is illustrated as a 2 ·5 matrix (Equation 7.9) since
there are two stateful operators in the system (i.e., 𝑜1 and 𝑜2).
                                                                                                                             State Checkpoint
                                                                                                                              Operator Execution
g1
o0 o1 o2 o3
n1n0 n2 n3 n4
[o0'] [o1']
[o1']
[o1'', o2']
[o1'']
[ o2'']
[ o2''][ o2']
[ o3']
Topology
Host R = [1,2,2,1]
Figure 7-1: An exemplification of the placement and state locality model
𝐸 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 1 0 0
0 0 1 1 0
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7.8)
𝐶 =
⎡⎢⎢⎣1 1 0 0 0
0 0 0 1 1
⎤⎥⎥⎦ (7.9)
Based on the given placement as shown in Figure 7-1, 𝑒00 = 1 since operator 𝑜0
is placed into host 𝑛0 and 𝑒01 = 0 as 𝑅0 = 1 and the only instance of operator 𝑜0
has been placed in 𝑛0. Operator 𝑜3 has a similar situation that its single instance
is placed in 𝑛4. Meanwhile, there are two instances associated with 𝑜1 and 𝑜2, and
𝑒11, 𝑒12, 𝑒22 and 𝑒23 provide information about their placement.
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Moreover, 𝐶 is a 2 · 5 matrix as there are two stateful operators, and 𝐶0 and 𝐶1
show the locality of state checkpoint for the stateful operators 𝑜1 and 𝑜2, repsectively.
As implied by 𝐶0 and 𝐶1, the checkpoints of operator 𝑜1 are maintained at 𝑛0 and
𝑛1, and checkpoints of operator 𝑜2 are kept at 𝑛3 and 𝑛4.
7.3.2 Locality-aware Placement for Stateful Operator
With the above-mentioned matrix representation of existing and possible placement
schemes, we can make a quick cost estimation regarding the adjustments need to be
made particularly when stateful operators are involved. Considering there can be a
variety of objectives in DSPs and processing requirements are varied from application
to application, we proposed a method to compute the cost of migration from existing
placement to proposed placement decisions. The cost model supports integration
with resource management schemes in regards to QoS metrics or network conditions,
and it considers state locality as a critical indicator for devising efficient placement
strategy of operators.
Algorithm 6 shows the computation of migration cost for stateful operators from
𝐸 to a given placement 𝑝. Let 𝑃 lists all available choices of placement derived from
a resource management scheme 𝑅𝑀 , then each placement 𝑝 ∈ 𝑃 is examined and the
cost is computed to find the one gives the minimum value. In other words, Algorithm
6 is repeated until the minimum cost of migration has been found after iterating all
possible placements in 𝑃 . We assume the size of the state is identical across operators,
while the algorithm can be modified to accept the state size as an additional argument.
Initially, the algorithm requires to retrieve the existing placement 𝐸, the proposed
scheme 𝑝, the entire set of operators 𝑂, the binary row vector 𝑆 that indicates if an
operator is associated with states, the checkpoint locality 𝐶 if applicable (there is at
least one stateful operator), and the latest coordinate system 𝑈 which describes the
network delay between available nodes. Moreover, the temporary migration cost 𝑚𝑐
is defined as 0 in the beginning.
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Moreover, a monitoring process is implemented to ensure 𝐸, 𝑂, 𝑆 and 𝐶 can
be easily retrieved and it also collects system as well as application information at
certain time intervals. Besides, a coordinate system 𝑈 is maintained to capture the
dynamic change of network conditions.
Algorithm 6 Computing migration cost for stateful operators from 𝐸 to 𝑝
Require: 𝑂, 𝑆, 𝐶, 𝐸, 𝑝, 𝑈
1: Initialize: 𝑚𝑐← 0
2: procedure migCost(𝑂, 𝑆,𝐶,𝐸, 𝑝, 𝑈)
3: for 𝑜𝑖 ∈ 𝑂 do
4: 𝑒← 𝑛𝑢𝑙𝑙, 𝑒′ ← 𝑛𝑢𝑙𝑙, 𝑑1 ← 0, 𝑑2 ← 0
5: if 𝑆𝑜𝑖 == 1 then
6: 𝑒𝑚← meanCoor(𝐸[𝑖], 𝑈) ◁ get the locality of 𝑜𝑖 state in 𝐸
7: 𝑒𝑝← meanCoor(𝑝[𝑖], 𝑈) ◁ get the locality of 𝑜𝑖 state in 𝑝
8: 𝑑1 ← getEuc(𝑒𝑚, 𝑒𝑝)
9: if 𝐶 is not null then ◁ if checkpoint information is available
10: 𝑐ℎ← meanCoor(𝐶[𝑙], 𝐸)
11: 𝑑2 ← getEuc(𝑒𝑚, 𝑐ℎ)
12: if 𝑑1 <= 𝑑2 then
13: 𝑚𝑐← 𝑚𝑐 + 𝑑1 ◁ migrating from original worker nodes
14: else
15: 𝑚𝑐← 𝑚𝑐 + 𝑑2 ◁ migrating from checkpoints
16: end if
17: else
18: 𝑚𝑐← 𝑚𝑐 + 𝑑1
19: end if
20: end if
21: end for
22: return 𝑚𝑐
23: end procedure
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Specifically, the coordinate system is derived from a back-end process implemented
with Vivaldi algorithm [37]. Such a process aims to establish a 2-dimensional coordi-
nate system and map hosts into it. As a result, the Euclidean distance between any
two hosts in this coordinate system can accurately describe their network latency.
The key idea is similar to the 3-dimensional coordinate system discussed in Chapter
5 (Section 5.4), and we simplify the model here by getting rid of the z-axis which
mainly concerns the node capacity.
The algorithm then iterates operators 𝑜𝑖 in 𝑂 (Lines 3-21) and identifies those
defined as stateful operators (Line 5). In particular, the operator 𝑜𝑖 is associated
with state if 𝑆𝑜𝑖 = 1. Moreover, the function meanCoor requires two arguments, a
binary vector 𝐸[𝑖] and the collection of 2-dimension coordinates 𝑈 . Specifically, the
binary vector lists hosts (with values equal to 1) that occupied by the given operator
𝑜𝑖, and the meanCoor calculates the mean coordinate of these hosts. Accordingly, the
locality of the given stateful operator is demonstrated in the 2-dimensional coordinate
system. The method is called for both 𝐸 and 𝑝 and results are kept as 𝑒𝑚 (Line 6)
and 𝑒𝑝 (Line 7) to indicate the locality of state in existing 𝐸 and the proposed scheme
𝑝. The Euclidean distance between state locality in 𝐸 and 𝑝 is also calculated and
denoted as 𝑑1 (Line 8).
Assuming states are managed in a distributed manner and stored in the nodes
served for execution, then the function meanCoor will also be called for 𝐶 to get
the locality of checkpoints (Line 10) if checkpoint information is available. While 𝑑1
depicts the distance between state locality in existing scheme 𝐸 and proposed scheme
𝑝, 𝑑2 represents the Euclidean distance between the state locality in 𝐸 and state
checkpoints 𝐶 (Line 11). The minimum value between 𝑑1 and 𝑑2 will be selected and
added to 𝑚𝑐 which describes the cost of operator migration from 𝐸 to 𝑝 (Lines 12-
16). However, 𝑑1 is directly added to 𝑚𝑐 when the state checkpoints are not available
(Lines 17-18). Eventually, the total migration cost from 𝐸 to 𝑝 is returned. Once
every 𝑝 ∈ 𝑃 has been examined, the one with minimum migration cost (𝑚𝑐) will be
selected as the final placement decision with the key objective of minimising migration
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of stateful operators. Notice that storing state checkpoints within the worker nodes
and managing them in a distributed manner can potentially minimise the migration
cost as it provides additional choices for migration as discussed above.
7.3.3 Integrating State Locality Awareness with Traffic-aware
and Fusion-based Placement Strategy
While the traffic-aware and fusion-based placement method (discussed in Chapter 5)
enhances the processing performance of systems with a heavy workload and varied
traffic patterns, it primarily focuses on the placement for stateless operators. By
integrating this method with the computation of migration cost, it is expected to
provide an efficient placement solution for generic stateful data streams. In partic-
ular, the coordinate system has been applied to locate worker nodes and capture
real-time network delays. We further extended the traffic-aware and fusion-based
placement method with cost estimation concerning state migration and data trans-
mission. Furthermore, we include the resource utilisation and re-configuration cost
in making placement decisions as suggested in Chapter 4. As a result, we formulate
the placement of generic stateful data streams as an optimisation problem with three
main objectives to be satisfied: (1) to minimise the cost of state migration across
nodes; (2) to minimise the data transmission cost between operators; (3) to avoid
costs caused by frequent re-configurations.
Based on these expectations, the objective function is to find 𝐽 which introduces
the minimum level of cost concerning state migration, data communication and sys-
tem re-configuration,
𝒥 = min
𝑝∈𝑃
(𝒬𝑝 + 𝒞𝑝 +
∑︁
𝑠∈𝐺
𝒯 𝑠𝑝 ) (7.10)
where 𝒬, 𝒯 𝑠 and 𝒞 are normalised terms in regards to the three objectives dis-
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cussed above for the given placement 𝑝 ∈ 𝑃 . In general, there is a finite set of choices
in 𝑃 without changing the parallelism level of operators. The optimisation problem
then calculates 𝒥 for each option 𝑝 and determines the placement as the one with
the minimum value of 𝒥 .
More specifically, 𝒬 denotes the migration cost and it is zero if there is no state-
ful operator in the given stream 𝑠. Otherwise, Algorithm 6 (explained in the last
section) will be applied to compute the cost by taking the existing placement 𝐸, the
proposed scheme 𝑝 and the coordinate system 𝑈 as input and generating 𝑚𝑐 as the
corresponding migration cost from 𝐸 to 𝑝. In other words, 𝒬 is set as the returned
value 𝑚𝑐 for the given placement option 𝑝.
The re-configuration cost 𝒞 is computed by comparing entries in 𝐸 and 𝑝. Algo-
rithm 7 describes the procedure to the compute re-configuration cost and the result
is shown as the percentage of operator instances that have been re-allocated.
Algorithm 7 Compute re-configuration cost 𝒞
Require: 𝐸, 𝑝
1: Initialize: 𝑐𝑛← 0, 𝑡𝑛← 0
2: procedure compC(𝐸, 𝑝)
3: for 𝑒[𝑖] ∈ 𝐸 do ◁ check operators of the given streams
4: for 𝑒[𝑖][𝑗] ∈ 𝑒[𝑖] do ◁ check host occupation by the operator 𝑒[𝑖]
5: if 𝑒[𝑖][𝑗] ̸= 𝑝[𝑖][𝑗] then ◁ 𝑒[𝑖] needs to migrate
6: 𝑐𝑛← 𝑐𝑛 + 1
7: end if
8: end for
9: end for
10: 𝑡𝑛 = 𝑖 · 𝑗
11: return
𝑐𝑛
𝑡𝑛
12: end procedure
By iterating operators of the given streams (Lines 3-9), the host occupation status
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regarding the examined operator is compared between 𝐸 and 𝑝. The index of change is
added by 1 if any inconsistency is noticed (Lines 5-7). For example, 𝑒[𝑖][𝑗] = 𝑝[𝑖][𝑗] = 1
represents that operator 𝑖 is placed in host 𝑗 in both 𝐸 and 𝑝. The two values will be
distinct if the operator 𝑖 needs to migrate from host 𝑗 to another host or 𝑗 is selected
as the new destination of 𝑖. Eventually, the percentage change of operators placement
is returned as the result (Line 11) which is regarded as the cost of re-configuration.
To minimise the overall cost, it is desirable to re-allocate as few operators as possible.
Lastly, 𝒯 𝑠𝑝 depicts the data transmission cost according to the placement decision
𝑝. Algorithm 8 shows the computation process of 𝒯 𝑠𝑝 . Let 𝐿 denotes a collection of
key-value pairs in which keys are upstream and downstream operator index in stream
𝑠, and values describe the volume of data being transmitted in between. Notice that
𝐿 is updated periodically to capture the latest traffic pattern of the given stream.
Algorithm 8 Compute transmission cost 𝒯 𝑠𝑝
Require: 𝑈 , 𝑝, 𝐿
1: Initialize: 𝑑← 0, 𝑎← 0, 𝑡𝑐← 0
2: procedure compT(𝑚,𝐸,𝐿)
3: for < 𝑘, 𝑣 > ∈ 𝐿 do
4: 𝑑← 𝑐𝑜𝑚𝑝𝐸𝑢𝑑(𝑈𝑘) ◁ the distance between two operators
5: 𝑎← 𝑣 ◁ the volume of data being transmitted in between
6: 𝑡𝑐← 𝑡𝑐 + 𝑑 · 𝑎
7: end for
8: return 𝑡𝑐
9: end procedure
Initially, the variables 𝑑 and 𝑎 are defined as 0 and the transmission cost 𝑡𝑐 is also
set as 0. The total transmission cost 𝑡𝑐 is computed by iterating the key-value pairs 𝐿
and adding up the amount of data being transmitted between consecutive operators
(Lines 3-7). The function compEud retrieves the coordinate of operator pairs from 𝑈 ,
and it calculates the mean coordinate if there are multiple instances for a particular
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operator (Line 4). Then the product of Euclidean distance between upstream and
downstream operator and the volume of data transferred in between (Line 5) will be
added to the transmission cost 𝑡𝑐 (Line 6). As a result, 𝑡𝑐 is returned to depict the
cost of data transmission according to the proposed scheme 𝑝 for stream 𝑠. As shown
in Equation 7.10, Algorithm 8 is repeated several times until all active streams have
been examined and the total value is defined as the system communication cost.
Thereby, we addressed the locality of states and considers it as a critical facet in
devising mapping relationship between operators and hosts concerning network and
traffic patterns. The proposed locality-aware strategy can be also applied or inte-
grated with a variety of resource management schemes to meet specific requirements
(e.g., QoS violation, resource utilisation). Consequently, it is expected to devise op-
timal operator placement while reducing the time for re-configurations and cost of
operator migrations.
7.4 Evaluation
To evaluate the proposed placement strategy with an awareness of state locality, we
introduced two stateful DSP applications (i.e., statefulspout and statefulspoutwindow
topology) and extended the scheduler derived from Chapter 5 with a module to com-
pute the migration cost. Over the execution for nearly 20 minutes, the latency and
throughput levels of testing applications were captured that capable of reflecting the
migration process. To compare the proposed method with Apache Storm existing
state management scheme that we explained in Section 2.2.5, we conducted the same
set of experiments twice and kept a consistent system configuration. Furthermore, we
collected the average latency and throughput at each observing intervals and inves-
tigated the difference in system performance before and after applying the proposed
method to re-allocate operators. It is observed that the throughput experiences reg-
ular spikes because of periodic checkpointing. Moreover, Storm provides a re-balance
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function to adjust the placement of operators and distribute workload to the nodes
evenly. We also evaluated the proposed method against this re-balance function.
This section starts with detailed information about experiment settings, includ-
ing the size of provisioned VMs. It is then followed by the introduction of testing
applications, which consist of stateful operators. The two applications have distinct
ratios of stateful operators that enabling us to justify the effectiveness of the proposed
method in working with a higher or lower ratio of stateful operators in the given DSP
applications. Finally, we showed the experimental results in terms of throughput and
latency over the execution period, while the impact that migration process has is also
examined.
7.4.1 Experiment Setting
Experiments were performed within a DSP cluster consists of six Supervisor nodes to
serve the execution and state maintenance for deployed DSP applications. There are
two types of hosts concerning their associated number of CPU cores and the amount
of RAM. The resources allocated to each class of host and the number of nodes in
each category are shown in Table 7.1. Additionally, a dedicate Zookeeper node and
a nimbus node are also included in the Storm cluster to provide essential services of
Apache Storm and ensure reliable processing of data streams.
Table 7.1: The resource and number of node provisioned for Supervisors
Class CPU Core RAM No. nodes
𝑎 8 32𝐺𝐵 3
𝑏 12 48𝐺𝐵 3
In the initial stage, we apply the existing scheduling scheme of Apache Storm to
collect real-time system metric and resource capacity. The proposed method is acti-
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vated after obtaining sufficient knowledge of the applications and the system tends
to stabilise since then. Moreover, the two testing applications allow for the configu-
ration of the data ingestion rate. While two applications are varied in terms of the
ratio of stateful operators, we also evaluated the method with different data ingestion
rate. Specifically, the spouts of statefulspout and statefulspoutwindow topology were
configured with 1 and 1000 tuples/second to simulate the light and heavy workload.
7.4.2 Testing Applications
We selected two stateful topologies statefulspout and statefulspoutwindow which were
included in the storm start project for evaluation purpose and the layout of state-
fulspout is shown as Figure 7-2. Note that there are four operators that linearly
connected, namely spout, partialsum, printer and total. While the spout and printer
process incoming data directly (known as stateless operators), the partialsum and total
are defined as stateful operators which are essentially required for regular checkpoint-
ing. According to Storm state management strategy, a checkpoint spout is created
if there is at least one stateful operator and an additional stream is also established
to forward the checkpoint tuple. Moreover, acknowledgement messages are recorded
as a signal of successful processing. In other words, the additional spout and stream
allow for state maintenance and ensure the consistency by transmitting checkpoint
tuples.
Besides, the statefulspoutwindow topology has a similar layout except for the last
operator total. Therefore, the statefulspout topology has 1
2
operators (2 out of 4) are
stateful, and the statefulspoutwindow has the ratio of 1
3
(1 out of 3). Such a difference
enables us to justify the effecitivness of the proposed mehod in working with varied
ratio of stateful operators in DSP applications. To further investigate the correlation
between ingestion rate and corresponding performance, we modified the spout of both
topologies to allow them for a configurable frequency of data emission. Specifically,
we set the frequency as 1 tuple/second and 1000 tuples/second, respectively.
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Figure 7-2: The layout of statefulspout topology.
7.4.3 Evaluation Results
We first deployed the statefulspout topology and collected the application metrics
over the execution of 20 minutes. The spout is started with an ingestion rate as 1
tuple/second. Figure 7-3 and 7-4 show the system latency and throughput of the
statefulspout topology over the execution. The lines in Figure 7-3 depict the latency
level and stacked areas in Figure 7-4 show the throughput difference between the pro-
posed method and the Storm re-balance function. In particular, since both methods
were started with the Storm Even-scheduling scheme, they have similar behaviours.
After the system tends to stabilise and relevant information has been collected, the
Storm re-balance function, as well as the proposed method, was applied since the
9𝑡ℎ minute. Notice that the abrupt increase in latency in both methods was mainly
caused by the migration of operators, which correspondingly leads to a varied level of
throughput degradation. Specifically, while both methods experienced an extended
delay because of migration, the average latency has been slightly improved after ap-
plying the proposed method and the throughput was greatly enhanced compared with
the Storm re-balance function. This is mainly caused by the awareness of locality of
stateful operators and the reduced migration cost.
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Figure 7-3: The latency of statefulspout topology with 1 tuple/s ingestion rate.
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Figure 7-4: The throughput of statefulspout topology with 1 tuple/s ingestion rate.
Then, we conducted the same set of experiments for the statefulspoutwindow topol-
ogy, which has a few numbers of stateful operators. As shown in Figure 7-5 and
7-6, the latency levels are roughly the same after applied the two methods and the
throughput enhancement is less than the state locality-aware method has achieved
in the statefulspout topology. The different results of these two applications are pri-
marily caused by the varied ratio of stateful operators included in topologies. As
statefulspout has half of the operators are stateful, the statefulspoutwindow has a
smaller proportion of operators associated with states. Therefore, we conclude that
the proposed strategy is particularly efficient when working with topologies that have
a relatively higher proportion of stateful operators and the smaller number of stateful
operators a DSP application has, the fewer benefits it gains from applying the state
locality-aware method.
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Figure 7-5: The latency of statefulspoutwindow topology with 1 tuple/s ingestion
rate.
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Figure 7-6: The throughput of statefulspoutwindow topology with 1 tuple/s ingestion
rate.
Moreover, we increased the data ingestion rate in spout to 1000 tuples/second
and justified the findings from previous experiments. Figure 7-7 and 7-8 depict the
latency and throughput of the statefulspout topology after applying the proposed
method since 9𝑡ℎ minute, and compared it with Strom re-balance function. Notice that
the enhancement of latency and the period for resume processing has been improved
more significantly compared with a lower data ingestion rate (i.e., 1 tuple/s). In other
words, the state locality-aware method accelerates the migration process and achieves
the previous level of throughput about 1 minute sooner than the Storm scheme.
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Figure 7-7: The latency of statefulspout topology with 1000 tuples/s ingestion rate.
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Figure 7-8: The throughput of statefulspout topology with 1000 tuples/s ingestion
rate.
Similar trends are presented in the statefulspoutwindow topology as shown in Fig-
ure 7-9 and 7-10. However, the increment of ingestion rate does not make much
difference in the efficiency of the method in working with the statefulspoutwindow
topology. The proposed method, therefore, is beneficial for applications DSP ap-
plications with a higher ratio of the stateful operator. When working with these
applications, the proposed method can effectively accelerate the migration process.
In other words, the proposed method experiences a far shorter period to resume pro-
cessing after re-allocation of operators. This is due to the consideration of migration
cost when devising the placement decisions and it always aims to re-allocate opera-
tors with minimum adjustment and cost. Further improvement for stateful stream
processing can be achieved by devising an efficient state management strategy which
196
reduces the time and cost of state retrieval and synchronisation.
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Figure 7-9: The latency of statefulspoutwindow topology with 1000 tuples/s ingestion
rate.
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Figure 7-10: The throughput of statefulspoutwindow topology with 1000 tuples/s
ingestion rate.
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7.5 Summary
We addressed the stateful operation and the corresponding cost of migrating stateful
operators in stream processing. DSPs support for aggregations and advanced analytic
of streaming data by associating states with operators. However, unlike stateless op-
erators, the migration of stateful operators requires additional resources and delays
the processing. Therefore, we proposed a state locality oriented strategy for placing
stateful operators. We computed the cost of migration by representing the placement
as a matrix and referring to the network latency between the original and destination
hosts. The proposed method was implemented as an individual module that can be
integrated with varied objectives of resource management schemes. For evaluation
purpose, we integrated it with the network-aware and partition-based operator place-
ment method. The experimental results showed the efficiency of the proposed method
when working with DSPs that associated with a higher ratio of stateful operators and
in particular, experiencing the heavy workload. In our future work, it is expected to
devise a checkpointing and state synchronisation system to improve the performance
of stateful stream processing further.
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CHAPTER 8
CONCLUSIONS AND FUTURE WORK
This thesis aimed to devise efficient resource management strategies for distributed
stream processing concerning a variety of objectives. In particular, four challenges
have been identified in devising operator placement and resource management strate-
gies for DSPs. To address the challenges, we come up with five research questions,
while each question focuses on one of the challenges with proposed solutions presented
in Chapters 3-7. We review the questions and conclude the thesis in this chapter and
discuss exciting directions for future work.
8.1 Summary and Conclusions
This thesis investigated several aspects of performance enhancement in stream pro-
cessing. The research questions were defined to address four challenges in stream
processing: 1)the varied resource demand and data ingestion rate of individual DSP
operators, 2)the different latency sensitives across DSP applications, 3)the dynamic
network condition and data communication pattern, and 4)the considerable cost of
migrating stateful operators. By reviewing the related works and available techniques,
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we proposed a series of solutions with the focus on the identified challenges.
Chapter 1 discussed the motivations and challenges of resource management in
distributed stream processing systems. Then, Chapter 2 provided a background of
stream processing framework and explained the terminologies used throughout this
thesis. It also provided a general review of existing solutions in resource management
for cloud-based applications. As the existing resource management solutions are
not applicable in stream processing, the unique characteristics of stream processing
were also discussed, and some of the advanced schemes designed for DSPs have been
reviewed.
We answered the first research question in Chapter 3 concerning the dynamic
nature of stream processing and the difficulty of profiling individual DSP operators.
We introduced two mathematics models of throughput and latency, which allow for
real-time estimation of operator performance concerning the given conditions. The
latency model applied queueing theory and modelled DSP operators as multi-channel
service stations. Moreover, the latency model does not make any assumption on the
arrival and processing times of data. Therefore, it is applicable in general DSP appli-
cations. Additionally, the throughput model requires real-time system status, and it
considers the resource capacity as well as the incoming workload when estimating the
throughput level. The models were evaluated with DSPs that have different layout of
operators (i.e., linear, star, diamond) and estimation results were closely aligned with
the system output. The evaluation results revealed the accuracy of these two math-
ematics models, and therefore, we proposed a resource-aware auto-scaling method
based on the estimations derived from latency and throughput models. The proposed
method primarily focused on optimising individual DSP applications’ performance
by finding the host of operators with appropriate size. The auto-scaling method was
evaluated with DSP applications in different topological forms. While the results
showed a varied level of enhancement in throughput and latency, it is found that the
proposed auto-scaling method accelerates the processing and improves the through-
put level of applications in the shape of diamond and star. However, maximising the
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supply of resources for operators cannot efficiently accelerate data processing in linear
applications because of its extensive data communications. Therefore, we conclude
that the awareness of individual operators’ demand is beneficial in DSP applications
associated with fewer inter-operator communications. As a result, it is necessary to
address the data traffic and network conditions to improve further the processing
efficiency of DSP applications (which was addressed in Chapter 5).
After dealing with the uncertainty of data ingestion rate of individual DSP appli-
cations, Chapter 4 focused on the diversity of latency sensitivities across a set of DSP
applications. As the general practice of deploy DSP applications in a cloud environ-
ment, applications are competing with each other for the underlying computational
resources. No further reaction is needed if the resource supply is sufficient for cop-
ing with the experienced workload. However, the lack of resources for applications
with stringing processing requirement would suffer a certain level of QoS violations
and even degrade the entire system. Therefore, we proposed a resource management
strategy to isolate applications based on their associated QoS requirements. In other
words, the goal is to minimise the QoS violations of the entire set of DSP applications
while taking the resource utilisation level and reconfiguration cost into account when
placing operators. The key motivation is based on the fact that DSP applications
have different levels of delay sensitivity. Instead of scaling up the resources for an
application with a high tolerance of delays, it is desirable to preserve the resources to
cope with sudden workload increase for applications that are less tolerable to any sys-
tem delays. We considered DSP applications with different delay sensitivities in the
evaluation and included hosts with varied size for data processing. The experimental
results showed the proposed method could guarantee QoS expectations for a group of
DSP applications and improve the resource utilisation level compared with the Even
scheduler in Storm. Moreover, the proposed method interprets the placement as an
optimisation problem with three types of costs included. It supports users to cus-
tomise the coefficients of the objective function and address the significance of one or
multiple costs. The experiments with three configurations of the objective function
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showed that distinct solutions had been derived to align with the given objectives.
The objective function can be configured for applications with different tolerance lev-
els, and therefore, the proposed method enables efficient processing of data streams
while saving the cost of maintaining underlying resources.
While the various demand for computation and storage resources of individual
operators and the ever-changing data ingestion rates have been addressed and solved
in Chapter 3 and Chapter 4, Chapter 5 considers the dynamic network condition as
well as the varied pattern of data communication within DSPs. In particular, the inef-
ficiency of the auto-scaler for linear DSP applications devised in Chapter 3 motivates
us to address the inter-operator traffic in operator placement. In this chapter, we pro-
posed a network-aware and partition-based method to accelerate the stream process-
ing further. We established a 3-dimensional resource model to capture the real-time
delay between any pair of hosts and resources availability. Moreover, operator fusion
was applied to minimise the inter-node traffic within DSP applications potentially.
The method was evaluated with two DSP topologies that support for configuration
on traffic patterns and emitting rates. We compared the proposed methods with
max_Resource and min_Traffic strategies subject to a variety of conditions in terms
of emitting rate and inter-operator communications. While the applications with less
frequency of data emitting experienced the shortest latency when configured with the
min_Traffic and observed the highest level of throughput with max_Resource and
min_Traffic methods, the proposed method outperforms its counterparts when the
emitting rate is raised, or the inter-operator traffic is highly imbalanced. Chapter 6
further showed a case study that has been conducted to apply the stream processing
paradigm to smart city context. In particular, a DSP application was designed and
implemented in Apache Storm to perform real-time analysis of pedestrian behaviour,
and it is expected to inform urban-designers or decision-makers with walking-friendly
environmental design. As its nature of highly imbalanced data communication among
operators, the method proposed in Chapter 5 showed its advantage in real-life stream
processing applications and, in particular, it enhanced throughput level and is ex-
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pected to process data streams with a shorter delay over long-term execution when
dealing with a heavy workload.
Finally, Chapter 7 addressed the concern of stateful operations in stream pro-
cessing, and it took the locality of state checkpoints into consideration for operator
placement. Assuming that state checkpoints are maintained in hosts that served the
purpose of data processing, we proposed to make placement decisions referring to
the locality of states and the original hosts of those stateful operators. The method
was implemented as a lightweight module that can be integrated with any resource
management strategies (e.g., QoS-oriented, resource-aware). As the migration of op-
erators will incur additional and introduce processing delays, we defined the objective
function considering three types of cost, namely migration cost, reconfiguration cost
and the communication cost. It is expected to inform the underlying system with a
better placement solution that not only reduces the inter-node traffic but also accel-
erates the reconfiguration process. In particular, we integrated it with the scheduler
designed in Chapter 5 for evaluation purpose. The experimental results showed the
efficiency of latency improvement, mainly when there is a high ratio of stateful op-
erators in the given DSP application. It also quickens the migration process as it
is always attempted to place stateful operators to the host that already maintains
the checkpoints. Consequently, the overall cost of migration is minimised. It is also
observed that the increment of ingestion rate does not change the efficiency of the
proposed method in the testing application that has one-third operator associated
with states. Meanwhile, the topology that has half of the operators require for states
experienced a far shorter period to resume the processing when the emission rate
was increased from 1 to 1000 tuples/second. The proposed method is widely appli-
cable considering the prevalent stateful operators in data streams while it has been
implemented as a lightweight module that compatible with any placement strategies.
Overall, we designed and implemented a range of scheduling and resource man-
agement strategies in distributed stream processing systems to answer the research
questions.
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Q1. How to profile DSP operators to capture the dynamic relationship
between the amount of resource provisioned and processing performance
under the ever-changing data arrival rates and resource demand?
We proposed generic mathematical models to profile DSP operators. Although
making explicit assumptions on the data arrival time or processing time is expected
to achieve a higher estimation accuracy, it is not applicable in a wide range of DSP
applications. Most importantly, the resource demand of an operator is subject to
change over the execution as data streams are continuously ingested into the system.
Besides, the system throughput is determined by resource capacity as well as experi-
enced workload, and both of them should be considered in the decision-making process
of resource allocation. With the well-established latency and throughput models, an
efficient placement method can be derived referring to the run-time system metrics.
Q2. How to achieve optimal performance for a group of DSP appli-
cations while they are competing with each other for the underlying re-
sources and associated with varied QoS expectations?
Since magnifying the resource provisioned to each operator cannot continuously
improve the performance, we devised a resource management method concerning
the delay sensitivity of applications. The awareness of various latency sensitives in
DSP applications is desirable from the perspective of resource providers. While the
processing results can be delivered in line with the QoS agreements, isolating resources
for applications with different tolerance of delay is beneficial for service providers in
terms of minimising the cost of maintaining the underlying infrastructure.
Q3. How to enable efficient processing of streaming data in the exis-
tence of heterogeneity in regards to network and computation resources?
Meanwhile, how to minimise the considerable communication cost while
an enormous amount of data needs to transmit within distributed DSPs?
The experimental results revealed that computational resource along is not suffi-
204
cient in accelerating the stream processing, as a massive amount of data is expected
to transmit in the network. Therefore, the outcome of operator placement is highly
determined by the observed network delays in distributed stream processing. We ad-
dressed the heterogeneity in regards to network and computation resources by classi-
fying hosts according to their associated resource, and their network dealy in between.
The communication cost is minimised by fuse operators that require extensive data
communication into a few nodes.
Q4. How to apply the stream processing framework into real-life smart
city scenarios, the study of walkability in particular, and how to meet the
processing requirements of these applications?
We conducted a case study in pedestrian behaviour analysis and designed a proto-
type to enable the real-time processing of the sensor data. The application experiences
imbalanced inter-operator communications and the network-aware and fusion-based
placement method is an ideal candidate to accelerate the processing of pedestrian
data.
Q5. How to minimise the migration cost of DSPs in the presence of
stateful operation while ensuring the reliability of streaming data?
The states of data streams can be easily retrieved by maintaining them in the
nodes served for execution. As migration of stateful operator requires additional
network resources, the associated cost can be minimised by primarily place operators
to the nodes that already keep the state checkpoints, and therefore, the checkpointing
process can be accelerated without requiring the migration of states.
As the findings suggest, advising resource management strategy with the aware-
ness of computational demand of individual operators, the variety of QoS expectations
from a group of applications, the network condition, the inter-operator communica-
tion, and the locality of state checkpointing can achieve high-performance processing
of streaming data in a distributed manner.
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8.2 Future Work
Based on our findings from the experimental results of derived strategies concerning
resource management in DSPs, we list two exciting directions deserving future investi-
gation concerning the elasticity of DSPs that utilising both cloud and edge computing
resources and state management protocol. Moreover, the case study is expected to
be further extended to support advanced features of pedestrian behaviour analysis.
∙ Elasticity in IoT oriented stream processing. While we primarily focused
on the management of cloud computing resources for distributed stream pro-
cessing in this thesis, it is more challenging to investigate the elasticity in a
hybrid environment while edge computing resources is considered. With the
emerging requirement of involving edge computing in stream processing [40],
the resource management strategy needs to align with the SLA of IoT applica-
tions [10]. It is also expected to utilise the underlying cloud and edge resources
efficiently. The widely distributed edge computing resources are demanded to
coordinate with cloud resources to enable fast processing of streaming data and
provide reliable services. The locality of data generation should always be re-
spected when deciding the placement of corresponding operators, as the limited
resource capacity, as well as the high communication cost, can significantly de-
grade the processing performance. Therefore, a generic framework of deploying
DSP in the hybrid environment is desirable with the consideration of a variety
of objectives.
∙ A fine-grained protocol for state checkpointing, synchronisation and
migration. We addressed the significant cost associated with migrating state-
ful operators and proposed a method to enable efficient placement of operators
referring to the locality of state checkpoints in Chapter 7. We assumed the state
checkpoints are maintained in a distributed manner. However, there are several
challenges involved in this approach. For example, the state checkpoint synchro-
nisation is a critical issue as there can be multiple checkpoints kept for a single
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instance, and any update needs to be timely reflected. Meanwhile, the stream-
ing data is continuously ingested into the system, and the state checkpoints
may also be retrieved for failure recovery or operator migration. Therefore,
a well-defined state checkpointing, synchronisation and migration protocol is
necessarily required to ensure the reliability of processing.
∙ Advanced DSP application for real-time pedestrian behaviour anal-
ysis. We designed and implemented a prototype for utilising real-time crowd
traffic to estimate the walking time along certain routes in Chapter 6. It can
be regarded as a preliminary step toward the real-time pedestrian behaviour
analysis. We plan to extend further the prototype which would support more
advanced features and facilitate the decision-makers (e.g., urban designers) with
pedestrian-friendly environment design. The desirable features include but not
limited to the optimal route suggestion based on the user’s specific requirement
(e.g., point of interests, slope), the real-time simulation of the street crowd
with virtual reality, and the forecasting of abnormal behaviours. Moreover, the
DSP’s ability of instant processing for continuous data allow informing evacua-
tion plans when experiencing emergency circumstances.
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