Abstract. The Dirichlet eta function can be divided into n-th partial sum ηn(s) and remainder term Rn(s). We focus on the remainder term which can be approximated by the expression for n. And then, to increase reliability, we make sure that the error between remainder term and its approximation is reduced as n goes to infinity. According to the Riemann zeta functional equation, if η(σ + it) = 0 then η(1 − σ − it) = 0. In this case, n-th partial sum also can be approximated by expression for n. Based on this approximation, we prove the Riemann hypothesis.
Introduction
The Riemann hypothesis conjectured by Bernhard Riemann in 1859 states that the real part of every nontirivial zeros of the Riemann zeta function is The Riemann hypothesis discusses zeros outside the region of convergence of this series, so it must be analytically continued to all complex s [2] . This statement of the problem can be simplified by introducing the Dirichlet eta function, also known as the alternating zeta function. The Dirichlet eta function is defined as [1] (2) η(s) = Since η(s) converges for all s ∈ C with ℜ(s) > 0, one need not consider analytic continuation (see p. 55-56 of [4] ). The Dirichlet eta function extends the Riemann zeta function from ℜ(s) > 1 to the larger domain ℜ(s) > 0, excluding the zeros s = 1 + n 2π ln 2 i(n ∈ Z). The Riemann hypothesis is equivalent to the statement that all the zeros of the Dirichlet eta function falling in the critical strip 0 < ℜ(s) < 1 lie on the critical line ℜ(s) = 1 2 (see p. 49 of [4] ). In the strip 0 < ℜ(s) < 1 the Riemann zeta function satisfies the functional equation [2, 3] related to values at the points s and 1 − s. 
The remainder term of the Dirichlet eta function
Let s = σ + it, where 0 < σ < 1 and σ, t ∈ R. The Dirichlet eta function can be written as
where η n (s) is the n-th partial sum and R n (s) is the sum of remainder term. η n (s) and R n (s) converge to η(s) and zero respectively, as n → ∞.
The expand form of the remainder terms are represented as follows.
The remainder term of η(s) satisfy the following limit as n → ∞.
Proof. Consider the recurrence relation,
Thus, we obtain the following relation.
Thus, we have
Lemma 2.2. For sufficiently large n, the remainder term of η(s) can be approximated as
Proof. Separate the R n (s) and R n+1 (s) into real and imaginary parts and change the index of summation k so that it would start from 1. Then we have,
For every ǫ > 0 there are natural numbers N 1 and N 2 such that n > N 1 implies |t ln(n + k + 1) − t ln(n + k)| < ǫ for all t ∈ R, and n > N 2 implies
Consider the recurrence relation(see (6) and (7))
For all ǫ > 0, there exist δ > 0 such that for all n > N that satisfy |R n (s) − {−R n−1 (s)}| < δ and |R n (s) − {−R n+1 (s)}| < δ, it follows that
In this paper, we select the value of 0.5 between 0 and 1 in order to reduce the approximation error.
Now, in order to confirm the relationship between R n (s) and
Lemma 2.3. The relative error ǫ between the remainder term of η(s) and its approximation (−1) n 2(n+0.5) s converge to zero as n → ∞.
Proof. Consider the recurrence relation, (see (7))
Dividing both sides by R n (s) and taking the limit as n → ∞, then we get the following limit.
By the result of the Lemma 2.1, we have (10) lim
Fn(s) and lim n→∞ F n (s) = 2. Thus,
For example, in order to check the Lemma 2.2, we perform a numerical calculation. Let s = 0.1234 + 56.789i(random value) and T n (s) = (−1) n 2(n+0.5) s . Then R n (s) and T n (s) for four values (n = 10 8 , n = 10 10 , n = 10 12 , n = 10 14 ) are given below. The significant figure of a number may be underlined. 
Then the relative errors for the above eight values are given in table 1. In the table 1, ǫ r and ǫ i are reduced as n goes to infinity. Lemma 2.2 and 2.3 show that R n (s) can be approximated by
where ǫ n (s) is error term and ǫ n (s) is coverges to zero, as n → ∞.
(12) lim n→∞ ǫ n (s) = 0 Lemma 2.3 can be written by ǫ n (s) as follow.
In addition, dividing both sides of (11) by
n 2(n+0.5) s and taking the limit as n → ∞, then we get the following limit. η(s) is converges uniformly. Proof.
Since η(s) converges uniformly, for every ǫ > 0 we can choose 
By the uniform convergence of η(s), we can choose n ∈ N such that
and for such an n it follows that
Since, η n (s) if continous on A, there exist δ > 0 such that
This prove that η(s) is continuous.
This result can be interpreted as justifying an "exchange in the order of limits"
A proof of the Riemann hypothesis
In 1914 Godfrey Harold Hardy proved that ζ( 1 2 +it) has infinitely many nontrivial zeros [7] . 
The above equation has a removable discontinuity at the zeros of η(s). Let s 0 = σ + it 0 is zero of η(s) and s = σ + it where σ is constant on 1 2 < σ < 1 and t ∈ R. For each point t, we can choose the open interval t 0 < t < c where c is an arbitrary point such that η n (σ + it) and η n (1 − σ − it) are converge uniformly. By using the Eq. (14), we have
(i) By using the Lemma 2.2, the left-hand side of (15) is as follows. Thus, the right-hand side of the equation does not diverges to infinity.
By the (i) and (ii), This is contradiction. Therefore η(s) deos not have zeros in the strip 1 2 < 0 < 1, and η(s) has no zeros in the strip 0 < ℜ(s) < 
