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Abstract 
 
SMS means conversing with others in minimal words which lead to a new SMS lingo. This reduces efforts for typing complete 
message. Today’s devices lack the regional language keypad. If they exist people are uncomfortable with the keypads. Thus 
regional language messages are written using English alphabets which causes chaos when SMS lingo is used. This SMS language 
may vary, which leads to miscommunication. The message security is ensured by conversion of compressed message to its 
normal and transliterated form that helps decrypting SMS. The focus is on transliterating short form to full form, this work 
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1. Introduction 
From the advent of the SMS and the various messaging applications as well as the social media application, the 
use of short hand language or the SMS slang is now getting common. People are more convenient in using the 
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mother tongue or local language. But the devices that we use are lacking the local language support. Even if there is 
a local language support people are not trained to use this support. The input keypads are not that easily understood 
as a normal QWERTY keypad. 
 So it was observed that it was easy to type a particular message on a QWERTY keypad than using a local 
language. This method has a problem that there is no proper standardized way of writing the particular word in the 
English keypad. Also the SMS slangs is not standardized so there can be many ways to write a particular word. This 
creates a lot of confusion among the not so frequent or new users. Due to this reason there is a need to convert these 
word to the Indian Regional language. So a person is easily able to read a particular message. In order to cope with 
this confusion this paper provides a platform wherein the gap formed due to this issues is filled. The paper basically 
aims at converting the SMS slangs to the normal standardized text and then converting them to Marathi language. 
People understand better when they communicate in their local language. But using English as the base language 
to convey Regional Language messages makes it difficult to understand the actual message. For instance, if I need to 
say that I had my dinner in Marathi we write it in SMS text as maza j1 zala. 
As there is no standard convention followed for the SMS slangs, it is difficult for the receiver to understand what 
the sender intended to say. Thus there is a need to devise a method to convert the SMS slang to Marathi language so 
that it is easily be understood by the normal people without any problem. For this there are many existing techniques 
that are available for conversion of the SMS slangs to Normal English but none for converting it to Marathi. 
This work also considers that the messages that are communicated in these SMS slangs can be used as encrypted 
messages as there is no pattern or standard convention of SMS slangs. It becomes difficult for the attacker to 
understand the message if he is unaware of the SMS slang. Also the attacker must have the knowledge of both the 
SMS slang and the Regional Language to decrypt the message.  
This work emphasizes on a method that can perform the task of conversion the SMS Lingo to Marathi. This need 
to be performed in two stages viz.- 
x Converting SMS to Normal Text 
x Converting Normal Text to Marathi language.  
2. Comparative Study of Techniques 
2.1. Probabilistic N-Gram technique 
 
In this technique there has been a use of Statistical Machine Translation (SMT)3. SMT has three major 
components viz.-  
x Phrase table / probability distribution table (PDT) - The task of this PDT is to trace all the possible 
translations of a particular phrase 3.  
x Decoder-The decoder searches for the best possible translation from the entries that are fed in by the PDT 
and returns the targeted output. 
x Back-off Model- The back off model basically keeps the same entry for the words that do not find a 
replacement.  
The constraint for this method deployed is that there might be many possible outcomes that are available for the 
same input. So it is very much possible that the output obtained is not what is actually meant. Also the PDT 
considers only a set of two words at a time which kind of makes it a bit slower. The use of the same mechanism for 
more number of entries may result into clashes for the output required. 
There is no transliteration to the Marathi and the database also requires a lot of entries to be fed in thus 
increasing the space requirement as well as the cost. 
 
 
2.2. Rule based approach  
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This technique reduces the flaw of large data space consumed by the Statistical Machine Translation method. 
The RBMT 11 uses the text normalization and translation of currency values where number-expansion algorithm 
and rules. 
This technique involves the use of the following steps for the desired output to be found- 
x Pre-processing- This part performs the process of taking input from the user and converting the number in 
the digits using the normal modulus separation approach. 
x Text normalization- Now each of the digit is allotted the required place value based as suffix and the digits 
are also characterized. 
x Translation- Here now the values are transliterated and accordingly mapped. 
    The major con of this technique for the required problem definition is that it is limited only to the numeric 
currency translation the rest of the words and sentences transliteration do not hold. Also only the specific words 
required for the transliteration are per loaded to the database and there is no dynamic transliteration to the scripts.   
 
2.3. Transliteration using Phonology and Stress Analysis 
 
This technique is basically the reverse of the process that is required to be implemented for the paper. But the 
use of this technique is that this technique deploys the use of all grammatical rules that are required for the 
transliteration and the root words separation.  
The method deployed here is Syllabification based separation and conversion to English using the Unicode 
method.4 The con of this technique for the paper is that it requires the word in pure form it does not transliterate 
the slang SMS words. Secondly, this is the reverse of the requirement of this paper. This technique also makes 
use of static input that is copied not the dynamic entry of input.  
 
2.4. Transliteration using WEKA  
 
 The transliteration is classified as problem and trained using C4.5 decision tree classifier, in WEKA 5 
Environment. The training was implemented with features extracted from a parallel corpus. The corpus 
development and feature generation involves the use of the N-Gram technique which has the similar shortcoming 
as that of the previously discussed N gram based transliteration technique.   
 Also the requirement of the space is large as it forms a tree for each of the entry so is not feasible for a large 
scale paper. This technique was demonstrated for English to Tamil Transliteration and achieved exact Tamil 
transliterations for 84.82% of English names. Here WEKA is an Open Source Tool for Machine Language 
Training. This also utilizes the n-gram technique as a decision tree classifier technique. Considering the Google 
input system the results were considerable good.  
 
2.5. A Rule based Model for Normalization Text 
 
This technique is used for the conversion of SMS to Urdu. The technique employs the use of the inference 
based system as well as the noise reduction technique.6 The basic flaw of the technique is that there is need of a 
lot of rules to be applied as well as the typos that are used for the same are not standardized and hence cause a lot 
of problems while transliterating the text. 
 Urdu language is a very rich language therefore all the words or rather the very sophisticated words are not 
accommodated in the above technique. Secondly, this technique requires a lot of input for the training set and 
even after training set being so large the expectancy of the targeted output is comparatively low. 
 
2.6- Transliteration using WX Notation 
 
This technique basically is divided in two parts- 
a) The first part converts the source text to the WX Notation 7. This basically is converting the Indian script 
to the roman numerals which acts at the intermediary script. 
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b) We then convert it to the Final output that is required for the target language using the Unicoding 
method. This method involves the minimum time as well as space and can dynamically convert the text 
into the required target language. 
So, far this is the best  suited method for the paper but it still has a short coming that there is a need of all the 
characters that are accordingly mapped as it is so the SMS slang need to be converted to the Standard format and 
then we can implement this method. 
3. Working of the model 
3.1 Method Used for Problem Identification 
 
The problem identification here involves the collection of the feedbacks from various people so that the 
problem is identified. This involved the use of various methods as Feedbacks, Questionnaire and many others. 
The list of most commonly used word was presented to a group of people their feedbacks were then recorded for 
the purpose of study. 
The dataset collected for this work was solely based on the feedbacks that were received from Google form. 
This work is based on the dataset of 30 words with a feedback from 100 people. The form was of the following 
format- 
Figure 3.1 : Template for survey of the SMS slangs 
 
3.2 Identification of the most commonly used words 
 
The most commonly used words are identified by calculating the probability of their use by various people. 
This probability was allowed to be tested and the group of the most probable words used were formed. This was 







 Where- e means the word that is being tested (SMS slang). 
           f means the targeted word. 
           P (e, f) means the probability of occurrence of e given f. 
           freq (e, f) means the frequency of the occurrence of the e. 
           freq (e) means the use of the word in total. 
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The next part is as per the flow diagram. The flow diagram is as shown in the adjoining figure 3.1. 
Figure 3.2. Flow diagram for Transliteration of SMS to Marathi. 
 
3.3 Conversion to Standard Form 
 
The phase one involves the conversion of the SMS slang to the proper words. Here we consider only the 
normal form in English script for Marathi. These standard form of words are taken from standard define libraries 
of the Indian Scripts. 
The Hierarchical clustering algorithm was best suited for this work along with the agglomerative strategy. This 
strategy helped group the similar nearby words in a cluster and moving up the level as the  
This process basically involves the clustering of data samples in the database i.e. all the entries related to the 
particular word are clustered at a place. Then they are searched for in the database the cluster in which the word is 
found the root of the cluster is then given as the output. 
 Clustering- Database clustering has the following two ways of Replications- 
x Master-master (or multi-master) replication: Any server can update the database. It is usually taken care of 
by a different module within the database (or a whole different software running on top of them in some 
cases). 
x Master-slave replication: There is only a single copy of authoritative data, which is the pushed to the slave 
servers. 
The master- slave replication here technique was used for this work. The master is the proper word and their 
SMS slangs are the slaves.   
 
3.4 In case of no match 
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In the case of no match to be found in any of the cluster it gave the same word that was obtained as input for 
no match. 
 
3.5 Transliteration to Marathi language  
 
The phase two is dealing with the actual conversion of the text to Marathi language. This was basically 
implemented using the internationalization property of Java. Internationalization is the process of localizing the 
software to the needs of the user and providing the local area language and fonts support. This concept of 
internationalization helps in displaying the message in the desired Marathi language font without the fuss of 
converting the texts to Unicode.   
 
3.6 Information security related aspect 
 
The messages are not in the plain text form when sent by the senders, they tend to form a ciphered text that is 
not understandable or makes sense unless a person is completely aware of all the conventions the sender of the 
message uses. This work helps converting such ciphered text messages to their normal form and also help 
converting them to the regional language format in this case Marathi. This work helps the proper decompression 
of the message and the transliteration of the message enables the receiver to understand the message properly. 
The encryption of the message to the SMS slang has no proper convention so the security of the message is intact 
if and only if the attacker is not aware of both the SMS slang as well as the Regional language. 
4. Results and Analysis 
The final output of the complete process was to obtain the result of the SMS lingo message in Marathi language.  
This work converts the unknown slang words into known Marathi texts without any change in the meaning of the 
word. The results are variable as per the users. The users may or may not use the same short form for the same 
words. So there is a need to get all the possible words and to the probability of the occurrence of some of the 
words can be given by the below table.  For example if the first word from the table is ‘kashala’ considered there 
are 3 more possible combination in which this word could be written in an SMS slang so the probability of 0.33, 
the SMS slang that will be used might be a slang for the given word. 
 









The final output that can be expected from this work was displayed in the following form 
Tula Æ tula Æतुला      1. bhr    Æ  bhar  Æ  भर      
    Tla Æ tulaÆ तुला   br      Æ bhar  Æ  भर 
    2la Æ tula Æ तुला   bhar  Æ bhar  Æ  भर
The text messages for example was transliterated as 
(मी आज नागपुर जात आहे.)  Mi aj ngp jat ah. Æ Me aaj Nagpur jaat aahe. Æ 
S.No Word  freq(e,f) freq(e) P(e,f) 
1 Kashala 1 3 0.33 
2 Kashi 1 6 0.166 
3 Minute 1 4 0.25 
4 Mulgi 1 5 0.2 
5 Mala 1 2 0.5 
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The words are searched in the given dataset and are then searched and converted in the proper conversion to 
English transliteration and then the transliteration to Marathi is done. For example, bhr is converted to bhar and 
then it is transliterated to भर. 
5. Conclusion 
The results that were obtained for the identification of the problem statement concluded that it is a bit tricky to 
understand the SMS slang. Also the new users who are unaware of the SMS conventions find it hard to grasp the 
intent of the message. This paper tries to simplify the problem by helping communicate the SMS lingo in Marathi. 
This helps the recipient of the message to understand what the sender intended to convey. This was achieved by 
the use of the hierarchical clustering technique to identify the root is the normal text word and the branches are 
the probable SMS words. When the SMS is converted to normal text it is further processed to obtain the Marathi 
version of the message by using Internalization concept of JAVA. This has not only made the content more 
understandable but also has helped increase the efficiency of the system as compared to the previously available 
techniques, but with a drawback of increased space consumption. This work can be further improved by the 
prediction of the text as well as use the direct conversion of text to SMS. Classification of the messages according 
to the categories by age, position, formal, informal, etc. could also increase it utility of the work. The utility of the 
method could be increased by extending support to other Regional Languages. The use of frequency analysis for 
prediction of words that can be used and where it can be clustered. The Speech feedbacks can also be used that 
can be converted to the text in both the directions as from the standard Marathi language to the SMS and the SMS 
to Marathi language. This aspect can be further improved on the fronts of information security and privacy by 
adding more security as the knowledge of both the regional language as well as the SMS slang make the message 
vulnerable to the attacker. An added security aspect will not only help improve the security of the message but 
also help on increasing the market value of the work.  
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