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1. Introduction
Cartan subalgebras (CSA) play a fundamental role in the structure and representation theories of
ﬁnite-dimensional Lie algebras, especially in the semisimple case. In inﬁnite dimension, are there
subalgebras that play some similar role and can be classiﬁed? In [BP], the authors attempt an answer
and start to develop a uniﬁed theory of Cartan subalgebras for arbitrary Lie algebras, i.e. of ﬁnite and
inﬁnite dimensions. In ﬁnite dimension, there are several equivalent deﬁnitions for CSAs. These deﬁ-
nitions are in general no longer equivalent in inﬁnite dimension. Hence more precisely, the question
is: which of them, if any, should be taken?
The deﬁnition usually taken in ﬁnite dimension is that of a nilpotent self-normalizing subalgebra.
It is indeed the most useful and thus it is the one which is generalized in [BP]. In this paper, we
provide evidence that for locally reductive Lie algebra and for BKM Lie algebras, this class of sub-
algebras is too large. Therefore it does not seem to be the deﬁnition that is the most adequate at
least for a large number of interesting inﬁnite-dimensional Lie algebras. Instead one should consider
the deﬁnition taken in [NP,D-CPS]. There the authors deﬁne a CSA of a locally reductive Lie algebra
as the centralizer of the semisimple elements in the CSA – a characterization equivalent to the above
one in ﬁnite dimension. We generalize this deﬁnition to arbitrary Lie algebras and give strong evi-
dence that this is the best way to characterize CSAs in several classes of Lie algebras that have so far
aroused interest. Indeed it is equivalent to the deﬁnition of a CSA taken by various authors in those
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show that all Lie algebras contain such a subalgebra.
We also answer two questions posed by the authors in [D-CPS] about these subalgebras. Namely
in [NP,D-CPS], it was shown that in root reductive Lie algebras a locally nilpotent subalgebra equal
to the centralizer of its semisimple elements is in fact nilpotent. We show that the converse holds
but that in the more general context of locally reductive Lie algebras, these subalgebras need not be
nilpotent.
2. Some inﬁnite-dimensional Lie algebras
Arbitrary ﬁnite-dimensional Lie algebras are hard enough to investigate. Only the study of some
subclasses, albeit important ones such as the semisimple ones, has been truly successful so far. This
is obviously even more true for Lie algebras of arbitrary dimension, inﬁnite and ﬁnite, as they have
little in common. So it is reasonable to concentrate on some subclasses with enough similarities in
pattern to yield results of interest.
Two natural generalizations of ﬁnite-dimensional Lie algebras to inﬁnite dimension have received
particular attention:
1. the Borcherds–Kac–Moody (BKM) Lie algebras; and
2. the locally ﬁnite Lie algebras.
The BKM Lie algebras are generalizations of the ﬁnite-dimensional semisimple Lie algebras and
locally ﬁnite Lie algebras of arbitrary ﬁnite-dimensional ones. Let us remind the reader of their deﬁ-
nitions. Throughout this paper the base ﬁeld is taken to be the complex ﬁeld C.
Deﬁnition 1. A Lie algebra G is a BKM Lie algebra if it satisﬁes the following properties:
1. G is Z-graded, i.e. G =∑i∈Z Gi , where [GiG j] Gi+ j and dimGi < ∞ for all i = 0;
2. there is an anti-linear involution ω of G such that ω(Gi) = Gi+1 and ω is multiplication by −1
on a real form of the Lie subalgebra G0;
3. there is a non-degenerate Hermitian form (.,.) on G which is positive deﬁnite on each subspace
Gi with i = 0 and which is contravariant, i.e. for all g, x, y ∈ G , ([gx], y) = −(x, [ω(g)y]).
It can shown that BKM Lie algebras have the following presentation [Bor]:
Theorem 1. (See [Bor].) Let I be a discrete indexing set; HR a real vector space with a non-degenerate sym-
metric real valued bilinear form (.,.) and elements hi, i ∈ I such that
1. (hi,h j) 0 if i = j,
2. if (hi,hi) > 0, then
2(hi ,h j)
(hi ,hi)
∈ Z for all j ∈ I .
Set H = HR ⊗R C. Let A be the symmetric real valued matrix with entries ai j = (hi,h j). The Borcherds–Kac–
Moody Lie algebra G = G(A, H) associated to the Cartan matrix A and the abelian Lie algebra H is the Lie
algebra generated by the abelian Lie algebra H and elements ei, f i , i ∈ I satisfying the following deﬁning
relations:
1. [ei, f j] = δi jhi ;
2. [h, ei] = (h,hi)ei , [h, f i] = −(h,hi) f i ;
3. (ad(ei))
1− 2ai jaii e j = 0= (ad( f i))1−
2ai j
aii f j if aii > 0 and i = j;
4. [ei, e j] = 0= [ f i, f j] if ai j = 0.
If |I| < ∞ and (hi,hi) > 0 for all i ∈ I , then G is a Kac–Moody algebra.
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hence does not include Cartan matrices of inﬁnite size. We will keep the notations of Deﬁnition 1 and
Theorem 1 for BKM Lie algebras in the rest of this paper.
Deﬁnition 2. A Lie algebra G is said to be locally ﬁnite if any ﬁnite subset of G is contained in a
ﬁnite-dimensional Lie subalgebra.
Locally ﬁnite Lie algebras of countable inﬁnite dimension are of particular interest. At least, it is
reasonable to consider them ﬁrst. Their construction is somewhat more amenable.
Lemma 1. A Lie algebra G is locally ﬁnite of countable dimension if and only if it is the nested union of ﬁnite-
dimensional Lie algebras.
However locally ﬁnite Lie algebras with countable bases are too large and disparate a class. Among
them, one particular subclass is of particular interest, the locally reductive ones. They too, like the
BKM Lie algebras, are a natural generalization of semisimple ﬁnite-dimensional Lie algebras.
Deﬁnition 3. A Lie algebra G is said to be locally reductive if it is isomorphic to the union
⋃
i∈N Gi of
nested ﬁnite-dimensional reductive Lie algebras Gi which are reductive in Gi+1 (i.e. as a Gi-module,
Gi+1 is semisimple).
Since a locally reductive Lie algebra is locally ﬁnite, the only locally reductive Lie algebras that
are KM Lie algebras are the ﬁnite-dimensional reductive ones. Indeed a KM Lie algebra is inﬁnite-
dimensional if and only if its set of roots contains an imaginary root [Ka, Chapter 5] since by assump-
tion Cartan matrices of KM Lie algebras have ﬁnite size. More precisely, let G = G(H, A) be a KM Lie
algebra. A root α ∈ H∗ −{0} is imaginary if and only if for any x ∈ Gα = {x ∈ G: [h, x] = α(h)x, h ∈ H},
there exist a root β ∈ H∗ − {0} and an element y ∈ Gβ such that (ad x)n y = 0 for all n ∈ Z+. Since
(ad x)n y ∈ Gnα+β , these elements are linearly independent. Therefore the Lie subalgebra 〈x, y〉 gener-
ated by the elements x and y is not ﬁnite-dimensional.
However the larger class of BKM Lie algebras and that of locally reductive Lie algebras have non-
trivial intersection since there is no ﬁniteness condition on the size of the Cartan matrix. For example
the Lie algebra G = sl(∞) is both BKM and locally reductive. This brings us to a special subclass of
the locally reductive Lie algebras. Complications arise in the structure of locally reductive Lie algebras
if the nature of the injection of a ﬁnite-dimensional reductive Lie algebra into another is too complex.
It is always true that if Hi+1 is a Cartan subalgebra (CSA) of the ﬁnite-dimensional reductive Lie
algebra Gi+1, then Hi+1∩Gi being a toral subalgebra, is contained in a CSA of Gi but is not necessarily
a CSA of Gi . In the event when it is, the root spaces of Gi with respect to Hi need not remain root
spaces for Hi+1. This is well illustrated by the next example.
Example 1. Let G1 ∼= sl(2) and G2 ∼= sl(4). Consider the injection G1 → G2 is given by: X →
( X 0
0 X
)
.
The subalgebra H2 = 〈E11 − E22, E22 − E33, E33 − E44〉 is a CSA of G2 and H1 = H2 ∩ G1 is a CSA
of sl(2). The root spaces of G1 with respect to H1 are E12 + E34 and E21 + E43. These are not root
spaces of G2 with respect to H2.
Some locally reductive Lie algebras do have a structure comparatively easier to investigate in the
sense that we can ﬁnd CSAs of their nested subalgebras without the previously discussed complica-
tions.
Deﬁnition 4. A locally reductive Lie algebra G =⋃i Gi is said to be root reductive if for all i, the
ﬁnite-dimensional reductive Lie algebras Gi satisfy the following:
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2. any root space (Gi−1)α with respect to the CSA Hi−1 of Gi−1 is also a root space (Gi)α of Gi with
respect to the CSA Hi .
Example 1 shows that the diagonal Lie algebra sl(2∞) which is the nested union of the subalgebras
Gi = sl(2i) with the embeddings given as above is not root reductive. Arbitrary root reductive Lie
algebras are described in [NP,D-CPS].
Proposition 1. Let G be a root reductive. Then, the derived subalgebra [GG] is a direct sum of ﬁnite-
dimensional simple Lie algebras and of copies of sl(∞), o(∞) and sp(∞) with countable multiplicities. More-
over, there is a splitting exact sequence of Lie algebras:
0→ [GG] → G → G/[GG] → 0,
where the Lie algebra G/[GG] is abelian.
There are some other types of locally ﬁnite Lie algebras that have been studied, though not to a
large extent. Among them, we ﬁnd the ideally ﬁnite ones. They were constructed and their structure
investigated by Stewart in [S1,S2].
Deﬁnition 5. A Lie algebra is said to be ideally ﬁnite if it can be generated by a collection of ﬁnite-
dimensional ideals.
Ideally ﬁnite Lie algebras are clearly locally ﬁnite and include all the ﬁnite-dimensional Lie alge-
bras. However a Lie algebra is both locally reductive and ideally ﬁnite if and only it is a direct sum of
ﬁnite-dimensional reductive Lie algebras.
3. Characterizations of Cartan subalgebras
A major and early tool conceived of by Killing in [Ki] and Cartan in [C] in the investigation of the
structure of ﬁnite-dimensional Lie algebras are Lie subalgebras, today known as Cartan subalgebras.
They lead to non-trivial results in the arbitrary case, and are of particular importance in the context of
semisimple ﬁnite-dimensional Lie algebras. The reason for their usefulness is that ﬁnite-dimensional
Lie algebras decompose into generalized eigenspaces with respect to the adjoint action of a CSA in
such a way that the 0-th generalized eigenspace coincides with the CSA itself. This is known as
the Cartan decomposition. Of equal signiﬁcance is that CSAs are all conjugate under the action of
inner automorphisms and so the Cartan decomposition is an invariant aspect of ﬁnite-dimensional
Lie algebras [M]. Hence, it is reasonable to try to deﬁne Lie subalgebras of inﬁnite-dimensional Lie
algebras generalizing the concept of CSAs. We leave the meaning of this statement vague for the
moment.
In ﬁnite dimension, CSAs can be deﬁned via one of several equivalent characterizations. It is natural
to try and extend one of these to inﬁnite dimension and investigate whether any of them leads to a
Lie subalgebra that will continue to play a similar role.
Let us start by listing the several deﬁnitions of a CSA in ﬁnite dimension. It is an elementary
fact that any linear map f on a ﬁnite-dimensional vector space is the sum of a semisimple linear
map f s and of a nilpotent one fn and the two maps commute. This is known as the Chevalley–Jordan
decomposition. We also remind the reader that a regular element x of a ﬁnite-dimensional Lie algebra
is one for which dimG0(x) is minimal, where
G0(x) =
{
y ∈ L: ∃n 0, (ad x)n y = 0}.
Theorem 2. Let G be a ﬁnite-dimensional Lie algebra. A Lie subalgebra H of G is a CSA if any of the following
equivalent properties hold:
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2. H is nilpotent and self-normalizing, i.e. H = NG(H);
3. H is nilpotent and H = {y ∈ G: (ad x)s(y) = 0, ∀x ∈ H};
4. H is nilpotent and if H  L is a Lie subalgebra of G, K is an ideal in L and the Lie algebra L/K is nilpotent,
then L = K + H ;
5. H is nilpotent and for any Lie subalgebra H  K  G, K = NG(K ).
As mentioned above, the CSAs are most useful for the ﬁnite-dimensional semisimple Lie algebras.
A key property in this case is that the Lie algebras are splittable (i.e. contain the semisimple and
nilpotent parts of all their elements). The Chevalley–Jordan decomposition implies that if G is a ﬁnite-
dimensional Lie algebra and x ∈ G , then (ad x) = (ad x)s + (ad x)n . However, in general there are no
elements xs, xn ∈ G such that ad xs = (ad x)s and ad xn = (ad x)n . For splittable Lie algebras, there is yet
another characteristic property satisﬁed by CSAs [Bou]:
Proposition 2. Let G be a ﬁnite-dimensional split Lie algebra. Then, the Lie subalgebra H is a CSA if and only
if H is the centralizer Z(T ) of a maximal toral (i.e. all of whose elements are semisimple) subalgebra T of G.
When the Lie algebra G is semisimple, Z(T ) = T for maximal toral subalgebras T . So CSAs can also
be deﬁned as follows:
Corollary 1. Let G be a ﬁnite-dimensional semisimple Lie algebra. Then, the Lie subalgebra H is a CSA if and
only if H is a maximal toral subalgebra of G.
Let us now examine each deﬁning property of a CSA in ﬁnite dimension given in Theorem 2 and
see how each can be reformulated in such a way as to make sense in inﬁnite dimension. Property 1 is
the original deﬁnition which appears in [Ki,C]. For the concept of a regular element to make sense it
is necessary that dimG0(x) < ∞. An inﬁnite-dimensional Lie algebra G cannot be expected to contain
such elements. In ﬁnite dimension, the above deﬁnition of a CSA H is equivalent to H = G0(H) =⋂
h∈H G0(h). This becomes satisfactory in a general context once we have restated the deﬁnition of
the 0-th generalized H-eigenspace G0(H). If H is a Lie subalgebra of G , set
G0(H) =
{
x ∈ G: ∃n, ∀h1, . . . ,hn ∈ H, (adh1) · · · (adhn)x= 0
}
.
The equivalence of properties 1 and 2 (see [Bou]) is well known and 2 is often taken in textbooks
to be the deﬁnition of a CSA since it states the essential qualities of a CSA. Nilpotency is often too
strong a condition in inﬁnite dimension and its natural generalization is that of local nilpotency.
Deﬁnition 6. A Lie subalgebra of a Lie algebra G is said to be locally nilpotent if any ﬁnite number of
elements in G generate a nilpotent Lie subalgebra of G .
Property 3 is less well known. A proof of its equivalence to property 1 can be found in [NP]. It is
the deﬁnition used in the context of locally reductive Lie algebras and leads to the deﬁnition of a CSA
that we propose for the arbitrary case. Property 3 however makes no sense in an arbitrary inﬁnite-
dimensional Lie algebra since the Chevalley–Jordan decomposition of a homomorphism acting on an
inﬁnite-dimensional vector space usually does not hold. Indeed this the case for the most well-known
class of inﬁnite-dimensional Lie algebra, namely the inﬁnite-dimensional KM Lie algebras since – as
stated above – they have imaginary roots. For a linear map on a vector space of arbitrary dimension
to decompose in this manner, it needs to act locally ﬁnitely.
Deﬁnition 7. A homomorphism f on a vector space V is said to act locally ﬁnitely if for any vector
v ∈ V , the vector subspace generated by the vectors f j(v), n 0, is ﬁnite-dimensional.
U. Ray / Journal of Algebra 332 (2011) 14–34 19Lemma2. Let V be a vector space. Let f be a linearmap on the vector space V acting locally ﬁnitely. Then, there
is a unique linear map fs (resp. fn) acting semisimply (resp. locally nilpotently) on V such that f = f s + fn
and [ f s, fn] = 0.
Proof. Let v ∈ V and U be the subspace generated by the vectors f j v . By assumption, dimU < ∞.
Therefore U is the direct sum of generalized eigenspaces for the restriction of the linear map f
on U . As a result, V is the sum of generalized eigenspaces Vλ for f , where Vλ = {v ∈ V : ∃n = n(v),
( f − λI) j v = 0}. Usual techniques imply that the sum is direct. Set f s to be the semisimple linear
map on V which acts as multiplication by the scalar λ ∈ C on the weight space Vλ . Set fn = f − f s .
By deﬁnition of Vλ and as f acts locally ﬁnitely on Vλ , for all x ∈ Vλ , there is an integer r = r(x) 0
such that f jn x = 0. So the linear map fn acts locally nilpotently on Vλ . Since f acts locally ﬁnitely,
for all v ∈ V , there are only ﬁnitely many eigenvalues λ1, . . . , λs ∈ C such that v =∑si=1 vi , where
vi ∈ Vλi . Therefore the linear map fn acts locally nilpotently on V . 
The previous discussion tells us that it would be more appropriate to consider subalgebras
H = {y ∈ G: (ad x)s y = 0, ∀x ∈ H ∩ Gﬁn},
where Gﬁn is the set of elements in G acting locally ﬁnitely on G . If G is a splittable Lie algebra, for
a subalgebra L of G , we write Ls = {xs: x ∈ L}.
First note that the following property holds in the context of arbitrary Lie algebras:
Lemma 3. Let H be a subalgebra of a Lie algebra G such that H = {y ∈ G: (ad x)s y = 0, ∀x ∈ H ∩ Gﬁn}. Then
the subset {(ad x)s: x ∈ H ∩ Gﬁn} is an abelian subalgebra of the Lie algebra Der(G) (derivations of G).
Proof. Let x, y ∈ H ∩Gﬁn . Then, (ad y)sx= 0 by deﬁnition of H . Hence, [ad x, (ad y)s] = 0 since (ad y)s
is a derivation of G . Locally, (ad x)s is a polynomial in (ad x) without constant terms. It follows that
[(ad x)s, (ad y)s] = 0. 
An immediate consequence is:
Corollary 2. Let H be a subalgebra of a Lie algebra G such that H = {y ∈ G: (ad x)s y = 0, ∀x ∈ H ∩Gﬁn} and
assume that H = H ∩ Gﬁn. Then all elements of H act locally nilpotently on H.
Locally reductive Lie algebras are splittable and the above corollary was proved in [NP,D-CPS] in
this context. In an arbitrary context,
H = {y ∈ G: (ad x)s y = 0, ∀x ∈ Hﬁn} (i)
does not imply local nilpotence nor that elements in H act in a locally nilpotent manner on H . This
is well illustrated by the free Lie algebra case.
Example 2. Let G be a free Lie algebra generated by n > 1 elements. As there are no elements in
G acting locally ﬁnitely, for any subalgebra H , H ∩ Gﬁn = 0 and ZG(0) = G . As a consequence H =
{y ∈ G: (ad x)s(y) = 0, ∀x ∈ H ∩ Gﬁn} forces H = G . However G is not locally nilpotent. In other
words, G does not have any locally nilpotent subalgebra satisfying H = {y ∈ G: [ad y, (ad x)s] = 0,
∀x ∈ H ∩ Gﬁn}.
In general Gﬁn need not be a subalgebra since all the elements in the subalgebra generated by Gﬁn
need not act locally nilpotently. To maintain local nilpotence, one way is to consider maximal locally
nilpotent subalgebras of subalgebras deﬁned as in (i). In order to do this, we note that Zorn’s Lemma
implies the existence of maximal nilpotent subalgebras.
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Property 4 and its equivalence to property 2 appears in [BG-H] in the context of the development
of the theory of formations for solvable Lie algebras. It is far less known than the other deﬁnitions
given but is nevertheless used for the class of ideally ﬁnite Lie algebras constructed by Stewart in [S1].
Characterization 5 is only slightly different from 3. However we will see later that in inﬁnite dimen-
sion they are far from being always equivalent.
Hence for an arbitrary Lie algebra G , we deﬁne the following subalgebras. They respectively gener-
alize the ﬁve deﬁning properties of a CSA in ﬁnite dimension given in Theorem 2 and are equivalent
to them in ﬁnite dimension. Let H  G .
1. H is an OCSA if H = G0(H).
2. H is an NCSA if H is locally nilpotent and H = NG(H).
3. H is a GCSA if it is a maximal locally nilpotent subalgebra of L = {y ∈ G: [ad y, (ad x)s] = 0,
∀x ∈ L ∩ Gﬁn}.
4. H is an ICSA if for any subalgebra H  L, K an ideal in L, L = K + H when the Lie algebra L/K is
nilpotent.
5. H is an NNCSA if for any subalgebra H  K  G , K = NG(K ).
When dimG < ∞, the semisimple elements of a toral subalgebra are simultaneously ad-
diagonalizable on G . This is no longer necessarily the case when dimG = ∞. It is well known that in
inﬁnite dimension commuting diagonalizable linear maps need not be simultaneously diagonalizable.
The next example in gl(∞) illustrates this. See [NP,D-CPS] for a detailed discussion. First note that
toral subalgebras of gl(∞) are abelian [NP]. This is shown to be more generally the case in [S2].
Lemma 5. (See [S2].) Toral subalgebras of locally ﬁnite Lie algebras are abelian.
Example 3. Consider the root reductive Lie algebra gl(∞). It is the nested union
⋃
n1
gl(n),
where the inclusion gl(n) → gl(n+ 1) is given by injecting the matrix
A →
(
A 0
0 0
)
,
and hence its elements are square matrices of countably inﬁnite size with only ﬁnitely many non-
zero entries. Let Eij be the matrix with (i, j)-th entry equal to 1 and all other entries equal to 0.
The abelian subalgebra
H = 〈Eii + E1i: i  2, i〉
is a maximal toral subalgebra. However the vector E11 is not the sum of H-eigenvectors.
Therefore, for an arbitrary Lie algebra G , we let the following subalgebra H generalize a maximal
toral subalgebra:
6. H is a splitting CSA if H is maximal ad-diagonalizable.
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In this section we will attempt to select a characterization of a CSA that seems to be the most
appropriate in a general context. At the very least, we wish to ﬁnd an adequate uniﬁed deﬁnition for
the locally reductive and the BKM Lie algebras.
As the main raison d’être of a CSA H in ﬁnite dimension is the Cartan decomposition which has
the special property that G0(H) = H , it is reasonable to see whether this can be a motivating factor in
inﬁnite dimension. Let us investigate what equivalences or implications among the deﬁning properties
of Theorem 2 and Proposition 2 remain valid in locally reductive and BKM Lie algebras which both
extend the class of ﬁnite-dimensional reductive Lie algebras. It is shown in [St] that properties 4 and
5 of Theorem 2 remain equivalent for arbitrary Lie algebras.
Theorem 3. Let G be a Lie algebra and H a subalgebra of H. Then, H is an ICSA ⇔ H is an NNCSA.
The following implication is trivial in all cases:
NNCSA ⇒ NCSA.
As we will see in the next sections there are no other equivalences or implications that hold for all
Lie algebras.
4.1. Locally reductive Lie algebras
The usual way of considering a Cartan subalgebra of semisimple ﬁnite-dimensional Lie algebras
is as a maximal toral subalgebra. This is however not adequate as a deﬁnition of a CSA even in the
context of the nice class of root reductive Lie algebras since they are not self-centralizing and so are
not equal to their 0-generalized eigenspace. This is shown by the following counterexample, given
in [D-CPS], which we reproduce here (in an equivalent form).
Example 4. Consider the root reductive Lie algebra gl(∞). We keep the notation of Example 3.
The abelian subalgebra
H = {Eii + E1i, E jj + E j2: i  3, i odd, j  4, j even}.
Since for any i  1, exp(ad E1i)(Eii) = Eii + E1i and exp(ad(−Ei2))(Eii) = Eii + Ei2, H is a maximal
toral subalgebra but E12 ∈ ZG(H), the centralizer of H in gl(∞).
The above example together with Corollary 1 in the context of splittable Lie algebras, which is
precisely the case for locally reductive ones, leads to the consideration of the centralizers of maximal
toral subalgebras. This is what the authors do in [NP,D-CPS]. The existence of these Lie subalgebras
requires the concept of semisimple elements. Thus in [NP,D-CPS], the authors choose GCSAs as the
deﬁnition of a Cartan subalgebra for locally reductive Lie algebras. The deﬁnition of a GCSA for this
class of Lie algebras simpliﬁes as they are splittable.
Let us see how this property compares with the other possible characterizations. In [D-CPS] it is
shown that GCSAs of root reductive Lie algebras are not only NCSAs but are in fact nilpotent and
self-normalizing.
We ﬁrst show that the converse holds, thus answering in the positive a question posed in [D-CPS].
Theorem 4. Let G be a root reductive Lie algebra. Then H is a GCSA if and only if H is nilpotent and self-
normalizing.
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Since H is self-normalizing, and G is a splittable Lie algebra, for all h ∈ H , its nilpotent and
semisimple parts are in H . Proposition 3.1 in [D-CPS] tells us that H  ZG(Hs) as H is nilpotent.
Consider the H-module V = ZG(Hs)/H . We show by induction on the nilpotent depth d of H that
V = 0.
Suppose that d = 1, i.e. that H is abelian and that V = 0. There is an element v ∈ V and a nilpotent
h ∈ H such that h.v = 0. Let n  2 be a minimal integer for which hn.v = 0. Consider u = hn−1v and
let U be the H-submodule of V generated by u. If dimU < ∞, then Engel’s Theorem implies that
H cannot be self-normalizing. So dimU = ∞. This implies that the H-submodule generated by v is
inﬁnite-dimensional. As H is abelian, it follows that there is an inﬁnite-dimensional H-submodule W
of V which, considered as an h-module is a direct sum of copies of the h-module generated by v .
Therefore the action of h on W is an inﬁnite matrix of type
⎛
⎝
A 0 · · ·
0 A · · ·
0 0
. . .
⎞
⎠ ,
where A is a ﬁnite nilpotent matrix. However as the Lie algebra G is root reductive, there is a basis of
W with respect to which only ﬁnitely many entries are non-trivial. However it is clearly not so and
we get a contradiction. Hence V = 0.
Suppose that d > 1. Set Hi = [H[· · · [HH]]], H appearing i times. Since Hd = 0, there is a minimal
integer r > 0 such that Hr+1 acts trivially on V and so V can be considered as an H/Hr+1-module
and there exist elements h ∈ Hr and v ∈ V such that h.v = 0. As [H,h] Hr+1, the above argument
again forces V = 0.
Therefore by induction, H = ZG(Hs) when Z(G) = 0. 
This result leads to believe that nilpotence should not be replaced by local nilpotence in the con-
text of locally reductive Lie algebras. Indeed, the above proof remains valid for all locally reductive
Lie algebras, i.e. if G is locally reductive and H is a nilpotent self-normalizing subalgebra then H is
a GCSA. However we construct a counterexample to the converse. In other words, though GCSAs of
root reductive Lie algebras are nilpotent, this is not the case for all locally reductive Lie algebras. This
gives a negative answer to a question posed in [D-CPS].
To show that there exist such locally reductive Lie algebras, it suﬃces to show that for any d ∈ N,
there is a locally simple Lie algebra Gd with a nilpotent GCSA of nilpotent depth d. Indeed the direct
sum
⊕
d1 G
d will then have a GCSA which is not nilpotent.
Lemma 6. Let G1 be a ﬁnite-dimensional simple Lie algebra and Hn a nilpotent subalgebra of G1 of depth d
consisting only of nilpotent elements. For each i  2, let Gi−1  Gi be a ﬁnite-dimensional simple Lie algebra
and (Hi)s a toral subalgebra of Gi such that ZGi−1 ((Hi)s) = Hn ⊕ (Hi−1)s . Set G =
⋃
i Gi . Then Hs =
⋃
(Hi)s
is a toral subalgebra of G and H = Hn ⊕ Hs is a nilpotent GCSA of G of depth d.
Proof. Toral subalgebras are abelian [S2] and hence (Hi)s  (Hi+1)s . In particular Hs is a toral subal-
gebra of G . Let x ∈ ZG(Hs) and i  1 such that x ∈ Gi . As [x, (Hi+1)s] = 0, the above stated hypothesis
implies that x ∈ Hn ⊕ (Hi−1)s  H . Hence H is a GCSA of G . 
Therefore it suﬃces to construct for each d 0 a nilpotent subalgebra in the above manner, choos-
ing the injections adequately.
Example 5. Let
G1 = sl(n+ 1)
and ei, f i , 1 i  n be the usual Chevalley generators of G1.
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Hn = 〈e1, . . . , en〉.
Let
G2 = sl
(
(n − 1)n + 7)
and Ei, Fi , 0 i  (n − 1)n + 5 be Chevalley generators of G1. Let T2 be the CSA of G2 generated by
the elements hi = [Ei Fi]. The idea is to inject via a map Φ , for each i, ei (resp. f i) into the nilpotent
subalgebra generated by the elements Ei (resp. Fi) in such a way that for each i, there is a summand
E j of Φ(ei) for which E j+1 does not appear as a summand of ek for any 1 k n.
Consider the following injection
G1 → G2,
e1 → E1 + E2n+4 + E3n+4 + E4n+4 + · · · + E(n−1)n+4,
e2 → E2 + E2n+5 + E3n+5 + E4n+5 + · · · + E(n−1)n+5,
e3 → E3 + Eα2n+3+α2n+4 + E3n+6 + E4n+6 + · · · + E(n−1)n+6,
e4 → E4 + E2n+2 + Eα3n+3+α3n+4+α3n+5 + E4n+7 + · · · + E(n−1)n+7,
...
en → En + En+2 + E2n+7 + E3n+8 + · · · + Eα(n−1)n+3+α(n−1)n+4 ,
f1 → F1 + Fα0+α1 + F2n+4 + F3n+4 + F4n+4 + · · · ,
f2 → F2 + F2n+5 + Fα2n+5+α2n+6 + F3n+5 + F4n+5 + · · · ,
f3 → F3 + Fα2n+3+α2n+4 + F3n+6 + Fα3n+6+α3n+7 + F4n+6 + · · · ,
f4 → F4 + F2n+2 + Fα3n+3+α3n+4+α3n+5 + F4n+7 + Fα4n+7+α4n+8 + · · · ,
...
fn → Fn + Fn+2 + F2n+7 + Fα2n+6+α2n+7 + F3n+8 + Fα3n+7+α3n+8 + · · · + F(n−2)n+n+3.
We identify G1 with its image in G2. Consider the following toral subalgebra of T2:
(H2)s =
〈
t ∈ T2: [t, ei] = 0, i  1 n
〉
.
Then
ZG1
(
(H2)s
)= Hn.
We next inject G2 into a simple Lie algebra G3 = sl(m) for m  n in a similar manner as above
and we adapt the above notation to G3. It then follows that for
(H3)s =
〈
t ∈ T3: [t, ei] = 0, i  1 n
〉
,
ZG2
(
(H3)s
)= Hn ⊕ (H2)s.
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G =
⋃
i1
Gi
has a GCSA H = Hn ⊕ Hs , where Hs =⋃i1(Hs)i of nilpotent depth n.
We have constructed locally semisimple Lie algebras with a non-nilpotent GCSA and not locally
simple ones. We think it should be possible to ﬁnd a locally simple counterexample. However for our
purposes this suﬃces. Indeed our aim was to give evidence that nilpotence, as one would expect, is
too strong a condition in general and in particular for locally reductive Lie algebras. Would relaxing
nilpotence to local nilpotence therefore lead to a reasonable deﬁnition of a CSA in inﬁnite dimension?
Namely, what about considering NCSAs? GCSAs are NCSAs [D-CPS] but the next example shows that
the converse is false. In other words, NCSAs form a much larger class of subalgebras.
Example 6. Let G =⋃Gi be a root reductive Lie algebra, where the ﬁnite-dimensional subalgebras Gi
are reductive. We want to construct a chain of nilpotent subalgebras Hi  Gi , Hi  Hi+1 such that
d(Hi+1) > d(Hi) (where d(Hi) is the nilpotent depth of Hi) and NGi (Hi+1) = Hi . Then the subalgebra
H =⋃ Hi will be self-normalizing and locally nilpotent but not nilpotent. Since by Theorem 4.12 in
[D-CPS], GCSAs are nilpotent, H cannot be a GCSA.
We take G = gl(∞) and for clarity of exposition, we take Z− {0} as the indexing set of the simple
roots of G (instead of N). Deﬁne
G j = 〈ei, f i: − j  i  j〉
and
H1 = 〈e−1 + e1〉,
H j = 〈H j−1, e− j + e j + eα− j+1+···+α j−1〉.
For j < k, we write
eα j+···+αk := [e j, eα j+1+···+αk ].
Since H j  〈ei: − j  i  j〉, the subalgebra H j is nilpotent and clearly d(H j+1) > d(H j).
We show by induction on i that NGi (Hi+1) = Hi . Set
Ni = NGi (Hi).
Then, N1 = 〈H1, eα−1+α1 ,h−1 + h1〉. The subalgebra H2 has basis
{e−1 + e1, e−2 + e2 + eα−1+α1 , −ea−2+α−1 + e+α1+α2 , eα−2+α−1+α1 + eα−1+α1+α2}.
For a,b ∈ C,
[
aeα−1+α1 + b(h−1 + h1), e−2 + e2 + eα−1+α1
]
= −aeα−2+α−1+α1 + aeα−1+α1+α2 − b(e−2 + e2) + 2beα−1+α1 .
If this element is in H2, then a = 0= b; and so NG1(H2) ∩ N1 = H1.
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x= h +
∑
α>0
aαeα,
where h ∈ 〈hi〉 and aα ∈ C.
Now, α−1(h) = α1(h), α− j(h) = α j(h) =∑ j−1− j+1 αi(h) for all 2 j  n− 1. This forces
h = 0.
By induction, we may assume that if aα = 0, then α = α−n+1+β , where β = 0 or β = α−n+2+· · ·+αi ,
−n + 3  i  n − 1; or α = αn−1 + β , where β = 0 or β = αn−2 + · · · + αi , −n + 1  i  n − 3; or
α = α−n+2 + β , where β = 0 or β = α−n+3 + · · · + αi , −n + 4  i  n − 2; or α = αn−2 + β , where
β = 0 or β = αn−3 + · · · + αi , −n + 2 i  n− 4.
It follows that
x ∈ Hn−1.
Hence H =⋃ Hi is an NCSA.
What about the class of NNCSAs?
Proposition 3. Let G be a locally reductive Lie algebra and H is an NNCSA of G. Then H is a GCSA. If G is
moreover root reductive then H = Hs.
Proof. If H is a splitting Cartan subalgebra, then it is clearly an NNCSA. So we only need to prove the
converse. Let H be an NNCSA.
We ﬁrst show that H is a GCSA. As H is locally nilpotent, H  ZG(Hs) by Proposition 3.1
in [D-CPS]. We show that H is maximal locally nilpotent. Let x ∈ G be such that L = 〈H, x〉 is locally
nilpotent. Then, x ∈ ZG(Hs) and so Hs is an ideal of L and by assumption L/Hs is locally nilpotent.
So by Theorem 3, L = H + Hs = H and so x ∈ H . If x ∈ ZG(Hs) and its semisimple and nilpotent parts
are in ZG(Hs). Suppose that x ∈ ZG(Hs) is a nilpotent element. Then, 〈H, x〉 is locally nilpotent and so
from what precedes, x ∈ H . Therefore all nilpotent elements of ZG(Hs) are in H and so H is an ideal
of ZG(Hs). This forces H = ZG(Hs) as H is self-normalizing. As a result H is a GCSA.
We next show that H is a maximal toral subalgebra of G . Suppose that this is not the case.
Then, H contains a nilpotent element x. Suppose ﬁrst that H is abelian. Then, H  ZG(x). Let t be
a semisimple element such that [t, x] = x. Then, [t, ZG(x)] ZG(x) but t /∈ ZG(x). As H is an NNCSA,
ZG(x) must be self-normalizing. Hence by Proposition 3.14 in [D-CPS], the nilpotent depth of H is 1.
Hence there is a nilpotent element x ∈ [H, H]. As [H, H]  Z(H), the above argument leads to a
contradiction. 
As the next example shows, an NNCSA need not be a split CSA.
Example 7. Let G = gl(∞) and H = 〈∑ij=1 Eij − Ei+1, j: i  1〉. Then, H = Hs . Consider L = 〈H, x〉,
where x = Eij , j > i then H has a simple subalgebra and so if K is an ideal of L such that L/K is
locally nilpotent, then K = L and a fortiori L = K +H . Therefore this property holds for all subalgebras
containing L. Hence assume that H  L is a subalgebra of G such that Eij ∈ L implies that j  i.
Yet not all GCSAs of L with H = Hs are NNCSAs:
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subalgebra L = 〈Eii, E1i: i  1〉. K = 〈E1i: i  1〉 is a normal subalgebra of L such that L/K is abelian
but L = K + H since E11 /∈ K + H . Therefore H is not an NNCSA.
As for H = G0(H), Theorem 4.1 in [D-CPS] tells us that:
Proposition 4. Let G be a root reductive Lie algebra. Then H is a GCSA if and only if H is an OCSA.
4.2. Borcherds–Kac–Moody algebras
Next let us consider BKM Lie algebras G = G(A, H). They also generalize semisimple ﬁnite-
dimensional Lie algebras and the Lie subalgebra H is a splitting CSA, the deﬁning characteristic of
a CSA in the ﬁnite-dimensional semisimple context.
And indeed this is the deﬁnition of a CSA given by Kac and Petersen in [KP] for Kac–Moody
algebras. It can be directly extended to BKM Lie algebras and is the one used in this more general
setup [R1].
We need to differentiate between BKM Lie algebras with ﬁnite-dimensional splitting CSAs and
those with inﬁnite-dimensional ones. Moreover we need to eliminate a degenerate case. Let us ﬁrst
consider a BKM Lie algebra G = G(H, A) with dim H < ∞. We have to be somewhat careful about
how we deﬁne the roots. Let Q be the free abelian group generated by elements αi , i ∈ I . With the
bilinear form deﬁned by (αi,α j) = aij , the group Q becomes the root lattice and
G = H ⊕
( ⊕
α∈Q
Gα
)
.
Moreover the set of roots does not contain 0 and is contained in Q + ∪ (−Q +), where Q + =∑i Z+αi .
The reason for taking roots in Q rather than in the dual space H∗ is that in inﬁnite dimension the
simple roots may be dependent if they are considered to be elements of H∗ .
The problem resides in the fact that there may be roots α ∈ Q such that [H,Gα] = 0.
Lemma 7. Let G = G(H, A) be a BKM Lie algebra with an indecomposable Cartan matrix A. Then there is a
root α ∈ Q such that [H,Gα] = 0 if and only if the matrix A is of aﬃne type and the centre Z(G) of G is trivial.
Proof. Suppose that the root α ∈ Q is as stated. Then, (α,αi) = 0 for all i ∈ I . Hence as the Cartan
matrix A is indecomposable, I = supp(α), the support of the root α. It follows that the matrix A is
of aﬃne type. Let c ∈ H be the image of the root α in H . Then, (c, H) = 0 and so c = 0 since the
bilinear form is non-degenerate on H . Moreover as Z(G) = Cc and so Z(G) = 0. The converse clearly
holds. 
Therefore,
Corollary 3. Let G = G(A, H) be a BKM Lie algebra. Then, G = H ⊕ (⊕α∈Q Gα). Moreover, if A is of aﬃne
type, suppose that Z(G) = 0. Then, H = G0(H).
Theorem 5. Let G = G(A, H) be a BKM Lie algebra such that dim H < ∞ and if A is of aﬃne type suppose
that Z(G) = 0. Then:
1. T is a splitting CSA if and only if T is a GCSA.
2. H is a splitting CSA ⇒ T is an NNCSA ⇒ T is an NCSA ⇒ T is an OCSA.
We need a preliminary result to show this equivalence. For any h ∈ Gﬁn , the operator (adh)s is
well deﬁned. This is a derivation of G and hence to prove Theorem 5, we need some information
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of the proof of Theorem 5.2 in [MZ] to the context of BKM Lie algebras from that of Kac–Moody
ones.
Let Z be the centre of the BKM Lie algebra G = G(A, H),  its set of roots with respect to the
BKM-CSA T , ± the set of positive and negative roots respectively, Gα the α-root space for α ∈ 
and N± =⊕α∈± Gα . Let Π = {αi: i ∈ I}, where I is a countable indexing set, be a subset of simple
roots. Set Q = Z+Π ∪ Z−Π .
Lemma 8. Let D be a derivation of the BKM Lie algebra G = G(A, H). Then, for any element n ∈ N+ ⊕ N−
such that (D − (adn))H ⊂ H, (D − (adn))H ⊂ Z and (D − (adn))(Gα) Gα for all α ∈ . Moreover, there
exists such an element n.
Proof. No complex vector space is the countable union of proper subspaces. So there is an element
h ∈ H such that α(h) = β(h) for α,β ∈ Q implies that α = β . Write D(h) = h1 +∑α∈ eα , where
h1 ∈ H and eα ∈ Gα . Set n = −∑α α(h)−1eα . Then, (D − (adn))(h) = h1. Hence, without loss of gen-
erality, we may assume that
D(h) ∈ H .
So, for any t ∈ H ,
0= D([h, t])= [D(h), t]+ [h, D(t)]= [h, D(t)].
By deﬁnition of h it follows that
D(H) ⊂ H .
Moreover for all α ∈ , eα ∈ Gα , t ∈ H ,
α(t)D(eα) = D
([t, eα])= α(D(t))eα + [t,d(eα)].
Writing D(eα) = c +∑β∈D xβ , where xβ ∈ Gβ , c ∈ H , we get
α(t)
(
c +
∑
β∈D
xβ
)
= α(D(t))eα +∑
β∈
β(t)xβ .
Considering t = h, the deﬁnition of h implies that
D(eα) ∈ Gα.
This in turn gives and
α
(
D(t)
)= 0
for all roots α ∈ D and t ∈ H . This forces
D(H) ⊂ Z . 
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splitting CSA. We show that T is a GCSA. Then T is abelian [KP] and hence locally nilpotent. Suppose
that x ∈ NG(T ). As G is the sum of eigenspaces for T and T = G0(H), x ∈ T and so T is a GCSA.
Suppose that T is a GCSA. We show that it is a splitting CSA. Let x ∈ Tﬁn  GKM . Write
x= t +
∑
α∈
xα,
where xα ∈ Gα . From Theorem 2.3.33 in [R2] we know that unless G is a Heisenberg algebra, for any
imaginary root α, there is a root β such that (ad xα)nxβ = 0 for all integers n 0.
Case 1. G is not a Heisenberg algebra.
Since the operator ad x acts locally ﬁnitely on G , the above forces all roots α ∈  such that xα = 0
to be real. As a consequence, x ∈ GKM , where GKM is the Kac–Moody subalgebra of G generated by the
splitting CSA H and the simple root spaces G±αi , where αi ∈ Π is a real root. Hence (ad x)GKM ⊂ GKM ,
and so (ad x)s(GKM) ⊂ GKM . The semisimple operator (ad x)s is a derivation of G . Therefore Lemma 8
implies that there is an element n ∈ GKM such that
(ad x)s − (adn)(H) Z
and
(ad x)s − (adn)(Gα) ⊂ Gα
for all α ∈ . From Section 2.3 in [R2] we know that dimG±αi = 1 for all real simple roots αi . Let
0 = ei ∈ Gαi and f i ∈ Gαi be Chevalley generators of GKM . Then, D(ei) = riei and D( f i) = si f i for some
scalars ri, si ∈ C. Setting hi = [ei, f i], then,
D(hi) = (ri + si)hi .
If D(hi) = 0, then hi ∈ Z and hence (hi,hi) = 0, contradicting the fact that αi is a real root. So
ri + si = 0. Therefore there is an element h ∈ H such that
D = (ad x)s − ad(n+ h)
satisﬁes
D
([GKM,GKM])= 0, D(Gα) ⊂ Gα, ∀α ∈ , D(H) ⊂ Z .
Since the derivation (ad x)s acts semisimply on GKM , it follows that the element n + h is a semisim-
ple element of GKM and that in GKM it is equal to the semisimple part xs of x hence of G . From
Lemma 8 it follows that for any y ∈ Hﬁn , [xs, ys] = 0. As all toral subalgebras are contained in a CSA,
there is an inner automorphism φ of G {ys: y ∈ Hﬁn}  φ(H). The automorphism φ is a product
of exp(ad eα), where α ∈  is a real root and so eα ∈ GKM , we can deduce that D(φ(Gα)) ⊂ φ(Gα)
and D(φ(H)) ⊂ Z . So without loss of generality, we may assume that n = 0. Hence, for all t ∈ T ,
(ad t)(ad xs) = (ad xs)(ad t). In other words from the deﬁnition of the subalgebra T , we get
H ⊂ T .
So,
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since the elements of H are semisimple. Let y = t +∑α yα ∈ ZG(H), where yα ∈ Gα . Then, α(H) = 0
for all roots α ∈  for which yα = 0. Since the bilinear form on H is non-degenerate, this forces
[GαGα] = 0 and (α,αi) = 0 for all i ∈ I . Therefore
T = H .
Case 2. G is a Heisenberg algebra.
Since the Cartan matrix A is indecomposable, it follows that the dimension of the derived algebra
[GG] is 3 and so has generators e, f ,h = [ef ]. As ad(ae + bf )2 = 0, the operator ad(ae + bf ) is nilpo-
tent for all scalars a,b ∈ C. In particular exp(ad e) and exp(ad f ) are automorphisms of G . Let α be
the root corresponding to the root vector e. If t ∈ H is such that α(t) = 0, then
exp(ad sf )exp(ad re)t = t + α(t)rsh − α(t)re + α(t) + se.
It follows that any element
x= t + ae + bf
with α(t) = 0 is semisimple. If α(t) = 0, then the above implies that t = xs and ae + bf = xn are
respectively the semisimple and nilpotent parts of x. Suppose that x ∈ T . If α(t) = 0, then what pre-
cedes implies that we may assume x = t . Let y = t1 +a1e+b1 f , where a1,b1 ∈ C, be another element
in T , then [xy] = 0 and so a1 = b1 = 0. Therefore,
T = H .
If α(t) = 0, then as t is the semisimple part of x, y = t1 + a1e + b1 f ∈ T implies that [y, t] = 0. From
what precedes, we may assume that α(t1) = 0. It follows that T = G and α(H) = 0, contradicting the
non-degeneracy of the bilinear form on H . 
NCSAs give rise to a large class of uninteresting subalgebras of BKM Lie algebras. We illustrate this
by the example of the Monster Lie algebra.
Example 9. Let G = G(A, H) be the Monster Lie algebra. In other words, H = C2 with bilinear form
given by (a,b).(c,d) = −ad − bc for a,b, c,d ∈ C and (a,b) is a root of multiplicity c(ab), where for
n ∈ Z, c(n) is the coeﬃcient of the normalized modular invariant J (q) = q−1 + c(1)q + c(2)q2 + · · · .
So the positive roots may be taken to be (a,b) with a,b ∈ N and (−1,1). Let G(a,b) be the (a,b)-root
space and + the set of positive roots.
Note that for a,b, c,d > 0, (a,b).(c,d) < 0 and (a,b).(−1,1) = 0 if and only if a = b. Therefore for
a,b, c,d ∈ N, for any x ∈ G(a,b) and y ∈ G(c,d) , [x, y] = 0 unless (a,b) = (c,d) and x= y; also [x, y] = 0
for y ∈ G(−1,1) if and only if b = a.
We ﬁnd an element x ∈⊕α>0 Gα such that for any y = n− + t + n+ , where n− ∈⊕α<0 Gα , t ∈ T
and n+ ∈⊕α>0 Gα , (ad x)m y = 0 for all m > 0 if t+n+ = 0. We then choose an element z ∈⊕α<0 Gα
such that [z, x] = 0 and (ad z)m y = 0 for all m > 0 if n−t = 0. As [G(a,b),G(c,d)] G(a+c,b+d) this then
shows that the 2-dimensional abelian subalgebra 〈x, z〉 is an NCSA.
Consider elements x1 ∈ G(1,2) , x2 ∈ G(3,1) , x3 ∈ G(3,2) . Let x= x1 + x2 + x3. Let n+ =∑(a,b)∈+ x(a,b) ,
where x(a,b) ∈ G(a,b) . Suppose that n+ = 0. Let (a,b) be such that a + b is maximal and appears in
the sum. Then, as x3 is the component of x corresponding to a root (c,d) with maximal c + d and
(ad x3)mx(a,b) = 0 for all m > 0, it follows that (ad x)m y = 0 for all m > 0. Suppose that n+ = 0 and
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above, [t, x3] = 0.
Similarly [t, x1] = 0 since (−2,1) and (2,0) are not roots (as c(−2) = 0 = c(0) in the q-expansion
of the function J ).
Therefore, t = 0.
Now (−4,−2) is a root and c(8) = dimG(−4,−2) > dimG(−1,−1) = c(1). Therefore there is an ele-
ment z ∈ G(−4,−2) such that [z, x2] = 0. Moreover as (−3,0) and (−1,0) are not roots, [z, x1] = 0 =
[z, x3].
Similar arguments as above imply that (ad z)m y = 0 for all m > 0 if n−t = 0. As a consequence
T = 〈x, z〉 is an NCSA.
These type of arguments lead to too large a class of NCSAs of no particular interest in the Monster
subalgebra or in other BKM Lie algebras.
The above example is also that of an OCSA. Therefore H = G0(H) does not give a class of interest-
ing subalgebras.
Moreover, splitting Cartan subalgebras of BKM Lie algebras G = G(A, H) with dim H < ∞ are
unique up to conjugacy (i.e. inner automorphisms), which is further evidence of their importance.
This result was shown in [KP] for Kac–Moody algebras and extended to BKM Lie algebras in [R1].
We next consider BKM Lie algebras G = G(A, H) with dim H = ∞. In fact when the bilinear form
on G is positive deﬁnite, they are the same as root reductive Lie algebras. To show this we need some
a preliminary results from [D-CPS] which we state. It tells us that a root space decomposition of a
locally ﬁnite semisimple Lie algebra only exists in the root reductive case. Note ﬁrst that for arbitrary
Lie algebras, just as we have to be careful with the deﬁnition of the 0-eigenspace, so do we for that
of all eigenspaces. For any Lie algebra G , subalgebra H of G , and α ∈ (H/[HH])∗ , set
Gα =
{
x ∈ G: ∃n, ∀h1, . . . ,hn ∈ H,
(
adh1 − α(h1)I
) · · · (adhn − α(hn)I)x= 0}.
If G is a locally ﬁnite Lie algebra and H a Lie subalgebra for which H = G0(H), then the sum of the
subspaces Gα , where α ∈ (H/[HH])∗ , is direct and an H-submodule of G .
Proposition 5. Let G be a locally ﬁnite semisimple Lie algebra of countable dimension and H a Lie subalgebra
for which H = G0(H). If G = H ⊕ (⊕α Gα), then the Lie algebra G is root reductive.
This result, proved in [PS] also allows us to deduce that root reductive Lie algebras and BKM Lie
algebras with a positive deﬁnite contravariant bilinear form are the same objects.
Corollary 4. A Lie algebra is a BKM Lie algebra G with a positive deﬁnite Hermitian form (.,.) which is con-
travariant with respect to an anti-linear involution ω if and only if G is a root reductive Lie algebra.
Proof. Let G be a BKM Lie algebra with the stated property. It follows that the bilinear form is
positive deﬁnite on the Lie subalgebra H . In particular, all the roots of G have positive norm. Consider
a ﬁnite subset of simple roots S = {α1, . . . ,αn}. The corresponding submatrix of the Cartan matrix is a
positive deﬁnite Cartan matrix. Hence the Lie subalgebra generated by the elements ei, f i , 1 i  n is
ﬁnite-dimensional. Therefore, the Cartan decomposition of G implies that any ﬁnite subset of elements
of G generates a ﬁnite-dimensional Lie algebra. So the BKM Lie algebra G is locally ﬁnite and so must
by Proposition 5 be a root reductive Lie algebra.
Conversely, suppose that G is a root reductive Lie algebra. Then, Proposition 1 tells us that the
derived subalgebra [G,G] is a direct sum of ﬁnite-dimensional simple Lie algebras and of copies of
sl(∞), o(∞) and sp(∞) with countable multiplicities. Each of these summands are BKM Lie algebras
with the desired property. Therefore so is G . 
Therefore as the case of root reductive Lie algebras has already been discussed, for our purposes
we do not need to consider the inﬁnite-dimensional splitting CSA case further.
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Let us next consider a class of Lie algebras generalizing the solvable ﬁnite-dimensional algebras
instead of the semisimple ones.
Theorem6. Let G be an ideally ﬁnite Lie algebra and H a Lie subalgebra of G. Then the following are equivalent:
1. H is an NNCSA;
2. H is an NCSA;
3. H is a GCSA.
The equivalence of statements 1 and 2 was shown in Theorem 3.3 in [S2]. To prove that 1 and
3 are equivalent, we ﬁrst observe that contrary to the case of locally reductive Lie algebras, toral
subalgebras of ideally ﬁnite Lie algebras are always ad-diagonalizable. More generally,
Lemma 9. Let G be an ideally ﬁnite Lie algebra and H a subalgebra of G such that for all x, y ∈ H,
[(ad x)s, (ad y)s] = 0. Then, G is (ad H)s-diagonalizable.
Proof. Let x ∈ G . Then, there is a ﬁnite-dimensional ideal I such that x ∈ I . As I is an ideal, [H, I] I .
Since I is a ﬁnite-dimensional ideal, (ad x)s(I) I for all x ∈ H . Therefore, x is the sum of simultane-
ous eigenvectors for the elements (ad x)s as x runs through H . 
We now prove Theorem 6.
Proof of Theorem 6. Let H be a GCSA. Let K be a Lie subalgebra such that H  K  G . We need to
show that N = NG(K ) = K . Suppose that there is so subalgebra K for which N = K . Let x ∈ N − K . Set
L = 〈K , x〉. Then, K is an ideal in L. Both K and L are H-modules and hence Lemmas 3 and 9 imply
that L is the direct sum of weight spaces for (ad H)s and so is L/K . By deﬁnition of N , [h, x] ∈ K for
all h ∈ H . Since dim L/K = 1, there is a unique weight λ : (ad H)s → C such that the weight spaces
Lλ = Kλ . We may assume that x ∈ Lλ − Kλ . Hence, (adh)s(x) = λ(ad(h)s)x. On the other hand, as
[h, x] ∈ K for all h ∈ H , (adh)sx ∈ K for all h ∈ H . Therefore λ = 0 and so (adh)s(x) = 0 for all h ∈ H .
So by deﬁnition of H , x ∈ H  K , contradicting the fact that x /∈ K . Therefore H is an NNCSA.
Conversely suppose that H is an NNCSA. Set L = {x ∈ H: (ad y)sx = 0, y ∈ H}. As H is locally
nilpotent, H  L. Let x ∈ L−H and I be a ﬁnite-dimensional ideal of L such that x ∈ I . Then, [H, I] I .
Since x ∈ I0 = L ∩ I , x /∈ H and dim I < ∞, by Engel’s Theorem, there is an element in 0 = y ∈ I0 − H
such that [H, y] H . However H = NG(H) and so y ∈ H . This contradiction forces H = L, i.e. H is a
GCSA. 
4.4. Generalization of Cartan subalgebras to arbitrary Lie algebras
Examples 6 and 9 show that the class of NCSAs is too large in the context of both root reductive
and BKM Lie algebras and that nilpotent NCSAs is not adequate in the larger context of locally reduc-
tive Lie algebras. Thus the deﬁnition of a Cartan subalgebra in an arbitrary context proposed in [BP]
does not seem to be adequate in these setups. Examples 7 and 8 tell us that the class of NNCSAs of
root reductive Lie algebras contains some non-split maximal toral subalgebras and not some others.
Therefore this does not seem to be a reasonable choice for a deﬁnition. Example 9 also shows that
OCSAs of BKM Lie algebras are too large and uninteresting a class of subalgebras. Split Lie algebras do
not make sense in the non-semisimple setup of ideally ﬁnite Lie algebras. Therefore, the only possi-
bility left is that of a GCSA given on p. 20. The following resume of above results justiﬁes taking this
as the deﬁnition:
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1. Let G be a locally reductive Lie algebra. Then,
NNCSA ⇒ GCSA ⇒ NCSA.
2. Let G be a root reductive Lie algebra. Then,
OCSA ⇔ GCSA.
3. Let G = G(A, T ) be a BKM Lie algebra with dim T < ∞ and suppose that when the Cartan matrix A is of
aﬃne type, Z(G) = 0
splitting CSA ⇔ GCSA.
4. Let G be an ideally ﬁnite Lie algebra. Then,
NNCSA ⇔ NCSA ⇔ GCSA.
In particular, in the latter two contexts, the usual deﬁnition of a Cartan subalgebra is equivalent
to that of a GCSA. Note that in the degenerate case when G = G(A, T ) is a BKM Lie algebra such
that dim T < ∞, the Cartan matrix A is of aﬃne type and Z(G) = 0, H is a GCSA if and only if
H is either a splitting CSA or H is conjugate under an inner automorphism to the Lie subalgebra
〈T , enα: (α,α) = 0; n ∈ Q〉.
We next show that GCSAs always exist.
Lemma 10. A splittable Lie algebra G contains maximal toral subalgebras and these are abelian.
Proof. We show that toral subalgebras of G are always abelian and hence the result is then a conse-
quence of Zorn’s Lemma.
Let T be a toral subalgebra of G and t ∈ T . Then, t acts locally ﬁnitely on G and hence on T . So t
acts semisimply on T . Let h ∈ T be an eigenvector for t , i.e. [t,h] = λh for some λ ∈ C. This implies
that (adh)2(t) = 0. As h acts semisimply on T , it follows that λ = 0. Hence T is abelian. 
Lemma 11. Let G be a Lie algebra such that Z(G) = 0. For any x ∈ Gﬁn, (ad x)s is a semisimple element of
Der G, i.e. acts semisimply on Der G.
Proof. Let x ∈ Gﬁn and d ∈ Der G . Then, [d,ad x] = ad(dx). Hence for any integer n 1,
(
ad(ad x)
)n
(d) = −(ad(ad x))n−1(d(x))
= −ad((ad x)n−1d(x)).
As x ∈ Gﬁn , the subspace of G generated by the vectors (ad x) jd(x), j  1, is ﬁnite-dimensional.
It follows that (ad x) ∈ (Der G)ﬁn . Let ds and dn be respectively its semisimple and nilpotent parts
in Der G . As (adG) is an ideal in Der G , ds (resp. dn) acts semisimply (resp. nilpotently) on adG .
The uniqueness of the Jordan decomposition implies that
[
(ad x)s − ds,adG
]= 0.
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(
(ad x)s − ds(G)
)= 0.
As Z(G) = 0 by assumption,
(ad x)s = ds. 
Lemma 12. Let G be a Lie algebra such that Z(G) = 0 and T be a maximal toral subalgebra of Der G. Set
TG = {t ∈ T : ∃x ∈ Gﬁn, t = (ad x)s}. Then, maximal locally nilpotent subalgebras of ZG(TG) are GCSAs of G.
Proof. Set L = ZG(TG) and
K = {x ∈ G: (ad y)s(x) = 0, y ∈ L ∩ Gﬁn}.
Let y ∈ L ∩ Gﬁn . For any t ∈ TG , t(y) = 0. Therefore [t,ad y] = 0. It follows from Lemma 11 that
[t, (ad y)s] = 0 and so by maximality of T , (ad y)s ∈ TG . As a result,
L  K .
We now prove the converse.
Claim. If x1, x2 ∈ Gﬁn such that (ad xi)s ∈ T , then there is an integer n 1 such that (ad xi)nx j = 0.
As [(ad x1)s, (ad x2)s] = 0,
G =
⊕
α
Gα,
where the subspaces Gα are the common generalized eigenspaces for the operators (ad xi), i = 1,2:
(ad xi)uα = α(xi)uα , α(xi) ∈ C. Now xi ∈ Gα , where α(xi) = 0. Therefore x1, x2 ∈ G0, proving
our claim.
In particular, it follows that for all y ∈ Gﬁn such that (ad y)s ∈ TG , t(y) = 0 for all t ∈ TG ; and so
y ∈ L. Therefore for all x ∈ K , t(x) = 0 for all t ∈ TG . In other words,
K  L. 
The previous result can be easily extended to all Lie algebras.
Theorem 8. All Lie algebras contain a GCSA.
Proof. Let G be a Lie algebra. Lemma 12 tells us that the quotient Lie algebra G = G/Z(G) has a GCSA
H  L, where L = {x ∈ G: (ad y)sx = 0; y ∈ L ∩ Gﬁn}. Let L be the pre-image of L such that Z(G) L.
Then, L = {x ∈ G: (ad y)sx = 0; y ∈ L ∩ Gﬁn}. And hence any maximal nilpotent subalgebra of L is a
GCSA of G . 
The GCSAs of Lie algebras with no elements acting locally ﬁnitely are easy to describe since in this
case L = {x ∈ G: (ad y)s(x) = 0, y ∈ L ∩ Gﬁn} if and only if L = G .
Proposition 6. If G is a Lie algebra such that Gﬁn = 0, then H is a GCSA if and only if H is a maximal nilpotent
subalgebra of G.
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Hence we have the following equivalence.
Corollary 6. If G is a free Lie algebra then H is a GCSA if and only if H is nilpotent and self-normalizing.
For the other extreme case of a locally nilpotent Lie algebra, we get the expected result.
Proposition 7. If G is a locally nilpotent Lie algebra then it has a unique GCSA, namely G itself.
Proof. Gﬁn = G in this case and as all elements act locally nilpotently, for any x ∈ G , (ad x)s = 0.
The result follows. 
There are other classes of inﬁnite-dimensional Lie algebras that have been constructed and partly
studied. In [KR], the authors consider the Lie algebra A∞ of all inﬁnite matrices whose entries are
labeled by Z with ﬁnitely many non-zero diagonals. Hence gl(∞) < A∞ . In [N], the author classiﬁes
locally aﬃne Lie algebras. It would be of interest to determine the conjugacy classes of GCSAs in these
cases.
Note that in [D-CP], the authors continue the study of the structure of locally reductive Lie al-
gebras, in particular their parabolic subalgebras. It would also be interesting to do this for the Lie
algebra A∞ .
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