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The dynamics of active particles is of interest at many levels and is the focus of theoretical
and experimental research. There have been many attempts to describe the dynamics of particles
affected by random active forces in terms of an effective temperature. This kind of description
is tempting due to the similarities (or lack thereof) with systems in or near thermal equilibrium.
However, the generality and validity of the effective temperature is not yet fully understood. Here,
we studied the dynamics of trapped particles subjected to both thermal and active forces. The
particles were not overdamped. Expressions for the effective temperature due to the potential and
kinetic energies were derived, and they differ from each other. A third possible effective temperature
can be derived from the escape time of the particle from the trap, using a Kramers-like expression
for the mean escape time. We found that over a large fraction of the parameter space, the potential
energy effective temperature is in agreement with the escape temperature, while the kinetic effective
temperature only agrees with the former two in the overdamped limit. Moreover, we show that the
specific implementation of the random active force, and not only its first two moments and the two
point auto-correlation function, affects the escape time distribution.
I. INTRODUCTION
Active systems, in which particles move due to non-
thermal (active) forces, are of great current interest in
statistical and biological physics [1–3]. Realizations of
such systems include living systems [4], from cells to
tissues (”active gels”) [5], and synthetic systems [6, 7].
In dense active systems, each particle is confined by
its neighbors, leading to the formation of various con-
densed phases, such as motility-induced phase separation
(MIPS) [8, 9], active fluids and glasses [10]. The dynam-
ics within these dense active systems [11, 12] is controlled
by the rate at which particles undergo reorganization,
and overcome local energy barriers. This dynamics has
been explored in simulations of active glass [13, 14] and
cell tissues [15–17]. These events are driven by both ther-
mal and active forces, and it is, therefore, appealing to
describe them using a modified ”effective temperature”
(Teff ).
The notion of an effective temperature and its useful-
ness in describing the dynamics within non-equilibrium
systems are still being explored and debated [18–20]. Ex-
amples of systems for which this description was explored
range from cells [21–23] to sheared granular matter [24–
26]. Recently, several studies have indicated that the
relaxation process in an active fluid and glass can be de-
scribed as if driven by an effective temperature that has
the form of the potential energy of an active particle in a
confined harmonic potential [27–29] (which we denote as
Tx). The underlying reason for this behavior is not fully
understood.
These observations suggest that inside the dense sys-
tems, the activation of the particles, which allows them
to escape their local confinement and rearrange them-
selves, is driven by an effective temperature Teff ≃ Tx.
Here, we wish to test this notion by studying a much sim-
pler system of a single active particle confined in a finite
harmonic potential (a recent study explored the active
dynamics in a double-well potential [30] and in the over-
damped limit of a general potential [31]). We simulate
this process in a large range of parameters, including the
underdamped regime, which is relevant for strong con-
finement. We find resonance effects due to the oscillations
of the particle in the confining potential. By comparing
the mean escape time to the predictions of Kramers es-
cape theory, we find that the identification of Teff ≃ Tx
gives a very good description of the active escape for a
wide range of parameters. The differences between vari-
ous implementations of the active force, all of which may
have the same first moments and auto-correlation time,
are investigated. Importantly, the limitations of the ef-
fective temperature approach and the conditions for its
validity are explored in order to ensure that this simpli-
fying approach to the non-equilibrium systems of active
matter is not abused. These results, at the single particle
level, can shed light on how activity drives the dynamics
inside dense active systems.
Furthermore, the dynamics of trapped active particles,
most simply modeled in a harmonic potential, was ex-
plored in recent years as a simplified model for the mo-
tion inside active glass [32], gels [33, 34], cells [35–37], and
tissues [38]. Trapped motile bacteria are another such
system [39, 40]. Investigating the active escape from po-
tential wells is, therefore, of general interest in a variety
of different contexts.
The paper is organized as follows. In section II, we
introduce the model and the implementations of the ac-
tive force. In section III, we derive the expressions for
2the effective temperatures and the expressions for the
mean escape time for an active force with long correla-
tion times. In section IV, we present the results for the
simulations of the escape time, including its dependence
on the confining potential and active force characteristics.
The results and their relation to the broader context of
the dynamics of particles subjected to active forces are
discussed in section V, and the broader implications of
the results for dynamics in non-equilibrium systems are
summarized in section VI.
II. MODEL AND FORMULATION OF THE
PROBLEM
The particle dynamics inside a trap is considered to be
a one-dimensional dynamics within harmonic potential
and under the action of both thermal and active noise.
We also take into account the damping, which is assumed
to be linearly proportional to the velocity. The thermal
noise is implemented as a Gaussian white noise, and the
active noise is implemented as a temporally correlated
noise. The equation of motion of the particle within the
trap is [33]:
mx¨ = −γx˙− kx+ fT (t) + fa (t) . (1)
m is the mass of the particle, γ is the friction coefficient,
and k is the harmonic constant. The thermal noise, fT (t),
is characterized by:
〈fT (t)〉 = 0; (2)
〈fT (t)fT (t′)〉 = 2kBTγδ(t− t′).
The specific implementation of the active noise differs be-
tween different scenarios (one source or the collective ac-
tion of many sources). In all implementations, the auto-
correlation function of the active noise is given by:
〈fa (t) fa (t′)〉 =
〈
f2a
〉
exp
(
−|t− t
′|
τon
)
, (3)
and its first moment vanishes, 〈fa(t)〉 = 0. In some parts
of this work, we also considered the dynamics in traps
that are not harmonic. In these cases, the term −kx
in eq. (1) is replaced by the force corresponding to the
actual potential (details are provided where these results
are presented).
We note that we have several time scales in this prob-
lem; the natural ones are the damping time, td = m/γ
and the oscillation time, 1/ω0 =
√
m/k. In addition,
we have the active force correlation time, τon (the sin-
gle source and N source implementations of the active
force also have a mean period τtot ≡ τon + τoff ). If one
considers a finite trap, namely the trapping potential is
truncated at a certain point, xesc, which if passed by the
particle it escapes and its dynamics is not described by
the above equations anymore, an additional relevant time
scale is the thermal mean escape time, approximated by
Kramers’ formula,
τ thermalesc = τ0e
∆E(xesc)/kBT , (4)
where ∆E(xesc) is the energy difference between the es-
cape point and the bottom of the potential well, and τ0
is a coefficient with units of time [41–43] (see Appendix
D for more details).
In order to simulate the dynamics of the particles, we
used the non-dimensional version of eq. 1 which reads,
d2x˜
dt˜2
= −dx˜
dt˜
− αx˜+ φ (t˜)+ βϕs (t˜) , (5)
where x˜ = x/xd, the distance unit is xd ≡
(√
2mkBT/γ
)
,
and t˜ = t/td. The confining potential stiffness is charac-
terized by α = ω20t
2
d, and the dimensionless active force
amplitude is characterized by β = f0/
(
mxd/t
2
d
)
where f0
is a constant (with dimensions of force) setting the am-
plitude of the active force. φ
(
t˜
)
is a Gaussian white noise
with 〈φ(t˜)〉 = 0 and 〈φ(t˜)φ(t˜′)〉 = δ(t˜ − t˜′). ϕs
(
t˜
)
is the
time-dependent part of the non-dimensional active force
(ϕs
(
t˜
)
= fa
(
tdt˜
)
/f0) and its characteristics depend on
the active force implementation. The index s takes ei-
ther an integer value representing the number of sources
or the symbol G, which represents the Gaussian colored
noise implementation of the active force.
The single source implementation of the active force
consists of a sequence of ”on” and ”off” times. The dura-
tion of each ”on”(”off”) period is drawn from an exponen-
tial distribution with the mean equal to τon(τoff ). The
fraction of ”on’ times is given by pon = τon/ (τon + τoff ).
During ”on” times, the amplitude of the active force is
constant and equal to f0 and its direction is randomly
set for each period with equal probability for both sides
(the active force is not biased). For implementations with
any integer number of sources, the sources are assumed
to be independent such that their ”on”(”off”) states are
not correlated, and their directions are also not corre-
lated. The amplitude of each source during ”on” times
is f0/
√
N in order to ensure that the second moment of
the force is the equal to that of the single source imple-
mentation. The Gaussian implementation of the active
force is done by considering it as an Ornstein-Uhlenbeck
process with a correlation time given by τon and a sec-
ond moment 〈f2a 〉. For all implementations of the active
force, its first moment vanishes and the two-point corre-
lation function is given by eq. 3 with 〈fa(tdt˜)fa(tdt˜′)〉 =
f20 ponexp
(−|t˜− t˜′|/(τon/td)). The results will be pre-
sented using the force amplitude β and/or the active
”temperature” Ta ≡ 2β2ponT = 〈f2a 〉/
(
kBγ
2/m
)
.
In order to illustrate the dynamics considered here, we
present typical trajectories in Fig. 1.
III. ANALYTICAL RESULTS
The correlation time of the active force affects the na-
ture of its effect on the dynamics of the particles. For
3short correlation times, it is tempting to characterize the
effect using an effective temperature because the force
statistics is explored before the particles escape the trap.
The expressions for the effective temperatures are derived
and discussed in subsection IIIA. For long correlation
times, particles may escape before the full statistics of
the active force is experienced. Therefore, for long corre-
lation times of the active force, we consider its effect on
the particles by considering the modified confining po-
tential. The characteristics of the escape time from the
modified confining potential are derived and discussed in
subsection III B.
A. Effective temperatures
The system considered here is obviously out of equilib-
rium due to the active force, which is independent of the
friction (does not obey any fluctuation-dissipation rela-
tion). Nevertheless, it is common to try and adapt the
concept of temperature for the description of active mat-
ter properties. For the dynamics considered here, one
may define effective temperatures based on the average
potential energy (or the position fluctuations) or the av-
erage kinetic energy (or the velocity fluctuations). In
addition, when the escape time of the particle is consid-
ered, one may try and identify the effective temperature
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FIG. 1. Typical trajectories of the particle within a finite
harmonic trap. The top panel shows the coordinate vs. time
for a particle influenced by thermal noise alone (solid blue),
a particle under the influence of both thermal noise and the
Gaussian realization of the active force (dashed red), and a
particle influenced by thermal noise and a single source real-
ization of the active force (dotted green). The middle panel
shows the velocity of the particle for the same scenarios, and
the bottom panel shows the specific realization of the single
source force and the Gaussian force. The trajectories were
generated using simulations of the dynamics with the follow-
ing parameters: α = 3, β = 0.5, xesc = xd, and pon = 0.5.
For these parameters, the restoring force due to the potential,
at the escape point, is simply αmxd/t
2
d = 3mxd/t
2
d, which is
larger than the active force values shown in the figure (and
realized in this trajectory).
in Kramers’ sense, i.e., the effective temperature replac-
ing the thermal temperature in Kramers’ expression for
the mean escape time. We define the following effective
temperatures:
Tx =(k/kB)limt→∞〈x2〉; (6)
Tv =(m/kB)limt→∞〈v2〉.
In order to derive the second moments of the velocity
and the position, we write the formal solution for the
coordinate (for simplicity, we set x (t = 0) = v (t = 0) =
0)
x (t) =
2
mω
t∫
0
e
−
(t−t′)
2td sinh
(
ω (t− t′)
2
)
f (t′) dt′, (7)
where ω =
√
1− 4α/td, and f (t) = fT (t) + fa (t). Tak-
ing the square of this expression and averaging over the
thermal and the active noise using their characteristics
(see eqs. (2) and (3)), we obtain for the potential energy
effective temperature
Tx = T + Ta
1 + τon/td
1 + ατon/td + td/τon
, (8)
where the active ”temperature” is defined as: Ta =〈
f2a
〉
t2d/ (mkB). A similar calculation for the second mo-
ment of the velocity yields for the kinetic energy effective
temperature
Tv = T + Ta
1
1 + ατon/td + td/τon
. (9)
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FIG. 2. The potential and kinetic energy effective tem-
peratures for different values of τon (eqs. (8) and (9)).
The different panels correspond to different stiffness val-
ues of the harmonic potential, α. In all panels, the lower
dashed horizontal line corresponds to Teff = T and the
upper dashed line corresponds to the limτon→∞(Tx/T ) =
1 + Ta/(αT ). The dashed vertical red line denotes the value
of τon/td = 1/
√
α for which Tv is maximal (the maximal
value ismax(Tv) = 1+(Ta/T ) (1/(2
√
α+ 1)), and the dashed
vertical blue line denotes the value of τon/td = 1/ (
√
α− 1)
for which Tx is maximal (the maximal value is max(Tx) =
1 + (Ta/T ) (1/(2
√
α− 1))). In all panels, we used Ta/T = 20
and td = 1.
4Equations (8) and (9) show that Tx ≥ Tv, or more pre-
cisely, Tx − T = (Tv − T ) (1 + τon/td). In the limit
of τon → 0, both effective temperatures converge to
the thermal temperature, i.e., as expected, for a very
short correlation time the active force does not contribute
to the fluctuations of the trapped particle (note that
the second moment of the active force is finite in this
limit, which in combination with a vanishing correlation
time, results in no contribution to the fluctuations of the
trapped particles). In the opposite limit of a very large
correlation time of the active force, τon → ∞, Tv con-
verges to the thermal temperature due to the fact that
the ”constant” active force just shifts the stationary point
but does not affect the velocity fluctuations around the
stationary point. Tx, on the other hand, is affected by
the shift of the stationary point (since the fluctuations
are around the stationary point rather than around the
minimum of the potential, x = 0 in our settings) and
approaches the value of limτon→∞Tx = T + Ta/α.
The kinetic energy effective temperature has a max-
imum for a finite value of the correlation time, τon =
td/
√
α. The potential energy effective temperature has
a maximum only for
√
α > 1, and it is obtained for
τon = td/(
√
α − 1). Note that a maximum of the sec-
ond moment as function of the correlation time was also
found for different systems [44].
The effective Kramers’ temperature is unknown, and
it is unclear if Tx or Tv are related to the escape prop-
erties in a similar way to the relation of the thermal
temperature to the escape time in the absence of ac-
tive force. The fact that these expressions were derived
for the infinite time limit suggests that they may not
be relevant for the description of an escape that oc-
curs over shorter time scales than the convergence time
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FIG. 3. Comparison of simulated and calculated effective
temperatures. The potential and kinetic effective tempera-
tures were derived from simulations of the dynamic of trapped
particles using a wide range the harmonic potential stiffness
parameter, α. We used the Gaussian implementation of the
active force with Ta/T = 20 and τon = 1 for all the values
of α. There is an excellent agreement between the calculated
and simulated second moments of the position and the veloc-
ity. For the small values of α the uncertainty (or spread of
simulation results) is more apparent due to the broad range
of x values explored by the trapped particle.
to the asymptotic values of the respective second mo-
ments. The second moments for finite time include ex-
ponentially decaying terms with decay rates of 1/τon and(
1±√1− 4α) /td. Therefore, the values in (8) and (9)
are expected to be relevant for the escape process only
if τesc ≫ max
(
τon, td/
((
1−√1− 4α))), for 1 > 4α, or
τesc ≫ max (τon, td).
The escape is defined by the coordinate and not by the
velocity. Therefore, the fact that the process considered
here is not overdamped suggests that the potential en-
ergy effective temperature, which describes the position
fluctuations, would be more relevant (than the kinetic
energy effective temperature) to the description of the
escape process.
In Fig. 2, we present the effective temperatures (eqs.
(8) and (9)) vs. the active force correlation time. The
different panels correspond to different values of the har-
monic potential stiffness, quantified by α = (ω0td)
2
. The
limits of the effective temperatures for τon → ∞ are de-
noted by horizontal lines, and the values of τon that yield
the maximal effective temperatures are denoted by ver-
tical lines (Tx has a maximum only for
√
α > 1, and
therefore, its maximum is denoted only in the two lower
panels). We tested the validity of the analytically derived
effective temperatures (eqs. (8) and (9)) for a wide range
of potential stiffness values and found excellent agree-
ment with the simulation results in all cases. The sec-
ond moments, which were used to calculate the simulated
effective temperatures, were derived from the simulated
dynamics of trapped particles under the influence of ther-
mal and active noise. The results are presented in Fig.
3.
B. Modified potential
Another way to characterize the effect of the active
force is to consider the fact that the force modifies the
potential and effectively reduces the barrier height. Ob-
viously, this effect is more significant when the correla-
tion time of the force is long, and we expect this effect
to be negligible for very short correlation times. Con-
sidering the active force as constant results in a modifi-
cation of the confining potential and asymmetric barrier
height. The barrier height in the direction of the active
force, ∆E˜
+
= ∆E − fxesc, is reduced while the barrier
height in the opposite direction, ∆E˜
−
= ∆E + fxesc, is
increased.
To find the modified (due to the modified confining
potential) thermal escape time, we consider the asym-
metric energy barrier and assume that the escape is the
combination of two (escape to either side) rate processes,
so
τesc(f)
−1
=
(
τ−esc(f)
)−1
+
(
τ+esc(f)
)−1
(10)
= τ−11
(
e
−
(
∆E+fxesc
kBT
)
+ e
−
(
∆E−fxesc
kBT
))
,
5where τ1 is a constant time from Kramers’ expression and
τ±esc are the mean escape times in the positive/negative
directions, respectively. For consistency with Kramers’
expression we must have τesc(f = 0) = τ
thermal
esc , mean-
ing τ1 = 2τ0. It is important to note that for Kramers’
expression to be valid, the force amplitude must be small
enough such that |∆E˜±| > kBT . For large values of
constant active force, we expect the escape to be almost
ballistic (almost because the thermal noise is still acting
on the particle). We denote the ballistic time to escape
as t∗ (neglecting the thermal noise, its value may be ob-
tained by solving numerically the implicit equation,
e−
1
2
(t∗/td)
(
sinh
(
t∗ω
2
)
+ ωtd cosh
(
t∗ω
2
))
− ωtd
mω (ω2t2d − 1) / (4ftd)
= xesc;
see eq. (7)), and it is expected, in the limit considered
here of long correlation times of the active force, to be
smaller than the thermal escape time. The resulting
mean escape time for a given value of the active force
is given by,
τesc(f) =


τ thermalesc
cosh
(
fxesc
kBT
) |f | << fcr,
t∗(f) |f | >> fcr,
(11)
where we defined fcr = (∆E − kBT ) /|xesc|
For the single source active force, the expected escape
time depends on the ratio τoff/τ
thermal
esc and is given by:
τesc ≈
{
τesc(f0) + (1− pon) τoff τoff ≪ τ thermalesc ,
τ thermalesc ·
(
ponτesc(f0)/τ
thermal
esc + (1− pon)
)
τoff ≫ τ thermalesc .
(12)
There is a probability (1 − pon) that the active force is
zero at the beginning. Therefore, for τoff ≪ τ thermalesc ,
the expected escape time is the weighted sum of waiting
time for the active force to be non-zero (τoff ) and the
escape time over the reduced barrier height. For τoff ≫
τ thermalesc , the expected escape time is the weighted sum
of the thermal escape time and escape time out of the
modified trap. In many cases, the ballistic escape time,
t∗, may be neglected relative to the terms involving the
thermal escape time.
For the continuous Gaussian active force, with a cor-
relation time much longer than the escape time, we have
to consider the Gaussian distribution of the initial force
amplitude. In this implementation of the active force,
the large amplitude only implies a large variance of the
active force, but weaker forces are still possible (though
with a smaller probability due to the broadening of the
distribution). The mean escape time may be written as
τesc ≈
∞∫
−∞
p (f) τesc (f) df ≈ τ
thermal
esc√
2pi 〈f2a 〉
fcr∫
−fcr
e
− f
2
2〈f2a〉
cosh
(
fxesc
kBT
) df. (13)
In the last expression on the RHS, we neglected t∗ for
large force values. The integral can be numerically cal-
culated or approximated by expanding the denominator,
whose argument is small, and taking the integration lim-
its to infinity (the denominator and the Gaussian kernel
ensure that the approximation is valid). The approxi-
mated mean escape time is given by
τesc ≈ τ thermalesc
√
piT
2Ta
xd
xesc
exp
(
T
2Ta
(
xd
xesc
)2)
erfc
(√
T
2Ta
xd
xesc
)
, (14)
where erfc (x) ≡ 1 − erf (x) is the complementary error function. This approximation is expected to provide an
6upper limit for the mean escape time and results in an
analytical expression.
IV. SIMULATION RESULTS
The escape times and other characteristics of the dy-
namics inside the trap were simulated under various pa-
rameters. The simulations were done by numerically
integrating (Euler or second order Runge-Kutta where
needed in order to verify the convergence of the results
[45]) the non-dimensional equation of motion, eq. (5).
All the simulations started with the particle at rest at
the bottom of the trap x˜ (0) = ˙˜x (0) = 0. The time unit
in the non-dimensional dynamics is simply td. Equation
(5) shows that except for the active force, all the other
aspects of the dynamics inside the trap are controlled
by the parameter α (which is proportional to k). The
escape process is also dictated by the non-dimensional
escape point, x˜esc = xesc/xd.
The effects of the active force on trapped particles may
be seen in the probability density functions (PDFs) of
the position and the velocity of the particles. We stud-
ied the PDFs for different characteristics of the confining
potential and the active force. The PDFs also depend on
the implementation of the active force (we obtained the
PDFs for the single source and the Gaussian implemen-
tations of the active force). We found that the PDFs may
show significant deviations from a Gaussian distribution,
especially for long correlation times of the active force.
In all cases, we found an excellent agreement between the
calculated second moments (eqs. (8) and (9)) and those
obtained from the simulations. For particles that can
escape the confining potential, i.e., when we set absorb-
ing boundary conditions for |x| = xesc, the PDFs change
considerably as do the second moments. Therefore, it is
not obvious that the effective temperatures are relevant
for the description of the escape process. The PDFs and
their detailed discussion are provided in Appendices B
and C.
The mean escape time, which is the focus of this work,
depends on the characteristics of the trap, the thermal
noise, and the active force. In particular, the active force
may be implemented using either a single source, several
sources, or the continuous version, which is a Gaussian
colored noise. The correlation time and the second mo-
ment can be set equal in all the implementations. In sub-
section IVA, we present the mean escape time for differ-
ent values of the confining potential stiffness and different
escape points (both of which modify the energy barrier).
In subsection IVB, we present the effects of the active
force correlation time on the mean escape time for differ-
ent amplitudes and implementations of the active force.
In subsection IVC, we study the effects of the number of
sources generating the active force on the mean escape
time, and the probability density function of the escape
time is studied in subsection IVD. In subsection IVE, we
study the mean escape time from non-harmonic confining
potentials.
A. Effects of the barrier height on the mean escape
time
First we examined the dependence of the mean es-
cape time on the energy barrier. For the thermal case,
Kramers’ expression shows an exponential dependence on
the magnitude of the energy barrier, regardless of what
sets the barrier’s height (the barriers height may vary
by varying xesc or α). The other characteristics of the
potential well and the dynamics affect the pre-factor, τ0
(eq. (4)). In the case of an active force, there is no guar-
antee that a similar relation will hold even if one replaces
the thermal temperature with an effective temperature.
Moreover, the effective temperature is not uniquely de-
fined because there is no fluctuation dissipation relation.
In Fig. 4, we present the mean escape time versus the
barrier height. The barrier height was modified by vary-
ing either the escape point (red), xesc, or the stiffness
of the confining potential (blue), α. The different line
styles refer to the thermal case and two different correla-
tion times of the active force. The black line represents
the exponential dependence to guide the eye. The longer
correlation time of the active force reduces the mean es-
cape time for all heights of the energy barrier. For a fixed
α, the dependence of the mean escape time on the energy
barrier height is still exponential, but the slope depends
on the active force characteristics. For the case of vary-
ing α, a deviation from exponential dependence can be
seen even for the thermal case. This deviation is due to
the dependence of the pre-factor in Kramers’ expression,
eq. (4), on α. For more details, see Appendix D.
FIG. 4. Mean escape time vs. potential well barrier height
for a Gaussian active force. The barrier height is controlled
through either the potential’s stiffness α (blue) or the escape
point xesc (red) while the other is held constant. Line styles
represent active force parameters where solid lines correspond
to the thermal case (no active force) and the dashed and dot-
ted lines correspond to active forces with τon/td = 0.01 and
τon/td = 1, respectively. The solid black line is the Kramers
predicted mean escape time, for reference. In all simulations
with an active force, a value of Ta/T = 20 was used
7B. Effects of the active force correlation time on
the mean escape time
In order to explore the high dimension parameter
space, we decided to focus on several cross-sections of this
space where we either set the ratio pon = τon/τtot con-
stant or we kept τtot = τon + τoff constant. For the first
choice, varying τon implies varying τoff by the same mul-
tiplicative factor. This, in turn, implies that larger ”on”
times are always accompanied by larger ”off” times. For
the explicit source implementations (i.e., single source or
any small integer number of sources), this is reflected in
larger ”off” times, which affect the mean escape time if
the thermal force is insufficient to trigger an escape dur-
ing an ”off” time. For the continuous force, only the ratio
pon and the correlation time τon affect the active force
characteristics. We start by considering the constant
pon case. In Fig. 5, we present the mean escape times
for different implementations of the active force: single
source, five sources, and the Gaussian force. For each im-
plementation, three different values of the ratio pon were
considered, pon = 10
−3, 10−2, and 10−1. For each of the
nine parameter sets, we considered three different ampli-
tudes of the active force, β = 2.5, 5, and 10. The results
show that for the single source and the five source imple-
mentations, there is a clear optimal correlation time that
yields the shortest escape time. Considering the fact that
increasing the correlation time results in increasing ”off”
times of the active force (because pon remains constant),
this behavior is easily understood. We also notice that
for short and long correlation times (relative to the op-
timal correlation time), the larger active force amplitude
becomes less effective. For the Gaussian force, we still see
the optimal correlation time despite the fact that there
is no time during which the active force is ”off”. This
behavior is explained by the match (resonance) between
the correlation time of the active force and the time scale
corresponding to the natural dynamics of the particle in
the trap in the absence of an active force. Similar be-
havior was observed for a model describing the effect of
stochastic wind stress on surface ocean currents [44].
For a short correlation time of the active force, the es-
cape time approaches the thermal escape time due to the
inefficiency of the active force, which can change sign be-
fore the particle escapes. It is important to note that the
second moment of the active force approaches zero for
short correlation times (unlike white noise whose second
moment is proportional to a delta function and, therefore,
has a finite contribution even in the limit of a vanishing
correlation time). For long correlation times of the ac-
tive force, there is a saturation but not to the thermal
escape time. For the single source and the five source im-
plementations of the active force, the convergence in the
long correlation time limit is toward the escape time in
the presence of a constant active force but also account-
ing for the probability that the force is ”off” and there is
a waiting time before the particle starts its active escape
process. For the Gaussian force implementation, the con-
vergence is toward the escape time in the presence of a
constant active force but accounting for the weight of the
possible active force amplitudes (see subsection III B).
The expected mean escape times according to
Kramers’ expression with the effective temperatures are
shown in each panel. For short correlation times, the dif-
ferences between the different implementations are small.
The value of τon corresponding to the minimal mean es-
cape time varies between the different implementations
of the active force. For correlation times that are much
smaller than the mean escape time, Kramers’ expres-
sion with the potential energy effective temperature, Tx,
shows good agreement with the results for the Gaussian
implementation of the active force. For correlation times
that are longer than the mean escape time, there is a very
broad range between the Tx and Tv Kramers’ expressions,
and the simulation results are within this range. The
minimal mean escape time for the single source and the
five sources is not well captured by Kramers’ expressions.
In Fig. E.1, we present the same results of Fig. 5
but organized to allow an easy comparison between the
different active force amplitudes.
For long correlation times, we derived an approxima-
tion of the mean escape time, eq. (14). In Fig. 6, we com-
pare the mean escape time derived from simulating the
dynamics of particles escaping the trap with the analyt-
ical expression. The simulations are based on the Gaus-
sian implementation of the active force with different am-
plitudes and correlation times given by τon = 4 × 104td.
The confining potential parameters are: α = 5, xesc = xd.
The values of Ta/T presented correspond to the values
used in the different panels of Fig. 5. Note that larger
differences between the approximation of eq. (14) and
the simulation results for larger Ta are expected due to
the fact that the exponential term in eq. (13) is wider
and values of the active force for which the expansion
of the denominator near zero is less accurate contribute
to the integral. We also verified a convergence of the
mean escape time for longer correlation times, the fact
that the mean escape time is independent of the poten-
tial stiffness, α, and the dependence of the mean escape
time in the escape point, xesc.
In Fig. 7, we present the mean escape time for the case
of constant τtot. For the single source and the five source
implementations, keeping τtot constant implies that in-
creasing the active force correlation time is accompanied
by a decrease in the ”off” times. For the Gaussian im-
plementation, increasing τon implies increasing the active
force amplitude, which is proportional to pon = τon/τtot.
Therefore, there is no optimal correlation time, and the
mean escape time monotonically decreases with the in-
crease in the correlation time for the active force imple-
mentations, for all values of τtot and active force ampli-
tudes. Kramers’ expressions for the mean escape time,
based on the effective temperatures, are also presented.
The expression based on Tx shows good agreement with
the Gaussian implementation of the active force in most
cases. In Fig. E.2, we present the same results but orga-
8FIG. 5. Mean escape time vs. the correlation time of the active force. The three rows correspond to the three indicated values
of pon = τon/τtot (0.001, 0.01, and 0.1). The three columns correspond to the indicated force amplitude, β, (2.5, 5, and 10). In
each panel, the curves show the mean escape time for the three different force implementations (single source, 5 sources, and
the Gaussian) and the mean escape times expected from Kramers’ expression with the effective temperatures, Tx or Tv. The
solid black line in each panel represents the thermal mean escape time. The shaded area represents the 95% confidence interval.
The confidence interval and the mean were derived from 4× 104 simulated trajectories. For all the simulations, xesc = xd and
α = 5.
9nized to enable easier comparison between the different
active force amplitudes.
In Fig. E.3, we present the comparison between the
simulated mean escape times and those calculated using
Kramers’ expressions and the effective temperatures, Tx
and Tv, for two sets of parameters and for the case of con-
stant τtot. The behavior described above can be clearly
seen in this figure.
C. Effects of the number of sources on the mean
escape time
As mentioned above, the Gaussian implementation of
the active force is the limit of having many independent
sources (unsynchronized). To better illustrate this, we
present in Fig. 8 the mean escape time versus the num-
ber of sources and the limiting values derived from the
Gaussian implementation of the active force. The er-
ror bars denote the 95% confidence interval. The fact
that the mean escape time depends on the number of
sources emphasizes the fact that the active force and its
effects are not fully characterized by the correlation time
and the second moment. These, in turn, imply that any
description based on effective temperatures will be lim-
ited. For the long correlation time, τon = 100td, the
mean escape time monotonically decreases with the num-
ber of sources. This decrease is due to the fact that the
more sources there are, the less likely it is to have a time
with no active force. For the shorter correlation time,
τon = td, one sees that the maximal mean escape time
is found for the single source; there is a sharp decrease
for two sources, and then almost a monotonic increase
(within the uncertainty limits) toward the limit of the
Gaussian force implementation. This behavior may be
explained by the fact that when two sources act in the
same direction, the net force is larger than the force of
a single source (because the amplitude is only divided
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FIG. 6. Comparison of the simulated mean escape time with
the theoretical approximation (eq. (14)) for long correlation
times of the active force. The simulations are based on the
Gaussian implementation of the active force with τon = 4 ×
104td. The confining potential parameters are: α = 5, xesc =
xd.
by
√
2). The probability of having all the sources act-
ing in the same direction decreases with the number of
sources; therefore, for more than two sources, there is
an increase in the escape time until it saturates to the
mean escape time corresponding to the Gaussian force
implementation.
D. The probability density function of the escape
time
The escape time is not fully characterized by the mean
value because there is no guarantee that the PDF is ex-
ponential. The deviation from an exponential distribu-
tion may be characterized by the coefficient of variation,
CV ≡ σesc/τesc, where σesc is the standard deviation of
the escape time. In Fig. 9, we present the PDFs of the
escape times for different parameters and the three im-
plementations of the active force. In all cases, α = 5,
xesc = xd, β = 10, andpon = 0.1. For the shortest corre-
lation time considered, τon = 0.001td, for all implementa-
tions, the mean escape time is similar, and the distribu-
tion is very close to exponential, CV = 0.989–0.996. The
red lines present the exponential probability density with
the same mean of the simulations. For the longer correla-
tion time, τon = 0.1td, the deviation from exponential is
apparent for all three active force implementations, and
the probability density is narrower than exponential in
the sense that the coefficient of variation is smaller than
one, CV = 0.9–0.934. For the longest correlation time
considered, τon = 100td, the probability density becomes
broader than exponential for the active force implemen-
tations, CV = 1.1–1.48.
E. Mean escape times from non-harmonic
confining potentials
In order to investigate the relevance of our results to
other confining potentials, we simulated the escape dy-
namics of particles subjected to thermal and active noise
confined by two non-harmonic potentials. The first is the
V-shaped potential, U(x) = αkBT · |x/xd|. The second
potential is U(x) = αkBT · (x/xd)4. The dynamics is
described by eq. (1) with the term −k · x replaced by
−dU(x)/dx. For the V-shaped potential, the force at
x = 0 is defined to be zero. In order to compare the
escape times from the different confining potentials, we
set the energy barrier to be equal in all the potentials.
We also used the same second moment and correlation
time of the Gaussian active force. In Fig. 10, we present
the normalized mean escape times (the mean escape time
from each confining potential is normalized by the mean
thermal escape time from the same potential) for dif-
ferent amplitudes of the active force as dictated by β
and pon values. The mean escape times are presented
against the active force auto-correlation time. Note that
the constant pon value in each panel implies that only
10
FIG. 7. Mean escape time vs. the correlation time of the active force. The three rows correspond to the three indicated values of
τtot (1, 10, and 100). The three columns correspond to the three amplitudes of the active force, β (2.5, 5, and 10). The different
curves in each panel correspond to three implementations of the active force (single source, 5 sources, and the Gaussian) and
to the expected mean escape times according to Kramers’ expression with the effective temperatures Tx or Tv. The solid black
lines present the thermal escape time. The shaded areas (too narrow to see in most cases) present the 95% confidence interval.
The confidence interval and the mean were derived from 4× 104 simulated trajectories. For all the simulations, xesc = xd and
α = 5.
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the ratio between τon/τtot is constant and not the cycle
time. We see that for all three potentials, the normalized
mean escape time is very similar. Moreover, for all cases,
the minimal mean escape time is obtained for the same
auto-correlation time of the active force. These results
suggest that our findings are not limited to the case of
escape from harmonic potential, but they are likely to be
valid for other confining potentials.
V. DISCUSSION
The inherent stochastic and non-equilibrium nature of
active matter makes it difficult to find a universal de-
scription, similar to equilibrium statistical mechanics. A
common approach is to attempt to define an effective
temperature that can describe some or all of the statis-
tics of the out-of-equilibrium system. However, the use
of effective temperatures was shown to be limited for
many systems. Moreover, the effective temperature is
not uniquely defined. Nevertheless, it is often tempting
to stretch the use of the effective temperature beyond its
range of validity.
The dynamics within and outside of a confining poten-
tial is important for many processes. For particles sub-
jected to thermal noise alone, the celebrated Kramers’
expression provides a relatively simple dependence of the
mean escape time on the height of the energy barrier.
We found that for short to intermediate correlation
times of the active force, an effective temperature com-
bined with Kramers’ expression well describes the mean
escape time, while for long correlation times, the regu-
lar Kramers’ expression, combined with modified energy
barriers, provides an accurate description of the mean es-
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FIG. 8. Mean escape time vs. the number of sources used
in the implementation of the active force. The different lines
correspond to the denoted active force correlation times. The
active force amplitude is, β = 2.5, the confining potential stiff-
ness is, α = 5, the mean fraction of activity time is, pon = 0.1
and the escape point is, xesc = xd. The error bars represent
the 95% confidence interval for the mean escape times derived
from the simulation of 4 × 104 trajectories. The black sym-
bols and error bars represent the mean escape time and the
associated uncertainty for a Gaussian force.
cape time. In the following, we detail the limitations and
range of the validity of these predictions. An important
point is that the particles considered are not overdamped
(often the arguments in favor of considering the over-
damped limit stem from the long range dynamics, and
here, we focused on the dynamics within and outside of
a single trap).
We derived analytically the second moments of the po-
sition and the velocity, which by analogy with the ther-
mal case were used to define the potential energy and
kinetic energy effective temperatures, Tx and Tv, respec-
tively. The expressions we derived using the direct inte-
gration in the time domain are somewhat different from
previously derived expressions that were based on anal-
ysis in the frequency domain [23, 26, 33]. The effective
temperatures depend on the second moment of the active
force and its correlation time, regardless of the specific
implementation of the active force (e.g., a single source
or the Gaussian colored noise). Importantly, the expres-
sions provide the time dependence of the second moments
and thereby the convergence time to the limiting value.
Obviously, when the typical escape time from a trap is
shorter than the convergence time to the saturation value
of the second moments, one need not expect the effec-
tive temperatures based on the infinite time limit to be
relevant for the description of the escape process. The
convergence time depends on the friction and the confin-
ing potential characteristics but also on the active force
correlation time. Therefore, correlation times of the ac-
tive force that are longer than the time scale of inter-
est render the effective temperatures useless. We found
that in all cases, the simulated second moments of the
position and the velocity of trapped particles were in ex-
cellent agreement with the calculated ones, regardless of
the force implementation. Nevertheless, one should bear
in mind that the effective temperatures depend on the
confining potential and, therefore, are not similar to the
thermal temperature, which is independent of the energy
landscape.
We found that the probability density functions of the
position and the velocity of trapped particles depend on
the active force implementation. For the single source,
the value of the force, while ”on”, is constant, which
if remaining active for long enough periods, drives the
particle to a stable point. For the Gaussian implemen-
tation, the amplitude of the active force changes contin-
uously, and there is no stable point. Therefore, for the
single source, the positions PDF is tri-modal if the active
forces correlation time and amplitude are large enough,
while for the Gaussian force, they are uni-modal. For
all implementations of the active force, one may find a
tri-modal distribution of the velocity for cases in which
the confining potential is shallow, and the particle may
reach a terminal velocity dictated by the friction and ac-
tive forces amplitude.
For particles that can escape from the confining poten-
tial, the PDFs are considerably different. The position
PDF is truncated at the escape points, and this in turn,
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FIG. 9. Probability density functions of the escape time. The three rows correspond to the three indicated values of τon/td
(0.001, 0.1 and 100). The different columns correspond to three different implementations of the active force with a single
source, five sources and the Gaussian force, as indicated. In each panel, the individual escape time values tesc are scaled
according to the mean escape time τesc. For all the cases, we simulated the escape with the following parameters: α = 5,
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FIG. 10. Mean escape time vs. the correlation time of the active force for several trapping potentials. The three rows
correspond to the three indicated values of pon (0.001, 0.01, and 0.1). The different columns correspond to three indicated
values of β(2.5, 5, and10). The three lines in each panel correspond to three trapping potentials (harmonic, V-shaped and
quartic). Each potential’s mean escape times are normalized by the potential’s thermal escape time (225.2 ± 1.1, 120.6 ± 0.6
and 338.6± 1.7 td for the harmonic, V-shaped, and quartic potentials, respectively). For all the cases, we simulated the escape
with the following parameters: α = 5 and xesc = xd, using the Gaussian force implementation for the active force.
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also affects the velocity PDF. The second moments of the
position and the velocity are also affected by the escape,
with the second moment of the position being always
smaller due to the escape, as expected, while the second
moment of the velocity can be smaller or greater (de-
pending on the active force and potential parameters).
Therefore, the relevance of the effective temperatures for
the description of the escape process is not obvious.
We found that the mean escape time depends on the
active force implementation, suggesting that the second
moment and the correlation time are not sufficient for the
full description of the escape process. We also showed
that increasing the number of sources results in behav-
ior similar to the Gaussian force implementation, as ex-
pected. For all implementations of the force, we found
that for a fixed amplitude of the force, there is an op-
timal correlation time, which yields the minimal escape
time. The appearance of the optimal correlation time is
not limited to the harmonic potential, and we also found
it for the V-shaped and polynomial potentials. Using
the potential effective temperature in Kramers’ expres-
sion gives a good approximation for short and interme-
diate correlation times, and it also captures the minimal
escape time. As expected, it fails for correlation times
that are longer or of the same order of the mean escape
time. For the longer correlation times, the effective tem-
peratures that are based on the steady state probability
density functions of trapped particles are not representa-
tive of the dynamics of particles that can escape because
they escape before the active force statistics reaches its
steady state. The kinetic energy effective temperature
seems to be less relevant for the description of the escape
process. It is important to note that we considered a sys-
tem that is not overdamped, and this is the reason that
the kinetic energy effective temperature is not useful in
describing an escape at a fixed position. It is also worth
noting that the difference between the potential and ki-
netic energy effective temperatures is larger for longer
correlation times. The distribution of the escape time
is not always exponential, and it varies with the active
force and confining potential characteristics.
For long correlation times of the active force, it varies
only slightly before the particle escapes. This allowed
us to consider a modified confining potential and derive
an analytical approximation for the mean escape time.
The simulations showed an excellent agreement with this
approximation.
Interestingly, we found that the normalized mean es-
cape time is very similar for different confining potentials.
In particular, the auto-correlation time of the active force
for which the mean escape time is minimal was found to
be almost identical for escape from all three confining po-
tentials that we investigated. This in turn suggests that
our results may not be limited to harmonic confining po-
tential.
VI. SUMMARY
To summarize, we investigated the dynamics of parti-
cles subjected to thermal and active noises within and
outside of a confining potential. We derived analytical
expressions for the effective temperatures and showed
that the kinetic and potential energy effective temper-
atures are different. Numerical simulations showed that
despite capturing the second moments of the position
and the velocity, the probability density functions may
show large deviations from Gaussian distributions even
for trapped particles; therefore, the effective tempera-
tures do not provide a full description of the statisti-
cal properties of the active particles. For the escape of
the active particles, we found that Kramers’ expression,
with the potential energy effective temperature replacing
the thermal temperature, gives a very good approxima-
tion for the mean escape time for short to intermediate
auto-correlation times of the active force, but it fails for
correlation times that are larger than or comparable to
the mean escape time. An analytical expression, derived
for the limit of long correlation times, showed excellent
agreement with simulation results.
Our results are relevant to many systems in which an
active force plays an important role in non-equilibrium
dynamics. Such systems include living matter [46] (biofil-
aments and molecular motors [47] in vitro or in vivo,
collections of motile microorganisms [48], animal herds,
chemical and mechanical imitations [46]), active colloids
[49–52], mixtures of active particles [53], active parti-
cles in crowded environments [54], and active glasses
[26, 27, 55]. In spatially extended systems, the active
escape process we explored here can be an individual
event of a larger scale dynamics and the reorganization
of the system. The interpolation between the short-
intermediate correlation time and the long correlation
time limits and the generalization to an arbitrary con-
fining potential are left for future work.
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Appendix A: The active force implementations
For an integer number of sources,
ϕN
(
t˜
) ≡ 1√
N
N∑
r=1
ϕ1,r
(
t˜
)
where the time dependence of each source is given by
ϕ1,r
(
t˜
)
=
{
0 ∃i : t ∈ Toff,i,r
ai,r ∃i : t ∈ Ton,i,r,
(A1)
where ai,r = ±1 with equal probability (ai,r is drawn
independently for each interval of ”on” time), and the
duration of each ”on”/”off” interval is drawn from an
exponential distribution according to
p (Ton,i,r) = τ−1on exp (−Ton,i,r/τon) ; (A2)
p (Toff,i,r) = τ−1offexp (−Toff,i,r/τoff ) . (A3)
It is important to note that the different sources are inde-
pendent in the sense that each source has different ”on”
and ”off” periods and an independent direction of the
force (ai,r for different sources (r values) are indepen-
dent). All sources share the same statistics regarding the
duration of the intervals and the relative contribution to
the total active force. It is worth noting that the fixed
initial time, t = 0, the duration of the intervals for each
source, and their sequential order completely define the
time series describing the active force values.
For the Gaussian implementation of the active force,
which corresponds to the limit of a large number of
sources, N →∞, ϕG
(
t˜
)
is a Gaussian colored noise with
〈ϕG
(
t˜
)
ϕG
(
t˜′
)〉 = ponexp (−|t˜− t˜′|/(τon/td)). The spe-
cific implementation is realized as an Ornstein-Uhlenbeck
process according to:
dϕG(t˜)
dt˜
= − 1
τon/td
ϕG(t˜) + η(t˜), (A4)
where η(t˜) is a Gaussian white noise whose characteristics
are given by:
〈η(t˜)〉 = 0,
and
〈η(t˜)η(t˜′)〉 = 2pon
τon/td
δ(t˜− t˜′).
Appendix B: Position and velocity probability
density functions for trapped particles under the
influence of the Gaussian implementation of the
active force
To better characterize the dynamics of the trapped
active particles, we derived their position and velocity
probability density functions (PDFs). The histograms
of the velocity and position of the trapped particles
were derived from simulated trajectories. The conver-
gence was verified by comparing the histograms derived
from different trajectories with the requirement that
(1/2)
∫∞
−∞
|ψi(q) − ψj(q)|dq < 0.01, where ψi(q) is the
PDF of the variable q (x or v) derived from the i’th sim-
ulated trajectory. The simulations were done with a time
step of dt = min(τon/30, 0.01), and we found that tra-
jectories of 1010 steps (equivalent to a total duration of
1/3–1× 108td) satisfied the convergence condition.
In order to quantify the deviation from a Gaussian dis-
tribution, we show for each probability density function
(PDF), its standard deviation (STD), σ, the calculated
STD, σpredicted (based on eqs. (8) or (9)), and the excess
kurtosis, κ. As expected, for small values of the active
force amplitude, the PDFs are close to the thermal Gaus-
sian PDF (not shown). For all the parameter values, we
found an excellent agreement between the calculated and
simulated second moments of the position and the veloc-
ity.
In Figs. B.1–B.3, we present histograms of the position
and velocity for different values of a single source active
force amplitude and auto-correlation time. In Fig. B.1,
we present the PDFs for the thermal case (upper row,
β = 0) and for an active force with a small amplitude,
β = 3, and two different auto-correlation times of the
active force, τon = 1 (middle row) and τon = 100 (lowest
row). The thermal case is presented just to enable a com-
parison. All the panels correspond to harmonic potential
with α = 5, and the single source active force is character-
ized by pon = 0.5. For the small amplitude active force,
one can see that the PDFs of the position are uni-modal
for both correlation times, but the PDF is not Gaussian;
the negative excess kurtosis implies that extreme values
of the position are less likely than in a Gaussian PDF.
The velocity PDFs are very close to Gaussian.
In Fig. B.2, we present the PDFs of the position and
velocity but for a larger force amplitude, β = 10. Due to
the larger active force, there are stationary points away
from the bottom of the potential well, and for long auto-
correlation times of the active force, the position PDF
becomes tri-modal. The stationary points are determined
by α|x˜| = β. The width of each peak is determined by the
thermal fluctuations (T ) around the stationary points,
and the relative height of the side bands is determined
by pon (the fraction of time during which the active force
is ’on”). For the specific parameters used in Fig. B.2,
the yellow line shows the following function,
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FIG. B.1. Simulated probability density functions of the position and the velocity of particles within an infinite harmonic trap
(α = 5). The red lines represent the corresponding Gaussian distributions expected for a thermal particle within a harmonic
trap with the same parameters and a temperature given by the effective temperature Tx or Tv, respectively. Due to the relatively
weak active force, all the distributions are uni-modal, and their width is in excellent agreement with the predicted width. The
active force is characterized by pon = 0.5.
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FIG. B.2. Similar to Fig. B.1 but for a stronger active force, β = 10 (α = 5 and pon = 0.5). For short correlation times
of the active force, bottom panels, the same behavior found for the weaker force is seen (i.e., Gaussian distributions). For
longer correlation times, the position probability density function becomes tri-modal due to the time spent near the points
where the active force balances the force due to the harmonic potential. At these points, the velocity is small, and therefore,
the corresponding velocity PDFs are narrower than Gaussian. Note that even for the cases with non-Gaussian PDFs, the
predicted second moments are still in agreement with the simulated ones. The yellow lines fitting the tri-modal position PDFs
are detailed in the text.
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p(x) =
1√
2pi〈x2〉thermal
(
pon
2
[
exp
(
− (x+ xs)
2
2〈x2〉thermal
)
+ exp
(
− (x− xs)
2
2〈x2〉thermal
)]
+ (1− pon)exp
(
− x
2
2〈x2〉thermal
))
.
xs = β/αxd = 2xd denotes the absolute value of the sta-
tionary points, and 〈x2〉thermal = kBT/k = x2d/(2α) =
0.1x2d denotes the variance of position fluctuations
under thermal force (the latter equality stems from
the parameters corresponding to Fig. B.2). Despite
the tri-modal PDFs, the second moments are still in
agreement with the calculated ones since we have not
made any assumption regarding the shape of the PDF
in deriving the second moments. It is worth noting that
around the stationary points, the velocity fluctuations
are still around zero; therefore, for these parameters, the
velocity PDFs are uni-modal.
For a weaker confinement, α = 0.0008, a relatively
large forcing amplitude, β = 100, and a long auto-
correlation time of the active force, τon = 100td, the ve-
locity PDF becomes tri-modal, while the position PDF
is uni-modal. The PDFs are depicted in Fig. B.3. The
tri-modality of the velocity PDF stems from the terminal
velocities under the action of the force and the damping.
The weak confinement makes the confining force small
compared with the other terms. The position PDF is
very broad under these conditions. The calculated second
moments are also in agreement with the simulated ones
for these parameters. Figures B.4–B.6 present the posi-
tion and velocity PDFs for the Gaussian implementation
of the active force. For this implementation, the PDFs
are all Gaussian and uni-modal. Unlike the single source
implementation, for the Gaussian active force, the am-
plitude of the force varies and is not fixed. There are no
”on” and ”off” times. Therefore, there is no tri-modality
even for the long auto correlation times. The active force
amplitude, dictated by β, and the auto-correlation time,
τon, as well as the potential shape, dictated by alpha, af-
fect the variance of the PDFs. For all values considered,
there is an excellent agreement between the calculated
second moments, eqs. (8) and (9), and the simulated
ones.
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FIG. B.3. Similar to Figures B.1 and B.2 but with a much shallower trap (α = 0.0008). The correlation time is τon = 100td,
the force amplitude is β = 100, and pon = 0.5. In this case, the position PDF is close to Gaussian, but the velocity PDF is
tri-modal. The tri-modality stems from the periods of ballistic motion due to the active force (the trap has little influence near
its bottom due to the weak confinement).
FIG. B.4. Probability density functions of the position and velocity for relatively weak active forces. The red lines present
Gaussian PDFs with zero mean and variance according to eqs. (8) and (9). The upper row presents the PDFs for the thermal
case, β = 0. The middle and bottom rows represent the PDFs for β = 3 and τon = 1td and 100td, respectively. For all panels,
α = 5.
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FIG. B.5. Probability density functions of the position and velocity for a larger amplitude of the active force, β = 10. The red
lines present Gaussian PDFs with zero mean and variance according to eqs. (8) and (9). The different rows correspond to the
different auto-correlation times indicated. For all panels, α = 5.
FIG. B.6. Probability density functions of the position and velocity for a very large amplitude of the Gaussian active force
and weak confinement by the potential. The red lines present Gaussian PDFs with zero mean and variance according to eqs.
(8) and (9). As expected, the PDFs are very broad for this setting but are still Gaussian with the corresponding effective
temperatures. The parameters are: α = 0.0008, τon = 100 and β = 100.
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Appendix C: Position and velocity probability
density functions for particles escaping the trap
The escape of particles from the well can be consid-
ered if one sets an absorbing boundary condition for
|x| = xesc. Under the settings of our problem, each
particle eventually reaches the absorbing boundary and
escapes the potential well (see Fig. 1 for typical trajecto-
ries of a particle that can escape the potential well). Fig-
ures C.1, C.2 and C.4 present the simulated position and
velocity PDFs for particles subjected to a single source
active force that can escape the potential well as their
position crosses the well boundary |x| > |xesc. For parti-
cles that escape we expect the PDFs to be different from
those of trapped particles. The main difference is that
by definition the probability of the particle being out-
side the well is zero (it is ”absorbed” when reaching the
boundary).
The PDFs for particles that can escape have to be de-
rived differently because each trajectory terminates once
the particle escapes (reaches |x| = xesc). To overcome
this limitation, we considered multiple trajectories, 4000
for most values of α and 40000 for α = 0.0008. All
the trajectories were terminated with the escape of the
particle. The time step was identical to the time step
used for trapped particles. The PDFs were derived by
assigning each trajectory an equal weight regardless of
the duration of the trajectory (the weight of each time
step was set by (1/NT ) ∗ (1/Ti) where NT is the num-
ber of trajectories that were used and Ti is the dura-
tion of the i’th trajectory). Therefore, we avoided bias
from slowly escaping particles whose trajectories are of
longer duration. The convergence of the PDFs with es-
cape was verified by considering only a fraction of the
total simulated trajectories and verifying that the av-
erage difference (quantified by the integral of the abso-
lute value of the difference between the PDFs) between
the PDFs derived from two different sets of N trajec-
tories each, is proportional to 1/
√
N . The average was
taken over 1000 different sets randomly sampled from
the total number of simulated trajectories. The num-
ber of trajectories that we used implies that we expect〈
(1/2)
∫∞
−∞
|ψi(q)− ψj(q)|dq
〉
< 0.02 for PDFs derived
from two sets of N trajectories (here, i, j are not trajec-
tory indices but rather set indices, and the total number
of trajectories used is 4000 or 40000 as mentioned above).
Figure C.1 presents the position and velocity PDFs
for the same parameters as Fig. B.1 but for the case
in which the particles escape the potential well. For the
thermal case, the main deviation is seen in the position’s
PDF where the escape of particles results in a deviation
from the Gaussian distribution (the excess kurtosis is not
zero) and, in particular, in a peak around the bottom of
the potential well. In addition, we found, as expected,
that the second moment of the position is smaller than
the second moment predicted for trapped particles. The
fact that there is a zero probability for the particle to be
in the regions |x| > xesc implies that there is no contri-
bution of the tails of the no-escape PDF to the second
moment in the case of escape. The second moment of
the velocity can be smaller or larger than the second mo-
ment found for the trapped particles and is determined
by the force and the potential characteristics (β, τon, pon,
α and xesc). The excess kurtosis of all the PDFs shown
in Fig. C.1 is negative, which implies that extreme val-
ues of the position and the velocity are less likely than
in a Gaussian distribution. For a larger amplitude of the
active force, β = 10, the PDFs of both the position and
the velocity are very different from Gaussian and from
the corresponding PDFs of trapped particles as shown in
Fig. C.2. Comparing Fig. C.2 with Fig. B.2 shows that
the tri-modality found for the trapped particles in the
position PDF does not appear for particles that can es-
cape. On the other hand, for long auto-correlation times
of the active force, tri-modality appears in the velocity
PDF of particles that can escape, while the velocity PDF
of trapped particles is uni-modal for the same parame-
ters. The fact that the PDF of the position shows no
tri-modality is understood by the fact that particles es-
cape if they reach |x| = xesc. The tri-modality in the
velocity is likely to be the result of the fact that under
long periods of constant active force, the particles move
with terminal velocity until they escape. The side peaks
correspond to the terminal velocity in both directions
(the active force is unbiased).
Figure C.4 shows that for weak confinement, α =
0.0008, a large amplitude of the active force, β = 100,
and a long auto-correlation time, τon = 100td, the posi-
tion and velocity PDFs are strongly non-Gaussian, the
excess kurtosis is large and positive (implying that ex-
treme values are more likely than in a Gaussian distribu-
tion), and there are strong peaks for zero velocity and at
the bottom of the potential well. The second moments of
both the velocity and the position are smaller than those
of trapped particles with the same parameters (see Fig.
B.3).
Figures C.5, C.6 and C.3 present the position and ve-
locity PDFs for particles that can escape and are sub-
jected to the Gaussian implementation of the active
noise. For small amplitudes of the active force, Fig. C.5,
the PDFs are similar to those found for the single source
implementation of the force. For the larger amplitude,
Fig. C.6, the position PDFs are similar to those obtained
for the single source (Fig. C.2), but the velocity PDFs
show shoulders rather than the tri-modality obtained for
the single source. This difference is due to the fact that
for the Gaussian implementation, the force amplitude is
not constant. For the large active force amplitude, we
find apparent differences between the PDFs for the Gaus-
sian noise, C.3, and those for the single source, Fig. C.4.
The position PDF shows negative excess kurtosis for the
Gaussian noise, while it shows a large positive excess kur-
tosis for the single source. The velocity PDF shows the
same difference, and in addition, for the Gaussian force,
it shows tri-modality, which did not appear for the single
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FIG. C.1. Position and velocity histograms for the case of escape. The active force was implemented using the single source.
The imposed vanishing probability density at the escape points sharply truncates the position PDF. All the distributions show
significant deviation from a Gaussian distribution. The second moment of the position is smaller than the second moment
calculated for a trapped particle (as expected, due to the zero probability at coordinates beyond the escape points). For the
velocity, there is no such effect, and for two of the three parameter sets considered, it appears that faster particles dominate
the distribution, resulting in a second moment larger than that of a trapped particle. For all the panels, α = 5, pon = 0.5 and
xesc = xd. The values of β and τon are indicated to the right of each row. The upper row presents the results for the thermal
case with no active force in order to better illustrate the effects of the active force.
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source.
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FIG. C.2. Similar to Fig. C.1 but for β = 10 and different values of τon. The effect on the position PDFs is similar to that
seen in Fig. C.1. These different panels show that for short τon, the second moment of the velocity is smaller than expected
for trapped particles, while for large τon it is larger. Moreover, the velocity distribution may become tri-modal for parameters
in which trapped particles show uni-modal PDFs. All the PDFs show a clear deviation from a Gaussian PDF. For all panels,
α = 5, xesc = xd and pon = 0.5. The values of τon are indicated for each row.
FIG. C.3. Position and velocity PDFs for a shallow trap, α = 0.008, with escape and Gaussian active noise (β = 100 and
τon = 100td). Due to the weak confinement, the PDFs are broader. The velocity PDF shows tri-modality which did not appear
for the single source active noise. Moreover, both PDFs show negative excess kurtosis, while for the single source, they have
large positive excess kurtosis. The escape point is xesc = xd.
25
FIG. C.4. Position and velocity PDFs for a shallow trap, α = 0.0008, with escape. Due to the weak confinement, the PDFs are
broader. The high peak in the center is likely to be a bias introduced by the initial condition (x = 0 and v = 0). The active
force parameters are β = 100 and pon = 0.5. The escape points are |xesc| = xd.
FIG. C.5. Position and velocity histograms for the case of escape and Gaussian active noise. The imposed vanishing probability
density at the escape points sharply truncates the position PDF. The parameters are α = 5 and xesc = xd. The values of β
and τon are indicated in the figure.
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FIG. C.6. Similar to Fig. C.5 but for β = 10 and different values of τon. The effect on the position PDF is similar to that seen
in Fig. C.1.
27
Appendix D: Kramers’ expression for the mean
escape time
The details of the pre-factor of the exponent, τ0, in
Kramers’ expression for the mean escape time, eq. (4),
depend on the shape of the potential and, in particular,
on the way the potential is truncated (i.e., whether there
is a cusp or just a smooth barrier). The escape that
we consider here corresponds to escape over a cusp for
which the thermal Kramers’ escape time, in the limit of
moderate friction, is given by [41–43],
τ thermalesc,mf = (2pi/ω0) e
∆E(xesc)/(kBT ), (D1)
where ω0 =
√
(1/m)|U ′′(x0)|. In the limit of strong fric-
tion, Kramers’ escape time is given by [41–43],
τ thermalesc,sf =
2pi
tdω20
(
kBT
pi∆E(xesc)
)1/2
e∆E(xesc)/(kBT ).
(D2)
The interpolation between moderate and strong friction
was studied in [56]. In the limit of very weak friction,
Kramers’ mean escape time is independent of the barrier
shape and is given by [41–43]
τ thermalesc,wf ≈ td
kBT
∆E
exp(∆E/(kBT )). (D3)
The results presented in Fig. 4 illustrate the depen-
dence of the mean escape time on the barrier height. The
barrier was changed by either changing the escape point,
xesc, and fixing the stiffness of the confining potential,
α, or by changing the value of α and fixing the escape
point. The curves for the thermal case show that even
in the absence of active noise, when the escape point is
fixed and the potential stiffness varies, the mean escape
time deviates from exponential.
In Fig. D.1, we present the numerical pre-factor of the
exponent, τ0, that was obtained from the simulations.
The energy barrier may be written as ∆E/(kBT ) =
α(xesc/xd)
2. For the case of fixed α, we find that
τ0 only slightly varies and is, in fact, constant in the
regime of high energy barriers, where Kramers’ expres-
sion is expected to be valid. For the case of fixed escape
point and varying stiffness, we found that τ0 ∼ 1/
√
α,
as expected in the regime of moderate friction. Since
xesc = xd = const (blue line and symbols), the energy
barrier height is proportional to α; the fit (green line)
shows the predicted 1/
√
α behavior (eq. (D1)).
FIG. D.1. The pre-factor in Kramers’ expression for the mean
escape time vs. the energy barrier for the thermal (no active
force) case of Fig. 4. The pre-factor shows the expected
dependence on α for moderate friction and the lack of depen-
dence on the escape point. The symbols denote the values
of the energy barrier for which the mean escape time was
simulated, and the shaded area represents the uncertainty.
28
Appendix E: Effects of the active force correlation time on the mean escape time
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FIG. E.1. Mean escape time vs. the correlation time of the active force. The three rows correspond to the three indicated
values of pon = τon/τtot (0.001, 0.01 and 0.1). The different columns correspond to three different implementations of the active
force with a single source, five sources, and the Gaussian force, as indicated. Each panel includes results for three different
amplitudes of the active force, β, (2.5, 5, and 10) as denoted. For all the simulations, xesc = xd and α = 5. The black lines
show the thermal escape time. The shaded areas represent the 95% confidence interval. The confidence interval and the mean
were derived from 4× 104 simulated trajectories.
FIG. E.2. Mean escape time vs. the correlation time of the
active force. Each panel corresponds to the indicated value of
τtot (1, 10 and 100 in units of td). The different curves in each
panel correspond to the nine combinations of three different
force implementations (single source, five sources, and the
Gaussian) and three amplitudes of the active force (β =2.5,
5 and 10).The shaded areas (too narrow to see in most cases)
represent the 95% confidence interval. The confidence interval
and the mean were derived from 4×104 simulated trajectories.
For all the simulations, xesc = xd and α = 5.
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FIG. E.3. Comparison of simulated mean escape time with
theoretical approximation. Two distinct amplitudes of the ac-
tive force were used, and for each of the three implementations
of the active force. The effective temperature prediction’s per-
formance, for different regimes of the correlation time, can be
seen.
