Matching pursuit feature based neural network pattern recognition of ball bearing faults by Yang, Hongyu et al.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
QUT Digital Repository:  
http://eprints.qut.edu.au/ 
Yang, Hongyu and Mathew, Joseph and Ma, Lin and Kosse, Vladis (2004) Matching 
pursuit feature based neural network pattern recognition of ball bearing faults. In: 
International Conference of Maintenance Societies 2004, 25-28 May 2004, Sydney, 
Australia. 
 
          © Copyright 2004 (please consult author) 
MATCHING PURSUIT FEATURE BASED NEURAL 
NETWORK PATTERN RECOGNITION OF BALL BEARING 
FAULTS 
Hongyu Yang, Joseph Mathew, Lin Ma, and Vladis Kosse 
CRC for Integrated Engineering Asset Management (CIEAM), School of MMME, 
Queensland University of Technology, GPO Box 2434, BRISBANE QLD 4001, 
AUSTRALIA 
 
SUMMARY: The task of condition monitoring and fault diagnosis of rotating machinery faults is 
significant but is often cumbersome and labour intensive. Automating the procedure of feature extraction, 
fault detection and identification of rotating machinery has the advantage of reducing the reliance on 
experienced personnel with expert knowledge. Rolling element bearing failure is one of the foremost 
causes of breakdown in rotating machinery. This paper proposes a schema to automate the diagnostic 
procedure based on a newly developed time frequency analysis technique -Matching Pursuit. Features are 
extracted based on Matching Pursuit analysis and subsequently input to a Feedforward Neural Network 
(FFNN) to classify bearing conditions including Healthy, Inner Race Fault (IRF), Outer Race Fault 
(ORF), and Rolling Element Fault (REF). The performance of the automatic diagnostic procedure was 
then evaluated using classification rate and Mean Square Error (MSE). The proposed procedure 
successfully classified the four conditions of rolling bearings. 
Keywords: Fault diagnosis, Matching Pursuit, Neural Network, Pattern recognition, Feature 
extraction.  
 
1. INTRODUCTION 
 
Today’s industry uses increasingly complex rotating machines, some with extremely demanding performance criteria. 
Attempting to diagnose faults in these systems is often a difficult and daunting task for operators and plant maintainers. 
Machine failure can lead to economic loss and safety problems due to unexpected and sudden production stoppages. In rotating 
machinery, the root cause of faults is often faulty rolling element bearings. One way to increase operational reliability and 
thereby increase machine availability is to monitor faults in these bearings. The procedure of fault diagnosis starts with data 
acquisition, followed by feature extraction, fault detection and identification [1].  
Typically, signals are collected from accelerometers attached to ball bearing casings which are then subsequently 
processed. These signals are often contaminated by noise. Features, which are buried in noise, often go undetected. Rolling 
element bearings often fail due to spalling and cracked defects in the inner and outer races, and the rolling elements. 
Efficiently and effectively extracting features and interpreting these features for diagnosis still represents a challenge for 
researchers and practitioners alike.   
Numerous vibration feature extraction techniques have been developed to date [2]. Time-frequency analysis has been 
applied to machinery fault diagnosis due to its advantages in the representation of signals in both the time and frequency 
domains. This feature of time-frequency analysis meets the requirements for analysing vibration signals that are non 
stationary. Techniques such as the Windowed Fourier Transform [3] (WFT) and Short Time Fourier Transform (STFT) [4] 
have been used to monitor condition of machinery. The Continuous Wavelet Transform (CWT) was developed to improve 
performance of the STFT with more precise time resolution by using various wavelet functions and has been applied to time 
frequency analysis of vibrations of rotating machinery [5-7]. The limitation of CWT is that it is a very time consuming 
algorithm. The Discrete wavelet transform (DWT) is a more efficient algorithm and Mori [8] has used it in the prediction of 
spalling in a ball bearing. The DWT presents signals in low frequency bands very well but not in high frequency bands. 
Altmann [9] and Nikolaou [10] analysed vibrations in both low frequency bands and high frequency bands using discrete 
wavelet packet analysis (DWPA) with some success. The wavelet transform was further applied using the Morlet wavelet by 
Lin [11, 12]. The application of wavelet to vibration analysis is further promoted with the development of wavelet dictionaries, 
which is not limited in only one wavelet function but provide more options of wavelets. Matching Pursuit is advantageous in 
analysing vibration signals with fine resolution using wavelet dictionaries. Further the Matching pursuit was successfully 
applied by Liu [13] in diagnosing faulty bearings, which usually requires an expert to conduct analysis and interpretation. 
A variety of artificial intelligence techniques such as neural networks, expert systems, and fuzzy logic have been 
employed to automatically interpret rolling bearings conditions based on vibration features [14-16]. Neural networks (NNs) 
have been widely used due to their learning ability. The learning ability of NN makes neural networks capable of diagnosing 
faults using new data by making use of existing data. To date, several types of neural networks have been applied to 
machinery fault diagnosis [1] including Back Propagation for Feed Forward Networks (BPFF) [17], Multi Layer Perceptrons 
(MLP), Radial Basis Function networks (RBF) [18], Self Organised Maps (SOM) [19], Principal Component Analysis (PCA), 
and a recurrent neural network (RNN) [20]. 
This paper presents an automatic procedure combining Matching Pursuit and NNs. The second section introduces the 
schema and principle of this automatic procedure. The third section describes the experimental apparatus. The fourth section 
discusses implementation results and evaluates the performance of the automatic diagnosis schema.  
 
2. PRINCIPLE OF THE AUTOMATIC FAULT DIAGNOSIS PROCEDURE 
An automatic diagnosis procedure is shown as Figure 1, starting with input signals, followed by feature extraction, and 
subsequent bearing condition classification. The feature extraction mainly utilizes Matching Pursuit by choosing dictionary and 
decomposition iteration decision. Feed forward Neural Networks with multi outputs are used to classify bearing conditions 
based on the features.  
 
Figure 1. The automatic fault diagnostic procedure using Matching Pursuit and NN 
 
2.1 WAVELET AND MATCHING PURSUIT 
A wavelet  is a function of zero average [9]: 
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Adaptive approximation  
Adaptive approximation is to find the representation of a signal x  as a weighted sum of elements  from an over 
complete dictionary ,where 
 m
m
i
Rx
ii


 
1
. 
Mallat and Zhang [21] proposed that a general family of time frequency atoms can be generated by scaling, translating 
and modulating a single window function. It can be considered that wavelet atoms  t  are wavelets, which are dilated with 
a scale parameter s, translated by u, and demodulated by . We denote   ,, su : 
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The index  is an element of the set
2RR   [21]. The factor 
s
1
normalizes  t to 1. The energy of  t is 
mostly concentrated in a neighbourhood of u, whose size is proportional to s. The Fourier Transform of  t  is   ˆ  and 
is given by:  
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Matching Pursuit uses maximum correlation value as a criterion to search and select the atoms and their coefficients in 
the adaptive approximation. The Matching Pursuit (MP) initiates the approximation with xR )0(  and builds up a sequence 
of sparse approximation stepwise. As a first step, the wavelet atoms 
1
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dictionary, are selected for the approximation using Matching Pursuit. Then the signal can begin with the representation, 
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At the stage k , the Matching Pursuit identifies the dictionary atom that best correlates with the residual and then adds a 
scalar multiple of the atom to the current approximation, so that 
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 . The decomposition ceases when certain residual requirements can 
be fulfilled according to the application of the Matching Pursuit. 
Dictionary selection 
A variety of dictionaries are available now. Recently, Coifman and Meyer [21] developed the wavelet packet especially to 
meet the computational demands of discrete-time signal processing. A wavelet packet dictionary includes a standard 
orthogonal wavelet dictionary, the Dirac dictionary, and a collection of oscillating waveforms spanning a range of frequencies 
and durations. This dictionary has wavelet functions (oscillating waveforms), which are advantageous when diagnosing 
rotating machines. For signals of N samples, each vector of a wavepacket dictionary (a wavelet packet atom  ) is indexed 
by  kpj ,, , with jj kNpNj 20,20),(log0 2 
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22 kj . According to the residual requirement, an adaptive approximation can be achieved after a certain 
number of iterations. Best matched wavelet packet atoms are selected from the wavepacket dictionary in these iterations based 
on the optimization principle of Matching pursuit. Unnecessary features can be invisible and disregarded when conducting the 
interpretation of features. The time and frequency location of features can be sufficiently localised.  
Among the wavelet packet dictionaries, certain wavelet functions need to be chosen to get coefficients which best match 
the energy level of vibration components and are suitable as features. When choosing wavelet functions suitable for vibration 
analysis, the waveforms and complexity of different wavelet functions need to be considered. The waveform needs to be 
similar to the vibration impulse. The complexity of calculation needs to be efficient enough to reduce the calculation time of 
the feature extraction procedure. Regarding the complexity, there is trade off between symmetry and computation simplicity. 
Among the orthogonal wavelets, Harr wavelets are not suitable for the analysis of vibration due to their piecewise waveforms, 
which have little in common with vibration waveforms, though they have computational advantages due to the symmetry 
property. Other alternatives are symlet and coif wavelets which have near symmetry properties and are compactly supported 
orthogonals. In this paper, symlet functions are considered for reasons such as orthogonality and its waveform being similar to 
vibration. A Symlet8 wavelet packet dictionary is chosen to analyse signals when using Matching pursuit. 
Iteration decision 
The number of iterations in the calculation of Matching Pursuit needs to be decided according to the residual requirement and 
the calculation efficiency requirements. More iterations lead to signals filtered in higher resolution in the frequency domain, 
but requires more computation time as well. More computation time in Matching Pursuit analysis leads to inefficient feature 
extraction calculation in an automatic diagnosis procedure. Because of the trade off between the precision of filter bands and 
computation time, an appropriate iteration number needs to be decided to analyse signals in accurate frequency bands while 
conducting the Matching pursuit in reasonable time.  
Feature selection 
Matching Pursuit coefficients represent the vibration level of wavelet atoms and embody the energy concentration of the 
wavelet atoms of a signal. These coefficients are therefore considered to be useful for the classification of bearing conditions. 
Feature pattern is further derived from these Matching Pursuit coefficients of vibration signals. The pattern is formed by 
choosing limited number of high energy components, which are certain number of maximum values of the Matching Pursuit 
coefficients.  
 
2.2 NEURAL NETWORK DESIGN 
The Feed Forward Neural Network (FFNN) is a relatively well developed neural network which has found application in 
several fields. The training algorithms and activation functions have been developed for a variety of applications. In particular, 
Feed Forward neural networks have been shown to be effective in pattern recognition and classification. In the automatic 
diagnostic procedure, the features of signals extracted using the above methods are fed into a FFNN to train the network and 
classify the condition of the test bearing.  
We designed one FFNN as shown in Figure 2. The input layer included eight nodes, which were connected to two hidden 
layers. The output layer of the NN comprised four nodes, which represented the classes of the rolling bearing conditions: 
Heathy, IRF (Inner Race Fault), ORF (Outer Race Fault), and REF (Rolling Element Fault) respectively. The neural network 
was trained using a back propagation algorithm. Tan-sigmoid functions were used as activation functions in the NNs. The 
training ceased in accordance with the criteria of either the Mean Square Error (MSE) reaching a certain value or that the 
epoch of training reaches a certain value. In this study, a target Mean Square Error of 510 and a maximum iteration number 
(epoch) of 300 was used. The initial weights and biases of the network were generated automatically by the program. During 
our training processes, generally the epoch value of 300 was the one reached first. The Mean Square Error (MSE) was used as 
a criterion for appraising the training performance of the Neural Network and the classification rate as the criterion for 
appraising each diagnosis procedure. 
 Figure 2. The multi output neural network archetecture 
3. EXPERIMENTAL APPARATUS 
Experiments were conducted using a bearing test rig which comprised an AC motor and a shaft supported by two rolling 
element bearings one of which was the test bearing (see Figure 3). An accelerometer was used to measure the vibrations and 
was located on the plummer block of the faulty bearing. The accelerometer, ENDEVCO Model 256HX, is a lightweight low 
impedance (constant current) piezoelectric accelerometer with integral electronics, designed specifically for vibration 
measurements on small structures. Its frequency response lay in the region, 15Hz to 20 kHz. Signals were amplified using a 
PCB Model 482A20 amplifier and low passed using a Krohn-hite model 3202 filter for both noise reduction and anti-aliasing. 
A DAQP-308 16-bit A/D PCMCIA data acquisition card was used to convert analogue signals to digital signals and which was 
controlled using the DaqEZ professional data acquisition software. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Experimental apparatus 
4. RESULTS AND DISCUSSION 
Data collected from a Healthy bearing, and bearings with IRF, ORF, and REF were analysed using Matching Pursuit with four 
iterations. The calculation to this iteration level was efficient and precise enough for accurate FFNN classification. Figure 4 
shows typical data that was collected from bearings in Healthy condition, and bearings with IRF, ORF, and REF, respectively. 
The time series signal of a bearing under normal condition appears similar as the signal of a bearing under REF condition. It is 
also difficult to distinguish ORF condition and IRF condition by observing the time series signals. The four signals in Figure 4 
were further analysed using Matching Pursuit with four iterations using a wavelet packet dictionary with a symlet function, is 
shown in Figure 5. The signals were decomposed to the fourth iteration and then presented as time frequency maps with 
relatively coarse resolution. The high energy time frequency components appear “blocky”. Although these decompositions 
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were not accurate enough for direct interpretation, the features were identifiable from the time frequency analysis of bearing 
signals under Healthy, IRF, ORF, and REF conditions. Note that the data were filtered by the wavelet function in Matching 
Pursuit analysis with energy being localised in narrow frequency bands. In Figure 5, the high energy of the signals were 
concentrated primarily in certain frequency bands for the different conditions: 
 0-2K Hz band for the Healthy condition –see Figure 5 (a),  
 1K-5K Hz band for the Inner Race Fault – see Figure 5 (b), 
 3K-4K Hz band for the Outer Race Fault –see Figure 5 (c), 
 Under 2 K Hz, and 2K-4K Hz for the Rolling Element Fault –see Figure 5 (d). 
An added observation in Figure 4 is the variations in time intervals for the different frequency bands of the different 
signals. These time variations further enable one to differentiate the faults. 
The Matching Pursuit coefficients of the signals of bearings under different conditions are shown in Figures 6 (a)-(d). 
These graphs correspond to the time frequency maps in Figures 5 (a)-(d), respectively. It can be seen that the Matching Pursuit 
coefficients of signals for the different conditions are clearly distinguishable with the most activity in Figure 6 (c) – the signal 
for the inner race fault. 
Feature vectors were further derived from the above Matching Pursuit coefficients and were formed by selecting the 
maximum values among these coefficients (as shown in Figures 7 (a)-(d)). These feature vectors for the different conditions 
appear:- 
 Flat for Healthy condition - see Figure 7 (a), 
 With several peaks for Inner Race Fault, Outer Race Fault, and Rolling Element Fault – see Figures 7 (b) - (d)). 
These derived feature vectors can be used to classify the different bearing conditions. 
The FFNN was tested using the above derived features. In total, 120 data sets of each bearing condition were analysed in 
the training and testing of the proposed methodology. The training procedures ceased after 300 epochs. The classification rate 
and estimation error are shown in Table 1.The maximum value number used as the dimension of the input feature vectors were 
16, 32, 64, and 128 respectively. The classification rate ranged from 70 % (outer race fault condition) to 97.5% (inner race 
fault condition) when using 16 maximum values of Matching Pursuit coefficients as the inputs. The classification rate ranged 
from 55 % (rolling element fault condition) to 97.5% (inner race fault condition) when using 128 maximum values of 
Matching Pursuit coefficients as the inputs. It appears that the higher maximum value numbers did not increase the 
classification accuracy.  
5. CONCLUSION 
The results presented and discussed in this research show that the Matching Pursuit can be effectively used to extract 
features which are subsequently fed to a Feed Forward Neural Network to accurately classify bearing conditions. In particular, 
accurate classification was obtained with 16 and 32 maximum values of Matching Pursuit coefficients as features.  
The proper design of an FFNN is important for successful diagnosis. The FFNN, with two hidden layers and four output 
nodes, produced accurate diagnostic results with accurate classification and low Mean Square Error.  
It will be worthwhile to compare the performance of automatic classification using Matching Pursuit with using other 
feature extraction techniques such as Basis Pursuit, which will be studied in our future work.  
The proposed novel diagnostic schema is effective for automatically diagnosing rolling bearing faults in rotating 
machinery. The potential for applying this technique to other more complex machine elements such as pumps, fans, gears, and 
propellers is very promising – a feat that is being contemplated in furthering the current work.  
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Figure 4. The vibration signals of bearings under condition: (a) Normal (b) Outer Race Fault (c) Inner Race Fault (d) Rolling 
Element Fault 
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Figure 5. The Matching Pursuit of the vibration signals of bearings under condition: (a) Normal (b) Outer Race Fault (c) Inner 
Race Fault (d) Rolling Element Fault 
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Figure 6. The Matching Pursuit coefficients of vibration signals of bearings under conditions: (a) Normal (b) Outer Race Fault 
(c) Inner Race Fault (d) Rolling Element Fault 
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Figure 7. The Matching Pursuit features of vibration signals of bearings under conditions: (a) Normal (b) Outer Race Fault (c) 
Inner Race Fault (d) Rolling Element Fault 
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 Table 1. Classification performance of different procedures 
 
Features 
(Maximum 
value) 
Fault type Training sets Test sets Correct 
classification 
Misclassification Classification 
rate 
MSE 
16 IRF 80 40 39 1 97.5% 0.01657 
 ORF   28 12 70% 0.01626 
 REF   33 7 82.5% 0.01835 
 Normal   31 9 77.5% 0.02855 
32 IRF 80 40 24 16 60% 0.00962 
 ORF   36 4 90% 0.00887 
 REF   26 14 65% 0.01043 
 Normal   35 5 87.5% 0.00981 
64 IRF 80 40 24 16 60% 0.00012 
 ORF   35 5 87.5% 0.00219 
 REF   32 8 80% 0.00033 
 Normal   35 5 87.5% 0.00224 
128 IRF 80 40 39 1 97.5% 0.00012 
 ORF   39 1 97.5% 0.00013 
 REF   22 18 55% 0.00065 
 Normal   35 5 87.5% 0.00019 
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