ABSTRACT. We prove that classical Hecke operators on Maass forms are a special case of completely positive maps on II1 factors, associated to a pair of isomorphic subfactors. This representation induces several matrix inequalities on the eigenvalues of the Hecke operators Maass forms. In particular the family of eigenvalues corresponding to an eigenvector is a completely bounded multiplier of the Hecke algebra. Moreover it follows that the Ramanujan-Peterson conjecture holds true, with the possible exception of a finite number of eigenvectors.
Given a type II 1 von Neumann algebra M , with faithfull trace τ , and two subfactors P 0 , P 1 of M of equal index and a von Neumann algebra isomorphism θ : P 0 → P 1 , every unitary U on the GNS space of M , L 2 (M, τ ), that implements θ, (i.e. U pU * = θ(p) for p in P 0 ) implements a completely positive map Ψ U on M ′ with values in M ′ by the formula
Here M ′ ⊆ P ′ 1 ⊆ B(L 2 (M, τ )) are the commutants, and E P ′ 1 M ′ is the canonical expectation from M ′ onto P ′ 1 . Note that U P 0 U * = P 1 and hence U P ′ 0 U * = P ′ 1 so that U M ′ U * is contained in P ′ 1 . Given θ, one can always construct such a unitary U , which is unique up to left multiplication with unitary phase u in P ′ 1 (that is U 1 = uU ). The distance from the set of the completely positive maps Ψ U to the automorphisms of M ′ , measures how far is the automorphism θ from being extended to an automorphism of M .
If we let M be the factor generated by the image of PSL 2 (Z) through the discrete series representation π 13 of PSL 2 (R), then as proven by Jones ( [GHJ] ), M is unitarely equivalent to the factor L(PSL 2 (Z)) associated to the left regular representation of the discrete group PSL 2 (Z).
Fix σ in GL 2 (Q) + and let Γ 0 = Γ σ −1 = Γ∩σ −1 Γ σ and Γ 1 = Γ σ = Γ∩σΓσ −1 . Let P 0 = L(Γ 0 ), P 1 = L(Γ 1 ) be the associated subfactors of L(PSL 2 (Z)) and let θ be implemented (at the group level by conjugation with σ). Hence θ is an isomorphism from L(Γ 0 ) onto L(Γ 1 ). Let U be the unitary π 13 (σ).
By using the techniques developed in [Ra1] , [Ra2] , it follows that the corresponding abstract Hecke operators acting on M ′ = {π 13 (PSL 2 (Z))} ′ is unitarely equivalent (up to a phase in the scalar product) to the classical Hecke operator associated to the double coset PSL 2 (Z)σ PSL 2 (Z), acting on Maass forms.
To get a more global setting let (P α 0 , P α 1 ) be a family of equal index subfactors of a factor M , with group of automorphisms θ α : P α 0 → P α 1 . Here the compositions is on the intersection of domains. Assume that all the finite intersection of the subfactors in the family {P α 0 , P α 1 } α are again of finite index. Then the inductive limit of the commutants in the family {P α 0 , P α 1 } α is a type II 1 factor M that we denote M ad (by analogy with the case of adels). Then any choice of the unitaries U α that implement θ α gives raise to a group homeomorphism ρ : G → Out(M ad ) whose obstruction to lifting is a canonical element in H 2 (G, U(M ad )). This obstruction measures the extent by which the U α 's might be replaced by unitaries that form a representation of G. For example in the case of M = L(PSL 2 (Z)) and the modular subgroups, if we require that the U θ are realized by permutations of PSL 2 (Z), this obstruction will measure the obstruction to construct an inclusion PSL 2 (Z) ⊆ PSL 2 (Q) ⊆ Per(PSL 2 (Z)), where Per(PSL 2 (Z)) is the group of permutations of the set PSL 2 (Z) in and PSL 2 (Z) is embedded in Per(PSL 2 (Z)) by left convolution permutations.
For Γ = PSL 2 (Z), at the level of unitaries in U(L(Γ)) this obstruction vanishes because there exists a representation of PSL 2 (Q) on ℓ 2 (PSL 2 (Z)) that extends the left regular representation (namely the restriction of the discrete series representation π 13 to PSL 2 (Q).
More generally, let G be a discrete group with an almost normal subgroup Γ. Assume that G admits a unitary representation π on ℓ 2 (Γ) that extends the left regular representation of Γ on ℓ 2 (Γ).
We prove that in this case the Hecke algebra H 0 of double cosets of Γ in G, admits a * unital representation t : H 0 → L(G) such that for a double coset α = ΓσΓ, t(α) is represented by an element in ℓ 2 (ΓσΓ) ⊆ ℓ 2 (G).
This representation t extends to a normal * representation of the reduced von Neumann algebra associated to the Hecke algebra.
For σ in G, let Γ 0 = Γ σ −1 = Γ ∩ σ −1 Γσ, Γ 1 = Γ σ = Γ ∩ σΓσ −1 and let θ σ : Γ 0 → Γ 1 be defined by θ σ (γ) = σγσ −1 . The unitary U σ = π(σ) implements θ σ , that is if L γ is left the convolution by γ, then π(σ)L γ = L θ(γ) π(σ) for γ in Γ 0 . The corresponding abstract Hecke operator Ψ Uσ (identifying L(Γ) ′ with L(Γ) via the canonical antiisomorphism) is given by the formula
Here E (where N z σ 1 σ 2 are the corresponding multiplicities) then
L(G)
At the level of the representation t, this corresponds to the fact that for all σ 1 , σ 2 in G t(σ 1 )t(σ 2 ) =
and
is equal to
In this section we introduce the abstract Hecke operators, associated with a pair of isomorphic subfactors, of equal indices, of a given factor M .
In the case M = L(PSL 2 (Z)) we prove that with a suitable choice of the unitary implementing the isomorphism, one recovers the classical Hecke operators acting on Maass forms. This model will be based on the Berezin's quantization of the upper half plane introduced in [Ra1] , [Ra2] .
First, we introduce the definition of an abstract Hecke operator.
Definition 1. Let M be a type II 1 factor and let P 0 , P 1 be two subfactors of finite equal indices.
Let θ : P 0 → P 1 be a von Neumann algebras isomorphism. Let U be a unitary in U(L 2 (M )), that implements θ, that is U pU * = θ(p) for all p in P 0 . Since P 0 , P 1 have equal indices there always exists such a unitary, which is unique up to left multiplication by a unitary in P ′ 1 . Then U P ′ 0 U = P ′ 1 and hence we can define Ψ U as the composition of the following diagram:
Remark 2. If θ can be extended to an automorphism θ of M , then we can choose U such that U xU * = θ(x), for x ∈ M and hence in this case it follows that U M ′ U * = M ′ and hence Ψ U (x) is simply U xU * , x ∈ M ′ , that is Ψ U is an automorphism of M ′ .
To get a more exact description of Ψ U in the case of group von Neumann algebras, we need a more precise formula for the conditional expectation on the case of Γ 1 ⊆ Γ a subgroup of a discrete group of finite index.
Lemma 3. Let Γ be a discrete group and let Γ 1 be a discrete subgroup of finite index.
Let Γ 1 act on ℓ 2 (Γ), and let L(Γ 1 ) ′ be the commutant of L(Γ 1 ) in B(ℓ 2 (Γ)).
Then the conditional expectation E
′ is defined by following formula: choose (s i ) n i=1 be a system of representatives for right cosets for
Denote by L s i the operator of left convolution with s i acting on ℓ 2 (Γ). Then
This formula is reminiscent of the average formula in the definition of a double coset action on Maass forms.
Proof. The lemma is certainly well known for specialists in von Neumann algebras although we can not find a citation. For the sake of completeness we include the proof.
The proof is identical to the argument used for proving that Hecke operators, map PSL 2 (Z)-invariant functions into PSL 2 (Z)-invariant functions.
For every γ in Γ there exists a permutation π γ of {1, 2, . . . , n} such that
Here π γ (i) is uniquely determined by the requirement that the element θ i (γ) = s −1
Denoting for x in L(Γ 1 ) ′ by E(x) the expression
We have that for all γ in Γ
Since x belongs to L(Γ 1 ) ′ , and
This completes the proof.
Using this lemma we can conclude the unitary equivalence of the abstract Hecke operators (in the case of Γ = PSL 2 (Z)) for a specific choice of the unitary U implementions the algebra morphism, with the classical Hecke operators on Maass forms. This has been observed in [Ra2] , we recall the argument for the comfort of the reader.
The analytic discrete series π n , n ≥ 2 of representations of PSL 2 (R) is realized by considering the Hilbert space H n = H 2 (H, dµ n ) of analytic square summable functions on the upper half plane H = {z ∈ C | Im z > 0} with respect to the
, with the standard action on H, and automorphy factor j(g, z) = (cz + d), z ∈ H, the formula of the action is
As a particular case of the results in [GHJ] , the space H 13 is unitarely equivalent to ℓ 2 (PSL 2 (Z)) by a unitary that transforms π 13 (γ) for γ in Γ = PSL 2 (Z) into the unitary operator of left convolution with γ on ℓ 2 (Γ). Another way to rephrase this is to say that the Hilbert space H 13 contains a vector ξ such that π 13 (γ)ξ, ξ is 0 with the exception of the case γ = e.
In [Ra1] we proved that the commutant A 13 = {π 13 (Γ)} ′ ⊆ B(H 13 ) (which is thus isomorphic to L(PSL 2 (Z)) can be described as the space of bivariant kernels k : H × H → C that are analytic in the first variable and antianalytic in the second variable, and that are Γ-bivariant, that is k(γz, γη) = k(z, η) for all γ in Γ, z, η ∈ H. One suplementary condition on k is that it generates a bounded operator X on H 13 , via the reproducing kernel formula
for z ∈ H, f in H 13 . It is obvious that X commutes with {π 13 (Γ)}, and thus belongs to A 13 , because of the Γ-invariance of the kernel.
The uniform norm of X is difficult to compute, but the trace of X (X is an element in the type II 1 factor A 13 ) is given by the formula
Hence the L 2 -norm of X, that is τ A 13 (X * X) 1/2 , is given by the formula
Im z Im η for z, η ∈ H is the cosine of the hyperbolic distance from z to η.
In [Ra1] it was proven that L 2 (A 13 , τ ) is isomorphic to the Hilbert space of functions on F , with scalar product formula
where B 13 (∆) is a positive selfadjoint operator commuting with the G-invariant Laplacian ∆, and hence with all the Hecke operators.
The unitary map Φ 13 from L 2 (A 13 , τ ) into functions on F , is simply the restriction of k to the diagonal. If g is an element in PSL 2 (R) and X is an element in A 13 represented by the kernek k, then π 13 (γ)xπ −1 13 (γ) is represented by the kernel σ g (k) defined by the formula
With these identifications we can prove the following proposition We will work for convenience with PGL 2 (Q) + , the quotient of GL 2 (Q) + by its center.
, where σ ∈ PGL 2 (Q) + . Then the classical Hecke operator associated to σ, is defined, by using a system of representatives
Then Ψ σ is unitarely equivalent to T σ , up to a scalar phase, B 13 (∆), on L 2 (F, dν 0 ). Since B 13 (∆) commutes with all Hecke operators on L 2 (F, ν 0 ), Ψ σ and T σ have the same eigenvalues, and the eigenvectors are the same correspondence.
Proof. For the sake of completeness we verify that T σ maps Γ-invariant functions into Γ-invariant functions.
Since s i was a system of representatives for right cosets of Γ σ in Γ, that is Γ = n i=1 s i Γ σ as a disjoint union it follows that for every γ in Γ, there exists a permutation π γ of {1, 2, . . . , n} such that
Hence for all i = 1, 2, . . . , n
Note that θ i (γ) belongs to Γ σ = Γ ∩ σΓσ −1 and hence that σ −1 θ i (γ)σ belongs to
As a consequence, if f is a Γ-invariant function on H, then for z ∈ H, we have
but f is Γ-invariant, σ −1 θ i (γ)σ belongs to Γ and hence this is equal to
Hence T σ f is a Γ-invariant function on H.
The abstract Hecke operator associated to the unitary U σ = π 13 (σ) is defined for x in {π 13 (Γ)} ′ , by the formula
where s i are a system of right representatives for Γ σ in Γ (that is Γ = s i Γ σ ). Because π 13 (s i )U σ = π 13 (s i σ), if x is represented by a kernel k, then by formula (1), we get that Ψ σ (x) is represented by the kernel
If we identify L 2 (A 13 , τ ) with the Hilbert space L 2 (F, dµ 0 ) with scalar product ≪ f, g ≫= f, B 13 (∆)g L 2 (F ) then in this identification Ψ σ will thus map a func-
But this is exactly the Hecke operator T σ , at least as a linear map. The structure of eigenvector, eigenvalues and the selfadjointness is unchanged by the new scalar product since B 13 (∆), as a function of the invariant Laplacian, commutes with all Hecke operators.
EXPLICIT DESCRIPTION OF THE ABSTRACT HECKE OPERATOR IN THE SUBGROUP CASE
In this section we assume that Γ is a discrete subgroup and let Γ 0 , Γ 1 be two isomorphic subgroups of equal finite index. Let θ be an isomorphism between Γ 0 , Γ 1 and let U be a unitary in B(ℓ 2 (Γ)) that implements θ (we can always find such a unitary since the subgroups have equal index). For γ in Γ we denote by L γ , R γ the operators of left and respectively right convolution on ℓ 2 (Γ) by Γ.
More generally, for m in ℓ 2 (Γ), we denote by L m , R m the (eventually unbounded) operator of left (respectively right) convolution on ℓ 2 (Γ) with m.
By L(Γ) and respectively R(Γ), we denote the algebra of left (respectively right) bounded convolutions on Γ. L(Γ) is then the type II 1 factor associated with Γ.
Recall that the antilinear involution operator J : ℓ 2 (Γ) → ℓ 2 (Γ), defined by Jx = x * , x ∈ ℓ 2 (Γ) has the property that JL(Γ)J = R(Γ) and
Moreover, for the von Neumann algebra of a group, the conjugation map which maps γ∈Γ a γ γ into γ∈Γ a γ γ is antilinear isomorphism of von Neumann
We will transfer, via the isomorphism Φ(L x ) = R x * , this map to a completely positive map representation on L(Γ). The ingredients for the explicit expression of Ψ U are the unit vector t i = U s i , where s i ∈ Γ ⊆ ℓ 2 (Γ) is a system of representatives
More precisely that means ℓ 2 (Γ) is the orthogonal sum of the subspaces ℓ 2 (Γ 1 )t i and γ 1 t i , γ 2 t i ℓ 2 (Γ) is equal to zero unless γ 1 = γ 2 .
The properties of t i relative to L(Γ 1 ) can be also expressed by saying that τ (γt i t * j ) is zero unless i = j and γ is the identity, that is E L(Γ i ) (t i t * j ) is zero unless i = j and in this case E L(Γ 1 ) (t 1 t * 1 ) = 1. To prove the result we need first a lemma, which gives a tool for calculating conditional expectations from elements in
Lemma 5. Let Γ be a discrete group and let Γ 1 be a subgroup of finite index.
Proof. Let V a (respectively V b ) be the partial isometries with initial space ℓ 2 (Γ 1 ) and range ℓ 2 (Γ 1 )a and ℓ 2 (Γ 1 )b respectively.
Note that V a , V b are partial isometries because a, b are left orthonormal with respect to L(Γ 1 ). Indeed, the relation E L(Γ 1 ) (aa * ) = 1 implies that for γmΓ 1 , τ L(Γ 1 ) (γaa * ) is zero unless γ is the identity and hence
If e is the projection from ℓ 2 (Γ) onto ℓ 2 (Γ 1 ) then e ∈ L(Γ 1 ) ′ and
Clearly, beeing an isometry V * a is the partial isometry that maps γ 1 a into
But if we use the map on B(ℓ 2 (Γ)) given by x goes into Jx
Hence e commutes with R m and E
which is further equal to
As an exemplification we note the following corollary, which is certainly known to specialists. We include it as an exemplification. 
If we use the map
Proof. The projection P [Γ 1 t] clearly belongs to L(Γ 1 ) ′ since it is invariant to left multiplication by Γ 1 . In the terminology of the previous lemma we have that
Now by Lemma 3, since s i is a system of right representatives for
If we apply the conjugation map J · J, the space s i Γt gets mapped into J(s i Γt) = t * Γs
is there a system of left representatives for Γ 1 in Γ and the result follows.
We can now prove the main result of this section, which gives a concrete expression for the completely positive map
We will also describe this map as an operator from L(Γ) into L(Γ).
Theorem 6. Let Γ be a discrete subgroup and let Γ 0 , Γ 1 be two isomorphic subgroups of equal finite index. Let θ be an isomorphism from Γ 0 onto Γ 1 and assume 
Proof. Fix γ in Γ. We will first determine a formula for U R γ U * . We use the fact s i are a system of representatives for right cosets for Γ 0 in Γ, so Γ = Γ 0 s i . Hence for every γ in Γ, and i ∈ {1, 2, . . . , n} there exists a permutation π γ of 1, 2, . . . , n and an element θ i (γ) in Γ 0 such that
More precisely, θ i (γ) = s i γs −1 πγ(i) . Clearly, one other possible way to white this expression is to say that
Then for an arbitrary basis element γ, t i in ℓ 2 (Γ 1 )t i we have
Since θ −1 (γ 1 )θ i (γ) belongs to Γ 0 this is further equal to
With the terminology from Lemma 5, it follows that the restriction of
, which is a partial isometry whose initial space is exactly ℓ 2 (Γ 1 )t i . Since the space ℓ 2 (Γ 1 )t i are pairwise orthogonal it follows that
Hence by Lemma 5 it follows that E
By formula (2), this turns out to be
By linearity it then follows that
Passing from R(Γ) to L(Γ), (R x being mapped into L x * ) this is then the map L x * goes into (after switching the indices i and j)
and thus as a map on L(Γ)
If we use the conjugation map on L(Γ), this map becomes
THE GROUP COHOMOLOHY OBSTRUCTION ASSOCIATED WITH THE HECKE DATA
In this section we consider a type II 1 von Neumann algebra M , along with a family S of finite index subfactors N of M . We assume that S is directed downward, that is for any N 1 , N 2 there exists N 3 in S, such that N 1 ∩ N 2 ⊇ N 3 . We will call such a family S a modular family of subfactors of M .
To any such a family we will associate a type II 1 factor M ad , the "adelic closure". Let G be a discret group that acts partially by
Here the composition is a maximal domain. For such that an α we associate a representation of
We proceed with the definition of the "adelic" closure of M .
Definition. Let M be a type II 1 factor with modular family S of subfactors. Then M ad is the inductive limit of the type
preserves the trace, by GNS construction M ad is a type II 1 von Neumann algebra.
Remark. Let Γ be a discrete group with a modular family S of subgroups. Then by analogy the "adelic closure" Γ ad is obtained as follows. Let Per(Γ) be the group of permutations of Γ as a set. Embed Γ in Per(Γ) by associating to each γ in Γ, the permutation of Γ, induced by left multiplication by γ.
The Γ ad group inductive limit of the commutants in Per(Γ) of the group Γ i in S.
Let G be a discrete group. We define a partial group action of G relative to the modular structure S of the factor M as follows.
Definition. Let M be a II 1 factor with modular structure S. Let G be a discrete group. An action of G on (M, S) is a family θ = (θ g ) g∈G of subgroup isomorphisms. The domain and respectively the range of θ α are assumed to be subfactors N 0 α , respectively N 1 α , in S. We assume that θ = (θ g ) g∈G is a group morphism in the sense that for all g, h ∈ G the composition θ g •θ h which maps θ
In addition we assume that every θ g is compatible with S, in the sense that for every N in S and N ⊆ N 0 g , θ g (N ) contains some N 1 in S. Remark. If Γ is a discrete subgroup which is almost normal in a group G, then if the subgroups Γ ∩ gΓg −1 are in a modular family of finite index subgroups of Γ,
The morphism θ g is simply conjugation by g. We now prove that an action of a group G on a factor M with modular structure S and such that [M :
gives rise for a natural homeomorphism ρ : G → Out(M ad ). The obstruction to the existence of a lifting ρ to a homeomorphism ρ : G → Aut(M ad ), which is an element in H 2 (G, U(M ad ) is an obstruction for having a group representation U of G on L 2 (M ), such that U g implements θ g . More precisely, we have the following Proposition. Let (M, S) be a type II 1 factor with modular structure S. As-
Then there exists a unitary U g in the unitary group of the Hilbert space
If the unitaries U g can be chosen such that g → U g is a unitary representation of G, then this obstruction will vanish.
Proof. We first prove that the map x → U g xU * g is inducing an automorphism of M ad . Let g be any element in G, and let N be a subfactor in S. Then, by the modular property of S, there exists N 1 in S, such that N 1 ⊆ N ∩ N 0 g . By the compatibility of the action α g with S, α g (N 1 ) contains a subfactor N 2 in S. Hence
Next note the following fact. If P is a type II 1 factor, and Q 1 , Q 2 are two subfactors of finite equal index and θ :
Indeed, let n be the integer part of [P :
with um 2 n+1 , where u is a unitary in Q 2 , we may assume that e 2 = θ(e 1 ). But then the map
Moreover, U is unique up to left multiplication by a unitary u ′ in Q ′ 2 . Returning to setting of the proposition, assume that given α, β in G, we have chosen U α and U β that implement θ α and respectively θ β . Hence U α qU * α = θ α (q) for all q in N 0 α , and
Hence ρ αβ , which is induced by U αβ , differs from ρ α • ρ β , which is induced by U α U β , by a conjugation with a unitary in U(M ad ) and hence ρ α , α in G defines an automorphism of G into Out(M ad ). The obstruction for ρ beening liftable to an automorphism is exactly the cocycle c(α, β) = U * αβ U α U β which take its values in U(M ad ) and thus represents a class in H 2 (G, U(M ad )). This will vanish if one can choose from the begining the unitaries U α so that α → U α is a representation of G into the unitary group of L 2 (M, τ ).
Remark. This obstruction vanishes in the case of L(PSL 2 (Z)) and G = PSL 2 (Q) + , and S consisting of L(Γ 1 ), Γ 1 a modular subgroup. Indeed in this case there exists a representation which extends the left regular representation of Γ = PSL 2 (Z) on ℓ 2 (Γ) to a unitary representation of G on ℓ 2 (Γ). Then we simply take U g = π(g).
Finally, we can repeat the same construction for a discrete Γ with a modular family of subgroup S and G a discrete group that acts partially on Γ, that is for any g in G, there exists subgroups Γ 0 g , Γ 1 g in S, and
Then we have 
Proposition. Let Γ be a discrete subgroup with a modular structure of subgroups S. Let G act partially on Γ, and assume that the action of G on Γ is compatible with the modular structure S (that is for all
Proof. Indeed if Γ ⊆ G ⊆ Per(Γ) then the permutations U g are simply the image of g in Per(Γ).
THE TYPE II
In this section we consider the case of an almost normal subgroup Γ of G, where G has the property that there exists a unitary representation π : G → U(ℓ 2 (Γ)) that extends the left regular representation of Γ. In this case as noted before, for every σ in G, the groups Γ σ = Γ ∩ σΓσ −1 and Γ σ −1 = Γ ∩ σ −1 Γσ have equal indices. Let H(Γ \ G/Γ) be the Hecke algebra of the pair Γ ⊆ G.
We recall from [K2] , that H(Γ \ G/Γ) is simply the linearization of the algebra of double cosets of Γ in G. The product formula is as follows: let σ 1 , σ 2 be elements of
where [ΓzΓ] runs over the space of double cosets of Γ contained in Γσ 1 Γσ 2 Γ. The multiplicity c(σ 1 , σ 2 , z) is computed by the formula
(see [Krieg] , formula on page 15). Moreover, H(Γ \ G/Γ) acts on the vector space of left cosets ℓ 2 (Γ/G), which has as a basis the set {Γs} of left cosets representatives for Γ in G.
The formula of the action is for g, h ∈ G,
This is called ([CoB], [CM]
, [Tz] ) the left regular representation of the Hecke algebra on ℓ 2 (Γ \ G) and is denoted by λ Γ\G . Consequently, the above formula reads as
where Γg i are a system of representatives for left cosets of Γ that contained in ΓgΓ.
The Hecke algebra comes with a natural multiplicative homeomorphism ind : H(Γ \ G/Γ) → C which is defined by the requirement that
Moreover, there exists a natural reduced left reduced C * and von Neumann algebra associated with the action on ℓ 2 (Γ/G). Namely, out of the space of cosets we make a Hilbert space by imposing the condition that the [Γg]'s form are orthonormal basis.
The reduced von Neumann algebra H red (Γ \ G/Γ) is the closure of the von Neumann subalgebra of B(ℓ 2 (Γ/G)) generated by the left multiplication with elements in H(Γ \ G/Γ). This is the closure of the algebra generate by the image of λ Γ/G . Note that this algebra comes with a natural state ω Γ,Γ which is simply
If for all g in G, the subgroups Γ g and Γ g −1 have equal indices in Γ then ϕ is a trace, and another way to describe H red (Γ \ G/Γ) is to say that it is obtained via the GNS construction from the trace ϕ = ind on
and hence the Hecke algebra is a * -algebra.)
We can now state the main result of this section. In particular, this proves that if G has a unitary representation on ℓ 2 (Γ) that extends the left regular representation, then H red (Γ \ G/Γ) embedds in a very natural way in L(G).
Theorem 7. Let G be a discrete group with an almost normal subgroup Γ.
Assume that G admits a unitary representation π on ℓ 2 (Γ) that extends the left regular representation of Γ on ℓ 2 (Γ).
which is a matrix coefficient of the representation π. Here e is the identity element of Γ viewed as a vector in the Hilbert space ℓ 2 (Γ).
extends to a unital * normal isomorphism ρ from the von Neumann algebra
Then t c ∈ ℓ 2 (Γs), and the family t c , where c runs over the space of left cosets is an orthonormal system generating a Hilbert space K. Then K is a reducing space for the representation ρ. The restriction of the representation ρ of H to k is unitarily equivalent to the left representation λ Γ\G of H red (Γ\G/Γ) on ℓ 2 (Γ/G) by the unitary that maps t c into the coset c ∈ ℓ 2 (Γ/G).
Remark 8. Note that, in particular, the theorem implies that the following properties hold true.
For all
b) For all double cosets ΓσΓ we have
, and c = [Γs] is a coset then
where Γg i runs over a set of representatives for left cosets of Γ that are contained in ΓσΓ. d) For every coset c = Γs, t c 2 2 = 1 and {t c } where c runs over cosets of Γ is an orthonormal forms.
Moreover, the following additional properties hold true.
(where ξ, η are the images of ξ, η to the conjugation map: ξ γ γ = ξ γ γ). 5) If s i is a system of representatives for right cosets Γ σ −1 in Γ, so that ΓσΓ is as a set the disjoint union of Γσs i (since Γ = Γ σ −1 s i ) then
7) The representation π can be recovered from the coefficients t(θ), θ in G.
In particular, π(σ)e as an element of ℓ 2 (Γ) is equal to σ · t σ −1 Γ and hence
Let α Γs,Γt be the projection from ℓ 2 (Γ) onto the Hilbert space generated by the elements in A Γs,Γt . In particular, γ belongs to A Γs,Γt is equivalent to α Γs,Γt (γ) = 0 (and hence α Γs,Γt (γ) = γ) and this is further equivalent to the fact that there exist θ in Γ such that sγ = θt (γ = s −1 θt).
is a set of representatives for left
is different from 0, if and only if j = π γ (i), in which case it is equal to
This is equivalent to fact that γ belongs to A Γσs i ,Γσs j which is equivalent to the fact that there exists θ in Γ such that (σs i )γ = θ(σs j ).
To prove the theorem we will first prove the following lemma, which gives a computational tool for all these equalities.
Lemma 9. For all θ 1 , θ 2 in G the following equality holds:
Proof. Clearly t(θ 1 ) = π(θ 1 )e, e ℓ 2 (Γ) = e, π(θ To prove the second property note that
2 )e which by property 7) (that we will prove below) is
This completes the proof of Lemma 1.
The proof of property 7) is
We now start the proof of Theorem 7.
The most relevant properties are a), c) that we will prove first.
To prove property a) let
and hence this is equal to
To identify the coefficient
for any z ∈ G, that also belongs to Γσ 1 Γσ 2 Γ, we consider
Clearly, the group Γ acts on A z , the action of γ are an element (θ 1 , θ 2 ) being
It is obvious that this is a free action of Γ. Let O be the space of orbits of Γ. Each orbit is of the form {(θ 1 γ −1 , γθ 2 ) | γ ∈ Γ}, with the action of γ being biunivocal. It follows by property 2) of Lemma 9 that for every orbit o in O
Hence the coefficient in formula (4) is n(z)t(z), where n(z) is the number of orbits of Γ for the given action on A z . We consider the following map Φ from O into the space of cosets of Γ in G.
with the necessary property that θ 1 θ 2 = z) then we define
Clearly, this map is well defined.
Moreover, the image lies in the set M = M (σ 1 , σ 2 , z) of cosets of Γy in G that verify that there exists x in Γσ 1 Γ with xy = z. (This is the set defining the coefficient
0 and hence that o and o ′ are the same orbit. Thus the number u(z) in formula (4) is c(σ 1 , σ 2 , z), and since this only depends of the double coset of ΓzΓ and not of the individual value of z, this proves that in the product t a t c the element t ΓzΓ shows up with coefficient c (σ 1 , σ 2 , z) .
This completes the proof of property a). We now prove property c). Let a = ΓσΓ be a double coset and let c = Γs be a left coset of Γ in G. We want to determine t a t c . Then
Let (r a ) n a=1 , with n = [Γ : Γ σ −1 ] be a set of representatives for right cosets of
Clearly, this is also a disjoint union since if γ 1 σr a = γ 2 σr b with γ 1 , γ 2 in Γ, then it follows that r b r −1
2 γ 1 )σ and hence since r a r −1 b belongs to Γ it follows that σ −1 (γ −1 2 γ 1 )σ belongs to σ −1 Γσ ∩ Γ. Hence r b r −1 a belongs to Γ σ −1 or r b belongs to Γ σ −1 r a . But this implies r a = r b , since those were a set of representatives. We decompose the set ΓθΓ × Γs as the reunion a=1,2,...,n γ 1 ∈Γ A γ 1 ,a , where A γ 1 ,a is the set {(γ 1 σr a γ, γ −1 s) | γ ∈ Γ}. Note that the sets A γ 1 ,a are disjoint.
Indeed
but this implies that γ ′ = γ ′′ and hence this implies that
Since as we have shown before the union Γ = n c=1 Γσr c is disjoint it follows that r a = r b and hence that γ 1 = γ 2 .
By formula (5) 
If the cosets Γs and Γt are disjoint then this is clearly 0. Otherwise, if s = t then this is further equal to
again by Lemma 9. This completes the proof of properties a), b), c), d) from Remark 8. We now proceed to the proof of Theorem 7. By properties a), b) it is then obvious that the map Φ from H(Γ \ G/Γ) into L(G) defined by Φ([ΓσΓ]) = t ΓσΓ and then extended by linearity is * homeomorphism.
Because of properties c), d) the map v which maps t Γs into the coset Γs in ℓ 2 (Γ \ G) is a unitary operator. Moreover, Φ(H(Γ \ G/Γ)) invariates K, so the projection P K from ℓ 2 (G) onto K belongs to the commutant of the algebra
Moreover, by property d) and because of the definition of the left action
Since e (the unit of Γ ⊆ G) belongs to k as t Γ = e.
To conclude the fact that Φ is an isomorphism from H red (Γ \ G/G) into L(G) we need the following lemmata that summarizes the properties we obtained so far Lemmata. Let M be a finite von Neumann algebra with finite faithfull trace τ . Let N 0 be a unital * -subalgebra of M that contains the unit. Assume that there exist a projection P onto a subspace K of L 2 (M, τ ) that contains 1, and such that P commutes with N 0 . Let B 0 = P 0 N 0 P 0 , and let B be the von Neumann algebra generated by B 0 in B(K). Assume that ω 1,1 is a faithfull special state on B.
Then the reduction map, which maps n 0 ∈ N 0 into p 0 n 0 p 0 extends to a von Neumann algebra isomorphism from N = {N 0 } ′′ onto B.
This concludes the proof of the fact that Φ : H(Γ \ G/Γ) extends to a von Neumann algebras isomorphism, from H red (Γ \ G/Γ) into H = {Φ(H(Γ \ G/Γ)) ′′ } because of the unitary U that interwines the left regular representation of H with the restriction of Φ to ℓ 2 (Γ \ H) (which generates H red (Γ \ G/Γ) with the representation a → P K Φ(a)P K .
We now proceed to the proof of the properties 1)-8) in Remark 8 (since 7) was already proven).
We start with property 2). Assume that
The terms in t a γ(t a 2 ) * are sums of multiples of elements of the form
is different from 0, it follows that there exists γ 1 , γ 2 , γ 3 , γ 4 and θ in Γ such that
Hence σ 2 = (γ −1 4 θ −1 γ 1 )σ 1 (γ 2 γγ 3 ) and hence Γσ 2 Γ = Γσ 1 Γ or a 1 = a 2 . This proves property 3) and also proves that
To prove the remaining part of property 1), note that by property 5) (which is obvious since the sets Γσs i are disjoint) we have that
Since we know that different cosets Γz 1 , Γz 2 , t Γz 1 and t Γz 2 are orthogonal. It follows that t
and this is exactly the number of left cosets in ΓσΓ, which is ind [ΓσΓ] .
Property 3) is now a consequence of property 1). Indeed, as we have proven in property 1), for every double coset a = [ΓσΓ], we have that t a (t a ) * is the sum
But t Γe is just the identity. On the other hand, if we apply the trace τ into the previous relation, and since E preserves the trace it follows that
Hence c(σ, σ −1 , e) = ind a where a = [ΓσΓ] and hence
We now proceed to the proof of property 4). By bilinearity it is sufficient to prove this property for ξ = h 1 , η = h 2 , where h 1 , h 2 are two elements in Γ.
Hence we have to prove that for a = [ΓσΓ]
Doing a change of variable θ
1 θh 2 this is exactly the definition of t a . Finally, property 6) follows from the fact that in this case π(σ) commutes with Γ on ℓ 2 (Γ) so it must be a scalar λ. Hence t(γ 1 σγ 2 ) = π(γ 1 σγ 2 )e, e = λ γ 1 γ 2 e, e which is different from 0, if and only if γ 1 γ 2 = e.
But in this case ΓσΓ is simply Γσ and hence
For property 7) note that
Taking the adjoint we obtain (π(σ)e) * σ = t Γσ .
We now prove property 8). Let Γs, Γt be two left cosets as in the statement. Let γ be any element in Γ. Then E L(G) L(Γ) (t Γs γ(t Γt ) * ) is different from 0, if and only if there exists γ 1 , γ 2 and θ in Γ such that γ 1 sγt −1 γ 2 = θ which is equivalent to
is different from 0, if and only if γ belongs to Γ ∩ s −1 Γt = A Γs,Γt . But this gives exactly that
which by linearity proves the statement of property 8).
Note that α Γs,Γt is the zero projection if Γ ∩ s −1 Γt is void.
To prove property 9) we use property 8). 
Hence θ belongs to Γ σ −1 and s i γ = θ ′ s j so j must be equal to π γ (i).
THE REPRESENTATION OF THE HECKE OPERATORS FOR
This section contains the main result of th paper. In Section 2 we obtained an explicit formula for abstract Hecke operator.
In this section we prove that the algebra consisting of completely positive maps representing the Hecke operators has a lifting to L(G). This lifting is similar to the dilation of a semigroup of completely positive maps. It relies on the representation for the Hecke algebra given in the previous section. The result is a formula that doesnot involve in its expression any choice of a system of representatives.
The main theorem of this paper is the following 
We identify with L(Γ) via the canonical anti-isomorphism and consider
be the representation of the Hecke algebra constructed in the previous section, so that
Note that in particular Ψ σ depends only on the coset ΓσΓ.
Remark. By using the antilinear isomorphism
is unitary equivalent to the Hecke operator associated with ΓσΓ on Maass form. In the next proposition we will prove that, as in the classical case
Recall that Γ σ −1 = Γ ∩ σ −1 Γσ, Γ σ = Γ ∩ σΓσ −1 and s i is a system of left representatives for left cosets for
In Proposition 6 we proved that Ψ σ (x) is given by the formula, for x in L(Γ),
By linearity we may assume that x is equal to γ = L γ a group element in L(Γ). Let π γ be the permutation of the set {1, 2, . . . , [Γ : Γ σ −1 ]}, determined by the requirement that
where θ i (γ) = s i γs −1
Because θ σ is conjugation by σ this is further equal to
By property 7) in Remark 8
and hence t * i σs i = t Γσs i for i = 1, 2, . . . , n. Consequently, combining this with formula 7) it follows that Ψ σ (γ) is further equal to
Indeed, a term of the form t Γσs i γt Γσs j contains various terms of the form a(γ 1 σs i γs 
1 θγ 2 ). Thus, s i γs −1 j = θ 1 for some θ 1 in Γ σ −1 and hence s i γ = θ 1 s j . But this by the definition of the permutation π γ implies that j = π γ (i).
Thus the equality (8) might be continued as
t Γσs i and hence this is further equal to
By linearly this gives the required formula for Ψ σ . It is well known that the Hecke operators on Maass forms (or map forms) give a representation for the Hecke algebra. This is also true for the abstract Hecke operators, and we prove this, directly from the formula in the preceding theorem.
Proposition. The map [α] → [Γ :
Γ α ]Ψ α described in the previous theorem is a * morphism from H(G \ Γ/G) into the algebra of bounded operators on ℓ 2 (Γ). If a 1 = Γσ 1 Γ, a 2 = Γσ 2 Γ are two double cosets with multiplication rule
Proof. To do this we need first to formulate another variant for the formula of Ψ ΓσΓ , for ΓσΓ a double coset of Γ in G.
be a system of representatives for right cosets for Γ σ −1 in Γ, that is Γ is the disjoint union of Γ σ −1 s i , i = 1, 2, . . . , [Γ : Γ σ −1 ]. Then for each γ in Γ there exists a permutation π γ of the set {i = 1, 2, . . . , [Γ :
Then we proved that
By property 9) in Remark 8, let α ij = α Γσs i ,Γσs j be the projection from ℓ 2 (Γ) onto the Hilbert space generated by
Combining properties 8) and 9) it follows that
t Γσs i α Γσs i ,Γσs j (x)t Γσs j .
Let now a 1 = [Γσ 1 Γ], a 2 = [Γσ 2 Γ], be two double cosets in G, for which we want to compute the composition
Assume that s i are representatives for left Γ σ
and similarly assume that r α , α = 1, 2, . . . , [Γ :
Recall that by property c) in Remark 8, we have that for all i = 1, 2, . . . ,
Let π γ be the permutation associated to the cosets Γ σ
. . as in Remark 8 and 9.
Then by using property 10) for [Γσ 1 Γ] we obtain that for every γ in Γ, we have that
which by using the equality (11) is further equal to
As noted in property 9) of Remark 8, α Γσs i ,Γσs j (γ) is different from 0 if and only if γ ∈ Γ ∩ s −1 1 σ −1 Γσs j which is equivalent to the fact that there exists θ in Γ such that σs i γ = θσs j .
Moreover, still as a consequence from property 8) in Remark 8 it follows that a term in the sum (12) is different from 0 if and only if there exists θ ′ in Γ such that
But j was determined by the fact that
From (14) we deduce that σ 2 r a σ 1 s i γ = σ 2 r a θσ 1 s j and using (13) we deduce that
Hence b and θ ′ are uniquely determined by θ and a and hence by a, i and γ.
Thus there exists a bijection α γ = (α 1 γ , α 2 γ ) of the set {1, 2, . . . , [Γ :
]} which to every pair (a, i) associates the unique b = α 1 γ (a, i), j = α 2 γ (a, i) = π γ (i) for which the term starting with t Γσ 1 raσ 2 s i in the sum (12) remains non zero after applying E L(G) L(Γ) . Moreover, this bijection has the property that for all (a, i) in {1, 2, . . . , [Γ :
where α γ = (α 1 γ , α 2 γ ) is a bijection. On the other hand, we know that
where the multiplicities α(σ 2 , σ 1 , z) are strictly positive integer numbers that come from the algebra structure of the Hecke algebra of double cosets. Moreover, as we have seen above
Hence the enumeration of left cosets in [Γσ
]. This enumeration will contain for each coset
The contribution of any such group in the sum (15), will be one copy of E L(G) L(Γ) (t z γ(t z ) * ).
But this proves exactly that
By linearity this proves our result.
In concrete situation, it might happen that we have the unitary representation π of G on a Hilbert Space H, and that we know that π|Γ is unitarely equivalent to the left regular representation, but without knowing precisely the structure of these intertwiner. So, it would be useful to proceed with the construction of the elements t ΓσΓ , but starting just with a cyclic vector η (which automatically is separating) in the Hilbert space of the representation of π.
So, in this case we would start with
For example, in the case of PSL 2 (Z) represented on the space H 13 ( [GHJ] ) by Perelmov ([Pe]) we know that evaluation vector at any given point in H is cyclic. Then the t ΓσΓ might have an easier expression. To exemplify we replace PSL 2 (R) by SU (1, 1), so the upper half plane gets replaced by the unit disk, and PSL 2 (Z) gets replaced by a discrete subgroup say Γ 0 of SU (1, 1). Let η be the evaluation vector at 0, so η becomes the constant function | and π(θ)η, η H 13 is particulary easy to compute (since π(γ) | is a multiple of the evaluation vector at γ 0 ).
In the next lemma we prove the family of "deformed" t ΓσΓ might be used to compute Ψ σ .
Proposition 11. Let η be a cyclic separating vector in ℓ 2 (Γ) and let, for σ in G,
Let x = (η * η) 1/2 which is invertible at least in the affiliated algebra of unbounded operators. Then ξ = x −1/2 η is a cyclic trace vector, and hence by Remark 8, property 4),
and hence for y in L(Γ),
Proof. This is now obvious.
There is a very simple way to compute the element x in the preceeding lemma from the matrix coefficients π(θ)η, η , γ ∈ Γ. This is certainly well known to specialist, but for completness we include the exact result here.
Lemma. Let η in ℓ 2 (Γ) be given. Assume we know the element A = γη, η γ −1 . Then ξ = (A * A) −1/2 η is a cyclic trace vector in ℓ 2 (Γ).
Proof. Indeed,
Hence (ηη * ) −1/2 = A −1/2 which is invertible since η is cyclic and separating. Then (ηη * ) −1/2 η is a unitary, that is (as a vector) a cyclic trace vector.
COMPLETE POSITIVITY MULTIPLIERS PROPERTIES FOR EIGENVALUES FOR A JOINT EIGENVECTOR OF THE HECKE OPERATORS
In this section we derive further consequences, from the relations derived in the previous chapter, regarding the relative position in L(G) of the algebra L(Γ), and the H ⊆ L(G) generated by the t α 's α running in the space of double cosets of Γ in G. To avoid coumbersome notations we will use ρ(a) and t a for ρ(a) and t a for a = [ΓσΓ] double cosets. This will continue to work with the image of H through the canonical conjugation antiisomorphism in L(Γ). Let D be the von Neumann subalgebra in B(ℓ 2 (G)) generated by the operators of left and right multiplication with elements in H, that is by L α = L t α , R α = R t α , the left and right convoluters by the elements t α ∈ H that are associated to double cosets α = [ΓσΓ], σ in G.
From an algebra point of view D is isomorphic to H ⊗ H, but when talking closures this might be false (e.g., see the action of the algebra D on the vector 1 (the unit of G), viewed as a vector [Po] ).
Let P be the projection from ℓ 2 (G) onto ℓ 2 (Γ). Then, by property 2) in Remark 8, it follows that P L α R *
Then D has the following remarkable property:
(P DP )(P DP ) ⊆ (P DP ) and hence P DP is an algebra.
Moreover, the algebra
, σ ∈ G extends to a * -algebra homeomorphism Φ from the * -algebra generated by the t α 's, into P DP .
Although we do not know the structure of the action of the algebra D on a vector ξ in ℓ 2 (Γ), that is different from 1, we can still derive some conclusion in the case when the unit vector ξ in ℓ 2 (Γ) is a joint eigenvalue for all the [Γ :
running over all double cosets of Γ.
Let K be the Hilbert subspace of ℓ 2 (G) generated by HξH. The fact that ξ is a norm 1 eigenvector for all the Ψ α 's, α double coset implies
ξ for all double cosets α, β of Γ in G, and hence
(Here ξ is a norm 1 eigenvector for [Γ :
We note the following consequence of these considerations.
Lemma 12. Let ξ be a norm 1 joint eigenvector for the maps [Γ :
Recall that H is the von Neumann algebra generated by all the t α 's. Then
Then for all cosets β = Γσ 1 Γ, σ 1 in G we have that
and this is 0 unless, α = β, case in which the quantity above is further equal to
Thus η is a vector in L 2 (H, τ L(G) ) which verifies that η, t β is 0 unless α = β case in which η, t α = λ α . Since as proven in Remark 8, {t α } is an orthogonal basis for
This observation has the following important corollary Corollary 13. Let G be a discrete group and Γ ⊂ G an almost normal subgroup. Assume that G admits a unitary representation π that extends the left regular
Let ξ in ℓ 2 (Γ) be a joint eigenvector of eigenvalue λ(α), for all the completely positive linear maps [Γ :
Consider the linear map Φ 0 on H(Γ \ G/Γ) (the linear span of double cosets) defined by
Here α Proof. The extension of the map Φ 0 is the map Φ on H defined by Φ(x) = E H (ξ * xξ). But this is clearly completely positive.
One possible way to avoid all operator algebras terminology in this statement (though by loosing the continuous extension property is to restate this statement by claiming that for all complex numbers λ α , µ β in C, α, β running over double cosets of Γ in G we have that
This statements turns out to be an algebraic inequality about linear combinations with coefficients values of eigenvalues of the quantities:
These quantities are computed from the numbers c(σ 1 , σ 2 , z) that describe the multiplication structure on the algebras of cosets. However, this algebraic statement is superseeded by the next theorem. Theorem 14. For Γ ⊆ G an almost normal subgroup, let c(α 1 , α 2 , β) be the constants that describe the multiplication structure in the Hecke algebra of
Assume that G admits a unitary representation π on the Hilbert space ℓ 2 (Γ) that extends the left regular representation of Γ on ℓ 2 (Γ). 
Note that the sum above is finite for all fixed ν and µ, since only a finite number of double cosets enter the product α When Γ = PSL 2 (Z), G = PGL 2 (Q) + , this applies to the Hecke operators T ΓσΓ , σ in G acting on Maass forms, since as we observed in Proposition 4 they have the same eigenvalues as [Γ : Γ σ −1 ]Ψ ΓσΓ . We will show concrete computations give in the next chapter.
Proof. Recall that for
We will derive our conclusion from the inequality
Indeed, let (λ αβ ) be arbitrary complex number (all 0 with the exception of a finite number).
Then, for α, β, c, d running through double cosets of Γ in G, we have
By the product rule (property a) in Remark 8) and by property 1) in the same remarkt this is equal to
Since (λαβ) run over all complex sequences of numbers with αβ complex numbers with compact support it follows that the matrix
is positive definite when (µ, ν) = (αβ, cd) runs over all pairs of double cosets.
A better statement could have been obtained if we know that the algebras {L α | α double coset} ′′ , {R β | β double cosets} ′′ acting on HξH act like a tensor product.
For the sake of completeness we include here a criteria that two von Neumann, unital subalgebra B 1 , B 2 of L(G), acting on B 1 ξB 2 from the left and the right generate an algebra isomorphic to B 1 ⊗ B 2 . The criteria should be in terms of the completely positive map Φ from B 1 onto B 2 defined as
This result would probably deductible from [PoS], we include it here for the sake of completeness.
Lemma 15. Assume M is a type II 1 von Neumann algebra, and let A, B be two unital von Neumann subalgebras. Let η 0 be a unit vector in L 2 (M ) and consider the Hilbert subspace of L 2 (M ), generated by AξB.
Let Φ : A → B be the completely positive map defined by
Assume that there exist a finite set of elements Proof. The application Ψ is in fact Φ(x) = E B (η * xη), where η = i a i ξb i and hence for the vector η we would have that E B (η * η) = 1 and
This then implies that in AηB = AξB the algebra generated by {L a , R b } * is isomorphic to A⊗B.
THE CASE
In this chapter we will only consider the particular case of Γ = PSL 2 (Z), G = PGL 2 (Q) + . It is well known ( [Hej] ) that the Hecke algebra is commutative in this case, and hence that for all σ ∈ G, the subgroups Γ σ = Γ ∩ σΓσ −1 and Γ σ −1 = Γ ∩ σ −1 Γσ have the same index in Γ.
We prove a relative Akeman-Ostrand ( [AO] ) property for the C * -algebra A Γ generated by the left and right convolution operators with elements from G acting on ℓ 2 (Γ), by multiplication and then projection onto ℓ 2 (Γ).
By [Oz] this is equivalent to the fact that the groupoid action of
It will then follow that quotient algebra A/A ∩ K(ℓ 2 (Γ)) is isomorphic to a C * -algebra A Γ obtained from a reduced C * -product of the groupoid G × G acting on the algebra of characteristic functions of double cosets of modular groups.
In this way the morphism mapping [ΓσΓ] → Ψ [ΓσΓ] constructed in the previous chapter becomes a trace preserving isomorphism from the Hecke algebra into the type II 1 factor associated with the trace on A Γ . Therefore, modulo the compacts, the morphism [ΓσΓ] → Ψ [ΓσΓ] extends to a continuous isomorphism modulo the compacts, and hence the Ramanujan-Peterson conjecture holds modulo the compact operators (the essential spectrum of the Hecke operators is contained in the interval prescribed by the conjecture).
We introduce the construction of the various algebras associated to this construction.
Let X G be the C * -subalgebra of L ∞ (G) generated by all characteristic functions of double cosets (or equivalently single left or right cosets) of the form sΓ σ t where x, σ, t ∈ G.
Denote the characteristic function for a subset A of G by χ A . Note that because of the commutativity of the Hecke algebra of the inclusion Γ ⊆ G, X G comes a natural trace τ , which is defined by the requirement
Moreover, τ is invariant to the left and right action of G, which maps χ A into χ s 1 As −1 2 and hence we obtain in a natural way a C * -algebra A G which is the reduced crossed product C * red,τ (G × G, X G ). Note that the II 1 factor obtained by weak closure of the algebra A G is the type Po1] ). Let A(G) be the C * -algebra generated by left and right convolutors on ℓ 2 (G), along with the projection e Γ .
Let L g , respectively R g be the left, respectively right convolutor by g, acting on ℓ 2 (G).
Then by [Po1] the map π :
extends to a continuous map. Moreover, π contains the compacts in its kernel ([co]), so it gives a map
We do not know if π is an isomorphism. Instead we will consider a corner algebra: As above let e Γ be the projection from ℓ 2 (G) onto ℓ 2 (Γ), and let A(Γ) = e Γ A(G)e Γ and let A Γ = e Γ (A G )e Γ .
Note that in fact A Γ is the reduced groupoid C * -algebra, with respect to the trace of the action of the groupoid G × G on the C * -algebra X Γ genetared by cosets of modular subgroups of Γ.
Indeed if A = sΓ σ t is a coset and A ⊆ g
2 ∩ Γ then g 1 χ A g 2 = χ g 1 A g 2 which belongs to X Γ . Note that X Γ carries the natural restriction of the trace defined above for X G .
As a corollary of Popa's result we have
The map π :
Γ which belongs to A Γ ⊆ A G is a C * -algebra morphism having the compacts its kernel, and hence is extends to a map
The main result of this chapter is that as for the Akeman-Ostrand property, π is an isomorphism.
Theorem 16 (Relative Akeman-Ostrand property for PSL 2 (Z) ⊆ PGL 2 (Q) + ). Let us above A(Γ) be the reduced C * -algebra generated by e Γ L g 1 R g 2 e Γ ⊆ B(ℓ 2 (Γ)) and let A Γ be the reduced cross product C * red (Γ × Γ, X Γ ). Then the map π Γ defined by the requirement that it maps e Γ L g 1 R g 2 e Γ onto χ Γ (g 1 ⊗ g op 2 )χ Γ is well defined and extends a C * -algebra isomorphism
Observation. By Ozawa ([Oz] ) this is equivalent that the fact that action of the groupoid G × G on Γ is amenable.
Proof. We only have to prove the isomorphism part. The idea of the proof is based on proving that, for γ on Γ tending to infinity the groups
the stabilizer group of γ with respect to the groupoid action of G × G on, become amenable. The proof will be divided into various lemma's. First we detect the transformations that can have fixed points at large γ's in Γ.
Note that if Φ g has a fixed point, then g 1 , g 2 are similar as matrices. In the sequel will use the notation g 1 ⊗ g 2 for an element (g 1 , g 2 ) ∈ G × G.
Lemma 18. Assume that g 1 ⊗ g ′ 1 , . . . , g n ⊗ g ′ n are such that they have a joint infinite family of fixed points. Then the subgroup of G × G generated by
Proof. We will first describe the structure of the large fixed points of a single morphism g 1 ⊗ g ′ 1 ∈ G × G. We distinguish two cases. Note that if g 1 γ 0 g ′ 1 = γ 0 (which if we write in 
Hence the fixed points in formula (16) are of the form
. This is particular shows that if ω 1 , ω 2 are two other fixed points for g 1 ⊗ g 2 then
2 is a function of g 1 and ω −1 2 ω 1 is a function of g ′ 1 . In particular, if g 1 ⊗ g ′ 1 and g 2 ⊗ g ′ 2 have infinitely many common fixed points then g 1 and g 2 commute and so do g 2 and g ′ 2 . Case 2. Assume that g 1 , g ′ 1 have a single eigenvalue. Then g 1 is conjugated by same x in Γ to an element of the form
Hence if γ 0 is a fixed point (m is a scalar matrix)
then by assuming g 1 = a d 0 a we will have that
Hence if γ is another fixed point of g 1 ⊗ g 2 then necessary Thus in this case γ 1 , γ 2 are of the form
with A, B on PSL 2 (Z) and the fixed points for g 1 ⊗ g ′ 1 are of the form
In particular, if ω 1 , ω 2 are distinct fixed points for g 1 ⊗ g 2 then ω 1 ω 
Case 2, that have infinitely many points in common then there exists common A, B in PSL 2 (Z) such that
. Indeed this is a consequence of the structure of the fixed points.
Indeed in this case the sets
would have infinitely many points in common. But then we may take A 1 = A 2 , B 1 = B 2 as a consequence of the following lemma.
Lemma 19. Assume that for
x y z t ,
holds for an infinite couples (α, α 1 ) ∈ Z. Then z = z 1 = 0 and x = t, x 1 = t 1 .
Proof. Indeed the matrix equality implies that
since this happens for infinitely many (α, α 1 ) it follows that z 1 = z = 0 and the all the other conclusions.
The following corollary shows that at large lenght elements in G × G do conjugate the stabilizer groups.
Corollary 20. Fix σ ⊗ σ ′ in G × G. Assume that for infinitely many words
. Proof. This is obvious from the preceding lemma since in this case
fixes the infinite set of words ω n 0 . We now proceed to the proof of the theorem. We will imitate the proof of Akemann-Ostrand.
Fix a finite convolutor
in the algebra A(Γ).
We want to prove that
op χ Γ , where the last element is viewed as
To this end we will fix an increasing sequence m 1 < m 2 < · · · < m k (to be fixed later) and we will find vectors η k in H m k+1 ⊖ H m k (where H m is the space generated by words of lenght up to m in Γ) and such that T η k converges to T ess .
The goal will be to find similar vectors in Γ k belonging to L 2 (A Γ , τ ) such that
To this end observe that we can draw for each k a group X k which describe how the norm of T η k is calculated.
X k has two type of vertices: There are vertices V ω labeled by the words ω in H m k+1 ⊖ H m k and there are vertices B γ labeled by elements in the group γ.
We draw an edge from V ω into B γ if there exists
It is obvious that in each B γ there are at most p edges coming (p is the number of terms in T ).
By Y k we denote the graph obtained from the graph X k by deleting all the vertices labeled by B γ . Note that Y k has valency at lost p 2 , while the edges are now labeled by
if such an edge is two points ω o and ω i then this corresponds to the fact that g i ω 0 g ′ i = g 1 ω i g ′ i . We will chose m 1 < m 2 < · · · < m k so that the group will allow cycles of order 2k only if all the cycles in the words labeling the vertices form, an amenable group of the type described in Lemma 18. This is realized as follows one consider the set A k ⊆ G × G of all products of the group elements on 2k elements of the form g i ⊗ g ′ i or their inverses. By taking words of large lenght then if a word is a joint fixed i point than the corresponding elements that fix it must form an amenable groupoid.
We claim the following. We can perturb the vector η s by a small perturbation of order 1 k , so that considering the graph Y ′ k in which the edges are now only the remaining words ω that have non-zero coefficient in η s , it follows that the graph Y ′ k is a reunion of disjoint graphs in which ignoring the cycles that correspond to the amenable stabilizer groups fixing a point, there are no other cycles.
We may assume that we work on a connected component of the group Y k . We write Y ′ k as a union of disjoint paths P s . To each path P s we associate the collection of cycles C s , that spend at least half of their lenght on P s . We use the following lemma.
Lemma 21. Given numbers θ 1 , . . . , θ m k there is a choice of θ i 1 , θ i 2 , . . . , θ ir such that i 1 < i 2 < · · · < i r , and such that every interval of lenght k contains one of the i y 's and
Because of Lemma 21, dropping points from each path it follows that by a small perturbation, of order 1 k of η s we may assume that the group Y ′ k is a reunion of a connected components, that have no cycles, except cycles that lead to a fixed point as in Cases 1 or 2 of Lemma 18, where the elements fixing the group form are amenable group.
For each connected component S of the graph , we fix a root ω 0 in the edges. Then all other edges are obtained from ω 0 by an aplication of at most k products of elements of the form
We fix a vector Γ S ω 0 of lenght 1 in L 2 (A Γ , τ ) that is almost invariant of order ε k (to be chosen) to the action of the cycles in the group G × G that fix ω 0 . Because this cycles generate an amenable group, this is always possible.
Indeed as in [AO] , [Oz] , we will start first with the vector
where γ i , γ ′ i = ω 0 , with no simplification. Averaging then the vector Γ ′ 0 with the elements from G × G that generate the amenable fixed point goupoid we may assume that Γ S ω 0 has finite support in G × G and is a weighted sum of elements g 1 ⊗ g op 2 with g 1 g 2 = ω.
By reccurence, starting from the vector ω 0 we can construct for each vertex ω in S a vector Γ s ω . Where in the reccurence we hit a cycle, will keep the old definition. Because the vectors Γ s ω are almost invariant to the conjugacy groups of vertices, the vectors Γ s ω in L 2 (A(Γ), τ ) will verify, with an error given by ε k , the relations of the words that enter with non zero coefficient in the vectors η k .
Note that the group has paths of lenght almost k and valency p 2 , and hence by choosing sufficiently big m k and ε k , small, the almost invariance will not be relevant in computations involving η ω Γ s ω . The only remaining problem for having that the vector Γ s ω copy exactly the action of the g 1 ⊗ g ′ 1 , . . . , g p ⊗ g ′ p on the words ω is that g i ωg ′ i preserves the lengh of ω, that is 1, and we also have to have that χ Γ ((g i ⊗ g ′ i )Γ ω ) = 0 whenever g i ωg ′ i does not belong to Γ.
But this corresponds to the fact that Γ s ω should belong to the domain of the partial isometry χ Γ (g i ⊗ g ′ i )χ Γ in L 2 (A τ ) if g i ωg ′ i ∈ Γ, ω in support of η and should be orthogonal to the domain, if g i ωg ′ i does not belong to Γ. We denote the set of the i's with the first property by I ω and the second set by J ω .
But this corresponds to the fact that Γ ω should belong to the range of the projection X Aω with
But ω ∈ A ω and hence the projection X Aω is not zero. We now consider the vector Γ ω , which is a sum of elements of the form
where R ω is a finite set and moreover g 1 g 2 = ω for all g 1 ⊗ g op 2 ∈ S ω . But then the neutral element of the group Γ belongs to the intersection
We then replace the vector Γ s ω by the normalized (of lenght 1) vector Γ s ω χ e Aω = Γ s ω .
Assume η k = η k ω · ω (here we use the adjusted vector η k ) and let Φ k = η k ω · Γ ω . Then by construction
We will apply this theorem to the representation of the completely positive maps Ψ σ (x) = E L(G) L(Γ) t ΓσΓ xt ΓσΓ , x ∈ L(Γ). We want to analyse Ψ σ modulo the compact operators.
The above theorem will apply to the Ψ σ only if the t ΓσΓ are in the reduced C * -algebra C * Γ (G) and to do this we will prove that there exists a choice for the cyclic trace vector ξ in H 13 such that t ΓσΓ have the required property.
Note that changing ξ into uξ, where u is a unitary changes t ΓσΓ into u * t ΓσΓ u and in fact we are proving that the orbit u * t ΓσΓ u | u ∈ U(L(Γ)) intersects the C * -algebra.
Lemma 22.
There exists a choice of the cyclic trace vector ξ in H 13 such that for all double cosets [ΓσΓ] , the elements t ΓσΓ belong to the reduced C * -algebra C * red (G).
Proof.
Consider the space H 13 of positive functions on PSL 2 (R) that also obtained as matrix coefficients from elements η in H 13 (that is ϕ : G → C belongs to H 13 if there exists η in H 13 such that ϕ(g) = π 13 (g)η, η , g in PSL 2 (R).
Obviously, H 13 is a cone closed to infinite convergent sums. Indeed if (η i ) is a family of vectors in H 13 , η i 2 < ∞, each determining the positive functional ϕ i . Consider the Hilbert subspace L of H 13 ⊗ ℓ 2 (I) generated by i∈I π(g)η i . This space is obviously invariant to the action of G. Since π 13 is irreducible π(g)| L is a multiple of the representation π 13 and because we have a cyclic vector, it is unitary equivalent to π 13 . The vector η = i∈I η i will then determine the positive definite function i ϕ i .
In the sequel we denote π 13 simply by π.
As it was noted in the list of properties of t ΓσΓ , this is equal to g∈ [ΓσΓ] π(g)ξ, ξ g.
If ϕ(g) = π(g)η, η , g ∈ PSL 2 (R) is determined by the vector η, then for a in L 1 (L(Γ), τ ) the vector π(a)η (note that π| Γ extends from G to a representation of Γ on H 13 to a representation of L(Γ)) will determine a functional ϕ a , that has the property that ϕ a | PGL 2 (Q) = a * ϕa.
We are looking to find a positive functional in H 13 that has the property that ϕ| PGL 2 (Q) belongs to the reduced C * -algebra, and such that moreover ϕ is implemented by a trace vector (as we have seen in Chapter 3, this is equivalent to the ϕ(g 1 g 2 ) = γ∈Γ ϕ(g 1 Γ)ϕ(γ −1 g 2 ), g 1 , g 2 ∈ PSL 2 (R).
To find such a ϕ is therefore sufficient to find a vector ξ such that the corresponding positive functional has the following properties:
1) the restriction of ϕ ξ to ΓσΓ determines an element in C * red (PGL 2 (Q)); 2) ϕ ξ | Γ is invertible in C * red (Γ). Indeed if we found such a vector ξ then we are done because the vector ξ 0 = π((ϕ ξ | Γ ) −1 )ξ is a trace vector.
Moreover, let Ψ(g) = π(g)ξ 0 , ξ 0 and let t ΓσΓ correspond to ϕ ξ | ΓσΓ and hence are in C * red (G) and thus belongs to C * red (G). Hence to conclude the proof it is sufficient to construct a vector with properties 1), 2). By Jolissaint estimates, it is sufficient to take a fast decreasing vector for the group G, such that ϕ ξ | Γ is invertible.
We now use a result by P. de la Harpe [Har] which says that given x ≥ 0, x = 0 in C * red (Γ) there exists unitaries γ 1 , . . . , γ n in Γ such that γ i xγ −1 i is invertible. Consequently, take ξ a fast decreasing vector in H 13 (e.g., the vector of evaluation at 0 in the model of the unit disk).
Then we construct the functional ϕ ξ and use de la Harpe's result to replace ϕ ξ by γ −1 i ϕ ξ ϕ i = Ψ 0 . Then Ψ 0 corresponds to the vector 1 √ n ( π(γ i )ξ) which is still a fast decreasing vector and by construction Ψ 0 is invertible.
As a consequence of the previous two results we get the following theorem concerning the continuity of the Hecke algebra representation via Hecke operators (modulo the compact operators). Note. We showed in Chapter 5 that the validity of the estimates of the Ramanujan-Peterson conjecture is equivalent to the continuity with respect to the reduced C * -algebra associated to the Hecke algebra of the map taking ΓσΓ into Ψ σ .
A trivial application of classical Fredholm theory gives the following corollary. Note that as a corollary of the proof we reprove that the continuous part of the spectrum (corresponding to Eisenstein series) stays in the part given by RamanujanPeterson.
The corollary follows from the theorem, since us we proved in Chapter 2, the classical Hecke operators are unitarely equivalent to the completely positive representation.
Proof of Theorem 23. Using the preceding theorem, we see that it is sufficient to study the continuity of the map
. This map is a morphism as it was proven in Chapter 4, and it is obviously trace preserving. Hence it is continuous.
