Abstract. We give a new, two-step approach to prove existence of finite invariant measures for a given Markovian semigroup. First, we identify a convenient auxiliary measure and then we prove conditions equivalent to the existence of an invariant finite measure which is absolutely continuous with respect to it. As applications, we give a short proof for the result of Lasota and Szarek on invariant measures and we obtain a unifying generalization of different versions for Harris' ergodic theorem which provides an answer to an open question of Tweedie. We show that for a nonlinear SPDE on a Gelfand triple, the strict coercivity condition is sufficient to guarantee the existence of a unique invariant probability measure for the associated semigroup, once it satisfies a Harnack type inequality. A corollary of the main result shows that any uniformly bounded semigroup on L p possesses an invariant measures and we give some applications to sectorial perturbations of Dirichlet forms.
Introduction
The invariant measure is a key concept in ergodic theory. In this paper we deal with the question of existence of finite invariant measures for Markovian semigroups. This problem has been studied by many authors over the last decades, from various points of view; see e.g. the monographs [MeTw 93a], [DaZa 96] , and the references therein.
If the underlying space E is a Polish space, the semigroup is given by the transition probabilities of a Markov process and is Feller (i.e., it maps the space of bounded continuous real-valued functions on E into itself), then one can obtain the existence of an invariant measure by applying the result of [LaSz 06], provided that there is a compact subset of E which is infinitely often visited by the process. Although these hypotheses are verified in many examples, sometimes they are quite difficult or even impossible to check, especially if the state space is of infinite dimensions. Another technique to obtain invariant measures is to make use of Harris ]. In contrast to the previously mentioned, these results involve non-topological assumptions such as the existence of small sets (in the sense which will be made precise in Subsection 3.2 below) that are infinitely often visited. This kind of test sets are encountered, provided the associated process is irreducible; see [ The purpose of this paper is to give a new approach to the existence of invariant measures for Markovian semigroups, consisting of two steps. First, we construct a convenient auxiliary measure m (see Proposition 2.10) and then we give conditions on the pair (P t , m) which characterize the existence of a non-zero integrable co-excessive function for (P t ) t≥0 , regarded as a semigroup on L ∞ (m), which is equivalent to the existence of an invariant measure for (P t ) t≥0 , which is absolutely continuous with respect to m (see Theorem 2.4 below and also Theorems 2.8, 2.9 as its useful variants). Therefore, we call the procedure proposed above the two-step approach; see Subsection 2.2. We point out that our main results are entirely measure theoretic and also do not involve irreducibility properties of the semigroup.
Several applications are considered: In Subsection 3.1, although not in its full generality, we give a short proof of the well known result of Lasota and Szarek [LaSz 06]. Here, the two-step approach gives an additional benefit because it implies the absolute continuity of the obtained invariant measure with respect to the auxiliary measure.
In Subsection 3.2 we unify various versions of Harris' ergodic theorem to a more general one; see Theorem 3.9, which contains all of these as special cases. As a byproduct, in Corollary 3.11 we give an answer to an open question mentioned by Tweedie [Tw 01] .
In Subsection 3.3 we show that for a nonlinear SPDE on a Gelfand triple V ⊂ H ⊂ V * , under a Wang's Harnack type inequality, the strict coercivity condition with respect to the H-norm is sufficient to guarantee the existence of a unique invariant probability measure for the solution; see Proposition 3.13. This result improves the ones from [Li 09] and [Wa 13] where the embedding V ⊂ H must be compact and the strict coercivity is considered with respect to the stronger V -norm. We also consider a perturbation of a Markov kernel satisfying a combined Harnack-Lyapunov condition, for which the result of Tweedie (Theorem 3.5 below) can not be used, but for which our two-step approach works easily. We also discuss the applicability of Harris' result to this kind of perturbation. The last part of this subsection was written taking into account a kind remark of Martin Hairer, which lead to the statement of Proposition 3.17.
In Subsection 3.4 we study the case of uniformly bounded C 0 -semigroups on L p , p ≥ 1. Implementing our two-step approach we obtain new applications for semigroups coming from small perturbations of Dirichlet forms, generalizing [ We recall that a transition function on (E, B) is a family (P t ) t≥0 of sub-Markovian kernels on (E, B) such that P t (P s f ) = P s+t f for all positive B-measurable functions f and all s, t ∈ R + . The transition function (P t ) t≥0 is called Markovian provided that for all t (or for only one t > 0) the kernel P t is Markovian. The transition function (P t ) t≥0 is called measurable if the function (t, x) → P t f (x) is B([0, ∞)) ⊗ B-measurable for all positive B-measurable functions f .
Hereinafter, (P t ) t≥0 and m are satisfying either (A 1 ) (P t ) t≥0 is a strongly continuous semigroup of Markovian operators on L p (m) for some p ≥ 1, or (A 2 ) (P t ) t≥0 is a measurable Markovian transition function on (E, B) such that m(f ) = 0 ⇒ m(P t f ) = 0 for all t > 0 and all positive B-measurable functions f . In this case, we say that m in an auxiliary measure for (P t ) t≥0 .
Our goal is to investigate the existence of a nonzero invariant measure ν for (P t ) t≥0 , i.e. a nonzero finite positive measure ν on (E, B) such that P t f dν = f dν for all t > 0 and all bounded B-measurable functions f .
As a matter of fact, the class of invariant measures to be studied consists of absolutely continuous measures with respect to the fixed measure m, whose densities are invariant functions for the dual semigroup. Inspired by well known ergodic properties for semigroups and resolvents (see for example [BeCîRö 15]), our main idea in order to produce coinvariant functions is to apply some compactness results in L 1 (m), not for (P t ) t≥0 but for its adjoint semigroup. However, if (P t ) t≥0 satisfies (A 1 ) or (A 2 ), it is not obvious that its adjoint semigroup may be regarded as a semigroup acting on L 1 (m). Apparently, another difficulty when (P t ) t>0 satisfies (A 2 ) is the lack of Bochner integrability of its adjoint, on (L ∞ (m)) * . All these issues are clarified by the following result, whose proof is presented in Appendix.
Lemma 2.1. i) Assume that (P t ) t≥0 satisfies (A 1 ) for p > 1. Then the adjoint semigroup
ii) Assume that (P t ) t≥0 satisfies either (A 2 ) or (A 1 ) for p = 1. Then the adjoint semigroup (P * t ) t≥0 on (L ∞ (m)) * may be regarded as a semigroup of positivity preserving operators acting on L 1 (m), and there exists (ϕ t ) t≥0 ⊂ L 1 + (m) with the following properties: ii.1) m(
Remark 2.2. If (P t ) t≥0 satisfies (A 1 ) for p > 1, then by Lemma 2.1, i), the Bochner integrals ϕ t := t 0 P * s 1ds are well defined in L 1 (m) for all t > 0, and ( ϕ t ) t>0 satisfies ii.1) -ii.3). On the other hand, if (P t ) t≥0 is either as in (A 2 ) or as in (A 1 ) for p = 1, then t → P * t 1 may no longer be integrable on compact intervals. From this point of view, (ϕ t ) t>0 in Lemma 2.1, ii) should be regarded as a substitute for (
Recall that if (P t ) t≥0 is a measurable Markovian transition function on (E, B) (or satisfies (A 1 )), then the corresponding resolvent (R α ) α>0 is defined by
for all bounded B-measurable functions f , (m-a.e.) x ∈ E, and α > 0.
The following known result shows that the problem of existence of invariant measures for a semigroup of operators may be stated in terms of a single operator.
Proposition 2.3. The following assertions hold for a measurable Markovian transition function (P t ) t≥0 on (E, B).
i) The measure m is invariant for (P t ) t≥0 if and only if m • αR α = m for some (hence for all) α > 0.
ii) (P t ) t≥0 possesses an invariant measure if and only if there exists t 0 > 0 such that P t 0 possesses an invariant measure.
P s f ds for all bounded and B-measurable functions f , it follows that m is (P t ) t≥0 -invariant.
ii). If m is P t 0 -invariant, then one can easily check that
The main results
Let (P t ) t≥0 and m be as in (A 1 ) or (A 2 ). For a sequence (t n ) n ր ∞ we define the index c((
Note that c((P t ) t , m, (t n ) n ) = 0 if and only if either ( 1 t n tn 0
(according to which of the assumptions (A 1 ) or (A 2 ) is satisfied) is uniformly integrable, or equivalently, by Dunfurd-Pettis theorem, it is weakly relatively compact in L 1 (m). From this point of view, c((P t ) t , m, (t n ) n ) can be regarded as a measurement for the nonuniformly integrability of ( 1 t n tn 0 P * s 1ds) n≥1 , resp. (
On the other hand, c((P t ) t , m, (t n ) n ) can also be interpreted as an index of non-uniformly absolute continuity of the Krylov-Bogoliubov measures ( 1 t n tn 0 m • P s ds) n with respect to m.
We say that a positive finite measure m is almost invariant for (P t ) t≥0 if (A 1 ) or (A 2 ) are satisfied w.r.t. m and there exist δ ∈ [0, 1) and a set function φ : B → R + which is absolutely continuous with respect to m (i.e. lim
Analogously, m is said to be mean almost invariant (w.r.t. (t n ) n ր ∞) if there exist δ and φ as above such that
Clearly, for a positive finite measure we have the following implications between the above three properties:
invariant ⇒ almost invariant ⇒ mean almost invariant
We are now in the position to present our main result.
Theorem 2.4. Assume that (P t ) t≥0 and m are as in (A 1 ) or (A 2 ). The following assertions are equivalent. i) There exists a nonzero positive finite invariant measure for (P t ) t≥0 which is absolutely continuous with respect to m.
ii) m is almost invariant.
iii) m is mean almost invariant with respect to every (t n ) n ր ∞. iv) For all sequences (t n ) n ր ∞ it holds that
v) There exists a sequence (t n ) n of positive real numbers increasing to infinity for which condition (2.3) is satisfied.
1 (m) such that the measure ρ · m is nonzero and (P t ) t≥0 -invariant. Set γ := m((1 − ρ) + )m(E) −1 and note that since ρ · m is nonzero it follows that
. Therefore, we obtained that m is almost invariant with φ(A) = cm(A) and δ = 1 + γ 2 .
The implications ii) ⇒ iii) and iv) ⇒ v) are clear. iii) ⇒ iv). Let (t n ) n ր ∞, δ ∈ [0, 1), and a function φ : B → R + which is absolutely continuous with respect to m such that (2.2) holds. Then
Therefore, iv) is satisfied. v) ⇒ i). Assume (A 1 ). Let (P * t ) t>0 be as in Lemma 2.1, i) and define f n := 1 t n tn 0 
Without loss, we may assume that s k = f n 1 + . . . + f n k k converges m-a.e. to g. One can easily check that g = f m-a.e.; see for example [Fl99] , Proposition 3. We claim that P * t f ≤ f m-a.e. for al t > 0. To see this, first note that
are both convergent to 0 in L 1 (m). By passing to a subsequence, without loss of generality we may assume that (h i ) i≥1 and (g i ) i≥1 converge to 0 m-a.e. Then
If we set ν = f · m then P t gdν = gP * t f dm ≤ gdν, hence ν is sub-invariant. Since P t 1 = 1, t > 0, it follows that ν is invariant. However, we still have to check that ν is non-zero. Indeed, by [ 
Finally, if (P t ) t≥0 is as in (A 2 ), then the proof follows the same lines as above once we replace (
given by Lemma 2.1, ii); see also Remark 2.2. Remark 2.5. i) We emphasize that the Markov property was essentially used to conlclude that the non-zero sub-invariant measure f · m constructed in the proof of Theorem 2.4, v) ⇒ i), is in fact invariant. However, it can be easily checked that if (P t ) t is sub-Markovian, then the condition c((P t ) t , m, (t n ) n ) < lim inf 1 tn tn 0 m(P s 1)ds is sufficient for the existence of a non-zero sub-invariant finite measure ρ · m.
ii) We would like to point out that although inequality (2.3) looks like a contraction assumption once we normalize the measure m such that m(E) = 1, a Banach fixed point type argument is rather inapplicable since B ∋ A → sup n 1 t n tn 0 m(P s 1 A ) ds is not a measure.
Corollary 2.6. The following assertions are equivalent for a measurable Markovian transition function (P t ) t≥0 .
i) There exists a nonzero finite invariant measure.
ii) There exists a nonzero almost invariant measure.
Proof. The implication i) ⇒ ii) is immediate and the converse follows by Theorem 2.4.
The next result reveals that under (A 1 ) or (A 2 ), if m satisfies a sub-invariance property w.r.t. (P t ) t≥0 only on a subset of E of strictly positive measure then the existence of an invariant measure is ensured by Theorem 2.4. Then m is almost invariant.
Proof. Let A ∈ B and ε > 0 such that
Some versions of Theorem 2.4. In the end of this subsection we would like to formulate two versions of Theorem 2.4, one in terms of resolvents and the other one involving a single operator P . Their proofs are essentially the same as the one given for the main result, the only differences being that the semigroup property and the integrals are replaced either by the resolvent identity or by the Cesaro means of the powers (P n ) n , and for this reason we omit them.
First, for (α n ) n ց 0, define
Also, m is said resolvent almost invariant if m(αR α 1 A ) ≤ φ(A) + δm(E) for all A ∈ B and α > 0, where φ : B → [0, ∞) is absolutely continuous w.r.t m in the sense made precise in the beginning of Subsection 2.2, and δ ∈ [0, 1).
With Remark 2.3, i) in mind, we have:
Theorem 2.8. Let m be a finite positive measure on (E, B) such that (P t ) t≥0 satisfies (A 2 ) w.r.t. m. The following assertions are equivalent. i) There exists a non-zero finite (P t ) t≥0 -invariant measure which is absolutely continuous w.r.t. m.
ii) The measure m is resolvent almost invariant.
iii) There exists (α n ) ց 0 such that
We turn now to the case of a single operator. Analogously to conditions A 1 and A 2 , for an operator P we shall assume that it is either a Markovian operator on L p (m), 1 ≤ p < ∞, or a Markovian kernel which respects the m-classes, that is the measure m • P is absolutely continuous with respect to m. Also, we say that m is almost invariant, resp. mean almost invariant for the operator P if m(P n (A)) ≤ φ(A) + δm(E), resp. m(S n 1 A ) ≤ φ(A) + δm(E) for all n greater than some n 0 , where φ and δ are as for relation (2.1), and the operators S n are given by
The index c is defined by c(P, m) := lim
Now, Theorem 2.4 stated for a single operator P reads:
Theorem 2.9. The following assertions are equivalent. i) There exists a non-zero finite invariant measure for P which is absolutely continuous with respect to m
ii) The measure m is almost invariant for P .
iii) The measure m is mean almost invariant for P . iv) c(P, m) < m(E).
Construction of auxiliary measures
Throughout, (P t ) t≥0 is a measurable Markovian transition function on (E, B). Going back to assumption (A 2 ) it is clear that when we want to apply Theorem 2.4 to (P t ) t≥0 , the first step is to look for an auxiliary measure on (E, B), i.e. a measure with respect to which (P t ) t≥0 respects classes. As in [BeBo 04] or [RöTr 07], it turns out that the resolvent provides a natural way to construct such measures, as follows.
Proposition 2.10. Let µ be a probability measure on (E, B) and for any fixed α > 0 define the finite positive measure m by
for all positive and B-measurable functions f . Then m is an auxiliary measure for (P t ) t≥0 .
Remark 2.11. i) If E is a separable metric space and lim
for any bounded continuous function g on E, y ∈ E, we get additional information about some particular measures constructed by Proposition 2.10, namely topological full support. More precisely,
has full support for all α > 0. Moreover, one can associate a generalized Dirichlet form on L 2 (m) such that the associated semigroup is an m -version of (e −αt P t ) t>0 . For these results we refer to [RöTr 07], Lemma 2.3 and Theorem 3.2. As we shall see later, the problem of existence of invariant measures can be approached in terms of sectorial forms via functional inequalities.
ii) When we deal with a single Markovian kernel P and µ is a probability measure on (E, B), then one has a similar construction for an auxiliary measure for P , by setting
If we consider transition functions satisfying (A 2 ) with respect to a measure given by (2.4), then we have the following sufficient condition for (2.3).
Theorem 2.12. Let µ be a probability measure on (E, B).
Proof. We treat only the first case. Let m = µ • R α and shift (t n ) n into some (t
. Then
Integrating by parts the last two terms in the last bracket, we obtain
Applications
In the sequel we will apply the main results of the previous two sections in several directions.
First, we present a comparison of the measure theoretic conditions assumed in Theorem 2.4 with the purely topological ones which appear in the classical results of KrylovBogolibov or Lasota and Szarek concerning the existence of invariant measures for Feller transition functions on Polish spaces. Although not in its full generality, we give a very short proof of the latter above mentioned result in terms of almost invariant measures. As a benefit of this approach, we also have regularity for the obtained invariant measure.
Secondly, we take another look at some versions of Harris' ergodic theorem and give short proofs for the existence of invariant measures under more general conditions. We also investigate the number of the othogonal invariant (resp. ergodic) measures. This approach allows us to give an answer to the open question mentioned by Tweedie (see [Tw 01], Remark 6.) concerning the sufficiency of the so called generalized drift condition for the existence of an invariant measure.
In a third part we deal with nonlinear SPDEs on a Gelfand triple V ⊂ H ⊂ V * . We show that under a Wang's Harnack type inequality, the strict coercivity condition with respect to the H-norm is sufficient to guarantee the existence of a unique invariant probability measure for the solution. In order to justify even more our two-step approach, we apply it to a perturbation of a Markov kernel satisfying a combined Harnack-Lyapunov condition, for which the result of Tweedie (Theorem 3.5 below) can not be used. We also discuss the applicability of Harris' result to this kind of perturbation.
At the end of this section we present several applications to sectorial forms, mainly in terms of functional inequalities. In this situation we remain in the case when the constant δ (and hence the index c) in (2.1) equals 0, hence we do not exploit the fact that Theorem 2.4 allows us to drop the uniform integrability down to c((P t ) t , m) < m(E).
Almost invariant measures and the theorem of Lasota and Szarek
Along this subsection we assume that (P t ) t≥0 is a measurable Markovian transition function on a Polish space E with its corresponding Borel σ-algebra B. Recall that the classical Krylov-Bogoliubov theorem asserts that if (P t ) t≥0 has the Feller property (i.e. P t (C b ) ⊂ C b , where C b denotes the space of bounded and continuous real functions on E) and there exist a probability µ and a sequence (t n ) n ր ∞ such that the family of probability measures (µ n ) n≥1 defined by
is tight, then there exists an invariant probability measure ν which is the limit of some weakly convergent subsequence (µ n k ) k≥1 . At least when (P t ) t≥0 (or (R α ) α>0 ) has the strong Feller property, i.e. P t (resp. R α ) maps bounded Borel functions on E into continuous functions, the above mentioned result can be compared with Theorem 2.4 as follows.
Proposition 3.1. Assume that (P t ) t>0 is strong Feller and there exist a probability measure µ and a sequence (t n ) n ր ∞ such that (µ n ) n defined by (3.1) is tight. Then for all
, where the second equality follows by the strong Feller property and the weakly convergence of (µ n k ) k .
On the other hand,
, when (P * s ) s is the adjoint of (P s ) s with respect to
We recall that by [LaSz 06], Proposition 3.1, if E is a Polish space, B is its Borel σ-algebra, and (P t ) t≥0 is a measurable Markovian transition function possessing the Feller property such that there exist a compact set K ⊂ E and x ∈ E for which (3.2) lim sup Proof. Let m be a probability measure on (E, B) such that (2.3) holds, i.e. there exists
m(P s 1 E\K ) ds < 1 and because
Under the asssumptions of Proposition 3.2 and if (P t ) t is Feller, the existence of a nonzero invariant measure follows by [LaSz 06], since it is straightforward to check that the result of [LaSz 06] still holds true, with a similar proof as the original, once we replace the Dirac measure δ x with an arbitrary probability measure (in our case m) on (E, B).
We emphasize that, in contrast with our result, besides the additional regularity conditions for (E, B) and (P t ) t≥0 which have to be assumed, by the result of Lasota and Szarek it does not follow that the obtained invariant measure is absolutely continuous w.r.t. m.
Although Theorem 2.4 deals with non-topological assumptions, we will see in the sequel that it works pretty well in combination with Prohorov's theorem in order to provide a quite short and transparent proof for Lasota's result on the existence of invariant measures when ǫ in (3.2) is strictly grater than 1 2 . In addition, our approach guarantees the absolute continuity of the obtained invariant measure with respect to a convenient auxiliary measure. To do this, first note that if (P t ) t is a measurable transition function on a Polish space (E, B), ν is a probability on (E, B), and K is a compact subset of E, then for (t n ) n ր ∞, the family of measures (µ
is tight. Let (t n k ) k ր ∞ and µ be such that (µ K n k ) k is weakly convergent to µ. Even if condition (3.2) (where δ x is replaced by ν) ensures the non-triviality of µ, the difficulty is that it will no longer be invariant. Lasota and Szarek avoided this impediment by looking at a Riesz type decomposition for the positive functional on C b obtained as a Banach limit of the genuine Krylov-Bogoliubov measures given by (3.1). However, as it is shown by the next result, it turns out that the auxiliary measure defined for some arbitrarily fixed α > 0 by
is almost invariant.
Theorem 3.3. If (P t ) t≥0 is a measurable Markovian transition function on (E, B) possessing the Feller property such that there exist a compact set K ⊂ E and a probability measure ν for which it holds that lim sup
then m given by (3.3) is almost invariant for (P t ) t≥0 . Hence, there exists an invariant measure which is absolutely continuous with respect to m.
Proof. By hypothesis, there exists (t n ) n ր ∞ such that µ
Replacing f by αR α f and using an approximation argument, it follows that m(
m(E) for all A ∈ B. But as we noticed at the beginning, m(E) > 1 2 , hence m is almost invariant.
Almost invariant measures and Harris' theorem
In this subsection, in contrast with the previous one, we investigate some results concerning invariant measures which involve exclusively non-topological conditions. Therefore, we place ourselves in the general situation of a Markovian kernel P on a measurable space (E, B). We emphasize that, in view of Proposition 2.3, all of the following results, although stated for a single operator, can be applied to the case of a continuous time transition function (P t ) t≥0 just by looking at a single kernel P t 0 ; see Subsection 3.3.
We first recall several definitions and conditions required by some well known versions of Harris' theorem to guarantee the existence, uniqueness, and also different rates of stability (polynomial, sub-exponential or exponential) for a semigroup. These conditions slightly differ one from another but, in principle, they assume the existence of a small set (in the sense made precise below) which is visited infinitely often. Small sets should be regarded as a substitute for infinitely often visited compact sets in the Feller case (which is the situation of the theorem of Lasota and Szarek discussed in the previous subsection). As a matter of fact, if P is irreducible and a T -chain, then every compact set is a small set; see [MeTw 93a]. In practice, the small sets of interest are the sub-level sets of a Lyapunov function.
Recall that (cf. e.g. [MeTw 93a], Chapter 5, Section 5.2) a measurable set C ∈ B is small with respect to a Markovian kernel P on (E, B) if there exist a constant α ∈ (0, 1] and a probability measure ν such that
Let us recall the following two assumptions; see e.g. [HaMa 11].
Assumption A. There exist a function V ∈ pB and constants b ≥ 0 and γ ∈ (0, 1) such that
Such V is usually called a Lyapunov or Foster-Lyapunov function. Furthermore, the sub-level set [V ≤ r] is small for some r > 2b/(1 − γ).
Assumption A'. There exist V ∈ pB, V ≥ 1, constants b ≥ 0 and γ ∈ (0, 1), and a subset S ⊂ E which is small such that
The second assumption is encountered more frequently in the theory of Markov chains and in general it does not imply the first one; see, e.g. It is well known that under Assumption A not only existence and uniqueness of the invariant measure is ensured, but also the spectral gap in a weighted supremum norm. For completeness we state this result below. Although there exist several different approaches to prove it, we refer the reader to the work of [HaMa 11] for a direct proof based on Banach fixed point theorem; see also the references therein. If Assumption A is satisfied, then there exists a unique invariant probability measure m for P . In addition, for some constants C > 0 and γ ∈ (0, 1) it holds that
for all B-measurable f with f < ∞,
There is an extended notion of small sets, namely the so called petite sets, which are defined by means of generalized resolvents. These instruments were developed by Meyn and Tweedie in order to study (geometric) convergence for Markov processes in both discrete and continuous time, and we refer the reader to [ Anyway, to check the smallness of a set C is a quite delicate issue and the usual techniques require continuity or irreducibility conditions for the associated Markov process. In the papers [Tw 01] and [FoTw 01], the authors investigate the existence of invariant measures for Markov chains, with direct applications to non-linear time series, assuming the existence of a Foster-Lyapunov function and, instead of the smallness property for the test set C, a weak uniform countable additivity condition. More precisely, the following assumption has been considered. Assumption B. i) There exist a measurable function V : E → [0, ∞), a finite constant b and a measurable set C such that
ii) The set C from i) is such that the following uniform countable additivity condition holds: for all (A n ) n ⊂ B decreasing to ∅ we have that
Under such hypotheses, Tweedie proved the following result.
Theorem 3.5. (cf. [Tw 01], Theorem 1) If Assumption B holds, then there exists a positive finite number of orthogonal invariant probability measures ν i , 1 ≤ i ≤ n. Moreover, for each x ∈ E there exists a convex combination m of (ν i ) i such that
for all A ∈ B.
Remark 3.6. i) The uniform countable additivity condition looks easier to check than the smallness property, since e.g. it is clearly satisfied if there exists a finite measure ν such that P (x, ·) ≤ ν(·) for all x ∈ C; see [Tw 01], Remark 5 for more details. ii) We stress out that in all of the above assumptions one can let V take infinite values because we may consider the restriction of P to the absorbing set [V < ∞] without altering the other conditions. For the rest of this subsection, our main purpose is to recapture the above discussed versions of Harris's result in a single more general statement with a very short proof in terms of almost invariant measures, and also to give an answer for the open question.
For convenience, we denote by B + 1 the set of all B-measurable real-valued functions f such that 0 ≤ f ≤ 1, and recall that in Section 2 we introduced the operators S n and R by setting
Let us introduce the following assumptions.
Assumption C. i) There exist C ∈ B, φ : B + 1 → R + , and γ : E → R + such that
for all x ∈ C and f ∈ B 1 . In particular, if any of the Assumptions A or A' is satisfied, then Assumption C' holds for all P n resp. S n if n is sufficiently large.
iii) If Assumption B, i) is satisfied, then Assumption C', ii) holds for every (nontrivial) measure m.
Proof. We shall prove only i) and iii), since the second assertion can be easily proved using the same ideas involved for proving the other two. i). Iterating the relation P V ≤ γV + b, we get that for n > 0,
On the other hand, we know that C := [V ≤ r] is small, so there exist a constant α ∈ (0, 1] and a probability ν such that P f (y) ≥ αν(f ) for all y ∈ C and f ∈ B + 1 . Taking in this inequality 1 − f instead of f , we obtain P f (y) ≤ 1 − α + αν(f ) for all y ∈ C. Combining the last two inequalities it follows that P f (x) ≤ P f (y) + 1 − α for all x, y ∈ C, hence P f ≤ P f (y) + 1 − α1 C on E for all y ∈ C. Integrating this inequality w.r.t P n−1 (x, ·), x ∈ E we obtain P n f ≤ P f (y) + 1 − αP n−1 1 C on E for all y ∈ C and n > 0. Replacing f with 1 − f we get
for all x ∈ E, and again integrating the last inequality but now w.r.t P m−1 (y, ·) we obtain
for all x, y ∈ E, f ∈ B + 1 , and n, m > 0. Now, the assertion follows if we combine the last inequality with relation ( * ), since the coefficient of α is far away from 0 for all n and m sufficiently large, uniformly in x, y ∈ [V < N].
The fact that Assumption A implies C' for P n follows by choosing φ(x) = x, C = [V ≤ r], and m = δ y • P n for some arbitrarily fixed y ∈ C, and taking into accout relation ( * ).
iii). Let µ be a non-zero finite measure. Since V < ∞, there exists n 0 > 0 such that µ([V ≤ n 0 ]) ≥ ε > 0. Now, iterating the relation P V ≤ V − 1 + b1 C we get that
) and therefore
for all n ≥ 2n 0 . Integrating the last inequality with respect to µ we conclude that
which proves the assertion.
Remark 3.8. Often, the sublevel sets [V ≤ r] of the Lyapunov function V which appears in Assumption A are small for all sufficiently large r. In this case, one can easily adapt the proof of Proposition 3.7, i) to show that Assumption C' holds for P , not just for P n with n big enough.
We can now state the main result of this subsection.
Theorem 3.9. If Assumption C is satisfied, then m • R is mean almost invariant.
Proof. With the set C given by the hypothesis, we have for all f ∈ B + 1 that P f ≤ φ(f ) + γ1 C + 1 E\C which leads to
Considering the Cesaro means, we obtain that
Integrating with respect to m it leads to
Now by hypothesis, the term in brackets is strictly less then 1 for all sufficiently large n, uniformly in n. Hence there exist δ ∈ [0, 1) and n 0 such that for all n ≥ n 0 we have
By replacing f with Rf in the last inequality we obtain for all f ∈ B + 1 and n ≥ n 0 that
Taking into account Remark 2.11, ii), it follows that m • R is mean almost invariant.
We recall the following condition.
Generalized drift condition. There exist two measurable functions V, b : E → [0, ∞), and a measurable set C such that
Next, we consider an integrability assumption for b that appears in the generalized drift condition, with respect to the measure m involved in Condition C', i).
Condition D. For all r > 0 there exists N 0 > 0 such that
Proposition 3.10. Let m be a non-trivial finite measure. Assume that the generalized drift condition and Condition D hold. Then Assumption C', ii) is satisfied w.r.t m.
Proof. As in the beginning of the proof for Proposition 3.7, iii), and by Cauchy-Schwartz inequality, we obtain that
for all n ≥ 2n 0 , where n 0 is such that m([V ≤ n 0 ]) ≥ ǫ > 0. By applying one more time the Cauchy-Schwartz inequality w.r.t. m from this time, it follows that
for all n ≥ 2n 0 .
The result now follows due to the hypotheses.
The announced answer to Tweedie's question is now a collection of the above results. To make it more clear, we consider:
Condition E. Assume that the generalized drift condition, Condition D, and Assumption C', i) are verified.
Corollary 3.11. If Condition E is satisfied then m • R is almost invariant.
Proof. By the hypothesis and Proposition 3.10 we have that Condition C' is verified. Now, the result follows by Theorem 3.9.
Recall that a set A ∈ B is called absorbing if P (A, x) = 1 on A. In probabilistic terms, this means that if the process starts from A it remains in A.
Corollary 3.12. Let E be a universally measurable separable metric space. Consider that Assumption C', i) (and hence ii)) holds for C = E, and the function φ has an increasing inverse. Then m • R is mean almost invariant and the number of all orthogonal invariant probability measures is less than m(E) φ −1 (1 − δ) . Consequently, if φ(
is a unique invariant measure (hence ergodic).
Proof. The fact that m • R is mean almost invariant follows by Theorem 3.9. Using e.g.
[BeCîRö 15], Proposition 2.4, one can show that the support of an invariant probability measure contains an absorbing set of total mass equal to 1. But if A ∈ B is absorbing and x ∈ A, then 1 = P 1 A (x) ≤ φ(m(A)) + δ, hence m(A) ≥ φ −1 (1 − δ) and the proof for the first assertion follows. Now, clearly φ(
hence there can not be two orthogonal invariant measures. On the other hand (cf. e.g.
[BeCîRö 15], Proposition 4.4), any two distinc extremal invariant probability measures are singular. This means that there is a unique extremal invariant probability measure. The uniqueness of the invariant probability measure follows by the fact that all invariant probability measures can be represented by means of the extremal ones; see e.g. [Ma 77 ].
Harnack type inequalities and almost invariant measures
Applications to nonlinear SPDEs. Let V ⊂ H ≡ H * ⊂ V * be a Gelfand triple, i.e. (V, · V ) is a reflexive Banach space which is continuously and densely embedded in a separable Hilbert space (H, ·, · , · H ). The duality between V * and V is denoted by
denote the Hilbert space of all Hilbert-Schmidt operators on H, with the associated norm. Let (W (t)) t≥0 be the cylindrical Brownian motion on H w.r.t. a complete filtered space (Ω, F , (F t ) t≥0 , P ). Consider the following nonlinear equation with additive noise
where A : V → V * and B ∈ L 2 (H) satisfy the following conditions:
(H 2 ) (Weak monotonicity) There exists c ∈ R such that for all u, v ∈ V
By [KrRo 79] (see also [LiRö 10]) there exists a strong solution for equation (3.5), i.e. there exists a continuous H -valued adapted process X = X(t) t≥0 s.t.
is the solution of (3.5) with X x (0) = x. Our aim is to investigate the existence of invariant measures for (P t ) t≥0 defined above, using our two step-approach. To do this, let us consider the following assumptions. Assumption F. (Strict coercivity w.r.t.
H ) There exist β, g ∈ (0, ∞) such that
Assumption G. There exists p ≥ 1 such that for all t > 0 and for every ball B H (0, R) of radius R there exists a constant a t (R) < ∞ s.t. for all x, y ∈ B H (0, R) and f ∈ pB(H)
Assumption G is a generalization of the famous Wang's Harnack inequality [Wa 13]. It is well known that if dimH < ∞, then Assumption F ensures the existence of an invariant probability measure for (P t ) t≥0 ; see [PrRö 07], Proposition 4.3.5. If dimH = ∞ and the embedding V ⊂ H is compact, then under a strict coercivity condition w.r.t.
for all v ∈ V , the existence of an invariant probability measure is still guaranteed, as shown in [Wa 13], Proposition 2.2.3. Clearly, since V is stronger than H , the above inequality is more restrictive than Assumption F. As a matter of fact, Assumption F is considered because it guarantees that the solution X is bounded in probability, i.e. lim R→∞ sup t≥0 P ( X t H ≥ R) = 0 (hence the existence of an invariant probability measure if dimH < ∞). As noted in [DaZa 96], in general, the boundness in probability property is not sufficient to ensure the existence of an invariant measure for (P t ) t≥0 even for deterministic equations, and we refer to [Vr 93] for a counterexample. However, we can show that Assumption F in combination with Assumption G does imply the existence of an invariant measure. To the best of our knowledge, this result is new in the literature and we present it below (the uniqueness and full support properties were already known, see [Wa 13], Theorem 1.4.1 and Corollary 2.2.4).
Recall that by Theorem 3.9, the following condition ensures the existence of an invariant probability measure for a Markov kernel P on a measurable space (E, B): Assumption C'. i) There exist a finite positive measure ν on E, a nonempty set C ∈ B, a function φ : [0, ∞) → [0, ∞) which is continuous and zero in 0, and δ ∈ [0, 1) such that
ii) There exists n 0 > 0 such that inf n≥n 0 ν(S n 1 C ) > 0, where C is the set from i) and
Proposition 3.13. Suppose that assumptions F and G are satisfied. Then there exists a unique invariant probability measure for (P t ) t≥0 and it has full support on H.
Proof. First, note that the strict coercivity assumption implies that E( X
for all x, y ∈ B H (0, R), f ∈ pB(H). If we fix t > 0 and set ν(f ) := δ 0 • P t (f ), f ∈ pB, and φ(x) = p a t (R)x, x ≥ 0, we obtain that P t f (y) ≤ φ(ν(f )) for all y ∈ B H (0, R), f ∈ B + 1 , and inf n ν(S n 1 B H (0,R) ) > 0. Therefore, Assumption C' is satisfied for the Markovian kernel P t , and by Theorem 3.9 and Proposition 2.3, the existence part is proved.
As we already mentioned, the uniqueness and the fact that the invariant measure has full support follow in a similar way as for Corollary 2.2.4 from [Wa 13].
For the reader's convenience we recall some sufficient conditions under which Assumption G is satisfied.
Assume that the operator B is non-degenerate, i.e. if v ∈ H and Bv = 0 then v = 0, and denote by · B the intrinsic norm induced by B defined as (G 1 ) α ≥ 1 and there exist θ ∈ [2, ∞) ∩ (α − 1, ∞) and η, γ ∈ R with η > 0 such that for all u, v ∈ V
(G 2 ) α ∈ (0, 1) and there exist some measurable function h : V → (0, ∞), some constant
, some γ ∈ R, and some strictly positive constants q, δ, η such that for all
By [Wa 13], Theorems 2.2.1 and 2.3.1, the following two assertions concerning Harnack inequalities hold: a). If (G 1 ) holds then for every p > 1, t > 0, x, y ∈ H and f ∈ pB(H)
b). If (G 2 ) holds then there exists a constant c > 0 s.t. for all t > 0, p > 1, x, y ∈ H, and f ∈ pB(H)
Concrete examples of operators A, B satisfying conditions (G 1 ) or (G 2 ) have been constructed in [Wa 13], subsection 2.4, for stochastic generalized porous media, p-Laplace, and generalized fast-diffusion equations; see also [Li 09].
Remark 3.14. i) The existence part of Proposition 3.13 may be also proved by applying Theorem 3.5 (due to Tweedie), since one can see that for fixed P t , Assumption B, i) is satisfied for v = · 2 H and C = B H (0, R) with R sufficiently big, while Assumption B, ii) follows by the Harnack inequality.
ii) We would like to point out that we considered only the additive noise case just because in this situation it is already known that if (G 1 ) or (G 2 ) hold then inequalities (3.6) resp. (3.7) are satisfied (hence so is Assumption G). In fact, one can easily see that Proposition 3.13 is true also for the multiplicative case, i.e. B : V → L 2 (H).
Perturbations of Markov chains satisfying a combined Harnack-Lyapunov condition. Let P be a Markov kernel on (E, B) satisfying the following condition:
(H-L). There exists a positive measurable function V such that P V ≤ γV + c for some positive constants c and γ < 1. Moreover, for each r > 0 there exist a point z 0 ∈ E, p > 1, and a constant M = M(r, z 0 ) such that (P f (x))
Clearly, an example of such a kernel is any P t associated to the previous SPDE, under Assumptions F and G 1 (or G 2 ).
Let now ρ : E → (0, 1) be a measurable function such that 0 < a := inf x∈E ρ(x) and sup x∈E ρ(x) =: b < 1, and Q be a second Markovian kernel on (E, B).
In the sequel we are interested in showing the existence of an invariant probability measure not for P (for which we already now that such a measure exists; cf. Theorem 3.5 or by our generalization Theorem 3.9) but for the following modified Markov kernel
Corollary 3.15. Assume there exist constants η and l < 1−bγ 1−a such that QV ≤ lV + η. Then there exists an invariant probability measure for P .
Proof. By hypothesis,
On the other hand, V is a Lyapunov function for P too because
and bγ + (1 − a)l < 1. But as in the proof of Proposition 3.7, i) (relation ( * )) we obtain that inf
> 0 for sufficiently large r. Consequently, P satisfies Assumption C' and the result follows by Theorem 3.9.
In the particular case when Q(x, ·) = δ x , x ∈ E, let us denote P by P ρ , i.e.
for all f ∈ pB. By Corollary 3.15 we get:
Corollary 3.16. The Markov kernel P ρ admits an invariant probability measure.
For the reader's convenience, we recall the assumptions involved in the results of Harris and Tweedie, respectively, which ensure the existence of an invariant probability measure for P , as we already discussed in Subsection 3.2 (see Theorems 3.4 and 3.5):
Assumption A. There exist a function V ∈ pB and constants b and γ ∈ (0, 1) such that for some non-zero sub-probability ν.
Assumption B. i) There exist a measurable function V : E → [0, ∞), a constant b, and a set C ∈ B such that P V ≤ V − 1 + b1 C on E.
Our next purpose is to show that P ρ does not satisfy Assumption B. Regarding the aplicability of Harris' result we do not have a similar negative answer. However, we can show that if P does not satisfy Assumption A then neither does P ρ . More precisely, we have:
Proposition 3.17. The following assertions hold for the kernel P ρ :
i) If a non-empty set C ∈ B satisfies Assumption B, ii) then C consists of a finite number of points. In particular, if P (x, {y}) = 0 for all x, y ∈ E then P ρ does not satisfy Assumption B.
ii) If P does not satisfy Assumption A and P (x, {y}) = 0 for all x, y ∈ E then P ρ does not satisfy Assumption A provided a > 1 2 . Proof. i). Assume that the set C is not finite, so we can find a sequence (A n ) n ⊂ B, ∅ = A n ⊂ C, decreasing to ∅. Then sup
is not verified, which is a contradiction. Suppose now that P (x, {y}) = 0 for all x, y ∈ E. We claim that (P ρ ) n (x, C) → n 0 for any C = {x 1 , . . . , x n } ⊂ E and x ∈ E. Clearly, it is enough to show this for C = {y} for some arbitrarily fixed y ∈ E. But
Inductively, one gets
Now, if P ρ satisfies Assumption B for some set C ∈ B, then by the above considerations C must be finite and (P ρ ) n (x, C) → n 0 for all x ∈ E. But this implies that S n (x, C) =
for all x ∈ E, which contradicts Proposition 3.7, iii).
ii). Assume that P ρ satisfies Assumption A, so that there exists V ∈ pB s.t. P ρ V ≤ γ V + b for some positive constants b and γ < 1, and r > 2 b 1 − γ s.t. inf
for some non-zero sub-probability ν. Then
for all x ∈ E, therefore V is a Lyapunov function for P . The next step is to prove that [ V ≤ r] is small for P , which clearly completes the proof, since it would contradict the hypothesis that P does not satisfy Assumption A. To this end, let us notice first that [ V ≤ r] is uncountable, in particular [ V ≤ r] contains at least two points. Indeed, as in the proof of Proposition 3.7, i), we have that
≥ ε for all n large enough, some arbitrarily fixed x, and some
does not charge the points) which is a contradiction.
Let now y ∈ E arbitrarily chosen and let
Consequently, [ V ≤ r] is small for P .
Remark 3.18. i) It is worth to mention that with small changes in the proof, Proposition 3.17, i) remains true for more general P when Q is not necessarily the identity kernel. However, we assume that Q inherits the following property: there exists ε > 0 such that Q(x, {x}) > ε and Q(x, {y}) = 0 for all x = y ∈ E. ii) As already mentioned in Remark 3.8, Assumption A is often formulated such that [ V ≤ r] is small for all sufficiently large r > 0. In this situation, one can easily see that with essentially the same proof, no lower bound for the constant a is needed in order for Proposition 3.17, ii) to be true.
Uniform boundness on L 1 implies uniform integrability for the adjoint
From now on we assume that (P t ) t≥0 is a strongly continuous semigroup of Markovian operators on L p (m) for some p ≥ 1. We consider the associated resolvent (R α ) α>α 0 ≥0
Corollary 3.22. i) If there exist t 0 > 0 and φ ∈ L p (m) such that P t 0 φ ≤ φ and P t 0 satisfy condition (I) then (P t ) t≥0 is uniformly bounded.
ii) If there exist n ≥ 1, α > α 0 , and φ ∈ L p (m) such that (αR α ) n φ ≤ φ and (αR α ) n satisfies condition (I), then R β is defined for all β > 0 and (βR β ) β>0 is uniformly bounded. In particular, if the assumptions in i) or ii) are satisfied then the conclusion of Theorem 3.20 holds.
Proof. By a simple adaptation of the proof for Proposition 2.5 in [Hi 00], one can show that under i) it follows that (P t ) t>0 is uniformly bounded, and respectively, in the case of ii), that {(αR α ) k } k≥1 is uniformly bounded. So, let M < ∞ be a positive real number
and it is straightforward to check that (R β ) β≥α 0 extends to a Markovian resolvent (R β ) β>0 by setting R β = R β for all 0 < β < α 0 , such that (βR β ) β>0 is uniformly bounded. 
Also, the "weak sector condition" is assumed, i.e. there exists k ∈ R + such that 
t , t > 0 is called the semigroup on L 2 (m) associated with (E, D(E)). We say that (E, D(E)) is positivity preserving if (T t ) t>0 is positivity preserving.
Since the semigroup generated by a coercive closed form is of contractions, the following result is an immediate consequence of Theorem 3.20. )t < 1, the result follows by Remark 3.21, i) and Corollary 3.5, i).
Corollary 3.26. Let (E, D(E)) be a positivity preserving sectorial form such that (E α , D(E)) satisfies the F -Sobolev inequality for one (and hence for all) α ≥ 0. If (T t ) t≥0 is Markovian then there exists ρ ∈ L 2 (m) such that ρ · m is (T t ) t≥0 -invariant.
Proof. It follows by Remark 3.24 and Lemma 3.25.
Example (small perturbation of Dirichlet forms; cf. [BoRöZh 00]). Following [BoRöZh 00], let X be a locally convex topological real vector space with dual X * , B = B(X) its Borel σ-algebra, and H a separable Hilbert space which is continuously embedded in X.
For f ∈ F C ∞ b := {ϕ(l 1 , . . . , l m )|m ∈ N, l i ∈ X * , ϕ ∈ C ∞ b (R m )}, x ∈ X, define ∇ H f (x) the element in H uniquely defined by
Let µ be a probability measure on (X, B) such that E µ (f, g) := X ∇ H f, ∇ H g dµ, (
Moreover, if we denote by (P Then there exists ρ ∈ L 2 (m) such that ρ · m is (P v t ) t≥0 -invariant. ii) If (E, D(E)) satisfies the F -Sobolev inequality such that F −1 < ∞ then the assumptions in i) are fulfilled for φ ≡ 1.
Proof. Since ii) follows by Remark 3.7, we prove only the first statement. It is straightforward to check that under i) and taking into account the first inequality in (3.4), there exists γ(r) such that µ(f 2 ) ≤ rE v,α (f, f ) + γ(r)µ(φ|f |) 2 , f ∈ D(E), r > r 0 , where r 0 = r 0 (1 + r 0 )(1 − ε)
. Since r 0 < 1 − ε a and α = a+ 1 −ε, it follows that α < ( r 0 ) −1 , and by applying Lemma 3.25 we obtain the desired conclusion. Moreover, the subsequence (f n k ) k≥1 can be chosen in such a way that its further subsequence will also satisfy (a.1).
