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On the two-dimensional moment problem.
S.M. Zagorodnyuk
1 Introduction.
In this paper we analyze the two-dimensional moment problem. Recall that
this problem consists of finding a non-negative Borel measure µ in R2 such
that ∫
R2
xm1 x
n
2dµ = sm,n, m, n ∈ Z+, (1)
where {sm,n}m,n∈Z+ is a prescribed sequence of complex numbers.
The two-dimensional moment problem and the (closely related to this
subject) complex moment problem have an extensive literature, see books [1],
[2], [3], surveys [4],[5] and [6]. Some conditions of solvability for this moment
problem were obtained by Kilpi and by Stochel and Szafraniec, see e.g. [2]
and [6]. However, these conditions are hard to check. To the best of our
knowledge, the description of all solutions was not obtained.
Firstly, we obtain a solvability criterion for an auxiliary extended two-
dimensional moment problem. It is shown that this problem is always de-
terminate and its solution can be constructed explicitly. An idea of our
algorithm for solving the two-dimensional moment problem is to extend
the prescribed sequence of moments (1) to be a moment sequence of the
extended moment problem. It is shown that all solutions of the moment
problem (1) can be constructed on this way. The method of proof uses an
abstract operator approach, see [7]. Roughly speaking, the final algorithm
reduces to the solving of finite and infinite linear systems of equations with
parameters.
Notations. As usual, we denote by R,C,N,Z,Z+ the sets of real
numbers, complex numbers, positive integers, integers and non-negative in-
tegers, respectively. The real plane will be denoted by R2. For a subset S
of R2 we denote by B(S) the set of all Borel subsets of S. Everywhere in
this paper, all Hilbert spaces are assumed to be separable. By (·, ·)H and
‖ · ‖H we denote the scalar product and the norm in a Hilbert space H,
respectively. The indices may be omitted in obvious cases. For a set M in
H, by M we mean the closure of M in the norm ‖ · ‖H . For {xm,n}m,n∈Z+ ,
xm,n ∈ H, we write Lin{xm,n}m,n∈Z+ for the set of linear combinations of
elements {xm,n}m,n∈Z+ and span{xm,n}m,n∈Z+ = Lin{xm,n}m,n∈Z+ . The
identity operator in H is denoted by EH . For an arbitrary linear operator
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A in H, the operators A∗,A,A−1 mean its adjoint operator, its closure and
its inverse (if they exist). By D(A) and R(A) we mean the domain and the
range of the operator A. The norm of a bounded operator A is denoted by
‖A‖. By PHH1 = PH1 we mean the operator of orthogonal projection in H on
a subspace H1 in H. By L
2
µ we denote the usual space of square-integrable
complex functions f(x1, x2), x1, x2 ∈ R2, with respect to the Borel measure
µ in R2.
2 The solution of an extended two-dimensional
moment problem.
Consider the following moment problem: to find a non-negative Borel mea-
sure µ in R2 such that∫
R2
xm1 (x1 + i)
k(x1 − i)lxn2 (x2 + i)r(x2 − i)tdµ = um,k,l;n,r,t,
m, n ∈ Z+, k, l, r, t ∈ Z, (2)
where {um,k,l;n,r,t}m,n∈Z+,k,l,r,t∈Z is a prescribed sequence of complex num-
bers. This problem is said to be the extended two-dimensional moment
problem.
We set
Ω = {(m,k, l;n, r, t) : m,n ∈ Z+, k, l, r, t ∈ Z},
Ω0 = {(m,k, l;n, r, t) : m,n ∈ Z+, k, l, r, t ∈ Z, k = l = r = t = 0},
Ω′ = Ω\Ω0.
Let the moment problem (2) have a solution µ. Choose an arbitrary function
P (x1, x2) =
∑
(m,k,l;n,r,t)∈Ω
αm,k,l;n,r,tx
m
1 (x1 + i)
k(x1 − i)lxn2 (x2 + i)r(x2 − i)t,
where all but finite number of complex coefficients αm,k,l;n,r,t are zeros. Then
0 ≤
∫
R2
|P (x1, x2)|2dµ =
∑
(m,k,l;n,r,t),(m′,k′,l′;n′,r′,t′)∈Ω
αm,k,l;n,r,tαm′,k′,l′;n′,r′,t′
∗
∫
R2
xm+m
′
1 (x1 + i)
k+l′(x1 − i)l+k′xn+n′2 (x2 + i)r+t
′
(x2 − i)t+r′dµ
=
∑
(m,k,l;n,r,t),(m′,k′,l′;n′,r′,t′)∈Ω
αm,k,l;n,r,tαm′,k′,l′;n′,r′,t′um+m′,k+l′,l+k′;n+n′,r+t′,t+r′ .
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Therefore ∑
(m,k,l;n,r,t),(m′,k′,l′;n′,r′,t′)∈Ω
αm,k,l;n,r,tαm′,k′,l′;n′,r′,t′um+m′,k+l′,l+k′;n+n′,r+t′,t+r′ ≥ 0,
(3)
for arbitrary complex coefficients αm,k,l;n,r,t, where all but finite number of
αm,k,l;n,r,t are zeros. The latter condition on the coefficients αm,k,l;n,r,t in
infinite sums will be assumed in similar situations.
We shall use the following important fact (e.g. [8, pp.361-363]).
Theorem 1 Let a sequence of complex numbers {um,k,l;n,r,t}(m,k,l;n,r,t)∈Ω
satisfy condition (3). Then there exist a separable Hilbert space H with
a scalar product (·, ·)H and a sequence {xm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω in H, such
that
(xm,k,l;n,r,t, xm′,k′,l′;n′,r′,t′)H = um+m′,k+l′,l+k′;n+n′,r+t′,t+r′ ,
(m,k, l;n, r, t), (m′, k′, l′;n′, r′, t′) ∈ Ω, (4)
and span{xm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω = H.
Proof (We do not claim the originality of the idea of this proof). Choose
an arbitrary infinite-dimensional linear vector space V (for instance, one
may choose the space of all complex sequences (un)n∈N, un ∈ C). Let
X = {xm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω be an arbitrary infinite sequence of linear in-
dependent elements in V which is indexed by elements of Ω. Set LX =
Lin{xm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω. Introduce the following functional:
[x, y] =
∑
(m,k,l;n,r,t),(m′,k′,l′;n′,r′,t′)∈Ω
αm,k,l;n,r,tβm′,k′,l′;n′,r′,t′
∗ um+m′,k+l′,l+k′;n+n′,r+t′,t+r′ , (5)
for x, y ∈ LX ,
x =
∑
(m,k,l;n,r,t)∈Ω
αm,k,l;n,r,txm,k,l;n,r,t,
y =
∑
(m′,k′,l′;n′,r′,t′)∈Ω
βm′,k′,l′;n′,r′,t′xm′,k′,l′;n′,r′,t′ ,
where αm,k,l;n,r,t, βm′,k′,l′;n′,r′,t′ ∈ C. Here all but finite number of indices
αm,k,l;n,r,t, βm′,k′,l′;n′,r′,t′ are zeros.
The set LX with [·, ·] will be a quasi-Hilbert space. Factorizing and making
the completion we obtain the desired space H (e.g. [3]). ✷
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Let the moment problem (2) be given and the condition (3) hold. By
Theorem 1 there exist a Hilbert spaceH and a sequence {xm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω,
in H, such that relation (4) holds. Set L = Lin{xm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω. In-
troduce the following operators
A0
∑
(m,k,l;n,r,t)∈Ω
αm,k,l;n,r,txm,k,l;n,r,t =
∑
(m,k,l;n,r,t)∈Ω
αm,k,l;n,r,txm+1,k,l;n,r,t,
(6)
B0
∑
(m,k,l;n,r,t)∈Ω
αm,k,l;n,r,txm,k,l;n,r,t =
∑
(m,k,l;n,r,t)∈Ω
αm,k,l;n,r,txm,k,l;n+1,r,t,
(7)
where all but finite number of complex coefficients αm,k,l;n,r,t are zeros. Let
us check that these definitions are correct. Indeed, suppose that
x =
∑
(m,k,l;n,r,t)∈Ω
αm,k,l;n,r,txm,k,l;n,r,t =
∑
(m′,k′,l′;n′,r′,t′)∈Ω
βm′,k′,l′;n′,r′,t′xm′,k′,l′;n′,r′,t′ .
(8)
We may write ∑
(m,k,l;n,r,t)∈Ω
αm,k,l;n,r,txm+1,k,l;n,r,t, xa,b,c;d,e,f

H
=
∑
(m,k,l;n,r,t)∈Ω
αm,k,l;n,r,tum+1+a,k+c,l+b;n+d,r+f,t+e
=
∑
(m,k,l;n,r,t)∈Ω
αm,k,l;n,r,t(xm,k,l;n,r,t, xa+1,b,c;d,e,f)H
= (x, xa+1,b,c;d,e,f)H , (a, b, c; d, e, f) ∈ Ω.
In the same manner we obtain: ∑
(m′,k′,l′;n′,r′,t′)∈Ω
αm′,k′,l′;n′,r′,t′xm′+1,k′,l′;n′,r′,t′ , xa,b,c;d,e,f

H
= (x, xa+1,b,c;d,e,f)H , (a, b, c; d, e, f) ∈ Ω.
Therefore the definition of A0 is correct. The correctness of the definition
of B0 can be checked in a similar manner. Notice that
(A0xm,k,l;n,r,t, xa,b,c;d,e,f)H = (xm+1,k,l;n,r,t, xa,b,c;d,e,f)H
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= um+1+a,k+c,l+b;n+d,r+f,t+e = (xm,k,l;n,r,t, xa+1,b,c;d,e,f)H
= (xm,k,l;n,r,t, A0xa,b,c;d,e,f)H , (m,k, l;n, r, t), (a, b, c; d, e, f) ∈ Ω.
Therefore A0 is symmetric. The same argument implies that B0 is symmet-
ric, as well.
Suppose that the following conditions hold:
um+1+a,k+c,l+b;n+d,r+f,t+e + ium+a,k+c,l+b;n+d,r+f,t+e
= um+a,k+1+c,l+b;n+d,r+f,t+e, (9)
um+1+a,k+c,l+b;n+d,r+f,t+e − ium+a,k+c,l+b;n+d,r+f,t+e
= um+a,k+c,l+1+b;n+d,r+f,t+e, (10)
um+a,k+c,l+b;n+1+d,r+f,t+e + ium+a,k+c,l+b;n+d,r+f,t+e
= um+a,k+c,l+b;n+d,r+1+f,t+e, (11)
um+a,k+c,l+b;n+1+d,r+f,t+e − ium+a,k+c,l+b;n+d,r+f,t+e
= um+a,k+c,l+b;n+d,r+f,t+1+e, (12)
for all (m,k, l;n, r, t), (a, b, c; d, e, f) ∈ Ω. These conditions are equivalent to
conditions
(xm+1,k,l;n,r,t + ixm,k,l;n,r,t, xa,b,c;d,e,f)H
= (xm,k+1,l;n,r,t, xa,b,c;d,e,f)H , (13)
(xm+1,k,l;n,r,t − ixm,k,l;n,r,t, xa,b,c;d,e,f)H
= (xm,k,l+1;n,r,t, xa,b,c;d,e,f)H , (14)
(xm,k,l;n+1,r,t + ixm,k,l;n,r,t, xa,b,c;d,e,f)H
= (xm,k,l;n,r+1,t, xa,b,c;d,e,f)H , (15)
(xm,k,l;n+1,r,t − ixm,k,l;n,r,t, xa,b,c;d,e,f)H
= (xm,k,l;n,r,t+1, xa,b,c;d,e,f)H , (16)
for all (m,k, l;n, r, t), (a, b, c; d, e, f) ∈ Ω. The latter conditions are equiva-
lent to the following conditions:
xm+1,k,l;n,r,t + ixm,k,l;n,r,t = xm,k+1,l;n,r,t, (17)
xm+1,k,l;n,r,t − ixm,k,l;n,r,t = xm,k,l+1;n,r,t, (18)
xm,k,l;n+1,r,t + ixm,k,l;n,r,t = xm,k,l;n,r+1,t, (19)
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xm,k,l;n+1,r,t − ixm,k,l;n,r,t = xm,k,l;n,r,t+1, (20)
for all (m,k, l;n, r, t) ∈ Ω. The last conditions mean that
(A0 + iEH)xm,k,l;n,r,t = xm,k+1,l;n,r,t, (21)
(A0 − iEH)xm,k,l;n,r,t = xm,k,l+1;n,r,t, (22)
(B0 + iEH)xm,k,l;n,r,t = xm,k,l;n,r+1,t, (23)
(B0 − iEH)xm,k,l;n,r,t = xm,k,l;n,r,t+1, (24)
for all (m,k, l;n, r, t) ∈ Ω. The latter conditions imply that
(A0 ± iEH)L = L, (B0 ± iEH)L = L.
Therefore operators A0 and B0 are essentially self-adjoint. The condi-
tions (21)-(24) also imply that
(A0 + iEH)
−1xm,k,l;n,r,t = xm,k−1,l;n,r,t, (25)
(A0 − iEH)−1xm,k,l;n,r,t = xm,k,l−1;n,r,t, (26)
(B0 + iEH)
−1xm,k,l;n,r,t = xm,k,l;n,r−1,t, (27)
(B0 − iEH)−1xm,k,l;n,r,t = xm,k,l;n,r,t−1, (28)
for all (m,k, l;n, r, t) ∈ Ω.
Consider the Cayley transformations of A0 and B0:
VA0 = (A0 − iEH)(A0 + iEH)−1, (29)
VB0 = (B0 − iEH)(B0 + iEH)−1, D(A0) = D(B0) = L. (30)
By virtue of relations (22),(24),(25),(27) we obtain:
VA0VB0xm,k,l;n,r,t = xm,k−1,l+1;n,r−1,t+1 = VB0VA0xm,k,l;n,r,t,
for all (m,k, l;n, r, t) ∈ Ω. Therefore
VA0VB0x = VB0VA0x, x ∈ L. (31)
By continuity we extend the isometric operators VA0 and VB0 to unitary
operators UA0 and VB0 in H, respectively. By continuity we conclude that
UA0UB0x = UB0UA0x, x ∈ H. (32)
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Set A = A0, B = B0. The Cayley transformations of the self-adjoint oper-
rators A and B coincide on L with UA0 and UB0 , respectively. Thus, the
Cayley transformations of A and B are UA0 and UB0 , respectively. There-
fore, operators A and B commute.
Notice that
xm,k,l;n,r,t = A
m(A+ i)k(A− i)lBn(B + i)r(B − i)tx0,0,0;0,0,0, (33)
for all (m,k, l;n, r, t) ∈ Ω. In fact, by induction we can check that
xm,k,l;n,r,t = (B − iEH)txm,k,l;n,r,0, t ∈ Z,
for any fixed m,n ∈ Z+, k, l, r ∈ Z;
xm,k,l;n,r,0 = (B + iEH)
rxm,k,l;n,0,0, r ∈ Z,
for any fixed m,n ∈ Z+, k, l ∈ Z;
xm,k,l;n,0,0 = B
nxm,k,l;0,0,0, n ∈ Z+,
for any fixed m ∈ Z+, k, l ∈ Z;
xm,k,l;0,0,0 = (A− iEH)lxm,k,0;0,0,0, l ∈ Z,
for any fixed m ∈ Z+, k ∈ Z;
xm,k,0;0,0,0 = (A+ iEH)
lxm,0,0;0,0,0, k ∈ Z,
for any fixed m ∈ Z+;
xm,0,0;0,0,0 = A
mx0,0,0;0,0,0, m ∈ Z+,
and then by substitution of each relation into previous one we obtain rela-
tion (33).
For the commuting self-adjoint operators A and B there exists an or-
thogonal operator spectral measure E(x) on B(R2) such that
A =
∫
R2
x1dE(x), B =
∫
R2
x2dE(x). (34)
Then
um,k,l;n,r,t = (xm,k,l;n,r,t, x0,0,0;0,0,0)H
=
(∫
R2
xm1 (x1 + i)
k(x1 − i)lxn2 (x2 + i)r(x2 − i)tdE(x)x0,0,0;0,0,0, x0,0,0;0,0,0
)
H
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=∫
R2
xm1 (x1 + i)
k(x1 − i)lxn2 (x2 + i)r(x2 − i)td(E(x)x0,0,0;0,0,0, x0,0,0;0,0,0)H .
Hence, the Borel measure
µ = (E(x)x0,0,0;0,0,0, x0,0,0;0,0,0)H , (35)
is a solution of the moment problem (2).
Theorem 2 Let the extended two-dimensional moment problem (2) be given.
The moment problem has a solution if and only if conditions (3) and (9)-
(12) are satisfied. If these conditions are satisfied then the solution of the
moment problem is unique and can be constructed by (35).
Proof. The sufficiency of conditions (3) and (9)-(12) for the existence of
a solution of the moment problem (2) was shown before the statement of
the Theorem. The necessity of condition (3) was proved, as well. Let us
check that conditions (9)-(12) are necessary for the solvability of the moment
problem (2).
Let µ be a solution of the moment problem (2). Consider the space L2µ and
the following subsets in L2µ:
Lµ = Lin{xm1 (x1 + i)k(x1 − i)lxn2 (x2 + i)r(x2 − i)t}(m,k,l;n,r,t)∈Ω, Hµ = Lµ.
(36)
We denote
ym,k,l;n,r,t := x
m
1 (x1+ i)
k(x1− i)lxn2 (x2+ i)r(x2− i)t, (m,k, l;n, r, t) ∈ Ω.
(37)
Notice that
(ym,k,l;n,r,t, ym′,k′,l′;n′,r′,t′)L2µ = um+m′,k+l′,l+k′;n+n′,r+t′,t+r′ , (38)
for all (m,k, l;n, r, t), (m′, k′, l′;n′, r′, t′) ∈ Ω. Consider the operators of
multiplication by the independent variable in L2µ:
Aµf(x1, x2) = x1f(x1, x2), Bµf(x1, x2) = x2f(x1, x2), f ∈ L2µ. (39)
Notice that
(Aµ + iEL2µ)ym,k,l;n,r,t = ym,k+1,l;n,r,t, (40)
(Aµ − iEL2µ)ym,k,l;n,r,t = ym,k,l+1;n,r,t, (41)
(Bµ + iEL2µ)ym,k,l;n,r,t = ym,k,l;n,r+1,t, (42)
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(Bµ − iEL2µ)ym,k,l;n,r,t = ym,k,l;n,r,t+1, (43)
for all (m,k, l;n, r, t), (m′, k′, l′;n′, r′, t′) ∈ Ω.
Since conditions (3) are satisfied, by Theorem 1 there exist a Hilbert space
H and a sequence of elements {xm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω, in H, such that
relation (4) holds. Repeating arguments after the Proof of Theorem 1 we
construct operators A0 and B0 in H. Consider the following operator:
W0
∑
(m,k,l;n,r,t)∈Ω
αm,k,l;n,r,tym,k,l;n,r,t =
∑
(m,k,l;n,r,t)∈Ω
αm,k,l;n,r,txm,k,l;n,r,t,
(44)
where all but finite number of complex coefficients αm,k,l;n,r,t are zeros. Let
us check that this operator is defined correctly. In fact, suppose that
x =
∑
(m,k,l;n,r,t)∈Ω
αm,k,l;n,r,tym,k,l;n,r,t =
∑
(m′,k′,l′;n′,r′,t′)∈Ω
βm′,k′,l′;n′,r′,t′ym′,k′,l′;n′,r′,t′ ,
(45)
where βm′,k′,l′;n′,r′,t′ ∈ C. We may write
0 =
∥∥∥∥∥∥
∑
(m,k,l;n,r,t)∈Ω
(αm,k,l;n,r,t − βm,k,l;n,r,t)ym,k,l;n,r,t
∥∥∥∥∥∥
2
L2µ
=
∑
(m,k,l;n,r,t),(m′,k′,l′;n′,r′,t′)∈Ω
(αm,k,l;n,r,t − βm,k,l;n,r,t)
∗(αm′,k′,l′;n′,r′,t′ − βm′,k′,l′;n′,r′,t′)(ym,k,l;n,r,t, ym′,k′,l′;n′,r′,t′)L2µ
=
∑
(m,k,l;n,r,t),(m′,k′,l′;n′,r′,t′)∈Ω
(αm,k,l;n,r,t − βm,k,l;n,r,t)
∗(αm′,k′,l′;n′,r′,t′ − βm′,k′,l′;n′,r′,t′)(xm,k,l;n,r,t, xm′,k′,l′;n′,r′,t′)H
=
∥∥∥∥∥∥
∑
(m,k,l;n,r,t)∈Ω
(αm,k,l;n,r,t − βm,k,l;n,r,t)xm,k,l;n,r,t
∥∥∥∥∥∥
H
.
Thus, the operator W0 is defined correctly. If x˜ ∈ H and
x˜ =
∑
(m,k,l;n,r,t)∈Ω
γm,k,l;n,r,tym,k,l;n,r,t,
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where γm,k,l;n,r,t ∈ C, then
(W0x,W0x˜)H =
∑
(m,k,l;n,r,t),(m′,k′,l′;n′,r′,t′)∈Ω
αm,k,l;n,r,tγm′,k′,l′;n′,r′,t′
∗(xm,k,l;n,r,t, xm′,k′,l′;n′,r′,t′)H
=
∑
(m,k,l;n,r,t),(m′,k′,l′;n′,r′,t′)∈Ω
αm,k,l;n,r,tγm′,k′,l′;n′,r′,t′(ym,k,l;n,r,t, ym′,k′,l′;n′,r′,t′)H
= (x, x˜)L2µ .
By continuity we extend W0 to a unitary operator W which maps Hµ onto
H. Observe that
W−1A0Wym,k,l;n,r,t = ym+1,k,l;n,r,t = Aµym,k,l;n,r,t, (46)
W−1B0Wym,k,l;n,r,t = ym,k,l;n+1,r,t = Bµym,k,l;n,r,t, (47)
for all (m,k, l;n, r, t) ∈ Ω. By using the last relations in relations (40)-
(43) we obtain relations (21)-(24). The latter relations are equivalent to
conditions (9)-(12).
Let us check that the solution of the moment problem is unique. Consider
the following transformation
T : (x1, x2) ∈ R2 7→ (ϕ,ψ) ∈ [0, 2pi) × [0, 2pi),
eiϕ =
x1 + i
x1 − i , e
iψ =
x2 + i
x2 − i ; (48)
and set
ν(∆) = µ(T−1(∆)), ∆ ∈ B([0, 2pi) × [0, 2pi)). (49)
Since T is a bijective continuous transformation, then ν is a non-negative
Borel measure on [0, 2pi) × [0, 2pi). Moreover, we have
u0,k,−k;0,l,−l =
∫
R2
(
x1 + i
x1 − i
)k (
x2 + i
x2 − i
)l
dµ =
∫
[0,2pi)×[0,2pi)
eikϕeilψdν,
(50)
for all k, l ∈ Z. Let µ˜ be another solution of the moment problem (2) and ν˜
be defined by
ν˜(∆) = µ˜(T−1(∆)), ∆ ∈ B([0, 2pi) × [0, 2pi)). (51)
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By relation (50) we obtain that∫
[0,2pi)×[0,2pi)
eikϕeilψdν =
∫
[0,2pi)×[0,2pi)
eikϕeilψdν˜, k, l ∈ Z. (52)
By the Weierstrass theorem we can approximate ϕm and ψn, for some fixed
m,n ∈ Z+, by trigonometric polynomials Pk(ϕ) and Rk(ψ), respectively:
max
ϕ∈[0,2pi)
|ϕm − Pk(ϕ)| ≤ 1
k
, max
ψ∈[0,2pi)
|ψm −Rk(ψ)| ≤ 1
k
, k ∈ N. (53)
Then ∣∣∣∣∣
∫
[0,2pi)×[0,2pi)
ϕmψndν −
∫
[0,2pi)×[0,2pi)
Pk(ϕ)Rk(ψ)dν
∣∣∣∣∣
=
∣∣∣∣∣
∫
[0,2pi)×[0,2pi)
(ϕm − Pk(ϕ))ψndν +
∫
[0,2pi)×[0,2pi)
Pk(ϕ)(ψ
n −Rk(ψ))dν
∣∣∣∣∣
≤ max
ψ∈[0,2pi)
|ψm|1
k
ν([0, 2pi)) + max
ϕ∈[0,2pi)
|Pk(ϕ)|1
k
ν([0, 2pi))
≤ max
ψ∈[0,2pi)
|ψm|1
k
ν([0, 2pi)) +
(
1
k
+ max
ϕ∈[0,2pi)
|ϕm|
)
1
k
ν([0, 2pi)) → 0,
as k →∞. In the same manner we get∣∣∣∣∣
∫
[0,2pi)×[0,2pi)
ϕmψndν˜ −
∫
[0,2pi)×[0,2pi)
Pk(ϕ)Rk(ψ)dν˜
∣∣∣∣∣→ 0,
as k →∞. Hence, we conclude that∫
[0,2pi)×[0,2pi)
ϕmψndν =
∫
[0,2pi)×[0,2pi)
ϕmψndν˜, m, n ∈ Z+. (54)
Since the two-dimensional moment problem on a rectangular has a unique
solution, we get ν = ν˜ and µ = µ˜. ✷
3 An algorithm towards solving the two-dimensional
moment problem.
As a first application of our results on the extended two-dimensional moment
problem we get the following theorem.
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Theorem 3 Let the two-dimensional moment problem (1) be given. The
moment problem has a solution if and only if there exists a sequence of com-
plex numbers {um,k,l;n,r,t}(m,k,l;n,r,t)∈Ω, which satisfies conditions (3), (9)-
(12) and
um,0,0;n,0,0 = sm,n, m, n ∈ Z+. (55)
The proof is obvious and left to the reader.
Let the two-dimensional moment problem (1) be given. As it is well
known (and can be checked in the same manner as for the relation (3)) the
necessary condition for its solvability is the following:∑
m,n,m′,n′∈Z+
αm,nαm′,n′sm+m′,n+n′ ≥ 0, (56)
for arbitrary complex coefficients αm,n, where all but finite number of αm,n
are zeros.
We assume that the condition (56) holds. Repeating arguments of the proof
of Theorem 1 we can state that there exist a Hilbert spaceH0 and a sequence
{hm,n}m,n∈Z+ such that
(hm,n, hm′,n′)H0 = sm+m′,n+n′ , m, n,m
′, n′ ∈ Z+. (57)
Consider the following Hilbert space:
H = H0 ⊕
 ∞⊕
j=1
Hj
 , (58)
where Hj are arbitrary one-dimensional Hilbert spaces, j ∈ N. We shall call
it the model space for the two-dimensional moment problem.
Introduce an arbitrary indexation in the set Ω′ by the unique positive integer
index j:
j ∈ N 7→ w = w(j) = (m,k, l;n, r, t)(j) ∈ Ω′. (59)
Suppose that the two-dimensional moment problem (1) has a solution µ.
Consider the space L2µ and the following subsets in L
2
µ:
Lµ,0 = Lin{xm1 xn2}m,n∈Z+ , Hµ,0 = Lµ,0. (60)
We denote
ym,n := x
m
1 x
n
2 , m, n ∈ Z+. (61)
Notice that
(ym,n, ym′,n′)L2µ = sm+m′,n+n′ , (62)
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for all m,n,m′, n′ ∈ Z+. We shall also use the notations from (36),(37).
Define the following numbers
um,k,l;n,r,t :=
∫
R2
xm1 (x1 + i)
k(x1 − i)lxn2 (x2 + i)r(x2 − i)tdµ,
(m,k, l;n, r, t) ∈ Ω. (63)
For these numbers conditions (3) hold and repeating arguments after the
relation (43) we construct a Hilbert space H and a sequence of elements
{xm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω, in H, such that relation (4) holds. We introduce
the operator W as after (44). The operator W maps Hµ onto H. Set
H0 = span{xm,0,0;n,0,0}m,n∈Z+ ⊆ H. (64)
Let us construct a sequence of Hilbert spaces Hj, j ∈ N, in the following
way.
Step 1. We set
f1 = xw(1) − PHH0xw(1), H1 = span{f1}, (65)
where w(·) is the indexation in the set Ω′.
Step r, with r ≥ 2. We set
fr = xw(r) − PHH0⊕(⊕1≤t≤r−1Ht)xw(1), Hr = span{fr}. (66)
Then we get a representation
H = H0 ⊕
 ∞⊕
j=1
Hj
 . (67)
Observe that Hj is either a one-dimensional Hilbert space or Hj = {0}. We
denote
Λµ = {j ∈ N : Hj 6= {0}}, Λ′µ = N\Λµ. (68)
Then
H = H0 ⊕
⊕
j∈Λµ
Hj
 . (69)
We shall construct a unitary operator U which maps H onto the following
subspace of the model space H:
Ĥ = H0 ⊕
⊕
j∈Λµ
Hj
 ⊂ H. (70)
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Choose an arbitrary element
x =
∑
m,n∈Z+
αm,nxm,0,0;n,0,0 +
∑
j∈Λµ
βj
fj
‖fj‖H , (71)
with αm,n, βj ∈ C. Set
Ux =
∑
m,n∈Z+
αm,nhm,n +
∑
j∈Λµ
βjej , (72)
where ej ∈ Hj, ‖ej‖H = 1, are chosen arbitrarily.
Let us check that this definition is correct. Suppose that x has another
representation:
x =
∑
m,n∈Z+
α˜m,nxm,0,0;n,0,0 +
∑
j∈Λµ
β˜j
fj
‖fj‖H , (73)
with α˜m,n, β˜j ∈ C. By orthogonality we have βj = β˜j , j ∈ N. Then
0 =
∥∥∥∥∥∥
∑
m,n∈Z+
(αm,n − α˜m,n)xm,0,0;n,0,0
∥∥∥∥∥∥
2
H
=
∑
m,n,m′,n′∈Z+
(αm,n − α˜m,n)(αm′,n′ − α˜m′,n′)(xm,0,0;n,0,0, xm′,0,0;n′,0,0)H
=
∑
m,n,m′,n′∈Z+
(αm,n − α˜m,n)(αm′,n′ − α˜m′,n′)(hm,n, hm′,n′)H
=
∥∥∥∥∥∥
∑
m,n∈Z+
(αm,n − α˜m,n)hm,n
∥∥∥∥∥∥
H
.
Thus, the operator U is defined correctly. If x̂ ∈ H and
x̂ =
∑
m,n∈Z+
α̂m,nxm,0,0;n,0,0 +
∑
j∈Λµ
β̂j
fj
‖fj‖H ,
where α̂m,n, β̂j ∈ C, then
(x, x̂)H =
∑
m,n,m′,n′∈Z+
αm,nα̂m′,n′(xm,0,0;n,0,0, xm′,0,0;n′,0,0)H +
∑
j∈Λµ
βj β̂j
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=
∑
m,n,m′,n′∈Z+
αm,nα̂m′,n′(hm,n, hm′,n′)H +
∑
j∈Λµ
βj β̂j
= (Ux,Ux̂)H.
By continuity we extend U to a unitary operator which maps H onto Ĥ.
Then the operator UW is a unitary operator which maps Hµ onto Ĥ. We
could define this operator directly, but we prefer to underline an abstract
structure of the corresponding spaces and this maybe explains where the
model space comes from.
We set
hm,k,l;n,r,t := UWym,k,l;n,r,t, (m,k, l;n, r, t) ∈ Ω. (74)
Observe that
hm,0,0;n,0,0 = hm,n, m, n ∈ Z+; UWHµ,0 = H0. (75)
Since
xw(r) ∈ H0 ⊕
 ⊕
j∈Λµ: j≤r
Hj
 , (76)
then
hw(r) ∈ H0 ⊕
 ⊕
j∈Λµ: j≤r
Hj
 , r ∈ N. (77)
Observe that {ym,k,l;n,r,t}(m,k,l;n,r,t)∈Ω satisfy relations (17)-(20) (with y in-
stead of x). Therefore {hm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω satisfy relations, as well.
Notice that
(hm,k,l;n,r,t, hm′,k′,l′;n′,r′,t′)H = (ym,k,l;n,r,t, ym′,k′,l′;n′,r′,t′)L2µ
= um+m′,k+l′,l+k′;n+n′,r+t′,t+r′ , (78)
for all (m,k, l;n, r, t), (m′, k′, l′;n′, r′, t′) ∈ Ω.
Theorem 4 Let the two-dimensional moment problem (1) be given. Choose
an arbitrary model space H with a sequence {hm,n}m,n∈Z+ , satisfying (57)
and fix it. The moment problem has a solution if and only if there exists
a sequence {hm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω, in H such that the following conditions
hold:
1) hm,0,0;n,0,0 = hm,n, m,n ∈ Z0;
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2) hw(r) ∈ H0 ⊕
(⊕
j∈Λ: j≤rHj
)
, r ∈ N, for some subset Λ ⊆ N.
Here w(r) is an arbitrary indexation in Ω′ by indices from N.
3) The sequence {hm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω satisfies conditions (17)-(20) (with
h instead of x).
4) There exists a complex function ϕ(m,k, l;n, r, t), (m,k, l;n, r, t) ∈ Ω,
such that
(hm,k,l;n,r,t, hm′,k′,l′;n′,r′,t′)H = ϕ(m+m
′, k+l′, l+k′;n+n′, r+t′, t+r′),
for all (m,k, l;n, r, t), (m′, k′, l′;n′, r′, t′) ∈ Ω.
Proof. The necessity of conditions 1)-4) for the solvability of the two-
dimensional moment problem was established before the statement of the
Theorem.
Let conditions 1),3),4) be satisfied. Consider the extended two-dimensional
moment problem (2) with
um,k,l;n,r,t := ϕ(m,k, l;n, r, t), (m,k, l;n, r, t) ∈ Ω, (79)
where ϕ is from the condition 4). Then∑
(m,k,l;n,r,t),(m′,k′,l′;n′,r′,t′)∈Ω
αm,k,l;n,r,tαm′,k′,l′;n′,r′,t′um+m′,k+l′,l+k′;n+n′,r+t′,t+r′
=
∑
(m,k,l;n,r,t),(m′,k′,l′;n′,r′,t′)∈Ω
αm,k,l;n,r,tαm′,k′,l′;n′,r′,t′(hm,k,l;n,r,t, hm′,k′,l′;n′,r′,t′)H
=
∥∥∥∥∥∥
∑
(m,k,l;n,r,t)∈Ω
αm,k,l;n,r,thm,k,l;n,r,t
∥∥∥∥∥∥
2
H
≥ 0,
for arbitrary complex coefficients αm,k,l;n,r,t, where all but finite number of
αm,k,l;n,r,t are zeros.
By conditions 3) and 4) we conclude that conditions (9)-(12) hold. By
Theorem 2 we obtain that there exists a non-negative Borel measure µ in
R
2 such that (2) holds. In particular, using conditions 4),1) we get∫
R2
xm1 x
n
2dµ = um,0,0;n,0,0 = ϕ(m, 0, 0;n, 0, 0)
= (hm,0,0;n,0,0, h0,0,0;0,0,0)H = (hm,n, h0,0)H = sm,n, m, n ∈ Z+.
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✷Observe that condition 2) can be removed from the statement of Theo-
rem 4. However, it will be used later.
Denote a set of sequences {hm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω, in H satisfying con-
ditions 1)-4) by X = X(H). As we have seen in the proof of Theorem 4,
for an arbitrary {hm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω ∈ X(H), the unique solution of the
extended two-dimensional moment problem with moments (79) gives a solu-
tion of the two-dimensional moment problem. Observe that all solutions of
the two-dimensional moment problem can be constructed in this manner. In-
deed, let µ be an arbitrary solution of the two-dimensional moment problem.
Repeating arguments from relation (60) till the statement of Theorem 4 we
may write∫
R2
xm1 (x1 + i)
k(x1 − i)lxn2 (x2 + i)r(x2 − i)tdµ = (ym,k,l;n,r,t, y0,0,0;0,0,0)L2µ
= (UWym,k,l;n,r,t, UWy0,0,0;0,0,0)H = (hm,k,l;n,r,t, h0,0,0;0,0,0)H
= ϕ(m,k, l;n, r, t) = um,k,l;n,r,t,
for all (m,k, l;n, r, t) ∈ Ω. Here the operators U ,W , the sequence {hm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω,
the function ϕ(m,k, l;n, r, t) and the moments um,k,l;n,r,t, of course, depend
on the choice of µ. Notice that {hm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω ∈ X(H).
For such constructed parameters, the measure µ is a solution of the extended
two-dimensional moment problem considered in the proof of Theorem 4.
Since the solution of this moment problem is unique, µ will be reconstructed
in the above described manner.
Notice that condition 4) of Theorem 4 is equivalent to the following
conditions:
(hm,k,l;n,r,t, hm′,k′,l′;n′,r′,t′)H = (hm˜,k,l;n,r,t, hm˜′,k′,l′;n′,r′,t′)H, (80)
if m,m′, m˜, m˜′, n, n′ ∈ Z+, k, l, r, t, k′, l′, r′, t′ ∈ Z: m+m′ = m˜+ m˜′;
(hm,k,l;n,r,t, hm′,k′,l′;n′,r′,t′)H = (hm,k˜,l;n,r,t, hm′,k′,l˜′;n′,r′,t′)H, (81)
if m,m′, n, n′ ∈ Z+, k, k˜, l, r, t, k′, l′, l˜′, r′, t′ ∈ Z: k + l′ = k˜ + l˜′;
(hm,k,l;n,r,t, hm′,k′,l′;n′,r′,t′)H = (hm,k,l˜;n,r,t, hm′,k˜′,l′;n′,r′,t′)H, (82)
if m,m′, n, n′ ∈ Z+, k, l, l˜, r, t, k′, k˜′, l′, r′, t′ ∈ Z: l + k′ = l˜ + k˜′;
(hm,k,l;n,r,t, hm′,k′,l′;n′,r′,t′)H = (hm,k,l;n˜,r,t, hm′,k′,l′;n˜′,r′,t′)H, (83)
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if m,m′, n, n′, n˜, n˜′ ∈ Z+, k, l, r, t, k′, l′, r′, t′ ∈ Z: n+ n′ = n˜+ n˜′;
(hm,k,l;n,r,t, hm′,k′,l′;n′,r′,t′)H = (hm,k,l;n,r˜,t, hm′,k′,l′;n′,r′,t˜′)H, (84)
if m,m′, n, n′ ∈ Z+, k, l, r, r˜, t, k′, l′, r′, t′, t˜′ ∈ Z: r + t′ = r˜ + t˜′;
(hm,k,l;n,r,t, hm′,k′,l′;n′,r′,t′)H = (hm,k,l;n,r,t˜, hm′,k′,l′;n′,r˜′,t′)H, (85)
if m,m′, n, n′ ∈ Z+, k, l, r, t, t˜, k′, l′, r′, r˜′, t′ ∈ Z: t+ r′ = t˜+ r˜′.
As we can see, the solving of the two-dimensional moment problem re-
duces to a construction of the set X(H). Let us describe an algorithm for a
construction of sequences from X(H).
Let {gn}∞n=1 be an arbitrary orthonormal basis in H0 obtained by the
Gram-Schmidt orthogonalization procedure from the sequence {hm,n}m,n∈Z+
indexed by a unique index.
Choose an arbitrary j ∈ N. Let w(j) = (m,k, l;n, r, t)(j) ∈ Ω′. If we
had constructed {hm,n}m,n∈Z+ ∈ X(H), then the two-dimensional moment
problem has a solution µ and
dj := ‖hw(j)‖2H = ‖xm1 (x1 + i)k(x1 − i)lxn2 (x2 + i)r(x2 − i)t‖2L2µ
=
∫
R2
x2m1 (x
2
1 + 1)
k(x21 + 1)
lx2n2 (x
2
2 + 1)
r(x22 + 1)
tdµ.
Therefore dj are bounded by some constants Mj =Mj(S) depending on the
prescribed moments S := {sm,n}m,n∈Z+ . (Notice that e.g. (x21 + 1)l ≤ 1,
for l < 0, and for non-negative m,k, l;n, r, t the values of dj are determined
uniquely).
Step 0. We set
hm,0,0;n,0,0 = hm,n, m, n ∈ Z0. (86)
We check that conditions (13)-(16) (with h instead of x) and (80)-(85)
are satisfied for hm,0,0;n,0,0, m,n ∈ Z0. If they are not satisfied, the two-
dimensional moment problem has no solution and we stop the algorithm.
Step 1. We seek for hw(1) in the following form:
hw(1) =
∞∑
n=1
α1;ngn + β1e1, (87)
with some complex coefficients α1;n, β1.
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Conditions (13)-(16) (with h instead of x) and (80)-(85) which include hw(1)
and the already constructed hm,k,l;n,r,t are equivalent to a set L1 of linear
equations with respect to α1;n, n ∈ N , and d1 = ‖hw(1)‖2H. Notice that they
depend on β1 only by d1. Denote the set of solutions of these equations by
S1 = {(α1;n, n ∈ N ; d1) : equations from L1 are satisfied} . (88)
Set
Ŝ1 =
{
(α1;n, n ∈ N ; d1) ∈ S1 :
∞∑
n=1
|α1;n|2 ≤ d1, d1 ≤M1
}
. (89)
Finally, we set
G1 =

∞∑
n=1
α1;ngn + e
iθ
(
d1 −
∞∑
n=1
|α1;n|2
) 1
2
e1 : (α1;n, n ∈ N ; d1) ∈ Ŝ1, θ ∈ [0, 2pi)
 .
(90)
Step r, with r ≥ 2. We seek for hw(r) in the following form:
hw(r) =
∞∑
n=1
αr;ngn +
r∑
j=1
βjej , (91)
with some complex coefficients αr;n, βj .
Conditions (13)-(16) (with h instead of x) and (80)-(85) which include hw(r)
and the already constructed hm,k,l;n,r,t are equivalent to a set Lr of linear
equations with respect to αr;n, n ∈ N , βj , 1 ≤ j ≤ r−1, and dr = ‖hw(r)‖2H,
and depending on parameters (hw(1), hw(2), ..., hw(r−1)) ∈ Gr−1 .
Notice that these linear equations depend on βr only by dr. Denote the set
of solutions of these equations by
Sr =
{
(αr;n, n ∈ N ;βj , 1 ≤ j ≤ r − 1; dr;hw(1), hw(2), ..., hw(r−1)) :
(hw(1), hw(2), ..., hw(r−1)) ∈ Gr−1,
and equations from Lr with parameters (hw(1), hw(2), ..., hw(r−1)), are satisfied
}
.
(92)
Set
Ŝr =
{
(αr;n, n ∈ N ;βj , 1 ≤ j ≤ r − 1; dr ;hw(1), hw(2), ..., hw(r−1)) ∈ Sr :
∞∑
n=1
|αr;n|2 +
r−1∑
j=1
|βr;j |2 ≤ dr, dr ≤Mr
 . (93)
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Finally, we set
Gr =
{(
hw(1), hw(2), ..., hw(r−1),
∞∑
n=1
αr;ngn +
r−1∑
j=1
βr;jej + e
iθ
dr − ∞∑
n=1
|αr;n|2 −
r−1∑
j=1
|βr;j|2
 12 er
 :
(αr;n, n ∈ N ;βj , 1 ≤ j ≤ r − 1; dr;hw(1), hw(2), ..., hw(r−1)) ∈ Ŝr, θ ∈ [0, 2pi)
}
.
(94)
Final step. Consider a space H of sequences
h = (h1, h2, h3, ...), hr ∈ H, r ∈ N, (95)
with the norm given by
‖h‖H = sup
r∈N
1√
Mr
‖hr‖H <∞. (96)
For arbitrary (h1, ..., hr) ∈ Gr, we put into correspondence elements h ∈ H
of the following form
h = (h1, ..., hr , gr+1, gr+2, ...) : gj ∈ H, ‖gj‖H ≤
√
Mj , j > r. (97)
Thus, the set Gr is mapped onto a set Gr ⊂ H. Observe that all elements
of Gr has the norm less or equal to 1. Set
G =
∞⋂
r=1
Gr. (98)
If G 6= ∅, then to each (g1, g2, ...) ∈ G, we put into correspondence a se-
quence H = {hm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω such that (86) holds and
hw(r) := gr, r ∈ N. (99)
We state that H ∈ X(H). In fact, conditions (13)-(16) (with h instead of x)
and (80)-(85) are satisfied for hm,0,0;n,0,0, m,n ∈ Z+, by Step 0. If one of
these equations include hw(r) with r ≥ 1, then we choose the maximal ap-
pearing index r. Since (hw(1), ..., hw(r)) ∈ Gr, then this equation is satisfied.
Condition 2) is satisfied by the construction.
Thus, if G 6= ∅, then using H we can construct a solution of the two-
dimensional moment problem in the described above manner.
20
Theorem 5 Let the two-dimensional moment problem (1) be given. Choose
an arbitrary model space H with a sequence {hm,n}m,n∈Z+ , satisfying (57)
and fix it. The moment problem has a solution if and only if conditions (13)-
(16) (with h instead of x) and (80)-(85) are satisfied for hm,0,0;n,0,0 := hm,n,
m,n ∈ Z+, and
G 6= ∅, (100)
where G is constructed by (98) according to the algorithm.
If the latter conditions are satisfied then to each (g1, g2, ...) ∈ G, we put
into correspondence a sequence H = {hm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω such that (86)
holds and
hw(r) := gr, r ∈ N. (101)
This sequence belongs to X(H) and the unique solution of the extended
two-dimensional moment problem with moments (79) gives a solution µ of
the two-dimensional moment problem. Moreover, all solutions of the two-
dimensional moment problem can be obtained in this way.
Proof. The sufficiency of the conditions in the statement of the Theorem
for the solvability of the two-dimensional moment problem was shown be-
fore the statement of the Theorem. Let us show that these conditions are
necessary.
Let µ be a solution of the two-dimensional moment problem. By Theorem 4
the setX(H) is not empty. Choose an arbitrary Ĥ = {ĥm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω ∈
X(H). By conditions 3),4) we see that conditions (13)-(16) (with ĥ in-
stead of x) and (80)-(85) are satisfied. In particular, they are satisfied for
ĥm,0,0;n,0,0 = hm,n, m,n ∈ Z+.
Comparing condition 2) with Steps 1 and r for r ≥ 2, we see that
(ĥw(1), ..., ĥw(r)) ∈ Gr, r ∈ N. (102)
Therefore elements
(ĥw(1), ..., ĥw(r), gr+1, gr+2, ...) ∈ Gr, r ∈ N, (103)
where gj ∈ H : ‖gj‖H ≤
√
Mj , for j > r are arbitrary. Thus, the element
ĥ := (ĥw(1), ĥw(2), ĥw(3), ...) ∈ Gr, r ∈ N. (104)
and
ĥ ∈
⋂
r∈N
Gr = G. (105)
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Therefore G 6= ∅.
If the conditions of the Theorem are satisfied then to each g = (g1, g2, ...) ∈
G, we put into correspondence a sequence H = H(g) = {hm,k,l;n,r,t}(m,k,l;n,r,t)∈Ω
such that (86) and (101) hold. Then H ∈ X(H), as it was shown before the
statement of the Theorem. The sequence H generates a solution of the
extended two-dimensional moment problem and of the two-dimensional mo-
ment problem, see considerations after the proof of Theorem 4.
It remains to show that all solutions of the two-dimensional moment problem
can be obtained in this way. Since elements of X(H) generate all solutions
of the two-dimensional moment problem (see considerations after the proof
of Theorem 4), it remains to prove that
{H(g) : g ∈G} = X(H). (106)
Denote the set on the left-hand side by X1. It was shown that X1 ⊆ X(H).
On the other hand, choose an arbitrary H˜ = {h˜m,k,l;n,r,t}(m,k,l;n,r,t)∈Ω ∈
X(H). Repeating the construction at the beginning of this proof we obtain
that
h˜ := (h˜w(1), h˜w(2), h˜w(3), ...) ∈ G. (107)
Observe that
H(h˜) = H˜. (108)
Therefore X(H) ⊆ X1 and relation (106) holds. ✷
Remark. The truncated two-dimensional moment problem can be consid-
ered in a similar manner. Moreover, the set of indices of the known elements
hm,n will be finite in this case and therefore equations in the r-th step of the
algorithm will form finite systems of linear equations. Thus, the r-th step
could be easily performed using computer.
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On the two-dimensional moment problem.
S.M. Zagorodnyuk
In this paper we obtain an algorithm towards solving the two-dimensional
moment problem. This algorithm gives the necessary and sufficient condi-
tions for the solvability of the moment problem. It is shown that all solutions
of the moment problem can be constructed using this algorithm.
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