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Abstract 
This study propose a novel hybrid genetic algorithm (HGADSC) comprising both basic generic operations with a 
fitness-improving local-search strategy to divide all wireless sensor nodes into a maximum number of disjoint set covers (DSCs), 
where every cover can monitor all targets. The purpose of the HGADSC is to solve the NP-complete problem. By periodically 
switching disjoint set covers, a full sensing coverage as well as a longer network lifetime can be guaranteed. The simulation 
results show that HGADSC outperforms the existing methods by generating more disjoint set covers and prolongs network 
lifetime ranging from 0.54% to 36.1% under different simulation scenarios. The results indicate that the network lifetime can be 
effectively extended by the proposed method, which is also valuable for a wide range of node deployment environments. 
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1. Introduction 
Wireless sensor networks (WSNs) have been rapidly developed with the progress of wireless communication and 
embedded micro-devices. WSNs are composed of a number of wireless sensor nodes which work for sensing the 
physical signals and transforming them into electrical signals. The sensor nodes are usually utilized with limited 
energy (i.e., provided by an attached battery). In order to improve the performance of the WSNs, many previous 
studies have addressed various energy-saving approaches to prolong the network lifetime. Among the studies, the 
most critical concern was the sensing coverage problem. For example, how well could an area be monitored by a 
WSN with low energy consumption? Sensing coverage and network lifetime were viewed as the primary metrics to 
evaluate the quality of surveillance (QoSv) of a WSN. In order to avoid wasting the energy consumption of WSNs, 
some node-scheduling approaches were proposed to organize sensor nodes, through which the nodes could be 
determined to be activated or inactivated at different moments [1-2]. In some studies discussing coverage 
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preservation, a common objective was to maximize the network lifetime and maintain higher coverage ratios [3-8]. 
Basically, these studies employed node-scheduling approaches. To prolong network lifetime, some studies [5-6] 
divided the interest region into a set of fields [5] and modeled the area coverage as the maximum number of the 
DSC problem, where every cover completely monitored the region. Slijepcevic et al. [5] proposed the most 
constrained-minimum constraining (MCMCC) heuristic, and the Maximum Covers using the Mixed Integer 
Programming (MC-MIP) heuristic [6] to solve the problem, respectively. By activating the produced DSCs in turn, 
the network lifetime could be maximized effectively. In 2007, similar to the HGADSC, Lai et al. [7] presented a 
conventional genetic algorithm (GAMDSC) to address the DSC problem. The simulation indicated that GAMDSC 
could take less time to find out a slightly worse solution approximating to the solution in Ref [6]. In some cases, the 
requirement of full coverage is not necessary. For instance, Jia et al. [8] utilized the genetic algorithm to maximize 
network lifetime and found every DSC met the lowest requirement of coverage ratio (< 100%).  
In this study, we focus on the DSC problem and take 100% coverage ratio for every DSC - the strictest constraint 
- into account. With the constraint, the developed algorithm is still suitable for the applications with lower coverage 
requirement. We also presented a hybrid genetic algorithm composed of both a genetic algorithm with a local search 
to cope with the DSC problem. The binary genetic representation is used to denote the status of every sensor node, 
and the local search is used to improve the fitness of each individual. With the proposed algorithm, a high number of 
DSCs can be found. Conveniently, we assume that a target could be monitored if it is inside the sensing range of at 
least one sensor node, and that the sensing range of every node is a circle.  
2. Disjoint set covers problem 
The DSC problem has been defined in Ref [6] and also proven to be a NP-complete problem. It can be assumed 
that there are N sensor nodes (s1, s2, «, sN) and M targets (t1, t2, «, tM) deployed in a given field. By maximizing the 
number of DSCs, the network lifetime can be prolonged. The definition of DSC is described as follows: 
Definition. DSC: Given a collection C of subsets of a finite set T, find the maximum number of DSCs for T. Every 
cover Ci is a subset of C, Ci   C, so every element of T belongs to at least one member of Ci, and for any two set 
covers Ci and Cj, Ci ɶ Cj  = I . 
Let us consider that C = {s1, s2, «, sN}, where every sensor node si covers a subset of targets T, and T = {t1, t2, «, 
tM}. C is a collection of subsets representing sensor nodes, and Ci represents a set cover which is composed of a 
number of sensor nodes.  
3. Hybrid genetic algorithm 
In fact, it is necessary to use as fewer as possible sensor nodes to monitor the targets since one target may be 
covered by multiple nodes simultaneously. Thus, we can meet such a requirement by using a maximum covering 
location model (MCL) [9], which can be defined as follows: 
 
max m n
n
Z X¦ ¦    (1) 
Subject to:    
,n i
n
X )d¦ ,       m m n n
n
Z a X md  ¦         (2) 
, 1,0       , ,n mX Z n m       (3) 
 
where Zm = 1 if target tm is covered, and Zm = 0 if not. For a target tm, am,n = 1 if tm is covered by node sn. Note that 
1dmdM, where ĭi denotes the number of possible candidate nodes in cover Ci, and it is also the chromosome 
length. Initially, the set of possible candidate nodes is S. S = C, and snS. In HGADSC, a chromosome is 
represented by a binary string, e.g., µA1, A2« $ĭL¶. In addition, a fitness function is defined as the following 
equation: 
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Fig. 1. (a) pseudo code of the proposed HGADSC with a consecutive exploring process for Ci; (b) pseudo code of the local search. 
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where f is used to rank the chromosome X, Į1 and Į2 are the weighting coefficients, ȕ1 and ȕ2 are the exponential 
factors, ȖX is the coverage ratio ( ,(1 (1 ))X n m n
m n
A aJ    ¦  ), and İX is the utility ratio of nodes ( X i
i
AH  ¦ ). The 
pseudo code of the proposed HGADSC and the fitness-improving local-search strategy are shown in Figure 1. 
4. Simulation results  
Next, a series of simulations to verify the performance of HGADSC were conducted. We simulated a stationary 
wireless sensor network in a 500 m × 500 m field. The nodes were homogeneous and had the same sensing and 
communication range. In the DSC problem, the communication issues are ignored. Each simulated case of the 
current study included 30 runs of HGADSC, and these results were compared with those using the most 
constrained-minimum constraining (MCMCC) heuristic [5], the Maximum Covers using Mixed Integer 
Programming (MC-MIP) heuristic [6], and a conventional GA (GAMDSC) [7]. The corresponding parameters are as 
follows: population size, 100; crossover rate, 0.5; mutation rate, 0.07; and maximum iteration number, 20. In order 
to emphasize the impact of the coverage ratio on fitness, we supposed that (Į1, Į2) = (1000, 1) and (ȕ1, ȕ2) = (2, 0.5). 
Thus, it leads to a significant decline of fitness when the coverage ratio declines a little. Based on the simulation 
results, we find that the average numbers of the yielded DSCs by HGADSC are larger than those yielded by 
MC-MIP and MCMCC. The average increased proportions of DSCs number are 24.6% and 7.4% in both cases 
considering different sensing ranges and numbers of targets as compared with MC-MIP, and 36.1% and 21.8% as 
compared with MCMCC, respectively (Figure 2 (a)-(b)). Additionally, in comparison with GAMDSC, the average 
increased proportions of the number of DSCs for sensing range and number of nodes are 2.9% and 0.54%, as shown 
in Figure 2 (c)-(d). Obviously, HGADSC outperforms MCMCC, MC-MIP, and GAMDSC. 
5. Conclusion and future work 
The proposed HGADSC is able to produce near-optimal solutions for the DSC problem in different WSNs. It can 
effectively organize sensor nodes into a maximum number of DSCs. With the proposed algorithm, the coverage is   
preserved and the lifetime can be extended at the same time if the DSCs can be activated in turn. 
 
Pseudo Code of the Proposed HGADSC 
13. Compute every am,n, and let Ĳ be the set of am,n 
14. Let the set of possible candidate nodes S = {s1, s2, «, sN}. 
15. //compute the disjoint set cover Ci 
16.  Let  i =1, and Ci = {I }; 
17.    While S can completely cover the targets 
18.       S = S ± Ci; 
19.       ĭi = the length of S; 
20.       popui = Initialize_GA(S, ĭi);  
21.            // popui is the population i. 
22.         // the length of each chromosome is ĭi 
23.    While the maximum generation is reached 
24.         evaluate_ fitness(popui, Ĳ);   
25.         selection_crossover(popui); 
26.         mutation(popui); 
27.      local_search(popui);  
28.     EndWhile 
29.     output Ci; 
30.     i = i +1; 
31.  EndWhile 
32. Return the disjoint set covers C1, C2, «, Ci-1; 
Pseudo Code of the Local Search 
// local search tries to inactivate the active sensor node one 
by one. It belongs to one kind of greedy algorithms. 
 
1. input the population popui, let fȟ = 0 
2. For each chromosome ȟ do 
3.     For h = 1 to ĭi do 
4.         If Allele Ah = 1 in ȟ then 
5.                 fȟ = evaluate_ fitness(ȟ); 
6.                 Ah = 0; 
7.                 If fȟ > evaluate_ fitness(ȟ) then 
8.                      Ah = 1; 
9.                 End 
10.         End 
11.     End 
12. End 
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In other words, the activation strategy probably influences the operating performance as applying the DSCs to a 
WSN. This issue will be addressed in our future work. For application-specific WSNs, the proposed HGADSC   
provides a feasible solution. 
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Fig.2. (a) Comparison of the averaged numbers of DSCs with 90 nodes and 10 targets, depending on a variety of sensing ranges (100 m ~ 300 
m with an increment of 20 m); (b) Comparison of the averaged numbers of DSCs with 90 nodes and sensing ranges 250 m, depending on a 
variety of numbers of targets (10 ~ 50 with an increment of 5); (c) Comparison of averaged numbers of DSCs with 10 target, depending on 
upper bounds of the number of DSCs determined by different numbers of nodes (90 ~ 140 with an increment of 5) with a sensing range 220 
m; (d) Comparison of the averaged numbers of DSCs with 90 nodes and 10 targets, depending on upper bounds of the number of DSCs 
determined by different sensing ranges (100 m ~ 300 m with an increment of 20 m). 
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