The Directed Dominating Set problem studied by cavity method: Warning
  propagation and population dynamics by Habibulla, Yusupjan
ar
X
iv
:1
91
1.
06
97
4v
1 
 [p
hy
sic
s.s
oc
-p
h]
  1
6 N
ov
 20
19 The Directed Dominating Set problem
studied by cavity method:Warning
propagation and population dynamics
Y usupjanHabibulla
School of Physics and Technology, xinjiang university, Sheng-Li Road 14,
Urumqi 830046, China
November 19, 2019
Contents
I Introduction 2
II Replica Symmetry 3
II.1 General Replica Symmetry Theory . . . . . . . . . . . . . . . 3
II.2 Warning Propagation . . . . . . . . . . . . . . . . . . . . . . 5
IIIOne Step Replica Symmetry Breaking Theory 8
III.1 General One step Replica Symmetry Breaking Theory . . . . . 8
III.2 Coarse-Grain Survey Propagation . . . . . . . . . . . . . . . . 10
III.3 Survey Propagation Decimation . . . . . . . . . . . . . . . . . 16
IV Discussion 19
V Acknowledgement 20
Abstract
The minimal dominating set for a digraph(directed graph)is a pro-
totypical hard combinatorial optimization problem. In a previous pa-
per, we studied this problem using the cavity method. Although we
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found a solution for a given graph that gives very good estimate of the
minimal dominating size, we further developed the one step replica
symmetry breaking theory to determine the ground state energy of
the undirected minimal dominating set problem. The solution space
for the undirected minimal dominating set problem exhibits both con-
densation transition and cluster transition on regular random graphs.
We also developed the zero temperature survey propagation algorithm
on undirected Erdős-Re´nyi graphs to find the ground state energy.
In this paper we continue to develope the one step replica symmetry
breaking theory to find the ground state energy for the directed min-
imal dominating set problem. We find the following. (1)The warning
propagation equation can not converge when the connectivity is greater
than the core percolation threshold value of 3.704. Positive edges have
two types warning, but the negative edges have one. (2)We determine
the ground state energy and the transition point of the Erdős-Re´nyi
random graph. (3)The survey propagation decimation algorithm has
good results comparable with the belief propagation decimation algo-
rithm.
Keywords: directed minimal dominating set , replica symmetry
breaking, Erdős-Re´nyi graph, warning propagation, survey propaga-
tion decimation.
I Introduction
The minimum dominating set for a general digraph [1, 2] is a fundamen-
tal nondeterministic polynomial-hard (NPhard) combinatorial optimization
problem [3]. Any digraph D = V,A contains a set V ≡ 1, 2, . . . , N of N
vertices and a set A ≡ {(i, j) : i, j ∈ V } of M arcs(directed edges), where
each arc (i, j) points from a parent vertex (predecessor) i to a child vertex
(successor) j. The arc density α is defined by α ≡ M/N . A directed dom-
inating set Γ is a vertex set such that, for any node in the network, either
the node itself or one of its predecessors belongs to Γ. a directed minimal
dominating set(DMDS) is a smallest directed dominating set. The DMDS
problem is very important for monitoring and controlling the directed inter-
action processes [4–10] in the complex networks.
The Statistical physicists have widely studied this optimization problem us-
ing the statistical physics of spin glass systems [11–19]. The cavity method
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is used to estimate the occupation probability at each node, and a solution
for the given problem is constructed using this probabilities. Using statisti-
cal physicis does not always yield a single solution for a given graph, but if
this graph does not contain any small loops, then the cavity equation may
converge to a stable point, so we can study the problem using the cavity
method.
Research into spin glass systems can be divided into two levels-the replica
symmetry (RS) level and the replica symmetry breaking (RSB) level. For
a given optimization problem, RS theory finds the smallest set in the given
graph that satisfy this problem, and RSB theory finds the number of solu-
tions and the ground state energy. Previously, we have found the smallest
minimal dominating set (MDS) using the cavity method on both directed
and undirected networks [20,21], and have found the ground state energy for
undirected networks [22]. The current study is inspired by [22], where we
studied the ground state energy for the DMDS problem also using the cavity
method. At a temperature of zero, we used survey propagation to find the
ground state energy of the Erdős-Re´nyi graph (ER) random graph.
This paper studies the solution space of the DMDS problem using one step
replica symmetry breaking(1RSB) theory from statistical physics. This work
is a continuation of our earlier work [22] on the solution space of the undi-
rected MDS problem. We organize the paper as follows. In section 2, we
recall RS theory for spin glass sytems before introducing RSB theory. We
present the belief propagation (BP) equation, thermodynamic quantities and
warning propagation for the DMDS problem. In the section 3, we intro-
duce1RSB theory and the associated thermodynamic quantities. We then
derive 1RSB theory and thermodynamic quantities at β = ∞, and survey
propagation(SP) for the DMDS problem, before introducing the survey prop-
agation decimation (SPD) process for the DMDS problem in detail. Finally
in Section 4 we conclusion our results.
II Replica Symmetry
II.1 General Replica Symmetry Theory
To estimate the MDS for a given graph using the way of mean field theory,
we must have the partition function for the given problem. The partition
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function Z is
Z =
∑
c
∏
i∈W
e−βci[1− (1− ci)
∏
k∈∂i+
(1− ck)] (1)
where c ≡ (c1, c2, . . . , cn)denotes one of the 2
n possible configurations, ci =
+1if node i is occupied and ci = 0 otherwise,β is the inverse temperature,
and ∂i denotes the neighbors of node i. The partition function therefore only
takes into account the dominating sets.
We use RS mean field theory, such as the Bethe-Peierls approximation [23]
or partition function expansion [24, 25], to solve the above spin glass model.
We assign the cavity message p
(ci,cj)
i→j on the every edge,and these messages
must satisfy the equation
p
(ci,cj)
i→j =
e−βci[
∏
k∈∂i+
∑
ck
pck,cik→i − δ
0
ci
∏
k∈∂i+
p0,0k→i]
∏
l∈∂i−\j
∑
cl
pcl,cil←i
∑
c´i,c´j
e−βc´i[
∏
k∈∂i+
∑
c´k
pc´k,c´ik→i − δ
0
c´i
∏
k∈∂i+
p0,0k→i]
∏
l∈∂i−\j
∑
cl
pcl,cil←i
(2)
p
(ci,cj)
i←j =
e−βci[
∏
k∈∂i+\j
∑
ck
pck,cik→i − δ
0
ci+cj
∏
k∈∂i+\j
p0,0k→i]
∏
l∈∂i−
∑
cl
pcl,cil←i
∑
c´i,c´j
e−βc´i[
∏
k∈∂i+\j
∑
c´k
pc´k,c´ik→i − δ
0
c´i+c´j
∏
k∈∂i+\j
p0,0k→i]
∏
l∈∂i−
∑
cl
pcl,cil←i
(3)
known as the BP equation. The Kronecker symbol is defined by δnm = 1 if
m = n and δnm = 0 otherwise. The cavity message p
(ci,cj)
i→j represents the joint
probability that node i is in state ci and the adjacent node j is in state cj
when the constraint for node j is not considered.The marginal probability pci
for node i is expressed as
pci =
e−βc[
∏
j∈∂i+
∑
cj
p
cj ,c
j→i − δ
0
c
∏
j∈∂i+
p0,0j→i]
∏
k∈∂i−
∑
ck
pck,ck←i
∑
ci
e−βci[
∏
j∈∂i+
∑
cj
p
cj ,ci
j→i − δ
0
ci
∏
j∈∂i+
p0,0j→i]
∏
k∈∂i−
∑
ck
pck,cik←i
(4)
Finally the free energy can be calculated using mean field theory as
F0 =
N∑
i=1
Fi −
M∑
(i,j)=1
F(i,j) (5)
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where
Fi = −
1
β
ln{
∑
ci
e−βci[
∏
j∈∂i+
∑
cj
p
cj ,ci
j→i − δ
0
ci
∏
j∈∂i+
p0,0j→i]
∏
k∈∂i−
∑
ck
pck,cik←i } (6)
F(i,j) = −
1
β
ln[
∑
ci,cj
p
ci,cj
i→j p
cj ,ci
j←i ] (7)
We use Fi to denote the free energy at node i, and F(i,j) to denote the free
energy of the edge (i, j).We iterate the BP equation until it converges to
a stable point, and then calculate the mean free energy f ≡ F/N and the
energy density ω = 1/N
∑
i p
+1
i using equation (3) and (4). The entropy
density is calculated as s = β(ω − f).
II.2 Warning Propagation
In this section, we introduce BP at β =∞, which is called warning prop-
agation. Even though the warning propagation may converge very quickly,
it can only converge for C < 3.704 on an ER random network, so we must
further consider the 1RSB case at β = ∞. To estimate the minimal energy
of an MDS, we must consider the limit at β = ∞. There are three cases
for a single node: (1) node i appears in every MDS, namely p1i = 1, p
0
i = 0;
(2) node i appears in no MDS, namely p1i = 0, p
0
i = 1; (3) node i appears
in some but not all MDSs, namely p1i = 0.5, p
0
i = 0.5. Thus there are nine
cases for the pair of nodes (i, j), However, only four cavity messages are
possible: (1) node i appears in every MDS and node j appears in some but
not all MDSs, namely p1,0i→j = p
1,1
i→j = 0.5, p
0,0
i→j = p
0,1
i→j = 0; (2) node i ap-
pears in no MDS and node j appears in some but not all MDSs, namely
p1,0i→j = p
1,1
i→j = 0, p
0,0
i→j = p
0,1
i→j = 0.5; (3) node i appears in no MDS and node
j appears in every MDS, namely p1,0i→j = p
1,1
(i,j) = 0, p
0,0
i→j = 0, p
0,1
i→j = 1; (4)
node i appear in some but not all MDSs and node j appears in some but not
all MDSs, namely p1,0i→j = p
1,1
i→j = p
0,0
(i,j) = p
0,1
i→j = 0.25.
The other five cases do not satisfy the normalization condition: (1) if node i
appears in every MDS and node j appears in every MDS, namely p1,1i→j = 1.0,
then from the relationship p1,0i→j = p
1,1
i→j we can derive p
1,0
i→j = 1.0 so that the
total probability is greater than 1, which is not possible; (2) if node i appears
in every MDS and node j appears in no MDS, namely p1,0i→j = 1.0, then in the
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same way we can derive p1,1i→j = 1.0, so the total probability is again greater
than 1; (3) if node i appears in some but not all MDSs and node j appears
in every MDS, namely p0,1i→j = p
1,1
i→j = 0.5, then p
1,0
i→j = 0.5; (4) if node i
appears in some but not all MDSs and node j appears in no MDS, namely
p0,0i→j = p
1,0
i→j = 0.5, then p
1,1
i→j = 0.5; (5) if node i appears in no MDS and
node j appears in no MDS, namely p0,0i→j = 1, then from equations (2) and
(3) we see that p0,0i→j is always smaller than p
0,1
i→j and does not exceed 0.5. It
is good to understand that if a node is not occupied, then it cannot request
any of its neighbors to be unoccupied in the MDS problem. On the other
hand, if a node is occupied, then it cannot request any of its neighbors to be
either occupied or unoccupied. There is one warning message pi→j = 0 for a
single node, but there are two warning messages for a pair nodes (i, j), that
is, p0,1i→j = 1 and p
0,1
i→j = 0.5. The warning message p
0,1
i→j = 1 is called a first
type warning, and the warning message p0,1i→j = 0.5 is called a second type
warning.
p0,1i←j =


0.0
∑
k∈∂i+\j
δ1
p
0,1
k→i
+
∑
k∈∂i−
δ1
p
0,1
k←i
≥ 2
0.25
∑
k∈∂i+\j
δ1
p
0,1
k→i
+
∑
k∈∂i−
δ1
p
0,1
k←i
= 1
0.5
∑
k∈∂i+\j
δ1
p
0,1
k→i
+
∑
k∈∂i−
δ1
p
0,1
k←i
= 0 and
∑
k∈∂i+\j
δ0.5
p
0,1
k→i
< k+ − 1
1.0
∑
k∈∂i+\j
δ1
p
0,1
k→i
+
∑
k∈∂i−
δ1
p
0,1
k←i
= 0 and
∑
k∈∂i+\j
δ0.5
p
0,1
k→i
= k+ − 1
(8)
If node i is not covered or observed, so the neighbor node j must be
covered, the corresponding case is p0,1i←j = 1.0. If node i is not covered, but it
has been observed, so node j can be covered or uncovered, namely p0,1i←j = 0.5.
So we can easily understand the upper equation. In the first line, if two or
more neighbors(successors exactly) of the node i are not covered or observed,
then we must cover the node i to observe them, namely p0,1i←j = p
0,0
i←j = 0.0
or p0i = 0. In the second line, if only one neighbor(successor exactly) of the
node i is not covered or observed, then we have both opportunity to cover or
uncover the node i, namely p0,1i←j = p
0,0
i←j = 0.25 or p
0
i = 0.5. In the third line,
if every successor of the node i is observed , but it’s observed predecessors
less than k+ − 1, then we must not cover the node i, the neighbor j can be
covered or uncovered, namely p0,1i←j = p
0,0
i←j = 0.5 or p
0
i = 1.0. In the fourth
line, if every successor of the node i is observed, but the every predecessors
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of the node i are observed except node j, so we must not cover the node i,
and the neighbor j must be covered, namely p0,1i←j = 1.0 or p
0
i = 1.0. We can
find that only the successor nodes provide the first type warning, in the same
way we can read the following equation
p0,1i→j =


0.0
∑
k∈∂i+
δ1
p
0,1
k→i
+
∑
k∈∂i−\j
δ1
p
0,1
k←i
≥ 2
0.25
∑
k∈∂i+
δ1
p
0,1
k→i
+
∑
k∈∂i−\j
δ1
p
0,1
k←i
= 1
0.5
∑
k∈∂i+
δ1
p
0,1
k→i
+
∑
k∈∂i−\j
δ1
p
0,1
k←i
= 0 and
∑
k∈∂i+
δ0.5
p
0,1
k→i
< k+
0.25
∑
k∈∂i+
δ1
p
0,1
k→i
+
∑
k∈∂i−\j
δ1
p
0,1
k←i
= 0 and
∑
k∈∂i+
δ0.5
p
0,1
k→i
= k+
(9)
The above equations are called warning propagation equations. Only the
message p0,1i←j can produce a first type warning when the incoming messages
do not include any first type messages and the incoming positive messages
have ∂i+−1 second type messages. If we find the stable point of the warning
propagation,then we can calculate the coarse-grained state of every node as
p1i =


0.0
∑
k∈∂i+
δ1
p
0,1
k→i
+
∑
k∈∂i−
δ1
p
0,1
k←i
= 0 and
∑
k∈∂i+
δ0.5
p
0,1
k→i
< k+
0.5
∑
k∈∂i+
δ1
p
0,1
k→i
+
∑
k∈∂i−
δ1
p
0,1
k←i
= 0 and
∑
k∈∂i+
δ0.5
p
0,1
k→i
= k+
0.5
∑
k∈∂i+
δ1
p
0,1
k→i
+
∑
k∈∂i−
δ1
p
0,1
k←i
= 1
1.0
∑
k∈∂i+
δ1
p
0,1
k→i
+
∑
k∈∂i−
δ1
p
0,1
k←i
≥ 2
(10)
and we can calculate the free energy for the DMDS problem in the general
case as
Fi = −
1
β
ln{[
∏
k∈∂i+
(p0,0k→i + p
1,0
k→i)−
∏
k∈∂i+
p0,0k→i] ∗
∏
k∈∂i−
(p0,0k←i + p
1,0
k←i)
+ e−β
∏
k∈∂i+
(p0,1k→i + p
1,1
k→i)
∏
k∈∂i−
(p0,1k←i + p
1,1
k←i)}
(11)
Fij = −
1
β
ln(p0,0i→jp
0,0
j←i + p
0,1
i→jp
1,0
j←i
+ p1,0i→jp
0,1
j←i + p
1,1
i→jp
1,1
j←i)
(12)
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The energy equals the free energy when β =∞, so from the above questions
we can write the free energy and the energy as
Emin = lim
β→∞
F0 =
N∑
i=1
[Θ[(
∑
j∈∂i+
δ1
p
0,1
j→i
+
∑
j∈∂i−
δ1
p
0,1
j←i
)− 1] + δ(
∑
j∈∂i+
δ0.5
p
0,1
j→i
, k+)]
−
∑
(i,j)∈w
[(δ1
p
0,1
i→j
+ δ0.5
p
0,1
i→j
) ∗ (δ1
p
0,1
j←i
+ δ0.5
p
0,1
j←i
)− δ0.5
p
0,1
i→j
δ0.5
p
0,1
j←i
]
(13)
The warning propagation convergence speed is very fast, and gives the same
results as BP, but it does not converge when the mean variable degree is
greater than 3.704 on the ER random graph. For some single graphs, the
convergence degree is greater than 3.704, but it is very close to 3.704 in most
single graph networks.
III One Step Replica Symmetry Breaking The-
ory
In this section, we introduce 1RSB theory for spin glass systems, which is
calculated using the graph expansion method. We first introduce the gener-
alized partition function, free energy, SP, grand free energy and complexity
in the general case. To obtain the ground state energy, we must consider the
limiting behavior of the DMDS problem at β = ∞, so we next derive the
simplified equations at β = ∞ for the DMDS problem, and then introduce
the numerical simulation process for population dynamics.
III.1 General One step Replica Symmetry Breaking The-
ory
The RS theory only finds low energy configurations. To study the sub-
space structure for a given problem, researchers have been developing 1RSB
theory. In 1RSB theory, our order parameter is a free energy function.
At higher temperatures, the microscopic thermodynamic state consisting of
some higher energy configurations determines the statistical physics proper-
ties of the given system, and the subspace of this microscopic state is ergodic.
However, at lower temperatures the microscopic state is no longer ergodic but
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is divided into several subspaces, and the contribution of these subspaces to
the equilibrium properties are not the same. We define the generalized par-
tition function Ξ by
Ξ(y; β) =
∑
α
e−yF
α
0 (β), (14)
We use α to denote the microscope states that achieve the minimum free
energy, and thus F α0 has the following form:
F
(α)
0 =
∑
i
fi −
∑
(i,j)
f(i,j). (15)
Four cavity messages pi→j ≡ (p
0,0
i→j, p
0,1
i→j, p
1,0
i→j, p
1,1
i→j, ) are defined on the edges
(i, j) in a given graph, and the cavity messages pi→j averaged on solution
clusters are denoted by Pi→j(pi→j). This has the iteration equation
Pi→j(p) =
∏
k∈∂i+
∫
Dpk→iPk→i(p)e
−yfi→j∏
k∈∂i+
∫
Dpk→iPk→i(p)e−yfi→j
×
∏
k∈∂i−\j
∫
Dpk←iPk←i(p)δ(pi→j − Ii→j[p∂i\j ])∏
k∈∂i−\j
∫
Dpk←iPk←i(p)
(16)
Pi←j(p) =
∏
k∈∂i−
∫
Dpk←iPk←i(p)e
−yfi←j∏
k∈∂i−
∫
Dpk←iPk←i(p)e−yfi←j
×
∏
k∈∂i+\j
∫
Dpk→iPk→i(p)δ(pi←j − Ii←j[p∂i\j ])∏
k∈∂i+\j
∫
Dpk→iPk→i(p)
(17)
The notation Ii→j[p∂i\j ] is short-hand for messages updating equation (2),
and Ii←j[p∂i\j ] is short-hand for messages updating equation (3). The weight
free energies fi→j and fi←j are respectively equal to
fi→j = −
1
β
ln{
∑
ci
e−βci[
∏
k∈∂i+
∑
ck
pck,cik→i − δ
0
ci
∏
k∈∂i+
p0,0k→i]
∏
l∈∂i−\j
∑
cl
pcl,cil←i } (18)
fi←j = −
1
β
ln{
∑
ci
e−βci[
∏
k∈∂i+\j
∑
cj
pck,cik→i − δ
0
ci+cj
∏
k∈∂i+\j
p0,0k→i]
∏
l∈∂i−
∑
cl
pcl,cil←i }
(19)
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The generalized free energy density g0 is
g0 ≡
G0
N
=
∑
i gi −
∑
(i,j) g(i,j)
N
(20)
where
gi =
1
y
ln[
∏
j∈∂i
∫
Dpi→jPi→j(p)e
−yfi ] (21)
g(i,j) =
1
y
ln[
∫ ∫
Dpi→jDpj→iPi→j(p)Pj←i(p)e
−yf(i,j) ] (22)
We further have the mean free energy density
< f >≡
F
N
=
∑
i < fi > −
∑
(i,j) < f(i,j) >
N
(23)
where
< fi >=
∏
j∈∂i+
∫
Dpi←jPi←j(p)
∏
j∈∂i−
∫
Dpi→jPi→j(p)e
−yfifi∏
j∈∂i+
∫
Dpi←jPi←j(p)
∏
j∈∂i−
∫
Dpi→jPi→j(p)e−yfi
(24)
< f(i,j) >=
∫ ∫
Dpi→jDpj→iPi→j(p)Pj→i(p)e
−yf(i,j)f(i,j)∫ ∫
Dpi→jDpj→iPi→j(p)Pj→i(p)e
−yf(i,j)
(25)
Finally, with mean free energy < f > and generalized free energy g, we
derive the complexity as
∑
(y) = y(< f > −g).
III.2 Coarse-Grain Survey Propagation
We next derive the SP for the case β =∞ and estimate the ground state
energy, and then predict the energy density using the SPD method. We find
that the SP results fit with the SPD results, which are as good as the belief
propagation decimation (BPD) results. To obtain the SP, we must to know
the form of the free energy Fi→j at a temperature of zero. From the general
form, we can derive the free energy Fi→j as
10
Fi←j = −
1
β
ln{[2
∏
k∈∂i+\j
(p0,0k→i + p
1,0
k→i)−
∏
k∈∂i+\j
p0,0k→i]
∏
k∈∂i−
(p0,0k←i + p
1,0
k←i)
+ 2e−β
∏
k∈∂i+\j
(p0,1k→i + p
1,1
k→i)
∏
k∈∂i−
(p0,1k←i + p
1,1
k←i)}
(26)
Fi→j = −
1
β
ln{2[
∏
k∈∂i+
(p0,0k→i + p
1,0
k→i)−
∏
k∈∂i+
p0,0k→i]
∏
k∈∂i−\j
(p0,0k←i + p
1,0
k←i)
+ 2e−β
∏
k∈∂i+
(p0,1k→i + p
1,1
k→i)
∏
k∈∂i−\j
(p0,1k←i + p
1,1
k←i)}
(27)
Fi←j = Θ[(
∑
k∈∂i+\j
δ1
p
0,1
k→i
+
∑
k∈∂i−
δ1
p
0,1
k←i
)− 1] (28)
Fi→j = Θ[(
∑
k∈∂i+
δ1
p
0,1
k→i
+
∑
k∈∂i−\j
δ1
p
0,1
k←i
)− 1] + δ(
∑
k∈∂i+
δ0.5
p
0,1
k→i
, k+) (29)
the survey propagation for general case as
Pi→j(p) =
∏
k∈∂i+
∫
Dpk→iPk→i(p)e
−yfi→j∏
k∈∂i+
∫
Dpk→iPk→i(p)e−yfi→j
×
∏
k∈∂i−\j
∫
Dpk←iPk←i(p)δ(pi→j − Ii→j[p∂i\j ])∏
k∈∂i−\j
∫
Dpk←iPk←i(p)
(30)
Pi←j(p) =
∏
k∈∂i−
∫
Dpk←iPk←i(p)e
−yfi←j∏
k∈∂i−
∫
Dpk←iPk←i(p)e−yfi←j
×
∏
k∈∂i+\j
∫
Dpk→iPk→i(p)δ(pi←j − Ii←j[p∂i\j ])∏
k∈∂i+\j
∫
Dpk→iPk→i(p)
(31)
We can obtain the SP at a temperature of zero using equations (28)-(31)
as
Pi←j(δ
1
p
0,1
i←j
) =
∏
k∈∂i+\j
Pk→i(δ
0.5
p
0,1
k→i
)
∏
k∈∂i−
[1− Pk←i(δ
1
p
0,1
k←i
)]
∏
k∈∂i+\j
[1− Pk→i(δ1
p
0,1
k→i
)]
∏
k∈∂i−
[1− Pk←i(δ1
p
0,1
k←i
)] + e−yP 101
(32)
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whereP 101 = 1−
∏
k∈∂i+\j
[1− Pk→i(δ
1
p
0,1
k→i
)]
∏
k∈∂i−
[1− Pk←i(δ
1
p
0,1
k←i
)]
Pi←j(δ
0.5
p
0,1
i←j
) =
{
∏
k∈∂i+\j
[1− Pk→i(δ
1
p
0,1
k→i
)]−
∏
k∈∂i+\j
Pk→i(δ
0.5
p
0,1
k→i
)}
∏
k∈∂i−
[1− Pk←i(δ
1
p
0,1
k←i
)]
∏
k∈∂i+\j
[1− Pk→i(δ
1
p
0,1
k→i
)]
∏
k∈∂i−
[1 − Pk←i(δ
1
p
0,1
k←i
)] + e−yP 101
(33)
Pi→j(δ
0.5
p
0,1
i→j
) =
{
∏
k∈∂i+
[1− Pk→i(δ
1
p
0,1
k→i
)]−
∏
k∈∂i+
Pk→i(δ
0.5
p
0,1
k→i
)}
∏
k∈∂i−\j
[1− Pk←i(δ
1
p
0,1
k←i
)]
{
∏
k∈∂i+
[1 − Pk→i(δ1
p
0,1
k→i
)]−
∏
k∈∂i+
Pk→i(δ0.5
p
0,1
k→i
)}
∏
k∈∂i−\j
[1− Pk←i(δ1
p
0,1
k←i
)] + e−yP−101
(34)
whereP−101 = 1 − {
∏
k∈∂i+
[1 − Pk→i(δ
1
p
0,1
k→i
)] −
∏
k∈∂i+
Pk→i(δ
0.5
p
0,1
k→i
)}
∏
k∈∂i−\j
[1 −
Pk←i(δ
1
p
0,1
k←i
)] These two equations are the SP at a temperature of zero. In the
same way, we can derive the free energy of node i and edge (i, j) as
fi = Θ[(
∑
j∈∂i+
δ1
p
0,1
j→i
+
∑
j∈∂i−
δ1
p
0,1
j←i
)− 1] + δ(
∑
j∈∂i+
δ0.5
p
0,1
j→i
, k+) (35)
f(i,j) =
∑
(i,j)∈w
[(δ1
p
0,1
i→j
+ δ0.5
p
0,1
i→j
) ∗ (δ1
p
0,1
j←i
+ δ0.5
p
0,1
j←i
)− δ0.5
p
0,1
i→j
δ0.5
p
0,1
j←i
] (36)
and the grand free energy of node i and edge (i, j) for the general case as
gi =
1
y
ln[
∏
k∈∂i+
∫
Dpk→iPk→i(p)e
−yfi
∏
k∈∂i−
∫
Dpk←iPk←i(p)] (37)
g(i,j) =
1
y
ln[
∫ ∫
Dpi→jDpj←iPi→j(p)Pj←i(p)e
−yf(i,j) ] (38)
From equations (35)-(38), we can derive the grand free energy of node i
and edge (i, j) at a temperature of zero as
Gi = −
1
y
N∑
i=1
ln{(1− e−y){
∏
k∈∂i+
[1− Pk→i(δ
1
p
0,1
k→i
)]−
∏
k∈∂i+
Pk→i(δ
0.5
p
0,1
k→i
)}
×
∏
k∈∂i−
[1− Pk←i(δ
1
p
0,1
k←i
)] + e−y}
(39)
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G(i,j) = −
1
y
N∑
i=1
ln{1− (1− e−y)p0,1i→j[nh]} (40)
where
p0,1i→j[nh] =[Pi→j(δ
0.5
p
0,1
i→j
) + Pi→j(δ
1
p
0,1
i→j
)]
× [Pj←i(δ
0.5
p
0,1
j←i
) + Pj←i(δ
1
p
0,1
j←i
)]
− Pi→j(δ
0.5
p
0,1
i→j
)Pj←i(δ
0.5
p
0,1
j←i
)
(41)
the grand free energy density is
g0 ≡
G0
N
=
∑
i gi −
∑
(i,j) g(i,j)
N
(42)
The free energy of the macroscopic state α when β = ∞ has several
different ground state energies Emin, we cannot calculate the ground state
energies one at a time. We are only concerned with the average ground
state energy, so we focus our discussion on this. We denote the microscopic
average minimal energy by < Eβ=∞ >, which is calculated using the following
equation:
< Eβ=∞ >=
∂(yG0)
∂y
=
N∑
i=1
e−y − e−y{
∏
k∈∂i+
[1− Pk→i(δ
1
p
0,1
k→i
)]−
∏
k∈∂i+
Pk→i(δ
0.5
p
0,1
k→i
)}
∏
k∈∂i−
[1− Pk←i(δ
1
p
0,1
k←i
)]
(1− e−y){
∏
k∈∂i+
[1− Pk→i(δ1
p
0,1
k→i
)]−
∏
k∈∂i+
Pk→i(δ0.5
p
0,1
k→i
)}
∏
k∈∂i−
[1− Pk←i(δ1
p
0,1
k←i
)] + e−y
−
N∑
(i,j)∈∂w
e−yp0,1i→j[nh]
1− (1− e−y)p0,1i→j[nh]
(43)
We can study the ensemble average properties of the DMDS problem us-
ing population dynamics and equations (28)-(31), (37) and (38). Graph 1
indicates the results of the ensemble everage 1RSB population dynamics for
the DMDS problem on the ER random graph with mean connectivity C=5.
The complexity
∑
= 0 at y = 0, and the complexity is not a monotonic
function of the Parisi parameter y. It increases as the Parisi parameter y
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increases, and reaches its maximum value when y ≈ 3.7. The complexity
then begins to decrease as y increases and becomes negative when y ≈ 8.35.
From Graph 1, we can see that there are two parts to the complexity graph
when it is a function of energy, but because of only the concave part is decline
function of energy, so it has the physical meaning. The grand free energy is
not a monotonic function of y either. It reach a maximum when the com-
plexity becomes negative at y ≈ 8.35, so the corresponding energy density
u = 0.3212 is the minimum energy density for the DMDS problem at this
mean connectivity.
 0.32
 0.3208
 0.3216
 0  2  4  6  8  10  12
g 0
y
 0.32
 0.3208
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 0  2  4  6  8  10  12
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 0.0008
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Figure 1: The 1RSB results for the zero temperature DMDS problem on the
ER random graph with mean connectivity c = 5 using population dynamics.
In the upper two and bottom left graphs, the x-axis denotes the Parisi param-
eter Y , and the y-axis denotes the thermodynamic quantities.The complexity
becomes negative when the Parisi parameter is approximately 8.35. At this
point, we select the corresponding energy as the ground state energy, which
equals 0.3212. In the bottom right graph, the x-axis denotes the energy
density and the y-axis denotes the complexity.
We can calculate some microscopic statistical quantities using equations
(32-34) at a temperature of zero. For example, for the probability (statistical
total weight of all macrostates) of the variable staying in a coarse grained
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state, we use pi(0) to denote the probability of the variable staying in a totally
uncovered state, pi(1) to denote the probability of the variable staying in a
totally covered state, and pi(∗) to denote the probability of the variable
staying in an unfrozen (some microstates covered) state. We can derive the
representation of these three probabilities using 1RSB mean field theory as
Pi(0) =
{
∏
k∈∂i+
[1− Pk→i(δ
1
p
0,1
k→i
)]−
∏
k∈∂i+
Pk→i(δ
0.5
p
0,1
k→i
)}
∏
k∈∂i−
[1− Pk←i(δ
1
p
0,1
k←i
)]
{
∏
k∈∂i+
[1− Pk→i(δ1
p
0,1
k→i
)]−
∏
k∈∂i+
Pk→i(δ0.5
p
0,1
k→i
)}
∏
k∈∂i−
[1− Pk←i(δ1
p
0,1
k←i
)] + e−yP−101
(44)
whereP−101 = 1−{
∏
k∈∂i+
[1−Pk→i(δ
1
p
0,1
k→i
)]−
∏
k∈∂i+
Pk→i(δ
0.5
p
0,1
k→i
)}
∏
k∈∂i−
[1−Pk←i(δ
1
p
0,1
k←i
)]
Pi(∗) =
∑
j∈∂i+
Pj→i(δ
1
p
0,1
j→i
)plp +
∑
j∈∂i−
Pj←i(δ
1
p
0,1
j→i
)pln +
∏
k∈∂i+
Pk→i(δ
0.5
p
0,1
k→i
)
∏
k∈∂i−
[1− Pk←i(δ
1
p
0,1
k←i
)]
{
∏
k∈∂i+
[1− Pk→i(δ1
p
0,1
k→i
)]−
∏
k∈∂i+
Pk→i(δ0.5
p
0,1
k→i
)}
∏
k∈∂i−
[1− Pk←i(δ1
p
0,1
k←i
)] + e−yP−101
(45)
where plp =
∏
k∈∂i+\j
[1 − Pk→i(δ
1
p
0,1
k→i
)]
∏
k∈∂i−
[1 − Pk←i(δ
1
p
0,1
k←i
)] and the pln =
∏
k∈∂i+
[1− Pk→i(δ
1
p
0,1
k→i
)]
∏
k∈∂i−\j
[1− Pk←i(δ
1
p
0,1
k←i
)]
Pi(1) = 1− Pi(0)− Pi(∗) (46)
Using the 1RSB population dynamics, we obtain the minimal energy densi-
ties for ER random network ensembles with different mean connectivities .In
Table 1, we list the theoretical computational results for C ≤ 10. We can see
that the ground state energy and transition point depend on the mean con-
nectivity C. From [22], we know that the transition point does not depend
on the mean connectivity C in undirected networks.
Table 1: The parisi parameter y∗ transition point and the ground state energy
for ER random graphs.
C 3 4 5 6 7 8 9 10
y∗ ≈ ∞ > 30 8.35 7.9 7.65 7.45 7.38 7.35
umin(1RSB) 0.4421 0.3726 0.3212 0.2828 0.2532 0.2298 0.2109 0.1953
umin(RS) 0.4358 0.3676 0.3182 0.2808 0.2519 0.2291 0.2102 0.1947
In these simulations, we update the population MI = 1000 times. That is,
we update each element in the population 1000 times on average to reach a
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stable point for the population, and sample MS = 5000 times to obtain the
transition point of
∑
(second
∑
= 0 points) and the corresponding ground
state energy value Emin on the ER random graph. The cluster transition
point is only correct when the Parisi parameter sample distance is ▽y ≥ 0.1,
but the ground state energy is correct in any small enough Parisi parame-
ter sampling distance with a precision of ▽E = 0.0001. We use two types
of population, a positive population and a negative population, and set the
population size to N = 1000000. Increasing the number of updates or the
number of samples does not affect the simulation results. However, increas-
ing the population size N used to calculate the thermodynamic quantities
improves the results. Within a sampling distance of ▽y = 0.1, we can also
obtain good results with fewer updates. However, with a sampling distance
of ▽y = 0.01, we need an increasing number of updates to obtain good re-
sults. The required numbers of updates and samples increases as the variable
degree decreases.
III.3 Survey Propagation Decimation
We studied undirected networks using SP in [22]. We can also study the
statistical properties of microscopic configurations in a single directed net-
work using the SP in equations (32)-(34). The results are similar to those for
an undirected network. For example, SP can find a stable point for a given
directed network easily when the Parisi parameter y is small enough, and
we can then calculate the thermodynamic quantities using equations (35),
(36), and (39)-(42). However, SP does not converge when y is too large. For
example, SP does not converge when y ≥ 7 for an ER random network when
C = 10. We have already discussed the reasons for this in undirected net-
work in [22], namely that the coarse-grained assumption and 1RSB mean field
theory are not sufficient to describe microscopic configuration spaces when
the energy is close to the ground state energy, so a more detailed coarse-
grained assumption and a higher-level expansion of the partition function
are required. For further discussion of convergence of coarse-grained SP,
see [26, 27].
We can construct one or more solutions that are close to the optimal DMDS
for a given graph W using 1RSB mean field theory. One very efficient algo-
rithm is the SPD algorithm [22, 26, 27]. The main idea of this algorithm is
to first determine the probability of being covered, and then select a small
subset of variables that has the highest probability of being covered. We
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then set the covering probability for this subset of variables to ci = 1, and
delete all variables for which the covering probability equals 1, along with
the adjacent edges, and then simplify the network iteratively. If a node i
is unobserved (it is empty and has no adjacent occupied parent node), then
the output messages Pi→j and Pi←j are updated according to equations (32)-
(34), On the other hand, if node i is empty but observed (it has at least one
adjacent occupied parent node), then this node presents no restriction on the
occupation states of its unoccupied parent neighbors. For such a node i, the
output messages Pi→j and Pi←j are then updated according to the following
equations:
Pi←j(δ
1
p
0,1
i←j
) = 0; (47)
Pi←j(δ
0.5
p
0,1
i←j
) =
{
∏
k∈∂i+\j
[1− Pk→i(δ
1
p
0,1
k→i
)]}
∏
k∈∂i−
[1− Pk←i(δ
1
p
0,1
k←i
)]
∏
k∈∂i+\j
[1− Pk→i(δ1
p
0,1
k→i
)]
∏
k∈∂i−
[1− Pk←i(δ1
p
0,1
k←i
)] + e−yP 101
(48)
where P 101 = 1−
∏
k∈∂i+\j
[1− Pk→i(δ
1
p
0,1
k→i
)]
∏
k∈∂i−
[1− Pk←i(δ
1
p
0,1
k←i
)],
Pi→j(δ
0.5
p
0,1
i→j
) =
{
∏
k∈∂i+
[1− Pk→i(δ
1
p
0,1
k→i
)]}
∏
k∈∂i−\j
[1− Pk←i(δ
1
p
0,1
k←i
)]
{
∏
k∈∂i+
[1− Pk→i(δ1
p
0,1
k→i
)]}
∏
k∈∂i−\j
[1− Pk←i(δ1
p
0,1
k←i
)] + e−yP−101
(49)
where P−101 = 1− {
∏
k∈∂i+
[1− Pk→i(δ
1
p
0,1
k→i
)]}
∏
k∈∂i−\j
[1− Pk←i(δ
1
p
0,1
k←i
)].
As with equations (47)-(49), the marginal probability distribution Pi for an
observed empty node i can be evaluated according to
Pi(0) =
{
∏
k∈∂i+
[1− Pk→i(δ
1
p
0,1
k→i
)]}
∏
k∈∂i−
[1− Pk←i(δ
1
p
0,1
k←i
)]
{
∏
k∈∂i+
[1− Pk→i(δ
1
p
0,1
k→i
)]}
∏
k∈∂i−
[1− Pk←i(δ
1
p
0,1
k←i
)] + e−yP−101
(50)
whereP−101 = 1− {
∏
k∈∂i+
[1− Pk→i(δ
1
p
0,1
k→i
)]}
∏
k∈∂i−
[1− Pk←i(δ
1
p
0,1
k←i
)]
Pi(∗) =
∑
j∈∂i+
Pj→i(δ
1
p
0,1
j→i
)plp+
∑
j∈∂i−
Pj←i(δ
1
p
0,1
j→i
)pln
{
∏
k∈∂i+
[1− Pk→i(δ1
p
0,1
k→i
)]}
∏
k∈∂i−
[1− Pk←i(δ1
p
0,1
k←i
)] + e−yP−101
(51)
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where plp =
∏
k∈∂i+\j
[1 − Pk→i(δ
1
p
0,1
k→i
)]
∏
k∈∂i−
[1 − Pk←i(δ
1
p
0,1
k←i
)] and the pln =
∏
k∈∂i+
[1− Pk→i(δ
1
p
0,1
k→i
)]
∏
k∈∂i−\j
[1− Pk←i(δ
1
p
0,1
k←i
)]
Pi(1) = 1− Pi(0)− Pi(∗) (52)
We now present the details of this algorithm.
(1) Read the network W , set the covering probability of every vertex to
uncertain, and define four coarse-grained messages, Pi→j(δ
0.5
p
0,1
i→j
), Pi→j(δ
1
p
0,1
i→j
),
Pj→i(δ
0.5
p
0,1
j→i
), and Pj→i(δ
1
p
0,1
j→i
), on each edge of the given graph. Randomly
initialize the messages in the interval (0,1], ensuring that for every pair of
messages Pi→j(δ
0.5
p
0,1
i→j
), Pi→j(δ
1
p
0,1
i→j
) and Pj→i(δ
0.5
p
0,1
j→i
), Pj→i(δ
1
p
0,1
j→i
), the normaliza-
tion conditions Pi→j(δ
1
p
0,1
i→j
)+Pi→j(δ
0.5
p
0,1
i→j
) +Pi→j(δ
0.25
p
0,1
i→j
)+Pi→j(δ
0
p
0,1
i→j
) = 1 and
Pi←j(δ
1
p
0,1
i←j
)+Pi←j(δ
0.5
p
0,1
i←j
)+Pi←j(δ
0.25
p
0,1
i←j
)+Pi←j(δ
0
p
0,1
i←j
) = 1 are satisfied. An ap-
propriate setting for the macroscopic inverse temperature y is a value close
to the threshold value. For example, if SP does not converge when y ≥ 3.01,
then we set y = 3.
(2) Iterate the coarse-grained SP equations (equations (32)-(34) or equations
(47)-(49)), for L0 steps, aiming for convergence to a stable point. At each
iteration, select one node i and update all messages corresponding to node
i. After updating the messages L0 times, calculate the coarse-grained prob-
ability (Pi(1), Pi(∗), Pi(0)) using equations (44)-(46) or equations (50)-(52).
(3) Sort the variables that are not frozen in descending order according to the
value of Pi(1). Select the first r percent to set the covering state as ci = 1,
and add these variables to the DMDS.
(4) Simplify the network by deleting all the edges between the observed nodes
and deleting all the occupied variables. If the remaining network still con-
tains one or more leaf nodes [20], then apply the GLR process [21] until
there are no leaf nodes in the network and simplify the network again. This
procedure is repeated (simplify-GLR-simplify) until the network contains no
leaf nodes. If the network contains no nodes and no edges, then stop the
program and output the DMDS.
(5) If the network still contains some nodes, then iterate equations (32)-(34)
or equations (47)-(49) for L1 steps. Repeat steps (3), (4), and (5).
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Figure 2 shows the numerical results of the SPD algorithm on an ER
random graph. We can see that the SPD results are very close to the BPD
results, and thus the SPD algorithm finds an almost optimal solution. We
perform the BPD algorithm as detailed in [20].
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Figure 2: The solid line is the result of the SPD algorithm, and the crosses
are the results of the BPD algorithm. Our simulation was performed on an
ER random graph with 104 variables.
IV Discussion
In this work, we first derived the warning propagation and proved that
the warning propagation equation only converges when the network does
not contain a core [21].There is only one warning in the vertex cover prob-
lem [28],but the MDS problem has two warnings. In the DMDS problem, a
positive edge pi←j has two warnings, but a negative edge pi→j has one warn-
ing. The reason for this is that each nodes only requires the parent nodes,
not child nodes, to be occupied to be able to observe itself, so only the psi-
tive edges have first type warnings. Second, we derived the SP equation at
a temperature of zero to find the ground state energy and the corresponding
transition point of the macroscopic inverse temperature. The change rules
of the transition point does not like with undirected MDS problem. It is a
monotonic function of the mean variable degree in the DMDS problem, but
not in the undirected MDS problem [22]. The corresponding energy of the
transition point Parisi parameter Y equals the threshold value xc, namely
EY = xc. We then implemented the SPD algorithm at a temperature of zero
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to estimate the size of a DMDS. The results are as good as the BPD results.
We have previously studied the MDS problem on undirected networks and
directed networks using statistical physics, and more recently we studied the
undirected MDS problem using 1RSB mean field theory. We have now stud-
ied the DMDS problem using 1RSB theory. We plan to study the MDS and
DMDS problems using long range frustration theory in the future.
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