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FORMULA FOR TOEPLITZ DETERMINANTS
A. Bo¨ttcher
Recently, Borodin and Okounkov [2] established a remarkable identity for Toeplitz determi-
nants. Two other proofs of this identity were subsequently found by Basor and Widom [1],
who also extended the formula to the block case. We here give one more proof, also for the
block case. This proof is based on a formula for the inverse of a finite block Toeplitz matrix
obtained in the late seventies by Silbermann and the author.
Given an N × N matrix function f in L∞ on the complex unit circle T with Fourier
coefficients {fn}n∈Z, the Toeplitz operator T (f) and the two Hankel operators H(f) and
H(f˜) are defined by the infinite (block) matrices
T (f) = (fj−k)
∞
j,k=0, H(f) = (fj+k+1)
∞
j,k=0, H(f˜) = (f−j−k−1)
∞
j,k=0.
These matrices induce bounded operators on ℓ2(Z+,C
N). Let Tn(f) = (fj−k)
n−1
j,k=0 and
Dn(f) = det Tn(f). We denote by Pn the orthogonal projection of ℓ
2(Z+,C
N) onto the
subspace ℓ2({0, . . . , n− 1},CN) and we put Qn = I − Pn. Let finally K
1/2,1/2
2,2 be the Krein
algebra of all matrix functions f in L∞ on T for which
∑
n∈Z(|n| + 1)‖fn‖
2 < ∞, where
‖ · ‖ is any matrix norm.
Suppose a is a matrix function in K
1/2,1/2
2,2 and a admits (left and right Wiener-Hopf)
factorizations a = u−u+ and a = v+v− where u+, v+, u−, v− and the inverses of these
matrix functions belong to K
1/2,1/2
2,2 ∩ H
∞. Put b = v−u
−1
+ and c = u
−1
−
v+. Then the
operator H(b)H(c˜) is of trace class and the operator I − H(b)H(c˜) is invertible. The
Borodin-Okounkov formula (a` la Widom) says that
Dn(a) = G(a)
n det(I −QnH(b)H(c˜)Qn)
det(I −H(b)H(c˜))
(1)
for all n ≥ 1, where G(a) = exp
∫
2pi
0
log det a(eiθ)dθ. It is well known that we also have
1/ det(I −H(b)H(c˜)) = 1/ detT (b)T (c) = det T (a)T (a−1) (2)
and that (2) equals exp
∑
∞
k=1 k(log a)k(log a)−k in the scalar case (N = 1), where (log a)j is
the jth Fourier coefficient of log a. In what follows we abbreviate H(b)H(c˜) to K.
Our proof is based on the observation that Tn(a) is invertible if and only if I −QnKQn
is invertible and that in this case
T−1n (a) = Tn(u
−1
+ )
(
I − PnT (c)Qn(I −QnKQn)
−1QnT (b)Pn
)
Tn(u
−1
−
). (3)
If n is large enough then ‖QnKQn‖ < 1, because K is compact and Qn → 0 strongly.
Hence, for sufficiently large n we can write (3) as
T−1n (a) = Tn(u
−1
+ )

I − PnT (c)Qn
∞∑
j=0
(QnKQn)
jQnT (b)Pn

Tn(u−1− ),
and in exactly this form the identity was proved in [3, p. 188] (also see [4, p. 443]).
Formula (1) is immediate from (3): passing to determinants in (3) and taking into
account that det(I + AB) = det(I +BA) and det[(I + A)−1] = 1/ det(I + A), we get
1
Dn(a)
=
1
G(a)n
det
(
I −QnT (b)PnT (c)Qn(I −QnKQn)
−1
)
=
1
G(a)n
det(I −QnKQn −QnT (b)PnT (c)Qn)
det(I −QnKQn)
, (4)
and since I −QnKQn −QnT (b)PnT (c)Qn equals
I −Qn(T (bc)− T (b)T (c))Qn −QnT (b)PnT (c)Qn = Pn +QnT (b)QnT (c)Qn
(note that H(b)H(c˜) = T (bc)− T (b)T (c) and bc = I), we see that the numerator in (4) is
det(Pn +QnT (b)QnT (c)Qn) = det T (b)T (c).
Here is, for the reader’s convenience, a proof of (3). Let A be an invertible operator
and let P and Q be complementary projections. It is well known that the compression
PAP |ImP of A to the range of P is invertible if and only if QA−1Q|ImQ is invertible, in
which case
(PAP )−1P = PA−1P − PA−1Q(QA−1Q)−1QA−1P. (5)
Thus, Tn(a) is invertible if and only if QnT
−1(a)Qn|ImQn is invertible, which in turn is
equivalent to the invertibility of
QnT (v−)QnQnT
−1(a)QnQnT (v+)Qn|ImQn
= QnT (v−)QnT (u
−1
+ )T (u
−1
−
)QnT (v+)Qn|ImQn
= QnT (v−)T (u
−1
+ )T (u
−1
−
)T (v+)Qn|ImQn
= QnT (b)T (c)Qn|ImQn = Qn|ImQn −QnKQn|ImQn.
Clearly, the last operator is invertible if and only if so is I − QnKQn. Now suppose that
Tn(a) is invertible. From (5) and the preceding computations we obtain
T−1n (a)− PnT
−1(a)Pn
= PnT
−1(a)Qn(QnT
−1(a)Qn)
−1QnT
−1(a)Pn
= PnT (u
−1
+ )PnT (u
−1
−
)QnT (v+)Qn(I −QnKQn)
−1QnT (v−)QnT (u
−1
+ )PnT (u−)Pn
= Tn(u
−1
+ )PnT (c)Qn(I −QnKQn)
−1QnT (b)PnTn(u
−1
−
),
and this is (3).
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