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Abstract
The Aharonov-Bohm (AB) effect is commonly believed to be a typical feature of the motion
of a charged particle interacting with the electromagnetic vector potential. Here we present a
magnetophotoluminescence study of type-II InP/GaAs self-assembled quantum dots, revealing the
Aharonov-Bohm-type oscillations for neutral excitons when the hole ground state changes its an-
gular momentum from ℓh = 0 to ℓh = 1, 2, and 3. The hole ring parameters derived from a simple
model are in excellent agreement with the structural parameters for this system.
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In 1959, Aharonov and Bohm proposed an experiment to assess the manifestations of
the electromagnetic potentials in the quantum domain [1]. By allowing a charged particle
to circulate a confined magnetic field flux region, they showed that surprisingly, there exist
effects of the vector potential on the charged particles moving outside. After the circulation
the particle wavefunction acquires a phase that is proportional to the magnetic flux contained
within the closed path [2]. Therefore, all observable phenomena depend upon the flux Φ
through the excluded region, and are shown to be periodic with period Φ0 = hc/e [3, 4, 5].
This oscillatory characteristic is the signature of the Aharonov-Bohm (AB) effect [1, 6].
The definite measurement of the original AB effect was performed by Tonomura et al. in a
very clever experiment [6, 7]. Investigation and applications of the AB concepts in condensed
matter have been carried out in metals [8] and superconductors [3, 4, 9]. With the advance of
lithography and semiconductor growth techniques, it was possible to devise mesoscopic [10,
11] and nanoscopic [12, 13] devices where many theoretically predicted signatures evidencing
ring-like electronic properties [14, 15, 16] have been observed by transport experiments. For
the case of few electrons, self-assembled quantum rings [17] were used for the observation
of the characteristic spectra including excitations of states of different angular momentum
[17]. Due to the small sizes of these structures, it was possible for the carriers to maintain
the coherence of their wavefunctions during their motion (at sufficiently low temperatures),
thus allowing the observation of relative quantum phase effects (AB-like).
It was proposed that a neutral excitation could also exhibit such an AB oscillatory be-
havior [18, 19]. Electron-hole pairs created by optical excitation and bound together via
Coulomb interaction (excitons) are a good candidate when either one or both carriers are
confined to a ring-like geometry. The existence of the AB oscillations for neutral excitons
in semiconductor quantum rings, where both carriers are confined in the rings, has been a
matter of controversy in recent years [18, 20, 21, 22, 23, 24] since some of the work predicted
that the AB oscillations might be very weak because of exponentially small electron-to-hole
tunnel amplitude [18, 19] or would vanish for a finite width ring [21, 22]. Recently, the AB
effect was observed in optical experiments by Bayer et al. on quantum-rings fabricated by
lithographical methods [25]. They recorded AB oscillations for charged excitons. Perhaps
due to the aforementioned reasons, the AB effect was not found in the spectra of neutral
excitons. The second possibility for observing AB-like oscillations in the optical spectra
of a neutral excitation is the case of type-II quantum dots (QD) [19, 23, 26, 27], where
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the confinement of one carrier inside the QD and the other carrier in the barrier naturally
creates a ring-like structure (see Fig. 1). In such a structure, the carrier outside the QD
would be bound to that confined in the QD via Coulomb attraction. This spatial charge
separation produces a polarization of the exciton and thus AB oscillations could be observed
in the energy of those carriers that are confined in the ring-shaped orbit around the QD.
Moreover, the AB effect with a polarized exciton may not involve an electron-to-hole tunnel
amplitude [19, 23]. There are several self-assembled quantum dot systems where a type-II
heterojunction is expected; for instance, GaSb on GaAs [28] and Ge on Si [29] provide a
three-dimensional confinement for the holes, thereby creating a ring-like potential for the
electrons. Alternatively, InP on InGaP [30] and InP on GaAs [31] provide the localization of
the electrons in the QD, and consequently a ring-like hole wavefunction. Figure 1 sketches
the valence band potential in a very simplified way, not taking into account the contribution
of the strain. It is known that the QD strains the GaAs substrate and cap layer, and that
in turn changes the potential landscape in the GaAs, creating an additional ring-like po-
tential around the QD for heavy-hole confinement [32]. The light hole may have a well-like
strain-induced potential below the QD [32], however being shallower than the heavy hole
ring potential. InP QDs are particularly suitable for observing oscillatory behavior with AB
period Φ0. With diameters of the order of 35 nm one obtains a period of few Tesla for the
AB effect.
Here we present data on InP/GaAs self-assembled quantum dot ensembles where the
confined magnetoexcitons trap fluxes in the range of 0-3 flux quanta, corresponding to a
magnetic field span of 0-12 T. Samples were grown at different rates and PH3 fluxes by
metal-organic chemical vapor deposition in a commercial reactor on nominally flat semi-
insulating Cr-doped GaAs [001] substrates at 550 oC [31]. The structures consisted of
a 300 nm undoped GaAs grown at 600 oC buffer layer followed by the QD layer. The
islands were then capped with a 50 nm undoped GaAs cap. For this work, the sample with
the narrowest luminescence line width (∼35 meV) was chosen, representing an ensemble
of 3 × 1010 QDs/cm2 [31] with small size dispersion. The dimensions of the QDs were
determined by cross-section transmission electron microscopy (TEM) [33], and were found
to be (32 ± 6) nm and (4 ± 2) nm in average diameter and height. The InP QDs are
not cylindrically symmetric, being elongated in the [110] direction. The photoluminescence
(PL) experiments were performed at 2 K, with magnetic fields up to 12 T (in 0.2 T steps),
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FIG. 1: Sketches of the type-II InP/GaAs QDs: (a) conduction and valence band profiles, indi-
cating the spatial separation of electrons and holes; (b) top view of the QD plane, indicating the
holes confined to a ring around the QD due to the Coulomb interaction with the electron trapped
into the dot.
and using an Ar laser with 2 W/cm2 as excitation source. These conditions guaranteed the
filling of only the system ground state, allowing the assessment of single particle energies. For
higher excitation power a line broadening and luminescence shift [34] takes place, indicating
excited state population, which would complicate our analysis.
Fig. 2 shows the InP QDs PL spectra for B = 0 (circles) and B = 12 T (triangles).
The total energy shift within this field range was 4.5 meV. The PL peak intensity increased
about 50% from 0 to 12 T, indicating an enhancement of the electron and hole wavefunction
overlap. The spectra for all the field values were fit with a single Gaussian line shape in
order to extract the evolution of the PL peak position of the InP QDs as a function of the
applied magnetic field, EPL(B), which is plotted in Fig. 3(a). There one can see that instead
of the typical monotonic diamagnetic energy shift characteristics of type-I QD [35], the InP
QD PL shows an oscillatory behavior in the EPL(B) curve, very similar to what has been
predicted by Kalameˇıtsev and collaborators [19]. In that work, it was expected that the
maxima of oscillating part in EPL(B) would develop every time that the lower-lying carrier
state changed its angular momentum from ℓe = 0 to ℓe = −1 and so forth. These transitions
were seen to occur when R2/l2B ∼ |ℓe| [19], with R being the ring radius, l
2
B = h¯/eB the
magnetic length and ℓe the electron state angular momentum. Rewriting this expression for
the holes in InP QDs, R ∼ (h¯ℓh/eB)
1/2 and then by inserting the experimental values of B
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FIG. 2: PL spectra of the InP QDs for B = 0 (circles) and B = 12 T (triangles). Solid lines are
Gaussian fits to the data. The total energy shift is 4.5 meV for 12 T.
for the observed plateau-like regions [Figure 3(a)] an estimate for the hole ring radius can
be obtained. Averaging the results for the three plateaux, a radius of R = (16 ± 1) nm is
obtained, in agreement to what has been measured by TEM [33].
Nevertheless, it is possible to further elaborate the analysis of the data. The electron
ground state of InP/GaAs QDs has been investigated by capacitance spectroscopy (CV)
[36]. It has already been established [35] that the lateral confinement for the self-assembled
quantum dot can be reasonably modelled by a parabolic potential. The diamagnetic shift of
the electron ground state can be described by Ee = ((h¯ω0)
2+(h¯ωc)
2/4)1/2 [37], with ωc being
the cyclotron frequency. For InP/GaAs QDs grown under identical nominal conditions, a
characteristic energy of h¯ω0 = (5.6 ± 0.9) meV was inferred [36]. Bearing this information
in mind, an expression for EPL(B) can be written, consisting of three terms: a constant
contribution, related to the energy gap of the material and the exciton binding energy; the
diamagnetic energy shift for the electrons, discussed above; and the variation of the hole
energy with the magnetic field [24, 26]:
EPL(R,B) = Eg +
√√√√(h¯ω0)2 +
(
h¯ωc
2
)
2
+
h¯2
2m∗hR
2
(
ℓh −
Φ
Φ0
)2
, (1)
where m∗h is the hole effective mass, Φ0 = hc/e is the flux quantum and Φ = πR
2B is
the total magnetic flux through the ring of radius R. Using the above result for h¯ω0, both
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the constant and the electron contributions in the experimental data [see solid curve in Fig.
3(a)] can be subtracted. The result is shown in Fig. 3(b), where:
Eh(R,B) = EPL(R,B)−Eg − Ee =
h¯2
2m∗hR
2
(
ℓh −
Φ
Φ0
)2
. (2)
As shown in Fig 3(b), Eh (open squares) clearly oscillates as a function of the magnetic
field, indicating phase coherence for the hole wavefunctions. Since Φ0 is a constant (the
Aharonov-Bohm period of the excitonic energy oscillations [1, 6, 15]), the experimental data
were fit with the parabolas given by Eq. (2), one for each value of ℓh = 0, 1, 2, and 3,
indicating the number of flux quanta enclosed by the hole ring. The result is shown by the
dashed curves in the upper part of Fig. 3(b), from which R = (19.1±0.4) nm and Φ0 = 3.61
T were obtained. One should keep in mind that the hole ring must have a radius slightly
larger than the QD diameter (Fig. 1), and therefore the obtained values are in excellent
agreement with the structural and electronic results discussed above [33].
It is worth noting that an ensemble of islands and not a single QD was probed. Nev-
ertheless, the size dispersion did not suppress the AB oscillations. Some considerations
can be done on the influence of the size dispersion ∆R on the experimental results. From
CV experiments [36] an effective size distribution of ∆RCV = 0.8 nm was inferred for the
electron-confining potential. This CV estimate for ∆R would be a lower bound for the
experimentally-probed size dispersion. In order to model in a more quantitative fashion the
effect of the QD ensemble on the hole-ring energy oscillations, Eh(R,B) [eq. (2)] was cal-
culated and weighted by a Gaussian size distribution function, where R determined in Fig.
3(b) is the central peak radius and 2∆RCV is its full width at half maximum. The result is
plotted in Fig. 3(b) (solid curve). It can be seen that the main effect of the size dispersion
on Eh is a progressive attenuation of the oscillation intensity, as one would expect, and it is
consistent with the decrease in the amplitude of the data in Fig. 3(b). By comparing the
data and the solid curve in Fig. 3(b) one can see that the experimental data of the hole ring
are consistent with an effective size dispersion obtained from ∆RCV .
Although describing the oscillation period and damping in a good agreement with inde-
pendent structural/electronic results, this simplified model fails to predict the energy offset
of the last parabola (corresponding to ℓ = 3). The contributions for the offset might be:
(i) the experimental uncertainty in h¯ω0 obtained from the CV fit [solid curve in Fig 3(a)];
(ii) a possible dependence of the exciton binding energy on the magnetic field; (iii) devia-
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FIG. 3: (a) The PL peak position as a function of the applied magnetic field (solid circles). Three
plateau-like structures are clearly observed. The error bars are smaller than the solid circles.
(b) Hole energy dependence on the magnetic field (open squares), showing the Aharonov-Bohm
oscillations with period φ0. The error bars are the uncertainties on the peak position after the
Gaussian fits. The dashed curves are parabolas following Eq. (2) shifted upward by arbitrary
energy. Calculated Eh [Eq. (2)] for a QD ensemble described by a Gaussian size distribution for
R, with Rpeak = 19.1 nm and full width at half maximum of 2∆RCV = 1.6 nm is shown by the
solid curve. Note the progressive offsets of the parabola minima for increasing ℓh.
tions from the parabolic lateral confinement due to the actual QD morphology. Clearly, a
more detailed and complete modelling of the system, including the points indicated above,
is needed for understanding all the experimental features presented in Fig. 3(b), but such
a task is beyond the scope of the present work. Nevertheless, the simple model used here
consistently describes the main physical issues connected to the observation of the hole AB
oscillations (Fig. 3).
In summary, we have presented clear evidence of Aharonov-Bohm oscillations in the
spectrum of electrically neutral excitons confined in type-II InP/GaAs quantum dots. We
have observed the trapping of up to three flux quanta inside the ring trajectory of the hole,
for a reasonable span of magnetic fields. Despite the presence of a size dispersion, the AB
oscillations were easily observable, evidencing the phase coherence for holes moving around
QDs.
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