Abstract. We investigate negative spectrum of one-dimensional Schrödinger operators with local point interactions on a discrete set. Using the technic of boundary triplets and the corresponding Weyl functions, we complete and generalize the results of S. Albeverio and L. Nizhnik [4, 5] . For instance, we show that the number of negative squares of the operator with δ ′ -interactions equals the number of negative strengths.
Introduction
The goal of this paper is to prove some spectral properties of Schrödinger operators defined in L 2 (R) by formal differential expressions
and
Here X = {x k } k∈I ⊂ R is an increasing sequence, d k := x k+1 − x k > 0, k ∈ I, and I equals either N or Z. Moreover, we always assume that the set X satisfies the following condition
3)
The operators associated with (1.1) and (1.2) are usually defined in L 2 (R) by
Note that the operators L X,α and L X,β are self-adjoint since the set X satisfies (1.3) (see [2] and also [12, 8] ). In the present paper we investigate the negative spectrum of operators with local interactions.
During three last decades the theory of Schrödinger operators with point interactions has attracted a lot of attention (numerous results and a comprehensive list of references may be found in [2, 3] , see also [11] and references therein). In the recent publications [4, 5] , S. Albeverio and L. P. Nizhnik investigated the numbers κ − (L X,α ) and κ − (L X,β ) of negative eigenvalues of the Schrödinger operators L X,α and L X,β , respectively, with a finite number of point interactions, i.e., in the case |X| = n < ∞. They obtained necessary and sufficient conditions for L X,α to have n negative squares in the case when all intensities are negative ( [5, Theorem 2] ). Moreover, in [4] , they obtained an elegant algorithm for determining κ − (L X,α ). It is interesting to mention that it might happen κ − (L X,α ) = 0 though κ − ({α k } n k=1 ) > 0 and even if κ − ({α k } n k=1 ) = n (resp. κ − ({α k } ∞ k=1 ) = ∞ in the case of an infinite number of δ-interactions, see Remark 3.3) .
It is also shown in [5, Theorem 6 ] that κ − (L X,β ) is maximal if and only if so are the intensities β = {β k } n k=1 , that is κ − (L X,β ) = n if and only if κ − ({β k } n 1 ) = n. Recently there appeared the paper [19] of O. Ogurisu. He found some sufficient conditions on the sequences X = {x k } n k=1 and α = {α k } n k=1 for the inequality κ − (L X,α ) ≥ m ≥ 0 to hold with arbitrary fixed m ≤ n.
In this paper, using the concept of boundary triplets and the corresponding Weyl functions (definitions and necessary fact are given in Section 2, see also [14, 10] ), we investigate the number of negative squares of the operators L X,α and L X,β with both finite and infinite number of point interactions. This approach allows us to complete and substantially generalize previous results from [4, 5] mentioned above.
Namely, we consider L X,α and L X,β as self-adjoint extensions of the minimal symmetric operator
Using the boundary triplet Π = {H, Γ 0 , Γ 1 } for L * min , we describe spectral properties of self-adjoint extensions L X,α and L X,β of L min by means of boundary conditions and the Weyl function corresponding to the boundary triplet Π. We obtain a description of negative squares of L X,α in terms of certain Jacobi matrices (Theorem 3.1). This enables us to construct an algorithm for determining κ − (L X,α ) (Theorem 3.2). Our algorithm differs from the algorithm of S. Albeverio and L.P. Nizhnik but it is closed to that. In the case of finite number of point interactions, |X| = n, we obtain [4, Theorem 3] as a corollary of our Theorem 3.5.
In Section 4, we provide a complete description of κ − (L X,β ). More precisely, for operators L X,β with either finite or infinite number of δ ′ -interactions we establish the equality κ − (L X,β ) = κ − (β). In the case κ − (β) = |X| = n < ∞ this result implies [5, Theorem 6] .
The results of the paper were partially announced (without proofs) in our short communication [13] Let X be a discrete subset of R; |X| stands for the cardinal of the set X. By
2. Preliminaries
Boundary triplets and closed extensions
Let A be closed densely defined symmetric operator in H with equal deficiency indices n ± (A) = dim ker(A * ∓ i) ≤ ∞. In this subsection we recall basic notions and facts of theory of boundary triplets we need in the sequel. We refer the reader to [10] for a detailed exposition.
Definition 2.1 ([14]).
A triplet Π = {H, Γ 0 , Γ 1 } is called a boundary triplet for the operator A * if H is an auxiliary Hilbert space and Γ 0 , Γ 1 : dom(A * ) → H are linear mappings such that (i) the abstract second Green's identity,
holds for all f, g ∈ dom(A * ) and (ii) the mapping Γ :
A boundary triplet Π = {H, Γ 0 , Γ 1 } for A * exists since the deficiency indices n ± (A) of A are assumed to be equal [14] . Then dim H = n ± (A) and A = A * ↾ ker(Γ 0 ) ∩ ker(Γ 1 ) hold. Note that a boundary triplet for A * is not unique. In order to describe the closed extensions A Θ ⊆ A * of A with the help of a boundary triplet Π = {H, Γ 0 , Γ 1 } for A * let us consider the set C(H) of closed linear relations in H, i.e., the set of closed linear subspaces of H ⊕ H. A closed linear operator in H is identified with its graph, so that the set C(H) of closed linear operators in H is viewed as a subset of C(H). In particular, a linear relation Θ is an operator if and only if the multivalued part mul Θ = f ′ :
Linear relation Θ is said to be symmetric (self-adjoint) if Θ ⊂ Θ * (resp. Θ = Θ * ). A description of all closed (symmetric, self-adjoint) extensions of A is given in the next proposition.
Proposition 2.2 ([10]
). Let A be a densely defined closed symmetric operator in H with equal deficiency indices and Π = {H, Γ 0 , Γ 1 } a boundary triplet for A * . Then the mapping
establishes a bijective correspondence between the set C(H) and the set of closed proper extensions
holds for any Θ ∈ C(H). The extension A Θ in (2.1) is symmetric (self-adjoint) if and only if Θ is symmetric (self-adjoint).
It follows immediately from this proposition that the extensions
are self-adjoint. Notice that the closed extension A Θ is disjoint with A 0 , that is dom(A Θ ) ∩ dom(A 0 ) = dom(A), if and only if Θ = B ∈ C(H). In this case (2.1) takes the form
The next theorem gives simple sufficient condition for self-adjointness of extensions of symmetric operator A in terms of boundary triplets. 
In what follows, we will denote
is called Weyl function of A corresponding to the boundary triplet Π.
Note that M is a Nevanlinna function, i.e., M is an ([H]-valued) holomorphic function on C\R and satisfies
The Weyl function enables us to describe the number of negative squares for self-adjoint extensions A Θ = A * Θ ⊇ A. Before formulate the corresponding result let us recall the following definition.
Definition 2.5. (i) Let t be a closed quadratic form in the Hilbert space H. Maximal dimension of its negative subspaces
is called a number of negative squares of t and is denoted by κ − (t).
(ii) Let A be a self-adjoint operator in H and E e A (λ) = E e A (λ−0) the spectral function of A. Dimension of the subspace E e A (−∞, 0)H is called a number of negative squares of A and is denoted by κ − ( A). The following variational principle is valid
where t e A [f ] = ( Af, f ) is a quadratic form associated with the operator A. Let A be a nonnegative densely defined closed symmetric operator. Denote by A F the Friedrichs extension of A. 
(2.8)
, then the number of negative squares of the operators A C,D and
In (2.8) s − R − lim stands for the strong resolvent limit.
The Sylvester criterion
We also need the following generalization of the Sylvester criterion (see, for instance, [17, Lemma 4] ).
Proposition 2.7. Let the operator T = T * ∈ C(H) admit the block-matrix representation
(2.10)
(2.11)
3. Operators with δ -type interactions 3.1. The case of infinite number of δ -type interactions
be a discrete subset of R satisfying (1.3). We also put
, consider the following Jacobi matrix
. The main result of this Section is the following description of κ − (L X,α ).
min can be chosen as follows (for details see [16] )
The corresponding Weyl function has the form
(3.5) Further, we easily get
Using the boundary triplet (3.2)-(3.4), we obtain
Without loss of generality we assume that C and D are bounded.
contains unbounded subsequence {α kj } ∞ j=1 , lim j→∞ α kj = ∞, then we put
After straightforward calculations we get the operator T :
With respect to the orthogonal decomposition
the operator T admits the following representation
By Theorem 2.6, κ − (L X,α ) = κ − (T ) and equality (3.10) completes the proof.
Theorem 3.1 enables us to obtain an effective algorithm for determination of the number of negative squares κ − (L X,α ) of the operator L X,α . Indeed, define the sequence
(ii) if γ k = 0, then we put
where κ − (γ) and N ∞ (γ) are the number of negative elements and the number of infinite elements, respectively, in the sequence γ = {γ k } ∞ k=1 (3.11)-(3.13). Proof. Consider two cases.
(a) Let γ 1 = α 1 + D 1 = 0. Then setting T 11 := (α 1 + D 1 )I C and applying Proposition 2.7 to the matrix S of the form (3.1), we get
Hence κ − (S) = κ − (γ 1 ) + κ − (S 2 ), where
Further, if γ 2 = 0, then we set T 11 = γ 2 I C and apply Proposition 2.7 to the matrix
Since det 0
and apply Proposition 2.7. After straightforward calculations we obtain
where
Arguing as above and continuing calculation, we obtain the desired result.
Remark 3.3. It is easily seen from (3.11)-(3.13) that the operator
. Moreover, we can construct a non-negative operator L X,α with any prescribed κ − (α) ≤ ∞.
The case of finite number of δ -type interactions
Schrödinger operator L X,α with δ-interactions on a finite set X = {x k } n k=1 may be considered as a special case of the operator (1.4). Indeed, putting α k = 0 in (1.4) for k > n, we obtain the operator with δ-interactions on a finite set. Applying Theorem 3.1 and Theorem 3.2, we obtain the following description of the negative squares κ − (L X,α ). Define the following sequence
(ii) if γ k = 0, then
Corollary 3.4. The number of negative squares κ − (L X,α ) of the operator L X,α with δ-interactions on a finite set X satisfies the equality
where κ − ( γ) is the number of negative elements and N ∞ ( γ) is the number of infinite elements in the sequence γ = { γ k } ∞ k=1 defined by (3.16)-(3.18). Corollary 3.4 has one essential drawback. Namely, to obtain κ − (L X,α ) we must calculate infinite number of elements of the sequence γ. But we can overcome this difficulty by considering L X,α as an extension of the corresponding minimal operator with finite deficiency indices.
Arguing as in subsection 3.1, we obtain the following description of κ − (L X,α ) and the algorithm for determining κ − (L X,α ). Define the matrix S ∈ C n×n ,
Theorem 3.5. The number of negative squares κ − (L X,α ) of the operator L X,α equals to the number of negative squares κ − (S) of the matrix S, κ − (L X,α ) = κ − (S).
Proof. Actually, the operator L X,α is a self-adjoint extension of L min (1.6), where
. Note that n ± (L min ) = 2n and the adjoint operator L * min of L min is given by (1.7). The boundary triplet for L max can be chosen as follows
. . .
(3.24) Hence we get 
(3.27) Arguing as in the proof of Theorem 3.1, we complete the proof.
Define the sequence γ = {γ k } n k=1 as follows
(ii) if γ k = 0, then we put γ k+1 := ∞, and γ k+2 := α k+2 + D k+1 + D k+2 , k ∈ {1, .., n − 2} or
, where κ − (γ) and N ∞ (γ) are the number of negative elements and the number of infinite elements, respectively, in the sequence γ = {γ k } n k=1 (3.28)-(3.30). We omit the proof since it is analogous to that of Theorem 3.2.
Proposition 3.7. Corollary 3.4 and Theorem 3.6 are equivalent, i.e.,
Proof. Since γ k = γ k for k < n, the problem is to prove that
It follows from (3.17) that
If ξ k0 ≤ 0 for some k 0 ≥ n, then ξ k0+1 ≤ 0 and, by induction, inequality ξ k ≤ 0 holds for all k > k 0 . Hence
Suppose that inequality γ j < 0 holds for some j ≥ n. Then ξ j > D j and ξ j+1 = Dj ξj Dj −ξj < 0. Therefore we obtain that γ k > 0 for all k > j and κ − ({ γ}
Consider three cases.
where ε k > 0. Setting ε 2 = D m+1 , we see that (3.33) holds for k = 2. Suppose that γ m+k0 = D m+k0 + ε k0 for some k 0 ≥ 2. By (3.17), we obtain Further, if γ n = 0, then we only need to prove that γ n+k0 < 0 for some k 0 > 0. Assume the converse, i.e., γ k > 0 for k ≥ n.
Let us note that 0 < ξ n < D n since γ n < 0. Moreover, 0
Similarly, γ n+1 > 0 implies ξ n+1 < D n+1 and then
Thus we get ξ n+k > ξ n + k
Note that there exists k 0 ∈ N such that the
Hence we get ξ n+k0 > D n+k0 and consequently γ n+k0 < 0.
(c) Let γ n = ∞. Then γ n−1 = γ n−1 = 0 and consequently γ n = ∞. Thus, as above,
Combining (a), (b) and (c), we arrive at the desired result.
Remark 3.8. In [4] , S. Albeverio and L. P. Nizhnik obtained another description of κ − (L X,α ). Namely, define the function ϕ by ϕ ′′ (x) = 0, x / ∈ X, ϕ(x) ≡ 1, x < x 1 , and (3.36)
The function ϕ is called a special solution of the problem (3.36)-(3.37). Notice that the function ϕ is continuous and piecewise linear. Moreover, it satisfies the recurrence relations (see [4, §3] )
Theorem 3 from [4] states that the number of negative squares κ − (L X,α ) of the operator L X,α equals to the signature of the sequence
constructed by the recurrence relations (3.38). Note that this result may be deduced from Theorem 3.5 and vise versa. Namely, let ∆ k be a k-th order leading principle minor of the matrix S determined by (3.19) . Then one can check that
When does the number of negative squares equal the number of interactions?
In [5] , Albeverio and Nizhnik obtained necessary and sufficient conditions for the operator L X,α to have exactly n negative squares. In this subsection, we present different proof for their results. First note that, by Theorem 3.6, the operator L X,α has n negative squares if and only if all elements in the set γ = {γ k } n k=1 determined by (3.28)-(3.29) are negative. Thus we obtain
Proof. Since κ − (γ) = n, it follows from (3.28)-(3.29) that
Using the fact that γ k are tails of a continued fraction, S. Albeverio and L. P. Nizhnik gave in [5] another criterion for the equality κ − (L X,α ) = n to hold. More precisely, consider a vector a = (a 1 , ..., a 2n−1 ) with positive elements, a k > 0, k ∈ {1, . . . , 2n − 1}. Consider also a continued fraction
The tail of the continued fraction (3.42) is determined by
The following theorem has originally been proved in [5] . We present another proof that differs from the original one.
Proof. Let us show that
., n − 1}, and γ n = −⌈α 2n−1 . 
By induction, equality (3.44) holds for k ∈ {2, .., n − 1}. Combining (3.29) with (3.45), we obtain (3.44) if k = n. It is evident that condition γ k < 0 implies ⌈α 2k−1 > 0, ⌈α 2k > 0 for k ∈ {1, .., n}, i.e., equality κ − (L X,α ) = n implies that ⌈α k > 0 for k ∈ {1, .., 2n−1}. Conversely, inequalities ⌈α 2k−1 > 0, ⌈α 2k > 0 induce inequality γ k < 0 for k ∈ {1, .., n} and, finally, κ − (L X,α ) = n. 
Then the operator L X,α has exactly n negative squares, κ − (L X,α ) = n.
Proof. Let H − (S) be a maximal negative subspace of the quadratic form associated with the matrix S (3.19). Note that H − (S) = span{e 1 , e 1 +e 2 , .., e n−1 +e n } if (3.46) is satisfied. Therefore dim H − (S) = n and κ − (L X,α ) = n.
Theorem 3.12 ([5] ). For the Schrödinger operator L X,α with δ-interactions on the set X = {x k } n k=1 to have n negative squares, it is necessary that
, .., n−1}, (3.47) and sufficient that
Proof. Necessity is contained in Corollary 3.9. By setting α 
Operators with δ ′ -interactions
In this Section, we consider the case of δ ′ -interactions with intensities
In the sequel we deal with an operator L X,β (1.5). Note that L X,β is selfadjoint (see [8] , where the self-adjointness of L X,β was established without assumptions (1.3) ).
The main result of this Section is the following theorem. 
Proof. We divide the proof in several steps.
(a) Consider the minimal operator L min (1.6). Since X satisfies (1.3), we can choose the boundary triplet Π = {H, Γ 0 , Γ 1 } for L * min as follows (see [16] )
The corresponding Weyl function has block-diagonal form
where 
respectively. Arguing as in the proof of Theorem 3.1, we may assume that C and D are bounded. After straightforward calculations we get the operator
(b) It is obvious that the operator T admits the decomposition
where the operator B k is finite dimensional, ran B k ⊆ span{e 2k−1 , e 2k , e 2k+1 }, and the corresponding submatrix on the diagonal has the form
Since D k > 0, we see that B k ≥ 0 and hence B k ≥ 0. The latter implies B ≥ 0. Generally speaking, ran(A) ∩ ran(B) = ∅ and we have
T n1,n2 := A n1,n2 + B n1,n2 , where 0, β n1+1 , . . . , β n2−1 , 0, β n2 ) , 1, 0, .., 0) . Moreover, ranges of the matrices A n1,n2 and B n1,n2 − D n1 Y n1 Y ⊤ n1 have no nontrivial common elements. Indeed, ran(B k ) = span{e 2k−1 + β k e 2k − e 2k+1 }, k ∈ {n 1 + 1, .., n 2 − 1}. Combining (4.18) and (4.19), we, obviously, get (4.13).
Since κ − (β) < ∞ and the difference (x n2 − x n1−1 ) = n2 k=n1 d k is unbounded as either −n 1 or n 2 tends to infinity, then for sufficiently large −n 1 and n 2 we have i.e., κ − (T ) = m. The proof is completed.
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