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Abstract
The vertical modes of linearized equations of motion are
widely used by the oceanographic community in numerous
theoretical and observational contexts. However, the
standard approach for solving the generalized eigenvalue
problem using second-order finite difference matrices
produces O(1) errors for all but the few lowest modes,
and increasing resolution quickly becomes too slow as
the computational complexity of eigenvalue algorithms
increase as O(n3). Existing methods are therefore inade-
quate for computing a full spectrum of internal waves, such
as needed for initializing a numerical model with a full
internal wave spectrum. Here we show that rewriting the
eigenvalue problem in stretched coordinates and projecting
onto Chebyshev polynomials results in substantially more
accurate modes than finite-differencing at a fraction of
the computational cost. We also compute the surface
quasigeostrophic modes using the same methods. All
spectral and finite difference algorithms are made available
in a suite of Matlab classes that have been validated against
known analytical solutions in constant and exponential
stratification.
This work has not yet been peer-reviewed and is pro-
vided by the contributing author(s) as a means to ensure
timely dissemination of scholarly and technical work on a
noncommercial basis. Copyright and all rights therein are
maintained by the author(s) or by other copyright owners.
It is understood that all persons copying this information
will adhere to the terms and constraints invoked by each
author’s copyright. This work may not be reposted without
explicit permission of the copyright owner.
1 Introduction
Vertical modes arise as part of the separable solution to
both the internal wave problem and quasigeostrophic the-
ory. The eigenvalue problem (EVP) is treated in many intro-
ductory physical oceanography textbooks, e.g., Gill (1982);
Cushman-Roisin and Beckers (2011), and the resulting ver-
tical modes describe the vertical structure of the linear so-
lutions for a given density profile. While there are an in-
finite number of bases that can be used to represent ocean
currents and density anomalies satisfying certain boundary
conditions, the vertical modes correspond to O(1) dynam-
ical solutions of the equations of motion, and are therefore
both diagnostic and prognostic. For this reason, vertical
modes are the standard basis with which to represent the
vertical structure of ocean currents, and it would be hard to
overstate their usefulness for describing and modeling the
ocean.
There are two primary uses for the vertical modes: (1)
projecting a given flow field onto the vertical modes to de-
termine its spectrum (a forward transformation), or (2) cre-
ating a dynamically consistent linear flow field from a given
spectrum (an inverse transformation). For example, pro-
jection onto the vertical modes was used to construct the
Garrett-Munk internal wave spectrum (Munk, 1981; Polzin
and Lvov, 2011), as well as to describe the vertical structure
of balanced flow in the ocean (Wunsch, 1997; Wortham and
Wunsch, 2014).
This study was motivated by two situations where cur-
rent techniques for computing vertical modes were found
to have significant errors for reasonable computation times.
In the first situation a numerical model needed to be initial-
ized with a full spectrum of internal wave—a task which
requires solving an eigenvalue problem at each resolved
wavenumber in the model. In the second situation, we
sought to compare an observed horizontal velocity spectrum
of internal waves to the Garrett-Munk spectrum near a very
strong pycnocline. This requires computing vertical modes
at high frequencies—which requires appropriately resolv-
ing the mode variability near the pycnocline.
There are a number of sources of error that arise in per-
forming either the forward or inverse transformation. These
include the following:
1. a poorly defined mean density function;
2. measurement noise and uncertainty in the density
function and, in the case of a forward transform, the
dynamical variables;
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3. aliasing error, due to the location of the grid points
of the dynamical variables (relevant only for forward
transform);
4. interpolation error, due to the location of (and lack of)
data points specifying the density function;
5. numerical truncation error of the modes generated
from the vertical eigenvalue problem.
Whether performing a forward or inverse transformation,
these sources of error will compound in some fashion to
create error in either the resulting flow field or the resulting
spectrum.
The first source of error, a poorly defined mean density
function, can result from lack of data, or often just uncer-
tainty in what qualifies as a mean (e.g., questions of what
time and length scales to average over, or even whether
averaging is the correct approach for a nonlinear system).
Measurement noise and uncertainty in data is a topic unto it-
self, so the methods here proceed without concern for mea-
surement noise when possible. The aliasing error arises
when the grid points are placed such that higher modes
project onto the lower modes. This source of error is rel-
atively easily controlled by computing the condition num-
ber of the projection matrix, which provides a fairly pre-
cise cutoff for the number of resolvable modes. On the rare
occasion that a density function can be specified analyti-
cally, the interpolation error can be minimized to numerical
precision. However, in the usual case where the density is
given on some grid with uneven spacing, the density func-
tion must be interpolated in between those grid points. Our
work suggests density interpolation error does not dominate
the error for most cases. This manuscript is therefore largely
concerned with the final source of errors—arising from the
numerical representation of the modes in the vertical eigen-
value problem.
The standard method for solving the vertical eigenvalue
problem is to discretize the problem and construct the ma-
trices using second-order finite difference matrices, e.g.,
Cushman-Roisin and Beckers (2011). However, this ap-
proach produces unacceptable errors for all but the very
lowest modes in the simplest stratifications. This is prob-
lematic because numerical algorithms for solving eigen-
value problems scale as O(n3), where n is the number of
discretization points in the vertical, so small increases in
resolution come at a large computational cost. Instead of
using finite difference methods, Kelly (2016) solves the hy-
drostatic form of the eigenvalue problem spectrally using
Galerkin’s method, at a fraction of the computational cost
and with much higher accuracy. Dunphy (2009) uses a
Chebyshev collocation method to solve the non-hydrostatic
case with fixed frequency. Here, we extend the ideas of
Kelly (2016) and Dunphy (2009) to the more general non-
hydrostatic cases where the EVP must be solved for each
frequency in the spectrum or each resolved wavenumber
in a numerical model. Our approach solves the eigenvalue
problem spectrally with Chebyshev polynomials to produce
high quality vertical modes, even with relatively small n.
The same techniques are then applied to solve for surface
quasigeostrophic modes, used to describe the effect of den-
sity anomalies at the ocean boundaries.
This paper begins with a derivation of the two most rel-
evant forms of the vertical eigenvalue problem that arise
from the linearized equations of motion in section 2. This
provides the necessary context for orthogonality relations
that form the basis of the normalization of the vertical
modes, which in turn shows limitations of using certain
vertical modes as a basis. Section 3 demonstrates some
of the problems associated with finite differencing, while
section 4 shows how these can be remedied using spectral
methods. Details of the numerical implementation are de-
scribed in section 5 and some of the other sources of er-
ror are examined in section 6. Section 7 discusses some
best practices and potential pitfalls. Finally, the appendices
include the exact analytical solutions for constant and ex-
ponential stratification that are employed for unit testing,
the WKB (Wentzel-Kramers-Brillouin) approximated solu-
tion used for the adaptive grid method, and the class inher-
itance tree of the publicly available Matlab implementation
of these methods.
2 Background
The linearized equations of motion for the fluid velocity
u(x, y, z, t), v(x, y, z, t), w(x, y, z, t), on the f -plane are
∂tu− f0v =− 1
ρ0
∂xp (1)
∂tv + f0u =− 1
ρ0
∂yp (2)
∂tw =− 1
ρ0
∂zp− g ρ
ρ0
(3)
∂xu+ ∂yv + ∂zw =0 (4)
∂tρ+ w∂z ρ¯ =0 (5)
where p(x, y, z, t) and ρ(x, y, z, t) are the perturbation
pressure and density, respectively. These are defined such
that the total pressure ptot(x, y, z, t) = p(x, y, z, t) +
p0(z) and the total density ρtot(x, y, z, t) = ρ0 + ρ¯(z) +
ρ(x, y, z, t) where ∂zp0(z) = −gρ¯(z). All variables in the
equations of motion are functions of x, y, z and t, except
for ρ¯ which is strictly a function of z. The operator ∂z is
understood to reduce to ddz when applied to univariate func-
tions. We use the usual definition of the buoyancy frequency
N2(z) ≡ − gρ0 ∂z ρ¯.
There are three linearly independent solutions to equa-
tions 1-5, assuming periodic horizontal boundary con-
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ditions and a flat bottom: two wave solutions and the
geostrophic solution.
2.1 Wave solutions
The positive frequency wave solution is given by,

p+
u+
v+
w+
ρ+
 = A

−ρ0gKhω cos θ+F (z)(
cosα cos θ+ +
f0
ω sinα sin θ+
)
F (z)(
sinα cos θ+ − f0ω cosα sin θ+
)
F (z)
Kh sin θ+G(z)
dρ¯
dz
Kh
ω cos θ+G(z)

(6)
where the functions F (z) and G(z) are the eigenfunctions
with corresponding eigenvalue h, to be discussed in detail
below. The frequency is determined through the dispersion
relation,
ω =
√
gh(k2 + l2) + f20 (7)
and the negative rotating wave solution is found by flipping
the sign on the frequency, ω 7→ −ω. In this notation the
phase angle of the wave is given by α = tan−1
(
l
k
)
and
K =
√
k2 + l2 is the total horizontal wavenumber. The
horizontal phase is given by θ± = kx+ ly±ωt. The eigen-
value h is referred to as the equivalent depth and is related
to the wave group velocity, cg =
√
gh. The value h can be
replaced in favor of eigenfrequency ω using the dispersion
relation, but here we include both to avoid singularities at
K = 0 and for notational compactness. Applying this solu-
tion to equations 1-5 leads to two coupled equations for the
vertical structure functions,
(N2 − ω2)G = −g∂zF and F = h∂zG, (8)
which can be combined into various second-order eigen-
value problems (see section 2.3).
2.2 Geostrophic solution
The geostrophic solution is given by,
pg
ug
vg
wg
ρg
 = B

ρ0g cos θ0F (z)
g
f0
l sin θ0F (z)
− gf0 k sin θ0F (z)
0
−dρ¯dz cos θ0G(z)
 (9)
where θ0 = kx + ly. The solution can also
be written entirely in terms of streamfunction
ψ(x, y, z) = gf0 cos θ0F (z) where (ug, vg, ρg) =
(−∂yψ, ∂xψ,−ρ0f0∂zψ/g). Satisfying the vertical mo-
mentum equation requires that N2G = −g∂zF but, unlike
the wave solutions, geostrophic solutions already satisfy
continuity. For a given wavenumber (k, l) the geostrophic
solution is entirely specified by a vertical profile of any
one of the variables, from which all others are immediately
deduced. For example, ρˆ(k, l, z) determines G(z), from
which F (z) is determined by integration—the thermal wind
balance. There is no preferred basis for the geostrophic
solution.
Although the scalings that lead to equations 1-5 result
in the linear geostrophic solution where wg = 0, near-
geostrophic theories with a different choice of scalings,
such as quasi-geostrophy (Pedlosky, 1987), have nonzero
vertical velocities wg 6= 0 and therefore require full conti-
nuity, i.e., that F = h∂zG. As with the wave solution, this
requirement combined with N2G = −g∂zF results in an
eigenvalue problem, detailed in section 2.3.
An eigenbasis constructed with the rigid lid boundary
condition (w(0) = G(0) = 0) precludes non-zero density
anomalies at the surface. One workaround to this limita-
tion is to further decompose the geostrophic solution into
three parts: two parts resulting from the density anomaly
at the boundaries and one part from the remaining den-
sity anomaly in the interior. Following Lapeyre and Klein
(2006), the idea is then to let
ψ = ψint + ψsur + ψbot (10)
where both the surface and bottom components of the flow
are required to have no potential vorticity in the interior,
∇2ψsur/bot + ∂z
(
f20
N2
∂zψ
sur/bot
)
= 0, (11)
but account for the density anomaly at the boundaries, e.g.,
f0∂zψ
sur = − g
ρ0
ρ
∣∣
z=0
, f0∂zψ
bot = 0
∣∣
z=−D. (12)
The resulting modes can be solved for a given wavenumber
and are referred to as the surface quasi-geostrophic (SQG)
modes. This methodology has been used to construct the in-
terior velocity field from sea-surface height and temperature
data Wang et al. (2013).
Smith and Vanneste (2013) formulate a new eigenvalue
problem that results in modes capable of capturing surface
density anomalies for quasigeostrophic flows. Taking equa-
tion 9 from Smith and Vanneste (2013) and writing it in the
present notation we have,
∂zzGj − K
2N2
f20
Gj = −N
2
ghj
Gj (SV EVP)
with surface boundary condition G(0) = Dα ∂zG where α
is a tunable parameter. Importantly, these modes remain
orthogonal, unlike the combined set of SQG modes and in-
terior modes described above.
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An alternative to both the SQG and the Smith and
Vanneste (2013) approaches is to use the internal wave
eigenbasis constructed with the free surface boundary con-
dition (detailed below) which also results in orthogonal
modes capable of capturing nonzero density anomaly at the
ocean surface.
2.3 Vertical eigenvalue problem
The vertical eigenvalue problem is formed using the two
coupled equations from section 2.1 for the vertical structure
functions, (N2−ω2)G = −g∂zF (vertical momentum) and
F = h∂zG (continuity). In combination with the dispersion
relation, one of the eigenfunctions can be eliminated, result-
ing in various single second-order eigenvalue problems for
the vertical structure functions F orG. The two most practi-
cal eigenvalue problems to solve are for G(z) with constant
ω,
∂zzGj = −N
2 − ω2
ghj
Gj (ω-constant EVP)
and for G(z) with constant K,
∂zzGj −K2Gj = −N
2 − f20
ghj
Gj . (K-constant EVP)
The near geostrophic eigenvalue problem is found by com-
bining the vertical momentum condition N2G = −g∂zF
with the continuity condition F = h∂zG, which can be
treated as the ω-constant EVP with ω = 0. Note that this is
equivalent to making the hydrostatic approximation (Kelly,
2016), and removes all dependence on frequency ω and
wavenumber K.
For the cases considered here we take the lower bound-
ary condition at z = −D to be either free-slip, where
w(−D) = 0, or no-slip, where u(−D) = 0. These cor-
respond to G(−D) = 0 and F (−D) = 0, respectively.
These conditions can be seen as the limiting cases of sloped
bottom topography (LaCasce, 2017). The surface bound-
ary condition at z = 0 is taken to be either a rigid lid with
w(0) = 0, G(0) = 0, or a free surface approximated as
p(x, y, 0) = ρ0gη(x, y, 0) where η ≡ −(∂z ρ¯)−1ρ is the lin-
ear approximation of the isopycnal displacement. In terms
of the vertical modes, the free surface boundary condition
becomes h∂zG(0) = G(0). Finally, there are many cases
where the density profile does not extend to the full depth
of the ocean and no boundary conditions (beyond the EVP
itself) should be added.
Solving either EVP yields a set of eigenvalues hj that
can be ordered such that h1 > h2 > h3 > .. > hn,
each with corresponding eigenfunction Gj . This means
that solving ω-constant EVP results in wave solutions with
the same frequency ω, but different wavenumbers Kj , and
similarly solving K-constant EVP results in wave solutions
with the same wavenumber K and different frequencies ωj .
Although we do not implement this numerically, note that
rearranging the K-constant EVP poses the EVP for fixed
group velocity, gh, with eigenvalue K2j .
The equations for ω-constant EVP and K-constant EVP
are both Sturm-Liouville problems and share the property
that their eigenmodes are orthogonal. Following the pro-
cedure in Kelly (2016), the eigenmodes found with the ω-
constant EVP satisfy
Gi(0)Gj(0) +
1
g
∫ 0
−D
(N2(z)−ω2)GiGj dz = βδij (13)
and ∫ 0
−D
FiFj dz = βhiδij (14)
while the eigenmodes found with K-constant EVP satisfy,
Gi(0)Gj(0) +
1
g
∫ 0
−D
(N2(z)− f20 )GiGj dz = γδij (15)
and ∫ 0
−D
(
FiFj + hihjK
2GiGj
)
dz = γhiδij (16)
where β and γ are unspecified constants that depend on the
chosen normalization, as discussed below. It is important
to note that these orthogonality conditions only apply for a
particular choice of ω or K. For example, an eigenmode
Gj(z, k1) found using K = k1 is not orthogonal to an
eigenmode Gj(z, k2) found using K = k2 if k1 6= k2.
The most significant difference between the two EVPs
is that eigenmodes from the K-constant EVP often form a
complete basis set for typical ocean stratification profiles,
while the eigenmodes from the ω-constant EVP do not.
The K-constant EVP is a regular Sturm-Liouville problem
when the weighting function wK(z) ≡ N2− f20 > 0 for all
z, a condition typically met in the ocean. We note that al-
though it is fair to say that stratification with N > f0 is typ-
ical of the world oceans, after examining 30,000 CTD pro-
files Kunze (2017) finds that 10% of the data have N < 2f
and a full 30% of the data suggest N < 2f within 380
meters of the bottom. In contrast, the weighting function
wω(z) ≡ N2 − ω2 in the ω-constant EVP switches sign
at turning points zT , where N(zT ) = ω. Consequently, the
norm of an arbitrary function defined on the domain [−D, 0]
and satisfying the boundary conditions is not guaranteed to
be positive using the norm implied by equation 13, a neces-
sary condition for completeness. Intuitively this can be seen
in figure 3, which shows that the high frequency modes have
no variance beyond the turning points, and are therefore in-
capable of representing arbitrary functions on the domain.
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2.4 Normalization
The amplitude of each vertical mode can be scaled by an
arbitrary constant, so one must choose a normalization ap-
propriate for the problem being considered. The four most
common scenarios are setting the total energy, a horizontal
velocity (U ), a vertical velocity (W ), and the sea surface
height (SSH) of a given wave.
To set the total energy of the internal wave solution in
equation 6, we use the modes from the K-constant EVP
and therefore use the norm implied by equation 15,
G2i (0) +
1
g
∫ 0
−D
(N2(z)− f20 )G2i dz = 1
(K-constant norm)
where we have chosen γ = 1 as the normalization constant
in order to keep the vertical modes unitless.1 Taking the
total energy of the wave,
E(x, y, z, t) =
1
2
(
u2 + v2 + w2 +
g2
ρ20
ρ2
N2
)
(17)
and then depth integrating and averaging over space and
time produces a wave with energy P 2/2 if we set the co-
efficient A = P/
√
hj − (ω2 − f20 )G2(0)/ω2 in equation
6.
Setting the maximum initial eastward velocity to U can
be accomplished by imposing maxFj = 1 and A = U .
The maximum vertical velocity W is set using the norm
maxGj = 1 where A = W/(Khj), but is clearly singular
for inertial waves which have no vertical velocity. The sea
surface height is set using the pressure at the surface with
F (0) = 1 and A = SSH · ωKh .
To set the total energy of the interior geostrophic solu-
tion in equation 9, we assume the solution uses the typi-
cal geostrophic modes from equation ω-constant EVP with
ω = 0 and therefore use the norm implied by equation 13,
1
D
∫ 0
−D
F 2i dz = 1 (ω-constant norm)
where we have taken β = D/hi. This produces a mode
with energy P 2 if we let,
B2 =
4P 2f2h
gD
1
ghK2 + f2(1 + hG2(0)/D)
. (18)
Setting the maximum eastward velocity requires B = U f0gl
using maxFj = 1. The sea-surface height is set using the
pressure at the surface by setting F (0) = 1 and B = SSH.
1Another reasonable choice is to take γ = N20D/g, but using γ = 1
keeps the norm universal, rather than problem specific.
3 The problem with finite differencing
Computing the lowest vertical modes with finite differ-
encing methods can be relatively fast and accurate when
considering a single wavenumber or frequency. Although
one can encounter problems with the higher modes, this
can usually be ameliorated by increasing resolution. The
primary issues with finite differencing arise when needing
to compute many modes across a broad range of frequen-
cies and wavenumbers—the two scenarios that motivated
the present study. To compute a complete internal wave
frequency spectrum requires solving the ω-constant EVP
at each resolved frequency between the Coriolis frequency
and the maximum buoyancy frequency, roughly O(102)
EVPs. This is especially challenging near the buoyancy fre-
quency, where all oscillations occur in the narrow region
where N(z) < ω. On the other hand, initializing a numeri-
cal model with an internal wave spectrum involves solving
the K-constant EVP for each resolved wavenumber in the
model, which easily requiresO(104) computations or more.
A prerequisite to initializing a numerical model with
a given internal waves spectrum, is that the modes must
be computed for each unique horizontal wavenumber K
resolved by the model using the K-constant EVP. If the
numerical model has (Nx, Ny) horizontal grid points, ap-
proximately NxNy/2 unique eigenvalue problems must be
solved (up to another factor of 2 can be eliminated with
isotropic horizontal resolution). Unfortunately, eigenvalue
algorithms scale as O(n3) for n by n matrices. This means
that initialization of an internal wave spectrum scales as
O(NxNyN
3
z ) and thus, with any reasonable vertical resolu-
tion, this will quickly become a rate limiting step to a model
run. In practical terms, the computation time of these eigen-
value problems takes approximately 1s, 10s, and 100s, for
Nz of 512, 1024, and 2048, respectively, on consumer hard-
ware from 2015.
The problem is further exacerbated by the poor perfor-
mance of finite difference methods. To demonstrate, we
compare different numerical methods against an analyti-
cal solution. Consider an exponential density profile—the
canonical deep ocean stratification profile which has known
analytical solutions for both the non-hydrostatic internal
modes (Garrett and Munk, 1972), as well as the SQG modes
(LaCasce, 2012). Using a numerical method to solve the
K-constant EVP, we can compute the relative error of the
numerical solution to the analytical solution. We define the
relative error as
rel. err. =
max(|fi − f(zi)|)
max(f(zi))
(19)
where f(zi) is the true solution evaluated at the grid points
zi, and fi is the numerical approximation. Figure 1 shows
the maximum relative error of the eigenmodes F , G and
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Figure 1. Relative error as a function of verti-
cal mode number using 64 evenly spaced grid
points in exponential stratification N(z) =
N0e
z/b whereN0 = 3 cph and b = 1300 m at lat-
itude 33◦ in a 5000 m deep ocean for K = 0.0
(top panel) and K = 2pi500 m (bottom panel).
Shown are two 2nd-order finite differencing
methods with (1) 64 grid points (blue), (2) 631
grid points (blue dotted), and three spectral
methods using Chebyshev polynomials with
coordinates in (3) depth (red), (4) WKB scaled
(purple), and (5) density (orange).
eigenvalue h found by solving the K-constant EVP using
2nd order finite difference methods for standard exponential
stratification with 64 vertical grid points (blue). Details of
the numerical implementation of the analytical solutions are
given in A.2.
Reasonable error magnitudes are O(10−2) (see 6.2 for
justification), however, the top panel of figure 1 shows that
no modes computed with finite differencing satisfy this con-
dition. The situation is even worse for the K = 2pi500 m case
shown in the bottom panel, where even the lowest mode has
an O(0.1) error. The blue dotted line in figure 1 shows that
increasing the resolution tenfold for 2nd-order finite differ-
encing decreases the error by a factor of 100, as would be
expected. However, this comes at 1000 times the computa-
tional cost, and still barely produces any usable modes.
The accuracy of finite differencing can be increased by
going to higher orders (Fornberg, 1998), since the trunca-
tion error at order s scales as (∆z)s. The truncation error
of the 10th mode in exponential stratification is shown in
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Figure 2. The top panel shows relative error
as a function of resolution for the 10th mode
in exponential stratification with K = 2pi500 m .
The density function is specified on an evenly
spaced grid (solid lines) or passed directly
as an analytical function (dashed lines). The
bottom panel shows the number of usable
modes as a function of resolution, defined
as the number of modes with truncation er-
rors less than 10−2. The convergence rate of
the 2nd order and 6th order finite difference
methods are found to be (∆z)2.0 and (∆z)5.8,
respectively.
the top panel of figure 2 where the blue (solid, dotted) line
shows the (2nd, 6th) order finite difference method converg-
ing at its predicted rate. The bottom panel shows that even
with 1024 grid points, there are only 8 usable modes for
the 2nd order finite differencing method, while 6th order
gives up to 50 modes. However, while increasing the or-
der of the method does provide some gains in accuracy, the
most efficient way to proceed is simply to use spectral meth-
ods, which promise exponentially decreasing truncation er-
ror, rather than the polynomial truncation errors offered by
finite differencing. When using an analytical density func-
tion (dashed lines, figure 2) rather than gridded data, there
is no interpolation error and the spectral methods trunca-
tion errors reach a noise floor somewhere between 64 and
128 grid points. Furthermore, the number of usable modes
is an order of magnitude higher than even the 6th order fi-
nite difference method. In practical terms, the 2nd order
finite difference method is producing about 10 good modes
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in 100 seconds, while the spectral methods are producing
about 100 good modes in 1 second. The increase in trunca-
tion error at higher resolution is likely due to increasingly
compounded errors of the eigenvalue solvers.
4 Chebyshev polynomials
Written in matrix form the K-constant EVP is,
Av =
1
h
Bv (20)
where v is the vector representation of the normal mode G
at grid points in z, A = ∂zz −K2 and B = (f20 − N2)/g.
For finite differencing, A = Dzz − K2I, where Dzz is the
Nz ×Nz differentiation matrix and I is the Nz dimensional
identity matrix. To use Chebyshev polynomials, we project
vector v onto a Chebyshev basis using vˆ = T−1v where T
is the matrix that transforms a vector from a Chebyshev ba-
sis to the coordinate basis. In a practical sense, the columns
of T are the Chebyshev polynomials. Then the eigenvalue
problem becomes,
ATT−1v =
1
h
BTT−1v (21)
or simply,
(∂zzT−K2T)vˆ = 1
h
(
f20 −N2(z)
g
)
Tvˆ. (22)
The vector vˆ contains the coefficients needed to reconstruct
eigenfunctions and ∂zzT are the second derivatives of the
Chebyshev poynomials.
The optimal choice of grid for Chebyshev polynomials
is a Gauss-Lobatto grid (Boyd, 2001; Canuto et al., 2006),
e.g. equation 31 below, and thus the eigenmatrices and eign-
functions are always created on a Gauss-Lobatto grid for
any chosen coordinate. Because the basis functions are con-
tinuous functions of z, the resulting vertical modes can be
interpolated onto any grid at any resolution by evaluating
the functions at the points of interest.
It is, however, rarely the case that density is given as
an analytical function, or that observations are made on a
Gauss-Lobatto grid, which means that typically the density
needs to be interpolated on the appropriate grid. Interpola-
tion is performed using B-splines implemented with the nu-
merical framework described in Early and Sykulski (2019).
The advantage to using B-splines to represent gridded den-
sity data is that it is easy to accommodate arbitrary grids.
Despite being a low order method, this is generally not a
limitation (see section 6). In the cases shown in figure 1,
the algorithms are given the density (ρ) on a uniform grid
in z of 64 points and the resulting modes are returned on
the same grid (except where noted for the high resolution
finite differencing case). This is, of course, suboptimal for
the spectral cases which use a Gauss-Lobatto grid on vari-
ous coordinates to compute the eigenvalue problem. When
given an analytical function for density, these methods per-
form even better, as can be seen in figure 2.
Despite the potential limitations imposed by interpolat-
ing the density with B-splines onto a Gauss-Lobatto grid,
the red line in figure 1 shows that the Chebyshev method
performs extremely well, even while interpolating from an
evenly-spaced grid, and outputting to the same grid. The
first 20 and 14 modes have error less than O(10−2) for the
K = 0 and K = 2pi/500 m−1 cases, respectively. How-
ever, at higher horizontal resolution (larger wavenumbers
K), even the spectral method’s errors grow large, because
the points at which the functions are evaluated do not suf-
ficiently capture the oscillations of the modes. This can be
remedied by using a stretched coordinate, s.
4.1 Stretched coordinates
In order to find an independent coordinate better suited
to capturing the structure of the eigenmodes, we rewrite the
eigenvalue problems in terms of a generic coordinate s and
then consider two concrete examples. Taking z to be a func-
tion of s and applying the chain rule leads to
∂z = (∂sz)
−1∂s (23)
and
∂zz = −(∂ssz)(∂sz)−3∂s + (∂sz)−2∂ss. (24)
For example, the K-constant EVP becomes,(−(∂ssz)(∂sz)−3∂s + (∂sz)−2∂ss)G−K2G = −N2 − f20
gh
G
(25)
where now F = h(∂sz)−1∂sG. The free surface bound-
ary condition in these coordinates becomes (∂sz)−1∂sG =
G/h, while the normalization conditions are now,
1
g
∫ s(0)
s(−D)
(N2(s)− f20 )GiGj∂sz ds = δij (26)
and
1
D
∫ s(0)
s(−D)
FiFj∂sz ds = δij . (27)
A necessary condition for using stretched coordinates is that
the function s(z) must be strictly monotonic.
4.2 Density coordinates
For density coordinates s = −gρ¯/ρ0, equation 25 can be
written as
N4∂ssG+ ∂z
(
N2
)
∂sG−K2G = −N
2 − f20
gh
G (28)
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Figure 3. The left panel shows a stratification
profile with pycnocline taken from Cushman-
Roisin and Beckers (2011). The vertical
dashed line represents a frequency with two
turning points in the pycnocline. The right
panel shows the fourth verticalF mode at that
frequency.
where F = hN2∂sG. Note that the derivatives of the den-
sity are computed on the z coordinate, then projected onto
the s coordinate in the eigenvalue problem. This avoids us-
ing inverses of functions that tend towards zero, and there-
fore has greater numerical stability. While the method does
well for the high wavenumber case (figure 1, lower panel),
it performs somewhat poorly with a uniform relative error
of O(0.03) for all modes in the low wavenumber (upper
panel), as shown by the orange line. Evidently, density co-
ordinates cluster points inefficiently in this case.
4.3 WKB stretched coordinates
A compromise between depth (z) and density (ρ¯) coordi-
nates is the WKB stretched coordinate, s =
∫ z
D
N(z′) dz′.
In this case the eigenvalue problem becomes,
(
(∂zN)∂s +N
2∂ss
)
G−K2G = f
2
0 −N2
gh
G (29)
where F = hN∂sG.
The purple line in figure 1 shows that the vertical modes
computed on WKB coordinates have uniform accuracy of
O(10−3) for K = 0, outperforming the density coordinate
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Figure 4. Relative error as a function of ver-
tical mode number using 64 evenly spaced
grid points for the frequency and stratifica-
tion shown in figure 3. Shown is the WKB
scaled spectral method (purple) as in figure
1, but also the adaptive grid method (green)
that clusters points near the regions of oscil-
lation.Only the first 16 modes are shown.
case, and also performing nearly as well as density coordi-
nates in the high wavenumber case.
4.4 Adaptive grid for ω-constant EVP
Solving the ω-constant EVP suffers from the additional
challenge that as the frequency increases and the distance
between turning points decreases, the grid spacing neces-
sary to capture the mode structure becomes ever smaller. As
noted in the introduction, this issue arises when considering
internal waves near a pycnocline. An example stratification
profile and vertical mode found at a frequency approach-
ing the maximum frequency in the pycnocline is shown in
figure 3. The relative error as a function of mode for this
example is shown in figure 4, from which it is clear that
even the WKB stretched coordinate that performed so well
for the K-constant EVP, does relatively poorly in this sce-
nario. Sturm-Liouville theory tells us that the n-th F mode
will have n zero crossings in the oscillatory region where
N2(z) > ω2 (Arfken, 1970). Thus, in order to resolve these
oscillations, one would require at least 2n optimally placed
points in that region, as well as additional points to capture
the variance in the decay regions. Simply increasing res-
olution of the Chebyshev grid cannot efficiently solve the
problem, as grid points will continue to be poorly placed.
To resolve this issue we devise an ad hoc method for
clustering points in regions of interest. Our approach is to
partition the domain into regions where the modes are hy-
pothesized to be nonzero, formulate the EVP for each re-
gion (using WKB stretched coordinates), then couple the
equations at the region boundaries. This enables us to as-
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sign most of the points to the regions where the solution is
assumed to be nonzero, and allocate a few remaining points
in the other regions. A comparison of this adaptive method
and the standard WKB stretched coordinates is shown in
figure 4, where the adaptive method is able to capture a few
more usable modes than the standard WKB stretched co-
ordinate method with one EVP. The value of this method
becomes more pronounced as the maximum frequency is
reached. The number of usable modes (error< 10−2) drops
to zero as the maximum buoyancy frequency is approached
when using the single EVP, as shown in figure 5. However,
using the adaptive grid algorithm, we are able to guarantee a
minimum number of usable modes as points cluster around
the turning frequencies.
The equation boundaries are established by using the
WKB approximated solution to identify the regions where
the modes are expected to be nonzero. Specifically, the
equation boundaries are the points where WKB solution
(81) decays to 10−5 of its value from the turning point. This
is an adjustable tolerance, chosen to be small enough that
only a few points are needed in the to capture the nearly
zero function, but large enough that the nonzero regions
aren’t unnecessarily large. The gray vertical lines in fig-
ure 5 show the number of coupled equations being used to
solve the EVP. At the lowest frequencies only one equation
is used and the method is identical to the WKB stretched co-
ordinate method described in section 4.3. As the frequency
increases, the algorithm eventually separates into two cou-
pled equations: one for the top boundary and pycnocline,
and another for the deep region where no mode variance is
expected (refer to figure 3). At high enough frequency the
region above the pycnocline is decoupled as well, and three
coupled EVP problems are solved.
The EVPs are coupled by requiring that the function and
its first derivative are continuous at the equation bound-
aries, following the procedure described in section 22.3 of
Boyd (2001). The ‘eigenvalue rule-of-thumb’ as discussed
in Boyd (2001) states that roughly n/2 modes will be accu-
rate when using n + 1 Chebyshev polynomials away from
boundary layers or critical levels. Solving the EVP with
turning points near the maximum buoyancy certainly does
not satisfy this criterion, but the rule-of-thumb can be mod-
ified to use half of the modes with eigenvalues greater than
zero. Although we make no attempt at proving the gen-
eral validity of this modification, the dashed line in figure 5
indicates that the rule-of-thumb generally does well at pre-
dicting how many modes are good quality.
5 Numerical implementation
One of the primary products of this paper is the imple-
mentation of these methods as classes in Matlab (see C for
more details). Figure 6 shows the flowchart followed by
f0 0.780Nmax 0.951Nmax 0.989Nmax 0.997Nmax
0
10
20
30
go
od
 m
od
es
n=1  n=2   n=3 wkb
adaptive
rule-of-thumb
Figure 5. The number of usable modes (error
< 10−2) versus frequency for the stratifica-
tion in figure 3 using 64 points. The adap-
tive grid method and standard WKB method
are shown in green and purple, respectively.
The dashed green line is the rule-of-thumb
number of good modes by the adaptive grid
method. The two vertical gray lines sepa-
rate the regions where the adaptive algorithm
used 1, 2 or 3 coupled equations.
the initialization algorithm for the InternalModes class,
described in this section.
The two methods for initializing the classes are both
called using,
im = InternalModes(rho,z,zOut,latitude);
where the arguments rho,z are either a gridded density
field at locations z, or function handle valid in the domain
spanned by [min(z) max(z)]. When the function han-
dle is given, the density function is projected onto Cheby-
shev polynomials. If gridded data is provided, then the den-
sity is interpolated using B-splines. The argument zOut
errorcreate interpolant with b-splines
NOYES
compute coefficient functions from 
interpolant
initialize with    function⇢
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Figure 6. Algorithm flowchart for the initial-
ization of InternalModes class.
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specifies the grid on which all output is given, which need
not span the full depth.
After initialization, all classes support setting the upper
and lower boundary conditions as well as setting the nor-
malization to any of the choices discussed in section 2.4.
The two primary functions for computing internal modes
are
[F,G,h,omega] = im.ModesAtWavenumber(k);
for the K-constant EVP and
[F,G,h,k] = im.ModesAtFrequency(omega);
for the ω-constant EVP.
The implementation of these methods for finite differ-
encing is straightforward—the eigenvalue problem is either
solved on the gridded input data as given, or on a grid that
matches the output grid if specified as a function. The dif-
ferentiation matrices are created using the algorithms de-
scribed in Fornberg (1998). However, the spectral imple-
mentations require additional choices.
The eigenvalue problem being solved is
[a(s)Tss + b(s)Ts + c(s)T]v =
1
h
d(s)Tvˆ (30)
where s is a generic stretched coordinate, a(s), b(s), c(s),
and d(s) are referred to here as coefficient functions.
The algorithm can be separated into the three parts. First
we compute the coefficient functions for each eigenvalue
problem, e.g., N2 and ∂zN for equation 29. Second, the
eigenvalue problem is solved on the appropriate coordinate
with nevp points. Finally, the resulting modes are normal-
ized and projected onto the output grid with an arbitrary
number of points.
5.1 Initialization with an analytical function
If the InternalModes class is initialized with a func-
tion handle for the density, it is projected onto Chebyshev
polynomials which are then used to compute the coefficient
functions and, if necessary, the stretched coordinate.
To project onto Chebyshev polynomials we define a grid
with ngrid points using
zilobatto ≡
zmax − zmin
2
(
cos
(
ipi
ngrid − 1
)
+ 1
)
+zmin (31)
where i is an integer index ranging from 0 to ngrid − 1. We
evaluate the density function on that grid, ρ¯(zilobatto). The
density function is then expanded in a Chebyshev polyno-
mial basis such that,
ρ¯(zilobatto) =
ngrid∑
k=0
ρˆkT k(zilobatto) (32)
where ρˆk indicates the k-th coefficient for Chebyshev poly-
nomial defined on z coordinates. The coefficients for the
derivative of the function, denoted ρˆkz , are then computed
using a recursion formula,
ckρˆ
k
z = ρˆ
k+2
z + 2(k + 1)ρˆ
k+1 (33)
where ck = 2 for k = 0, and ck = 1 otherwise. Be-
cause a Gauss-Lobatto grid was used for the z-coordinate,
the Chebyshev transformation is performed with a rescaled
fast Fourier transformation in O(ngrid log ngrid) operations.
The differentiation requires onlyO(ngrid) operations, which
means that all of the coefficient functions for the eigenvalue
problem can be computed on a relatively fine grid. For ex-
ample, ngrid = O(214) takes a fraction of a second on com-
modity hardware from 2015.
The stretched coordinates implemented here are either
s = z, s = −gρ¯/ρ0, or s =
∫ z
D
N(z′) dz′, where the latter
two cases require density to be strictly monotonic. For those
two cases if ρ¯z ≥ 0 anywhere in the domain, then an error
is thrown. For the WKB coordinate, s =
∫ z
D
N(z′) dz′, the
integral is computed spectrally using equation 33.
5.2 Initialization with gridded data
In the more typical scenario where a user initializes the
InternalModes class with gridded data from observa-
tions or a numerical model, B-splines are used to interpo-
late the data and compute the coefficient functions. The pri-
mary advantage to using B-splines in this scenario is that B-
splines can be created for arbitrary grids without suffering
from Runge’s phenomena at lower orders. We fit the data to
6th order interpolating spline (with 5 nonzero derivatives)
using the methodology and numerical implementation de-
scribed in Early and Sykulski (2019).
If the method requires that density remain monotonic
(e.g. for WKB and density coordinates) , then the B-spline
fits are constrained to be monotonic following Pya and
Wood (2015). If the data are not monotonic, then this im-
plicitly smooths to find the nearest monotonic fit in a least-
squares sense.
Computing the stretched coordinate and the coefficient
functions from the spline interpolant requires derivatives
and integrals of the B-splines, which are relatively straight-
forward to compute because they are just piecewise poly-
nomials (De Boor, 1978). The WKB method requires com-
puting the square root of the B-spline interpolant. The ap-
proach taken here is to build a new interpolating spline of
the same order that interpolates between the square root of
the data points.
5.3 Eigenvalue problem
All three Chebyshev methods solve their respective
eigenvalue problems on a Gauss-Lobatto grid of their re-
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spective coordinate, i.e., s = z, s = −gρ¯/ρ0, or s =∫ z
D
N(z′) dz′. The Gauss-Lobatto grid in s is defined in
the usual way as,
silobatto ≡
smax − smin
2
(
cos
(
ipi
nevp − 1
)
+ 1
)
+smin (34)
where the number of points nevp reflects the size of the
eigenvalue problem, and is therefore also an absolute upper
bound to the number of modes that may be computed.
Once the Gauss-Lobatto grid silobatto is created, the cor-
responding value z(silobatto) is computed using the bisec-
tion method as implemented in Driscoll et al. (2014). The
method is set to terminate with a relative error ofO(10−12).
The coefficient functions in equation 30 are now sim-
ply evaluated onto the silobatto grid using the interpolant (ei-
ther a B-spline or Chebyshev). The Chebyshev polynomi-
als and their derivatives (T ,Ts, and Tss) are computed us-
ing the standard recursion formulas, and then multiplied by
the coefficient functions to create eigenvalue matrices. The
boundary conditions are implemented by replacing the first
and last rows of the matrices A and B in (20).
The eigenvalue problem is then solved using the standard
generalized eigenvalue problem solver. This is typically
the rate limiting step in the process, taking O(n3evp) oper-
ations. The resulting eigenvectors now contain coefficients
to the Chebyshev polynomials defined on the stretched co-
ordinate.
5.4 Adaptive grid
The adaptive grid is created by locating regions in the
domain where the solution is expected to be small, and
then allocating fewer points (and therefore fewer Cheby-
shev polynomials) to those regions. After identifying the
turning points zT where N2(zT ) = ω2, the WKB solu-
tion 81 is used to identify the equation boundaries zbnd, the
points where FWKBj (zbnd, ω)/F
WKB
j (zT , ω) = 10
−5. The
WKB solution is assumed to work locally in the stratifica-
tion, and is therefore applied at the turning point, zT , in
the direction of decaying variance. The eigenvalue 83 is
assumed to be set globally by integration over all oscilla-
tory regions. If m equation boundaries zbnd are identified,
they delineate m + 1 regions: the ‘decay’ regions, where
the solution is anticipated to be small and governed by the
decaying exponential, and ‘oscillatory’ regions where the
solution is expected to dominate and include the oscillatory
solution. These decaying and oscillating regions are neces-
sarily alternating.
The m+ 1 regions are coupled using the same technique
described in section 22.3 of Boyd (2001) by requiring con-
tinuity across boundaries for G and ∂zG. The key benefit
to this algorithm is that the decay regions are allocated as
few as 6 points each, while oscillatory regions are appor-
tioned the remaining points relative to their WKB length,
Lm =
∫
N(z′)dz′. While we find that 6 points appears to
be sufficient for the decay regions, in practice, we do in fact
apportion 1/16th of the total points evenly between the de-
cay regions as a hedge that this ad-hoc method will fail for
some unforeseen cases.
The adaptive grid algorithms use low-order interpolation
to identify zT and zbnd because high accuracy is not required
and this keeps the number of computations O(ngrid).
5.5 Normalization
The final step is to normalize the resulting eigenvectors
and project them onto zout. Normalization using the two
integral conditions can be performed exactly invoking the
fact that the integral of each Chebyshev polynomial T k(z)
is exactly known,
wk ≡
∫ 1
−1
T k(z) dz =
{
(−1)k+1
1−k2 k 6= 1
0 k = 1
. (35)
We have defined wk such that it can be summed with a vec-
tor of Chebyshev coefficients to produce the integral. In
other words, if vˆk is a Chebyshev coefficient vector, then
I =
∑
vˆkwk is the definite integral. The integrands in
equations 26 and 27 are computed pseudospectrally before
integrating (by transforming to the spatial domain, multi-
plying, then transforming back Chebyshev coefficients).
Computing the max U and and max W norm is more
problematic because the function extrema do not necessar-
ily lie on the grid points. For the implementation, we simply
take the maximum at the resolved grid points, but if higher
accuracy is required, one could locate the extrema using the
methods in Boyd (2014).
Finally, the normalized eigenmodes are projected onto
the output grid using the slow Chebyshev transforms,
v(ziout) =
nevp∑
k=0
vˆkT k(s(ziout)). (36)
If a large number of output points are requested, this opera-
tion could dominate the total computation time.
The algorithm flowchart for the mode computation is
shown in figure 7
5.6 SQG modes
The two functions for computing the SQG modes are
psi = im.SurfaceModesAtWavenumber(k);
and
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Figure 7. Algorithm flowchart for the mode
computation.
psi = im.BottomModesAtWavenumber(k);
where k is an array of wavenumbers.
The SQG modes are found from equation 91 using a lin-
ear solver after replacing the top and bottom points of the
matrix with the boundary conditions. As noted in Tulloch
and Smith (2009a), the SQG modes require a high density
of grid points near the boundaries, a task well suited to the
Gauss-Lobatto grid in equation 31. The number of Cheby-
shev polynomials is chosen so that the Gauss-Lobatto grid
captures at least 10 points over the e-folding scale. The
e-fold scale for constant stratification (see appendix B.1) is
∆zefold =
f0
KN0
and the distance between the first two points
in a Lobatto grid, equation 31, is
∆zboundary =
D
4
(
pi
(ngrid − 1)
)2
. (37)
where we’ve defined D = zmax − zmin as the depth of the
domain. Setting ∆zboundary = 110∆zefold we find that we
need
ngrid = 1 +
pi
2
√
10DKN0
f0
(38)
points (and therefore also ngrid polynomials) to sufficiently
capture the SQG mode. The resulting SQG modes are pro-
jected onto the output grid using equation 36.
5.7 Unit testing
In order to ensure that each of the algorithm implemen-
tations is correct, the numerically generated eigenmodes
and eigenvalues are compared against the analytical solu-
tions for constant stratification and exponential stratification
shown in A. The comparison is performed across a range
of wavenumbers and frequencies for both surface boundary
conditions and all four norms.
The computed SQG modes are also compared against
analytical solutions for constant and exponential stratifica-
tions, shown in B.
6 Other sources of error
In the introduction we noted five sources of error that
contribute to the total error when computing the forward
or inverse transformation, but this manuscript has primarily
focused on one source of error: the numerics of accurately
representing the vertical modes in the EVP. We now discuss
these other sources of error and how they are dealt with in
the numerical implementation.
6.1 Aliasing error
When performing a forward transformation, where a
given dynamical field is projected onto the vertical modes,
the data grid will determine how many modes are resolv-
able. As with a Fourier transformation, higher frequency
modes alias into the lower frequency modes. Unlike the
Fourier transformation, however, the optimal grid for per-
forming a transformation is not an evenly spaced grid, but
depends on the stratification profile, and therefore the eigen-
value problem being solved. Here we show that there is a
relatively easy method for determining the number of re-
solvable modes for a given grid using the condition number
of the resulting matrix.
To show the effect of different grid choices on the for-
ward transformation, we use the analytical solution of the
vertical modes in exponential stratification in combination
with an imposed spectrum to generate stochastic isopycnal
displacement profiles typical of the world oceans. In partic-
ular, we use the Garrett-Munk spectrum,
H(j) =
H0
(j + j∗)p
(39)
where j∗ is the roll-off mode, usually set to 3 but possibly as
high as 20, p is the slope which is usually very nearly 5/2,
and H0 normalizes sum over j = 1..∞ to unity. For each
stochastically generated set of coefficients, mj , a profile
η(z) =
∑N
j=1G
j(z)mj is created. The profile is then eval-
uated on three different grids: zieven, z
i
lobatto, and z
i
quadrature
where ziquadrature is the grid of Gaussian quadrature points,
determined by the roots of a mode one higher than is trying
to be used (Press et al., 1992; Boyd, 2001). Using the first
n modes, we then attempt to recover the coefficients using
least squares—in practice this is Matlab’s mldivide (\)
operator. For example the first n coefficients of the evenly
spaced grid are determined by,
m˜jeven = G
j(zieven)\η(zieven) (40)
12
00.5
1
n
o
rm
a
liz
ed
 rm
se
10 20 30 40 50 60
mode
100
1010
1020
co
n
di
tio
n 
nu
m
be
r
z-linear
z-lobatto
quadrature
Figure 8. The top panel shows the root mean
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where j = 1..n. The root-mean square error (rmse) is de-
fined as the error in the sum of recovered and missing coef-
ficients,
rmse2 ≡
∑n
j=1
(
mj − m˜j)2 +∑Nj=n+1 (mj)2∑N
j=1 (m
j)
2
(41)
Figure 8 shows the result of trying to recover the mode
coefficients, m˜j using successively more modes for the
three different grids. In all three cases the rmse decreases as
modes are added until a dramatic increase occurs, correlat-
ing with a similarly dramatic increase in the condition num-
ber of the matrix. The quadrature grid, defined as the roots
of the GN−1 mode plus the boundaries, performs best, as
expected. Including the boundaries in this definition means
that the top and bottom boundary points provide no useful
information, and therefore only N − 2 modes are recover-
able for G, and N − 1 for F with a rigid lid. This defini-
tion is chosen so that the forward and inverse transform for
constant stratification coincides with the discrete sine and
cosine transform (and their associated grids).
While the condition number of the matrix is clearly con-
trolled by the grid being used, the choice of norm also af-
fects the condition number. Generally speaking, the K-
constant norm performs well for transformations with theG
modes and the ω-constant norm with the F modes. The ex-
ception to this is when the free-surface boundary condition
is used, the barotropic mode has a substantially different L2
norm and should be rescaled.
6.2 Mode error
Here, we test whether or not the truncation error in the
vertical modes is a limitation in recovering the coefficients
of the spectrum, mj . To this end, we created profiles on a
quadrature grid with variance distributed using H(j) for a
range of parameters including white noise (large j?), and
very smooth (large p), as described above, and recorded
how many mode coefficients were recoverable for some er-
ror tolerance across all the different numerical methods in
this paper. We found that discarding modes with truncation
errors exceeding the requested error tolerance of the modes
guarantees coefficients recovered with the requested error
tolerance. In other words, if one wants relative errors in co-
efficients of less than 10−2, one needs modes with errors
less than 10−2. The only exception is for very steep spec-
tra (e.g., p = −10), where the coefficients of the higher
modes are indistinguishable from zero. The reverse of this
is not true—in fact, including modes with truncation errors
exceeding the error tolerance, can often return coefficients
within the bounds of the error tolerance. Evidently, the er-
rors in these ordered, orthogonal bases work systematically
in our favor.
6.3 Interpolation error
Another source of error may arise from interpolation of
the density function. This issue is treated separately from a
poorly defined or noisy mean density function and therefore
assumes that the data given is gridded and without error.
For gridded data, our method uses a relatively low-order B-
spline to interpolate between grid points which is then eval-
uated for the coefficient functions where needed. Does this
low-order interpolation method limit the mode recoverabil-
ity described in the previous section?
To address this question we compute the vertical modes
for exponential stratification from an evenly spaced density
function with variable number of grid points. These modes
are then used to recover the coefficients m˜j , as above, on
a high resolution quadrature grid. We find that with as few
as 16 grid points for the density function, we are able to
recover 90 mode coefficients with less than 1% error.
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6.4 Poorly defined or noisy mean density
It is often the case that the mean density function, ρ¯(z),
is not easily defined. Averaging over a mooring time series
of density will not necessarily result in a monotonic density
function—and averaging often removes the sharp gradients
that exist in individual profiles, which may not be desirable.
Even output from numerical models can suffer from these
same issues, depending on the boundary conditions. Noisy
data, where errors in the observed value of ρ¯(z) stem from
instrument errors, also effectively constitute a poorly de-
fined mean. One way to frame these issues is to ask how
a misspecified mean density affects our ability to infer the
vertical spectrum of a given flow.
First we note that all methods, as implemented, will pro-
ceed without error for noisy data. However, the most no-
table difference between methods is that the WKB and den-
sity coordinate methods use a density function constrained
to the nearest monotonic spline fit, as previously described.
It is not clear that this implicit smoothing is necessarily ‘bet-
ter’ than using the unaltered density function with the z-
coordinate method for noisy data. This decision, and how to
deal with measurement noise in general, is beyond the scope
of this manuscript. Additional smoothing of the density
data can be done using many techniques, including the con-
strained smoothing splines described in Early and Sykulski
(2019).
In order to test the effects of misspecifying a mean den-
sity profile, we generate density profiles in exponential
stratification that follow the GM spectrum, as above, but
we attempt to recover the coefficients using vertical modes
computed from a noisy mean density profile. The results
are consistent with section 6.2. For example, as long as the
modes from the noisy profile have errors less than 10−2 rel-
ative to the modes generated from the true profile, the recov-
ered coefficients m˜j will have errors less than 10−2 relative
to mj . The relative error of the vertical modes increases as
a function of mode number until eventually the mode errors
and therefore coefficient errors reach O(1). Exactly where
mode errors reach O(1) depends on the details of the noise,
or misspecification, of the mean density profile.
While accurately recovering the coefficients mj of the
spectrum becomes impossible with a noisy mean density
profile, we are able to accurately infer the spectrum from
which mj was generated by either ensemble averaging
over additional synthetic profiles, or bin averaging nearby
modes. One way to see why this might be true is to note
that the coefficient errors never exceed O(1)—so although
the exact coefficient is incorrect, the magnitude is correct
on average. In practice, using modes from the misspecified
mean density profile causes variance that should be associ-
ated with mode j = 33, for example, to be assigned to the
variance of nearby modes.
That the spectrum is recoverable despite a noisy mean
is consistent with previous analysis methods. In Polzin and
Lvov (2011), internal wave spectra are found using WKB
approximated modes and a WKB stretched grid. It is also
important to note that computing the spectrum with a mis-
specified mean density function still requires an orthogonal
set of modes, and therefore fast and accurate mode compu-
tation is still helpful.
7 Discussion
The spectral methods presented here solve the most rel-
evant forms of the vertical eigenvalue and surface quasi-
geostrophic mode problems efficiently and accurately. The
methods also include an algorithm for computing modes in
challenging stratification profiles at high frequencies near
turning points. The algorithms are implemented in a pub-
licly available Matlab suite using the class hierarchy de-
scribed in C and the implementations are validated against
known analytical solutions, under a wide range of condi-
tions. However, the methods do not always perform well
under all conditions.
Poorly resolved features and discontinuities in the den-
sity profile will produce the Gibbs phenomenon, where
‘ringing’ occurs in the vicinity of the discontinuity. In one
example, we found that a narrow 5-meter-wide pycnocline
in a 5000-meter-deep ocean produced strong spurious oscil-
lations unless the pycnocline was sufficiently well resolved
with enough grid points. In another example, we defined
an analytical profile with a discontinuity in ρ¯zz (the highest
derivative used in the eigenvalue problem) and this also pro-
duced the Gibbs phenomenon. Interestingly, in these cases
lower-order finite differencing produced better modes for
the same vertical resolution, because these methods implic-
itly smooth the derivatives. A logical extension of this work
would be to apply the ‘splitting’ algorithms in chebfun
(Driscoll et al., 2014) to handle such discontinuities.
Our recommendations for projecting observed or mod-
eled fields onto the modes are as follows,
• When possible, use a quadrature grid for
the fields and modes, e.g. the function
GaussQuadraturePointsForModesAtWavenumber
in the InternalModesSpectral class computes
the Gauss quadrature points for G. This is a relatively
expensive operation (it involves solving the EVP), but
provides near- optimal point placement.
• In the usual case where there is no freedom to choose
grid points, compute the condition number as a func-
tion of mode as described in section 6.1, and limit the
number of modes to a low condition number. Alter-
natively, if computation time is not a limitation, one
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can perform the least-squares fit of the fields to succes-
sively more modes until the coefficients are no longer
stable.
Many of the errors described in section 6 may still be a con-
cern, but may be quantified with some of the techniques in
section 6, by using the density function and spectrum spe-
cific to the problem.
A Internal mode solutions
We present analytical solutions for the internal mode
eigenvalue problem in three different scenarios: constant
stratification, exponential stratification, and the WKB ap-
proximated solution for arbitrary stratification. These solu-
tions are used to validate the numerical implementations.
A.1 Constant stratification
The internal baroclinic modes in constant stratification
are given as,
Gconstj (z) =A sin (mj(z +D)) (42)
F constj (z) =Ahjmj cos (mj(z +D)) . (43)
with eigendepth hj and vertical wavenumber mj given by
mj =
jpi
D
+
ξ
D
(44)
where we have assumed that w = 0 at the lower boundary
z = −D. In the case of a rigid lid (w = 0 at z = 0), the
correction to the vertical wavenumber is ξ = 0. However, if
the linearly approximated free surface boundary condition
is used, hjGj(0) = Gj(0), then ξ is nonzero. The equa-
tions for ξ are transcendental and are therefore solved with
a numerical root finding algorithm. The equations for ξ are
written in a form conducive for finding the desired root.
• For fixed wavenumber, k, the vertical wavenumber
correction ξ is found by solving,
(ξ+jpi)
(
N20 − f20
)
D cos(ξ)−g (k2D2 + (ξ + jpi)2) sin(ξ) = 0
(45)
near ξ = 0 and the eigendepth hj is given by,
hj =
1
g
N20 − f20
k2 +m2j
. (46)
• For fixed frequency, ω, the vertical wavenumber cor-
rection ξ is found by solving,
D(N20 − ω2)− g(ξ + jpi) tan(ξ) = 0 (47)
near ξ = 0 and the eigendepth hj is given by,
hj =
1
g
N20 − ω2
m2j
. (48)
The normalization for these modes is given in the first col-
umn of table A.1.
In the case of the free surface boundary condition, there
also exists a barotropic mode (j = 0), the solution of which
changes from trigonometric to hyperbolic at ω = N0, or
k = k∗ where
k∗ ≡
√
N20 − f20
gD
. (49)
In these cases then, the vertical wavenumber reduces to
m0 = ξ/D.
• Trigonometric case, k < k∗ or ω < N0
The solution is exactly the same as the baroclinic solu-
tions given above in equation 42 and 43, but now equa-
tion 45 is solved when j = 0. As a practical matter, it
is numerically more stable to solve(
N20 − f20
)
D− gξ−1 (k2D2 + ξ2) tan(ξ) = 0 (50)
for the positive root near ξ =√
(N20 − f20 )D/g − k2D2. For fixed frequency,
equation 47 can be used to find the root near
ξ =
√
D(N20 − ω2)/g.
• Linear case, k = k∗ or ω = N0
The solution is given by
Gconst0 (z) =A(z +D) (51)
F const0 (z) =AD (52)
where h0 = D.
• Hyperbolic case, k > k∗ or ω > N0
The solution is given by
Gj(z) =A sinh (m0(z +D)) (53)
Fj(z) =Ah0m0 cosh (m0(z +D)) . (54)
– For fixed wavenumber, k, the vertical wavenum-
ber correction ξ is found by solving(
N20 − f20
)
D− gξ−1 (k2D2 − ξ2) tanh(ξ) = 0
(55)
for the root near ξ =
√
k2D2 − (N20 − f20 )D/g
and the eigendepth h0 is given by,
h0 =
1
g
N20 − f20
k2 +m20
. (56)
– For fixed frequency, ω, the vertical wavenumber
correction ξ is found by solving(
ω2 −N20
)
D − gξ tanh(ξ) = 0 (57)
for the root near ξ =
√
D(ω2 −N20 )/g and the
eigendepth h0 is given by,
h0 =
1
g
ω2 −N20
m20
. (58)
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trigonometric linear hyperbolic
K-constant (−1)j
√
sin2 (mjD) +
(N20−f20 )D
2g
(
1− sin(2mjD)2mjD
)
D
√
1 +
(N20−f20 )D
3g
√
sinh2 (m0D) +
(N20−f20 )D
2g
(
sinh(2m0D)
2m0D
− 1
)
ω-constant (−1)jhjmj
√
1
2 +
sin(2mjD)
4mjD
D h0m0
√
sinh(2m0D)
4m0D
+ 12
Umax (−1)jhjmj D h0m0 cosh(m0D)
Wmax (−1)j , sin(m0D) for j = 0 D sinh(m0D)
Table 1. Inverse of the normalization constants (A−1) for all combinations of solutions and norms
considered here.
A.2 Exponential stratification
Exponential stratification serves as the O(1) represen-
tation of the ocean stratification away from the poles and
continental boundaries. As formulated and first solved in
Garrett and Munk (1972), we take the stratification to be
N2 = N20 e
2z/b where N0 is buoyancy frequency and b is
the thermocline depth (with canonical values of 3 cycles per
hour and 1300 meters).
Letting the stretched coordinate s = N0ez/b as in section
4.1, the ω-constant EVP becomes,
s2Gss + sGs +
b2
c2
(
s2 − ω2)G = 0 (59)
which has solution
Gexpj (z) = Jν
(
bN0
cj
ez/b
)
− αjYν
(
bN0
cj
ez/b
)
(60)
where
αj ≡ Jν
(
bN0
cj
e−D/b
)
/Yν
(
bN0
cj
e−D/b
)
(61)
is chosen to satisfy the lower boundary conditionG(−D) =
0. The Bessel function Yν(s) has a singularity at s = 0,
so for many choices of ω and cj , αj  1 and the sec-
ond term needs to be neglected for stable numerical eval-
uation. The order of the Bessel function is set by the fre-
quency ν = bωc , or, using the dispersion relation, wavenum-
ber ν =
√
b2f20
c2 + b
2k2. The F modes are found by taking
the derivative,
F expj (z) =
N0
2g
ez/b
[
Jν−1
(
bN0
cj
ez/b
)
− Jν+1
(
bN0
cj
ez/b
)
+αj
(
Yν−1
(
bN0
cj
ez/b
)
− Yν+1
(
bN0
cj
ez/b
))]
(62)
The discretization into modes is a result of applying the
second boundary condition, in this case either a rigid lid
G(0) = 0 or a free-surface G(0) = F (0), and then finding
the eigenmode speeds ci =
√
ghi that satisfy those con-
ditions. The ci’s are therefore determined by the roots of
Bessel functions, for which there is no general closed form
solution. The challenge then becomes finding bounds for
the roots and writing the equation in a form suitable for a
root finding algorithm.
In practice it’s easiest to find the inverse of the ci’s, so
we let x = bN0c and then write the root equation, f(x) =
0, in terms of parameter function ν(x) and s(x). Again,
stable numerical evaluation requires that we work around
the singularity of Yν , so if ν(x) < s(x)e−D/b, then we take
fνsmall(x) = A(x)Jν(x)
(
e−D/bs(x)
)
+B(x)Yν(x)
(
e−D/bs(x)
)
(63)
and when ν(x) > s(x)e−D/b we take
fνbig(x) = A(x)Jν(x)
(
e−D/bs(x)
)
/Yν(x)
(
e−D/bs(x)
)
+B(x)
(64)
where in either case the rigid-lid condition requires
A(x) =Yν(x) (s(x)) (65)
B(x) =− Jν(x) (s(x)) (66)
and the free-surface requires,
A(x) =Yν(x) (s(x))− α
s(x)
(
Yν(x)−1 (s(x))− Yν(x)+1 (s(x))
)
(67)
B(x) =− Jν(x) (s(x)) + α
s(x)
(
Yν(x)−1 (s(x))− Yν(x)+1 (s(x))
)
.
(68)
• ω-constant solution
The parameter functions are defined as,
ν(x) =
ωx
η
(69)
s(x) =
N0x
η
(70)
where the scaling factor η is chosen from the WKB
approximated solution (Desaubies, 1973),
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– ω > N0e−D/b
The root equation must be taken to be fνbig(x)
and,
ηpi =
√
N20 − ω2 − ω cos−1
(
ω
N0
)
(71)
(from Desaubies (1973) eqn 2.18) the first n
modes are found within [0.5, n+ 1].
– otherwise
The root equation must be taken to be fνsmall(x)
and,
ηpi =
√
N20 − ω2 − ω cos−1
(
ω
N0
)
−
√
N20 e
−2D/b − ω2 + ω cos−1
(
ω
N0
eD/b
)
(72)
(from Desaubies (1973) eqn 2.19) the first n
modes are found within [0.5, n+ 1].
• K-constant solution
Unlike the ω-constant solution, the order of the Bessel
function changes for each root, and therefore the root
equation being used may have to change during evalu-
ation.
The parameter functions are defined as,
ν(x) =
√
2x2 + λ2 (73)
s(x) =x (74)
where  = f0N0 and λ = bk. Desaubies (1973) provides
low-frequency (lf) and high-frequency (hf) bounds for
the eigenvalues, which we can be written in terms of
wavenumber,
xlf(j) =
(
j − 1
4
)
pi + λ
pi
2
(75)
xhf(j) =λ
[
1 +
1
2
(
3pi(4j − 1)
λ8
√
2
) 2
3
]
(76)
We transition at
xν =
λ√
52e−2D/b − 2 (77)
To set the search bounds for the root algorithm, we
want
xlower =
{
xlf(1) λ < 2(1− 14 ) · 10−1
xhf(1) otherwise
(78)
and,
xupper =
{
xlf(1.1n) λ < n− 14
xhf(5n) otherwise
(79)
so the first n modes are found within [xlower, xupper].
Normalization is performed by direct evaluation of the
mode functions for the Umax and Wmax, and by numerical
integration for the K-constant norm and ω-constant norm
norms.
A.3 WKB solution
Desaubies (1973) found the WKB solution for stratifica-
tion with at most one turning point zT . Simplified and using
the notation of this manuscript, the WKB solution with sin-
gle turning point zT is,
GWKBj (z, ω) = A
√
pi
(
ξ
ω2 −N2
) 1
4
Ai(ξ) (80)
FWKBj (z, ω) = A
√
pi
(
ξ
ω2 −N2
) 1
4
ξz Ai
′(ξ) (81)
where ξ = sgn(ω2 −N2) ( 32q) 23 and we’ve defined
q(z) =
1√
ghj
∣∣∣∣∫ z
zT
√
|N2 − ω2| dz
∣∣∣∣ (82)
so that it goes to zero at the turning point, but is positive ev-
erywhere else. The eigenvalue is proportional to the integral
of the stratification over the oscillatory region,
√
ghj =
1(
j − 14
)
pi
∣∣∣∣∫ 0
zT
√
|N2 − ω2| dz
∣∣∣∣ (83)
while normalization coefficient for the K-constant norm is
A(ω) = (−1)j
√
2g
[∫ 0
zT
N2 − f20√
N2 − ω2 dz
]− 12
. (84)
It is useful to note that away from the turning point, the Airy
function Ai(ξ) can be approximated as sinusoidal above the
turning point and exponentially decaying below the turning
point,
GWKBj (z, ω) =
1√
2
A(ω)
4
√|N2 − ω2| ·
{
1√
2
e−q, for z > zT
sin q + cos q, for z < zT
(85)
In the case of no turning point (ω < N(z),∀z ∈
[−D, 0]) the WKB solution is
GWKBj (z, ω) =
A(ω)
4
√
N2 − ω2 sin q (86)
FWKBj (z, ω) =−
A(ω)N2z hj
4(N2 − ω2)5/4 sin q (87)
+A(ω)
√
hj
g
4
√
N2 − ω2 cos q (88)
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where we’ve taken zT = −D in 82. The eigenvalue is now√
ghj =
1
jpi
∣∣∣∣∫ 0−D√|N2 − ω2| dz
∣∣∣∣ (89)
Note that this solution does reduce to the exact solution for
constant stratification.
B SQG mode solutions
The SQG modes are computed by taking the Fourier
transform of ψ in equation 11 and scaling by the Fourier
transformed boundary condition ρˆ(k, l, z = 0) such that
ψ(x, y, z) =
∫ ∫ (− gρ0 ρˆ∣∣z=0)φ(k, l, z)ei(kx+ly) dk dl.
Equation 11 then becomes,
0 = −K2φ+ ∂
∂z
(
f20
N2
∂φ
∂z
)
(90)
with surface boundary condition f0∂zφ = 1 and bottom
boundary boundary condition ∂zφ = 0 (and vice-versa for
the bottom boundary modes).
To solve this problem numerically, we project φ onto a
Chebyshev basis where v = Tvˆ is the vector representation
of φ. The equation for the SQG modes becomes[
N2∂zzT− ∂z(N2)∂zT− K
2N4
f20
T
]
vˆ = 0 (91)
in the interior with boundary conditions f0∂zTvˆ = 1 and
f0∂zTvˆ = 0 for the surface mode.
The numerical implementation of equation 91 is vali-
dated against the known analytical solutions.
B.1 Constant stratification
The surface quasigeostrophic modes for constant stratifi-
cation can be found in (Tulloch and Smith, 2009b). For the
upper boundary this is,
f0φ
const
sur (z) =
1
λ
cosh (λ(z +D))
sinh (λD)
(92)
and the lower boundary,
f0φ
const
bot (z) = −
1
λ
cosh (λz)
sinh (λD)
(93)
where λ = KN0f0 . These solutions cannot be evaluated nu-
merically for all wavenumbers and depths because the sinh
function may overflow. Instead, we use
f0φ
const
sur (z) =
1
λ
eλz + e−λ(z+2D)
1− e−2λD (94)
and
f0φ
const
bot (z) = −
1
λ
eλ(z−D) + e−λ(z+D)
1− e−2λD (95)
for reliable numerical evaluation.
B.2 Exponential stratification
The surface SQG modes for exponential stratification
are first solved by LaCasce (2012). Defining the scale
η ≡ N0Kb2f0 , the surface mode is given by
φexpsur =
e
z
b
N0K
K0
(
2ηe−
D
b
)
I1
(
2ηe
z
b
)
+ I0
(
2ηe−
D
b
)
K1
(
2ηe
z
b
)
I0(2η)K0
(
2ηe−
D
b
)
−K0(2η)I0
(
2ηe−
D
b
)
(96)
while the bottom mode can be shown to be,
φexpbot =
e
z+2D
b
N0K
K0(2η)I1
(
2ηe
z
b
)
+ I0(2η)K1
(
2ηe
z
b
)
K0(2η)I0
(
2ηe−
D
b
)
− I0(2η)K0
(
2ηe−
D
b
) .
(97)
Bessel functions K0 and K1 should not be confused with
the wavenumber K.
B.3 WKB solution
The WKB solution for the SQG mode does not appear to
have been previously derived. Assuming a solution of the
form φ = eq(z) and inserting this into equation 11, we have
that,
q′′ + q′2 − 2 (lnN)′ q′ −N2K2 = 0. (98)
We then assume a series expansion q = q0 + q1 + ... com-
bined with the assumption that both q′′ and N ′ are O().
The two lowest order equations are therefore,
q′0
2 −N2K2 =0 O(1) (99)
q′′0 + 2q
′
0q
′
1 − 2 (lnN)′ q′0 = 0 O() (100)
which has solution,
φ(z) ≈
√
N(z)
N0
[
Ae
K
f0
∫ z
−D N(z) +Be−
K
f0
∫ z
−D N(z)
]
.
(101)
Applying boundary condition f0φz(−D) = 0 and
f0φz(0) = 1, the surface mode is
φWKBsur (z) ≈
1
KN0
√
N(z)
N0
[
αes(z) + e(−s(z)+2s(−D))
α (b+ 1) + (b− 1) e2s(−D)
]
(102)
where s(z) ≡ Kf0
∫ z
0
N(z) dz in the integral from the sur-
face to depth, while a = f0Nz(−D)2KN2(−D) , b =
f0Nz(0)
2KN20
, and
α = 1−a1+a .
For constant stratification this reduces to the result in ap-
pendix B.1.
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InternalModeBase
Spectral
WKBSpectral DensitySpectral WKB
FiniteDifference ConstantStratification
AdaptiveSpectral
InternalModes 
(Class cluster)
ExponentialStratification
Figure 9. Class hierarchy for the Matlab
implementation of the algorithms in this
manuscript. InternalModesBase is an ab-
stract class.
C Class hierarchy
The algorithms in this manuscript are implemented as
classes in Matlab in order to take advantage of class-
based inheritance. The class hierarchy is shown in fig-
ure 9, where InternalModeBase is the abstract super-
class which defines the primary interface. A class cluster
InternalModes (not part of the hierarchy) is included
to provide a single interface from which to initialize all the
concrete subclasses.
The primary Spectral class uses depth (z) coordi-
nates from section 4 to compute the eigenvalue problem,
while the DensitySpectral and WKBSpectral sub-
classes use the stretched coordinates described in sections
4.2 and 4.3, respectively. The AdaptiveSpectral
class overrides its superclass when the frequency
is high enough, as described in section 4.4. The
ConstantStratification class implements
the analytical solution from A.1 and B.1, while the
ExponentialStratification class implements the
analytical solution from A.2 and B.2. The WKB class
implements the WKB approximated solution from A.3
and B.3 and inherits from the Spectral class in order
to use the spectrally computed stratification function, N2.
The FiniteDifference class uses finite difference
matrices of arbitrary order, on arbitrary grids using the
algorithm described in Fornberg (1998).
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