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FILTRATIONS, FACTORIZATIONS AND EXPLICIT FORMULAE FOR
HARMONIC MAPS
MARTIN SVENSSON AND JOHN C. WOOD
Abstract. We use filtrations of the Grassmannian model to produce explicit algebraic formulae
for all harmonic maps of finite uniton number from a Riemann surface, and so all harmonic maps
from the 2-sphere, to the unitary group for a general class of factorizations by unitons. We show
how these specialize to give explicit formulae for such harmonic maps to each of the classical
compact Lie groups and their inner symmetric spaces — the nonlinear σ-model of particle
physics. Our methods also give an explicit Iwasawa decomposition of the algebraic loop group.
1. Introduction
In [22], K. Uhlenbeck showed how to construct harmonic maps from a Riemann surface
to the unitary group U(n) by starting with a constant map and successively modifying it
by a process called ‘adding a uniton’, a sort of Ba¨cklund transform. She showed that all
harmonic maps from the 2-sphere S2 could be obtained that way. Harmonic maps from the
2-sphere are particularly important for three reasons: (i) they are equivalent to harmonic
maps of finite energy from the plane [20]; (ii) they constitute the nonlinear σ-model of
particle physics, see, e.g., [25]; (iii) they are precisely the minimal branched immersions
of S2 in the sense of [14]. More generally, Uhlenbeck’s method gives all harmonic maps
from other Riemann surfaces which are of finite uniton number ; these maps are also
minimal branched immersions. Various ways of making this more explicit were given by
the second author and others, e.g., [24]; however, finding the unitons involved the solution
of ∂¯-problems, which could rarely be solved explicitly.
In [11], M. J. Ferreira, B. A. Simo˜es and the second author showed how to solve this
problem, producing algebraic formulae for the unitons, and thus for all harmonic maps
of finite uniton number from a surface to the unitary group. They used the factorization
essentially due to G. Segal [21] which is dual to that used by Uhlenbeck. They then related
their formulae to the Grassmannian model of Segal. By a completely different method in
which the unitons are thought of as stationary Ward solitons, B. Dai and C.-L. Terng [7]
obtained explicit formulae for the unitons of the Uhlenbeck factorization.
In the present paper, we use filtrations of the Grassmannian model to produce explicit
algebraic formulae for harmonic maps of finite uniton number for a general class of fac-
torizations, including not only those above, but also factorizations obtained by a mixture
of them and the factorization by Az-images studied by the second author [24]. On the
way, we establish many useful formulae relating uniton factorizations and filtrations.
Finally, we show how to apply our methods to finding harmonic maps of finite uniton
number from a surface to the special orthogonal group SO(n) and the real Grassmannians;
we also find harmonic maps to the space SO(2m)
/
U(m) of orthogonal complex structures.
Here we use a factorization by alternate Uhlenbeck and Segal steps; our formulae for such
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mixed factorizations then give explicit formulae for all such harmonic maps, see Theorems
6.3 and 6.8, and Corollary 6.5.
The same methods apply to find all harmonic maps of finite uniton number from a
surface to the symplectic group Sp(m) and quaternionic Grassmannians; here the factor-
ization is that studied by Q. He and Y. Shen [15], Y. Dong [8] and R. Pacheco [18].
We can also find harmonic maps to the space Sp(m)
/
U(m) of ‘quaternionic’ complex
structures on C2m (equivalently, Lagrangian subspaces of C2m). In this way, we obtain
explicit formulae for all harmonic maps of finite uniton number from surfaces to the
classical compact Lie groups and their inner symmetric spaces. Note that our methods
could be extended to find pluriharmonic maps from Ka¨hler manifolds to these spaces
using ideas of [17].
The paper is arranged as follows. In §2, we give formulae relating factorizations and
filtrations which are purely algebraic; in particular, we study the two extreme filtrations
of Segal and Uhlenbeck.
Then in §3, we discuss extended solutions of harmonic maps, their factorizations and
filtrations, and study how operators in the Grassmannian model correspond to operators
on the corresponding subbundles. A special case is that of extended solutions which are
invariant under the ‘additional S1-action’ of C.-L. Terng discussed in [22, §7]; as in [4],
this extends to an action of C \ {0} which can be used to deform any harmonic map to
an S1-invariant one.
Our explicit formulae for harmonic maps are given in §4; we show how these give explicit
formulae for the algebraic Iwasawa decomposition (Theorem 4.8). In §5, we see how our
methods apply to give harmonic maps to complex Grassmannians.
Finally, in §6, we apply our methods to give harmonic maps to the groups SO(n),
Sp(m) and their inner symmetric spaces: the real and quaternionic Grassmannians and
the spaces SO(2m)
/
U(m) and Sp(m)
/
U(m). We thus see how to obtain explicit formulae
for all harmonic maps of finite uniton number from a surface, in particular, all harmonic
maps from the 2-sphere, into the classical Lie groups and their inner symmetric spaces.
2. Some basic algebraic formulae
2.1. The Grassmannian model of ΩU(n). For a Lie group G, we recall that the group
of (free) loops on G is given by
ΛG = {γ : S1 → G : γ is smooth},
and the group of (based) loops on G is given by
ΩG = {γ ∈ ΛG : γ(1) = e}.
where e denotes the identity element of G. We shall mainly consider the case when G is
the unitary group U(n), where n is a fixed positive integer, or one if its subgroups: the
orthogonal group or symplectic group.
We denote by H = H(n) the Hilbert space L2(S1,Cn). By expanding into Fourier series,
we have
H = linear closure of {λiej : i ∈ Z, j = 1, . . . , n}
where {e1, . . . , en} is the standard basis for Cn; in fact, {λiej : i ∈ Z, j = 1, . . . , n} is a
complete orthonormal system for H.
The natural action of U(n) on Cn induces an action of ΩU(n) on H which is isometric
with respect to the L2 inner product. We consider the closed subspace
H+ = linear closure of {λiej : i ∈ N, j = 1, . . . , n}
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where N = {0, 1, 2, . . .}. The action of ΩU(n) on H induces an action of ΩU(n) on
subspaces of H; denote by Gr = Gr(n) the orbit of H+ under that action. For a precise
description of the elements of Gr we refer to [19]; here we just note that any W ∈ Gr is
closed under multiplication by λ, i.e., λW ⊂W , and we have a bijective map
(2.1) ΩU(n) ∋ Φ 7→W = ΦH+ ∈ Gr;
we call W the Grassmannian model of Φ, we shall frequently use this identification. The
map (2.1) restricts to a bijection from the algebraic loop group ΩalgU(n) consisting of
those γ ∈ ΩU(n) given by finite Laurent series: γ =∑ri=s λkTk where r ≥ s are integers
and the Tk are n×n complex matrices, to the set of λ-closed subspaces W of H satisfying
λrH+ ⊂W ⊂ λsH+
for some integers r ≥ s. Note that such a subspace can also be thought of as a subspace
of the quotient vector space λsH+/λrH+; this quotient space with the inner product in-
duced from H may be naturally identified with the finite-dimensional vector space C(r−s)n
equipped with its standard Hermitian inner product.
From now on, let r ∈ N, and let ΩrU(n) denote the set of polynomials Φ =
∑r
k=0 λ
kTk
of degree at most r. Then (2.1) further restricts to a bijection from ΩrU(n) to the subset
Grr of those W ∈ Gr satisfying
λrH+ ⊂W ⊂ H+ .
For any i ∈ Z, let Pi : H → Cn denote the i’th natural projection given by L =∑
λiLi 7→ Li. For any subspace α of Cn, we denote by πα and π⊥α orthogonal projection
onto α and its orthogonal complement α⊥, respectively. The fundamental idea behind
relating uniton factorizations and filtrations is the following construction due to Segal
[21], though the terminology is ours.
Let Φ, Φ˜ ∈ ΩU(n) and set W = ΦH+ , W˜ = Φ˜H+ ∈ Gr. We say that W˜ (or Φ˜) is
obtained from W (or Φ) by a λ-step if
(2.2) λW˜ ⊂W ⊂ W˜ , equivalently, W ⊂ W˜ ⊂ λ−1W.
Lemma 2.1. Let W = ΦH+ and W˜ = Φ˜H+ where Φ, Φ˜ ∈ ΩU(n). Then W˜ is obtained
by a λ-step from W if and only if
Φ = Φ˜(πα + λπ
⊥
α ) equivalently Φ˜ = Φ(πα + λ
−1π⊥α ) , for some subspace α.
Further,
(2.3) α = P0Φ˜
−1W and α⊥ = P0Φ
−1λW˜ ;
conversely,
(2.4) W = Φ˜(α) + λW˜ = Φ(α) + λW˜ and W˜ = Φ˜(α⊥) +W = λ−1Φ(α⊥) +W.
Here, P0Φ
−1λW˜ means P0
(
Φ−1(λW˜ )
)
.
Proof. Suppose that W˜ is obtained from W by a λ-step, so that λΦ˜H+ ⊂ ΦH+ ⊂ Φ˜H+ .
Then λH+ ⊂ Φ˜−1ΦH+ ⊂ H+ , which implies that Φ˜−1ΦH+ = α+ λH+ = (πα+ λπ⊥α )H+
for some subspace α ⊂ Cn; hence Φ = Φ˜(πα + λπ⊥α ). The converse is immediate, as are
(2.3) and (2.4). 
Thus a λ-step W 7→ W˜ is equivalent to a choice of subspace α of Cn. Note that we do
not exclude the extreme cases: (i) α = Cn, then Φ˜ = Φ and W˜ = W ; (ii) α = the zero
subspace, then Φ˜ = λ−1Φ and W˜ = λ−1W .
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For the rest of this section, let W = ΦH+ ∈ Grr where Φ ∈ ΩrU(n). Note that, if
r = 0, then Φ = I, the identity matrix, so that W = H+ .
Definition 2.2. By a λ-filtration (Wi) of W we mean a nested sequence
W =Wr ⊂Wr−1 ⊂ · · · ⊂W0 = H+
of λ-closed subspaces of H+ with each Wi−1 is obtained from Wi by a λ-step, i.e.,
(2.5) λWi−1 ⊂Wi ⊂Wi−1 (i = 1, . . . , r).
By a simple induction starting with W0 = H+ we see that each Wi ∈ Gri . We now
identify the subspaces and loops associated to a λ-filtration.
Proposition 2.3. Let (Wi) be a λ-filtration of W . Define a sequence Φi ∈ ΩU(n)
inductively by Φ0 = I and Φi = Φi−1(παi + λπ
⊥
αi) (i = 1, . . . , r) where
(2.6) αi = P0Φ
−1
i−1Wi .
Then ΦiH+ =Wi .
Proof. We use induction on i. For i = 0, it is trivial. For i = 1, (2.5) implies that
W1 = V + λH+ for some subspace V ⊂ Cn and (2.6) gives α1 = P0W1 = V . Hence
W1 = πα1H+ + λH+ = (πα1 + λπ⊥α1)H+ = Φ1H+ ,
as desired.
Now suppose that Φi−1H+ =Wi−1 for some i > 1. Then, from (2.5) and the induction
hypothesis, λH+ ⊂ Φ−1i−1Wi ⊂ H+ , so that, by (2.6),
Φ−1i−1Wi = αi + λH+ = (πi + λπ⊥i )H+ .
Hence ΦiH+ =Wi , completing the induction step. 
The proposition implies that
(2.7) Φ0 = I, and Φi = (πα1 + λπ
⊥
α1) · · · (παi + λπ⊥αi) (i = 1, 2, . . . , r) ;
thus, the Φi are polynomials in λ of the form
(2.8) Φi = T
i
0 + λT
i
1 + · · ·+ λiT ii (λ ∈ S1)
where the T ij are n× n complex matrices.
The proposition shows that the choice of a λ-filtration (Wi) of W is equivalent to the
choice of a sequence (αi) of subspaces of C
n; this is equivalent, in turn, to a factorization
of Φ:
(2.9) Φ = (πα1 + λπ
⊥
α1) · · · (παr + λπ⊥αr).
Indeed, given (Wi), define the sequence (αi) by (2.6); conversely, given an arbitrary
sequence (αi) of subspaces, define the sequence (Φi) by (2.7) and then set Wi = ΦiH+ .
From Lemma 2.1 we obtain the following formulae.
Corollary 2.4. Let (Wi) be a λ-filtration. Then for i = 1, . . . , r, we have
(i) α⊥i = P0Φ
−1
i (λWi−1) ;
(ii) Wi = Φi−1(αi)⊕ λWi−1 = Φi(αi)⊕ λWi−1 ;
(iii) Wi = Φi(α
⊥
i+1)⊕Wi+1 = λ−1Φi+1(α⊥i+1)⊕Wi+1 ;
Furthermore, all the direct sums are orthogonal direct sums with respect to the L2 inner
product on H+ . 
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From (2.8) we obtain
Φ −1i = Φi
∗ = Si0 + λ
−1Si1 + · · ·+ λ−iSii (λ ∈ S1),
where each Sis is the adjoint (T
i
s)
∗ of T is . On the other hand, from (2.7) we obtain
Φ −1i = (παi + λ
−1π⊥αi) · · · (πα1 + λ−1π⊥α1) .
Comparing these, we see that Sis is the sum of all i-fold products of the form Πi · · ·Π1
where exactly s of the Πj are π
⊥
αj and the other i− s are παj .
Corollary 2.5. We have the following explicit formulae for each subspace αi :
(2.10) (a) αi =
( i−1∑
s=0
Si−1s Ps
)
Wi , (b) α
⊥
i =
( i∑
s=1
SisPs−1
)
Wi−1 .
Proof. The formulae are obtained by expanding (2.6) and using Corollary 2.4(i). 
2.2. Two extreme filtrations. There are two natural λ-steps, which we shall call the
Segal and Uhlenbeck steps, given on a subspace W ∈ Gri by
W Si−1 =W + λ
i−1H+ , WUi−1 = (λ−1W ) ∩H+ = (λ−1W ) ∩H+ + λi−1H+ ,
respectively; note that the Segal step depends on i. Since (λ−1W ∩ H+) + λi−2H+ =(
λ−1(W + λi−1H+)
) ∩H+ , the Segal and Uhlenbeck steps commute.
Starting with a subspace W ∈ Grr and iterating these steps gives λ-filtrations of W
which appear in the work of Segal [21] and Uhlenbeck [22]:
W Si = W + λ
iH+ (i = 0, . . . , r) (the Segal filtration);(2.11)
WUi = (λ
i−rW ) ∩H+ (i = 0, . . . , r) (the Uhlenbeck filtration).(2.12)
We call the corresponding subspaces αi and factorization (2.9) the Segal (resp. Uhlen-
beck) subspaces and factorization. The following proposition shows that these are the two
extremes of the possible filtrations of W .
Proposition 2.6. Let W ∈ Grr . For any λ-filtration (Wi) of W , we have
W Si ⊂Wi ⊂WUi (i = 0, . . . , r).
Proof. Since λiH+ ⊂Wi and W ⊂Wi, we see that
W Si =W + λ
iH+ ⊂Wi (i = 0, . . . , r).
To show that Wi ⊂ WUi , we use reversed induction: since Wr = WUr = W , it is true for
i = r. Assume that it is true for some i. Then we see that
Wi−1 ⊂ λ−1Wi ⊂ λ−1(λi−rW ) = λi−1−rW.
Since Wi−1 ⊂ H+ it follows that Wi−1 ⊂ (λi−1−rW ) ∩ H+ = WUi−1 , and the induction
step is complete. 
Remark 2.7. For any i ≥ 1 and W ∈ Gri , set W I = λi−1W⊥ where W denotes the
complex conjugate of W . If W = ΦH+ , then clearly W I = λiΦH+; it follows that
W 7→W I is an involution on Gri. Furthermore, (i) if W˜ is obtained from W by a λ-step
with subspace α, then W˜ I is obtained from W I by a λ-step with subspace α⊥; (ii) if the
step W 7→ W˜ is Segal (resp. Uhlenbeck) then the step W I 7→ W˜ I is Uhlenbeck (resp.
Segal).
This involution induces an involution on λ-filtrations: given a λ-filtration (Wi), setting
W Ii = λ
i−1Wi
⊥
defines another λ-filtration (W Ii ). See also Example 3.8.
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We now see what choices of subspace correspond to Segal and Uhlenbeck steps.
Proposition 2.8. For i ≥ 1, let Φ ∈ ΩiU(n). Write
(2.13) Φ = T0 + T1λ+ · · ·+ Tiλi so that Φ−1 = S0 + S1λ−1 + · · ·+ Siλ−i
where Sj is the adjoint of Tj (j = 1, . . . , i). Let α be a subspace of C
n. Write W = ΦH+ ,
Φ˜ = Φ(πα + λ
−1π⊥α ) and W˜ = Φ˜H+ . Then
(i) W˜ =W + λi−1H+ (Segal step) if and only if α = ker(Ti) ;
(ii) W˜ = (λ−1W ) ∩H+ (Uhlenbeck step) if and only if α = Im(S0).
(Note that we do not insist that Ti or S0 be non-zero.)
Proof. (i) W˜ =W + λi−1H+ if and only if Φ−1(λW˜ ) = λH+ + λiΦ−1H+ . Since W˜ ⊂W
and λH+ ⊂ Φ−1(λW˜ ), this is equivalent to P0Φ−1(λW˜ ) = P0λiΦ−1H+ . By Corollary
2.4(i), this holds if and only if
α⊥ = P0λ
iΦ−1H+ = Im(Si), equivalently, α = ker(Ti).
(ii) This follows from (i) by applying the involution of Remark 2.7. 
The following result shows how the particular choices of extreme filtrations correspond
to ‘covering’ properties of the corresponding subspaces.
Proposition 2.9. Let W ∈ Grr. Let (Wi) be a λ-filtration of W and let αi be the
corresponding subspaces given by Proposition 2.3.
(i) Suppose that, for some i = 1, . . . , r − 1, we have Wi−1 = Wi + λi−1H+ . Then
Wi =Wi+1 + λ
iH+ if and only if
(2.14) παi(αi+1) = αi .
In particular, (Wi) is the Segal filtration of W if and only if (2.14) holds for all i =
1, . . . , r − 1.
(ii) Suppose that, for some i = 1, . . . , r − 1, we have Wi−1 = (λ−1Wi) ∩ H+ . Then
Wi = (λ
−1Wi+1) ∩H+ if and only if
(2.15) παi+1(αi) = αi+1 .
In particular, (Wi) is the Uhlenbeck filtration of W if and only if (2.15) holds for all
i = 1, . . . , r − 1.
Proof. (i) By Corollary 2.4(ii), we have
Wi+1 + λ
iH+ = Φi(αi+1) + λWi + λiH+ = Φi(αi+1) + λ(Wi + λi−1H+)
= Φi(αi+1) + λWi−1 = Φi−1
(
(παi + λπ
⊥
αi)(αi+1) + λH+
)
= Φi−1
(
παi(αi+1) + λH+
)
.(2.16)
Now, if Wi =Wi+1 + λ
iH+ , then applying Φ−1i−1 to the above gives
Φ−1i−1Wi = παi(αi+1) + λH+ .
By Proposition 2.3, P0Φ
−1
i−1Wi = αi , so that the last equation implies (2.14).
Conversely, if (2.14) holds, then the right-hand side of (2.16) equals
Φi−1(αi + λH+) = ΦiH+ =Wi ,
which establishes (i). The proof of (ii) is similar. 
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2.3. S1-invariant polynomials. Recall (e.g. [22, §7]) that there is an S1-action on
ΩU(n) given by (µ∗Φ)λ = ΦµλΦ
−1
µ
(
µ ∈ S1, Φ ∈ ΩU(n)).We now identify all S1-invariant
polynomials, i.e., polynomials Φ ∈ ΩU(n) which satisfy ΦλΦµ = Φλµ (λ, µ ∈ S1).
The next result follows easily from [22, §10].
Proposition 2.10. Φ ∈ ΩrU(n) so that W = ΦH+ ∈ Grr. Denote by β1, . . . , βr and
γ1, . . . , γr the subspaces of C
n corresponding to the Segal and the Uhlenbeck filtrations of
W , respectively, so that
(2.17) Φ = (πβ1 + λπ
⊥
β1) · · · (πβr + λπ⊥βr) = (πγ1 + λπ⊥γ1) · · · (πγr + λπ⊥γr).
Then the following are equivalent:
(i) βi ⊂ βi+1 (i = 1, . . . , r − 1);
(ii) Φ is S1-invariant;
(iii) W =
∑r−1
i=0 λ
iβi+1 + λ
rH+;
(iv) W =
∑r−1
i=0 λ
iPiW + λ
rH+;
(v) γi+1 ⊂ γi (i = 1, . . . , r − 1).
Furthermore, if any of the above hold, then γi = βr−i+1 for all i = 1, . . . , r. 
Corollary 2.11. Let Φ ∈ ΩrU(n) be S1-invariant. Let W˜ = Φ˜H+ ∈ Ωr−1U(n) be
obtained from W = ΦH+ be a Segal or Uhlenbeck step. Then Φ˜ is also S1-invariant.
Proof. It is easy to see that, if W = ΦH+ satisfies (iv), then W Sr−1 = W + λr−1H+ and
WUi−1 = (λ
−1W ) ∩H+ continue to satisfy (iv) (with r replaced by r − 1). 
For S1-invariant harmonic maps, see §3.3.
3. Harmonic maps and extended solutions
3.1. Basic facts. We review some well-known facts about harmonic maps, extended
solutions, and their Grassmannian models; our main references are [22], [12] and [4].
From now on, M will denote a Riemann surface, and G will denote U(n) or a compact
Lie subgroup of U(n), equipped with the natural bi-invariant metric from U(n). All maps
and sections are assumed smooth unless otherwise stated. For any complex vector space
V , we denote by V the trivial bundle M × V over M
For any map ϕ : M → G, we define a 1-form with values in the Lie algebra g of G as
half the pull-back of the Maurer-Cartan form, i.e., Aϕ = 12ϕ
−1dϕ.
Let U(n) act on Cn in the standard way. ThenDϕ = d+Aϕ defines a unitary connection
on the trivial bundle Cn. We decompose Aϕ andDϕ into types: to do this, for convenience
we take a local complex coordinate z on an open set U of M and write dϕ = ϕzdz+ϕz¯dz¯,
A = Aϕz dz +A
ϕ
z¯ dz¯, D
ϕ = Dϕz dz +D
ϕ
z¯ dz¯, ∂z = ∂/∂z and ∂z¯ = ∂/∂z¯; then
Aϕz =
1
2
ϕ−1ϕz , A
ϕ
z¯ =
1
2
ϕ−1ϕz¯ , D
ϕ
z = ∂z +A
ϕ
z , D
ϕ
z¯ = ∂z¯ +A
ϕ
z¯ .
The (Koszul–Malgrange) holomorphic structure induced by ϕ is the unique holomorphic
structure on Cn with ∂¯-operator given locally by Dϕz¯ ; we denote the resulting holomorphic
vector bundle by (Cn,Dϕz¯ ). If ϕ is constant, D
ϕ
z¯ = ∂z¯, giving C
n the standard (product)
holomorphic structure. Now [22] a map ϕ : M → G is harmonic if and only if Aϕz is
a holomorphic endomorphism of the holomorphic vector bundle (Cn,Dϕz¯ ). In particular
its image and kernel form holomorphic subbundles of (Cn,Dϕz¯ ), defined away from the
discrete subset of M where the rank of Aϕz drops; it is clear that these subbundles are
independent of the local complex coordinate z. By ‘filling out zeros’ as in [6, Proposition
2.2], these image and kernel subbundles can be extended to holomorphic subbundles over
the whole of M , which we shall denote by ImAϕz and kerA
ϕ
z , respectively.
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Let gC denote the complexified Lie algebra g⊗ C.
Definition 3.1. A smooth map Φ : M → ΩG is said to be an extended solution if, with
respect to any local holomorphic coordinate z on U ⊂M , we have
Φ−1Φz = (1− λ−1)A,
for some map A : U → gC.
For any map Φ : M → ΩG and λ ∈ S1, we define Φλ : M → G by Φλ(p) = Φ(p)(λ)
(p ∈M). If Φ :M → ΩG is an extended solution, the map ϕ = Φ−1 :M → G is harmonic
and ϕ−1ϕz = 2A, so that A = A
ϕ
z .
Conversely, given a harmonic map ϕ : M → G, an extended solution Φ : M → ΩG
satisfying
Φ−1Φz = (1− λ−1)Aϕz
is said to be associated to ϕ. In this case, ϕ = gΦ−1 for some g ∈ G. Extended solutions
always exist locally; they exist globally if the domain M is simply-connected, for example
if M = S2. Further, uniqueness is achieved by specifying an initial value Φ(z0) ∈ ΩG for
some z0 ∈M . Note that any two extended solutions Φ, Φ˜ associated to the same map ϕ
differ by a loop, i.e., Φ = γΦ for some γ ∈ ΩG.
For any N ∈ N, let G∗(CN ) denote the Grassmannian of subspaces of CN ; thus G∗(CN )
is the disjoint union of the complex GrassmanniansGk(C
N ) for k ∈ {0, 1, . . . , N}. We shall
frequently identify a map W :M → Gk(CN ) with the rank k subbundle of CN =M ×CN
whose fibre at p ∈ M is W (p); we denote this subbundle also by W (not underlining, in
contrast to [6, 11]).
For a smooth map Φ :M → ΩU(n), set W = ΦH+ :M → Gr. It is easy to see that Φ
is an extended solution if and only if W satisfies the two conditions:
(3.1) (a) ∂z¯σ ∈ Γ(W ), (b) λ∂zσ ∈ Γ(W )
(
σ ∈ Γ(W ));
here Γ(·) denotes the space of smooth sections of a vector bundle. Condition (a) says that
W is a holomorphic subbundle of the trivial holomorphic bundle H = (M × H, ∂z¯), and
condition (b) says that it is closed under the operator F : Γ(H)→ Γ(H) given by
(3.2) F = λ∂z , i.e., F (σ) = λ∂zσ
(
σ ∈ Γ(H)).
Conversely, if W : M → Gr is a map satisfying conditions (3.1), then W = ΦH+ for
some extended solution Φ :M → ΩU(n). We shall therefore call both W and Φ extended
solutions; we shall also refer to W as the Grassmannian model of Φ.
An extended solution is called algebraic if it has a finite Laurent expansion Φ =∑r
k=s λ
kTk where r ≥ s are integers and the Tk :M → gl(n,C) are smooth maps. An ar-
gument of Uhlenbeck [22, Theorem 11.5] shows that, if M is compact and ϕ :M → U(n)
admits an associated extended solution, then it has an algebraic associated extended so-
lution Φ. Indeed, fix a base point z0 ∈M ; then the extended solution satisfying the initial
condition Φλ(z0) = I (λ ∈ S1) is algebraic, see [17, Theorem 4.2] where this is extended
to pluriharmonic maps. In particular, any harmonic map ϕ : S2 → U(n) has an algebraic
associated extended solution.
There is a one-to-one correspondence between algebraic extended solutions Φ and ex-
tended solutions W satisfying λrH+ ⊂ W ⊂ λsH+ for some integers r ≥ s (which
depend on W ). Note that we can think of W as a subbundle of the trivial bundle
M × (λsH+/λrH+), and this may be canonically identified with the trivial holomorphic
bundle C(r−s)n = (M × C(r−s)n, ∂z¯).
Let ϕ : M → U(n) be a harmonic map. Then a subbundle α of Cn is said to be a
uniton for ϕ if it is
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(i) holomorphic with respect to the Koszul–Malgrange holomorphic structure induced
by ϕ, i.e., Dϕz¯ (σ) ∈ Γ(α) (σ ∈ Γ(α));
(ii) closed under the endomorphism Aϕz , i.e., A
ϕ
z (σ) ∈ Γ(α) (σ ∈ Γ(α)).
Let ϕ : M → U(n) be a harmonic map. Uhlenbeck showed [22] that if a subbundle
α ⊂ Cn is a uniton for ϕ then ϕ˜ = ϕ(πα − π⊥α ) is harmonic.
Example 3.2. Any holomorphic subbundle of (Cn,Dϕz¯ ) contained in kerA
ϕ
z is a uniton
for ϕ; we call such a uniton basic. Any holomorphic subbundle of (Cn,Dϕz¯ ) containing
ImAϕz is also a uniton; following Piette and Zakrzewski, see [25], we call such a uniton
antibasic.
Example 3.3. It is well known (see [4]) that any connected compact inner symmetric
space can be immersed in a Lie group G as a component of
√
e = {g ∈ G : g2 = e},
and the immersion is totally geodesic. For example, when G = U(n), then
√
e = {g ∈
G : g2 = e} is the disjoint union G∗(Cn) of the complex Grassmannians Gk(Cn) for
k ∈ {0, 1, . . . , n}, and we have the totally geodesic Cartan embedding
(3.3) ι : G∗(C
n) →֒ U(n), ι(V ) = πV − π⊥V .
Note that ι(V ⊥) = −ι(V ); however, we shall normally write ι(V ) simply as V .
Let ϕ : M → G∗(Cn) be a smooth map and α a subbundle of Cn, Then [22], ϕ˜ =
ϕ(πα − π⊥α ) has image in a Grassmannian if and only if πα commutes with πϕ, and this
holds if and only if α is the direct sum of subbundles β and γ of ϕ and ϕ⊥, in which case
ϕ˜ = β⊥∩ ϕ ⊕ γ.
An important special case is when β = ϕ and γ = ImAϕz |ϕ, in which case α is a uniton
and ϕ˜ is called the ∂′-Gauss transform G′(ϕ) of ϕ; see [6] for another description.
We say that ϕ is of finite uniton number if, for some r ∈ N, we can write it as
(3.4) ϕ = ϕ0(πα1 − π⊥α1) · · · (παr − π⊥αr)
where ϕ0 ∈ U(n) is constant, and each αi is a uniton for the partial product
(3.5) ϕi−1 = ϕ0(πα1 − π⊥α1) · · · (παi−1 − π⊥αi−1) .
The minimum value of r for which (3.4) holds is called the (minimal) uniton number of
ϕ. Uhlenbeck showed that any harmonic map from a compact Riemann surface to U(n)
which admits an associated extended solution, in particular, any harmonic map from S2
to U(n), has finite (minimal) uniton number at most n− 1.
Now suppose that Φ is any extended solution associated to ϕ, then Uhlenbeck showed
further that α is a uniton for ϕ if and only if Φ˜ = Φ(πα+λπ
⊥
α ) is also an extended solution
(associated to ϕ˜ = ϕ(πα − π⊥α ) ). We shall therefore also say that α is a uniton for Φ.
Definition 3.4. Let Φ : M → ΩU(n) be a polynomial extended solution. By a uniton
factorization of Φ we mean a product
(3.6) Φ = (πα1 + λπ
⊥
α1) · · · (παr + λπ⊥αr),
where each αi is a uniton for Φi−1 = (πα1 + λπ
⊥
α1) · · · (παi−1 + λπ⊥αi−1).
Note that, if ϕ is given by (3.4), then (3.6) is an extended solution for it; in fact, for
each i, the map Φi−1 is an extended solution for (3.5) .
Set W = ΦH+ . Then a uniton factorization of Φ is equivalent to a λ-filtration (Wi)
of W with each Wi an extended solution, the equivalence is given by Wi = ΦiH+ . From
now on, by a λ-filtration of an extended solution W , we shall mean a λ-filtration (Wi) by
subbundles of Cn where each subbundleWi in the filtration is an extended solution. That
such filtrations exist is shown by the following example.
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Example 3.5. Given an extended solution W : M → Grr, all the subbundles W Si =
W + λiH+ and WUi = λ−iW ∩ H+ in the Segal and Uhlenbeck filtrations (2.11), (2.12)
of W are extended solutions, and the corresponding subbundles αi are unitons, which we
call the Segal and Uhlenbeck unitons, respectively. Denoting these by βi and γi, we call
the factorizations in (2.17) the Segal and Uhlenbeck factorizations.
For a different type of factorization, see Example 4.7.
It follows that any polynomial extended solution Φ has a factorization into unitons,
thus a harmonic map ϕ from a Riemann surface to U(n) is of finite uniton number if
and only if it has a polynomial associated extended solution. As above, this holds when
M = S2, or when M is compact and ϕ admits some (not necessarily algebraic) associated
extended solution.
Remark 3.6. If ϕ has finite uniton number, then any associated extended solution Φ
which satisfies an initial condition Φ(z0) = Q for some z0 ∈ M and Q ∈ ΩalgU(n) is
algebraic. Indeed, by hypothesis, ϕ admits a polynomial associated extended solution Φ˜,
and the associated extended solution Φ with Φ(z0) = Q is given by Φ = QΦ˜(z0)
−1Φ˜,
which is manifestly algebraic.
Note that all the algebraic formulae of Section 2 for filtrations and their associated
factorizations apply to λ-filtrations of an extended solution, with the subbundles αi now
unitons. In particular, the formulae for the Segal and Uhlenbeck unitons in Proposition
2.8 give these as ker(T ii ) and Im(S
i
0), respectively; the next lemma ensures that these are
well-defined after filling out zeros.
Lemma 3.7. [16] Let Φ :M → ΩG be an extended solution given by (2.13). Then
(i) T ii is a holomorphic endomorphism from (C
n,Dϕz¯ ) to (C
n, ∂z¯);
(ii) Si0 is a holomorphic endomorphism from (C
n, ∂z¯) to (C
n,Dϕz¯ ). 
Example 3.8. Let Φ : M → ΩrU(n) be an extended solution and consider the map
Ψ = λrΦ : M → ΩrU(n) obtained by applying the involution of Remark 2.7. This is
easily seen to be an extended solution associated to the harmonic map ϕ where ϕ = Φ−1 .
A uniton factorization (3.6) of Φ into is equivalent to the factorization Ψ = (πβ1 +
λπ⊥β1) · · · (πβr + λπ⊥βr) where βi = α⊥i . If the factorization of Φ is Segal (resp. Uhlenbeck)
then the factorization of Ψ is Uhlenbeck (resp. Segal).
3.2. Correspondence of operators under extended solutions. As usual, let Φ :
M → ΩU(n) be an extended solution associated to a harmonic map ϕ and W = ΦH+
its Grassmannian model. Note that Φ gives a linear bundle-isomorphism from H+ to W ,
and this induces a linear isomorphism between the spaces of sections Γ(H+) and Γ(W )
which we continue to denote by Φ.
Consider the following three operators on Γ(W ): (i) λ induced by the linear map
W → W , w 7→ λw, (ii) ∂z¯ defined by σ 7→ ∂z¯σ
(
σ ∈ Γ(W )), and (iii) F = λ∂z defined
by σ 7→ λ∂zσ
(
σ ∈ Γ(W )) as in (3.2). In the next result, we see how these give rise to
operators on Γ(H+).
Proposition 3.9. Under the isomorphism Φ, the operators λ, ∂z¯ and F on Γ(W ) corre-
spond to the following operators on Γ(H+) :
(i) Φ−1◦λ◦Φ = λ ; , (ii) Φ−1◦∂z¯◦Φ = Dϕz¯ − λAϕz¯ ; (iii) Φ−1◦F ◦Φ = λDϕz −Aϕz .
In particular, the three operators induce the following operators on Γ(Cn) :
(i) P0◦Φ−1◦λ◦Φ = 0 ; (ii) P0◦Φ−1◦∂z¯◦Φ = Dϕz¯ ; (iii) P0◦Φ−1◦F ◦Φ = −Aϕz .
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Proof. (i) is trivial. (ii) For a section f ∈ Γ(H+) we have
(Φ−1 ◦ ∂z¯ ◦ Φ)(f) = Φ−1
(
(∂z¯Φ)(f) + Φ(∂z¯f)
)
= (Φ−1∂z¯Φ)(f) + ∂z¯f
= (1− λ)Aϕz¯ f + ∂z¯f = Dϕz¯ f − λAϕz¯ f .
(iii) is similar. 
Note that (ii) (and (iii)) express the well-known fact that Φ gauges the flat connection
induced by Φλ to the standard connection.
Corollary 3.10. Let (Wi) be a λ-filtration of W . Then the map P0 ◦ Φ−1i : (Wi, ∂z¯) →
(Cn,Dϕiz¯ ) is holomorphic and sends (i) Wi onto C
n with kernel λWi ; (ii) λWi−1 onto α
⊥
i
with kernel λWi ; (iii) Wi+1 onto αi+1 with kernel λWi.
The corollary is illustrated by the following diagram, where all the vertical maps are
surjections.
λWi ⊂ λWi−1 ⊂ Wi ⊃ Wi+1 ⊃ λWi
0
❄
⊂ α⊥i
❄
⊂ Cn
P0 ◦Φ−1i
❄
⊃ αi+1
❄ ⊃ 0
❄
Proof. Holomorphicity follows from Proposition 3.9(iii); the rest follows from (2.6) and
Corollary 2.4(i). 
Lemma 3.11. Let W = ΦH+ :M → Gri and Wi−1 = Φi−1H+ :M → Gri−1 be extended
solutions and let ϕi−1 be a harmonic map with associated extended solution Φi−1. Suppose
that Φ = Φi−1(πα + λπ
⊥
α ) for some uniton α for ϕi−1. Then
(i) FW ⊂ λWi−1 if and only if α is a basic uniton for ϕi−1 ;
(ii) FWi−1 ⊂W if and only if α is an antibasic uniton for ϕi−1.
Proof. Part (i) follows from the fact that Φ−1i−1FΦH+ ⊂ λH+ if and only if Aϕi−1z (α) = 0,
and (ii) from the fact that Φ−1i−1FΦi−1H+ ⊂ α+ λH+ if and only if ImAϕi−1z ⊂ α. 
The last result is illustrated by the following two commutative diagrams:
Γ(W )
F
✲ Γ(λWi−1) Γ(Wi−1)
F
✲ Γ(W )
Γ(α)
❄
A
ϕi−1
z
✲ Γ(0)
❄
Γ(Cn)
❄
A
ϕi−1
z
✲ Γ(α)
❄
where the vertical arrows are given by P0 ◦ (Φi−1)−1 and are surjective.
Proposition 3.12. Let W = ΦH+ : M → Gri be an extended solution. Define W Si−1 =
ΦSi−1H+ and WUi−1 = ΦUi−1H+ by the Segal and Uhlenbeck steps: W Si−1 = W + λi−1H+
and WUi−1 = (λ
−1W ) ∩ H+ , respectively, so that Φ = ΦSi−1(πβ + λπ⊥β ) = ΦUi−1(πγ + λπ⊥γ )
for some unitons β and γ. Then β is antibasic and γ is basic.
Proof. We have FW ⊂W ∩λH+ = λ(λ−1W ∩H+) = λWUi−1, and FW Si−1 ⊂W +λiH+ =
W . The proposition now follows from Lemma 3.11. 
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3.3. S1-invariant harmonic maps and superhorizontal sequences. An important
special case of the above constructions is when the unitons are nested. We saw in §2.3
that, algebraically, this corresponds to maps Φ invariant under the S1-action. In fact, the
sequence of Segal unitons has the following property.
Definition 3.13. Let 0 = δ0 ⊂ δ1 ⊂ · · · ⊂ δr ⊂ δr+1 = Cn be a nested sequence of
subbundles of a trivial bundle Cn =M × Cn. Say that the sequence is superhorizontal if
(i) each subbundle is holomorphic with respect to the standard complex structure,
i.e., ∂z¯σ ∈ Γ(δi) for all i and σ ∈ Γ(δi);
(ii) the operator ∂z maps smooth sections of δi into sections of δi+1, i.e., ∂zσ ∈ Γ(δi+1)
for all i and σ ∈ Γ(δi).
A superhorizontal sequence is equivalent to a superhorizontal holomorphic map from
M to a flag manifold of U(n), see [5, Chapter 4]. Write ζi = δ
⊥
i ∩ δi+1 (i = 0, . . . , r),
so that the ζi are orthogonal and have sum C
n. The next result follows from Proposition
2.10 (ii) and (iii) and is essentially known.
Proposition 3.14. Let Φ : M → ΩrU(n) be an S1-invariant polynomial extended solu-
tion; and write ϕ = Φ−1. Let δ1, . . . , δr be the corresponding Segal unitons. Then
(i) the sequence 0 = δ0 ⊂ δ1 ⊂ · · · ⊂ δr ⊂ δr+1 = Cn is superhorizontal ;
(ii) the Uhlenbeck unitons satisfy γi = δr+1−i ;
(iii) ϕ maps into a Grassmannian, and is given by
(3.7) ϕ =
[r/2]∑
k=0
ζ2k = ζ0 ⊕ ζ2 ⊕ . . . .

Example 3.15. (i) Any harmonic map ϕ of uniton number r = 2 to a complex Grassman-
nian is S1-invariant, it suffices to observe that P1W = P1(W ∩λH+) . In fact, ϕ = δ1⊕δ⊥2
is a mixed pair in the sense of [6, §3.4], and ϕ⊥ = δ⊥1 ∩ δ2 is strongly isotropic in the sense
of [10]. All harmonic maps from S2 to CPn−1 are strongly isotropic. In general, (3.7)
expresses ϕ or its orthogonal complement as the sum of strongly isotropic harmonic maps
ζi .
(ii) Let f : M → CPn−1 be a full holomorphic map, then setting δi = f(i−1) gives a
superhorizontal sequence with rank(δi) = i.
Example 3.16. Let Φ : M → ΩrU(n) be an extended solution and write W = ΦH+ .
Set δi+1 = Pi(W ∩ λiH+) = P0(λ−iW ∩H+) (i = 0, . . . , r) , so that δi ⊂ δi+1. Then the
sequence (δi) is superhorizontal. Set W
0 =
∑r−1
i=0 λ
iδi+1 + λ
rH+ and define Φ0 : M →
ΩrU(n) byW
0 = Φ0H+ . Then Φ0 is an S1-invariant extended solution with Segal unitons
δi .
Now there is an action of C \ {0} on extended solutions W = ΦH+ which we write as
Φ 7→ s ·Φ or W 7→ s ·W (s ∈ C \ {0}) given by (s ·W )λ =Wλs; when s ∈ S1, this is the
S1-action of §2.3. As s→ 0, W tends to W 0; thus, for any extended solution W = ΦH+ ,
s 7→ s ·Φ (s ∈ (0, 1]) gives a deformation of Φ through extended solutions; as s→ 0, this
tends to the S1-invariant extended solution Φ0; we shall call W 0 and Φ0 the S1-invariant
limit of W and Φ. For the action of C \ {0} on the loop group of an arbitrary compact
Lie group, see [4, §2].
3.4. Normalized extended solutions. In the sequel, for subspaces A,B of an inner
product space with B ⊂ A, we write A ⊖ B for A ∩ B⊥. Note that A ⊖ B can be
canonically identified with the quotient space A/B.
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Let Φ :M → ΩrU(n) be an extended solution and set W = ΦH+ :M → Grr. The L2
inner product on H+ restricts to ones onW andW ⊖λW . On giving W/λW the quotient
inner product, the natural isomorphism W ⊖ λW →W/λW is an isometry.
Consider the filtration
W ⊃W ∩ λH+ ⊃W ∩ λ2H+ ⊃ · · · ⊃W ∩ λrH+ ⊃W ∩ λr+1H+ .
On applying the natural projection π :W →W/λW , this induces a filtration: W/λW =
Ŷ0 ⊃ Ŷ1 ⊃ · · · ⊃ Ŷr ⊃ Ŷr+1 = 0 where Ŷi = π(W ∩ λiH+) = (W ∩ λiH+ + λW )
/
(λW ) ∼=
(W ∩ λiH+)
/
(λW ∩ λiH+), or, equivalently, an orthogonal decomposition:
(3.8) W ⊖ λW ∼=W/λW = A0 ⊕A1 ⊕ · · · ⊕Ar
where Ai = Ŷi ⊖ Ŷi+1 ∼= (W ∩ λiH+)
/
(λW ∩ λiH+ +W ∩ λi+1H+).
Note that Ai ∼= δi+1/δi; indeed, the composition of natural projections Pi : W∩λiH+ →
Pi(W ∩λiH+)→ Pi(W ∩λiH+)
/
Pi−1(W ∩λi−1H+) = δi+1/δi is surjective and has kernel
λW ∩ λiH+ +W ∩ λi+1H+ . In particular,
(3.9)
r∑
i=0
rankAi = n
Recall that, ifW is extended solution, then for any loop γ ∈ ΩU(n), then γW is another
extended solution, which is equivalent to W in the sense that it is associated to the same
harmonic maps. We next discuss when this change can be used to reduce the degree of
W .
Lemma 3.17. Let W :M → Grr be an extended solution.
(i) Suppose that δi is constant for some i. Define η ∈ Ω1U(n) by η = πδi+λπ⊥δi . Then
η−1W :M → Grr−1 .
(ii) If Ai = 0, equivalently, the Segal unitons βi of W satisfy rankβi = rankβi+1, then
δi is constant.
Proof. (i) Write W˜ = η−1W ; we must show that λr−1H+ ⊂ W˜ ⊂ H+ . Now P−1W˜ =
πδ⊥i
P0W = πδ⊥i
δ1 = 0 since δ1 ⊂ δi, hence W˜ ⊂ H+ .
Further, since W ⊃ λr−1δr + λrH+ and δi ⊂ δr, we have
Pr−1W˜ ⊃ Pr−1
(
(πδi + λ
−1π⊥δi)(λ
r−1δr + λ
rH+)
)
= δi + δ
⊥
i = C
n,
hence λr−1H+ ⊂ W˜ .
(ii) Ai = 0 is equivalent to δi = δi+1. This implies that δi is ∂z- and ∂z¯-closed, so
constant. Lastly, note that rank δi = rankβi . 
Let W = ΦH+. We say that W (and Φ) are normalized if Ai 6= 0 for all i = 0, . . . , r,
cf. [4, Theorem 4.5]. By iterating the above reduction process, we can normalize a given
extended solution, as follows, with (ii) following from (3.9).
Proposition 3.18. (i) Given an extended solution W :M → Grr, there exists an integer
s with 0 ≤ s ≤ r and γ ∈ Ωr−sU(n) such that γ−1W :M → Grs is normalized with no δi
constant.
(ii) Any normalized solution W˜ :M → Grs has s ≤ n− 1. 
Remark 3.19. Let W ∈ Grr (r > 0) be an extended solution with Segal unitons βi .
Suppose that (i) β1 is full and βr 6= Cn. Then the ranks of the βi are strictly increasing
(equivalently, the ranks of the Uhlenbeck unitons are strictly decreasing), otherwise some
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δi would be constant and β1 = δ1 would be contained in that δi contradicting fullness.
Hence W is normalized.
In particular, a polynomial extended solution Φ :M → ΩrU(n) is said to be of type one
if δ1 is full; if the degree of Φ is exactly r then βr 6= Cn. Uhlenbeck proved [22] that any
harmonic map ϕ : M → U(n) of finite uniton number has a unique type one associated
polynomial extended solution Φ, and its degree equals the minimal uniton number of ϕ.
The conditions (i) above are met so that the corresponding W = ΦH+ is normalized.
4. Explicit formulae for harmonic maps and the Iwasawa decomposition
4.1. Explicit formulae for harmonic maps. As in [11], we describe holomorphic sub-
bundles of the trivial bundle CN = (M×Cn, ∂z¯) by meromorphic functions as follows. By
a meromorphic spanning set of a holomorphic bundle E of rank k we mean a collection
{Lj} of meromorphic sections of E which spans the fibres of E except on a discrete set.
If, further, the set {Lj} is linearly independent except on a (possibly bigger) discrete set,
then as in [7, §7] we call it a meromorphic frame for E. The following is well known; for
clarity we give a proof.
Lemma 4.1. (i) Any holomorphic subbundle E of the trivial holomorphic bundle CN has
a meromorphic frame {Lj : j = 1, . . . , k} with k = rank(E).
(ii) Given any finite collection {Lj} of meromorphic sections of CN , there is a unique
holomorphic subbundle with meromorphic spanning set {Lj}, which we denote by span{Lj}.
Proof. (i) Recall that E defines a holomorphic map E :M → Gk(CN ). The Grassmannian
Gk(C
N ) has standard chart U → Ck(N−k) = Mk,N−k(C) given by mapping the row span
of the k×N matrix A˜ = [Ik|A] to A; here Ik denotes the k×k identity matrix. Permuting
the columns gives the standard atlas of charts with rational transition functions. Choose a
chart whose domain intersects the image of E ; without loss of generality, we may assume
that this is the standard chart above. Now, the composition of this chart with the map
E is holomorphic except on the discrete set D = E−1
(
Gk(C
N ) \ U). Set the Lj equal to
the rows of A˜ ◦E. Since the transition functions are rational, the Lj give a meromorphic
frame for E.
(ii) Away from the discrete set where one or more of the Lj has a pole, or the rank of
the span of the Lj is less than its maximal value, we obtain a holomorphic bundle; it is
clear that we can fill in holes to extend it to the whole of M . 
As before, let G∗(C
N ) denote the Grassmannian of all subspaces of CN .
Definition 4.2. Let X be a holomorphic map from M to G∗(C
N ), equivalently, a holo-
morphic subbundle of CN . For i ∈ N, the i’th osculating subbundle of X is the subbun-
dle X(i) of C
N spanned by the local holomorphic sections L of X and their derivatives
L,L(1), . . . , L(i) with respect to any complex coordinate on M of order up to i. The cor-
responding map X(i) : M → G∗(H+/λrH+) ∼= G∗(Crn) is called the the i’th associated
curve of X.
LetW :M → Grr be an extended solution; thusW = ΦH+ for some extended solution
Φ :M → ΩrU(n). Guest [13] noted that all suchW are given by taking an arbitrary holo-
morphic map X : M → G∗(H+/λrH+) ∼= G∗(Crn), equivalently, holomorphic subbundle
X of (Crn, ∂z¯), and setting W equal to the coset
(4.1) W = X + λX(1) + λ
2X(2) + · · ·+ λr−1X(r−1) + λrH+
We shall say that X generates W .
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To find our explicit formulae, choose a meromorphic spanning set {Lj} for the sub-
bundle X of Cnr. Then, since λr+1H+ ⊂ λW , the set {λk(Lj)(k) : 0 ≤ k ≤ r} gives
a meromorphic spanning set for W mod λW , by which we mean that the λk(Lj)(k) are
meromorphic sections of W whose cosets span W
/
λW .
From Corollary 2.5, given a λ-filtration (Wi) of W , the unitons are given explicitly by
(2.6), or equivalently (2.10), furthermore by Corollary 3.10, given a meromorphic spanning
set of each Wi , (2.6) and (2.10) give meromorphic spanning sets for each αi . If we now
specify how to get a meromorphic spanning set forWi from one forW , this leads to explicit
formulae for the unitons, and so for the extended solution Φ . Since P0Φ
−1
i−1(λWi−1) = 0,
it suffices to know a spanning set for Wi mod λWi−1. Note that λWi−1 ⊃ λiH+ .
We first see how this works for the Segal filtration.
Example 4.3. LetW :M → Grr be an extended solution. For the Segal filtration (2.11),
formulae (2.6) and (2.10) simplify to the following formulae for the Segal unitons:
(4.2) βi = P0Φ
−1
i−1W
S
i = P0Φ
−1
i−1(W + λ
iH+) = P0Φ−1i−1W =
i−1∑
s=0
Si−1s PsW.
More explicitly, let X be a holomorphic bundle generating W as in (4.1). Choose a
meromorphic spanning set {Lj} of X. Then, from the above, {λk(Lj)(k) : 0 ≤ k ≤ r−1}
(note the r − 1) gives a meromorphic spanning set of W mod (λW + λrH+) . For every
i, j, write PiL
j = Lji so that L
j =
∑
i λ
iLji . Note that L
j
i = 0 for i < 0 and for i ≥ r so
that Lj =
∑r−1
i=0 λ
iLji . Then the formula (4.2) becomes
(4.3) βi = span
{ i−1∑
s=0
Si−1s (L
j
s−k)
(k) : 0 ≤ k ≤ i− 1
}
.
Note that the sum can be taken from s = k; this is then the formula in [11, Proposition
4.4]; it gives the first three unitons as:
β1 = span{Lj0} ; β2 = span{πα1Lj0 + π⊥α1Lj1 , π⊥α1(Lj0)(1)} ;
β3 = span{πα2πα1Lj0 + (πα2π⊥α1 + π⊥α2πα1)Lj1 + π⊥α2π⊥α1Lj2 ,
(π⊥α1 + π
⊥
α2)(L
j
0)
(1) + π⊥α2π
⊥
α1(L
j
1)
(1) , π⊥α2π
⊥
α1(L
j
0)
(2)}.
As shown in [11, Lemma 4.2], the linear transformation E : H+ → H+ , given by
H =
∑
λiHi 7→ L =
∑
λiLi where
(4.4) Li =
i∑
ℓ=0
(
i
ℓ
)
Hℓ (i ∈ N)
converts (4.2) to the formula in [11, Theorem 1.1]:
(4.5) βi = span
{ i−1∑
s=k
Ci−1s (H
j
s−k)
(k) : 0 ≤ k ≤ i− 1
}
where Cis =
∑
1≤i1<···<is≤i
π⊥βis · · · π
⊥
βi1
.
These formulae give all harmonic maps of finite uniton number from any Riemann
surface M to U(n) as follows. For any integer r ∈ {0, 1, . . . , n − 1}, choose an arbitrary
r×n matrix (Lji )0≤i≤r−1, 1≤j≤n or (Hji )0≤i≤r−1, 1≤j≤n of meromorphic sections of Cn and
an arbitrary element ϕ0 ∈ U(n), compute the βi for i = 1, 2, . . . , r from (4.3) or (4.5);
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then compute ϕ from (3.4); an associated extended solution Φ is given by (3.6). This
gives all harmonic maps and associated extended solutions of finite uniton number at
most r explicitly in terms of arbitrary meromorphic functions on M using only algebraic
operations.
More generally, we can use a mixture of Segal and Uhlenbeck steps to get new formulae,
as follows. Let L be a meromorphic section of H+ . By the order o(L) of L we mean
the least i such that PiL 6= 0; equivalently, L = λo(L)L̂ for some L̂ =
∑
i≥0 λ
iL̂i with L̂0
non-zero.
Proposition 4.4. Let W :M → Grr be an extended solution. Suppose that X generates
W as in (4.1). Let {Lj} be a meromorphic spanning set for X; denote the order of Lj by
o(j). Let Wi be obtained from W by u Uhlenbeck steps and r − i− u Segal steps, in any
order. Then
(4.6) αi = span
{ i−1∑
s=0
Si−1s (L
j
s−k+u)
(k) : 0 ≤ o(j) + k − u ≤ i− 1
}
+ span
{ i−1∑
s=0
Si−1s (L̂
j
s)
(k) : o(j) + k − u < 0
}
.
Proof. We have
αi = P0Φ
−1
i−1Wi =
i−1∑
s=0
Si−1s Ps(Wi) where Wi = λ
−uW ∩H+ + λiH+ .
Now, a meromorphic spanning set forW mod λrH+ is {λℓ(Lj)(k) : k ≤ ℓ ≤ r−1−o(j)},
hence a meromorphic spanning set for W ∩ λuH+ mod λ(W ∩ λuH+) + λrH+ is
{λk(Lj)(k) : u ≤ o(j) + k ≤ r − 1} ∪ {λu−o(j)(Lj)(k) : o(j) + k < u}.
It follows that a meromorphic spanning set for Wi = λ
−uW ∩H+ mod λWi + λiH+ is
{λk−u(Lj)(k) : 0 ≤ o(j) + k − u ≤ i− 1} ∪ {λ−o(j)(Lj)(k) : o(j) + k − u < 0}.
On noting that λ−o(j)(Lj)(k) = (L̂j)(k), the proposition follows. 
Example 4.5. (i) If we do alternate Uhlenbeck and Segal steps, we obtain the alternating
filtration with associated alternating factorization. This will be important in the real case
(Section 6. The unitons are given by (4.6) with u = [(r − i + 1)/2], if we start with an
Uhlenbeck step, or u = [(r − i)/2], if we start with a Segal step.
(ii) If we do no Uhlenbeck steps, (4.6) reduces to (4.2).
We now consider the other extreme case where we do only Uhlenbeck steps.
Example 4.6. Let W : M → Grr be an extended solution. If we take the Uhlenbeck
filtration, then u = r− i, so that (4.6) reduces to the following formula for the Uhlenbeck
unitons:
(4.7) γi = span{
i−1∑
s=0
Si−1s (L̂
j
s)
(k) : o(j) + k ≤ r − i}.
Now set L̂ = E(Ĥ) where E : H+ → H+ is defined by (4.4). Then, by the same
calculations as in [11, Lemma 4.2], the last formula can be written
(4.8) γi = span{
i−1∑
s=0
Ci−1s (Ĥ
j
s )
(k) : o(j) + k ≤ r − i},
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which is equivalent to the formulae in [7]. As a specific example, suppose that r = 3 and
that X is spanned by L1 = L10+λL
1
1+λ
2L12 and L
2 = λ2L̂20. Then the formula (4.8) gives
γ1 = span{Ĥ20 , (H10 )(k) : k ≤ 2} , γ2 = span{(H10 )(k) + π⊥α1(H11 )(k) : k ≤ 1} ,
γ3 = span{H10 + (π⊥α1 + π⊥α2)H11 + π⊥α2π⊥α1H12} .
These are the formulae of [7, Example 9.4].
There are many other methods of factorization for which we can give explicit formulae,
we mention just one.
Example 4.7. Let W ⊂ H+ be an extended solution. For i = 0, 1, 2, . . ., let W(i)
denote the i’th osculating subbundle of W (Definition 4.2). From (3.1), it follows that
W 7→ W˜ = W(1) is a λ-step (see (2.2)), which we shall call a Gauss step, and each W(i)
is an extended solution. Suppose that P0W is full; this is the case if Φ is the type one
extended solution associated to a harmonic map of finite uniton number. Then there is
some r ≤ n such that (P0W )(r) = Cn but (P0W )(r−1) 6= Cn; it follows that W(r) = H+ .
For i = 0, 1, . . . , r, set Wi = W(r−i). Then (Wi) is a λ-filtration by extended solutions.
In particular, Φ has finite uniton number at most r; however, the uniton number may
actually be less than r, see below.
We identify the corresponding unitons αi. From Corollary 2.4(i) we have that α
⊥
i =
P0Φ
−1
i λWi−1 = P0Φ
−1
i λ(Wi)(1) . Now λ(Wi)(1) = λWi + FWi, so, on using Proposition
3.9, we obtain
α⊥i = P0Φ
−1
i FWi = A
ϕi
z P0Φ
−1
i Wi = A
ϕi
z (C
n) = ImAϕiz .
The resulting factorization (3.4) is the factorization by Az-images considered by the
second author [24]; for maps into Grassmannians, it is the analogue of the factorization
by Gauss transforms in [23]. In fact, given a harmonic map ϕ : M → G∗(Cn), define its
i’th ∂′-Gauss transform G(i)(ϕ) iteratively by G(0)(ϕ) = ϕ and G(i)(ϕ) = G′
(
G(i−1)(ϕ)
)
so that G(1)(ϕ) is the ∂′-Gauss transform G′(ϕ) (see Example 3.3). Then, if Φ is the type
one extended solution associated to a non-constant harmonic map ϕ : S2 → CPn, then
the r above may be anything between 1 and n, and ϕi is the (r− i)th ∂′-Gauss transform
of ϕ, whereas the uniton number of ϕ is one if it is holomorphic or antiholomorphic, or
two if it is not.
We can give explicit formulae for the unitons in the factorization by Az-images of a
polynomial extended solution W in terms of a meromorphic spanning set (Lj) of a sub-
bundle X which generates W . Indeed, Wi has a meromorphic spanning set {λk(Lj)(k+ℓ) :
k, ℓ ∈ N, 0 ≤ o(j) + k ≤ i − 1, 0 ≤ ℓ ≤ r − i} mod λWi + λiH+ , so that Corollary 2.5
gives
(4.9) αi = span
{ i−1∑
s=k
Si−1s (L
j
s−k)
(k+ℓ) : k, ℓ ∈ N, 0 ≤ o(j) + k ≤ i− 1, 0 ≤ ℓ ≤ r − i} .
4.2. Complex extended solutions and an explicit Iwasawa factorization. For a
compact Lie subgroup G of U(n) with complexification Gc, let ΛGc = {γ : S1 → Gc :
γ is smooth}. With notation as in [4], let Λ+Gc (resp. Λ∗Gc) denote the subgroup of ΛGc
consisting of maps S1 → G which extend holomorphically to the region {λ ∈ C : |λ| < 1}
(resp. {λ ∈ C : 0 < |λ| < 1}). Then, by a complex extended solution Ψ : U → ΛGc, we
mean a holomorphic map U → Λ∗Gc on an open subset of M which satisfies λΨ−1Ψz ∈
Λ+gc where Λ+gc is the Lie algebra of Λ+Gc.
Let D be a discrete subset of M and let Ψ : M \ D → ΛGc be a holomorphic map
which extends to a meromorphic map Ψ : M → Λgl(n,C). Set W = ΨH+ on M \ D;
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by filling out zeros, W extends to a holomorphic subbundle of H = M × H. Then W is
an extended solution on M if and only if Ψ is a complex extended solution on M \ D.
Explicitly, denote the columns of Ψ by {F1, . . . , Fn}; these give a meromorphic basis for
W mod λW . Conversely, given such a basis, let D be the discrete set of points where
one of the Fi has a pole or the span of the Fi has dimension less than n, and set Ψ equal
to the matrix with columns Fi .
Denote by ΛalgG
c and Λ+algG
c the subsets of those loops λ 7→ γ(λ) in ΛGc and Λ+Gc
given by finite Laurent series and polynomials in λ, respectively, and recall the Iwasawa
decomposition [19]:
ΛalgG
c = ΩalgG · Λ+algGc ,
where ΩalgG ∩ Λ+algGc = {e}; this says that any γ ∈ ΛalgGc can be written uniquely as
γ = γuγ+ where γu ∈ ΩalgG and γ+ ∈ Λ+algGc. A purely algebraic formulation of the
following was given in [11]; here we give a version for our meromorphic complex extended
solutions.
Theorem 4.8. Let Ψ :M \D → ΛalgGc be a complex extended solution which extends to
a meromorphic map Ψ : M → Λgl(n,C). Set Φ = Ψu on M \D. Then Φ extends to an
extended solution on M and is given explicitly by algebraic formulae in the entries of Ψ
as follows: the columns of Ψ give a meromorphic basis for W mod λW ; use (4.3), (4.6),
(4.7) or (4.7) to obtain unitons αi, then Φ is given by the product (2.9).
If Ψ is polynomial in λ, then this gives Φ polynomial of the same or lesser degree.
Proof. We need only note that, as above, W = ΦH+ extends to a holomorphic subbundle
over M . 
5. Maps into complex Grassmannians
5.1. Harmonic maps into complex Grassmannians. Recall the Cartan embedding
(3.3) of the Grassmannian G∗(C
n) in U(n).
Consider the involution ν on ΩU(n) given by ν(η)(λ) = η(−λ)η(−1)−1 and set
ΩU(n)ν = {η ∈ ΩU(n) : ν(η) = η}.
For any i ∈ N, the map ν restricts to an involution on ΩiU(n) with fixed point set
ΩiU(n)
ν = ΩiU(n) ∩ ΩU(n)ν . An extended solution Φ : M → ΩU(n) lies in ΩU(n)ν if
and only if it it is invariant under ν, i.e.,
(5.1) ΦλΦ−1 = Φ−λ (λ ∈ S1) .
Clearly, if an extended solution Φ satisfies this condition, the harmonic map ϕ = Φ−1
satisfies ϕ2 = I, and so takes values in G∗(C
n). Conversely, given a harmonic map
ϕ : M → G∗(Cn) of finite uniton number, there is a polynomial extended solution with
Φ˜−1 = ϕ. Indeed, by [22, Lemma 15.1], the type one extended solution Φ associated to
ϕ satisfies Φλ = QΦ−λΦ
−1
−1Q where Q = πV − π⊥V for some V ∈ G∗(Cn), and Φ−1 = Qϕ.
Setting Qλ = πV +λπ
⊥
V , we see that Φ˜λ = QλΦλ is a polynomial extended solution which
has Φ˜−1 = ϕ and satisfies (5.1).
Let ν : H+ → H+ be the involution induced by λ 7→ −λ; thus if T =
∑
i Tiλ
i then
ν(T ) =
∑
i(−1)iTiλi. This induces the involution ν : Gr → Gr given by Wλ 7→ W−λ.
Under the identification of ΩU(n) with Gr, this corresponds to the involution ν on ΩU(n)
defined above. Denote by Grν the fixed point set of ν : Gr → Gr; for any i ∈ N, the
involution ν restricts to Gri and has fixed point set Gr
ν
i = Gr
ν ∩Gri .
Most of the following is in [22, Theorem 15.3].
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Lemma 5.1. Let Φ : M → ΩU(n)ν be an extended solution and set W = ΦH+ : M →
Grν. Set Φ˜ = Φ(πα + λ
−1π⊥α ) for some subbundle α of C
n, and write W˜ = Φ˜H+ . Then
(i) W˜ ∈ Grν if and only if πα commutes with Φ−1, equivalently with Φ˜−1 ;
(ii) if W˜ is obtained from W by a Segal or Uhlenbeck step (§2.2), or a Gauss step
(Example 4.7), then condition (i) holds;
(iii) if W is S1-invariant, so is W˜ . 
Thus any of the factorizations in §4.1 give sequences of extended harmonic maps Φi :
M → ΩU(n)ν .
Conversely, starting with data {Lj} where each polynomial Lj has only even or odd
powers of λ, we obtain all harmonic maps into the complex Grassmannian G∗(C
n) explic-
itly.
Let ϕ : M → G∗(Cn) ⊂ U(n) be a harmonic map of finite uniton number and let
Φ : M → ΩU(n)ν be a polynomial extended solution with Φ−1 = ϕ. Write W = ΦH+ ∈
Grν . Note that ν restricts to an isometric involution on W ⊖ λW . Let W± be the
(±1)-eigenspaces of ν on W . Then the (±1)-eigenspaces of ν on W ⊖ λW are π(W+) =
W+⊖ (λW )+ and π(W−) =W−⊖ (λW )− , and these are orthogonal complements of each
other.
Recall the filtration (Ŷi) of W ⊖ λW and resulting orthogonal decomposition (3.8).
Lemma 5.2.
(5.2) W ⊖ λW = (
∑
i
A2i)⊕ (
∑
i
A2i−1)
is the orthogonal decomposition of W ⊖ λW into the two eigenspaces of ν.
Proof. Let x ∈ Ai. Then x = π(y) for some y ∈ W ∩ λiH+. Write y = y+ + y− where
y± ∈W± . Then x = x+ + x− where x± = π(y±) ∈ π(W±).
If i is even, y− ∈W ∩λi+1H+ so that x− ∈ Ŷi+1. Since x+ is orthogonal to x−, we have
0 = 〈x, x−〉 = 〈x+ + x−, x−〉 = 〈x−, x−〉 so that x− = 0 and x = x+ = π(y+) ∈ π(W+).
Similarly if i is odd, x+ = 0 and x = x− ∈ π(W−). 
Recall that Φ−1 restricts to an isomorphism from W ⊖ λW to Cn; by (5.1), we have a
commutative diagram:
W ⊖ λW ν ✲ W ⊖ λW
C
n
Φ−1
❄
ϕ = Φ−1
✲ C
n
Φ−1
❄
so that the involution ν on W ⊖ λW corresponds to the involution Φ−1 = ϕ = πϕ − π⊥ϕ
on Cn. Under the isomorphism Φ : Cn →W ⊖ λW , the decomposition (5.2) corresponds
to the orthogonal decomposition: Cn = ϕ⊕ ϕ⊥ into the eigenspaces of the involution ϕ.
We now show how the reduction procedure of Lemma 3.17 can be improved for Grass-
mannian solutions.
Proposition 5.3. Let W :M → Grνr be an extended solution. Suppose that δi is constant
for some i 6= 1, r. Define η ∈ Ω2U(n)ν by η = πδi + λ2π⊥δi ; note that η−1 = I. Then
η−1W :M → Grνr−2 .
Proof. We have P−2W˜ = πδ⊥i
P0W = πδ⊥i
δ1 = 0 since δ1 ⊂ δi. Similarly, P−1W˜ = π⊥δiP1W .
Since ν(W ) = W , we have P1W = P1(W ∩ λH+) = δ2 , so that P−1W˜ = π⊥δiδ2 = 0.
Combining these shows that W˜ ⊂ H+ .
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Further since W ⊃ λr−2δr−1 + λrH+ and δi ⊂ δr−1, we have
Pr−2W˜ ⊃ Pr−2
{
(πδi + λ
−1π⊥δi)(λ
r−2δr−1 + λ
rH+)
}
= δi + δ
⊥
i = C
n.
Hence λr−2H+ ⊂ W˜ . 
Corollary 5.4. Suppose that W :M → Grνr is an extended solution with Ai = 0 for some
i 6= 0, r, then there is η ∈ Ω2U(n)ν with η−1 = I such that η−1W :M → Grνr−2 . 
Note that if A0 = 0 if and only if W = λW˜ for some W˜ : M → Grνr−1 and Ar = 0 if
and only if W ∈ Grνr−1.
Corollary 5.5. Let W : M → Grνr be an extended solution, and let β1, . . . , βr be the
Segal unitons of W . If rankβi = rankβi+1 for some i ∈ {1, . . . , r − 1}, then there is an
η ∈ Ω2U(n)ν with η−1 = I such that η−1W :M ∈ Grνr−2 . 
A similar result is true for the Uhlenbeck unitons.
We may iterate the reduction process of Corollary 5.4 to obtain the following result.
Proposition 5.6. Given an extended solution W : M → Grνr , there exists an integer s
with 0 ≤ s ≤ r and η ∈ Ωr−sU(n)ν such that η−1W : M → Grνs is normalized with δi
non-constant for i 6= 0, s. 
Corollary 5.7. Let ϕ :M → Gk(Cn) be a harmonic map of finite uniton number. Then
there is a polynomial extended solution Φ : M → ΩU(n)ν of degree r ≤ 2min{k, n − k},
with Φ−1 = ±ϕ. If 2k = n, then Φ can be chosen to have degree r ≤ 2k − 1.
Proof. Without loss of generality, we may assume that k ≤ n− k. Let Φ˜ be any algebraic
extended solution associated to ϕ. Fix a point z0 ∈ M and set Θ˜ = Φ˜(z0)−1Φ˜. Then,
clearly, Θ˜ is still algebraic. Let ϕ(z0) = V0 and Qλ = πV0 + λπ
⊥
V0
. Then Θ = QΘ˜ satisfies
Θ−1(z0) = ϕ(z0), so by uniqueness, Θ−1 = ϕ. Furthermore, since Q = Θ(z0) ∈ ΩU(n)ν ,
it follows again by uniqueness that Θ : M → ΩU(n)ν . Finally, let Φ = λjΘ, where j is
chosen to make Φ is polynomial; denote its degree by r. By the above proposition we may
assume that W = ΦH+ is normalized; this implies that r ≤ 2k and, when 2k = n, that
r ≤ 2k − 1. 
Remark 5.8. (i) The corollary applies to any harmonic map from a compact Riemann
surface which admits an extended solution since, as noted in §3.1, this is of finite uniton
number. Indeed, for any associated extended solution Φ˜, the extended solution Θ˜ =
Φ˜(z0)
−1Φ˜ satisfies Θ˜(z0) = I, and so is algebraic by [17].
(ii) This bound on the minimal uniton number was originally conjectured by Uhlenbeck
[22], and later proved using different methods by Y. Dong and Y. Shen [9].
6. Harmonic maps into O(n), Sp(n) and their inner symmetric spaces
6.1. Harmonic maps into O(n). As usual, letM be any Riemann surface. We consider
O(n) as a subgroup of U(n) and look for uniton factorizations which give harmonic maps
from M into this subgroup. Note that any based loop in O(n), and so any extended
solution, will actually have values in SO(n), i.e., ΩO(n) = ΩSO(n).
Definition 6.1. Let W ∈ Gr and let i ∈ N. We say that W is real (of degree i) if
W ∈ Gri and W⊥ = λ1−iW . We denote the set of such W by GrRi .
For i ∈ N, denote by ΩiU(n)R the set of Φ ∈ ΩiU(n) for which Φ = λ−iΦ. For
Φ ∈ ΩU(n) set W = ΦH+; then, it is easy to see (cf. [19, §8.5]) that Φ ∈ ΩiU(n)R if and
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only if W ∈ GrRi . If i = 2j, then this condition is equivalent to Ψ = λ−jΦ being real in
the usual sense, i.e., Ψ ∈ ΩO(n), equivalently,
(6.1) Ψ =
j∑
ℓ=−j
λℓTℓ with T−ℓ = Tℓ ∀ℓ .
Note that this implies that Ψ−1(= ±Φ−1) belongs to O(n).
Now let Wi ∈ Gri with i ≥ 2. Define Wi−2 ∈ Gri−2 by
Wi−2 = (λ
−1Wi ∩H+) + λi−2H+ .
We see that Wi−2 is obtained from Wi by first doing an Uhlenbeck step and then a Segal
step; since these two operations commute (see §2.2), Wi−2 is equally well obtained from
Wi by first doing a Segal step and then a Uhlenbeck step. We are primarily interested in
the real case, where it is the passage from Wi to Wi−2 which interests us.
Proposition 6.2. (i) If Wi ∈ GrRi , then Wi−2 ∈ GrRi−2 .
(ii) Write Wi = ΦiH+ , Wi−2 = Φi−2H+ , so that
Φi−2 = Φi(πα + λ
−1π⊥α )(πβ + λ
−1π⊥β )
for two subspaces α, β.
(a) If α is Uhlenbeck then α and β⊥ are isotropic;
(b) if α is Segal, then α⊥ and β are isotropic.
Proof. (i) This follows from:
W
⊥
i−2 = (λWi
⊥
+ λH+) ∩ λ3−iH+ = (λ2−iWi ∩ λ3−iH+) + λH+ = λ3−iWi−2 .
(ii)(a) Let WUi−1 and W
U
i−2 be obtained from Wi by one and two Uhlenbeck steps,
respectively, and denote by γi and γi−1 the corresponding Uhlenbeck subspaces. Then
γi = γ, and since by Proposition 2.6, Wi−2 ⊂ WUi−2, we obtain (πβ + λ−1π⊥β )H+ ⊂
(πγi−1 + λ
−1π⊥γi−1)H+ , which implies that γi−1 ⊂ β. Thus γ = πγ(γi−1) = πγ(β).
Since both Φi and Φi−2 are real, the factor λ
−1(πβ+λπ
⊥
β )(πγ+λπ
⊥
γ ) belongs to ΩO(n).
Hence πβπγ = π
⊥
β π
⊥
β ; taking images we get β
⊥ = πβ(γ) ⊂ β, and hence β⊥ is isotropic.
On the other hand, taking the adjoint gives πγπβ = π
⊥
β π
⊥
β ; hence γ = π
⊥
β (β
⊥) ⊂ γ⊥, and
thus γ is also isotropic. Part (ii)(b) is proved in a similar way. 
Note that, if Wi :M → Gri is an extended solution, so is Wi−2 :M → Gri−2. Starting
with any W : M → Grr with r ≥ 2, on performing alternate Uhlenbeck and Segal steps,
we obtain the alternating filtration of Example 4.5. When we start with real W of even
degree, iterating this process leads to a uniton factorization (Definition 3.4) of a real
algebraic extended solution into real quadratic factors, as follows.
Theorem 6.3. Let r = 2s where s ∈ N. Let Φ : M → ΩrU(n)R be an extended solution.
Then Φ has a uniton factorization: Φ = η1 · · · ηr with ηi = παi + λπ⊥αi where
(i) each quadratic factor η2ℓ−1η2ℓ has values in Ω2U(n)
R (ℓ = 1, . . . , s);
(ii) each ‘even’ partial product η1 · · · η2j has values in Ω2jU(n)R (j = 1, . . . , s).
Further, each αi is given explicitly in terms of W = ΦH+ by (4.6) as in Example 4.5.
The hypothesis on Φ is equivalent to saying that W is real of degree r, and this is
equivalent to saying that Ψ = λ−sΦ :M → ΩO(n) is an extended solution of the form (6.1)
with j = s. Conclusion (i) is equivalent to saying that each quadratic factor λ−1η2ℓ−1η2ℓ
lies in ΩO(n) and is of the form (6.1) with j = 1. Conclusion (ii) is equivalent to saying
that λ−jη1 · · · η2j :M → ΩO(n) is an extended solution of the form (6.1).
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We now show how we can apply the theorem to find harmonic maps.
Lemma 6.4. Let ϕ :M → O(n) be a harmonic map of (minimal) uniton number at most
s as a map into U(n). Then ϕ has an associated extended solution Ψ : M → ΩO(n) of
the form (6.1) with j = s.
Proof. Let Φ˜ : M → ΩU(n) be a polynomial extended solution of degree at most s
associated to ϕ. Choose z0 ∈M and set Ψ = Φ˜(z0)−1Φ˜. Then Ψ(z0) = I = Ψ(z0), hence
Ψ = Ψ by uniqueness of extended solutions. It follows that Ψ is of the form (6.1). 
6.2. Harmonic maps into real Grassmannians. The Cartan embedding (3.3) re-
stricts to an identification of the union G∗(R
n) = ∪kGk(Rn) of real Grassmannians
with the totally geodesic submanifold {g ∈ U(n) : g2 = I and g = g} of U(n). Re-
call from §5.1 the involutions ν on ΩU(n) and on Gr, and their fixed point sets ΩU(n)ν
and Grν . Clearly the first of these restricts to involutions on ΩO(n) and on ΩiU(n)
R
for any i; denote the corresponding fixed point sets by ΩO(n)ν = ΩO(n) ∩ ΩU(n)ν and
ΩiU(n)
ν,R = ΩiU(n)
R ∩ ΩU(n)ν . For any i, the involution ν restricts to GrRi , with fixed
point set Grν,Ri = Gr
ν
i ∩GrRi . For Φ ∈ ΩU(n), setW = ΦH+ . Then Φ ∈ ΩrU(n)ν,R if and
only if W ∈ Grν,Rr ; in this case, if r = 2s, then Φ−1 is a harmonic map of uniton number
at most r into a real Grassmannian Gk(R
n). By Lemma 5.1, Theorem 6.3 specializes to
the following.
Corollary 6.5. Let Φ : M → Ω2sU(n)ν,R be an extended solution. Then Φ has a uniton
factorization: Φ = η1 · · · ηr with ηi = παi + λπ⊥αi , such that
(i) each quadratic factor η2ℓ−1η2ℓ has values in Ω2U(n)
R (ℓ = 1, . . . , s);
(ii) each partial product η1 . . . ηi has values in ΩiU(n)
ν (i = 1, . . . , 2s);
(iii) each even partial product η1 · · · η2j has values in Ω2jU(n)ν,R (j = 1, . . . , s).
Further, each αi is given explicitly in terms of W = ΦH+ by (4.6) as in Example 4.5. 
To apply this to harmonic maps we need the following result.
Lemma 6.6. Let ϕ : M → Gk(Rn) be a harmonic map to a real Grassmannian with
n−k even, which is of finite uniton number as a map into U(n). Then ϕ has an extended
solution Ψ :M → ΩO(n)ν of the form (6.1) for some s ∈ N, and with Ψ−1 = ϕ.
Note that, if n− k is odd, then we can embed Gk(Rn) in Gk(Rn+1).
Proof. Let z0 ∈M and write ϕ(z0)⊥ = δ + δ, where δ ⊂ Cn is an isotropic subspace. Set
QRλ = λ
−1πδ + π
⊥
(δ+δ)
+ λπδ ∈ ΩO(n)ν ;
then QR−1 = ϕ(z0). By Remark 3.6, there is an extended solution Ψ : M → ΩalgU(n) as-
sociated to ϕ with initial condition Ψ(z0) = Q
R. Since Q
R
= QR and QRλ = Q
R
−λ(Q
R
−1)
−1,
by uniqueness of extended solutions we see that Ψ : M → ΩO(n)ν . Now Ψ−1 = gϕ for
some g ∈ U(n); evaluating at z0 shows that g = I, i.e., Ψ−1 = ϕ. 
6.3. Harmonic maps into the space of orthogonal complex structures. By an
orthogonal complex structure on R2m we mean an isometry J of R2m with J2 = −I. We
can choose an orthonormal basis {e1, . . . , e2m} of R2m with e2j = Je2j−1 (j = 1, . . . ,m);
J is called positive if this basis is positively oriented. This identifies the space of or-
thogonal complex structures with the Hermitian symmetric space O(2m)/U(m) and the
space of positive orthogonal complex structures with SO(2m)/U(m). Further, the space
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O(2m)/U(m) can be identified with the space of maximal isotropic subspaces of C2m; ex-
plicitly, extend an orthogonal complex structure J to C2m by complex-linearity, and iden-
tify it with its (−i)-eigenspace (‘(0, 1)-space’) V ; in terms of a basis {ei} as above, this is
span{e2j−1+ie2j : j = 1, . . . ,m}. This gives a totally geodesic embedding of O(2m)/U(m)
in Gm(C
2m); with the standard conventions this embedding is holomorphic. Composing it
with the Cartan embedding of Gm(C
2m) into U(2m) gives the totally geodesic embedding
J 7→ πV − π⊥V = πV − πV with image {g ∈ U(2m) : g2 = I and g = −g}.
In §6.1, we started withW ∈ Gr which was real and of even degree. Let us now consider
a subspace W which is real of odd degree r.
Example 6.7. Suppose that r = 1, so that W = V + λH+ . Then W is real if and only
if V ⊥ = V , i.e., V ⊂ Cn is maximal isotropic. In particular we must have n = 2m for
some m. Now, W is an extended solution if and only if V is holomorphic; it follows that
W = ΦH+ is a real extended solution of degree one if and only if Φ−1 is a holomorphic
map into O(2m)/U(m).
In general, if W is real of odd degree r, then after r− 1 alternate Uhlenbeck and Segal
steps as described in §6.1, we are left with a space which is real of degree one, and hence
n must be even. We have proved the following result.
Theorem 6.8. Let Φ : M → ΩrU(n)R be an extended solution for some odd r = 2s + 1.
Then n = 2m for some m ∈ N and Φ has a uniton factorization (Definition 3.4): Φ =
η0η1 · · · ηr−1 with ηi = παi+1 + λπ⊥αi+1 where
(i) α1 is maximal isotropic in C
2m and defines a holomorphic mapM → O(2m)/U(m);
(ii) each quadratic factor η2ℓ−1η2ℓ has values in Ω2U(n)
R (ℓ = 1, . . . , s);
(iii) each even partial product η1 · · · η2j has values in Ω2jU(n)R (j = 1, . . . , s).
Each αi is given explicitly in terms of W by (4.6) as in Example 4.5.
Further, if Φ : M → ΩrU(n)ν,R, then each partial product η0 . . . ηi has values in
ΩiU(n)
ν. 
From the proof of Proposition 4.4, we see that the first uniton α1 is given by α1 =
P0(λ
−(r−1)/2W ∩ H+) = δ(r+1)/2 where
∑r−1
i=0 λ
iδi+1 + λ
rH+ is the S1-invariant limit of
W (see Example 3.16).
To apply this to harmonic maps, note that if Φ :M → ΩrU(n)R is an extended solution
with r odd, then iΦ−1 has values in O(n). If, additionally, Φ :M → ΩrU(n)ν,R, then Φ−1
has values in O(2m)/U(m) ⊂ U(2m). We give a converse.
Lemma 6.9. Let ϕ : M → O(2m)/U(m) ⊂ U(2m) be a harmonic map of finite uniton
number. Then there is an extended solution Φ :M → ΩrU(2m)ν,R with r odd and Φ−1 =
±ϕ.
Proof. Let z0 ∈ M and write ϕ(z0) = Y so that Y is a maximal isotropic subspace of
C
2m. Then Qλ = πY + λπY ∈ ΩU(2m)ν satisfies Q−1 = ϕ(z0). By Remark 3.6, there
is an extended solution Ψ : M → ΩalgU(n) associated to ϕ with Ψ(z0) = Q. From
Qλ = λ
−1Qλ and Qλ ∈ ΩU(2m)ν , by uniqueness we see that Ψ : M → ΩU(2m)ν . Thus,
if Ψ =
∑t
ℓ=−s λ
ℓTℓ with T−s, Tt 6= 0, then from Ψ = λ−1Ψ we see that s = t − 1. Hence
Φ = λsΨ :M → Ω2s−1U(2m)ν,R is an extended solution with Φ−1 = ±ϕ. 
Putting together the results of the last three subsections we obtain the following.
Corollary 6.10. Let W be an extended solution which is real of some degree r. Define
subbundles αi by (4.6) as in Example 4.5, and ϕ : M → O(n) by (3.4). Then ϕ is a
harmonic map of uniton number at most r and every such harmonic map is given this
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way. If W is closed under ν, then ϕ has image in a real Grassmannian (r even) or
O(2m)/U(m) (r odd), and every harmonic map of finite uniton number from a surface to
these spaces is obtained in this way.
We discuss how to find real extended solutions W in §6.6.
6.4. Real S1-invariant solutions. On H+/λrH+ = Cn + λCn + · · · + λr−1Cn ∼= Cnr,
define the bilinear form
〈v,w〉s =
r−1∑
k=0
〈vk, wr−k−1〉C,
where v = v0 + λv1 + · · ·+ λr−1vr−1, w = w0 + λw1 + · · ·+ λr−1wr−1, and 〈·, ·〉C denotes
the standard complex symmetric bilinear form on Cn. Note that 〈v,w〉s gives the L2-
inner product of λ1−rv and w. For any subspace V ⊂ H+/λrH+ , write V ⊥s = {v ∈
Z | 〈v,w〉s = 0 for all w ∈ V }, then the following is immediate.
Lemma 6.11. Let W = V +λrH+ ∈ Grr, where V ⊂ H+/λrH+ . Then W ∈ GrRr if and
only if V ⊥s = V . In this case, 2 dimV = nr so that nr is even. 
Note that the last statement follows from dimV ⊥s = nr − dimV .
Now let Φ : M → ΩrU(n) be an extended solution and set W = ΦH+ : M → Grr .
From Propositions 2.10 and 3.14 and Lemma 6.11, Φ is S1-invariant if and only if W =
V + λrH+ where V =
∑r−1
i=0 λ
iδi+1 for some superhorizontal sequence (Definition 3.13):
(6.2) 0 = δ0 ⊂ δ1 ⊂ · · · ⊂ δr ⊂ δr+1 = Cn.
As before, the δi are the Segal unitons for Φ. Call this sequence real (of degree r) if
δ⊥Ci = δr−i+1 for all i; here
⊥C denotes orthogonal complement with respect to 〈·, ·〉C. On
setting ζi = δ
⊥
i ∩ δi+1 (i = 0, . . . , r) as in Proposition 3.14, this is equivalent to ζi = ζr−i .
Note that the sequence (δi) is real if and only if W is real. Furthermore, if W :M → GrRr
is an arbitrary real extended solution, then its S1-invariant limit (Example 3.16) is also
real.
Proposition 6.12. Let Φ : M → ΩrU(n)R be an S1-invariant extended solution and
consider the corresponding superhorizontal sequence (6.2).
(i) The ηi in Theorems 6.3 and 6.8 all commute and
λ−1η2ℓ−1η2ℓ = λ
−1πδs−ℓ+1 + π
⊥
(δs−ℓ+1+δs−ℓ+1 )
+ λπδs−ℓ+1 (ℓ = 1, . . . , s),
where s = [r/2]. Additionally, if r is odd, η0 = πV + λπ
⊥
V where V = δ(r+1)/2.
(ii) Suppose that r = 2s and set ϕ = Φ−1. Then ϕ is given by
ϕ = ζs ⊕
s/2−1∑
k=0
ζ2k ⊕ ζ2k (s even); ϕ =
(s−1)/2∑
k=0
ζ2k ⊕ ζ2k (s odd);
the sum is the direct sum of harmonic maps into G2j(R
n) for various j. 
We now discuss how to find real superhorizontal sequences. Let f : M → Gk(Cn) be
a holomorphic map. Let f(i) denote its i’th associated curve (Definition 4.2), and G
(i)(f)
its i’th ∂′-Gauss transform (Example 4.7); Note that G(i)(f) = f⊥(i−1) ∩ f(i) (where we set
f(−1) equal to the zero bundle).
Say that f : M → Gk(Cn) (or the corresponding holomorphic subbundle of Cn) has
isotropy order t ∈ {−1, 0, 1, . . .} if 〈f(i), f(j)〉C = 0 for 0 ≤ i + j ≤ t and 〈f(i), f(j)〉C 6= 0
for i + j = t + 1; if there is no such number t, we say that f is of infinite isotropy
order or (strongly) isotropic [10]. For a map f : M → CPn−1 we have t = 2s + 1 with
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s ≤ [(n− 3)/2], see [1]. To say that f has isotropy order at least t is equivalent to saying
that f(s) is an isotropic subbundle of C
n. A full holomorphic map f : M → CPn−1 is
called totally isotropic if it has the maximum possible finite isotropy order; it follows that
n is odd and f has isotropy order n− 2. Equivalently, a full holomorphic map is totally
isotropic if its (n − 1)st ∂′-Gauss transform G(n−1)(f) is equal to f . When M = S2, all
holomorphic maps of finite isotropy order are given by an algorithm in [1], see (iv) below.
Example 6.13. (i) When n is odd, and f : M2 → CPn−1 is full and totally isotropic,
then δi = f(i−1) (i = 1, . . . , n− 1) defines a real superhorizontal sequence of degree n− 1
with ζi = G
(i)(f). A nice example is the Veronese map [3], where all the ζi define minimal
surfaces of constant Gauss curvature in CPn−1 with ζ(n−1)/2 in RP
n−1.
(ii) When n = 2m, let Y be a constant maximal isotropic subspace of Cn and let
0 = δ0 ⊂ δ1 ⊂ · · · ⊂ δs−1 ⊂ δs = Y be any superhorizontal sequence in Y . For i = 1, . . . s,
set δs+i = δ
⊥C
s−i . Then (δi)0≤i≤2s, is a real superhorizontal sequence in C
n.
(iii) Again with n = 2m, to obtain an example with no δi constant, choose h : M →
CPn−1 full and totally isotropic, then set δi = h(i−1) (i = 1, . . . ,m− 1) and δi = δ⊥Cn−i−1
(i = m, . . . n− 2); this is real of degree n− 2 and normalized.
(iv) Take isotropic coordinates on C4 and C6 and define h0 : S
2 = CP 1 = C ∪ {∞} →
CP 3 by h0(z) = [1, z
3, z,−z2]. Then h0 is full holomorphic and isotropic. Applying the
algorithm of [1] yields a full totally isotropic holomorphic map h : S2 → CP 5 given by
h(z) = [24z, 6z4, 12z2,−8z3, 1,−48z5]. By part (iii), 0 ⊂ h ⊂ h(1) ⊂ h⊥C(1) ⊂ h⊥C ⊂ C6 is a
real superhorizontal sequence.
The following result will be useful when obtaining bounds on the uniton numbers of
real extended solutions.
Lemma 6.14. Let X ⊂ C2m be a maximal isotropic holomorphic subbundle with
dimX(1) ≤ dimX + 1. Then X is constant.
Proof. Define a complex-valued 2-form on X by
ρp(v,w) = 〈∂σ(p), w〉C (v,w ∈ Xp, p ∈M),
where σ is any local section of X with σ(p) = v. For a fixed p ∈M , consider
F : Xp → X∗p , F (v) = ρp(v, ·).
Clearly, ρ restricts to a non-degenerate 2-form on Xp/ kerF ; in particular, X/ kerF must
be of even dimension. However, since X is maximal isotropic, we have the exact sequence
0→ Xp →֒ (X(1))p → ImF → 0,
so that dimXp/ kerF = dim ImF ≤ 1. Hence ImF = 0, so Xp = (X(1))p , i.e., X is
constant. 
It is easy to find all real superhorizontal sequences of odd degree as follows.
Proposition 6.15. All real superhorizontal sequences (δi) of odd degree r are given in-
ductively in the following way:
(i) choose a maximal isotropic holomorphic subbundle Y of C2m, i.e., a holomorphic
map Y → U(m)/O(2m) (which may be constant), and set δ(r+1)/2 = Y .
(ii) given δi+1, · · · , δ(r+1)/2, · · · δr−i for some i ∈ {2, . . . , (r− 1)/2}, choose a holomor-
phic subbundle δi of C
n satisfying (a) δi ⊂ {(δr−i)(1)}⊥C and set
(b) δr−i+1 = δ
⊥C
i . 
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Note that, apart from the initial choice of δ(r+1)/2, we only have to differentiate and solve
the linear equations (a) and (b) to find the other δi. Note, further, that if {(δr−i)(1)}⊥C is
the zero bundle, δj for j ≤ i will be zero and we will effectively have a shorter sequence.
An alternative way of finding real superhorizontal sequences is illustrated by the fol-
lowing example; it can readily be generalized to find real superhorizontal sequences of any
(even or odd) degree with subbundles of specified ranks.
Example 6.16. To find all superhorizontal sequences of degree 3 in C6 with the δi of
ranks 1, 3 and 5, let h0 : M → CP 5 be a holomorphic map of isotropy order at least 2
and set δ1 = h0. If h0 is constant, choose h3 to be a rank two isotropic subbundle of the
constant subbundle (h0)
⊥C not containing h0. If h0 is non-constant, choose h3 to be a rank
one isotropic subbundle of (h0)(1)
⊥C not lying in (h0)(1); possible subbundles can be found
explicitly by solving linear equations to find a basis for (h0)(1)
⊥C , then the coefficients of
a meromorphic section H3 spanning h3 will satisfy a single quadratic equation. In either
case, set δ2 = (h0)(1) + h3, and δ3 = (δ1)
⊥C .
6.5. Normalization of real solutions. Given an extended solution Φ :M → ΩrU(n)R,
as usual set W = ΦH+ : M → GrRr and δi+1 = Pi(W ∩ λiH+) (0 ≤ i ≤ r − 1). From
the reality conditions, it follows that δ(r+1)/2 is maximal isotropic when r is odd. In
fact, as remarked after Theorem 6.8, this is the first uniton in the alternating uniton
factorization of W . We may perform a normalization procedure similar to that of the
U(n) case discussed in §3.4.
Proposition 6.17. Let Φ :M → ΩrU(n)R be an extended solution with r ≥ 3. Then nr
is even and
(i) there is a loop η ∈ ΩalgU(n)R such that Φ˜ = η−1Φ is real and normalized ;
(ii) the degree of any normalized extended solution Φ˜ is at most n− 1;
(iii) If n is even, we find η such that the degree of Φ˜ at most n− 2.
Proof. Set W = ΦH+ :M → GrRr . That nr is even follows from Lemma 6.11.
(i) Suppose that Ai = 0 for some i. Then Ar−i = 0 as well, so we may assume that
i ≥ r/2. If i = r, then λ−1W : M → GrRr−2. If r is odd and i = (r + 1)/2, then
δ(r+1)/2 = δ(r+3)/2, so Y = δ(r+1)/2 is constant and maximal isotropic. As in Lemma 3.17,
it follows that (πY + λ
−1π⊥Y )W : M → GrRr−1. Similarly, if r is even and i = r/2, then
Y = δr/2 = δr/2+1 is constant and maximal isotropic, and (πY + λ
−1π⊥Y )W :M → GrRr−1.
It remains to consider the case when i > (r + 1)/2. Following [18], we set
V = λi+1−r(W ∩ λr−i−1H+) + λ2−i(W ∩ λi−1H+) + λ2H+ .
We have λr−2V ⊂ W ⊂ V ; from the fact that Ai = Ar−i = 0, it follows easily that V
is real of degree 2 and constant. Hence V = ηH+ for some constant η ∈ Ω2U(n)R and
η−1W :M → GrRr−2.
(ii) Since Ai 6= 0 for all i, we have n =
∑r
i=0 rankAi ≥ r+1, and the inequality follows.
(iii) When n is even and r = n−1, either some Ai = 0 or dim δi = i+1 for all i. If Ai = 0
for some i, then we can reduce the degree by (i). If dim δi = i for all i, then Y = δ(r+1)/2
is constant by Lemma 6.14. It is easy to see that (πY + λ
−1π⊥Y )W :M → GrRr−2. 
Remark 6.18. The bounds are sharp as shown by Examples 6.13 (i) and (iii).
6.6. Examples of real harmonic maps and explicit formulae. To find (extended
solutions of) harmonic maps into the orthogonal group, real Grassmannians and the space
O(2m)/U(m) we need to find extended solutions W which are real (Definition 6.1). To
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do this, we start with a finite set of meromorphic sections Hj of C
n, set X equal to their
span and compute the corresponding extended solution W :M → Gr from (4.1), then we
impose the reality conditions: these are linear and quadratic equations. As in Example
4.5, the unitons αi for the alternating factorization are then given by (4.6); the harmonic
map and associated extended solution are then the products (3.4), (2.9) of those unitons.
Let Φ : M → ΩrU(n)R be an extended solution and set W = ΦH+ : M → GrRr .
As above, we shall assume that Φ is normalized and that, if r is odd, δ(r+1)/2 is non-
constant. Then r is even and ≤ n − 1 if n is odd and r ≤ n − 2 if n is even. Write
ϕ = Φ−1 :M → U(n), so that ϕ = ±ϕ.
In the following results and examples, for an extended solution W we write, as usual,
δi+1 = Pi(W ∩ λiH+) so that the S1-invariant limit (Example 3.16) of W is W 0 =∑r−1
i=0 λ
iδi+1 + λ
rH+. As before, for a meromorphic section H of Cn, we write H(i) to
mean its i’th derivative with respect to a local complex coordinate on M ; further, we
write (H)(i) to mean the osculating subbundle h(i) where h = span{H}; thus (H)(i) =
span{H,H(1), . . . ,H(i)}.
We first examine some low values of r and n. Clearly r = 0 if and only if Φ = I; the
case r = 1 is covered by Example 6.7.
Proposition 6.19. Suppose that r = 2 and rank δ1 = 1. Then W is S
1-invariant and
ϕ = δ1 + δ1 :M → G2(Rn) so that ϕ is a real mixed pair in the sense of [1].
Proof. We have W = span{H0 + λH1}+ λδ2 + λ2H+ . However, the reality condition on
W implies that H1 ∈ δ⊥C1 = δ2 and hence W = δ1 + λδ2 + λ2H+ , so that ϕ is a mixed
pair as in Example 3.15(i). 
Proposition 6.20. If n ≤ 4 then Φ is S1-invariant.
Proof. If n = 2, then r = 0 so that ϕ is constant.
If n = 3, rank δ1 = 1 and the result follows from Proposition 6.19.
If n = 4, by Proposition 6.17, r = 0, 1 or 2. If r = 2, then rank δ1 = 1 and the result
follows from Proposition 6.19. 
The last two propositions are sharp as is shown by Examples 6.21 and 6.22.
For general n and r, all W can be found by solving linear and quadratic equations; we
illustrate this with some examples.
Example 6.21. Let n = 5 and r = 2 and set
W = span{H0 + λH1 , H(1)0 + λH3}+ λ(H0)(2) + λ2H+
where H0 is full. It is easily checked that W : M → Gr2 is an extended solution. Then
W is real if and only if (i) H0 (i.e., span{H0}) is totally isotropic; (ii) 〈H1,H0〉C = 0; (iii)
〈H3,H(1)0 〉C = 0; (iv) 〈H3,H0〉C + 〈H1,H(1)0 〉C = 0. The uniton factorization of Theorem
6.3 is Φ = (πα1 + λπ
⊥
α1)(πα2 + λπ
⊥
α2), where
α1 = (H0)(2) and α2 = span{H0 + π⊥α1H1,H
(1)
0 + π
⊥
α1H3}.
As before, when M = S2, all solutions of (i) are given by the algorithm in [1]. Set
H1 = aH
(3)
0 and H3 = bH
(3)
0 + cH
(4)
0 for some meromorphic functions a, b and c. Then
(ii) is satisfied and (iv) reads c〈H0,H(4)0 〉C+a〈H(3)0 ,H(1)0 〉C = 0, i.e., (c−a)〈H0,H(4)0 〉C = 0
which is satisfied if c = a. Finally (iii) can be written: b〈H0,H(4)0 〉C = c〈H(1)0 ,H(4)0 〉C.
Since H0 is full, 〈H0,H(4)0 〉C is not identically zero, so we can find b to satisfy this.
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This determines an extended solution W = ΦH+ of a harmonic map ϕ = Φ−1 : M →
O(5). If a is identically zero, then Φ is S1-invariant with ϕ = H(1) ⊕ H(1) so that
ϕ⊥ = G(2)(H0) is a harmonic map into RP
4. If a is not identically zero, then Φ does not
have values in Ω2U(5)
ν,R and ϕ does not lie in a Grassmannian.
Example 6.22. Let n = 6 and r = 3 and set X = span{H0+λH1+λ2H2, λH3+λ2H4}.
Applying (4.1) gives the extended solution
W = span{H0 + λH1 + λ2H2}+ λ span{H3 + λH4, (H0 + λH1)(1)}
+ λ2 span{(H0)(2), (H3)(1)}+ λ3H+ .
The S1-invariant limit is W 0 = δ1 + λδ2 + λ
2δ3 + λ
3H+ where δ1 = span{H0}, δ2 =
span{(H0)(1),H3}, and δ3 = (H0)(2) + (H3)(1). This is a real superminimal sequence if
and only if δ2 is a maximal isotropic subbundle of C
6 and δ3 = δ
⊥C
1 . We can find all
possible H0 and H3 as in Example 6.16.
Next, W is real if and only if, additionally,
(i) 〈H0,H2〉C + 〈H1,H1〉C = 0,
(ii) 〈H0,H1〉C = 0,
(iii) 〈H1,H3〉C + 〈H0,H4〉C = 0.


We can find all possibleH1 by solving the linear equation (ii); this is equivalent to choosing
a meromorphic section of (δ1)
⊥C = δ3. We then find all possible H2 by solving the linear
equation (i). Finally we solve the linear equation (iii) to find all possible H4. Then
W = ΦH+ is an extended solution with iΦ−1 : M → O(6). We can easily calculate the
factorization of Theorem 6.3 as in the previous example.
6.7. Maps into real Grassmannians and O(2m)/U(m). For real ν-invariant extended
solutions, we obtain the following bounds on the minimal uniton number.
Proposition 6.23. Let Φ :M → ΩrU(n)ν,R be an extended solution with r ≥ 4. Then
(i) there exists η ∈ Ωr−sU(n)R such that Φ˜ = η−1Φ :M → ΩsU(n)ν,R is normalized;
(ii) if Φ−1 :M → Gk(Rn), then s ≤ 2min{k − 1, n − k};
(iii) if Φ−1 :M → O(2m)/U(m), then η may be chosen so that s ≤ 2m− 3.
Proof. (i) Suppose that Φ is not normalized, so that Ai = 0 for some i. Since this implies
that Ar−i = 0, we may assume that i ≥ r/2. The result is obvious if i = r. If r is
odd and i = (r + 1)/2, then Y = δ(r+1)/2 = δ(r+3)/2 is constant and maximal isotropic.
As in Proposition 5.3 it follows that (πY + λ
−2π⊥Y ), W : M → Grν,Rr−2. Similarly, if r
is even and i = r/2, then Y = δr/2 = δr/2+1 is constant and maximal isotropic, and
(πY + λ
−2π⊥Y )W :M → Grν,Rr−2 .
Suppose now that r/2 + 1 ≤ i ≤ r − 1. Following the treatment of the symplectic case
in [18] we define
V = λi+1−r(W ∩ λr−i−1H+) + λ3−i(W ∩ λr−i−1H+) + λ4H+ .
We have λr−4V ⊂ W ⊂ V ; from the fact that Ai = Ar−i = 0, it follows easily that V is
constant and lies in GrR4 . As in [18], we see that (V ⊖ λV )odd = 0. Hence V = ηH+ , for
some η ∈ Ω4U(n)R with η(−1) = I, and η−1W :M → Grν,Rr−4 .
(ii) We know that r is even, and since W˜ = Φ˜H+ is normalized, we have
k =
s/2∑
j=0
rankA2j ≥ s/2 + 1 and n− k =
s/2−1∑
j=0
rankA2j+1 ≥ s/2,
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and the inequality follows.
(iii) Since r is odd, δ(r+1)/2 is maximal isotropic. If Y = δ(r+1)/2 is constant, then
(πY + λ
−2π⊥Y )Φ˜ : M → Ωs−2U(n)ν,R. Thus, assume that δ(r+1)/2 is non-constant. By
Proposition 6.17 we have rankA(r+1)/2 = rank δ(r+3)/2 − rank δ(r+1)/2 ≥ 2. By reality, we
then also have rankA(r−1)/2 ≥ 2. Thus
2m =
s∑
j=0
rankAj ≥ s+ 3,
and the inequality follows. 
Corollary 6.24. (i) Suppose that k or n − k is even and let ϕ : M → Gk(Rn) ⊂ U(n)
be a harmonic map of finite uniton number. Then there is an extended solution Φ :M →
ΩrU(n)
ν,R with r ≤ 2min{k, n − k} and Φ−1 = ±ϕ.
(ii) Let ϕ : M → O(2m)/U(m) ⊂ U(2m) be a harmonic map of finite uniton number.
Then there is an extended solution Φ : M → ΩrU(2m)ν,R with r ≤ 2m − 3 and Φ−1 =
±ϕ. 
Note that if k and n− k are odd, then we can embed Gk(Rn) in Gk(Rn+1).
We now give some examples, starting with a classification for low values of r.
Proposition 6.25. Let W :M → Grν,Rr be an extended solution. Suppose that r ≤ 2, or
r = 3 and rank δ1 = 1. Then W is S
1-invariant.
Proof. When r = 2, this follows from Example 3.15.
When r = 3, W = span{H0 + λ2H1} + λδ2 + λ2δ3 + λ3H+ . However, the reality
conditions imply that H1 ∈ δ⊥C1 = δ3, and hence W = δ1 + λδ2 + λ2δ3 + λ3H+, which is
S1-invariant. 
The next two examples show that the hypotheses of the last result are sharp.
Example 6.26. Let m ≥ 4 and r = 3. Consider the extended solution
W = span{H0 + λ2H1,H2 + λ2H3}+ λδ2 + λ2δ3 + λ3H+ ,
where 0 ⊂ δ1 = span{H0,H2} ⊂ δ2 ⊂ δ3 ⊂ C2m is a superhorizontal sequence. When H1
and H3 are zero, we obtain the S
1-invariant limit W 0 = δ1 + λδ2 + λ
2δ3 + λ
3H+ . Then
W is real if and only if the sequence (δi) is real and
(6.3) 〈H0,H1〉C = 〈H2,H3〉C = 〈H0,H3〉C + 〈H1,H2〉C = 0.
The filtration of W given by alternating Uhlenbeck and Segal steps is given by
W1 = λ
−1W ∩H+ + λH+ = δ2 + λH+,
W2 = λ
−1W ∩H+ + λ2H+ = δ2 + λδ3 + λ2H+;
the resulting factorization of Theorem 6.8 is Φ = Πij=1(παj + λπ
⊥
αj) where
α1 = P0W1 = δ2 ,
α2 =
1∑
s=0
S1sPsW2 = πα1δ2 ⊕ π⊥α1δ3 = δ3 ,
α3 =
2∑
s=0
S2sPsW2 = span{H0 + π⊥δ3H1,H2 + π⊥δ3H3} .
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The corresponding harmonic maps ϕi = Π
i
j=1(παj − π⊥αj ) are:
ϕ1 = δ2 :M
2 → O(2m)/U(m) ,
ϕ2 = ζ
⊥
2 :M
2 → G∗(C) where ζ2 = δ⊥2 ∩ δ3 ,
ϕ = ϕ3 = α3 ⊕ ζ2 :M2 → O(2m)/U(m) .
The harmonic map ϕ0 corresponding to the S1-invariant limit of W is given by ϕ0 =
δ1 ⊕ ζ2 :M2 → O(2m)/U(m).
As an example, we find solutions W with m = 5. Consider a natural decomposition
C
10 = C51 ⊕ C52 of C10 into two copies of C5; choose full totally isotropic meromorphic
maps H0 : M → C51 and H2 : M → C52. Set δ1 = span{H0,H2}. Next, pick H4 :
M → ((δ1)(1))⊥C \ (δ1)(1) meromorphic with 〈H4,H4〉C = 0. Setting δ2 = (δ1)(1) and
δ3 = δ
⊥C
1 defines a real superminimal sequence giving an S
1-invariant harmonic map
M → O(10)/U(5).
Next, choose H1 = K1+aH
(4)
2 and H3 = bH
(4)
0 +K2. Then the reality conditions (6.3)
are satisfied if K1 :M → span{H0}⊥C ∩ C51, K2 :M → span{H2}⊥C ∩ C52, and
b〈H0,H(4)0 〉C + a〈H2,H(4)2 〉C = 0.
Neither 〈H0,H(4)0 〉C nor 〈H2,H(4)2 〉C are identically zero, so the last equation has solutions
with neither a nor b identically zero and we have a real solution W .
Note that W is S1-invariant if and only if H1 and H3 are sections of δ3 ; this holds
precisely when a = b = 0.
6.8. Harmonic maps to the symplectic group and its quotients. Let J denote the
conjugate linear map given by left multiplication by the unit quaternion j on C2m ∼= Hm.
In a similar way to Definition 6.1, we say that W ∈ Grr is symplectic (of degree r) if
JW = λ1−rW . We denote byGrJr the set of elements ofGrr which are symplectic of degree
r; similarly, we denote by ΩrU(2m)
J the elements of ΩrU(2m) satisfying JΦJ
−1 = λ−rΦ;
whenW = ΦH+ , we haveW ∈ GrJr if and only if Φ ∈ ΩrU(2m)J . If Φ ∈ ΩrU(2m)J , then
Φ−1 or iΦ−1 is in Sp(m) depending on whether r is even or odd. The results described
in §§6.1 — 6.3 have obvious analogues when O(n) is replaced by Sp(m).
For the first two subsections, where r is even, this was done in [18], obtaining harmonic
maps into Sp(m) and quaternionic Grassmannians, see also [9] and [15]. Regarding the
new results in §6.3 for r odd, the first term in the factorization described in Theorem 6.8
will correspond to a holomorphic map into the Hermitian symmetric space Sp(m)/U(m).
In all cases, our methods give new explicit formulae for the harmonic maps and their
extended solutions.
As in §6.5, we can normalize any extended solution Φ : M → ΩrU(2m)J , and easily
obtain the following bounds on the uniton number r.
Proposition 6.27. (i) Given a harmonic map ϕ : M → Sp(m) of finite uniton number,
there is an extended solution Φ : M → ΩrU(2m)J with Φ−1 = ±ϕ or Φ−1 = ±iϕ and
r ≤ 2m− 1;
(ii) if ϕ takes values in Sp(m)/Sp(k) × Sp(m − k), then Φ can be chosen with r ≤
4min{k,m− k}; if 2k = m, then this can be improved to r ≤ 4k − 2. 
As in the O(n) case, it follows easily that, if ϕ2 = I, then this extended solution Φ can
be chosen to take values in ΩrU(2m)
ν,J = ΩrU(2m)
J ∩ΩrU(2m)ν . Let ω be the standard
complex skew-symmetric form on C2m preserved by Sp(m). A subspace V ⊂ C2m is said to
be J-isotropic if ω(v,w) = 0 for all v,w ∈ V . To construct examples of extended solutions
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into ΩrU(2m)
J , we may proceed as in the O(n)-case, replacing ‘isotropic’ by ‘J-isotropic’,
the symmetric bilinear form 〈·, ·〉C by ω, and complex conjugation by multiplication by J .
We define J-isotropy order in an analogous way to the definition of isotropy order in
§6.4. However, this time, for a map f : M → CP 2m−1, the isotropy order t is even and
t ≤ 2m−2. A full holomorphic map f :M → CP 2m−1 is called totally J-isotropic if it has
the maximum possible finite J-isotropy order 2m− 2. Equivalently, f is totally isotropic
if G(2m−1)(f) = Jf . When M = S2, all holomorphic maps of finite J-isotropy order are
given by an algorithm in [2].
Example 6.28. Let h : M → CP 2m−1 is a full totally J-isotropic holomorphic map.
Then, as in §6.4, we can construct an S1-invariant extended solution W = ΦH+ =∑r−1
i=0 λ
iδi+1 + λ
rH+ from the superhorizontal sequence
0 ⊂ δ1 ⊂ δ2 ⊂ · · · ⊂ δ2m−1 ⊂ C2m,
where δi = h(i−1). Then Φ takes values in Ω2m−1U(2m)
ν,J and ϕ = Φ−1 : M →
Sp(m)/U(m) ⊂ U(2m) is the harmonic map of (minimal) uniton number 2m− 1 given by
(3.7) .
There is no analogue of Propositions 6.19 or of 6.20 as the next two examples show.
Let H0,H1,H2 be meromorphic sections of C
2m.
Example 6.29. Let r = 2 and m ≥ 2. Choose H0 to have J-isotropy order at least 2
and set W = span{H0 + λH1} + λδ2 + λ2H+ where δ2 is the orthogonal complement of
δ1 = span{H0} with respect to ω. Then W is a symplectic extended solution, so that
W = ΦH+ for an extended solution Φ : M → Ω2U(2m)J , thus giving a harmonic map
ϕ = Φ−1 : M → Sp(m). We can take H1 not lying in δ2, then ϕ does not lie in a
quaternionic Grassmannian.
Example 6.30. Let m = 2 and r = 3. Set X = span{H0 + λH1} and let W be the
extended solution given by (4.1), i.e.,
W = span{H0 + λH1}+ λ(H0 + λH1)(1) + λ2(H0)(2) + λ3H+ .
Then W is symplectic if and only if (i) H0 is totally J-isotropic, and (ii) ω(H0,H
(1)
1 ) +
ω(H1,H
(1)
0 ) = 0. Following the algorithm in [2], we can construct all H0 satisfying (i); we
may then choose H1 satisfying the linear equation (ii). Provided (iii) H1 does not lie in
(H0)(1), the extended solution W is not S
1-invariant.
As a specific example, starting with F0 = (1, z), the algorithm of [2] yields the totally
J-isotropic map H0 : S
2 → C4 of J-isotropy order 2 given by H0 =
(
z, 12z
2, 1,−16z3
)
. Set
H1 = (0, 0, 0, a) where a is a non-zero constant. Then (ii) and (iii) are satisfied, so we
obtain a harmonic map ϕ : S2 → Sp(2) ⊂ U(4) of (minimal) uniton number 3 which does
not lie in Sp(2)/U(2).
Example 6.31. Let m = r = 3 and choose H0 full and totally J-isotropic. Set
W = span{H0 + λ2H1}+ λ(H0)(1) + λ span{H2}+ λ2(H0)(2) + λ2(H2)(1) + λ3H+ .
Then W is a ν-invariant extended solution which is symplectic if and only if H2 is a
section of (H0)(3). With these choices, W represents a harmonic map into Sp(3)/U(3)
of (minimal) uniton number 3. Provided H1 is not a section of (H0)(2) + (H2)(1), the
extended solution W is not S1-invariant.
In general, we have a similar result to Corollary 6.10; in conclusion, we have found
explicit algebraic formulae which give all harmonic maps of finite uniton number from a
Riemann surface to a classical compact Lie group or inner symmetric space of it.
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