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1. INTRODUCTION
Rapid development of the theory of impulse differential equations over
the past few years has been to a great extent stimulated by the numerous
applications to problems from medicine and biology, among which we
mention the mathematical model for the removal or insertion of biomass
w x1 , the model of a single species population with abrupt changes of
w ximportant biological parameters 3 , the competition model with abrupt
w x w xharvesting 5 , and the Kruger]Thiemer model for drug distribution 6 .
The aim of this paper is to apply results concerning the existence and
uniqueness of bounded and periodic solutions to the impulse evolution
system given by an abstract parabolic equation with impulses at fixed
moments, as well as sufficient conditions for the stability of bounded
 . w xperiodic solutions obtained by the author 11 and by the author and S. I.
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w xTrofimchuk 12, 13 for the mathematical modeling of single species
growth in the presence of abrupt changes like harvesting, heavy immigra-
tion, diseases, etc.
We note that the first attempt to investigate an impulsive parabolic
equation with the Dirichlet condition via the method of upper and lower
w x w xsolutions was presented in 3 and was further developed in 5 for the case
of reaction]diffusion systems with abrupt harvesting. For the case of
constant harvesting for the reaction]diffusion system presented by a term
 .which is involved directly in the differential equation 3 , the reader is
w xreferred to 15 .
The paper is organized as follows. In Section 2 we state the problem for
the abstract impulse evolution system and present results on the existence
and uniqueness of the solutions along with sufficient conditions for the
asymptotic stability of solutions including the case of stability by the linear
approximation. In Section 3 we apply these results for the investigation
of the reaction]diffusion equation with impulses at the fixed moments of
time which can be reasonably considered as a model for the dynamics of
population influenced by abrupt changes in biological parameters caused,
 w x.for example, by disasters or harvesting cf. 3, 5, 15 .
2. ABSTRACT IMPULSE EVOLUTION SYSTEM
5 5Let X be a Banach space with a norm x and let A be a sectorialX
w x  .  .operator in X 4 with the property Re l ) g for l g s A , where s A
stands for the spectrum of A. Then the fractional powers of operator A
a  a .are defined and for a G 0 the spaces X s D A with the graph norm
5 5 a 5 5 5 a 5 w xx s x q A x are also defined 4 .X X X
 . w .  4Let R s y`, q` , R s 0, q` , and let J s t be a nonempty set ofq i
real numbers with a property
w xcard a, a q 1 l J - ` for all a g R, .
where card Z denotes the number of elements of the set Z, and we
suppose that t - t for i - j and lim t s q`.i j iª` i
In what follows, the notation J will be used for the set J sw a , b x w a , b x
w x a , b l J of real numbers and G will be used for the index set G s i g Z:
4t g J .i
w xWe note that due to 14, Lemma 2.1 the above property of the set J
implies that the limit
card J t , tqs.
lim sup s q - `
ssª`
exists uniformly with respect to t g R.
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Let us consider nonlinear impulse evolution system defined by the
differential equation
dx
q Ax s f t , x , t g R _ J , 1 .  .
dt
along with the difference equation
x t q 0 y x t y 0 s g x t y 0 , t g J , 2 .  .  .  . .i i i i i
 a < 5 5 a 4where t g R, x g U s x g X x F r , r ) 0.X
 . w .A function x t , x: t , s ª X which is piece-wise continuous for
w .t g t , s _ J with the first order discontinuities at the points t g Jwt , s . i wt , s .
is called a solution of the initial value problem
x t s x , x g Y ; X , t g R . 0 0
 .  . w .for nonlinear impulse evolution system 1 , 2 on the interval t , s if the
 . w .  .  .mapping f t, x : t , s = U ª X is continuous, x t g D A for t g
w .  . w .t , s _ J , and x t satisfies for t g t , s _ J the differentialwt , s . wt , s .
 .  .equation 1 and for t g J the difference equation 2 .wt , s .
Nonlinear impulse evolution system is called T-periodic if for some
T ) 0 there exists a positive integer p such that
t s t q T , f t q T , x s f t , x , g x s g x .  .  .  .iqp i iqp i
for all t g R and i g G.
w x  .  .THEOREM 2.1 12, 13 . Suppose that for the functions f t, x and g x thei
following conditions hold:
 . ai function f : R = U ª X and functions g : U ª X are continuousi
with respect to their arguments in corresponding domains;
 .ii function f is locally Holder continuous with respect to t, whichÈ
means that there exist constants H ) 0 and 0 - Q F 1 such that the inequal-
ity
Q< <f t , x y f s, x F H t y s .  . X
holds for any t, s g R;
 .iii function f and functions g are locally Lipschitz continuous withi
respect to x, which means that the inequality
a5 5f t , x y f t , y q g x y g y F N r x y ya .  .  .  .  . XX i i X
holds for any x, y g U uniformly with respect to t g R and i g G, where
 .  .N r is positi¨ e nondecreasing function such that N r ª 0 as r ª 0;
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 .iv function f and functions g are bounded with respect to x at thei
origin, which means that the inequality
f t , 0 q g 0 F Ma .  .X i X
holds uniformly with respect to t g R and i g G, where M is a small positi¨ e
constant.
 .Then there exists a unique bounded on the hole real axis solution x* t of
 .  .the nonlinear system 1 , 2 . Moreo¨er, if the nonlinear impulse e¨olution
 .system is T-periodic then the solution x* t is also periodic in t with the same
period.
 .Remark 2.1. We note that the smallness of the function N r and of
the constant M is required for the existence of a global solution, while
without this assumption a ``relaxed'' version of Theorem 2.1 provides local
existence of a unique bounded solution defined on the maximal time
interval.
The following result gives conditions for the stability of bounded re-
.  .spectively, periodic solutions of nonlinear impulse evolution system 1 ,
 .2 .
w x  .  .THEOREM 2.2 12 . Suppose that for the functions f t, x and g xi
 .  .assumptions i ] iii of Theorem 2.1 hold as well as one of the following
 .inequalities corresponding to the case of bounded respecti¨ ely, periodic
solution
q ln 1 q C N r QM q CMN r y g - 0, .  .a
y1y1T p ln 1 q CMN r q C 1 y a MTN r y g - 0 , .  .  . /a
 .ya . wwhere Q s sup t y t and C, C are the constants appearing in 4,i iq1 i a
xTheorem 1.3.4, Theorem 1.4.3 .
 .  .Then bounded respecti¨ ely, periodic solution x# t of the impulse e¨olu-
 .  .tion system 1 , 2 is uniformly asymptotically stable.
Finally, we present sufficient conditions for stability by the linear ap-
 .  .proximation of solutions of the impulse evolution system 1 , 2 . We begin
with a definition of a stationary point.
 .A point x is called a stationary point if x t ' x is the solution of the0 0
 .  .  .  .impulse evolution system 1 , 2 , that is, x g D A , Ax s f t, x for0 0 0
 .  .t g t , ` _ J , and g x s 0 for i g G.0  t , `. i 00
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w x  .  .THEOREM 2.3 11 . Suppose that for the functions f t, x and g xi
 .  .assumptions i ] iii of Theorem 2.1 hold. Let x be a stationary point of the0
 .  .impulse e¨olution system 1 , 2 and suppose that
f t , x q z s f t , x q Bz q u t , z , .  .  .0 0
g x q z s g x q D z q ¨ z , .  .  .i 0 i 0 i i
 a .  1 a .where B g L X , X , D g L X , X , andi
a a5 5 5 5¨ z s o z , u t , z s o za .  .  .  .X XXi X
5 5 afor z ª 0 uniformly with respect to t ) t and i g G.X 0
If the spectrum of the operator A y B belongs to the set Re l ) b ) d s
5 5 1 asup D ) 0, then the stationary solution x of the impulse e¨olutionL X , X .i i 0
 .  . asystem 1 , 2 is uniformly asymptotically stable in X ; i.e., there exist r ) 0,0
5 5 a y1L ) 0 such that for t# ) t and x y x - r L there exists a uniqueX0 1 0 0
 .solution of the initial ¨alue problem x t# s x for the impulse e¨olution1
 .  .system 1 , 2 which is defined for t G t# and which satisfies for t G t# the
estimate
a5 5x t ; t#, x y x F L exp yh t y t# x y x ,a .  . . X1 0 1 0X
 .where 0 - b - h - Re l, l g s A y B .
3. APPLICATIONS TO POPULATION DYNAMICS
In this section we apply the results presented above to the study of the
impulse evolution system which can be treated as a mathematical model
for the growth and diffusion of a population subject to the effect of abrupt
changes such as disasters, harvesting, heavy immigration, etc.
n 2  .Let V be a bounded open set in R with C boundary ­ V, Q s 0, TT
 .= V for some T ) 0, G s 0, T = ­ V, and n be a unit outward normalT
vector field on G . For a given partition 0 - t - t - ??? - t - T ofT 1 2 p
w xthe interval 0, T we introduce the following notations:
V s t , x : t g 0, T , x g V , 4 .  .i i i
W s t , x : t g 0, T , x g ­ V , 4 .  .i i i
p p
V s V , W s W .D Di i
is1 is1
We consider the following reaction]diffusion system
­ u t , x .
s D Du t , x q w t , x , u t , x for t , x g Q _ V , 3 .  .  .  . . T­
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 .   .  ..where u t, x s u t, x , . . . , u t, x represents the population density of1 m
a species inhabiting a region V. The members of the population are
w xassumed to move about V in the mode of a random walk 7 and
this process is modeled by the diffusive term DDu, where D s
  .  ..diag d x , . . . , d x is a diagonal m = m diffusion matrix with positive,1 m
uniformly continuous, and bounded entries d : V ª R such thati
inf d x ) 0, i s 1, . . . , m. .i
xgV
 . w xThe function w t, x, u is defined on 0, T = V = L, where L is an
open set in Rm and has values in Rm, and we assume that it is continuousq
and satisfies a Holder condition with respect to t and a Lipschitz conditionÈ
 .with respect to u; i.e., there exist Q g 0, 1 and a small constant K ) 01
such that
Q< < 5 5w t , x , u y w s, x , ¨ F K t y s q u y ¨ .  .  .1
for 0 F s - t - T , x g V, u, ¨ g L. We also suppose that the function
 .w t, x, u is bounded with respect to u at the origin, i.e. there exists a small
positive constant K such that2
w t , x , 0 F K . 2
for 0 F t - T , x g V.
 .Equation 3 is widely regard as a model describing the spread of a
 w x.diffusing population see, for example, 7, 9, 15 and it also presents a
good model for the host]vector epidemics, carrier]home epidemics, and
epidemics with a negative exponential incubation period see, for example,
w x .2 and the references therein .
 .We consider Eq. 3 subject to the initial condition
u 0, x s u x G 0 for x g V , 4 .  .  .0
 . where u x is a given initial distribution vectorial inequality means that0
the same inequality holds between the corresponding components of the
.vector functions , and to the boundary condition
Bu t , x s 0, for t , x g G _ W , 5 .  .  .T
where
n
B x , D s b x D q g x I .  .  . i i
is1
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is a first order differential operator acting on the boundary with real
differentiable coefficients. The initial datum u is supposed to be continu-0
ous, bounded, and to satisfy the boundary condition
Bu s 0 for t , x g G _ W . .0 T
Finally, an important part of our mathematical model is presented by
the equation of impulse action defining the character of abrupt changes in
the system,
u t , x y u t y 0, x s c x , u t y 0, x , x g V , 6 .  .  .  . .i i i i
 .where the function c x, u is defined on V = L for i s 1, . . . , p and hasi
values in Rm. We also assume that it is continuous and satisfies a Lipschitz
condition with respect to u, i.e., there exists a small constant K ) 0 such1
that
5 5c x , u y c x , ¨ F K u y ¨ .  .i i 1
for x g V, u, ¨ g L, i s 1, 2, . . . , p. Besides that we also suppose that the
 .function c x, u is bounded with respect to u at the origin for i s 1, . . . , p,i
i.e., there exists a small constant K such that2
c x , 0 F K .i 2
for x g V.
 .  .We seek the solution of the problem 3 ] 6 which belongs to a set P of
 . w xfunctions u t, x , u: 0, T = V ª R with the following properties:
1, 1 .  .  .  .i u t, x is of class C for t, x g Q _ V j W ;t, x T
 . 2  . 2  .ii there exists ­ u t, x r­ x which is continuous for t, x g QT
_V;
 .iii for x g V there exist the following limits:
lim ¨ t , x s ¨ t , x .  .k
tªt q0k
and
lim ¨ t , x s ¨ t y 0, x - ` for x g V , .  .k
tªt ky0
 .   .  .  .  ..where ¨ t , x stands for u t , x , u t , x , u t , x , u t , x ,t x x x
 .u s ­ ur ­ t , u s ­ ur ­ x , . . . , ­ ur ­ x , an d u st x 1 m x x
 2 2 2 2 2 .­ ur­ x , ­ ur­ x ­ x , . . . , ­ ur­ x .1 1 2 m
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Our aim is to apply the results stated in the previous section to the study
 .  .of the problem 3 ] 6 , so we need to place it within the framework of the
abstract impulse evolution systems. For a perfect treatment of this proce-
dure for the case of abstract parabolic equations without impulse pertur-
 . wbation which can also be adopted for our case the reader is referred to 4,
x8, 10 .
 .  .Let us choose X s C V , then the realization A: D A ª X of the
operator A s y­ 2r­ x 2 in X with
2, p <D A s u g W V ;p G 1: Au g C V , Bu s 0 .  .  . 4­ V
w xis sectorial in X thanks to 8, Corollary 3.1.24 . It is convenient to choose
a s 0, X 0 s X, and O for the open set in X consisting of all functions
such that the range of u is contained in L. The functions
w x  . .   ..  . .f : 0, T = O ª X, f t, u x s w t, x, u x , and g : O ª X, g u x si i
  ..c x, u x are continuous and for any x g O there exist small constantsi 0
R, L ) 0 such that
5 5f t , x y f t , y q g x y g y F L x y y .  .  .  . XX i i X
w x  .  .for any t g 0, T , x, y g B x , R , where B x , R is a ball of radius R0 0
 .around x . Further, there exist constants Q g 0, 1 and H ) 0 such that0
Q< <f t , x y f s, x F H t y s .  . X
w xfor any t, s g 0, T . Besides that, the functions f and g are bounded ati
the origin, i.e., there exist a small constant M ) 0 such that
f t , 0 q g 0 F M . .  .X i X
Due to the fact that the differential operator B acting on the boundary
 .has first order, we conclude that D A is dense in X, and thus u g D A , .0
 .where D A stands for the closure of D A in X. .
Hence the assumptions of Theorem 2.1 are satisfied, so for u g D A .0
 .there exists a unique solution u t; u of the abstract impulse evolution0
 .  .  .  .system 1 , 2 , corresponding to our problem 3 ] 6 , which is defined on
w x0, T .
In what follows we need some auxiliary results which are concerned with
the following initial value problem for the linear impulse evolution system:
du
q Au t s f t , t g 0, T _ J , .  .  . 0, T .dt
u t q 0 y u t y 0 s b , .  .i i i
u 0 s u . 7 .  .0
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1 .LEMMA 3.1. Let f g L 0, T ; X , b g X, and u g X. If u is defined byi 0
t
u t s exp yAt u q exp yA t y s f s ds .  .  .  . .H0
0
q exp yA t y t b , 8 .  . . i i
t gJi 0 , t .
w x t  .  .then for e¨ery t g 0, T the integral H u s ds belongs to D A , and0
t t
u t s u y A u s ds q f s ds q b , 0 F t F T . 9 .  .  .  .H H0 i
0 0 t gJi 0 , t .
w xProof. For arbitrary t g 0, T we get
st t
exp yAs u ds q ds exp yA s y s f s ds .  .  . .H H H0
0 0 0
t
q exp yA s y t b ds. . .H i i
0 t gJi 0 , s.
w xThanks to 4, Theorem 1.3.4 we conclude that for any u g X and0
t  .  .t G 0, H exp yAs u ds belongs to D A and0 0
t
yA exp yAs u ds s exp yAt y I u . .  . .H 0 0
0
Further, for the same reason
st
yA ds exp yA s y s f s ds .  . .H H
0 0
t t
s yA ds exp yA s y s f s ds .  . .H H
0 s
t




yA exp yA s y t b ds s exp yA t y t y I b . .  . .  . H i i i i
0 t gJ t gJi 0 , s. i 0 , t .
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t  .  .Hence it follows that H u s ds belongs to D A , and0
t
yA u s ds s exp yAt y I u .  . .H 0
0
t
q exp yA t y s y I f s ds .  . . .H
0
q exp yA t y t y I b . . i i
t gJi 0 , t .
t
s u t y u y f s ds y b , .  . H0 i
0 t gJi 0 , t .
 .so that 9 holds. The proof of the lemma is complete.
1 .  .If f g L 0, T ; X , b g X, u g X, then a function u defined by 8 isi 0
 .called a mild solution of the problem 7 .
1 .  x .  x .LEMMA 3.2. Let f g L 0, T ; X l C 0, T ; X , g g C 0, T ; X , x
 .  .g D A , and let u be a mild solution of 7 . Then u is a solution of 7 in .
the sense of the definition gi¨ en in Section 2.
w x  .Proof. Thanks to 4, Theorem 1.3.4 we conclude that t ª exp yAt x
 x  ..   ..belongs to C 0, T ; D A and t ª  exp yA t y t b belongs tot g J i ii 0, t .
 x  .. w xC 0, T ; D A . Further, due to 4, Lemma 3.5.1 we conclude that t ª
t   ..  .  x  ..H exp yA t y s f s ds also belongs to C 0, T ; D A , so that u be-0
 x  ..  .longs to C 0, T ; D A . It follows from Lemma 3.1 that u is given by 9 ,
 xso for any t / t and h such that t q h g 0, T , t q h / t , we geti i
u t q h y u t 1 1 1 .  . tqh tqh
s y A u s ds q f s ds q b . .  . H H ih h h ht t t gJi  t , tqh.
Since u is continuous at the point t, then Au is also continuous at the
point t, and
1 1tqh tqh
lim A u s ds s lim Au s ds s Au t . .  .  .H Hh hhª0 hª0t t
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The function f is continuous at the point t, so
1 tqh
lim f s ds s f t . .  .Hhhª0 t
Further, by the l'Hospital's rule one can check that
1
lim b s 0. ihhª0 t gJi  t , tqh.
 .Summing up, we get that u is differentiable at the point t, and u9 t s
 .  .  xyAu t q f t for any t g 0, T _ J . Since yAu and f are continuous0, T .
 x  xfor t g 0, T _ J , then u9 is also continuous for t g 0, T _ J .0, T . 0, T .
w xFurther, in the same way as that in 13, Theorem 2.1 , one can show that
 .  .for t g J the function u t satisfies the difference equation u t q 00, T . i
 .  .y u t y 0 s b , and thus u is a solution of 7 . The proof of lemma isi i
complete.
 .  .Now we prove existence result for the system 3 ] 6 .
THEOREM 3.1. Let the abo¨e conditions on functions w and c hold.i
 .  .Then there exists s ) 0 such that the problem 3 ] 6 has a unique solution
mw xu: 0, s = V ª R , in the sense of the definition gi¨ en pre¨iously in this
w xsection, which is defined on the maximal inter¨ al 0, s .
 .Proof. In order to study regularity properties of the solution u t; u of0
 .  .the abstract impulse evolution system 1 , 2 corresponding to the initial
 .  .problem 3 ] 6 , we consider the metric space Y of piecewise continuous
functions with the first order discontinuities at the points t defined asi
w x w xY s u g PC 0, d ; X : u t F r for all t g 0, d , 4 . .
 xwhere d g 0, T is to be determined and r ) 0 is sufficiently small.
Further, let us define a nonlinear operator G on Y by
t
G ¨ t s exp yAt u q exp yA t y s f s, ¨ s ds .  .  .  .  . .  .H0
0
q exp yA t y t g u t y 0 . .  . .  . i i i
t gJi 0 , t .
Let us show that G is a contraction and maps Y into itself, provided d is
sufficiently small. Take ¨ , ¨ g Y. Then due to the properties of sectorial1 2
w x  . ` x  ..operators 4, 8 the function t ª exp yAt u belongs to C 0, d ; D A .0
` .The space Y is closed in L 0, d ; X and for every ¨ g Y the function
t
t ª exp yA t y s f s, ¨ s ds .  . .  .H
0
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g w x .  . w xbelongs to C 0, d ; X for any g g 0, 1 thanks to 8, Lemma 7.1.1 .
  .. w x .Since ¨ g Y then t ª g ¨ t belongs to C 0, d _ J ; X , so thei 0, d .
function
t ª exp yA t y t g ¨ t y 0 .  . .  . i i i
t gJi 0 , t .
` x  ..  .belongs to C 0, d _ J ; D A . Summing up, we conclude that G ¨0, d . 1
 . g w x .  .and G ¨ belong to C 0, d _ J ; X with any g g 0, 1 .2 0, d .
Further, we get the following estimate:
gG ¨ y G ¨ .  . w x .C 0, d _J ; X1 2 0 , d .
`F C f t , ¨ t y f t , ¨ t .  . .  .  .L 0, d ; X1 2
`q C g ¨ t y 0 y g ¨ t y 0 .  . .  .  .L 0, d ; Xi 1 i i 2 i
t gJi 0 , d .
5 5 `F CL 1 q card J ¨ y ¨ , . L 0 , d ; X .0 , d . 1 2
where
C s sup exp yAt . .  .L X , X
0FtFT
  .  .. .Since G ¨ y G ¨ 0 s 0, we have1 2
g
g`G ¨ y G ¨ F d G ¨ y G ¨ .  .  .  . w x .C 0, d _J ; X .L 0, d ; X1 2 1 2 0 , d .
g 5 5 `F CLd 1 q card J ¨ y ¨ . . L 0 , d ; X .0 , d . 1 2
w  .xy1rdThus, if d F d s 2CL 1 q card J , then G is a 1r2-contrac-0 0, T .
tion on Y.
Further, we have
` ` `G ¨ F G ¨ y G 0 q G 0 .  .  .  . .  .  .L 0, d ; X L 0, d ; X L 0, d ; X
g 5 5 `F CLd 1 q card J ¨ . L 0 , d ; X .0 , d .
`q exp yAt u .  .L 0, d ; X0
g
` `q Cd f t , 0 q card J g 0 .  . . .L 0, d ; X  .L 0, d ; X0 , d . i
F 3rr4 q Cd gM 1 q card J . .0, d .
Taking d F d so small that for any d F d the inequality1 0 1
Cd gM 1 q card J - rr4 .0, d .
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holds, we conclude that G maps Y into itself and thus it has a unique fixed
` .point in Y. Further, if u g L 0, d ; X is a mild solution of the abstract
 x .impulse evolution system, then it belongs to PC 0, d ; X . Thanks to the
 .fact that u d belongs to D A , it can be taken as an initial value for the .
abstract parabolic impulse system and in the same way it can be proved
wthat for some small h ) 0 it has a unique mild solution ¨ g PC d , d q
x .  .h ; X . Define now the function w t by
u t , 0 F t F d , .
w t s .  ¨ t , d - t F s q h . .
w x .  .Then evidently w g PC 0, d q h ; X and w d q h can be taken as the
initial datum for the abstract parabolic impulse system, so we can continue
this procedure up to the moment when we construct a solution to the
problem which cannot be further continued to the right and this solution is
w xdefined on the maximal time interval I s 0, s . It should be noted thatu0
due to the smallness of positive constants L and M the maximal interval
may coincide with the positive semi-axis.
 .  x .Thus we got a unique mild solution t ª U t g PC 0, s ; X l
` .  .  .L 0, s ; X of the abstract impulse evolution system 1 , 2 . Further,
 .  .  . .thanks to Lemma 3.2 it follows that the function t, x ª u t, x s U t x
is continuous in x along with its derivatives ­ ur­ t, ­ ur­ x, ­ 2 ur­ x 2 for
 xt g 0, s _ J and they have the first order discontinuities at the points0, s .
t g J , so u is a solution of the reaction]diffusion equation withi 0, s .
impulse action in the sense of the definition given above in this section,
which completes the proof of the theorem.
To conclude, we apply Theorem 2.3 to the study of asymptotic stability
of the steady state solution of the diffusion system which models a
single-species population growth at the presence of abrupt harvesting cf.
with the study of the global asymptotic stability of the steady state solution
w xfor the case of single species growth 3 and for the case of competition
w x.model 5 .
Namely, we consider so called logistic equation
u s Du q u a y bu , t / t , x g V , .t i
where arb ) 0 is the carrying capacity of the environment and b ) 0 is
the natural growth rate of the population, subject to the initial condition
u 0, x s u x , x g V , .  .0
the boundary condition
­ u
s 0, t / t , x g ­ V ,i­n
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and the impulse action at fixed moments of time t the instants ofi
impulses are supposed to satisfy the standard assumptions formulated in
.Section 2
u t q 0, x y u t y 0, x s g u t y 0, x , x g V . .  .  . .i i i i
As above in Theorem 3.1 we are concerned with the solutions u g Y.
Since we intend to investigate the stability of the steady state solution
u s arb for the case of abrupt harvesting, we need to choose the functions
 .g u satisfying the following conditions:i
 .  .i 0 F u q g u F u for any u g Y;i
 .  .ii g arb s 0 for any i.i
 .Taking for g u the functioni
g u s yb ln brau , .  .i i
where b F 1 are non-negative constants with  b ) 0, we make use ofi i i
the rather varied possibilities for the choice of nonlinear functions which
define the character of impulse perturbations at the system cf. with the
w xmodel of harvesting for the reaction]diffusion system considered in 15 ,
where the harvesting was carried out at a fixed rate introduced directly
.into the differential equation .
If we linearize our problem about the stationary point u s arb, we
obtain
u s D¨ q a y 2b ¨ , t / t , x g V , .t i
­ ¨
s 0, t / t , x g ­ V ,i­n
¨ t q 0, x y ¨ t y 0, x s yb bra¨ t y 0, x , x g V . .  .  .i i i i
Thus, due to Theorem 2.3 we conclude that the steady state solution
u s arb of our problem is uniformly asymptotically stable in Y if the
condition
a y a a y 2b y b#b ) 0, .
where b# s sup b , holds.i i
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Remark 3.1. We note that a result similar to Theorem 3.1 can be
obtained also for the following general semilinear equation with impulses:
ku s Au q f t , x , u , Du , . . . , D u for t , x g 0, T = V _ V , .  . t
u 0, x s u x , x g V , .  .0
B u s 0 for t , x g 0, T = ­ V _ W , j s 1, . . . , m , .  .j
u t q 0, x s u t y 0, x q c x , u t y 0, x , .  .  .i i i i
Du t y 0, x , . . . , Dk u t y 0, x , .  . .i i
x g V ,
where V is a bounded open set in Rn with C 2 m boundary ­ V; A is an
elliptic differential operator of order 2m with uniformly continuous and
bounded coefficients;
A x , D s a x Da , .  . a
< <a F2 m
 4satisfying the roots condition; and B is a family of differentialj js1, . . . , m
operators of the order l with regular coefficients acting on the boundary;j
B x , D s b x D b , .  .j j b
< <b Fl j
satisfying a uniform normality condition. Here Dh stands for the ordered
set of all space derivatives of u of order h, the sets V and W are defined as
above, and the functions f and c satisfy assumptions similar to thosei
stated in Theorem 3.1.
This more general problem which may also have several applications to
the higher order parabolic equations with impulse perturbation will form
the subject of a separate study in our forthcoming paper.
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