In industry, there is a need for remote sensing and autonomous method for the identification of the ferromagnetic materials used. The system is desired to have the characteristics of improved accuracy and low power consumption. It must also autonomous and fast enough for the decision. In this work, the details of inaccurate and low power remote sensing mechanism and autonomous identification system are given. The remote sensing mechanism utilizes KMZ51 anisotropic magneto-resistive sensor with high sensitivity and low power consumption. The images and most appropriate mathematical curves and formulas for the magnetic anomalies created by the magnetic materials are obtained by 2-D motion of the sensor over the material. The contribution of the paper is the use of the images obtained by the measurement of the perpendicular component of the Earth magnetic field that is a new method for the purpose of identification of an unknown magnetic material. The identification system is based on two kinds of neural network structures. The MultiLayer Perceptron (MLP) and the Radial Basis Function (RBF) network types are used for training of the neural networks. In this work, 23 different materials such as SAE/AISI 1030, 1035, 1040, 1060, 4140 and 8260 are identified. Besides the ferromagnetic materials, three objects are also successfully identified. Two of them are anti-personal and anti-tank mines and one is an empty can box. It is shown that the identification system can also be used as a buried mine identification system. The neural networks are trained with images which are originally obtained by the remote sensing system and the system is operated by images with added Gaussian white noises.
Introduction
In recent years, a lot of intelligent systems and algorithms such as neural networks, fuzzy systems, belief functions, and learning and/or training algorithms have been developed and applied for the identification of a variety of quantities successfully. Also, today, a variety of methods are used for remotely sensing the objects and materials.
They have a spectrum of applications varying from acoustics to all kind of imaging including THz band. In this work, a remote sensing and identification of the dimensions and magnetic characteristics of materials which are widely used in industry by use of neural networks (NNs) is developed, implemented and comprehensive experiments are carried out. This work is the continuation of our previous study [1] . In the works, we have concentrated on the detection of improved and manufacturing-type steels with ferromagnetic characteristics widely used in industrial applications. The remote sensing is achieved by using a magnetic anomaly method [2] [3] [4] [5] [6] [7] [8] [9] . The neural networks are extensively used for identification and classification purposes [10, 11] .
Since the magnetic permeability of this type of materials is very high, they attract the magnetic field lines of the Earth which are parallel to the ground toward themselves. In this case, there will be two components of the lines: One is horizontal, and the other is vertical. If the vertical component that occurred with the availability of magnetic material can be sensed by the magnetic sensor, then it will be possible to identify the material. In order to achieve it, the sensitivity of the sensor becomes important. For this reason, in this paper, a KMZ51 magnetosensitive sensor with low power and high sensitivity is used. The study presented here and the previous paper [1] is unique since reduced power consumption and highly accurate measurements can be achieved. Furthermore, this is a new approach for the identification of material with magnetic characteristics which can be achieved based on the detection of the vertical component of the Earth's magnetic field [5] [6] [7] [8] [9] . In addition, if the field lines of the Earth at a location where magnetic materials are found are constant and homogeneous, then it may give rise to some difficulties in identifying the material. This work has been carried out in an environment where the Earth magnetic field is homogeneous and the value of it is 4.4 Â 10 À5 T. After installing the experiment measurement system in this environment, some materials made up of steel with various chemical compositions and magnetic permeabilities have been brought to the scanning area of the sensor. The data obtained by scanning a plane which is parallel to the plane of the materials have been analyzed and used to capture some geometric properties of the materials. Now, we introduce an intelligent subsystem, a neural network ( Fig. 1) , to our sensing mechanism for autonomous and fast identification. In industry, there is a need for remote sensing and autonomous method for the identification of the ferromagnetic materials used. The system is desired to have the characteristics of improved accuracy and low power consumption. It must also autonomous and fast enough for the decision. In this work, the details of an accurate and low power remote sensing mechanism and autonomous identification system are given.
The contribution of the paper is the use of the images obtained by the measurement of the perpendicular component of the Earth magnetic field that is a new method for the purpose of identification of an unknown magnetic material. The identification system is based on two kinds of neural network structures. The MultiLayer Perceptron (MLP) and the Radial Basis Function (RBF) network types are used for training of the neural networks. In this work, 23 different materials such as SAE/AISI 1030, 1035, 1040, 1060, 4140 and 8260 are identified. Besides the ferromagnetic materials, three objects are also successfully identified. Two of them are anti-personal and anti-tank mines and one is an empty can box. It is shown that the identification system can also be used as a buried mine identification system. The neural networks are trained with images which are originally obtained by the remote sensing system and the system is operated by images with added Gaussian white noises.
The paper is organized as follows. Section 2 describes the measurement system. In Section 3, the structure of the identification system is given. Section 4 presents the operation of the identification system and experimental results.
Measurement system
A scanner moving in three dimensions with a KMZ51 magneto-resistive sensor is used to measure the magnetic anomaly created by the magnetic material whose magnetic characteristics is to be identified (Fig. 2 ) [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . The analog data (voltage) produced by the sensor is digitized by a 24-bit ADC (AD7714) and transferred to the computer for further processing (Fig. 3) . z-Component of the anomaly is measured.
The materials used in this study are listed in Table 1 . The data collected to create the image of magnetic anomalies are the strengths of the magnetic field at the NN2 NN1 Fig. 1 . The general diagram of the neural network (NN) system used in the identification process. Fig. 2 . The 3D scanner used for data acquisition.
point where the measurement is carried out. They are put into a matrix M i The elements of the matrix M i are listed as a k dimensional vector, m, where k = m Â n, m is the number of elements in the row and n is the number of elements in the column of the matrix M i . This vector is used as the input to the neural network used. The input vector can be written as
The variation of the sensor output voltage about at the center of the edge on the y axis and through the x-axis and the curve fitted on it are shown in Fig. 4 . The mathematical formula for the Gaussian curve fitted is
where V 0 ; constant value from the sensor when there is no material; x c1 and x c2 ; the x coordinates of two peaks of the The length or dimension of a material can be determined from the difference between the x coordinates of the peak values of the Gaussian curves. Therefore, a database composed of the curves of d = x c2 À x c1 versus length for each type of material has to be created. Table 2 gives an example of such a database. These curves are used to train the dimension classifier, NN 1 which in turn is used to obtain the dimension of the material under investigation. Similarly, the curves of the sensor output voltage level versus height of the sensor which can be used for the determination of the type of the materials can be seen in Table 4 . The curves are also sampled and the sampled values are listed. These curves can be used to train another neural network module identifying the type of the material. However, the use of these curves are optional in this study, and only the images are enough for material identification.
The neural network (NN) system used for the identification process is shown in Fig. 1 . The NN consists of two modules. The first module, NN 1 , uses the difference value between the two peaks of the Gaussian curve as the input and the length of the material as the output. It identifies the dimension of the material. It is called the ''dimension classifier''. The second module, NN 2 , has the images of the magnetic anomaly as the input vector and the type code of the material as the output. It identifies the type of the material. It is called the ''image classifier''. This module also accepts the inputs from the other modules to fortify the decision for the identification. It is the main classifier of the overall system.
The neural network modules, NNs, transform the input vectors into outputs that can be used as the information of identification of materials. These transformations can be written as follows:
where L is the length of the material in cm; T m is a vector whose entries 2{1, À1}: the type code of the material.
As seen, the length of the material is directly produced from the NN in cm. The type of the material is coded as an integer number as seen in Table 3 .
Training period
During the training period, the data in Tables 2 and 3 in the form of vectors described as in the above are applied to the neural network modules. After the training period, the weights are adjusted to give appropriate outputs based on the inputs applied.
Transformation period
The networks are operated to transform a measured data into information that it identifies the dimension and the type of the magnetic material. During the transformation, the input data obtained by the sensor scanner system and transferred to the computer is applied to the inputs of the neural network modules the output is obtained immediately. The neural network system produces the identified output. Several examples are shown in Table 4 .
The structure of the identification system
The identification system is based on a neural network. In this study, we developed two kinds of neural network structures. The first kind of structure (Structure 1) is made up of a mono block MultiLayer neural network with 3600 (40 Â 90) inputs and 23 outputs. Only one output line is enabled (that is, 1) and all the others are disabled (i.e. À1) during the operation. The second type of structure (Structure 2) is made up of 23 network blocks. Each network block has 3600 (40 Â 90) lines in parallel as inputs and two lines as outputs. The active output is (1, À1) and inactive output is (À1, 1). During the operation, only one of the block Table 2 A database composed of the curves of D = X C2 À X C1 versus length, l, for each type of material.
Material
Difference curve Sample vector for the input to the NN module training. An MLP consists of a set of input units (the input layer), one or more sets of computation nodes (the hidden layers), and one set of computation/output nodes (the output layer). Connections are always made forward, on a layer-by-layer basis [13, 14] . Table 4 The neural network operations identifying the magnetic materials. Input The RBF network is, like the MLP, a MultiLayer feedforward neural network. It has a single hidden layer while the MLP can have one or more [15] . In this work, the hidden layers in RBF networks use Gaussian density functions as their activation functions.
Operation of the identification system and experimental results
In from left to right respectively.
Table 5
Properties of Classifier A.
Number of hidden layers 3
The ve 9 Â 10 À6 . This kind of testing ensures that the system can operate very well and achieve identification satisfactorily.
Classifier A

It is a neural network with 3600 (40 Â 90) inputs and 23 outputs (Structure 1). It is a MultiLayer Perceptron (MLP).
The structure and training details of the classifier are given in Table 5 .
The results of some of the outputs during the transformation phase after the training where the inputs to the Classifier A are images with additive Gaussian white noise having zero mean and a variance of 2 Â 10 À6 are given in Table 6 . Similarly, the results of some of the outputs during the transformation phase after the training where the inputs to the Classifier A are images with additive Gaussian white noise having zero mean and a variance of 9 Â 10 À6 are obtained.100% accuracy have been obtained in both testings. The accuracy is calculated as Accuracy ¼ ðNumber of correctly identified Â images=Number of imagesÞ Â 100 ð5Þ
Classifier B
It is a neural network with 3600 (40 Â 90) inputs and 23 outputs (Structure 1). It is a Radial Basis Function (RBF). The structure and training details of the classifier are given in Table 7 . In this network, the number of neurons in hidden layer is increased from one to 67 one-by-one until obtaining the best result.
The training period of Classifier B is shorter in comparison with the Classifier A. The value of the mean square error of the Classifier B is lower than the Classifier A as well. The results of some of the outputs during the transformation phase after the training where the inputs to the Classifier B are images with additive Gaussian white noise having zero mean and a variance of 2 Â 10 À6 are obtained. Similarly, the results of some of the outputs during the transformation phase after the training where the inputs to the Classifier B are images with additive Gaussian white noise having zero mean and a variance of 9 Â 10 À6 are given in Table 8 . 100% accuracy have been obtained in both testings.
Classifier C
It is a neural network which is composed of 23 modules of MultiLayer Perceptron (MLP). Each module has 3600 (40 Â 90) inputs, one hidden layer and two outputs (Structure 2). A tangent-sigmoid activation function is used at the outputs of both hidden layer neurons and output layer neurons. The training algorithm used is the scaled conjugate gradient backpropagation. The structure and training details of the classifier are given in Table 9 .
The average training period of Classifier C is 10.08 s and the average mean square error value at the end of the training period of Classifier C is 1.05eÀ05.
During the testing phase, the same image is applied to 23 sub modules in parallel and the outputs are obtained simultaneously. The results of some of the outputs during the transformation phase after the training where the inputs to the Classifier C are images with additive Gaussian white noise having zero mean and a variance of 2 Â 10 À6 are given in Table 10 . Similarly, the results of some of the outputs during the transformation phase after the training where the inputs to the Classifier C are images with additive Gaussian white noise having zero mean and a variance of 9 Â 10 À6 are obtained. 100% accuracy have been obtained in both testings.
Classifier D
It is a neural network which is composed of 23 modules of Radial Basis Function (RBF) Networks. Each module has 3600 (40 Â 90) inputs and two outputs (Structure 2). In this network, the number of neurons in hidden layer is increased from one to 30 one-by-one until obtaining the best result. The spread parameter is taken as 1. The structure and training details of the classifier are given in Table 11 .
The average training period of Classifier D is 4.83 s and the average mean square error value at the end of the training period of Classifier D is 9.83eÀ05.
During the testing phase, the same image is applied to 23 sub modules in parallel and the outputs are obtained simultaneously. The results of some of the outputs during the transformation phase after the training where the inputs to the Classifier D are images with additive Gaussian white noise having zero mean and a variance of 9 Â 10 À6 are given in Table 12 . Similarly, the results of some of the outputs during the transformation phase after the training where the inputs to the Classifier D are images with additive Gaussian white noise having zero mean and a variance of 2 Â 10 À6 are obtained. 100% accuracy have been obtained in both testings.
The training periods of Classifier C and Classifier D are shorter than the training periods of Classifier A and Classifier B. However, Classifier B has the lowest mean square error value at the end of training period in comparison with the other classifiers.
Conclusion
In the study on materials with magnetic characteristics, we understand that the identification of magnetic materials can be achieved successfully by assessing the magnetic anomalies which occurred at the vertical component of the Earth magnetic field. During the studies all of the measurements related to the anomalies have been done by a KMZ51 MR sensor. In the previous work [1] , first, the appropriate heights of sensor are determined for magnetic materials having various chemical contents. Then, how the identification of materials with their lengths, diameters, and upper surface images can be achieved is explained by a concrete example. The types of magnetic materials used in industry can be created by changing the chemical content of the materials based on their application areas. For example, carbon increases the hardness of a steel, but sulfur and phosphorous may make it fragile. Hence, what type of magnetic material which has been used for a product is previously known. Therefore, identification of a magnetic characteristic is not our business. This is nota parameter that we have to determine. However, a necessary condition is that the measurement system has to be calibrated previously for each kind of materials. Also, it is necessary to create a database storing the graphics shown in Fig. 4 for each type of material. Then, the length or diameter of the material can be determined by this measurement system. In this paper, we tried to identify a magnetic material by means of an intelligent system, that is, a neural network autonomously. A database holding 23 types of magnetic materials with various chemical contents is created. They are used to train the neural network system. The capacity of the database can easily be extended with new kinds of materials by use of the measurement system developed here. There are some restrictions on this paper. It is clear that the change in the Earth magnetic field in different regions and the availability of some sources of magnetic field other than the Earth magnetic field may affect the sensor output voltage. In such an environment, it is more difficult to determine the dimensions of a material. Furthermore, it must be noted that the method proposed for the determination of dimension depends also on the value of the homogeneous Earth magnetic field. For example, while the strength of the field is 4.4 Â 10
À5
Tin the region where the measurements took place, it may be different in other locations. Therefore, it is essential to calibrate the measurement system in the region where it has to be used. However, in practice, it is desired that an autonomous identification system must be robust enough and does not necessitate an accurate calibration. Therefore, we utilized a neural network system that can easily eliminate these kinds of requirements. The resolution of the ADC is 12 bit. It is more than enough for obtaining the images of the magnetic anomalies. The main advantage of this measurement system is that it utilizes a sensor measuring directly the Earth's magnetic field. It gives the user a more accurate system with less power consumption. This is an innovative system that is used here, and it differs from the similar systems used in industry today. The system proposed here is able to give directly the length or the diameter of a material from the curves. The neural network that we use is able to decide whether the material is cylindrical or prismatic by training fitted curves automatically based on the characteristic variations and determining the variables d = x c2 À x c1 or W on these curves. The last but not least, the system proposed here can easily be used in buried mine detection and identification purposes. Actually, we have already given two kinds of buried mines such as anti-personal mine and anti-tank mine to be identified easily as seen in 21st and 22nd samples trained.
