Abstract. In many visual tracking and surveillance systems, it is important to initialize a background model using a training video sequence which may include foreground objects. In such a case, robust statistical methods are required to handle random occurrences of foreground objects (i.e., outliers), as well as general image noise. The robust statistical method Median has been employed for initializing the background model. However, the Median can tolerate up to only 50% outliers, which cannot satisfy the requirements of some complicated environments. In this paper, we propose a novel robust method for the background initialization. The proposed method can tolerate more than 50% of foreground pixels and noise. We give quantitative evaluations on a number of video sequences and compare our proposed method with five other methods. Experiments show that our method can achieve very promising results in background initialization: including applications in video segmentation, visual tracking and surveillance.
Introduction
Visual tracking and surveillance has gained a wide range of applications including monitoring freeways [1] , recognizing human action [2, 3] , motion segmentation [4] , etc. Background subtraction, which detects changes from a background model, is a crucial step in these applications. To extract foreground objects, one usually needs to model the background scene using a short training video sequence.
There are a number of methods (for example, [2, 3, [5] [6] [7] [8] ) that have been proposed for modeling background scene in recent years. Simple methods represent background features by an average of either grey-level or color samples at each pixel over a training time. Pfinder [3] is one of the examples. It assumes that the values of the pixels, over a time window at a particular image location, are Gaussian distributed. Such kind of methods does not address scenes with dynamic backgrounds, or where foreground objects are present in the training stage. Some methods have been proposed to model dynamic background scenes,: for example, Mixture of Gaussians (MOG) [5, 8, 9] . In MOG, the background features are characterized by a mixture of several Gaussians. Each Gaussian represents a distribution per pixel. Thus, MOG can efficiently model dynamic background scenes. However, when the background involves a wide distribution in color/intensity, modeling the background with a mixture of a small number of Gaussian distributions is not efficient, when foreground objects are included in the training frames, MOG does not work well and it will misclassify [6] .
Among the above-mentioned methods, almost all of the methods require that the training sequence is free of any foreground objects. In practical cases, for example, in a busy road or in a public area, it is hard to control the environments. Such a requirement can not be always satisfied. We must initialize the background model in a way that is robust to the presence of foreground objects in the background training data. In contrast to background model representation and model maintenance, only a few studies of background model initialization have been made (e.g., [1, 4, 10, 11] ).
For example, the authors of [11] proposed a Smoothness Detector (SD) Method. They assumed that a background value always has the longest stable value. They employed a moving window along time at each pixel to search for the stable intervals. However, we find one problem of the method is that when the data include multimodal distributions (i.e., some modes from foreground objects and some modes from background as shown in Fig. 2 and Fig. 3) , and when the modes from foreground objects tend to be relatively stable, this method can not differentiate these modes from those from the background.
In order to decide the window length (L) and the intensity flicker of the window (T f ) for each pixel, the authors of [11] also proposed an Adaptive Smoothness Detector (ASD) method. Because the ASD method tries different L and T f at each iteration until the solution is found, the computational cost of the ASD method is greatly increased.
Motivated by [11] , a Local Image Flow (LIF) algorithm [10] was proposed. Two steps are used: in the first step, all stable sub-intervals in a training sequence are located for each pixel. In the second step, the method locates the sub-interval with the greatest average likelihood using local motion information, and produces background value by computing the mean value over the chosen sub-interval. Optical flow is computed for each consecutive pair of images and used to estimate the likelihood. While this potentially adds valuable information, most optical flow computation methods themselves are computationally complex and very sensitive to noise. In [1] , the authors used the Median intensity value over observations at each pixel, to initialize the background for a traffic monitoring system. The underlying assumption is that the background at each pixel can be seen for more than 50 percent of time in the training sequence. However, the requirement that background appear more than 50% of time in a video sequence may not be always satisfied. Fig. 1 illustrates two such examples. In Fig. 1 , we can see that the background value at the marked pixel (with red star) is visible less than 50 percent of the training time. The noise is either from the moving foreground objects or the shadows of the foreground objects.
A robust method which can tolerate more than 50% of noise is possible [12] . Examples include RANdom Sample Consensus (RANSAC) [13] , Adaptive-Scale Sample Consensus (ASSC) [14] , etc. To overcome the problems inherent in methods based on the Median, we propose a new robust method for background initialization. The major advantage of the proposed method is that it can tolerate over 50% of noise (including foreground pixels) in the data. The essential idea of the proposed method has been previously published in [15] which was restricted to only the background initialization problem. This paper also provides applications of the proposed method to video segmentation, visual tracking and surveillance. This paper is organized as follows: in Sect. 2, we propose a new robust method for background initialization. In Sect. 3, experiments showing the advantages of, and applications of, our method are provided. We conclude in Sect. 4.
The Proposed Method for Background Initialization

Assumptions
In our method, we make some assumptions which are similar to those in [10, 11] : 1. The background at each pixel should be revealed at least for a short interval during the training period. 2. A background value tends to be relatively stable and constant. 3. A foreground object can remain stationary for a short interval in the training sequence. However, the interval should be no longer than the interval from the revealed static background. 4. The background scene remains relatively stable.
Stability is one characteristic of essentially stationary backgrounds. The foreground value at a pixel is assumed to have no less variance in grey-level intensity than a background value.
The Proposed Method
We employ a two-step framework: (1) locate all non-overlapping stable subsequences of pixel values; (2) choose the most reliable subsequence (from which we use the mean value of either the grey-level intensities or the color intensities over that subsequence as the model background value).
In the first step, we use a sliding window with a minimum length L w to locate all stable sub-intervals {l k } (similar to [10, 11] ). For a test sequence of N frames, we have N observations at each pixel{ | 1,..., }
x be a pixel value of the kth subsequence l k at time t. The kth stable subsequence candidate should satisfy:
( )
( 1, ) ,
where ( 1) k l t x − is the mean value from the beginning of the subsequence l k to time t-1.
If we cannot find any candidate subsequence with a minimum length L w we use the longest stable candidate subsequence. We experimentally set L w to 5 and T f to 10, for all test sequences. Note: even after this step, the chosen subsequences can contain pixels from foreground, background, shadows, highlights, etc. (e.g., see Fig. 1 b) .
The second step is a crucial step, because in this step, a reliable subsequence, which is most likely to arise from the background, will be chosen. Our definition of reliability is motivated by RANSAC [13] . We build in to our objective function the notions of consensus and of scale estimation. We consider both the number (n) of data points "agreeing" with a model (contained in the candidate interval), and the distribution of these data (e.g. standard variance S): n should be large, and S should be small. We define our objective function as finding the most stable interval from the non-overlapping sub-intervals {l k } by: To illustrate the robustness of the proposed method we generate synthetic data to simulate the observations over time at a pixel. One hundred data values (i.e., 100 frames) were generated. The first fifteen data values (i.e., a relatively stationary foreground object pixel) have intensity value of 200 and standard variance of 2. From the sixteenth to the i'th data, we simulate random noise (such as foreground objects in Candidates from background transit at that pixel) with intensity values ranging from 50 to 250. We simulate a background value in the sub-interval from the (i+1)'th data to the 100th data, with unit variance. We increase i value from 16 to 90 with step 1 each time. We repeat the experiment ten times and output the average value. Fig. 2 (c) shows the results of finding backgrounds by three statistics: Mean, Median, and the proposed method. We see that the Mean is not robust to noise at all. The Median can only tolerate noise occupying less than 50 percent of the data. In contrast, the proposed method is much more robust.
However, we note that equation (2) might be erroneous when k l S is very small. This can happen when some pixels of a short subinterval have saturated colors. The saturated pixel values are clipped within the range from 0 to 255 and sequences containing these saturated pixels have a very small (or zero) standard variance [16] . For this case, the assumption (1) in Sect. 2.1 is violated. When we detect such a case happens, we use the following equation instead of equation (2): Fig. 3 . One example showing that the intensities of the saturated pixels are clipped: (a) one frame of the test sequence. We investigate the grey-level intensity distribution of the observations at one pixel, which was marked with a red star. In (b), we can see that there are some saturated pixels corresponding to white colored cars. The sub-interval candidates obtained in the first step are shown in (c). The two candidates corresponding to saturated pixels have a standard variance of zero. In such case, we should use equation (3) instead of equation (2). Fig.3 shows an example where the intensities of some saturated pixels are clipped.
Experiments
Background Model Construction Test
The test sequences are recorded by a Canon MV750i digital video camera. We stored the sequences at a resolution of 160x120, and a sample rate of five frames per second. We have deliberately chosen different background including both indoor and outdoor scenes (including within these scenes, foreground objects, shadows, highlights, and illumination changes to simulate true situations that a visual surveillance system may meet in practice). We compare the proposed method with five other methods. All of the methods perform at pixel-level for background initialization (in contrast to methods that use region level analysis). To test each method, we choose two sub-sequences (S1 and S2) which include a number of frames ranging from 30 to 100 in each sub-sequence, from each test sequence. To evaluate the performance of each method, we employ three criteria, similar to those used in [10] : a) the Average gray-level Error (AE); b) the Number of Error pixels (NE); and c) the Number of Clustered error pixels (NC). We use the Mean value of Total error (MT) of the ten sub-sequences over each criterion as the overall measurement for each method.
We generate a Reference Frame (RF) for each test sequence by using the mean value of selected frames that are free of foreground objects. An error pixel is one whose grey-level value differs from the value of the reference pixel by a threshold 20. We define a clustered error pixel when the 4-connected neighbors of that error pixel consist of more than 4 error pixels. 
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R2 TS SC PS S1 S2 S1 S2 S1 S2 S1 S2 S1 S2 Fig. 4 shows one frame of each test subsequences and the resulting error pixels (corresponding to the white color pixels), obtained by the five other methods and the proposed method. A quantitative comparison is given in Table 1 . From these results, we can see that the Mean and the Pfinder methods are the most inaccurate in background initialization. The Mean takes all observations at each pixel in the test subsequence into account. The Pfinder, using a temporal smoothing technique, gives larger weight value to recent observations. When the observations contain pixels from other than background, these two methods break down.
Compared with the Mean and the Pfinder, the Median method achieves a much better result because of its robustness to noise (from foreground objects, shadows, etc.). However, when the test subsequence includes too many foreground objects, or if the background value is visible for less than 50 percent of the test subsequence (more noticeable, in the S1 of Sport Center sequence, and in the S1 and S2 of the Pharmore Shop sequence), the Median method fails to estimate the background.
SD obtained more accurate results than the Median in the SC and PS sequences, but less accurate results in the R1, R2, and TS sequences. ASD achieves better results than the SD method in all test sequences because it uses different window length L and T f at each pixel location. However, the cost is about 30-50 times slower than SD in computational time.
Among the six methods, the proposed method achieves the most accurate results and it also is about three times faster than SD, and about 100 times faster than ASD.
Applications
The proposed method can be applied in a wide range of practical computer vision tasks such as video segmentation, vehicle surveillance, tracking, etc. Fig. 5 and Fig. 6 show the application to segmentation and tracking.
In Fig. 5 , we use an image sequence from http://www.ecse.rpi.edu/~cvrl/humanbody/. The sequence shows an office with several people walking around. Almost every frame of the sequence includes people. The ground truth background image is not available. We use frames 310 to 359 as training images, which include two people walking around (Fig. 5 (a) and (b) show frame 310 and frame 359 of the image sequence). We initialize the background using the six methods. Because the MOG method is frequently used in many vision tasks, in this experiment, we also include MOG.
From Fig. 5 , we can see that the proposed method outputs an accurate initialized background, and thus, it effectively extracts foreground objects (i.e., in this case, the two people). Because the Mean and Pfinder methods can not tolerate outliers at all, they totally broke down when the training frames include foreground objects. Although the Median method is robust to noise and outliers, it breaks down when data involves more than 50 percent. Thus, we can clearly see there is a ghost in the detected foreground. SD and ASD work better than the Mean, Pfinder, and Median. However, we can still see a ghost in the detected foreground in the result of SD. Although ASD produced a result close to that of the proposed method, the result of ASD is less accurate and the computational time is much higher. The result of MOG tends to give less false positive but more false negative pixels. This is because MOG blindly treats the pixels of the persons as background modes in the training stage.
In Fig. 6 , we use the background initialized by the proposed method as the background model to segment/track people inside the office. The segmentation and tracking results (on frames 377, 383, 390) are shown in Fig. 6 . We see the proposed method provides a good background initialization image for the tracking/segmentation system even when every frame in the training stage contains foreground objects. 
Conclusion
In this paper, a new robust method is proposed for the task of background initialization. The proposed method is very robust to outliers and can be used in many places where foreground objects can not be avoided in the training stage. One of the main strength of the proposed method is that it is highly robust to noise and outliers in data. The method is a great improvement over the traditional Median method. We have evaluated our method on various environments including outdoor and indoor, daytime and nighttime, different illumination conditions. Comparisons with several other methods on background initialization show that our method can achieve very promising results even when the background is revealed much less than half of time in the training sequences. Furthermore, we show the method can be successfully used in video segmentation, tracking and surveillance.
