Abstract. This paper investigates a new approach for unsupervised and semisupervised learning. We show that this method is an instance of the Classification EM algorithm in the case of gaussian densities. Its originality is that it relies on a discriminant approach whereas classical methods for unsupervised and semi-supervised learning rely on density estimation. This idea is used to improve a generic document summarization system, it is evaluated on the Reuters news-wire corpus and compared to other strategies.
Introduction
Many machine learning approaches for information access require a large amount of supervision in the form of labeled training data. This paper discusses the use of unlabeled examples for the problem of text summarization.
Automated summarization dates back to the fifties [12] . The different attempts in this field have shown that human-quality text summarization was very complex since it encompasses discourse understanding, abstraction, and language generation [25] . Simpler approaches were explored which consist in extracting representative textspans, using statistical techniques and/or techniques based on superficial domainindependent linguistic analyses. For these approaches, summarization can be defined as the selection of a subset of the document sentences which is representative of its content. This is typically done by ranking the document sentences and selecting those with higher score and with a minimum overlap. Most of the recent work in summarization uses this paradigm. Usually, sentences are used as text-span units but paragraphs have also been considered [18, 26] . The latter may sometimes appear more appealing since they contain more contextual information. Extraction based text summarization techniques can operate in two modes: generic summarization, which consists in abstracting the main ideas of a whole document and query-based summarization, which aims at abstracting the information relevant for a given query.
Our work takes the text-span extraction paradigm. It explores the use of unsupervised and semi-supervised learning techniques for improving automatic summarization methods. The proposed model could be used both for generic and query-based summaries. However for evaluation purposes we present results on a generic summarization task. Previous work on the application of machine learning techniques for summa-rization [6, 8, 11, 13, 29] rely on the supervised learning paradigm. Such approaches usually need a training set of documents and associated summaries, which is used to label the document sentences as relevant or non-relevant for the summary. After training, these systems operate on unlabeled text by ranking the sentences of a new document according to their relevance for the summarization task.
The method that we use, to make the training of machine learning systems easier for this task, can be interpreted as an instance of the Classification EM algorithm (CEM) [5, 15] under the hypothesis of gaussian conditional class densities. However instead of estimating conditional densities, it is based on a discriminative approach for estimating directly posterior class probabilities and as such it can be used in a non parametric context. We present one algorithm upon on linear regression in order to compute posterior class probabilities.
The paper is organized as follows, we first make a brief review of semi-supervised techniques and recent work in text summarization (Sect. 2). We present the formal framework of our model and its interpretation as a CEM instance (Sect. 3). We then describe our approach to text summarization based on sentence segment extraction (Sect. 4). Finally we present a series of experiments (Sect. 5).
Related Work
Several innovative methods for automated document summarization have been explored over the last years, they exploit either statistical approaches [4, 26, 31] or linguistic approaches [9, 14, 22] , and combinations of the two [2, 8] . We will focus here on a statistical approach to the problem and more precisely on the use of machine learning techniques.
From a machine learning perspective, summarization is typically a task for which there is a lot of unlabelled data and very few labeled texts so that semi-supervised learning seems well suited for the task. Early work for semi supervised learning dates back to the 70s. A review of the work done prior to 88 in the context of discriminant analysis may be found in [15] . Most approaches propose to adapt the EM algorithm for handling both labeled and unlabeled and to perform maximum likelihood estimation. Theoretical work mostly focuses on gaussian mixtures, but practical algorithms may be used for more general settings, as soon as the different statistics needed for EM may be estimated. More recently this idea has motivated the interest of the machine learning community and many papers now deal with this subject. For example [19] propose an algorithm which is a particular case of the general semi-supervised EM described in [15] , and present an empirical evaluation for text classification. [16] adapt EM to the mixture of experts, [23] propose a Kernel Discriminant Analysis which can be used for semi-supervised classification.
The co-training paradigm [3] is also related to semi supervised training. Our approach bears similarities with the well-established decision directed technique, which has been used for many different applications in the field of adaptive signal processing [7] .
For the text summarization task, some authors have proposed to use machine learning techniques. [11] and [29] consider the problem of sentence extraction as a classifi-cation task. [11] propose a generic summarization model, which is based on a Naïve-Bayes classifier: each sentence is classified as relevant or non-relevant for the summary and those with highest score are selected. His system uses five features: an indication of whether or not the sentence length is below a specified threshold, occurrence of cue words, position of the sentence in the text and in the paragraph, occurrence of frequent words, and occurrence of words in capital letters, excluding common abbreviations.
[13] has used several machine learning techniques in order to discover features indicating the salience of a sentence. He addressed the production of generic and userfocused summaries. Features were divided into three groups: locational, thematic and cohesion features. The document database was CMP-LG also used in [29] , which contains human summaries provided by the text author. The extractive summaries required for training were automatically generated as follows: the relevance of each document sentence with respect to the human summary is computed, highest score sentences are retained, for building the extractive summary. This model can be considered both as a generic and a query-based text summarizer.
[6] present an algorithm which generates a summary by extracting sentence segments in order to increase the summary concision. Each segment is represented by a set of predefined features such as its location, the average term frequencies of words occurring in the segment, the number of title words in the segment. Then they compare three supervised learning algorithms: C4.5, Naïve-Bayes and neural networks. Their conclusion is that all three methods successfully completed the task by generating reasonable summaries.
Model
In this section, we introduce an algorithm for performing unsupervised and semisupervised learning. This is an iterative method that is reminiscent of the EM algorithm. At each iteration, it makes use of a regression model for estimating posterior probabilities that are then used for assigning patterns to classes or clusters. The unsupervised version of the algorithm may be used for clustering and the semi-supervised version for classifying. Both versions will be described using an unified framework. This algorithm can be shown to be an instance of the Classification EM (CEM) algorithm [5, 15] in the particular case of a gaussian mixture whose component densities have equal covariance matrices (section 3.3). In order to show that, we will make use of some basic results on linear regression and Bayes decision, they are introduced in section 3.2. For our application, we are interested in two class classification, we thus restrict our analysis to the two class case.
Theoretical Framework
We consider a binary decision problem where there are available a set of labeled data D l and a set of unlabelled data D u . D u will always be non empty, whereas for unsupervised learning, D l is empty.
Formally we will note, D l ={(x i , t i )|i=1,…,n} where x i ∈IR d , t i =(t 1i ,t 2i ) is the indicator vector for x i and D u ={x i | i= n+1,…,n+m}. The latter are assumed to have been drawn from a mixture of densities with two components C 1 , C 2 in some unknown proportions π 1 ,π 2 . We will consider that unlabeled data have an associated missing indicator vector t i =(t 1i ,t 2i ), (i=n+1, …, n+m) which is a class or cluster indicator vector.
Discriminant Functions
We give below some basic results on the equivalence between Bayes decision functions and linear regression that will be used for the interpretation of our learning algorithm as a CEM method.
Bayesian Decision Rule for Normal Populations
For two normal populations with a common covariance matrix Ν(µ 1 ,Σ) and Ν(µ 2 ,Σ)
the optimal Bayesian discriminant function is [7] :
Where x 0 is a given threshold. The decision rule is to decide C 1 if g B (x)>0 and C 2 otherwise. 
Linear Regression
The corresponding discriminant function is :
where m k and Σ respectively denote the mean and the variance of the data for the partition C k and α is a constant (see e.g. [7] ). and m is the mean of all of the samples.
The decision rule is: decide C 1 if g R (x)>0 and otherwise decide C 2 .
By replacing the mean and covariance matrix in (1) with their plug in estimate used in (2), the two decision rules g B and g R are similar up to a threshold. The threshold estimate of the optimal Bayes decision rule can be easily computed from the data so that regression estimate could be used for implementing the optimal rule if needed. For practical applications however, there is no warranty that the optimal Bayesian rule will give better results.
Classification Maximum Likelihood Approach and Classification EM Algorithm
In this section we will introduce the classification maximum likelihood (CML) approach to clustering [28] . In this unsupervised approach there are N samples generated via a mixture density:
Where the f k are parametric densities with unknown parameters θ k , c is the number of mixture components, π k is the mixture proportion. The goal here is to cluster the samples into c components P 1 , .., P c . Under the mixture sampling scheme, samples x i are taken from the mixture density (4), and the CML criterion is [5, 15] :
Note that this is different from the mixture maximum likelihood (MML) approach where we want to optimize the following criterion:
In the MML approach, the goal is to model the data distribution, whereas in the CML approach, we are more interested into clustering the data. For CML the mixture indicator t ki for a given data x i is treated as an unknown parameter and corresponds to a hard decision on the mixture component identity. Many clustering algorithms are particular cases of CML [5, 24] . Note that CML directly provides a partition of the data, for MML a partition can be obtained by assigning x to the group with maximal posterior probability p(P i /x).
The classification EM algorithm (CEM) [5, 15] is an iterative technique, which has been proposed for maximizing (5) , it is similar to the classical EM except for an additional C-step where each x i is assigned to one and only one component of the mixture. The algorithm is briefly described below. 
C -step. Assign each x i to the cluster
with maximal a posteriori probability according to (7) M-step. Estimate the new parameters (π
CML can be easily modified to handle both labeled and unlabeled data, the only difference is that in (7) the t ki for labeled data are known, (5) becomes:
CEM can also be adapted to the case of semi supervised learning: for maximizing (8), the t ki for the labeled data are kept fixed and are estimated as in the classical CEM (E and C steps) for the unlabeled data.
CEM and Linear Regression
We will show now that CEM could be implemented using a regression approach instead of the classical density estimation approach. In CEM, parameters (π (j) , θ (j) ) are used to compute the posterior probability so as to assign data to the different clusters in the C-step. However, instead of estimating these probabilities, one could use a regression approach for directly assigning data to the different clusters during the Cstep.
We will show that in the case of two normal populations with equal covariance matrices, these two approaches are equivalent. with a and b as described in section 3.2.2. In this case, the decision rule inferred from the regression estimation together with an appropriate threshold, will be the optimal Bayes decision rule with plug in maximum likelihood estimates. Using this decision rule derived from the linear regression, we could then assign the data to the different clusters and the partition ) 1 ( + j P will be exactly the same as the one obtained from the classical mixture density version of CEM.
Therefore the E-step in the CEM algorithm may be replaced by a regression step and the decision obtained for the C-step will be unchanged.
Because we are interested here only in classification or clustering, if we use the regression approach, the M-step is no more necessary, the regression CEM algorithm could start from an initial partition, the j th step consists in classifying unlabeled data according to the decision rule inferred from the regression. It can easily be proved that this EM algorithm converges to a local maximum of the likelihood function (5) for unsupervised training and (8) for semi-supervised training. The algorithm is summarized below:
Regression-CEM
Initialisation : start from an initial partition P In the above algorithm, posterior probabilities are directly estimated via a discriminant approach. All other approaches we know of for unsupervised or semi supervised learning rely on generative models and density estimation. This is an original aspect of our method and we believe that this may have important consequences. In practice for classification, direct discriminant approaches are usually far more efficient and more robust than density estimation approaches and allow for example to reach the same performance by making use of fewer labeled data. A more attractive reason for applying this technique is that for non linearly separable data, more sophisticated regression based classifiers such as non linear Neural Networks or non linear Support Vector Machines may be used instead of the linear classifier proposed above. Of course, for such cases, the theoretical equivalence with the optimal decision rule is lost.
Regression CEM can be used both for unsupervised and semi supervised learning. For the former, the whole partition is re-estimated at each iteration, for the latter, targets of labeled data are kept fixed during all iterations and only unlabelled data are reassigned at each iteration. In the unsupervised case, the results will heavily depend on the initial partition of the data.
For our text summarization application we have performed experiments for both cases.
Automatic Text Summary System

A Base Line System for Sentence Classification
Many systems for sentence extraction have been proposed which use similarity measures between text spans (sentences or paragraphs) and queries, e.g. [8, 13] . Representative sentences are then selected by comparing the sentence score for a given document to a preset threshold. The main difference between these systems is the representation of textual information and the similarity measures they are using. Usually, statistical and/or linguistic characteristics are used in order to encode the text (sentences and queries) into a fixed size vector and simple similarities (e.g. cosine) are then computed.
We will build here on the work of [10] who used such a technique for the extraction of sentences relevant to a given query. They use a tf-idf representation and compute the similarity between sentence s k and query q as:
Where, tf(w,x) is the frequency of term w in x (q or s k ), df(w) is the document frequency of term w and n is the total number of documents in the collection. Sentence s k and query q are pre-processed by removing stop-words and performing Porterreduction on the remaining words. For each document a threshold is then estimated from data for selecting the most relevant sentences.
Our approach for the sentence extraction step is a variation of the above method where the query is enriched before computing the similarity. Since queries and sentences may be very short, this allows computing more meaningful similarities. Query expansion -via user feedback or via pseudo relevance feedback -has been successfully used for years in Information Retrieval (IR) e.g. [30] . The query expansion proceeds in two steps: first the query is expanded via a similarity thesaurus -WordNet in our experiments -second, relevant sentences are extracted from the document and the most frequent words in these sentences are included into the query. This process can be iterated. The similarity we consider is then:
Where, ) , ( q w f t is the number of terms within the "semantic" class of w i in the query q. This extraction system will be used as a baseline system for evaluating the impact of learning throughout the paper. Although it is basic, similar systems have been shown to perform well for sentence extraction based text summarization. For example [31] uses such an approach, which operates only on word frequencies for sentence extraction in the context of generic summaries, and shows that it compares well with human based sentence extraction.
Learning
We propose below a technique, which takes into account the coherence of the whole set of relevant sentences for the summaries and allows to significantly increasing the quality of extracted sentences.
4.2.1
Features We define new features in order to train our system for sentence classification. A sentence is considered as a sequence of terms, each of them being characterized by a set of features. The sentence representation will then be the corresponding sequence of these features.
We used four values for characterizing each term w of sentence s: tf(w,s), ) , ( q w f t , (1-(log(df(w)+1)/log(n+1)) and Sim 2 (q,s) -computed as in (10)-the similarity between q and s. The first three variables are frequency statistics which give the importance of a term for characterizing respectively the sentence, the query and the document. The last one gives the importance of the sentence containing w for the summary and is used in place of the term importance since it is difficult to provide a meaningful measure for isolated terms [10] .
4.2.2
The Learning Text Summary System In order to provide an initial partition P (0) , for the semi-supervised learning we have labeled 10% of sentences in the training set using the news-wire summaries as the correct set of sentences. And for the unsupervised learning we have used the baseline system's decision. We then train a linear classifier with a sigmoïd output function to label all the sentences from the training set, and iterate according to algorithm regression-CEM.
Experiments
Data Base
A corpus of documents with the corresponding summaries is required for the evaluation. We have used the Reuters data set consisting of news-wire summaries [20] : this corpus is composed of 1000 documents and their associated extracted sentence summaries. The data set was split into a training and a test set. Since the evaluation is performed for a generic summarization task, collecting the most frequent words in the training set generated a query. Statistics about the data set collection and summaries are shown in table 1.
Results
Evaluation issues of summarization systems have been the object of several attempts, many of them being carried within the tipster program [21] and the Summac competition [27] . We give below the average precision (table 2) for the different systems and the precision/recall curves (figure 1). The baseline system gives bottom line performance, which allows evaluating the contribution of our training strategy. In order to provide an upper bound of the expected performances, we have also trained a classifier in a fully supervised way, by labeling all the training set sentences using the news-wire summaries.
Unsupervised and Semi-supervised learning provides a clear increase of performances (up to 9 %). If we compare these results to fully supervised learning, which is also 9% better, we can infer that with 10% of labeled data, we have been able to extract from the unlabeled data half of the information needed for this "optimal" classification. We have also compared the linear Neural Network model to a linear SVM model in the case of unsupervised learning as shown at Table 3 . The two models performed similarly, both are linear classifiers although their training criterion is slightly different. 11-point precision recall curves allow a more precise evaluation of the system behavior. Let For the test set, let M be the total number of sentences extracted by the system as relevant (correctly or incorrectly), N s the total number of sentences extracted by the system which are in the newswire summaries, N g the total number of sentences in newswire summaries and N t the total number of sentences in the test set.
Precision and recall are computed respectively as N s /M and N s /N g . For a given document, sentence s is ranked according to the decision of the classifier. Precision and recall are computed for M = 1,..,N t and plotted here one against the other as an 11 point curve. The curves illustrate the same behavior as table 2, semi-supervised and unsupervised behave similarly and for all recall values their performance increase is half that of the fully supervised system. Unsupervised learning appears as a very promising technique since no labeling is required at all. Note that this method could be applied as well and exactly in the same way for query based summaries. 
Conclusion
We have described a text summarization system in the context of sentence based extraction summaries. The main idea proposed here is the development of a fully automatic summarization system using a unsupervised and semi-supervised learning paradigm. This has been implemented using simple linear classifiers, experiments on Reuters news-wire have shown a clear performance increase. Unsupervised learning allows to reach half of the performance increase allowed by a fully supervised system, and is much more realistic for applications. It can also be used in exactly the same way for query based summaries. Unsupervised learn-
