A number of efficient learning algorithms achieve exact identification of an unknown function from some class using membership and equivalence queries.
INTRODUCTION
A very well studied formal learning model is the membership and equivalence query model developed by Angluin [Ang88] .
[n this model the learner's goal is to learn exactly how an unknown target function f, taken from some known representation clasa C, classifies all instances from the domain.
This goal is commonly )referred to as ezact identification.
The learner has available two types of queries to find out about~: one is a membership query, in which the learner supplies an instance z from the domain and is told~(z). The other query provided is an equivalence query in which the learner presents a candidate function h and either is told that h~f (in which case learning is complete), or else is given a counterexample z for which h(z) # f(z). There is a very close relationship between this learning model and the on-line learning model [Lit88] .
[n the on-line model the learning session is divided into a set of trials where in each trial the learner is asked to make a prediction for some unknown instance from the domain.
After the prediction is made, the learner to show that equivalence queries alone are alao not enough [Ang90] .
(In both cases the arguments are information theoretic, and hold even when the computation time is unbounded.)
Our research extends Angluin's results to establish tight bounds on how many equivalence queries are required for a number of these classes, Maaas and Turan have also studied upper and lower bounds on the number of equivalence queries required for learning, both with and without membership queries [MT92] .
However they do not restrict the learner to run in polynomial time, and they count only the total number of queries rather than the individual number of queries of each type.
Previous
work generally makes the assumption that both types of queries have an equivalent cost to the learner (namely, constant cost). Thus there was no reason to favor one type of query over the other. Often in reality, one type of query is significantly less expensive to implement.
In particular, we are interested in learning problems in which membership queries are relatively inexpensive to perform (i.e. a simple experiment that can be run by the learner) whereas equivalence queries are expensive (i.e. require a "teacher"'s supervision to provide a counterexample).
Furthermore, if one views the complexity of the learning algorithm under the on-line learning model, then reducing the number of equivalence queries directly corresponds to minimizing the number of prediction mistakes.
The goal of our work is to establish tight bounds on how many equivalence queries are required when the learner is restricted to use a polynomial number of membership queries.
Unless' otherwise stated, in all upper bounds we restrict the learner to use polynomial time and the hypotheses used by the learner come from the concept class from which the target is selected. However, all of our lower bounds place no restrictions on the computation time of the learning algorithm and allow the learner to propose any hypothesis of its choice. As an example of the type of results we have obtained, consider the problem of learning a formula from the class of DNF formulas over n variables with at most k = O(log n) terms. Previously, the algorithm of Blum and Rudich [BR92] provided the best known upper bound of 2°(kJ log n for the minimum number of equivalence queries needed for exact identification.
We greatly improve on this upper bound by giving an efficient algorithm that requires at most k + 1 equivalence queries if k is unknown to the learner and at most k equivalence queries if the learner knows k a priori.
This algorithm uses equivalence queries from the class of arbitrary DNF formulas. Using a different technique we have designed an efficient algorithm that uses only k-term DNF formulas for hypotheses, however, in this case we require that k = 0(=).
Furthermore, for many of our results we have obtained a complete characterization of the tradeoff between the number of membership and equivalence queries needed for exact identification.
Our results are summarized in Table 1 . The full proofs for all the results listed in this table can be found in the full version of this paper [BGHM93].
MOTIVATION
We now further describe our motivation for reducing the number of equivalence queries needed to obtain exact identification.
In this work we are able to reduce (sometimes quite dramatically) the number of equivalence queries needed to obtain exact identification at the expense of increasing the computation time and number of membership queries (although they remain polynomial. ) Clearly being able to prove tight bounds on the number of equivalence queries needed for exact identification is of great theoretical interest. We now argue that is also of practical interest.
As one example, consider the situation in which the target function~measures some observable consequence of the learner's action. For example, Rivest and Schapire [RS89] motivate the problem of learning an unknown DFA by the problem of a robot trying to learn to navigate in an environment describable by a finite state machine.
Here a membership query represents experimentation by the robot, followed by an observation of its perceived state after executing the experiment. Thus, in this context, membership queries can be made in an unsupervised manner by the learner interacting with the environment. On the other hand, an equivalence query requires the intervention of a teacher to provide a counterexample.
While some equivalence queries may be necessary for the robot to discover states that are only reachable through specific long sequences of actions, by minimizing the number of such queries required we in effect minimize the supervision needed.
Another motivation comes from the goal of minimizing the number of prediction mistakes in an on-line learning model. As we have mentioned, the model of learning with membership and equivalence queries is essentially equivalent to the on-line learning model when the learner is provided with membership queries [Ang88, Lit88] .
An algorithm A that uses membership queries and equivalence queries can converted to an on-line algorithm A' whose number of mistakes is just one less than the total number of equivalence queries made by A, and both make the same number of membership queries. Since the primary goal of an on-line learning algorithm is to reduce the number of mistakes, the learner is willing to spend additional computation time and make additional membership queries to reduce the number of mistakes.
Another situation in which we would like to minimize equivalence queries is the case where the "learning" algorithm is being used to compile a function that is in fact already known in some sense (e.g. we have a black box oracle, or truth table) into some desired representation (e.g. a read-once formula or Horn sentence). In this situation; membership queries may be readily implementable as substitutions, yet implementing an equivalence query may be much more expensive.
Clearly, there are some other situations in which it is not desirable to reduce equivalence queries at the expense of performing more membership queries. The standard classification problem of fitting a function from some class to a set of data points has this property, since an equivalence query may be implemented by testing the hypothesis on the data set, whereas membership queries on points outside the data set may not be readily answerable.
Nevertheless, as we have discussed, there are many situations in which it is extremely important to minimize the number of equivalence queries needed to obtain exact identification.
DEFINITIONS
We now describe the model of learning from membership and equivalence queries [Ang87a]. The learner must infer an unknown target concept f chosen from some known representation class C, which is a set of representations of functions mapping some domain X into a range Y, In addition, C = Un >~Cn is often parametrized by n. For almost all class~s studied here C is some subset of Boolean formulas, n is the number of variables, X = {O, I}n and Y = {O, 1}. For these classes, we assume that the n variables are VI, VZ, . . ., Vn where the value of vi is given by the ith bit of the instance. For instance z E A' we use~i to denote the dh bit of x. we can obtain this result using k-term DNF formulas as the hypotheses for the equivalence queries. For the remaining c--s, general DNF formulas are us;d for the equivalence queries.
--t With unlimited computation.
Furthermore, we note that both this upper bound and the mat thing lower bound hold for arbitrary D N F formulas.
'For m= Z"f") thebound is tight. can be used when the size parameter is known. Likewise, all lower bounds for a known size parameter apply when the size parameter is unknown. Some of the bounds are sensitive to the technical question of whether the learner knows the size of the represen tation a priori, or whether this must be determined through learnjng. This issue does not tiect the~results for DFA 's, nor does it matter for read-once formulas (whose size is always O(n)).
For monotone DNF it becomes significant in the case where m may be super-polynomial in n, and for k-term DNF it turns out that is necessary and sufficient if k is unknown.
For Horn sentences the relationship is more complex.
an extra query Thus x, gives the value for vi. A Boolean formula is said to be monotone if it contains no negations. In addition for the classes of monotone DNF and Horn sentences we often use VI . . Uk to denote the term VI A . . . A vk. The principal non-Boolean class considered here are DFAs. In this case n is the number of states in the target DFA, X consists of all strings from the given alphabet and > is {O, 1}.
The learning criterion expected here is that of exact adeniificaiion which is achieved by the learner if it can infer a concept that is logically equivalent to the target concept on all instances in X. In addition we want the learning algorithm to be efficient. Namely, the running time of the algorithm should be bounded above by a polynomial function of the size of the smallest representation from C equivalent to j and of the dimension of the domain (i.e. n).
Let j(z) = 1 denote that formula~is true for instance z E X and~(z) = O denote that~is false for instance z~X. The learner is provided with two types of queries with which to learn about f. A membership query MQ(z) for z c X returns "yes" if f (z) = 1 and returns "no" if f(z) = O. An equivalence query, Equiv(h), takes a hypothesis h E C returns "yes" if h is logically equivalent to f or returns a counterexample otherwise. 1 A posattve counterexample x is one for which f(x) = 1 but h(z) = O. Likewise, a negative counterexample is one for which f(z) = O but h(z) = 1.
If C is a representation class, we define~(C, q) to be the minimum worst case number of equivalence queries made by any polynomial time algorithm that identifies C never making more than q membership queries (this quantity decreases as q increases). We let t (C) denote the minimum number worst cast number of equivalence queries made by any polynomial time algorithm (making a polynomial number of membership queries). Likewise, when the learner is not restricted to use polynomial-time we let & (C, q) denote the minimum worst case number of equivalence queries needed to obtain exact identification when at most q membership queries are made.
Finally, & (C) denotes the number of equivalence queries needed to obtain exact identification when a polynomial number of membership queries are made.
Here is a summary of the representation classes we study in this paper.
k-term DNF This is the class of DNF formulas having at most k terms.
For the special case when k is constant, these were originally proved to be learnable in polynomial time by Angluin [Ang87a], and Blum and Rudich have since given a more efficient algorithm that runs in polynomial time for 10ften the notion of an equivalence query is generalized so that the learner can propose any polynomially evaluatable hypothesis.
While almost all of our positive results apply for the more stringent definition we have given, the negative results hold even under this more general model.
Monotone DNF This is the class of monotone DNF formulas.
These were proved to be efficiently 
DFAs
These are deterministic finite automata representing regular languages over some alphabet Z. These languages can be viewed as functions from Z* to {O, 1}, and an efficient exact identification algorithm is due to Angluin [Ang87b] and has since been improved by Rivest and Schapire [RS89]. Here we let n denote the number of states in the target automaton.
A variation that we explore here is whether the learner is given the size of the target representation before the learning session begins (i.e. for the Boolean classes is m known and for DFAs is n known).
For previous work aimed mainly at proving tractability, this is not an important distinction, since a standard technique allows conversion from an algorithm that knows the size of the target to one that does not [H KLW88].
However for our precise bounds this difference can be important, and for some classes we obtain different results depending on whether or not the size of the target is known a priori. Thus it immediately follows that this algorithm uses at most q = log lC1/ log( 1/( 1 -a)) membership queries and at most log lC1/ Iog( l/et) equivalence queries.
()
Using the standard inequality z loge < log & it follows that this algorithm uses at most~membership queries. Substituting a = in lC1/q into the two query upper bounds gives the desired result. n
For most of the classes we study, ICI is exponential, thus by setting q = _ (for d z 1) it immediately follows that in such cases, we can reduce the number of 10 c1 from the log ICI of the equivalence queries to +h alving algorithm.
Observe that for Horn Sentences ICI = O((n + l)m2m"), and for arbitrary DNF formulae ICI = 0(3mn). Furthermore, for both classes it can be shown that ICI = f2(2cmn ) for some constant c. To see this lower bound consider the class of monotone DNF formulrw in which each term contains exactly n/2 variables. A matching lower bound for Horn sentences is discussed in Section 7.
We first present an algorithm for learning k-term DNF formulas in which the running time and the number of membership queries are O (n(log n)OI 1J20(k)), which is polynomial when k = O(log n). In this algorithm the hypotheses for the equivalence queries are general DNF formulas.
We f hen briefly discuss an algorithm that uses the same number of equivalence queries as above, but for which the hypotheses are k-term DNF formulas. For this algorithm the running time and the number of membership queries are n2°(ka)(log n)"(k), which is polynomial when k = 0(=).
Our a.jorithms are based on the algorithm of Blum and Rudich [BR92] .
The key processing of the BlumRudich algorithm can be encapsulated as a procedure Produce-terms that when iven a positive example 5 x, produces c = 2°(kJ(log n) (1) terms, one of which is in the target formula2.
Furthermore, this term is satisfied by z.
This procedure runs in time nc and uses at most nc membership queries, and no equivalence queries. Their al orithm to learn k-term DNF formulas 8 uses 2°tk)(log n) (1) equivalence queries, mainly to produce negative counterexamples.
Our goal is to reduce this number to k + 1 by simulating the negative counterexamples.
Suppose we call Produce-terms(z) for a positive counterexample z, and let 'T = {Tl, . . . . T.} be the terms returned.
Our goal is to drop the terms in 'T that do not imply~. If we succeed with our task, then when we add those terms that imply~to h and ask Equiv(h), we are guaranteed to get a new positive counterexample, Let t be a term (not equivalent to false) and let h be a DNF formula.
We define the projection hT of h by replacing every variable x E T by O if it is negated and by 1 otherwise.
We have the following lemmas:
Lemma 3 Let h be a DNF formula and TO a term. Then To 3 h ifl hTO is a tautology (i.e. equivalent to true).
set is a set {bl, . . . . b~}~{O, l}n such that every subset of k variables assumes all of its 2p ossible assigrm vnts in the bi 's. Naor and Naor [NN90] give an explicit construction of a (n, k)-universal set of size t = 0(k23~log n).
Lemma
4 Let S be an (n, k)-universal set, and let f be a k-term DNF formula.
Then f as a tautology tf and only if J(a) = 1 for all a E S. 2Technically, we just know the given statement holds for some k-term DNF formula that is logically equivalent to the target.
Thus, to remove the terms in T that do not imply~, we simply use the (n, k)-universal set to check if a term T implies~. Since each iteration of our algorithm h implies~, after k calls to Produce-terms h will contain all terms of f, therefore~implies h, so h s~. If k is known then there is no need for the (k+ l)st equivalence query. So the number of equivalence queries is k + 1 if k is not known, and k if it is known.
The number of membership queries is O (n(log n)"t1120(kJ).
Theorem 5 There M an exact identification algorithm for k-term DNF' that uses O (n(logn)0(1)20(kl) time,
makes O (n(log n)0(1)20tkJ) mernbersh:p querzes, and k equivalence querres (or k -i-1, if k is not given as an input to the algorithm) from the class of arb~trary DNF formulas. Now we present an alternate algorithm that in addition to reducing the equivalence queries to k + 1 (or k if k is known a priori), it also accomplishes the task of making the equivalence queries only with k-term DNF formulas (versus arbitrary DNF formulas).
We start with a parallel version of our algorithm and then show how to make the algorithm sequential in such a way to reduce the number of equivalence queries to k + 1.
Let z be a positive example of~. If we call Produce-
we get c terms T(l) = {T'jl), . . ., Z$l)}, one of which is guaranteed to be a term in~(without loss of generality say T'l ). We now continue performing the followin step in parallel on all these terms. For each 7 T c T(I make the equivalence query Equiv(T). If the counterexample * is negative then T is a "bad" term and thus we can quit working on it. Otherwise, (sõ (z) = 1), call Produce-terms(c) to get another c T'(2)}, one of which is guaranterms, T(2) = {T'j2), . . . . . teed to be a term in f. Furthermore, since T1 c T(l) it follows that some other term from f (say T2 ) is in T (2).
We now work in parallel on all formulas of the form T(1) V T(z) for 1< i, j < c making an equivalence query f~r eachJ one. As before, if the counterexample is negative we stop working on that formula.
Otherwise we give the counterexample as input to Produce-terms and get another c terms one of which is a new term in f. After k such parallel phases we will have a set of kterm DNF formulas, one of which is the target formula. Finally, we use equivalence queries to find which formula is the target. Thus in summary, there are k phases and in phase i there are at most c' &term DNF formulas, one of which contains i terms from /. In addition, note that we get these formulas independently, in the sense that getting some i-term DNF formula does not depend on getting other i-term DNF formulas. 
Now we show how to reduce the number of equivalence queries. Suppose we have two i-term DNF formulas h and h', and we want to run an equivalence query for both.
Instead, we test whether h~h'. If this is the case then we can drop one of them. Otherwise, we find an assignment y for which (without loss of generality) h(y) = O and h'(y) = 1. We then perform a membership query to see if y is a negative or positive example. If y is a negative example then h' can be discarded and we ask an equivalence query with h. Otherwise y is a positive counterexample for h and we perform an equivalence query for h'.
Using this idea we reduce the number of equivalence queries in phase i from c' to 1 (the last i-term DNF formula has no other i-term DNF formula to be compared with, and we ssk an equivalence query with it). On the other hand, the number of membership queries is increased by c' -1. If k is known then there is no need to ask an equivalence query in the kth phase, because the formula to pass the last test is guaranteed to be the target formula.
Otherwise, we need an equivalence query for the kth phase as well, and then the number of equivalence queries is k+ 1.
All that remains now is to give a function that tests whether two DNF formula are equivalent.
We omit from this abstract the details of how this is done.
Theorem
6 There is an exact identification algordhm for k-term DNF formulas that uses n2°(~'l(log n}"(k) membership quem"es,~20(k2)(logn)0(k) time, and k equivalence queries (or k + 1, if k M not given as an Input to the algon"thm).
MONOTONE DNF FORMULAS
We now look at the class of monotone DNF formulas. The lower bounds shown in Table 1 A simple optimization allows US to find the first prime implicant without making an equivalence query: monotonicity implies that if the target formula is not identically O then f (ln) = 1 (ln is the all 1's example), and by greedily flipping bits to O we can find the first term. We generalize this idea to find k + 1 prime implicants before making any equivalence queries, The key observation is that as long as we have discovered at most k prime implicants, then if there is any positive counterexample that fails to satisfy one of our k terms, then there will be such a counterexample that has at most k variables set to O. We can search exhaustively for such counterex-amples in time O(nk). Thus for the first k terms, we use brute force enumeration to find counterexamples. After this we revert to the standard algorithm and use m -k equivalence queries to learn the remaining m -k -1 terms. Applying these ideas allow us to obtain the upper bounds shown in Table 1 . This minor improvement turns out to be the best possible, although we do not prove our matching lower bounds in this abstract.
HORN SENTENCES
We now look at the class of Horn sentences. We summarize the key idea used to prove our lower bound shown in Table 1 We then prove a lower bound of Q (lOgn"&m~on the number of equivalence queries needed io lea&~he class C defined above. Since the number of clauses in each Pi is 2d, there are 2dq < n clauses in PI A . . . A Pq so iix t = m -2dq. Since ( ) tq = (m -2dq)q z (m -n)q = Q~ogn~logm , 3Alt bough P, is a formula defined over the 2d variables in block B,, we use P,(z) to denote~, (z[R] equivalence queries while still using' polynomial time 'and membership queries. Observe that for m = 20(n), our upper bound is tight.
We now summarize our technique.
In the AngluinFrazier-Pitt algorithm most of the ne$ative examples are used to refine a clause in the current hypothesis.
If a negative example z refines clause C then we know that the at least one variable in the antecedent of C' must be O in z. Thus we can search for a negative example y by flipping at most d 1's of those variables in the current antecedent of C'. If some y obtained in this manner is a negative example then we have succeeded and we can use y to refine C. We perform this process on all clauses in h until no such negative y is found for any of the clauses.
At this point, we perform an equivalence query. If f(x) = O then we are assured that x refines C by removing at leaat d variables from the antecedent of C. Thus we are able to reduce the number of negative counterexamples from m + nm to m +~.
(We still need m negative counterexamples to generate new meta-clausea. ) Reducing the number of positive counterexamples from nm to~is done similarly. Finally, by letting d = log m/(log n -log log m) we obtain our result.
READ-ONCE FORMULAS
In this section we prove an upper bound for read-once formulas.
We prove a more general result, showing that if one uses equivalence queries only to generate justifying assignments (defined below), one need make only O(n/ log n) queries. This is an improvement from a previous technique using n queries [AHK89, BHHK91], and immediately gives us improved upper bounds for various classes of read-once formulas and non-monotone switch configurations.
These upper bounds are tight from the work of Bshouty and Cleve [BC92] .
In this section we consider the following classes of readonce formulas.
Let ROFn (B) denote the set of read once-formulas whose gates are labeled with functions from B (the "basis").
Let Switch Configurations de-note the set of n element switch configurations (in the general non-monotone case where the sign of each switch is not known a priori). Let AROF~z) (+, x, f, -) denote the clsss of n variable arithmetic read-once formulas over the basis of addition, subtraction, multiplication, and division over the field~(for this non-Boolean class, the inputs are constants from 7, and the output is a value in FU {co, O/0}).
Bshouty and Cleve prove that $ (ROFn(AND,OR,NOT)), (Switch Configurationsn), and S (AROFn(+, x,/, -)) are all Q (~)
[BC921 8.1 Generating Justifying Assignments With Cl(n/ log n) Equivalence Queries A class C is closed under zero projection if for any function j 6 C, fixing some variables of f to O produces a function still in C. A justifying assignment for an input variable is an instance whose classification changes if the value of the variable is changed.
Among other things, the justifying assignment is a witness to the fact that the given variable is relevant. 
.,~i~).
A partial assignment is an input setting that assigns A to some of the variables (to indicate the variable is unassigned), For a partial assignment p and an assignment a, we denote by pla the assignment that replaces the stars of p with the corresponding values in a. For a partial assignment p and a Boolean function~we definẽ~( a) =~(pla).
For an assignment a and a variable v the assignment b = a~v is the ssaignment that satisfies b(v) = =a(v) and 6(/) = a(v') for any variable v' # v, Given two assignments a and b such that f(a) # f(b), the procedure Walk a towards b is a procedure that continues to flip bits in a that are different from b, while keeping~(a) # f(b).
The procedure generates a new assignment a' such that for any variabIe u, if a'(v) # b(v) then f(a~v) # f(a').
We now present a technique to find fl(log n) new variables with each equivalence query.
Recall that a (n, k)-universal set is a set {61,... ,bt}~{0, l}n such that every subset of k variables assumes all of its 2k possible assignments in the bi 's.
Theorem
7 Let C be a class that ts closed under zero projections.
If C is learnable in polynomial time from M(n) membership queries, given justifying assignments for all the relevant variables, then for any e >0 there is a q = O(nl+'M(n) + n3) such that
The algorithm for this reduction hss a main loop where on each iteration we have set A of justifying assignments for some subset of variables Y C V. These justifying assignments all set the variables in V \ Y to O. On the first iteration Y = A = 0. The number of elements in Y will increase on each iteration, and when Y = V we shall be done.
Let p be the partial assignment that assigns O to the variables in V \ Y and leaves the variables in Y unassigned. We begin the loop by running the membership query and justifying assignment subroutine to learn a hypothesis h = fP, using the known justifying assignments A for the variables in Y (we can output h and halt if Y = V). But before we ask the equivalence query h s f, we also learn a family of fp,'s determined by a (n, l(c/4) log n] )-universal set of size t < n'. We definẽ P, (for i = 1 to t) to be the partial assignment that sets the variables in V \ Y as in the i'th element of the universal set. In other words, every possible assignment of values to any subset of l(c/4) log n] variables from V \ Y is realized by some fp,. Now we argue that if all fp,'s are equivalent to fp, and we make an equivalence query on h, then we shall be able to find !l(log n) new justifying assignments from the counterexample.
We start by walking our counterexample y towards ply, to give us at least one new justifying assignment. After this walk we will have y' for which f (y') # fp (y'), and y' is a justifying assignment for all the variables Y1 C V \ Y on which # differs from Pk/. If IY1 I Z [(6/4) log nJ, we are done. If not, then there is some pi that agrees with~on all the variables in Y1. But we know fp, s fp, so f(i) # fp, (y'). and & (Switch Conjigurationsn) are all O(n/ log n).
In all these cases the transformation multiplies the original algorithm's running time and number of membership queries by a factor of O(nl+'), while dividing the number of equivalence queries by [(c/4) log nJ.
The analogous bound also holds for the class of arithmetic read-once formulas (though it requires further analysis to show that the reduction above can be modified to handle this non-Boolean class).4
Corollary 9 For any jield 3 of three or more elements, (AROfln7)(+, x,/, -)) M O(n/ logn), 9
DFAs
We have tight bounds on the number of equivalence queries needed to learn DFAs. Recall that n denotes the number of states in the target DFA, and let k = IZI. To distinguish between the situations in which n is known or unknown to the learner, let DFAfl ,Z denote the case when n is known and DFAZ denote the case in which n is not known.
Since we have not as yet proved any lower bounds in this abstract, we now present our lower bound for this class. Observe that this bound holds even if the learner krlows n a priori.
Also there is no restriction on the time used by the algorithm, just on the number of~embership queries and counterexamples.
Furthermore the equ~iva-lence oracle returns only counterexamples of length n. The adversary createa T and A~follows.
The adversary responds "no" to every membership query asked by the learner. We now describe how the adversary can respond to the ith equivalence query, IIi. Observe that since the learner makes less than nc membership queries, there exist some string Ti from 2" of length c logk n that does not appear in the ith set of c logk n positions of iiny strings given to the membership oracle. So in selecting the string T needed to define U, the adversary just uses Ti as the ith block of c Iogk n characters of T. The key idea we use to reduce the number of equivalence queries is as follows. Let~contain the set of all strings from Z* of length (c -2) logk n. The basic idea is tc, consider extending each element in S by all strings in r versus just extending them by one element from Z. That is, instead of looking at the observation table (SU S. Z). E, we use for our observation table (S U S. T) E.
CONCLUDING REMARKS
This work has established some sharp bounds for a variety of the most basic classes for which exact identification algorithms are known. It is perhaps surprising that we had such great success in proving matching lower and upper bounds, particularly since the lower bounds hold under the most favorable conditions for learning (arbitrary hypotheses and superpolynomial time), while the upper bounds, in general, hold under the most restrictive (hypotheses must be in the class to be learned, polynomial time is required). 
