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We investigate the relations between the spin structure functions in the scaling and resonance
regions. We examine the possible duality between the two, and draw inferences for the behavior of
the asymmetry A1 at large x. Finally, we point out the importance of additional polarized structure
function data in the resonance region in terms of testing the hysteresis of perturbative physics.
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Duality is a relation between the deep inelastic scat-
tering region and the resonance region in lepton hadron
scattering [1]. It is a manifestation of the fact that the
single quark reaction rate determines the scale of the re-
action rate for the entire process down to remarkably low
energies and momentum transfers. In the resonance re-
gion, final state interactions are crucial and all quarks
must be involved in the reaction. Nevertheless, the over-
all reaction rate is still determined by the single quark
reaction rate—provided we average over regions compa-
rable to the widths of the resonances. So far, these in-
clusive/exclusive connections have been seen to work for
the measured [2,3] unpolarized structure functions [1,4].
Precious little experimental information is available for
the roˆle of duality for the polarized structure functions,
although efforts in this direction are beginning to bear
fruit [5].
Here we investigate the relevance and consequences of
duality for the polarized structure functions. We shall
show that perturbative QCD arguments lead to an inclu-
sive/exclusive relationship in the polarized case akin to
that in the unpolarized one. Also, we shall discuss per-
turbative expectations for resonance contributions in the
high x limit of the polarization asymmetry. Finally, we
note interesting features of the present data and point out
what can be learned from additional polarized structure
function data in the resonance region at higher Q2.
We begin with some definitions and kinematic rela-
tions. For deep inelastic scattering, e + p → e +X , the
structure functions Wi and Gi are defined by
Wµν =
1
4πmN
∑
X
(2π)4δ4(q + p− pX)
× 〈ps|jµ(0)|X〉〈X |jν(0)|ps〉
= −gµνW1 + 1
m2N
pµpνW2 +
i
mN
ǫµνλσq
λ ×
×
[
sσG1 +
1
m2N
(p · qsσ − s · qpσ)G2
]
, (1)
where s is the spin vector of the nucleon target and satis-
fies s·p = 0 and s2 = −1, p is the momentum of the target
nucleon, and q is the momentum of the incoming virtual
photon. Often, the structure functions are replaced by
νW2 = F2 , mNW1 = F1 ,
νG1 = g1 ,
ν2
mN
G2 = g2 (2)
where it is expected that Fi and gi depend just on x ≡
Q2/2mNν (where Q
2 = −q2) in the scaling region, up to
logarithmic corrections.
The exclusive process e + p → e + R, where R stands
for the final baryon, a resonance or the nucleon (in the
case of elastic scattering), is described by the helicity
amplitudes,
Gm =
1
2mN
〈R, λ′ = m− 1
2
|ǫ(m)µ · jµ(0)|N, λ =
1
2
〉. (3)
The photon polarization vectors are
ǫ(±) = (0,∓1,−i, 0)/
√
2,
ǫ(0) =
1
Q
(|~q|, 0, 0, ν), (4)
with q = (ν, 0, 0, |~q|).
Note that the helicity of the final baryon is
1
2
for G+,
−1
2
for G0,
−3
2
for G−. (5)
Thus if the final baryon has spin 1/2, G− must be absent.
For elastic scattering, the helicity amplitudes are related
to well-known form factors by
G+ =
Q
mN
√
2
GM ,
G0 = GE . (6)
For the non-elastic case, one often uses the amplitudes
∣∣A1/2,3/2∣∣ = e
√
mN
m2R −m2N
|G+,−|
1
where e is the proton charge (0.3028 . . . ).
For a single sharp resonance R the relations between
the structure functions and the helicity amplitudes are:
F1 = m
2
Nδ(W
2 −m2R)
[|G+|2 + |G−|2] ,(
1 +
ν2
Q2
)
F2 = mNνδ(W
2 −m2R)
× [|G+|2 + 2|G0|2 + |G−|2] ,
(
1 +
Q2
ν2
)
g1 = m
2
Nδ(W
2 −m2R)
×
[
|G+|2 − |G−|2 + (−1)sR− 12 ηRQ
√
2
ν
G∗0G+
]
,
(
1 +
Q2
ν2
)
g2 = −m2Nδ(W 2 −m2R)
×
[
|G+|2 − |G−|2 − (−1)sR− 12 ηRQ
√
2
ν
G∗0G+
]
, (7)
where W 2 ≡ (p + q)2, the total hadronic mass squared,
and sR and ηR are the spin and parity of the resonance.
The delta function for the sharp resonance can be most
simply approximated by
δ(W 2 −m2N ) ≈
1
2mR
ΓR/2π
(W −mR)2 + Γ2R/4
peak−→ 1
πmRΓR
, (8)
with ΓR being the width of the resonance.
Let us now discuss the scaling properties of G±,0 and of
g1,2. The resonance contributions to the structure func-
tions fall with increasing Q2 and also move to progres-
sively higher x, approaching x = 1. They thus may be
described as falling with x, at a certain rate. We wish
to determine if the fall-off rate is the same as that in the
deep inelastic region as x → 1, but at much higher Q2.
This is already known to be true for the spin indepen-
dent structure functions, and the phenomenon is known
as Bloom-Gilman duality [1]. Hence, we will concentrate
our attention on the spin dependent structure functions.
The counting rules [6] give the following behavior
at high Q2 for the helicity amplitudes (modulo loga-
rithms) [4]:
G+ = g+/Q
3 , G0 = (mN )g0/Q
4,
G− = (mN )
2g−/Q
5 , (9)
where g±,0 are constants, real in leading Born order, and
the mass factors are put in purely for dimensional rea-
sons. This allows us to find the resonance contribution
to g1 at the resonance peak and at high Q
2 to be,
g1 =
m2N
πmRΓR
g2+
Q6
=
m2N
πmRΓR
g2+
(m2R −m2N )3
(1− x)3. (10)
The second result requires
1
Q2
=
1
W 2 −m2N
1− x
x
≈ 1
m2R −m2N
(1 − x) (11)
for x→ 1 and W ≈ mR. Similarly,
g2 = − m
2
N
πmRΓR
(1− x)3
(m2R −m2N )3
g+(g+ − ηR(−1)
sR−
1
2√
2
g0),
(12)
for high Q2. It is interesting to note that the high Q2
resonance contributions to the polarized structure func-
tions can be inferred from unpolarized structure func-
tion measurements since g+ and g0 can be separately ob-
tained from transverse and longitudinal scattering. If g2
is small, as seems to be indicated [7], then there must be
a relation between the transverse and longitudinal reso-
nance form factors, viz.,
√
2 g+ ≈ ηR(−1)sR− 12 g0. (13)
In the deep inelastic region, the spin structure func-
tion g1 is related to the quark distributions as a manner
similar to F1 except for one sign,
g1 =
1
2
∑
e2q
(
q↑(x,Q
2)− q↓(x,Q2)
)
,
F1 =
1
2
∑
e2q
(
q↑(x,Q
2) + q↓(x,Q
2)
)
. (14)
The q↑,↓ are the quark distributions for quark helicities
parallel or antiparallel to the parent nucleon polarization.
Perturbative QCD dictates that q↑ dominates as x →
1 [8]. If so, the x→ 1 behavior will be the same for both
functions. Even if pQCD did not work for the x → 1
limit, it would require a remarkable cancellation to make
the high x behavior different for F1 and g1. Since the
behavior of F1 is well-known, we can conclude
lim
x→1
g1(x) ∝ (1− x)3 (15)
in the deep inelastic region. This is the same as the
contribution from the resonance region. One part of the
duality between the resonance and deep inelastic regions
is thus established.
It is less clear what the deep inelastic result should
be for g2. There is no unique parton model formula for
it. However the twist-two form of the Wandzura-Wilczek
relation [9],
g2(x) = −g1(x) +
∫ 1
x
dx′
g1(x
′)
x′
, (16)
leads to the result that
lim
x→1
g2(x) = −g1(x) ∝ (1− x)3. (17)
Thus the scaling part of the duality is established for g2
also.
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Now we shall further examine the x → 1 behavior of
g1, or of the photon asymmetry A1,
A1 ≡
σ1/2 − σ3/2
σ1/2 + σ3/2
=
g1 − Q
2
ν2 g2
F1
, (18)
where the cross sections are for photon absorption with
initial state spin projections of 1/2 and 3/2. For a reso-
nance,
A1 =
|G+|2 − |G−|2
|G+|2 + |G−|2 . (19)
For the elastic point, x = 1, there is only the nucleon
and G− = 0 so that rigorously
A1(x = 1) = 1. (20)
For a single resonance of spin 1/2, the same is true.
Even for spin 3/2 and higher resonances, the scaling rules
tell us that |G+| >> |G−| at high Q2, so that A1 → 1 as
x→ 1. If the only backgrounds under a given resonance
are due to tails of other resonances, then the same rule
still applies,
lim
Q2→∞
A1 = 1 if only resonant background. (21)
However, if the non-resonant background is dominated
by Born terms [10], we can get A1 → 1 anyway. In
the resonance region the t-channel and u-channel dia-
grams have propagators that suppress their contributions
at high Q2, leaving the s-channel diagram which has only
σ1/2. (Purely as an aside, a dominant t-channel Born
term is needed for certain measurements of the pion form
factor, and this can indeed happen even at high Q2, but
only if the final hadronic state is well outside the res-
onance region.) Note that the isospin of the resonance
plays no roˆle in the above considerations.
The x→ 1 behavior of A1 in the scaling region can be
got from the ratio of the two eqns. (14). We quote the
results for pQCD, where the x→ 1 results for the polar-
ized quark distributions are mentioned above); for SU(6),
where no distinction is made between the distributions of
differently polarized quarks; and for a number of mod-
ern suggestions for the polarized quark distributions [11].
One has
lim
x→1
A1 =


1 pQCD, or Soffer et al . [11],
5
9 SU(6),
0.75 GS, version B [11]
0.66 GRSV (“standard′′ NLO) [11]
(22)
The last two are given at their respective benchmark Q2.
Let us look at the present relevant data on the polar-
ized structure functions in the resonance region. There is
a paucity of such data. The SLAC measurements, from
the E143 collaboration recently [5] (and from earlier data
with larger error bars [12]), do cover W 2 < 5 GeV2 at
Q2 ≈ 0.5 and 1.2 GeV2. These Q2 are still too low for a
duality test, since duality is not working at these Q2 in
the spin-independent case [1,4]. Nevertheless it is useful
to discuss the data that exists.
In the first resonance region, the ∆(1232) itself gives
nearly all the signal at very low Q2 in the unpolarized
case and may be expected to do the same in the po-
larized case. Further, at low Q2, ∆ electroproduction
is dominated by the magnetic dipole amplitude [13,14],
which leads to |G−| ≈
√
3|G+| and
A1(∆, low Q
2) ≈ −1/2. (23)
Abe et al. find for Q2 ≈ 0.5 GeV2 and in the ∆ region,
that A1 ≈ −1/3, in qualitative agreement with our ex-
pectation. However, for Q2 ≈ 1.2 GeV2, the measured
value of A1 is consistent with zero (albeit also consistent
with −1/2 at a 2σ level). Since there is evidence that the
M1 dominance is still valid for the resonance itself, the A1
result must be due to the background and resonance giv-
ing approximately canceling contributions. This suggests
a violation of the strict construction of Bloom-Gilman
duality, since the Q2 dependence of the resonance and
background do not match. However, Q2 is still low.
It is reminiscent of the unpolarized case, where for the
∆ Bloom-Gilman duality works (above a few GeV2) in
the sense of the resonance region average matching the
scaling curve, and does so without having the resonance
to continuum ratio be constant, but rather because of an
interplay between resonance and continuum [4]. As one
falls, the other rises, relative to the scaling curve, and
the sum stays about the same. So as in the unpolarized
case, the sum over channels allows matching the scaling
curve at low Q2, perhaps so in the polarized case the
sum over channels will show the perturbative polarization
prediction at a lower Q2 when a single channel will not.
For the second resonance region, the prediction for A1
involves the S11(1535) and D13(1520), as well as the non-
resonant background. At very low Q2, the largest reso-
nant amplitude is the A3/2 for exciting the D13 [16], the
next largest is the A1/2 for the S11 [17], and A1/2 for the
D13 is quite small. However, the resonances soon rec-
oncile themselves to the high Q2 expectations, as for the
D13 the A1/2 and A3/2 change relative size in the vicinity
of 1 GeV2 [18]. Hence, considering the resonant contri-
butions alone, we expect A1 to be negative at low Q
2 and
become positive before 1 GeV2. The available data [5]
show A1 to be positive at both 0.5 and 1.2 GeV
2.
For polarized structure functions, in contrast to the
unpolarized case, duality must break down spectacularly
at low enough Q2 [19]. The argument goes by considering
the Ellis-Jaffe integral [20], written as∫ ∞
ν0
dν
ν2
gp1 =
2mNΓ
p
Q2
, (24)
with Γp approximately constant at high Q2, and compar-
ing it to the Drell-Hearn-Gerasimov sum rule [21], which
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may be written in the form
∫ ∞
ν0
dν
ν2
gp1(ν,Q
2 = 0) = − κ
2
p
2mN
. (25)
Above, κp is the anomalous magnetic moment of the pro-
ton, and ν0 is given by the pion production threshold.
The quantity Γp is measured to be positive at Q
2 of sev-
eral GeV2 (see, for example, [5]). If g1 were on the aver-
age the same at very low Q2 as it is at high Q2, then the
right hand side of the Drell-Hearn-Gerasimov sum rule
would be positive—and it is clearly not.
We have shown that polarization structure function
data in the resonance region at higher Q2 are interesting
and can throw significant new light on the issue of duality.
Facilities like Jefferson Lab, SLAC, and HERMES can
all contribute over a significant range of Q2 and W . The
idea that the single quark cross section sets the scale
on the average even in the resonance region gets a new
field of exploration in the polarized structure function.
Unlike the unpolarized case, one expects its breakdown
at sufficiently low Q2. Finding this breakdown will signal
the onset of a region where the final state interactions
obliterate even a remnant of perturbative physics.
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