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Abstract—Machine Learning applications on HPC systems
have been gaining popularity in recent years. The upcoming
large scale systems will offer tremendous parallelism for training
through GPUs. However, another heavy aspect of Machine Learn-
ing is I/O, and this can potentially be a performance bottleneck.
TensorFlow, one of the most popular Deep-Learning platforms,
now offers a new profiler interface and allows instrumentation
of TensorFlow operations. However, the current profiler only
enables analysis at the TensorFlow platform level and does
not provide system-level information. In this paper, we extend
TensorFlow Profiler and introduce tf-Darshan, both a profiler and
tracer, that performs instrumentation through Darshan. We use
the same Darshan shared instrumentation library and implement
a runtime attachment without using a system preload. We can
extract Darshan profiling data structures during TensorFlow
execution to enable analysis through the TensorFlow profiler.
We visualize the performance results through TensorBoard, the
web-based TensorFlow visualization tool. At the same time, we
do not alter Darshan’s existing implementation. We illustrate tf-
Darshan by performing two case studies on ImageNet image and
Malware classification. We show that by guiding optimization
using data from tf-Darshan, we increase POSIX I/O bandwidth
by up to 19% by selecting data for staging on fast tier storage.
We also show that Darshan has the potential of being used as
a runtime library for profiling and providing information for
future optimization.
Index Terms—Deep-Learning, Machine Learning, I/O, Data
pre-processing, TensorFlow, profiling, tracing
I. INTRODUCTION
Machine Learning (ML) has gained considerable attention
in recent years for its potential to drive advances in self-
driving cars, drug development, and image processing. De-
mands for ML workloads on many HPC systems are increasing
overtime [1], [2]. New ML methods, such as Deep-Learning
(DL) [3], involve a computational intensive minimization
process. Special devices, such as Google TPU [4] and NVIDIA
TensorCore [5], are designed to boost the computation per-
formance of DL workloads. Nevertheless, ML workloads are
also data-intensive. Massive datasets are required to train an
accurate ML model. The high-pace data ingestion heavily
stresses the I/O system. Previous works [6]–[9] have char-
acterized I/O performance in large-scale ML workloads and
showed that without an efficient data preprocessing pipeline,
ML workloads are highly input-bound.
Pinpointing I/O bottlenecks in ML workloads is crucial
for enabling efficient data preprocessing. Currently, popular
DL frameworks (such as TensorFlow) lacks a much-needed
tool that would enable application developers to understand
fine-grained I/O performance. Application developers are re-
sponsible for obtaining I/O characterization to select appro-
priate optimization techniques. Although the latest release of
TensorFlow 2.2.0 provides a new TensorFlow Profiler [10],
the profiler can only provide coarse-grained information on
compute operations. For instance, the TensorFlow Profiler can
profile and trace computing operations on the TensorFlow
platform to provide a high-level view of the training process,
such as time for reading a file. However, less focus is on
fine-grained I/O details. Fine-grained system-level information
could provide a complete and detailed picture, allow a better
understanding of performance observations, and guide the
optimization of I/O operations. In this work, we provide a
tool called tf-Darshan to extend the TensorFlow Profiler for
fine-grained I/O characterization.
tf-Darshan, a metric rich TensorFlow profiler, uses the
capability of Darshan [11]–[15], a popular I/O profiler, to
enable profiling and tracing of I/O operations in ML workloads
in the TensorFlow framework. tf-Darshan provides runtime
attachment of I/O instrumentation. It also supports profiling
and trace data management. Results from tf-Darshan can be
directly visualized through TensorBoard.
The main contributions of this paper are as follows:
1) We introduce the latest TensorFlow Profiler and illus-
trate its feasibility for supporting new profilers within
TensorFlow.
2) We design and implement tf-Darshan for fine-grained
I/O characterization in DL workloads.
3) We identified and adapted the key data structures in
Darshan for enabling data extraction and tracing during
the runtime of ML workloads
4) We quantify the overhead and validate the correctness
of tf-Darshan
5) We demonstrate optimizations guided by information
from tf-Darshan in two case studies on ImageNet Clas-
sification and Malware Detection, using an HPC system
and a workstation with fast storage respectively.
II. BACKGROUND AND MOTIVATION
Improvement towards ML computation workload has been
well studied in recent years. For example, the NVIDIA Volta
GPU architecture, features TensorCore, a specialized core
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that performs GEMM operation in mixed-precision, target-
ing one of the most computationally intensive parts of the
workload. Apart from being computationally intensive, ML is
also data-intensive, requiring a large number of data samples
for training purposes. In other words, it becomes an input-
bound application if the I/O system does not keep up with
the high computational performance. Previous studies have
shown that I/O can account for as much as 90% of the total
training time [6]. Unlike traditional HPC collective I/O, where
processes rearrange I/O operations through a communicator
to maximize bandwidth and minimize metadata operation,
ML I/O uses an independent I/O strategy. Distributed training
in ML is often implemented using data-parallelism, where
workers individually train a network with different samples.
During training, their weights are synchronized periodically.
ML frameworks attempt to solve the I/O issue in different
ways. For example, TensorFlow [16], [17], a leading ML
framework, introduces the tf.data API [18], for implementing
I/O and preprocessing pipelines, allowing optimizations such
as parallel execution of the pipelines and prefetching of
data to overlap data preprocessing on CPU and training on
GPU [7], [9]. tf.data enables parallel input pipeline execution
using tf.data.map with a capture function enabling input I/O
and preprocessing on different threads. A user can specify
the number of pipelines to execute concurrently with the
parameter num parallel calls, either setting a number or using
tf.data.experimental.AUTOTUNE to let the TensorFlow’s opti-
mizer determine the number of threads automatically. When
a pipeline is being invoked, a thread pool will be used to
execute the capture functions in parallel. To exploit concur-
rency between the CPU and GPUs, tf.data allows prefetching,
to continue executing the input pipeline while training is still
in-progress on the GPU. Data batches will be accumulated in a
buffer that will be readily available for the next step of training
immediately when the GPU completes the current batch.
To understand and characterize the underlying I/O fine-
grained operations is essential to optimize an ML pipeline.
While GPU and CPU profilers are widely available, non-trivial
integration with the specific ML platform is required to infer
specific workload performance. For this reason, the recent
release of TensorFlow 2.2.0 introduces a new TensorFlow
Profiler that provides detailed information on compute work-
load performed on the TensorFlow platform. Furthermore,
the TensorBoard web interface allows for visualizing the
performance results. TensorFlow Profiler implements host-side
tracing through the execution engine, and GPU tracing through
CUDA Profiling Tools Interface (CUPTI) [19]. For example,
we can extract the performance of individual computation
kernels and detailed tracing information. This information
collected during execution can be useful for performing opti-
mization in the future.
In terms of data preparation, TensorFlow Profiler provides
an Input-pipeline analysis that quantifies steps taken in the
tf.data pipeline. However, the information provided remains
on a TensorFlow level, meaning that it does not provide fine-
grained system-level information, such as POSIX operations.
TABLE I: Comparison of Darshan and tf-Darshan for profiling
TensorFlow workloads.
Feature Darshan tf-Darshan
Modules POSIX, STDIO, DXT POSIX, STDIO, DXT
Transparent 3 3
Runtime start/stop 7 3
Log analysis Post-execution In-situ
Reporting After wholeapplication returns After Profiling stops
Outputs Darshan log Darshan log, Protobuf
Visualization PDF, Log utilities TensorBoard web
Information such as POSIX read size on files and time spent
on metadata operation can be important for optimizations such
as data placement on multi-tiered I/O systems. We aim to fill
this gap by implementing tf-Darshan to provide fine-grained
profiling and tracing of the I/O workload. tf-Darshan relies on
Darshan, one of the most comprehensive and used HPC I/O
workload profiler and tracer. Darshan is a transparent low-
overhead profiler that is implemented as a shared library and
defers statistical post-processing operations after the applica-
tion returns. Because Darshan completes the analysis in the
post-processing step, to extract information of application I/O
operations and perform an analysis at runtime is not possible.
For this reason, we implement tf-Darshan with a loosely
coupled integration with the Darshan shared library through
a runtime attachment. We also augment Darshan to allow
the returning of internal data structures to the instrumented
application. In other words, the instrumented application can
inspect statistics collected by Darshan and perform an analysis
at runtime. This capability could provide an opportunity to
perform runtime optimization, based on Darshan’s data.
While tf-Darshan uses the same Darshan logging capabil-
ities, there are several important operational differences. We
summarize the differences in Table. I.
III. METHODOLOGY
In this section, we introduce and describe tf-Darshan– a
tool for profiling I/O performance of ML-applications in state-
of-the-art HPC and data-centers. tf-Darshan consists of three
distinct components:
• a specialized tracer that for use within the TensorFlow
runtime system,
• a customized wrapper that attaches and interfaces Dar-
shan instrumentation/data extraction functionality from
within the TensorFlow runtime system and fully trans-
parently to the user, and
• a plugin that allows users to intuitively visualize tf-
Darshan I/O profiles and results using the TensorBoard
interface.
Our contribution, tf-Darshan, is based on a new version of
Darshan that allows decoupling with MPI interfaces and pure
POSIX (non-MPI) instrumentation. We based our design on
this version (3.2.0-pre [20]) since TensorFlow is not an MPI
application. Since we adopt a loose integration of Darshan
instead of a complete embedding of Darshan into TensorFlow,
it is possible to use newer versions of Darshan as long as
TensorFlow
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Fig. 1: Organization of TensorFlow Profiler and tools.
the augmented data extraction functions are provided. The
parallel version of Darshan uses the PMPI profiling interface to
intercept MPI-IO calls in applications. If TensorFlow employs
MPI as a distributed strategy for I/O in the future, one can
employ the parallel version of Darshan with the MPI module
to profile and instrumentation I/O activities with a similar
technique.
A. TensorFlow Profiler
Our contribution, tf-Darshan, is based on and extends the
functionality of the recently added interface in TensorFlow
2.2.0, which we will briefly describe herein.
The recent TensorFlow 2.2.0 implementation provides two
key features for profiling and tracing ML workloads: (i)
functionality for collecting traces and runtime systems from
the host CPUs and discrete GPUs, and (ii) visualization of
gathered information intuitively through on an interactive
dashboard. Fig.1 provides an overview of the organization of
the tools.
In Tensorflow 2.2.0, a component called a tracer performs
the collection and gathering of runtime information. A tracer
provides a shared API for data acquisition and collection to the
Tensorflow runtime system, which manages and invokes the
tracer at a specific point during execution (depending on what
the runtime system wants to profile). While the tracer does
provide a unified API for managing data, it outsources the
data collection (which can be very hardware-specific) to other
components. For example, for profiling GPU-related informa-
tion, the TensorFlow 2.2.0 tracer would rely on the CUPTI [19]
library to provide low-level GPU traces and characteristics. For
host-related (CPU) profiling, the tracer uses another module
(a background recorder) to capture CPU information. The
TensorFlow tracers later relay the information obtained by the
hardware-specific profilers to the TensorFlow runtime system.
Finally, the TensorFlow runtime system will format, prepare,
and output the data through protocol buffers (protobuf) for
later visualization.
Users currently have three options for invoking and using
TensorFlow 2.2.0 tracers:
• Automatically: users can automatically enable tracers
from existing APIs (such as Keras) by providing a
TensorBoard callback hook, which then operates on a
name Address
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Fig. 2: Performing runtime replacement of function addresses
by patching the Global Offset Table.
batch-level. Currently, it supports the specification of one
range of batches,
• Manually: users can manually decide what to pro-
file by inserting calls to the TensorFlow profiler
(tf.profiler.experimental.start()/stop()), allowing more fine-
grained control over what is being profiled, and
• Interactively: users can interactively start and stop trac-
ing from a different machine by allowing TensorBoard
to connect to TensorFlow through a network socket
(tf.profiler.server.start())
In tf-Darshan, we support all three options for using
tracers and we leverage TensorFlow 2.2.0’s modular and
implementation-agnostic tracer design to extend the limited
functionality that it currently provides. These capabilities are
facilitated by the TensorFlow runtime system, as long as we
provide a new interface for starting/stopping the profiler and
collecting the data.
B. Runtime attachment of instrumented functions
Our aspiration with tf-Darshan is to provide users with
intuitive and interactive visualization (through TensorBoard)
that leverage existing and mature HPC tracing software (Dar-
shan). Today, Darshan is implemented as a shared library.
Profiling using Darshan is performed by overloading (e.g.,
through the LD_PRELOAD environment variable) the different
I/O functions (e.g., fread or fwrite) that usually go to a
standard library (e.g., libc) to instead go through Darshan. This
approach is easy to use and also transparent to the user, but it
has one drawback: the profiled application cannot easily access
the profiled data, which is a prerequisite to (for example) auto-
tune parameters (e.g., prefetch or migrating files). Instead, tf-
Darshan provides a middle man to facilitate the free transfer of
profiled information across both the profiler and the profiled
application.
The tf-Darshan middle-man component is responsible for
the communication between the TensorFlow layer and then
Darshan layer. When a TensorFlow tracer starts, our middle-
man dynamically (through dlopen) loads the Darshan shared
library into TensorFlow’s memory. Next, we scan the Global
Offset Table (GOT) in search of any symbols that we are inter-
ested in profiling. These symbols (e.g., fread or fwrite)
usually point to standard external libraries (such as libc or
newlibc). Upon finding candidates for profiling, the middle-
man patches the table and redirects these symbols to the
Darshan shared library instead, granting Darshan full control
over the I/O access. This mechanism is illustrated in Fig. 2.
From this point in the application, all subsequent I/O oper-
ations pass through the Darshan profiler. This technique of
dynamically patching the GOT is in use in other contexts,
such as for runtime debugging (e.g. Heaptrack [21]), and allow
bi-directional information flow between the TensorFlow and
Darshan systems.
C. Extraction of Profiling Results
To extract information from Darshan, we implemented
several data extraction functions in the Darshan shared library
that returns Darshan module buffers that record counters
for I/O operations to individual files. We also export other
helper functions such as file name lookup (through dlsym).
tf-Darshan’s wrapper does not only handle all the symbol
management but also on profile data management. When a
profiling session begins, our tracer calls the wrapper to make
a copy of the Darshan module data structures. tf-Darshan
makes another copy of the module data structures when a
profiling session stops. When the TensorFlow runtime collects
profiling data, the two samples collected during start and stop
are analyzed by tf-Darshan to retrieve relevant statistics. For
each file recorded by Darshan, we extract the detailed tracing
information and export them as trace events.
D. TensorBoard Integration
The information collected by the TensorFlow runtime will
be converted and exported as Protobuf files for visualization.
We modified the TensorBoard Profile plugin in order to visu-
alize additional results provided by Darshan. We expand the
Input-Pipeline Analysis section to include various statistics.
For instance, POSIX bandwidth, the number of POSIX I/O
operations performed, distribution of POSIX read size, and
distribution of file size. Furthermore, individual POSIX read
and write operations on different files can be visualized as a
timeline by the TraceViewer tool.
IV. EVALUATION
In this section, we introduce the experimental setup and
evaluated applications. We demonstrate three key capabilities
of tf-Darshan – in-situ profiling during training sessions,
visualization at TensorBoard, and low overhead.
A. Experimental Setup
We evaluate the features of tf-Darshan on two platforms:
- Greendog is a workstation with an i7-7820X processor (8
cores), 32 GB DRAM, and one NVIDIA RTX2060 SUPER
GPU. The workstation features three types of storage: two
2 TB HDD (non-RAID), one 1 TB SSD, and one 480 GB
Intel Optane SSD 900p on PCIe. The file system used is ext4,
and the OS is Ubuntu 18.04 LTS. TensorFlow is compiled
with GCC v7.5.0 and NVIDIA CUDA 10.2. We store all our
datasets on the HDD.
- Kebnekaise is an HPC cluster at HPC2N in Ume. We use
a computing node with two Intel Xeon Gold 6132 CPUs (28
cores), 192 GB RAM, and two NVIDIA V100 GPUs on PCIe.
The cluster is connected with EDR Infiniband and uses a
Lustre parallel file system. The OS is Ubuntu 16.04.6 LTS.
TensorFlow is compiled with GCC v8.3.0, NVIDIA CUDA
10.1, and NVIDIA NCCL 2.4.8.
For each experiment on Greendog where we have root
permission, we drop the page cache before every benchmark
to eliminate the interference from cached pages in memory.
Only one epoch per experiment is performed to avoid reusing
cached data in the second epoch. We fix the CPU frequency
to the highest by running cpupower frequency-set
--governor performance to avoid performance vari-
ability [22].
We first validate the profiling results from tf-Darshan using a
STREAM benchmark and comparing them to the background
I/O obtained from dstat [23]. Then, we quantify the overhead
of tf-Darshan when compared with a training session without
profiling. Finally, we perform two case studies using tf-
Darshan. They include two ML applications that are imple-
mented in Keras, which both use the SGD optimizer with
default parameters (learning rate=0.01, momentum=0.0) and
categorical cross-entropy as the loss function. Their details
are as follow:
- ImageNet Classification classifies images in ImageNet [24]
by training an AlexNet with a batch size of 256 and we run
500 steps, without data augmentation. We use tf.data API
to implement the data pipeline with tf.data.map. Within the
capture function, I/O is performed using tf.io.read file, and
then preprocessing (decode, resize, batching) is performed.
- Microsoft Malware Detection Challenge 2015 classifies
malware Byte code by training a simple two-layer Convolution
Neural Network. The dataset is a part of the Kaggle BIG
2015 Challenge [25] and consists of nine malware classes
with approximately 10,000 Byte code samples. Similar to the
ImageNet Classification, we implement the data pipeline using
tf.data API. We read the byte code files and decode them
as images before feeding them into the neural network for
training.
We summarize their details as the following and the con-
figurations in Table II.
B. Tool Validation
Bandwidth is one of the most critical metrics in I/O
performance characterization. We compute the bandwidth of
training in tf-Darshan by the total number of bytes transferred
and elapsed wall-clock time during the profiling session. We
compare the total I/O sampled at the beginning and at the end
of profiling to derive the amount of I/O during the profiling
session. We examine the raw I/O capability of TensorFlow’s
tf.data API by implementing a STREAM application that
performs no computation and preprocessing other than reading
TABLE II: Characteristics of datasets and configurations used in the test cases.
Name Description Batch size Steps Threads Prefetch No. Files Total Size Median Size System Character
STREAM (ImageNet,Malware) Fetching data without compute 128 100,50 16 10 12,800, 6400 ∼1 GB, ∼35 GB ∼76 KB, ∼7.3 MB Greendog No preprocessing to validate bandwidth.
Kaggle BIG 2015 Challenge Malware classification 32 339 1, 16 10 10868 ∼48 GB ∼4 MB Greendog Large individual files.
ImageNet Classifying images 256 500 1, 2 10 128,000 ∼11.6 GB ∼88 KB Kebnekaise Large number of small files.
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Fig. 3: STREAM(ImageNet) bandwidth measured using batch
size 128 for 100 steps.
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Fig. 4: STREAM(Malware) bandwidth using batch size 128
for 50 steps.
files and forming batches. We run the STREAM benchmark
using the datasets from the ImageNet and Malware classifica-
tion and present the results in MB/s. Both cases use a batch
size of 128, 16 I/O threads, and prefetching of 10 batches.
We run the benchmark for 100 steps with ImageNet case and
50 steps with Malware use-case. Furthermore, we stop and
restart profiling in TensorFlow every five steps to derive a
bandwidth. To validate the bandwidth value derived by tf-
Darshan, we concurrently run Dstat in the background to
collect disk activities.
We present the benchmark results in Fig. 3 for ImageNet
and Fig. 4 for Malware use-case respectively. The blue lines
represent the runtime bandwidth measured by Dstat each
second, while the red dots represent the bandwidth measured
tf-Darshan after every five batches. We note that tf-Darshan
determines the I/O bandwidth at high-accuracy. Another ob-
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Fig. 5: Training and streaming performance when the auto-
matic TensorBoard callback and manual trigger of profiling is
used. Error bar is omitted as standard deviation is below 2%.
servation is that the bandwidth in our malware use-case is
approximately 10× higher than in ImageNet, which can be
explained by small file sizes in the ImageNet dataset.
C. Overhead
A common issue with fine-grained profiling and tracing is
the overhead to application execution. Since our instrumen-
tation is based on Darshan, the overhead introduced during
application execution is negligible. We quantify the overhead
by running our two use-cases five times with a batch size
of 128 and 10 steps, as well as the Stream benchmarks, and
report the average execution time. We perform profiling over
the entire 10 steps, meaning that we start from the first batch
and stop at the last. By measuring the time needed for Keras’
model fitting to return, we show that our tracer introduces
overhead approximately between 10% to 20% compared to
when no profiler is used (Fig. 5). However, much of the
overhead occurs during trace data collection and analyzes after
profiling stops. This can be verified by the background disk
activity (Fig. 12) from Section V, that tf-Darshan introduces
an overhead at the end of the training when it collects all
the traces and statistics. While our use-cases use TensorBoard
callback in Keras to profile automatically, we repeat the
Stream benchmark using the manual profiling method and
restart profiling every five steps. We get approximately 0.6%
to 7% overhead, relative to when no profiling is used. One
observation is that the overhead has a strong correlation against
the number of files processed. Apart from trace data analysis
after profiling ends, a possible reason is the extra operations
introduced during tracing. Internally, Darshan stores a set of
counters for each and every file that the application interacts
with. In other words, the number of operations increases by
the number of files processed in combination with the I/O
Fig. 6: tf-Darshan capturing write activities on STDIO layer.
operations performed. Furthermore, tf-Darshan performs in-
situ log analysis after profiling stops, of which a large number
of files may lead to higher overhead.
D. Checkpoint
Checkpointing in TensorFlow is another functionality that
uses I/O extensively, besides data ingestion. Checkpoints in
ML workloads serve two primary purposes, i.e., saving a state
for restart after a failure, and examining the internal state
of a network during training. In TensorFlow, a checkpoint
captures the values of all the variables inside a model. To
recover from a checkpoint, values in the checkpoint are loaded
into the original model. Checkpoints are typically captured
periodically, either by steps or by epochs. In Keras, this
can be specified using the tf.keras.callbacks.ModelCheckpoint
callback; in case of custom training loops, tf.train.Checkpoint
is used to capture a checkpoint, and multiple checkpoints can
be managed by tf.train.CheckpointManager. In the TensorFlow
POSIX file system module, writable files are written through
fwrite in STDIO. Therefore, Darshan’s STDIO module can
also capture these write activities if required.
We illustrate this with a small example. We train
our image classification use-case with 10 steps, making
a checkpoint made after every step. We keep all the
checkpoints so 10 checkpoints will be created. As our
ML applications are implemented in Keras, we use the
tf.keras.callbacks.ModelCheckpoint callback to specify the con-
figurations. As TensorFlow uses fwrite when writing data,
the result is shown in STDIO layer as seen in Fig. 6, where
1,400 calls to fwrite have been made.
V. CASE STUDIES
In this section, we characterize the I/O performance of
the selected use-cases using tf-Darshan and show how the
information from tf-Darshan can guide optimization.
A. Image Classification
Image classification is a representative ML workload. We
classify images in ImageNet with a batch size of 256 and 500
steps. The total size is approximately 11.6 GB (128K files)
with a median size of 88 KB. We specify one thread to execute
the preprocessing pipeline, together with a prefetch buffer of
10 batches. We execute this test on one Kebnekaise node using
two NVIDIA V100 GPUs. To examine training performance,
we ask TensorFlow to profile a full epoch and visualize the
results on TensorBoard in Fig. 7a.
According to TensorFlow Profiler, the training is highly
input bounded. Approximately 96% of the sampled step time
is to wait for input data. tf-Darshan reports that the training
has a very low POSIX bandwidth at approximately 3 MB/s, in-
dicating a very heavy bottleneck. It reports that approximately
128K files were opened on the POSIX layer, and over 256K
POSIX reads were performed. This is approximately doubled
the number of files opened. At the same time, 50% of the
reads are neither sequential nor consecutive. By examining the
POSIX read size, 50% of the read calls have a length below
100 Bytes. The rest of the reads are of length 1 KB to 1 MB.
These small-sized reads attribute to the low I/O performance.
We follow up on these observations by using the Trace-
Viewer tool in TensorFlow Profiler, which visualizes tracing
of TensorFlow operations and POSIX operations extracted by
tf-Darshan. In the tf-Darshan panel, each line represents a file
recorded by tf-Darshan and shows its respective operations.
By zooming into the POSIX read activity reported by tf-
Darshan in Fig. 8 (an extract of relevant timelines), we notice
that most read operations are one-off, meaning that a single
I/O operation consumes the entire file. At the same time,
they are all followed by a POSIX read with length zero.
These measurements would explain our observation of POSIX
operation counts and read size distribution. Upon examining
the TensorFlow source code, the read file operation consists of
a loop that performs pread. The function returns only upon
pread returning zero, which signals the end of the file.
We try to optimize and rerun the use-case with threading
to use 28 threads in tf.data.Dataset.map for parallel data
preprocessing and present the result in Fig. 7b. By increasing
the number of threads, it is possible to increase the bandwidth
to close to 24 MB/s. While still a low performance, it is an
increase of approximately 8× relative when only one thread
is used.
B. Malware Detection
Our Malware classification use-case classifies executable
byte codes through a CNN by opening and formatting byte-
code data as grayscale images. The dataset consists of 10,868
bytecode files with a median size of approximately 4 MB and
approximately 48 GB in total. Compared to our ImageNet
Classification use-case, the dataset in this use-case has fewer
samples, while individual samples are significantly larger. A
relatively shallow network and large file size can imply a
stressful workload for the I/O system. We perform training of
one epoch with a batch size of 32 and specifying one thread to
execute the preprocessing pipeline. We also ask for a prefetch
buffer of 10 batches. Similar to the ImageNet use-case, we
profile the full epoch.
As the use-case features larger training samples and a CNN
that is much smaller than AlexNet, it is reasonable to expect
that I/O operations will dominate execution. The TensorFlow
Bandwidth
~256K POSIX Reads
~50% Zero Reads
~50% Non-Zero Reads
POSIX Timing
~128K POSIX Opens
(a) An extract tf-Darshan visualization for ImageNet training, showing activities on POSIX I/O operation counters, access pattern, and access
sizes. The profiling results show twice the number of read operations relative to files opened. Approximately 50% of the reads are small
reads. Upon examining the TraceViewer, it can be seen all POSIX read operations are followed by a zero-length read.
Bandwidth
(b) ImageNet training with increased threading to execute input-pipeline (from one to 28 threads) results in higher bandwidth, from
approximately 3 MB/s to 24 MB/s. An increase in approximately 8×.
Fig. 7: tf-Darshan profiling results for Image classification use-case.
Zero Length Reads
Fig. 8: An extract of a number timelines of TraceViewer for
ImageNet training, showing activities POSIX I/O. Each file is
represented as one timeline. Tracing shows that each file read
ends with a zero-length read, thus explaining the 50% extra
read operation relative to the number of files opened.
Profiler’s step time breakdown analysis, where 99% of the
sampled time is for waiting for input data, verifies this expecta-
tion. Unlike the ImageNet use-case, the GPU device computes
time is negligible, meaning that the training is purely I/O-
bound. According to tf-Darshan’s I/O operation count statistics
in Fig. 9, over 60,000 POSIX read operations are performed
and bandwidth of 94 MB/s is reported. By inspecting POSIX
read size distribution, it is clear that the majority of reading
sizes are within one MB. Given the median size of the dataset
is four MB, it implies that most of the read operations occur in
segments. This result is confirmed by the POSIX I/O pattern
where the majority of reading operations are both sequential
and consecutive. Since we only perform sequential read on
data samples and given our observation of zero-sized read in
the ImageNet use-case, the rest of the read operations are likely
reads that return zero sizes. By zooming into POSIX operation
traces in the TraceViewer, we can confirm this result.
To examine the bottleneck of the training, we rerun the case
and profile for a small number of steps to inspect the tracing
through the TraceViewer. We extract the relevant timelines and
show them in Fig. 10. By comparing the time range using the
TraceViewer, it is possible to infer the relevant POSIX file
operations executed by a TensorFlow ReadFile operation. We
examine the traces, find that the files are read in a number of
the segment, and the reading time varies by a magnitude of
milliseconds. However, the metadata of the traces shows that
they are reading the same length, implying a large variance
between the time taken to read each segment. At the same
time, the time taken to execute TensorFlow operations on the
POSIX Operation statistics
I/O Bandwidth
Clusters of POSIX
Read access size
Size of all samples read by TF in the
Entire training session up to profile stop
Fig. 9: Result of profiling training of one epoch in the Malware Classification Challenge visualized through tf-Darshan’s
TensorBoard extension. Unlike ImageNet, the number of zero-length reads are relatively small, with a majority of reads
clusters between 100KB to 1MB and a larger number of sequential consecutive reads. At the same time, the bandwidth is
significantly higher.
GPU takes almost negligible time, suggesting that it is unlikely
to be able to achieve complete overlapping of input prepro-
cessing and training. We attempt to optimize the training by
increasing the number of threads performing I/O operations in
tf.data.Dataset.map() to 16 and use hyper-threading. However,
the increase of threads results in a decreased bandwidth as
shown in Fig. 11a. One explanation is the relatively large file
sizes in the use-case, with a median size of approximately
4 MB. An increase in the numbers of parallel read can result
in a higher bandwidth contention. Our image classification use-
case, on the other hand, has small file sizes, with media size
approximately 88 KB.
By investigating the file size and POSIX read size distribu-
tion, it is clear that files below 1 MB can be read completely
in one single read operation. With approximately 4,420 files
below 2 MB, they can account for 4420 × 2MB = 8.6GB
of data in a worst-case scenario, which accounts for only
approximately 18% of the total size. We inspect the sizes of
those files and find that they account for only 3.7 GB, which
is approximately 8% of the total size; at the same time, it
accounts for 40% of the total number of files. Knowing that
HDD is good in sequential read rather than random read, we
move all those files into our Intel Optane SSD, which provides
high-speed data access. We rerun the training and profile for
one epoch using one thread. The result in Fig. 11b shows
that by staging small files, using the information we obtain
from tf-Darshan, we can increase the POSIX bandwidth by
approximately 19%. While it is possible to obtain purely file
size information without using tf-Darshan, gaining additional
knowledge on POSIX reading size and other trace information
provides a bigger picture and helps us derive a decision
that minimizes storage space requirement on a fast storage
tier. For example, in a case where there is a small number
of larger files, one might intuitively stage the larger files
Fig. 10: An extract of relevant timelines in TraceViewer for
Malware Detection training profiling. The POSIX read oper-
ations that are triggered by TensorFlow’s ReadFile operation
can be inferred by their respective range, as annotated in red.
to faster access, which in the end may not provide a big
improvement to performance as a large number of smaller
reads remain. Finally, we quantify the disk activities when
using the three configurations using Dstat in Fig. 12 and show
that our optimized version uses the highest bandwidth and
lowest training time.
VI. RELATED WORK
Deep learning applications are emerging as a critical class of
applications on HPC systems, either as standalone applications
such as drug discovery, antibody designs, anomaly detection,
or as a part of complex systems. Extensive works [26]–[28]
have studied the computation requirements, data reuse, and
memory access patterns in deep learning applications. Recent
works [7], [29] have shown that the increased computing ca-
pability may reduce the chance of overlapping I/O operations
because the computation time is reduced. Several works [30]
have studied the I/O patterns in machine learning workloads
on specific parallel file systems such as BeeGFS and Lustre.
These works focus on performance characterization and used
customized analysis approaches. Our work focuses on an I/O
profiling tool to pinpoint bottlenecks in the most popular
deep learning framework for performance optimization. To our
knowledge, it is the first work that provides profiling and trace
capability and visualization in TensorBoard.
Chowdhury et al. [30] characterized the performance of
a new parallel file system called BeeFS. They studied the
I/O performance in two deep learning frameworks, i.e., the
ImageNet data reader in TensorFlow and the classification in
LBANN [31] framework. Their work used the default Darshan
profiler for large parallel file systems and performance analysis
of the logs.
Many works [1], [15], [32] have characterized the perfor-
mance of various file systems and their impact on general
applications. Yu et al. [32] characterized Lustre parallel file
system atop a Cray XT supercomputer. Patel et al. [1] per-
formed an in-depth statistical analysis of a year-long collection
of storage data to study the patterns on accessing large parallel
file systems on HPC systems. Patel et al. [15] classifies files
and then studied the file reuse and access characteristics in
files on petabyte-scale systems on production supercomputers.
Our profiling tool takes a different perspective from these
file system based characterizations, but focus on the I/O
requirement in the deep learning workloads.
There are several profiling tools for characterizing compu-
tation and memory access in deep learning applications. For
instance, DeepProf [27] provides a GPU trace analysis tool to
characterize the performance of TensorFlow applications. The
TensorFlow framework has built-in profiling capabilities [10],
such as collecting hardware counters and also supports plugin
extensions. Our tool provides I/O profiling capability that is
currently unavailable in other toolsets. It leverages the Ten-
sorBoard [33] visualization toolkit in TensorFlow to provide
a consistent interface to users.
VII. DISCUSSION AND CONCLUSION
In this paper, we developed tf-Darshan, a TensorFlow pro-
filer and tracer that can capture and analyze fine-grained I/O
information in ML workloads by leveraging the capability of
Darshan. We illustrated using a STREAM-like benchmark,
the possibility of obtaining profiling data while TensorFlow
is executing. The tf-Darshan system adds a moderate (10%-
20%) overhead, where the data post-processing (and not the
execution itself) contributes most to the overhead cost. The
results provided by Darshan and visualized through Tensor-
Board guided the optimization of our use-cases, either by
increasing parallelism or by staging a subset of data into a
faster storage tier. Our malware classification training resulted
in a 19% improvement of bandwidth, by staging data samples
that accounts for 8% of total data size to the Intel Optane
SSD.
Apart from exposing Darshan’s capability for ML I/O op-
timization, our work shows the opportunity of using Darshan
as a profiling library for applications, similar to the CUDA
CPUTI for NVIDIA GPUs. Once introducing the capability of
runtime attachment, Darshan has the capability of providing
information for such as auto-tuning during execution. For
instance, one observation from our profiling on TensorFlow
is a large number of small reads, which is consistent with
previous works [30]. By understanding information on file
sizes in relation to POSIX read sizes distribution, it is possible
to reduce small reads. TensorFlow already uses auto-tuning
extensively in many different aspects, from setting up com-
putation kernels to determining parallelism. The information
from tf-Darshan has the potential of improving this process
with I/O specific information. Even though our work focuses
on a non-trivial and loosely coupled integration of Darshan
(a) Change in POSIX bandwidth after increasing the number of threads which results in worse performance, with a drop from approximately
94 MB/s to 77 MB/s.
(b) Change in POSIX bandwidth after manually moving all the files that are smaller than 2 MB to Intel Optane SSD. While the staged data
only accounts for 8% of the dataset size, it results in 19% improvement in bandwidth.
Fig. 11: Different parameters for Malware Classification training.
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Fig. 12: Disk activities collected by Dstat in the background while the un-optimized, threaded, and optimized parameters are
being used for Malware Classification training.
with TensorFlow, the same technique can potentially be ap-
plied to other ML frameworks. PyTorch [34] for example, also
provides a performance profiler [35] in the Automatic Differ-
entiation Package [36]. Despite the specific implementations
of I/O operations in different ML frameworks, they share the
general data ingestion pattern of independent I/O in parallel.
One notable exception is Caffe, which uses LMDB, a memory-
mapped database through mmap. Currently, Darshan’s POSIX
module can capture mmap operations but requires extensions
to further capture fine-grained interactions, e.g., msync calls.
I/O has long been an optimization target in HPC. ROMIO,
a major achievement in implementing MPI-IO for example,
uses data sieving and two-phase I/O to reduce the number
of metadata operations and to increase the I/O size when
performing non-contiguous access [37]. ML workloads on
the other hand only perform individual I/O of data samples
and parallel I/O in the ML context commonly refers to
executing multiple data producers in parallel. While effective
in some cases (where our image classification achieved 8×
increase in bandwidth after applying threading), small file sizes
can severely impact the performance (as seen in the image
classification case-study), especially in parallel file systems
where metadata operations are expensive. One way to improve
bandwidth performance is to use data containers such as
TFRecord [38] that contains multiple data samples. However,
the preparation of such containers still requires a separate
preprocessing step with I/O for each sample.
While emerging storage technologies [39]–[41] that aim
to elevate I/O bottlenecks, and projects such as SAGE [42]
and DAOS [43], are being intensively studied, I/O will likely
remain a challenging aspect when deploying ML workload.
By enabling fine-grained profiling and tracing capability, we
also enable the opportunity for automated decision making and
auto-tuning in the future.
In the future, the profiler can be optimized to reduce
the overhead; for instance, detailed timeline tracing can be
optionally discarded if not required. We currently require only
three extra functionalities in Darshan, namely, Extraction of:
Darshan runtime structure that provides a file counts; and
Darshan module buffer, where the counters of individual files
are stored. As for our TensorFlow modules, a future work is to
package it as a TensorFlow module plugin through refactoring,
in order to contribute the tool to a wider audience.
ACKNOWLEDGMENT
Funding for the work is received from the European Commission H2020 program,
Grant Agreement No. 800999 (SAGE2). Experiments were performed on resources
provided by the Swedish National Infrastructure for Computing (SNIC) at HPC2N.
LLNL-CONF-810737.
REFERENCES
[1] T. Patel, S. Byna, G. K. Lockwood, and D. Tiwari, “Revisiting I/O be-
havior in large-scale storage systems: the expected and the unexpected,”
in Proceedings of the International Conference for High Performance
Computing, Networking, Storage and Analysis, 2019, pp. 1–13.
[2] S. Oral, S. S. Vazhkudai, F. Wang, C. Zimmer, C. Brumgard, J. Hanley,
G. Markomanolis, R. Miller, D. Leverman, S. Atchley, and V. V. Larrea,
“End-to-End I/O Portfolio for the Summit Supercomputing Ecosystem,”
in Proceedings of the International Conference for High Performance
Computing, Networking, Storage and Analysis, ser. SC 19. New York,
NY, USA: Association for Computing Machinery, 2019. [Online].
Available: https://doi-org.focus.lib.kth.se/10.1145/3295500.3356157
[3] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” nature, vol. 521,
no. 7553, pp. 436–444, 2015.
[4] “Cloud TPU | Google Cloud,” May 2020, [Online; accessed 22. May
2020]. [Online]. Available: https://cloud.google.com/tpu
[5] S. Markidis, S. W. D. Chien, E. Laure, I. B. Peng, and J. S. Vetter,
“NVIDIA Tensor Core Programmability, Performance & Precision,” in
2018 IEEE International Parallel and Distributed Processing Sympo-
sium Workshops (IPDPSW). IEEE, 2018, pp. 522–531.
[6] S. Pumma, M. Si, W.-C. Feng, and P. Balaji, “Scalable Deep
Learning via I/O Analysis and Optimization,” ACM Trans. Parallel
Comput., vol. 6, no. 2, Jul. 2019. [Online]. Available: https:
//doi-org.focus.lib.kth.se/10.1145/3331526
[7] S. W. D. Chien, S. Markidis, C. P. Sishtla, L. Santos, P. Herman,
S. Narasimhamurthy, and E. Laure, “Characterizing deep-learning I/O
workloads in TensorFlow,” in 2018 IEEE/ACM 3rd International Work-
shop on Parallel Data Storage & Data Intensive Scalable Computing
Systems (PDSW-DISCS). IEEE, 2018, pp. 54–63.
[8] Y. Zhu, F. Chowdhury, H. Fu, A. Moody, K. Mohror, K. Sato, and
W. Yu, “Multi-Client DeepIO for Large-Scale Deep Learning on HPC
Systems.”
[9] Y. Zhu, F. Chowdhury, H. Fu, A. Moody, K. Mohror, K. Sato, and W. Yu,
“Entropy-Aware I/O Pipelining for Large-Scale Deep Learning on HPC
Systems,” in 2018 IEEE 26th International Symposium on Modeling,
Analysis, and Simulation of Computer and Telecommunication Systems
(MASCOTS), 2018, pp. 145–156.
[10] TensorFlow, “Optimize TensorFlow performance using the Profiler.”
[Online]. Available: https://www.tensorflow.org/guide/profiler
[11] P. Carns, R. Latham, R. Ross, K. Iskra, S. Lang, and K. Riley, “24/7
characterization of petascale I/O workloads,” in 2009 IEEE International
Conference on Cluster Computing and Workshops. IEEE, 2009, pp. 1–
10.
[12] P. Carns, K. Harms, W. Allcock, C. Bacon, S. Lang, R. Latham,
and R. Ross, “Understanding and Improving Computational Science
Storage Access through Continuous Characterization,” ACM Trans.
Storage, vol. 7, no. 3, Oct. 2011. [Online]. Available: https:
//doi.org/10.1145/2027066.2027068
[13] C. Xu, S. Snyder, V. Venkatesan, P. Carns, O. Kulkarni, S. Byna,
R. Sisneros, and K. Chadalavada, “Dxt: Darshan extended tracing,”
Argonne National Lab.(ANL), Argonne, IL (United States), Tech. Rep.,
2017.
[14] T. Wang, S. Byna, G. K. Lockwood, S. Snyder, P. Carns, S. Kim, and
N. J. Wright, “A Zoom-in Analysis of I/O Logs to Detect Root Causes
of I/O Performance Bottlenecks,” in 2019 19th IEEE/ACM International
Symposium on Cluster, Cloud and Grid Computing (CCGRID), 2019, pp.
102–111.
[15] T. Patel, S. Byna, G. K. Lockwood, N. J. Wright, P. Carns, R. Ross, and
D. Tiwari, “Uncovering Access, Reuse, and Sharing Characteristics of
I/O-Intensive Files on Large-Scale Production HPC Systems,” in 18th
USENIX Conference on File and Storage Technologies (FAST 20), 2020,
pp. 91–101.
[16] M. Abadi, P. Barham, J. Chen, Z. Chen, A. Davis, J. Dean, M. Devin,
S. Ghemawat, G. Irving, M. Isard et al., “Tensorflow: A system for
large-scale machine learning,” in 12th USENIX Symposium on Operating
Systems Design and Implementation (OSDI 16), 2016, pp. 265–283.
[17] S. W. D. Chien, S. Markidis, V. Olshevsky, Y. Bulatov, E. Laure, and
J. Vetter, “TensorFlow Doing HPC,” in 2019 IEEE International Parallel
and Distributed Processing Symposium Workshops (IPDPSW). IEEE,
2019, pp. 509–518.
[18] “tf.data: Build TensorFlow input pipelines | TensorFlow Core,”
May 2020, [Online; accessed 22. May 2020]. [Online]. Available:
https://www.tensorflow.org/guide/data
[19] “NVIDIA CUDA Profiling Tools Interface (CUPTI) - CUDA Toolkit
10.2,” Nov 2019, [Online; accessed 22. May 2020]. [Online]. Available:
https://developer.nvidia.com/CUPTI-CTK10 2
[20] “New experimental version of Darshan available for instrumenting
non-MPI applications – Darshan,” May 2020, [Online; accessed 22.
May 2020]. [Online]. Available: https://www.mcs.anl.gov/research/
projects/darshan/2019/12/11/new-experimental-version-of-darshan-
available-for-instrumenting-non-mpi-applications
[21] Kde, “heaptrack,” May 2020, [Online; accessed 22. May 2020].
[Online]. Available: https://github.com/KDE/heaptrack
[22] C. Pearson, A. Dakkak, S. Hashash, C. Li, I.-H. Chung, J. Xiong,
and W.-M. Hwu, “Evaluating Characteristics of CUDA Communication
Primitives on High-Bandwidth Interconnects,” in Proceedings of
the 2019 ACM/SPEC International Conference on Performance
Engineering, ser. ICPE 19. New York, NY, USA: Association
for Computing Machinery, 2019, p. 209218. [Online]. Available:
https://doi.org/10.1145/3297663.3310299
[23] dstat real, “dstat,” Jan 2019, [Online; accessed 22. May 2020]. [Online].
Available: https://github.com/dstat-real/dstat
[24] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “Imagenet
Full (Fall 2011 release).”
[25] R. Ronen, M. Radu, C. Feuerstein, E. Yom-Tov, and M. Ah-
madi, “Microsoft malware classification challenge,” arXiv preprint
arXiv:1802.10135, 2018.
[26] N. P. Jouppi, C. Young, N. Patil, D. Patterson, G. Agrawal, R. Bajwa,
S. Bates, S. Bhatia, N. Boden, A. Borchers et al., “In-datacenter
performance analysis of a tensor processing unit,” in Proceedings of
the 44th Annual International Symposium on Computer Architecture,
2017, pp. 1–12.
[27] J. Gu, H. Liu, Y. Zhou, and X. Wang, “Deepprof: Performance analysis
for deep learning applications via mining gpu execution patterns,” arXiv
preprint arXiv:1707.03750, 2017.
[28] H. Kwon, P. Chatarasi, M. Pellauer, A. Parashar, V. Sarkar, and T. Kr-
ishna, “Understanding Reuse, Performance, and Hardware Cost of DNN
Dataflow: A Data-Centric Approach,” in Proceedings of the 52nd Annual
IEEE/ACM International Symposium on Microarchitecture, 2019, pp.
754–768.
[29] D. Choi, A. Passos, C. J. Shallue, and G. E. Dahl, “Faster neural network
training with data echoing,” arXiv preprint arXiv:1907.05550, 2019.
[30] F. Chowdhury, Y. Zhu, T. Heer, S. Paredes, A. Moody, R. Gold-
stone, K. Mohror, and W. Yu, “I/O Characterization and Performance
Evaluation of Beegfs for Deep Learning,” in Proceedings of the 48th
International Conference on Parallel Processing, 2019, pp. 1–10.
[31] B. Van Essen, H. Kim, R. Pearce, K. Boakye, and B. Chen, “LBANN:
Livermore big artificial neural network HPC toolkit,” in Proceedings of
the Workshop on Machine Learning in High-Performance Computing
Environments, 2015, pp. 1–6.
[32] W. Yu, J. S. Vetter, and H. S. Oral, “Performance characterization and
optimization of parallel I/O on the Cray XT,” in 2008 IEEE International
Symposium on Parallel and Distributed Processing. IEEE, 2008, pp.
1–11.
[33] TensorFlow, “TensorBoard: TensorFlow’s visualization toolkit.”
[Online]. Available: https://www.tensorflow.org/tensorboard
[34] A. Paszke, S. Gross, F. Massa, A. Lerer, J. Bradbury, G. Chanan,
T. Killeen, Z. Lin, N. Gimelshein, L. Antiga et al., “PyTorch: An
imperative style, high-performance deep learning library,” in Advances
in Neural Information Processing Systems, 2019, pp. 8024–8035.
[35] “Automatic differentiation package - torch.autograd — PyTorch master
documentation,” May 2020, [Online; accessed 22. May 2020]. [Online].
Available: https://pytorch.org/docs/1.0.1/autograd.html#profiler
[36] A. Paszke, S. Gross, S. Chintala, G. Chanan, E. Yang, Z. DeVito, Z. Lin,
A. Desmaison, L. Antiga, and A. Lerer, “Automatic differentiation in
pytorch,” 2017.
[37] R. Thakur, W. Gropp, and E. Lusk, “Data sieving and collective i/o
in romio,” in Proceedings. Frontiers’ 99. Seventh Symposium on the
Frontiers of Massively Parallel Computation. IEEE, 1999, pp. 182–
189.
[38] “TFRecord and tf.Example | TensorFlow Core,” Jul 2020, [Online;
accessed 28. Jul. 2020]. [Online]. Available: https://www.tensorflow.org/
tutorials/load data/tfrecord
[39] A. Brinkmann, K. Mohror, W. Yu, P. Carns, T. Cortes, S. A. Klasky,
A. Miranda, F.-J. Pfreundt, R. B. Ross, and M.-A. Vef, “Ad Hoc
File Systems for High-Performance Computing,” Journal of Computer
Science and Technology, vol. 35, no. 1, pp. 4–26, 2020.
[40] Y. Zhu, W. Yu, B. Jiao, K. Mohror, A. Moody, and F. Chowdhury,
“Efficient User-Level Storage Disaggregation for Deep Learning,” in
2019 IEEE International Conference on Cluster Computing (CLUSTER).
IEEE, 2019, pp. 1–12.
[41] S. W. Chien, S. Markidis, R. Karim, E. Laure, and S. Narasimhamurthy,
“Exploring Scientific Application Performance Using Large Scale Object
Storage,” in International Conference on High Performance Computing.
Springer, 2018, pp. 117–130.
[42] S. Narasimhamurthy, N. Danilov, S. Wu, G. Umanesan, S. W. D. Chien,
S. Rivas-Gomez, I. B. Peng, E. Laure, S. De Witt, D. Pleiter et al., “The
SAGE project: a storage centric approach for exascale computing,” in
Proceedings of the 15th ACM International Conference on Computing
Frontiers, 2018, pp. 287–292.
[43] M. S. Breitenfeld, N. Fortner, J. Henderson, J. Soumagne, M. Chaarawi,
J. Lombardi, and Q. Koziol, “DAOS for extreme-scale systems in
scientific applications,” arXiv preprint arXiv:1712.00423, 2017.
