Research into computer vision techniques has far outpaced the development of interfaces (such as APIs) to support the techniques' accessibility, especially to developers who are not experts in the field. We present a new interface, specifically for segmentation methods, designed to be application-developer-friendly while retaining sufficient power and flexibility to solve a wide variety of problems. The interface presents segmentation at a higher level (above algorithms) and uses a task-based description derived from definitions of low-level segmentation. We show that through interpretation, the description can be used to invoke an appropriate method to provide the developer's requested result. Our proof-of-concept implementation interprets the model description and invokes one of six segmentation methods with automatically derived parameters, which we demonstrate on a range of segmentation tasks. We also discuss how the concepts presented for segmentation may be extended to other computer vision problems.
Introduction
Advances in the robustness of vision methods have led to a surge in real-world applications, from face detection on consumer cameras to articulated modelling such as that on the Microsoft Kinect TM . Little work has been published on how to provide access to these sophisticated vision techniques directly to mainstream developers; effective application of these methods requires extensive knowledge of how they work and how their parameters affect the results. This level of knowledge is beyond the scope of most general software developers, especially taking into consideration the wide variety of computer vision topics.
Our novel contribution is a developer-centred interface which uses a task description, providing an abstraction over the details of vision methods. The task-based description language is based on definitions of low-level segmentation, which is formed into an interface to be used by developers to describe the type of segmentation problem they are trying to solve; our novel interpreter uses the description to select an appropriate algorithm and derive its parameters.
Developing an abstraction for computer vision is important for many reasons: 1) Developers may focus on their applications main task, rather than the algorithms; 2) Advances in the state-of-the-art can be incorporated into existing systems without re-implementation; 3) Hardware acceleration of algorithms may be used transparently; 4) The limitations of a particular platform can be taken into account automatically e.g. mobile devices may require a set of lowpower consuming algorithms; 5) Computer vision expertise can be more readily adopted by researchers in other disciplines and general developers. If any abstraction is used to access vision methods, hardware and software developers of the underlying mechanisms are free to continually optimise and add new algorithms. This idea has been applied successfully in many other fields, notably OpenGL in graphics [21] , but none have yet been successful within vision.
There has been a recent industry push to define standards for access to computer vision: the standards group Khronos are developing a hardware abstraction layer to accelerate core vision methods 1 . Khronos are proposing a layer beneath libraries such as OpenCV [3] in order to accelerate existing library calls (much like projects such as OpenVIDIA 2 ). We believe this abstraction layer has been targeted at too low a level to be useful for mainstream developers. We propose an additional higher-level layer using a task-based abstraction to hide the details of algorithms, platforms and hardware acceleration.
Related Work
Many attempts have been made to develop computer vision or image processing frameworks that support rapid development of vision applications. Image understanding sys-tems attempted to make use of developments in artificial intelligence to automate much of the vision pipeline [11, 7, 4] . The Image Understanding Environment project (IUE) [12] in particular attempted to provide high-level access to image understanding algorithms through a standard objectoriented interface in order to make them accessible and easier to reuse. More recently the OpenTL framework [14] has been developed to unify efforts on tracking in real-world scenarios. All of these approaches essentially categorise algorithms and provide access to them directly, requiring developers to have expert knowledge of vision methods and to deal directly with images and algorithms.
The RADIUS project attempted to overcome the usability problems associated with image understanding [6] by employing user-manipulated geometric models of the scene to help guide the choice of image processing algorithms. This operates at a higher-level than the previously mentioned frameworks, however it trades off power, breadth and flexibility to provide its abstraction.
There are many open vision libraries that provide common vision functionality, such as OpenCV [3] , Mathworks Vision Toolbox 3 and Gandalf 4 . These libraries often provide utilities such as camera capture or image conversion as well as suites of algorithms, which has previously been shown to lessen the effectiveness on application [10] . All of these software frameworks and libraries provide vision components and algorithms without any context of how and when they should be applied, and so often require expert vision knowledge for effective use.
The previous references covered work on computer vision frameworks for developers; the following discusses the related work on segmentation. Various surveys provide excellent overviews of the versatile approaches used for image segmentation. Shaw et al. surveyed important methods for segmentation based on intensity, colour and texture properties [19] . Skarbek et al. categorised various approaches more in depth mainly focused on colour segmentation [22] . Raut et al. added some modern approaches as well [16] . From these analyses we can summarise the important approaches of segmentation as follows:
Thresholding: These are generally used for greyscale images and are simple to implement [13] . Some methods use multi-dimensional histograms to extend this approach to include colour and texture properties for the segmentation [16] .
Clustering: Many techniques have been proposed in the literature of cluster analysis [2] . A classical technique for colour segmentation is k-means [9] . ISODATA (Iterative Self-Organizing Data Analysis Techniques) is another algorithm often used for colour space clustering [2] . Connected component labelling methods are used for compute the final segmentation based on the clusters [18] . Clustering-based approaches are useful when the clusters of features are normal and easily distinguishable. If the features are cluttered among objects, this approach can not be guaranteed to give a good segmentation.
Region: Region growing and region splitting-merging are the main procedures in this approach [8, 2, 15] . The region growing method groups pixels or sub-regions into large regions based on pre-defined criteria. An initial set of seed points are created and from these points regions grow if neighbouring pixels have similar properties to that of the seed. Selection of seed points is critical for colour images if a priori information is not available . Hence a set of descriptors based on intensity levels and spatial properties are required. Because the initial seeds are crucial in this approach, the result is highly dependent on them.
Boundary: Edge detection is by far the most common approach for detecting meaningful discontinuities in grey level images [2] . In practice, edge-based techniques using sets of pixels seldom characterise an edge completely due to noise and non-uniform illumination which creates spurious intensity discontinuities. Hence edge detection algorithms need additional post processing by using linking procedures to assemble edge pixels into meaningful edges.
Graphing: The image is modelled as a weighted undirected graph [5] . Each pixel is a node in the graph, and an edge is formed between every pair of pixels. The weight of an edge is a measure of the similarity between the pixels. The image is partitioned into disjoint sets by removing the edges connecting the segments. The optimal partitioning of the graph is the one that minimises the weights of the edges that were removed. Shi's algorithm seeks to minimise the "normalised cut", which is the ratio of the 'cut' to all of the edges in the set [20] .
Morphology: One of the more stable techniques, the Watershed transformation considers the gradient magnitude of an image as a topographic surface [17] . Pixels having the highest gradient magnitude intensities (GMIs) correspond to watershed lines (which represent the region boundaries) -water placed on any pixel enclosed by a common watershed line flows downhill to a common local intensity minima (LMI). The method is initialised with markers to avoid over-segmentation due to noise and local gradient irregularities.
Developer-Centred Segmentation
The goal of this work is to provide segmentation methods to non-experts in an intuitive manner. Our contribution is a developer interface to segmentation based on a description model to allow the developer to specify what the problem is, instead of how to solve it. The description is interpreted to provide an appropriate solution to the problem.
A Task-Based Description of Segmentation
Due to the complexity of the problem as a whole, we use a relatively simple low-level definition of segmentation: producing a set of distinct regions (segments) within the image. We apply the idea of properties to provide the developer with control over the type of segmentation. A property may be anything measurable over a region of the image, such as colour, intensity, texture, shape, contour, etc. Conceptually, a segment is bounded by a smooth, continuous contour, and is not dependent on pixels or any other discrete representation. Developers must specify at least one property to define the segmentation of the image: properties allow decomposition of the image based on what is considered important to their problem, and provides us with the information required to produce a segmentation.
Each property is associated with a distinctiveness to allow the developer to define how distinct the segments should be relating to that property. Due to the range of possible methods of segmentation, the term distinct was chosen as the abstraction of the conceptual meaning. This was in preference to terms such as threshold or distance (from region-growing or clustering) which would not be applicable in all cases. The description also allows the specification of multiple properties for a single segmentation. Conceptually this will lead to segments which are distinct based on all specified properties.The advantage of the task-based description is the details of how this is performed are hidden from the developer, and so they do not need to take this into account when developing an application.
When defining the available set of properties we attempt to make sure each is orthogonal to the others, to avoid repetition and encourage completeness. Our eventual goal is to create a unified space for vision descriptions, to apply to all problems, which can be interpreted into algorithms and parameters to provide the developer with a solution. The description space should be kept as small as possible while still maintaining a wide coverage to help minimise the complexity as the description language is extended.
The last property-related aspect of the description is the use of weights. These are supplied to let the developer specify which points in property space (e.g. a colour in colour-space or intensity in intensity-space) should approximately form central points of segments. With the addition of weights in the description, the developer can define points in the property space towards which the segmentation should be biased, which is useful in applications such as chroma-keying or skin-colour detection. This is an abstracted form of choosing seed points for segmentation, or feature vectors for clustering.
The properties and weights together form what we define as the requirements. The last component we need to complete our description is constraints. Constraints introduce some additional complexity to the operation, because they are capable of overriding the distinctiveness requirement. The three constraints we provide are size, quantity and regularity. Size governs the final area of the segments, quantity the number, and regularity the level of variation allowed in the gradient of the segment's contour. Size and quantity are related and must trade off against one another; Regularity constrains the overall shape of the segments: a regularity of 0 does not constrain the shape at all and a value of 1 constrains the shape of every segment to be the same.
Automatically Interpreting the Description
The interpreter is the first component encountered after the description is passed in through the interface (e.g. API). It is responsible for choosing an appropriate segmentation algorithm based on the image properties, required segment properties (and weights) and the constraints, as well as deriving the parameters for each algorithm automatically.
To ensure a simple 'plug-in' system for algorithms, an internal interface for segmentation is defined which each algorithm must implement; this interface is used by the interpreter to provide the algorithm with the input images and the full user-defined description. The algorithm produces segments in the interface-defined representation, so that all algorithms return the same type to the user.
To add a new algorithm to the set of possible solutions, a number of processes must be defined:
• The conditions under which the algorithm is designed to return reliable results, defined using ranges of values within the segmentation description (which implies a large dimensional volume defined by the description which has sub-volumes occupied by the algorithms).
• The input must be converted from the global framework's format to the format used by the algorithm.
• After execution the segmentation must be checked to ensure it satisfies the constraints; if it does not, postprocessing or re-segmentation must be performed.
• The segmentation must be converted into the global framework's format for presentation to the developer.
Defining the conditions for the algorithm based on the description is a non-trivial task: there may be many ranges under which it works well; it may perform best under certain circumstances, but well enough under others; it may not work as well as other algorithms under overlapping conditions and so a ranking system may be required. There is also the problem of who should define the conditions: the creator of the algorithm could define them (or an expert in the area) or a standardised dataset used within an evaluation framework -we ask the algorithm implementor to define them, in consultation with the literature.
Under our current interpreter, if a developer-defined description has more than one corresponding algorithm available, we choose the 'best'. We use a very simple ranking system based on accuracy and efficiency: if one algorithm has the same efficiency but is more accurate, or more efficient and equally accurate, it is chosen over the others. (This ranking also allows us to define an efficiency versus accuracy tradeoff for the developer to use.) We could also choose to execute more than one algorithm and accept the results of the one which performed best -however measuring this may be challenging.
Evaluation of the Task Description
The framework for segmentation descriptions is implemented in C++, with three separate layers. The first is the description layer and provides the developer with the necessary tools to describe the segmentation problem. The second is the interpretation layer: a thin layer which provides the mechanisms to tie algorithms to descriptions and any required pre-or post-processing. The final layer is for algorithms: six different segmentation algorithms are used to cover as wide a spread of the description as possible. Each algorithm provides the interpretation layer with the conditions under which it may operate (based on the description model), derives its own parameters from the supplied description and converts its output into the framework's segment representation. We measure distinctiveness as a realvalued number in the range [0, 1]. We also provide various constants to indicate to the interpreter approximate requirements: Low, Medium and High.
Parameters of Segmentation
Our interpreter supports three segment properties: Colour, Intensity and Texture. We use real-valued RGB to represent colour, a single channel real-value for intensity and a real-valued wavelength for texture. Texture segmentation works only at a particular wavelength each time (defined by the developer), however we are working to expand this to allow a range of wavelengths.
The constraints of Size, Quantity and Regularity are supported: Size and Quantity are approximately satisfied by adjusting the internal distinctiveness. All three constraints are used in the algorithm selection process, with Regularity having the most impact (since regularly shaped segments require an optimisation instead of just region-growing or property-selection). Size is measured in the range [0, 1] relative to the width of the image, or with the hints Small, Medium and Large; Quantity is defined numerically or with the hints Low, Medium and High; Regularity is measured in the range [0, 1] with no regularity at 0, and completely regular segments at 1 (in the ideal case, however this will not always be possible due to the distinctiveness of properties).
Post-Processing
As described in the previous section, post-processing of the output is important to ensure the result satisfies the de-(a) Colour, Feature-Space Clustering [2] (b) Colour, SLIC Super Pixels [1] (c) Colour, Seeded, Image-Space Region-Growing [19] (d) Intensity, Seeded, Image-Space Region-Growing [19] (e) Texture, Seeded, Image-Space Region-Growing [19] Figure 1 . The algorithms implemented within our interpreter and mapped to segmentation descriptions using Table 1. veloper's description and that the result is returned in the framework's (not the algorithm's) format. Our chosen format for current testing purposes is an image with unique colours used as segment identifiers. If multiple properties were requested by the developer, a different algorithm is chosen for each one and the set of results are merged in the post-processing step.
Segmentation Algorithms
The algorithms implemented within our interpreter are shown in Figure 1 . We have only included algorithms which do not require additional input from the developer, such as a marker for watershed-based methods. We do intend to support such methods as an option in the future (as part of a matting abstraction), however they will require additional input types for the description and are not suitable for automatic applications. The region-growing algorithms are extremely slow; if the developer prioritises efficiency with a Colour property, algorithm (a) is given more weight.
Each algorithm registers itself with the interpreter along with the permutations of the description for which it can provide solutions. This may be a single set of ranges which define a single volume in description space (such as Table 1 (c-e)) or multiple sets of ranges which define more than one volume (Table 1 (a,b) ). The set of mappings from description to algorithm shown in Table 1 are more expansive than would be the case where we had many more algorithms from which to choose. The algorithms are more inclusive to allow for more cases where a solution can be returned. In the cases where a developer supplies a description which is not represented by our interpreter's algorithms (such as Intensity or Texture with a large regularity), we can perform a 'best effort' and provide the closest match, or provide an informative error. The conditions chosen for each algorithm are examples and not meant to be definitive. Choosing the conditions is a difficult problem, and the only real solution is an evaluation of each algorithm under all known conditions on a ground-truth dataset. We can then either assign the conditions from this evaluation, or use a learning-based approach to bypass the literal conditions completely -although this would require a differently designed interpreter.
Results
We provide results from four different descriptions where each activates a different algorithm and provides a Table 1 . The mapping from description to algorithm within our interpreter, using the itemised list of algorithms in Figure 1 demonstrative result. This is intended to prove coverage of a large area of segmentation problems important to developers, and a link to the sophisticated algorithms created by researchers. The results on four different input images for each description are shown in Figure 2 . The descriptions in the left column were given to our segmentation interpreter with the four images in the top row. The results are tabulated, demonstrating that the result provided by our framework matches the description given, and that the algorithm chosen based on the description is suitable (illustrating the utility of the algorithm conditions).
Conclusions
We have presented a novel description model as an abstraction over segmentation algorithms, designed for use by mainstream developers without expert knowledge in segmentation. The description uses a measure of distinctiveness on properties (such as colour or texture) to define segments, utilising extra information on image properties (e.g. noise, detail and blur) and operational constraints (size, quantity and regularity). Developers use this model to describe their particular segmentation problem and supply it to our interpreter, which will select an appropriate algorithm to provide a result. Our proof-of-concept implementation demonstrates the utility of the description, and the results demonstrate a clear link between description and result.
One disadvantage in the current approach is a discontinuous jump in the results for a continuous change in the description along one dimensions. For example, changing the regularity from 0.25 to 0.26 may initiate a complete change of algorithm. Our future work is to address this issue, provide additional algorithms so that more of the description space is covered, and automatically define the algorithms' working conditions based on a quantitative evaluation. 
(ii) (iii) (iv) Fig. 3 . The results of segmentation on four input images (1-4), segmented using descriptions (i-iv) in Table 2 . The interpreter analyses the description given, and chooses the appropriate algorithm to use based on the mappings in Table 1 . The chosen algorithm is shown in the final column of Table 2 . The descriptions are the basis of our abstraction over segmentation, and the best result for each image can be seen to be matched to a particular description. For example, (1)(i), (2)(i), (3)(ii) and (4)(iv) appear to o er the best segmentation for the given input image. 
Description

Algorithms and Parameters
Colour feature-space clustering and labelling; distance = 0.01, dim = 3, samplingratio = 8, maxcategories = 10
Simple Linear Iterative Clustering Super Pixels; count = 800, compactness = 10
Intensity-based seeded regiongrowing; threshold = 12, n = w*h
Entropy-based seeded regiongrowing; colour = 30, radius = 15, n=w*h Figure 2 . The results of segmentation on four images (first row) based on the descriptions (first column). The interpreter analyses the description and chooses an appropriate algorithm (final column) based on the mappings in Table 1 ; parameters are derived for the algorithm based on the description. The descriptions are the basis of our abstraction over segmentation: it can be seen in the result images that the segmentations match the descriptions provided, thus validating our claim that the description-based abstraction can be of use to developers.
