Abstract-This paper proposes an image textural analytical method for estimating the crowd density and counting. At first, the target detection is conducted to obtain the foreground image. This crowd image is used to calculate the gray level co-occurrence matrix (GLCM). Then, according to the characteristic values of the gray level co-occurrence matrix, i.e., energy, entropy, contrast, homogeneity, we use support vector machine (SVM) to estimate crowd density. Simultaneously, the method of linear regression is used to estimate the crowd counting. The accuracy of evaluation is improved since we extract the target image textural traits to overcome the influence of background for estimation results. Finally, the experimental results show that the proposed approaches of crowd density and counting are feasible and effective.
INTRODUCTION
Nowadays, there are usually large-scale gathering crowds in the public traffic places such as railway stations and subway stations. The high-density crowds always bring about enormous risks to the traffic safety. If we can monitor and detect the abnormal crowd density or quantity in advance, we are able to take measures timely to avoid the accident resulting from dense crowds. Hence, more and more video surveillance systems are being put into use for the sake of preserving the public order and improving crowd safety maintenance of public order and protection of crowd safety. However, most of traditional video surveillance systems are implemented manually, requiring many manpower. Furthermore, some abnormal phenomena might be ignored if the monitor focuses on monitoring for a long time, resulting in some serious consequences. To solve this problem crowd monitoring using computer vision technology has become a research focus.. For example, ADVISOR system was developed by the European Union aiming at a Safety Management System of public transportation, such as for subway stations, airports. etc. It contained such researches about individual and crowd behavior patterns, human-computer interactions [1] [2] [3] .
As crowd events such as illegal gatherings, stampedes are more and more frequent, the related administrations attach great importance on security issues. In order to avoid crowd events, a set of positive measures have been adopted by our government. One of the most important measures is to install monitoring systems in emphasis areas. Although there has a great progress in videos surveillance system, as for crowd monitoring analysis, it is still at initial step existing some unsolved problems in the estimation approaches of crowd density and counting, abnormal crowd identification and so on.
In the field of intelligent video surveillance [4] [5], there are some research results about crowd density estimations and counting. Currently, there are two methods for crowd density estimation. One is based on pixel statistic. Pixel-based statistic is not only the first adopted approach to characteristic crowd density but also relatively effective. The fundamental idea is: the higher crowd density is, the greater proportion of the foreground crowd image separated by image segmentation occupies the entire image. Simultaneously, the edged pixel points extracted from the foreground image is more. Chow et al. [6] proposed a method using a hybrid neural network based on global learning algorithm to estimate the crowd density. The method was mainly divided into three types of parts to processed, namely extracting edge pixel number of the target crowd, the ratio of target crowd foreground pixels occupied the entire image area and the ratio of background pixels take up the entire image area. Through analyzing the crowd images of Liverpool Street Station, Davies et al. [7] found that crowd density could be estimated by extracting two characteristic quantities of the image. One is only included the total pixel number of the target foreground image. And another was total pixel number of foreground edge image. Both characteristics were in a rough linear relationship with crowd number in the target image. Some scholars also carried out deep study about pixel-based crowd density estimation, for example, Hussain et al. [8] , Chow et al. [9] , Paragios et al. [10] .
Marana et al. [11] proposed through extracting texture features to estimate the crowd density. It was primarily based on the fact that different densities of the crowd images had different texture pattern. When the crowd density was excessively dense, the texture of crowd image was fine mode. On the contrary, when the crowd density was low, the texture of crowd image (low frequency part in the background image at this condition) was coarse mode. Marana proposed texture-based analysis method to estimate crowd density, solving the problem Davies et al. [7] reminded at high-density. Thereafter, texture-based crowd density estimation became a focus for researchers [12] [13] [14] [15] . The specific analysis steps were: firstly, extracting the texture characteristics of the crowd image; secondly, classifying crowds with different densities by means of the data mining, such as Support Vector Machine (SVM), Neural Network .etc.
As for crowd counting, existing methods are mainly based on the individual characteristics to estimate. Lin et al. [16] proposed wavelet-based extraction to extract head contour features to estimate crowd counting. Through changing wavelet to extract target head contour characteristics, it can determine the crowd counting under crowded condition. In addition, the method had certain requirements for the shooting angle of the camera. Albiol et al. [17] raised a crowd counting estimation method based on the characteristics of corner statistics. By extracting corners from the monitoring scene, this method used block matching method to eliminate background corners. Through counting single target corners, the target total number in the scene was defined by the ratio of the overall number of target corners and the target number of individual statistics. Sharma et al. [18] based on the small side characteristics to extracted the edges of the heads and shoulders to estimate the counting. There were some other studies [19] [20] [21] [22] [23] [24] [25] using the heads, or other useful characteristics to detect and estimate. All above-mentioned methods are based on the individual characteristics to estimate. Nevertheless, it generated larger deviations when crowd obstruction was serious, specially under high-density condition.
Pixel-based statistical crowd density estimation method has the advantage of a smaller calculation about feature extraction. When the crowd density is low,, it can accurately and quickly get the crowd density estimation results. However, in the high-density circumstance, since the occlusion between individuals and it may become serious with the increase of density, it may cause statistical pixel characteristics reflect the crowd density characteristics ineffectively and lead to large deviations. Texture-based analysis estimation method is more accurate than pixel-based statistical estimation method in the aspect of high-density crowd estimation. Hence, facing the problem of high-density crowd with serious occlusion problem, this paper proposes a new method to estimate the crowd density based on the combination of texture-based analysis estimation method and support vector machine (SVM).
This paper is organized as follows. The next section provides a method of the extraction of crowd image texture. Section 3 describes the basic idea of crowd density and counting. Computational experiments and analyses are presented in Section 4. The final section contains our conclusions.
II. EXTRACTION OF CROWD TEXTURE FEATURES
The image texture analysis is a process which conducts certain techniques to extract texture parameters to obtain a textural qualitative or quantitative description. This section makes an introduction to commonly used texture analysis methods, highlighting the GLCM texture analysis used in this paper.
A. Existing Texture Analysis Methods
Some existing texture analysis methods are statistical analysis, structural analysis, spectral analysis and model analysis.
Statistical analysis method is mainly based on the image pixel gray value distribution and mutual relations to identify the characteristics reflecting these relationships. The basic principle is to select different statistics on the texture image to extract statistical properties. Commonly used statistical analysis methods include GLCM method and long-run method.
Structure analysis is a method to analyze the structure of the texture, as well as to obtain structural features. First, it regards the texture as many textons according to a predetermined position composed. Second step is to extract the law of textons and deduce textons location. However, this method is only applicable to regular and periodic textures, and is less used in practice.
Spectral method is mainly based on filter theory, including Fourier transform, Gabor transform and wavelet transform. Fourier transform can only complete the image frequency resolution, thus the obtained information is not very adequate; Gabor function can capture a considerable number of texture information, and has better spatial and frequency combination resolution. Therefore, it is widely available in practice.
Model law considers the existence of a relationship between a pixel and the pixel field, while this relationship can be linear or consistent with some probability relations. The model law includes autoregressive models, Markov random field model, Gibbs random field model, fractal models, etc. These methods all use model coefficients to characterize the texture image. The key is that we must first analyze the structure of the texture image to select the most appropriate model, and then how to estimate the relationship between these models. The primary disadvantage of the model is the large computation and a great amount of texture features that is difficult to express with a single model.
In view of the characteristics of a variety of texture analysis methods, we propose a GLCM texture analysis method to extract texture features as well as estimate the crowd density, and quantity in this paper.
B. Texture Analysis Methods Based on Gray Level Co-Occurrence Matrix (GLCM)
1) The Definition of GLCM Co-occurrence matrix is defined by two positions pixels of the joint probability density. It reflects the luminance distribution characteristics as well as position distribution characteristics between the same or closed luminance pixels. It is related to the changes in image intensity characteristics of second-order statistics. It is the foundation to define a set of texture features.
An image's GLCM is the base of the image local patterns and their arrangement rule, showing the information about directions, the adjacent intervals, magnitude changes of gray-scale image.
Assume ( , ) f x y is a one-dimensional digital image, with the size of MN  , and the gray level is Ng. Then the spatial relationship of GLCM is in the following:
where #( ) X represents a number of elements in the set X , P is a Ng Ng  
parameters reflecting the matrix can be derived from the co-occurrence matrix. We can use these parameters to describe the image texture features. The main parameters to describe the image texture features are: energy, entropy, contrast and homogeneity, etc.
2) The texture features and related meanings  Energy 
It is the sum of all elements' squares of the GLCM, reflecting the image gray level distribution and texture coarseness. As for high-density crowd, this value is small, vice versa. 
It is a measure of the amount of information possessed by the image. The more co-occurrence matrix elements are decentralized, the bigger the entropy is. 
The contrast reflects the clarity of the image and texture grooves of depth degree. The more contrast large pixels exist, the larger is the gray-scale difference.
 Homogeneity 
Uniformity reflects the homogeneity of image texture, measuring the change of local image texture.
Let  = 0 , 45 , 90 , 135 and the distance 1 d  , we establish four appropriate image GLCM. From the GLCM, we extract the contrast, uniformity, energy and entropy of the co-occurrence matrix to build 16-dimensional feature vector describing the image texture features III. IMPLEMENTATION APPROACH OF CROWD DENSITY AND COUNTING After the texture features of the target image is extracted, this paper uses the support vector machine to realize the crowd density estimation, and adopts linear regression method to estimate the number of the crowd.
A. Crowd Density Estimation Based on Support Vector Machine
Support Vector Machines (SVM) is a newly developed machine learning method based on statistical learning theory. SVM has many advantages in solving problems like small sample learning, nonlinear and high dimensional pattern recognition. The basic idea is to put the non-linear transformation into a high dimensional feature space using the inner product function. Then we find the optimal (generalized) linear classification surface in this high-dimensional feature space, i.e., constructing a linear function in the high-dimensional space to implement the nonlinear discriminant function of the original space. According to structural risk minimization principle, under the premise of minimizing classification errors of the training samples, this method maximizes the classifier generalization capability. The SVM architecture is shown in Fig.1 , where the intermediate node is a inner product of samples and one support vector, and they obtain output by a linear combination. The basic support vector machines can solve two classification problems. To achieve the identification of the k categories, we hope to extend SVM to the multi-classification issue. Currently, there are several options [22] :
(1) One-against-the-rest. The basic idea is to classify a certain sample as a class, the rest of the samples as a separate class, so it becomes a two classification problem. In this method, the k classes only need to structure k support vector machine. Each support vector machine will respectively classify a certain type of data from the other categories. Its classification principle is shown in Fig.2 . The advantage of this approach is that the number of classifiers is small and the discrimination process is very simple. The disadvantage is poor classification results caused by simple structure and it is likely to cause leakage points and mixed points. (2) One-against-one. In this classification, a classifier is constructed between each category, so k categories totally need ( 1) / 2 kk classifiers. Its classification principle is shown in Fig.3 . Each classifier function is relevant training samples of two classes. Then combining these two types of classifiers and the voting method, the most voted category as a sample point belongs to the class. The advantage of this approach is easy to train, the training time is greatly reduced, and the classification accuracy is greatly improved compared with the one-against-the-rest approach. But, when there are more sample classes, the number of sub-classifiers used will be increasing quickly. Directed Acyclic Graph SVM (DAG-SVM). In the training phase, this algorithm is the same as the one-to-one method. It also needs to construct classification surface between every two, scilicet ( 1) / 2 kk classifiers are needed. However, in the classification stage, this method will make all classifiers constituted two directed acyclic graph, including ( 1) / 2 kk nodes and k leaves. Each node is a classifier, and connected to the two nodes (or leaf) of the next layer. Each step of DAG-SVMS is divided into two sub-classes, which are almost balanced. The structure can be approximatedly looked as a normal binary.
This multi-class support vector machine adopts the one-to-one combination of programs. We select several frames of different crowd densty images separately, extract the GLCM orientation of 0 , 45 , 90 , 135 as characteristic values, including contrast, energy, entropy and homogeneity, training the support vector machine, at last test on the test video.
B. Linear Regression Equations For Crowd Counting Estimation
This paper adopts the regression equations from Ref. [23] , counts the populations in the scene through artificial statistic, makes use of the GLCM contrast values for four dimension linear regression, and obtains the regression equation. Eventually, we estimate the crowd quantities through the obtained equation.
Regression estimation is a classical method, its basic idea is: given 
is called the regression plane equation.
Minimize the equation:
Substitute i   into the regression plane equation, we obtain the following regression equation.
IV. EXPERIMENT AND RESULT ANALYSIS
A. The Estimation of Crowd Density
The density estimation experiments mainly include train ing and testing. The experimental images are captured in front of the teaching build ing in our university. Then the frame sequence is obtained by extracting the frame from the crowd video. The frame size is 320×240. According to different crowd density, the experimental images are classified into low density, medium density and high density. Some crowd images of different density are shown in Fig.4 . Totally 300 frames are selected, including 100 frames of low, medium and high density, respectively. We select 50 frames for different density, totally 150 frames. Having extracted the texture feature values of the foreground object, we train the support vector machines and obtain the training parameters, then begin to test. Numerical experiments have been conducted on MATLAB7.0 (the computer's CPU is Intel Core i5, 2.29GHz, 960MB RAM). The extracted texture features closely depend on the direction  of generating GLCM and pixel distance d . To reduce the calculation complexity,  and d are expected to control within a certain range. So we shall select reasonable  and d . Since the generating texture of 90 direction has larger difference with the one of the other three directions, and the variation rule of texture features from the other three directions are mostly consistent with each other, we select the GLCM from the two directions  = 0 and 90 . We select one sample randomly from the three classes, and observe the effect of distance d on texture features. d is selected from 1 to 30, and the step is 1.
In scenes of low, medium, and high density crowd, we extract energy, entropy, contrast and homogeneity features generated by GLCM in the horizontal and vertical directions and constitute them into 11-dimensional eigenvector, which is input into multi-class support vector machines consisting of three binary SVM classifiers. We obtain SVM multi-class model by training samples. Experimental classification results are shown in Table 1 . The classification results only based on GLCM are listed in Table 2 .
From Table 2 , we can see that 10-dimensional texture feature vector extracted by GLCM in the horizontal and vertical directions can describe the texture information of the crowd images and has high classification accuracy. But it is easy to produce mistake between neighbor classes. Compared with the classification results of low and medium density crowd, the classification results of high density crowd obtained by the algorithm only based on GLCM are poor. Table 2 shows that the crowd density estimation method based on SVM improve the total accuracy, particularly the accuracy of medium and high density crowd images, and also reduce the rate of missing report and rate of false report. Fig. 5 shows the actual classification results of testing samples using the two algorithms, and gives the correct comparable classification results which can significantly reflect their classification performance. From the testing results, we can see the classification results are satisfactory, and the error is mainly resulted from misclassification at the boundary between the density levels.
B. Crowd Counting Estimation
First, we select each 20 frames of the low, medium and high density crowd, count the populations of the images through artificial statistic, and calculate the image contrast value of the GLCM. Then, we conduct the 4 dimension linear regression, finally obtain the regression equation. The rest of 140 frames are used to test.
For each image, we use the background subtraction method to obtain the foreground image, conduct mathematical morphology, and get the crowd edge image by edge detection as shown in Fig.6 . Before extracting the features, the perspective effect of piecewise linear interpolation is used to regulate. Number of calibration lines are set to be T  5. Then the crowd features are extracted based on foreground pixel area, foreground edge length, foreground edge gradient direction histogram where the number of gradient direction is n  8.
(a) The testing sample result of actual crowd density classification using SVM-based method.
(b) The testing sample result of actual crowd density classification using GLCM-based method. The result of linear regression estimation is generally a positive real value, but there will still be negative value. The experiment handling method of the calculation results are the following principles.
Results are rounded off to ensure the estimated number is an integer.
The negative result is set to be 0. Next, the initial errors of each test sample are to be calculated as follows.
where () yi is the estimation value, and () pi is the artificial statistical value.
For the initial errors, the error may be greater than 100%. These mainly occur in the situation where crowd density is extremely sparse.
For example, the crowd number in the scene is 1, but the estimated result is 3, then the error is 200%. When the error is more than 100%, it appears completely wrong estimation, so the maximum error in the statistics will set to be 100%. For the entire test sample set, the average error is calculated in two ways, i.e., the equations (7) and (8) in the following. ErrT is the total average value of each sample estimation's error. 2 ErrT is the relative error of the total artificial statistics in all samples and the total estimated counting. By extracting a foreground image, we calculate the contrast value of the foreground image GLCM to estimate the number of people. As we have overcome the background to the accuracy of the estimates. Compared with the Ref. [23] , the estimation accuracy has improved. The specific results are shown in Table 3 .
V. CONCLUSION
In many public places, such as subway stations, train stations and shopping malls, etc., monitoring the number and density of the crowd in the scene is one of the key contents that decision-maker concerns. For the different densities of the crowd, the exception analysis techniques are various. This paper adopts texture characteristics of the crowd image and uses the support vector machines, linear regression method to attain the estimations of crowd density and counting. The specific processes are: firstly, using background subtraction to extract the foreground image. Through calculating the GLCM of foreground images, we extract the texture characteristics such as energy, contrast, entropy and homogeneity, etc. By utilizing support vector machines, linear regression and so forth, we achieve the crowd density estimation and counting estimation. As it can overcome the impacts of the background, the method improves the accuracy of estimations. Compared with the existing methods, our proposed method can make quantitative analysis at high, medium, and low crowd densities. Finally, the experiment results show that our proposed method is effective and feasible.
