The problem of scaling a matrix so that it has given row and column sums is transformed into a convex minimization problem. In particular, we use this transformation to characterize the existence of such scaling or corresponding approximations. We obtain new results as well as new, streamlined proofs of known results.
INTRODUCTION
A scaling of a nonnegative matrix A is a matrix having the form B = XA Y where X and Y are square diagonal matrices which have positive diagonal elements. The problem of determining a scaling of a given matrix that has prespecified row sums and column sums has been studied extensively over the last 20 years, beginning with the pioneering work of Sinkhorn (1964) , Sinkhorn and Knopp (1967) , Menon (1967) , and Brualdi, Parter, and Schneider [1966] where doubly stochastic scalings are considered. A heuristic algorithm for solving the general problem has actually been suggested twenty five years earlier by Kruith of (1937), see Krupp (1979) . The general problem has applications in many areas, including planning of telephone traffic and transportion, social accounting, matrix preconditioning, and algebraic image reconstruction; see Kruithof (1937) , Bacharach (1970) , Lamond and Steward (1981) , King (1981) , and references therein. Marshall and Olkin (1968) argued that given a nonnegative matrix, the problem of determining a scaling haVing prespecified row sums and column sums can be solved by finding a solution to a nonlinear (nonconvex) minimization problem that is defined over an (open) subset of the set of strictly positive vectors. Of course, existence of a minimizer to such a problem is a delicate issue because of boundary problems. In particular, Marshall and Olkin showed that when the given matrix is strictly positive, the corresponding minimization problem has an optimal solution, concluding that a desired scaling exists. In this paper we show that the minimization problem identified by Marshall and Olkin is a geometric program and as such is convertible to a convex minimization problem. Further, we show that the solution of this minimization problem is, in fact, equivalent to the solution of the scaling problem. This result suggests the use of algorithms that are known to solve convex optimization problems for computing scalings which have prespecified row sums and column sums. We hope to apply Our results to develop computational methods in the future. We observe that other authors have also applied results from optimization theory to matrix scaling problems-for example, Krupp (1979) and Elfving (1980) , who considered entropy maximization; see also Censor (1986) .
Using the reduction of the scaling problem to the solution of a convex optimization problem, we are able to apply results from the theory of convexity. We thereby obtain necessary and sufficient conditions for the existence of an optimal solution to the derived optimization problem; hence, we characterize solvability of the scaling problem. In particular, the resulting conditions reduce to nonsolvability of a certain linear system, and standard techniques from the theory of linear inequalities convert them into a finite set of combinatorial conditions. These conditions tum out to be the conditions identified by Menon and Schneider (1969) .
Finally, we obtain necessary and sufficient conditions such that the above scaling problem can be solved approximately to arbitrary precision, and we obtain uniqueness results. 
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Further, the pre-and postmultiplying matrices are unique up to a scalar multiple. We conclude that the above scaling problem cannot be solved over the rationals and there is no algorithm that is based on the four elementary operations that can solve the above problem.
We introduce some notation and conventions in Section 2 and state the main results in section 3. Proofs of these results are then given in Section 4. Further references to the literature will be found following the statements of our theorems in Section 3.
NOTATION AND CONVENTIONS
For a positive integer k, let (k) denote the set {I, ... , k }. We will use the symbol " ~" for set inclusion and the symbol " c" for strict set inclusion.
When I ~ (k) we use the notation JC to denote the complement of I within (k); the identity of the referenced integer k will always be clear from the context.
Let A E R m x n. The support of A, denoted supp A, is defined to be the 
C -B > 0, respectively. Of course, the above notation and definitions apply to vectors when either m = 1 or n = l.
Again, let A E Rm Xn. For 1 ~ ( m) and J ~ ( n ) we define AIJ to be the corresponding sub matrix of A. In particular, when either 1 or J is empty, AIJ denotes the empty matrix. When A is square, i.e., m = n , we use the abbreviated notation AI for All' Also, if n = 1, i.e., A is a vector, we use the notation A I for the corresponding subvector of A, i.e., A I is A 1,(1)'
For a finite subset J of integers, let RJ denote the Euclidean space whose coordinates are numbered by the elements of J; formally, RJ is the set of functions from J into R where the image of j under such a function x is denoted by x j' Of course, if J = (n) for a positive integer n, RJ can be identified with R n.
Let k be a positive integer. Menon and Schneider (1969) and chainability in Hershkowitz, Rothblum, and Schneider (1988) .
THE MAIN RESULTS
Throughout let A be a given m X n nonnegative matrix, and let r and c be given strictly positive vectors in Rm and Rn, respectively. A scaling of A is a matrix having the form B = XAY where X E R mXm and Y E R n X n are diagonal matrices having positive diagonal elements. We will consider the problem of identifying a scaling B of A for which (3.1) and we will refer to this problem as the scaling problem. In particular, a scaling B of A which satisfies (3.1) will be called an (r, c }-scaling of A. Following Marshall and Olkin (1968) , we will find it useful to consider the following nonlinear optimization problem in our study of (r, c }-scalings:
Of course, feasibility of a pair (x, y) for Program I implies that no coordinate of x or y is zero; hence, necessarily x » 0 and y» O. Thus, feasibility or optimality for Program I is equivalent, respectively, to feasibility or optimality for the following modified version of Program I:
Unfortunately, the objective function of Program I is not necessarily a convex function, and its feasible region is not necessarily a convex set. Still, it turns out that Program I belongs to the class of optimization problems called geometric programs which are convertible into "convex" problems. Specifically, make the change of variables Si = log Xi and tj = log yj' and take logarithms of the objective and constraints of Program I' to obtain:
where a ij = log Aij for each pair (i, j) EsuppA .
Of course, Program I has an optimal solution if and only if Program II has an optimal solution, in which case one can obtain an optimal solution for any one of these two programs from any given solution of the other. The important virtue of Program II is that it is a convex minimization problem. Specifically, a standard result-e.g., Avriel (1976, Lemma 7.12, p. 197 )-shows that the objective function of Program II is convex; of course, its two constraints are linear.
Our first result asserts that the (r, c)-scaling problem reduces to the problem of solving a nonlinear optimization problem stated as Program I, or equivalently to the "convex" optimization problem stated as Program II.
THEOREM 1 (Characterization of (r, c )-scalings).
(a) Assume that eTr = eTc and that (x*, y*) is optimal for Program I. Let X* and y* be the diagonal matrices defined by (f) Program I has an optimal solution, and eTr = eTc.
The equivalence of conditions (a) and (b) of Theorem 2 for the chainable case appears in Menon (1968, Theorem 2) , and the equivalence of (a) and (e) was established in Menon and Schneider (1969, Theorems 3.6 and 4.1) . Also, the equivalence of (b) and (e) for chainable matrices appears in Brualdi (1968, Theorem 2.1). Next, the implication (f) => (a) essentially appears in Marshall and Olkin (1968, proof of Lemma 2) , and the equivalence of (b) and (d) for the case with r = e and c = e is given in Saunders and Schneider (1979, Theorem 3.4) .
We observe that solvability of Program I or nonexistence of vectors u and v which satisfy (3.13)-(3.15) does not imply that eTr = e Tc. For example, let A=(I , I), r = (l), and c = (1,2)T .
(3.17)
Then eTr = 2 =F 3 = eTc, but Program I becomes the problem of minimizing XlYl + Y2) subject to Xl = 1 and Y1Y~ = 1, which has an optimal solution
3 ). Also, if u E R and v E R2 satisfy (3.14) and (3.13), then u 1 = 0 = VI + 2v 2 , u 1 + VI ::::;; 0, and U 1 + V2::::;; 0, implying that
We note that in condition (e) we allow I, J and their complements to be empty, and we consider the empty matrices to be zero matrices. In particular, we have that I = (m ) and J = (n) satisfy An = 0 and A IF = 0; hence, condition (e) implies that 2::'!.I r i = 2:'j~ 1 cj" Evidently, we could have avoided the use of empty matrices by imposing the condition 2:;"-1 r i = 2:'j~1 Cj" The equivalence of conditions (b2) and (e) for the case where r = e and c = e appears in Saunders and Schneider (1979, Theorem 3. 3).
The example following Theorem 2 indicates that the assertion that the objective of Program I is bounded away from zero, or the nonexistence of vectors u and v that satisfy (3.22)-(3.23), does not imply that eTr = eTc. 
. ,(l(h), J(h)) are the components of A, then X'AY' is an (r, c)-scaling of A if and only if for some positive numbers
The uniqueness of an (r, c)-scaling of a chainable matrix when such a scaling exists appears in Menon (1968, Theorem 2) . The general case is implicit in Menon and Schneider (1969, Theorems 3 .9 and 4.1); see also Hershkowitz, Rothblum, and Schneider (1988, Theorem 3.7 
The last equality following from the fact that X*AY*e =,. Similar arguments, using the fact that eTX* AY* = c T , show that for j = 1, . Rockafellar (1970, pp. 66-68) . Also, a direction along which h( , ) is constant is a pair (u , v) E R m X R n for which
We next characterize directions of recession of h( , ) and directions along which h( , ) is constant. 
Trivially, (4.8) implies that (4.9) holds for every pair (s, t) E Rm X Rn. To see the reverse implication, assume that (u, v) E R m X Rn does not satisfy (4.8), and we will construct a pair of vectors (s, t) for which (4.9) does not hold. As 
(i,j)EsuppA (4.11)
Since f3 > 1, it immediately follows that for sufficiently large M the right-hand side of (4.10) dominates the right-hand side of (4.11). For such M, (4.9) need not hold for s = s( M) and t = t( M), establishing a contradiction and thereby completing our proof.
•
is a direction along which h( , ) is constant if and only if
U j + v j = 0 for every pair (i, j) E supp A.
Proof. Trivially, (u, v) is a direction along which h is constant if and only if both (u, v) and (-U, -v) are directions of recession of h( , ).
Hence, the conclusion of our corollary is immediate from Lemma 1.
We are now ready to establish Theorem 2.
Proof of Theorem 2. In this proof we refer to conditions found in the statement of Theorem 2. We will establish Theorem 2 by showing the sequence of implications: (e) = (c): Suppose that (e) holds, i.e., for I ~ < m > and J ~ < n > 
As (u, v, s) 
We finally show that if Auc = 0 and AJCJ = 0 then Li EI rj = L j EJ cj' First observe that as (u, v) == ( -e, e) E Rm X Rn satisfy u j + Vj = 0 for every
Similarly, by considering (u, v) = (e, .:.... e) E Rm X R n we obtain the reverse inequality. So, necessarily,
Now, if AIr = 0 and An = 0, our earlier arguments show that
(4.30)
Adding the left hand sides of (4.29) and (4.30) yields the expression E:"= 1 r iEj_l c j , and therefore we conclude· from (4.29), (4.30), and (4.28) that equality holds in (4.29) and (4.30), as asserted.
• Proof of Theorem 3. In this proof we refer to the conditions of the statement of Theorem 4.
(aI) = (hI) and (a2) = (h2): These two implications are trivial and follow from the fact that a scaling of a matrix has the same support as the given matrix. In particular, IIB'e -rlloo = IIBe -rll oo ~ e and IleTB' -cTlloo = IleTB -cTlloo ~ e, establishing (aI).
(h2) = (a2): Suppose that (h2) holds and BE RmXn satisfies suppB ~ suppA, Be = r, and eTB = CT. Let A' be the m X n matrix defined by A'ij = Aij if (i, j) E suppB and A'ij = 0 otherwise. As B is a matrix having the same support as A' for which Be = r and eTB = c T , we conclude from the equivalence of conditions (a) and (b) of Theorem 2 that A' has a scaling B' for which B'e = r and eTB' = c T , establishing (a2). where the (variable) vector Z is given by Z=(Zij)(i,j)EsuPPA" Also, the assertion in (hI) means that for every e> 0 there exists a solution to the linear system
where, again, Z =(Z~i)(j, j)ESUPPA" The equivalence of the solvability of these two systems now follows from a standard result about linear systems; see Theorem AA of the Appendix. Also, it follows from the theorem of the alternative stated in Theorem A.3 of the Appendix that the first of the above two systems has a solution if and only if there is no pair of vectors (u, v) E Rm X R n satisfying (3.20) and (3.21). u', v') satisfies (3.20) and (3.21) , which contradicts (c). This completes the proof that (c) = (d). and (3.21). Let y=rTe=cTe, u'= -u+y-l(r T u)e, and v' = -v+ y-\cTv) e. Then for every (i, j) E suppA, (3.20) and (3.21) imply that Also, rTu' = cTv' = O. So (u', v') satisfies (3.22)-(3.23) , which contradicts (d).
This completes the proof that (d) = (c). It follows from (4.35) and (4.36) that these two inequalities must hold as eqllalities, implying that each of the inequalities in (4.34) must hold as an equality. As the inequality between the arithmetic and geometric mean holds as equality if and only if the terms averaged with positive weights are all equal to the corresponding average, we get that the equalities in (4. • We note that the proof of Theorem 1 can be established from strict convexity properties of the objective of Program II, but the arguments used will implicitly coincide with those used in the proof established here.
Proof of Theorem 5. If x' and y' satisfy (3.27) where a I , ... , a" satisfy (3.26), then ' t=l, ... ,h . (4.43) As (x*, y*) and (x ', y') are both optimal for Program I, (xYAy' = (x*)TAy* and therefore A' = A *. Thus, (4.43) reduces to (3.27). Further, feasibility of (x*, y*) and (x', y') for Program I immediately implies (3.26).
Finally, if A is chainable, then h = 1 and (3.26) reduces to a 1 = 1. Thus, if (x*, y*) and (x', y') are optimal for Program I, (3.27) shows that x' = x* and y'= y*.
APPENDIX
The purpose of this appendix is to summarize some results from the theory of linear inequalities that are used in this paper. • We next characterize solvability of a linear system which has nonnegativity constraints via an approximate system with strict positivity constraints.
THEOREM AA. Let Next asswne that (A.I2) does not have a solution whereas (A.I3) has a solution for each e> 0, say x( e). As (A.I2) has no solution, we have from the theorem of the alternative stated in Theorem A.3 that for some A E Rm,
In particular, we conclude that for each e > 0
As e = ( -AT b) / (1:;':.1 I A i I + 1) does not satisfy the above inequality, we have a contradiction that proves the second implication.
NOTE
The results of this paper were presented at the third Haifa Matrix Theory Conference in January 1987, and the paper appeared as Technical Report 88-28 of the Center for the Mathematical Sciences of the University of Wisconsin in April 1988. Recently a more general scaling problem was introduced by Bapat and Raghavan (1989) . Several authors have used optimization techniques to study this and other generalized scaling problems. See the papers by Franklin and Lorenz (1989) , Rothblum (1989) , and M. H. Schneider (1989) . The papers mentioned are published in this issue.
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