Computational studies of structural effects on magnetic resonance properties by Özcan-Ketola, Nergiz
Computational studies of structural effects
on magnetic resonance properties
Nergiz O¨zcan-Ketola
University of Helsinki
Faculty of Science
Department of Chemistry
Laboratory for Instruction in Swedish
P.O. Box 55 (A.I. Virtasen Aukio 1)
FI-00014 University of Helsinki, Finland
Academic Dissertation
To be presented, with the permission of the Faculty of Science of the University of
Helsinki, for public discussion in Auditorium A110, Department of Chemistry
(A.I. Virtasen Aukio 1, Helsinki), on March 27th 2015 at 12:00.
Helsinki 2015
Supervised by:
Prof. Juha Vaara
Department of Physics and Chemistry
University of Oulu
Oulu, Finland
Reviewed by:
Prof. Martin Kaupp
Department of Chemistry
University of Berlin
Berlin, Germany
Prof. Matti Alatalo
Department of Physics and Chemistry
University of Oulu
Oulu, Finland
Opponent:
Prof. Benoˆıt Champagne
Department of Chemistry
University of Namur
Namur, Belgium
Custos:
Prof. Dage Sundholm
Department of Chemistry
University of Helsinki
Helsinki, Finland
ISBN 978-951-51-0833-3 (paperback)
ISBN 978-951-51-0834-0 (PDF)
http://ethesis.helsinki.fi/
Helsinki University Print
Helsinki 2015
iAbstract
In this thesis, structural effects on magnetic response properties: magnetically induced
ring currents, the ESR g–tensor and hyperfine coupling tensor, and NMR chemical
shifts, are investigated computationally with DFT methods, using various exchange–
correlation functionals and basis sets.
Magnetically induced currents are calculated for thieno–bridged porphyrins with
the emphasis on the aromatic character of the systems, the degree of which is investi-
gated for varying molecular modifications. The ESR g-tensor, as well as the hyperfine
coupling tensors for Sn and O nuclei in the vicinity of a positively charged oxygen
vacancy in solid tin dioxide, are reported with finite cluster methods using differ-
ent cluster embedding techniques to define the structural environment. The NMR
spectral trends for increasing–size nanoflakes of graphenic materials are predicted as
functions of the size and boundary geometry of the flakes. Finally, a number of dye
molecules are subjected to NMR chemical shift calculations where the intermolecu-
lar interaction effects present in liquid solution are studied with dynamic simulation
techniques.
The magnetically induced currents calculated for thieno–bridged porphyrins show
that the changes in the molecular structure such as the direction of the thiophene ring
or the substitution by Zn2+ do not change the aromatic character of the molecule. It
is possible to confirm the experimental assignment of the ESR signal with the g-factor
around 2.00 to the positively charged vacancy in tin dioxide, whereas the other exper-
imental assignment of a signal at g = 1.89 is not supported by our calculations. Dis-
tinct characteristic NMR spectral patterns are found for graphene nanoflakes reflect-
ing the effects of increasing size and different boundary geometries on the NMR shifts.
Solvent effects on the NMR of dye molecules are found to be location–specific: nuclei
from different regions of the systems display distinct response to solvation.
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1 Introduction
Nuclear magnetic resonance (NMR) [1,2] and electron spin resonance (ESR) [3] spec-
troscopies are widely used experimental methods for structure characterization and
dynamics of molecules and solid materials. In NMR spectroscopy, nuclei that possess
the spin quantum number of I ≥ 1/2 are studied, whereas ESR deals with unpaired
electrons. An externally applied magnetic field causes a splitting of the energy lev-
els corresponding to the different nuclear or electron spin states. The transitions
between the different Zeeman energy levels as a result of the interaction of the mag-
netic moments corresponding to the spins with the applied magnetic field, yields
information about the molecular electronic structure through the magnetic resonance
parameters. Furthermore, the applied magnetic field gives rise to induced currents,
which could be used for determining the degree of aromaticity of ring–shaped molec-
ular systems [4, 5].
Efficient and accurate theoretical models are available for interpreting and assign-
ing experimental magnetic response data. Computational predictions provide valuable
structural information even when experimental data are not available. On the other
hand, experimental data can be used for testing computational methods. This thesis
consists of computational studies of various magnetic response properties such as the
NMR chemical shift, ESR g-tensor, ESR hyperfine coupling tensor, as well as magnet-
ically induced ring currents. Density functional theory (DFT) [6,7] is commonly used
for calculations of large molecular systems and materials containing up to hundreds of
atoms. DFT allows including electron correlation, which plays an important role for
magnetic properties. Another element that is crucial for magnetic properties, is the
quality of the basis sets that are used to describe the electron states. The magnetic
properties are highly dependent on the basis, due to the fact that the interactions
involved in magnetic properties occur spatially in the close vicinity of the nuclei and
are also influenced by the description of the valence region [8].
A common feature of the magnetic resonance parameters is that they are sensi-
tive to the local structure as well as the environment of the molecule. The effects of
structural modifications, increasing system size, substitution of atoms, introduction
of defects such as vacancies, type of the boundary geometry, method of cluster embed-
ding, and solvation on magnetic resonance properties, constitute the main topic of
this thesis. Magnetically induced current strengths and pathways are directly affected
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by changes in the molecular structure, such as the direction of a subring in a complex
multi–ring molecule. The dependence of the NMR spectral features on the size of
the investigated system and its boundary geometry, can be monitored using com-
putationally feasible, well-defined methods that allow detailed investigations of large
systems. In studies of defects in solid systems, finite quantum–chemical models are
sometimes chosen over periodic methods, since the former allow the use of a wide
variety of molecular tools with localized all–electron basis sets, which are well–suited
for magnetic properties [8]. The cluster models need to be embedded using some
method that defines the crystal environment of the finite cluster. The ESR as well
as energetic properties resulting from forming an oxygen vacancy in solid SnO2 are
investigated in this thesis with different embedding methods. Molecular dynamics
(MD) simulation [9] is a technique where the instantaneous structural configurations
of the system are obtained at chosen time steps, by employing the laws of classical
mechanics. When the solvation effects on nuclear shieldings are of concern, realis-
tic models that employ the MD technique and which include the solvent molecules
explicitly, are crucial. In such dynamic solvation models, the solvent-induced effects
on magnetic properties are obtained by quantum-chemical calculations of the MD
snapshots. The effects of the surrounding solvent molecules can be rationalized in
terms of changes in the electronic structure of the solute.
A quantitative determination of aromaticity requires detailed investigations. The
magnetically induced ring currents could be used to define the degree of aromatic-
ity [4, 5]. Various methods exist for the prediction of the aromatic character. The
gauge-independent magnetically induced current (GIMIC) method [10, 11] calculates
the current density and strength in order to assign the aromatic character of molec-
ular systems. Paper I is concerned with calculations of magnetically induced cur-
rents using GIMIC. Earlier studies [12–14] showed that the magnetically induced
current strengths and pathways are directly affected by structural modifications in
various types of hydrocarbons. The calculations on coronene and circumcoronene
showed that they possess two individual current loops. Although both systems fea-
ture similar diatropic ring current circling around the outer edge of the system, the
larger-size circumcoronene displayed a distinct pattern of ring currents, as compared
to coronene, in the inner regions as a result of the larger system size [13]. In the
case of polycyclic hydrocarbons, it has been shown that the substitution of hydro-
gen by fluorine decreases the overall aromatic character of benzene derivatives [14].
Depending on their shape, various hydrocarbon nanorings display different aromatic
character [12]. In Paper I, the aromatic character of thieno–bridged porphyrins, Fig-
ure 1.1, was investigated. The aromatic character of these systems was reported in
previous research [15]. However, it has been shown that an explicit analysis of the
current strength and current pathways are necessary for determining the aromaticity
in porphyrins [16]. Paper I emphasizes the influence of structural modifications such
as the direction of the thieno ring and Zn-substitution on the aromatic character,
evaluated in terms of magnetically induced currents. A detailed analysis of current
strengths and pathways is reported.
3Figure 1.1: The molecular structures of the investigated (a) 2,3-, (b) 3,4-, (c) Zn-2,3-, (d)
Zn-3,4-thieno-bridged porphyrins of Paper I.
In Paper II, the ESR parameters, the g-tensor and isotropic hyperfine couplings,
were calculated for a positively charged oxygen vacancy (V +O ) model of the inorganic,
extended solid SnO2 material (Figure 1.2), which contains one unpaired electron.
The defects in the crystal structure determine many characteristics of solid materi-
als [17, 18]. ESR is an efficient method to study the defects of open–shell systems,
which possess unpaired electrons. Finite-system, embedded cluster methods were used
to model an infinite SnO2 system instead of periodic models. The quantum–chemical
models used in Paper II employ localized Gaussian basis sets (GTOs), which provide
a better description of the atomic core than what is possible when using effective core
potentials (ECPs) that are employed with the plane-wave basis sets of periodic meth-
ods. Furthermore, finite models eliminate the interaction of the structural defects
with their periodic images.
In Paper II, investigations of structural effects on magnetic properties were
extended by focusing on the way of defining the embedding of cluster models of SnO2.
Hydrogen termination [19] and electrostatic embedding [20,21] by point charges were
used to define the environment of the finite cluster models. Furthermore, the mod-
els were subjected to an external, depolarizing electric field [22], in order to prevent
artefacts resulting from uncompensated surface charges. Increasing–size clusters with
neutral and charged point defects, as well as the intact bulk structure were also
subjected to calculations, in which the Kohn-Sham energy levels introduced by the
oxygen vacancy were investigated. The results were reported using different basis sets
and DFT functionals. Agreement with one of the experimental ESR signals, with the
g-factor around 2.00 assigned to the V +O defect by Ivanovskaya et al. [23] and Popescu
et al. [24], was obtained.
4 Introduction
Figure 1.2: Tin dioxide (a) Sn3, (b) Sn7, and (c) Sn12 clusters, respectively, are embedded
using different methods in Paper II. Different types of oxygen and tin atoms in the neigh-
borhood of the vacancy are named in (a). In (c), the arrow indicates the position of the
vacancy.
In Paper III, 13C chemical shifts were calculated for finite, systematically
increasing–size graphene fragments of both hexagonal (zigzag) and crenellated (arm-
chair) boundary region (Figure 1.3). Finite-size graphene quantum dots (GQDs),
some of which were recently synthesized [25–27], were theoretically modeled in Paper
III. Characteristic features of the 13C NMR spectra, which have not yet been experi-
mentally measured, were predicted by qualitative calculations of graphene (G) [28–30],
graphane (HG) [31–33], and fluorographene (FG) [34–36] flakes using various DFT
methods. Such predictions of characteristic spectral features can aid in the identifi-
cation of different systems, e.g., from synthesis products.
Figure 1.3: a) Graphene (G6, denoting 6 concentric layers of hexagons) and b) crenellated
graphene (4crenG, denoting that each edge of the flake consists of 4 hexagons) systems with
color coding and labeling of each non-equivalent nuclear site, as used in Paper III.
Novel completeness–optimized basis sets [37] were used in Paper III. They are par-
ticularly designed for calculations of molecular properties of large systems, with the
purpose of obtaining results close to the basis–set limit with minimum computational
cost (which is proportional to a power of the number of basis functions). The chem-
5ical shift trends were reported with respect to the flake size and different boundary
geometry. It was shown that hydrogen and fluorine substitution of graphene result
in a behavior of the chemical shift which is the opposite to that of the unsubsti-
tuted graphene, as a function of increasing system size. The chemical shifts converge
towards larger values in HG and FG flakes, whereas in graphene the chemical shifts
approach smaller values. Moreover, different chemical shift behaviors were observed
for systems with armchair boundary structure as compared to the zigzag edge. The
13C signals originating in particular perimeter atoms of the systems with armchair
boundary appear at unusually small shift values for G systems, and (correspondingly)
at unusually large shift values for HG and FG fragments, as compared to systems with
the zigzag edge. The calculated 13C chemical shifts and trends in the spectral fea-
tures were successfully rationalized in terms of coupling of the electronic ground state
to the magnetically allowed excited states via hyperfine operators. Useful structural
information for the experimental characterization was provided by Paper III for future
studies of these systems.
In Paper IV, an explicit evaluation of dynamic solvent effects on the 13C NMR
chemical shifts of nine perylenic dye molecules was performed. The aim was to extend
NMR calculations beyond the in vacuo geometry and to account for the effects of
the environment of the molecule on its 13C NMR chemical shifts (Figure 1.4). As
compared to Paper III, where the effects of the size of the molecule itself and its
boundary geometry on 13C chemical shifts were studied, Paper IV focuses on the
influence of solvation, i.e., interactions with other molecules. The surrounding solvent
molecules were included explicitly in the calculations, as opposed to the so-called
continuum solvation methods, such as the polarizable continuum model (PCM) [38]
and the conductor-like screening model (COSMO) [39]. Quantum–chemically sampled
MD simulation snapshots were employed to realize a dynamic and explicit solvation
model for the purpose of defining the structural environment.
Figure 1.4: The in vacuo and a dynamic solvation models of perylene, the latter with a
layer of explicit solvent (CH3CN) molecules from an instantaneous MD simulation snapshot.
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The chemical shift values obtained from DFT calculations of each extracted MD
snapshot, were dynamically averaged. A qualitative comparison between the in vacuo
and dynamic solvation models was reported by Paper IV. The solvation effect on the
13C NMR chemical shifts was observed to be location-specific, as the signals from the
central nuclei in the molecular structure were found to be systematically displaced
towards smaller chemical shift values upon solvation, whereas the solvent–accessible
nuclei at the perimeter react to solvation in the opposite way. The mechanisms by
which these differences arise, were investigated in terms of the changes in the elec-
tronic structure. This was done by evaluating the changes in the relevant magnetic
excitation energies, as well as the changes in the localization of the corresponding
excited states as a result of dynamic solvation, as compared to the in vacuo situation.
The layout of this thesis is as follows. In the next chapter, the electronic structure
methods that are used in the thesis are introduced. The basic concepts of NMR and
ESR spectroscopies, as well as magnetically induced ring currents are presented in
Chapter III. Thereafter, a summary of the papers of the thesis are given. The thesis
finishes with concluding remarks.
2 Methods
This section starts with the basic concepts of quantum chemistry [40–42], followed by a
brief description of the Hartree-Fock (HF) theory as the basic computational method.
Further, DFT shall be discussed in a more detailed way including information about
the exchange–correlation functionals that are used in this thesis. Next, the basis set
concept as well as the description of the other complementary methods that are used
in the calculations of this thesis, are introduced.
2.1 Fundamentals of quantum chemistry
The main objective of electronic structure calculations is to approximately solve the
time-independent Schro¨dinger equation
HˆΨ = EΨ, (2.1)
where E is the energy and Ψ is the wave function. Hˆ is the Hamiltonian operator,
expressed in atomic units (a.u.).† For a system containing nuclei labeled with A and
B and electrons labelled with i and j, the Hamiltonian is
Hˆ = −1
2
N∑
i=1
∇2i −
1
2
M∑
A=1
1
mA
∇2A−
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N−1∑
j<i
1
rij
+
M∑
A=1
M−1∑
B<A
ZAZB
RAB
. (2.2)
In here, the first two terms are the kinetic energy of electrons and nuclei, followed
by the third, fourth, and fifth terms representing the electrostatic electron–nucleus,
electron–electron, and nucleus-nucleus interactions, respectively. Because the analyti-
cal solution of the Schro¨dinger equation is only possible for a two–particle system such
as consisting of one nucleus and one electron, approximations are needed. The Born-
Oppenheimer approximation [43] simplifies the solution by separating the nuclear
motion from the electronic motion, based on the fact that the nuclei are much heavier
than the electrons.
The variational principle [42] assures that the energy E obtained using a given
trial wave function Ψ is always greater or equal to the ground state (minimum) energy
of the system, E0, obtained with the true ground state wave function Ψ0:
†In these units, e = 1; me = 1; h¯ = 1; 1/(4πǫ0) = 1.
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E0 =
〈
Ψ0
∣∣Hˆ∣∣Ψ0〉〈
Ψ0
∣∣Ψ0〉 ≤
〈
Ψ
∣∣Hˆ∣∣Ψ〉〈
Ψ
∣∣Ψ〉 = E. (2.3)
The variational principle provides an upper bound to the true energy of the system
and is a foundation for many electronic structure methods.
2.2 Hartree-Fock theory
The basic method used in electronic structure calculations is the HF theory, where
the electron–electron interactions are treated in an average way by assuming that the
electrons move in a mean field created by the other electrons and the nuclei of the
system. The electronic wave function is written as an N–electron Slater determinant
that fulfills the antisymmetry condition: in a permutation of two electrons the total
wave function changes sign [42]. An outcome of this requirement is the Pauli exclu-
sion principle: two electrons cannot occupy the same state. The N–electron Slater
determinant is given as
Ψ(x1,x2, . . . ,xN ) =
1√
N !
∣∣∣∣∣∣∣∣∣∣
ψ1(x1) ψ2(x1) · · · ψN (x1)
ψ1(x2) ψ2(x2) · · · ψN (x2)
...
...
. . .
...
ψ1(xN ) ψ2(xN ) · · · ψN (xN )
∣∣∣∣∣∣∣∣∣∣
. (2.4)
The Slater determinant consists of spin orbitals ψi and the electron coordinates x
contain both spatial and spin parts. Applying the variational principle with the use
of Lagrange multipliers to assure that the ψi remain orthogonal while delivering the
minimum energy, the final form of HF equations is obtained as
fψi = ǫiψi. (2.5)
Here, f is the Fock operator that consists of the one-electron operators h [the first
three terms in Eq. (2.2)], the two–electron Coulomb operator J , which describes the
electrostatic interaction between two electron distributions, and the exchange opera-
tor K, arising from the inherently quantum–mechanical exchange interaction between
indistinguishable fermions.
The orbitals are written as linear combinations of atomic orbitals (LCAO) χi, also
known as basis functions, with the expansion coefficients cmi
ψi =
∑
m
cmiχi. (2.6)
Within LCAO and a finite set of basis functions, the HF equations are transformed
into a matrix equation known as the Roothaan-Hall equation [44,45], with the orbital
energy (ǫ), orbital coefficient (C), Fock (F , Fij =
〈
χi|f |χj
〉
), and overlap (S, Sij =〈
χi|χj
〉
) matrices:
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FC = SCǫ. (2.7)
Since the Coulomb and exchange parts of the F matrix depend on the cmi coeffi-
cients (which also define the C matrix), the HF equation is solved iteratively in a
self-consistent field (SCF) manner. An initial set of cmi coefficients are used for the
C matrix in the SCF procedure, fixing also the initial Fock matrix. A new set of
coefficients is obtained in each iteration cycle, until convergence is reached within a
preset threshold.
According to Coulomb’s law, the electrons repel each other instantaneously, ren-
dering their motion correlated. In the HF method, this Coulomb correlation is
neglected as a consequence of the mean–field approximation. Thus, the HF method
cannot provide the exact solution to the Schro¨dinger equation. The Fermi correla-
tion resulting from the antisymmetric character of the many–fermion wave function is,
however, included in the HF method as a result of the wave function being represented
as a Slater determinant. The so–called post–Hartree-Fockmethods provide more accu-
rate results by systematically improving the description of the many–electron wave
function and, hence, electron correlation. Popular configuration interaction or cou-
pled cluster methods use techniques where the wave function is expanded in many
determinants as a linear or exponentially parameterized combination, respectively. In
the DFT method, a different and much simpler, although non-systematic way is used
to approximately include electron correlation.
2.3 Density–functional theory
DFT has been the preferred method for the calculation of various molecular properties
of large systems containing up to hundreds of atoms, due to its low computational
cost and its capability to, nevertheless, include electron correlation. Instead of the
N–electron wave function, such as the HF Slater determinant, the central quantity
of DFT is the electron density. The density can be obtained by integration of the
N–electron wave function over the spin and spatial coordinates, as
ρ(r) = N
∫
|Ψ(x1,x2, . . . ,xN )|2ds1dx2 . . . dxN . (2.8)
As the first step of modern DFT, Hohenberg and Kohn [6] suggested that the
external potential v(r) experienced by the electrons due to their interaction with the
nuclei of the system, can be determined as a function of the electron density. Hence,
the Hamiltonian including the external potential can be written that, in turn, yields
the ground state energy that is a functional of the electron density as
E[ρ] = T [ρ] + Eee[ρ] +
∫
ρ(r)v(r)dr. (2.9)
Here, T [ρ] is the kinetic energy, Eee[ρ] consists of electron-electron repulsion, and∫
ρ(r)v(r)dr is the potential from the nucleus-electron attraction.
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Within the framework of the Kohn-Sham (KS) theory [7], a non-interacting ref-
erence system, the density of which is same as that of the real interacting system, is
introduced. The exact wave function of this system is the KS Slater determinant that
is built from the so–called KS orbitals ψi, the physical meaning of which is not the
same as that of the HF orbitals in Eq. (2.5). The electron density associated with the
KS orbitals is given as
ρ(r) =
N∑
i=1
|ψi(r)|2. (2.10)
The electronic energy given in Eq. (2.9) is rewritten in terms of the kinetic energy
of the non–interacting system Ts[ρ], Coulomb interaction J [ρ], and the exchange–
correlation energy Exc[ρ], which is not known exactly, as
E[ρ] = Ts[ρ] + J [ρ] + Exc[ρ]. (2.11)
Applying the variational principle to Eq. (2.11), analogously to the process that led
to Eq. (2.5) in the HF method, the Kohn-Sham equations are obtained as
fKSψi = ǫiψi. (2.12)
As compared to the Fock operator of the HF theory, which involves a non–local
exchange contribution, the KS Fock operator fKS contains a multiplicative exchange-
correlation potential vxc. Eq. (2.12) is written with the explicit form of f
KS as
[−1
2
∇2 + v(r) +
∫
ρ(r′)
|r− r′|d(r) + vxc(r)]ψi = ǫiψi, (2.13)
where the exchange–correlation potential vxc is defined as a functional derivative of
Exc[ρ] as
vxc =
δExc[ρ]
δρ(r)
. (2.14)
Since the exact form of Exc[ρ] is unknown, approximations need to be made.
There exist no generally accepted, systematic way to improve the exchange-correlation
functional. However, many models have been developed to approximately treat Exc[ρ].
Generalized gradient approximation
Among the approximations for Exc[ρ], the most popular are of the generalized-
gradient approximation (GGA) type, which parameterize the exchange–correlation
interactions using both the local electron density and its gradient. The spin–polarized
version of the Perdew, Burke, and Ernzerhof (PBE) [46] functional, used in Paper II,
was found to perform well for the ESR properties of SnO2, whereas the band gap of
this material is underestimated by PBE, a typical result for GGA functionals [47].
The calculated g-value was less sensitive to the choice of the DFT functional as com-
2.4. Basis sets 11
pared to the hyperfine coupling constant. In the calculations of nuclear shieldings in
Paper III, the BLYP functional delivered qualitatively similar results as the hybrid
functionals.
Hybrid functionals
Another type of functional that incorporates the HF exact exchange is called a hybrid
functional. These functionals combine different amounts of HF and DFT exchange
and DFT correlation. The extent of the exact exchange admixture is often found
to be crucial for the calculations of magnetic properties [8]. Currently the most
popular hybrid functional in quantum chemistry is B3LYP [48–50] that contains 20%
admixture of the HF exchange. B3LYP is used in Papers I, III, and IV of this thesis,
in calculations of nuclear shieldings. BHandHLYP with 50% admixture performed
similarly to B3LYP in the present applications, as seen in Paper III. Although B3LYP
performed well for the nuclear shieldings calculated in Paper IV, the corresponding
excited–state energies were only reported up to the negative of the orbital energy of
the highest occupied orbital, −e(HOMO) value, due to the wrong asymptotic behavior
of all the common DFT functionals [51–53]. Another hybrid functional, PBE0 [46,54],
is based on PBE but contains 25% admixture of the HF exchange. The calculated
hyperfine coupling constants in Paper II had smaller values using PBE0 as compared
to PBE. The band gap value obtained with PBE0 was larger than that of PBE, again
typical for hybrid functionals [55, 56], in Paper II.
2.4 Basis sets
There are two types of basis sets that are used most in molecular calculations. Slater–
type orbitals (STOs) are of the functional form e−ζr, and have both the correct
long-range behavior and a good description of the so–called nuclear cusp [57]. This
means that the basis set should describe well the region close to the nuclei. However,
calculations of two–electron integrals using STOs are expensive [42]. Thus, Gaussian–
type functions (GTOs) [58]
χGTO(θ,ϕ,r) = Ylm(θ,ϕ)R(r)e
−ζr2 (2.15)
are mostly used. They consist of both angular and radial parts and the Gaussian–
type e−ζr
2
factor. As compared to STOs, the description of the nuclear cusp is poor,
but the two-electron integrals are easy to compute using GTOs, which brings great
advantages via reduced computational cost. The problems related to the long-range
behavior and the nuclear cusp are treated by using a large number of GTOs.
For the quality of electronic structure calculations, the choice of the basis set
is crucial. There are various types of basis sets in literature, designed for different
purposes. A minimal basis set consists of only one basis function for every orbital
occupied in a free atom in its ground state [41]. Both the size and accuracy of the
basis set increases with the so–called double- and triple–zeta sets, which contain twice
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and three times more basis functions, respectively.
In the case of magnetic properties, the basis set is required to describe well both
the atomic core as well as the valence region, due to the hyperfine and Zeeman inter-
actions, respectively, as such interactions are involved with the NMR and ESR param-
eters. In this context, at least triple–zeta basis sets should be used for quantitatively
accurate results. The split–valence basis sets with polarization functions, such as def2-
SVP and the valence triple–zeta def2-TZVP [59,60] sets, were used in Papers I, II, and
IV (in Paper II, the earlier formulations SVP [61], TZVP, and TZVPP [62] were used,
in fact). For calculating the g-tensor, the small SVP basis was found to be sufficient
in Paper I. However, the larger TZVP and TZVPP basis sets were necessary for the
hyperfine coupling constant, which is more sensitive to the region close to the nucleus.
In the calculations performed for CO2 [10], both the electron correlation and basis–
set dependence of the current density were found to be small. This reflects the fact
that, as compared to the localized hyperfine properties that sample the wave function
at the location of the nucleus, global properties such as current densities are com-
putationally less demanding. In this context, def2-SVP was found in Paper I to be
sufficient for ring currents, while the nuclear shielding calculations were performed
with the standard def2-TZVP basis set. In Paper IV, def2-SVP was a natural choice
of the nuclear shielding calculations due to the very large number of calculations that
were needed for the MD snapshot structures. Furthermore, since the aim was to
investigate solvent effects qualitatively, def2-SVP served well for the purpose.
Completeness-optimized (CO) [37] basis sets were used in Paper III. They were
designed particularly for the NMR properties in large systems, in order to obtain
results close to the basis–set–limit without expensive computations. As opposed to
traditional basis sets that are optimized using energy criteria (minimum calculated
energy for the atom), the CO basis sets are generated to meet completeness criteria,
where the completeness profile [63] gets the value
Y (α) =
∑
m
〈
g(α)|χm
〉2
, (2.16)
Y (α) = 1 for all the α values for a complete basis set. α is the exponent of the test
GTO, g(α). χm is a function in the orthonormalized basis, the completeness of which
is investigated by Y (α).
2.5 Definition of structural environment
The treatment of the structural environment is crucial for the purpose of creating
realistic models of molecular or solid–state systems. As much as the substitutional
and local modifications (Paper I) or an increase of the system size (Paper III), the
surroundings of the systems affect the magnetic properties. In this thesis, various
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methods were used to consider the effects of the environment on magnetic properties.
The electrostatic cluster embedding method was used in Paper II to model an infinite
crystal as a finite-size atomic cluster embedded in an array of point charges [20, 21].
The cluster methods provide an explicit quantum–mechanical treatment of the local-
ized hyperfine properties of the finite–size cluster, while the surroundings are con-
sidered classically. The simpler hydrogen termination method [19] provides also a
well–defined boundary structure of the finite–size cluster cut out from the periodic
lattice, with its dangling bonds saturated by pseudohydrogens, as in Paper II.
When the solvent effects on magnetic properties are of interest, MD simulation
techniques can be used for the purpose of describing the molecular environment con-
sisting of dynamic solvent molecules. A dynamic simulation technique that includes
the solvent molecules explicitly, is used in Paper IV. This is crucial for obtaining reli-
able results for the NMR parameters. In the following, these techniques are explained
in a more detailed fashion.
2.5.1 Cluster embedding
Electrostatic embedding
In this method [20, 21], the finite–size cluster is embedded by point charges placed
in two different zones to reproduce the periodic Madelung potential that arises from
the ions of the infinite crystal, within the entire volume of the cluster, as seen in
Figure 2.1. The fixed zone contains formal ionic charges (qO = −2e, qSn = +4e for
SnO2) at the lattice sites, while the second layer hosts point charges obtained by
least–squares fitting of the Madelung potential to within a chosen accuracy (typically
1 µV for the clusters of Paper II). The electrostatic embedding method was extended
in Paper II by using effective core potentials (ECP) [64], without neither electrons or
basis functions, placed between the cluster and the fixed zone, at the first Sn sites of
the latter. This was done to prevent charge leakage from the quantum cluster to the
fixed zone [65]. This model is called the EWALD-ecp model.
Figure 2.1: Illustration of the EWALD-ecp embedding method with effective core potential
(ECP) centers surrounding the cluster model, as well as two different layers of point charges.
The calculated g-tensor values for V +O using the EWALD-ecp embedding with
ECPs, were found to be numerically more reliable as compared to the results obtained
with hydrogen termination. In the case of the hyperfine coupling constant, Aiso, a
faster convergence with respect to the cluster size is obtained with the EWALD-ecp
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method. As for the Kohn-Sham energy calculations performed with the PBE GGA
functional, the calculated bulk SnO2 band gap value 4.64 eV (EWALD-ecp value
obtained with depolarizing electric field) was larger with the EWALD-ecp model as
compared to hydrogen termination, by which the band gap value of 3.68 eV was
obtained. The latter coincides better with the experimental bulk energy gap value
of 3.6 eV [17]. This seemingly contradictory result reflects the fact that the size of
clusters used in Paper II are not sufficiently large for the global properties such as
energetics.
Hydrogen termination
Another method that is used for defining the finite-size system is hydrogen termina-
tion. In this method the dangling bonds resulting from cutting the finite-size clusters
from the infinite solid, are terminated by pseudohydrogen atoms with an effective
nuclear charge selected to provide the correct oxidation number (see Figure 2.2). In
Paper II, this method is employed using pseudohydrogen (H⋆) nuclei with the charge
+2e/3. They are placed in the same direction as the original, truncated bond, at 1 A˚
distance. The g-factor values obtained with hydrogen termination were smaller than
those with EWALD-ecp embedding.
Figure 2.2: A cluster of SnO2 with a central oxygen vacancy, terminated by pseudohydrogen
(H⋆) nuclei with the charge +2e/3.
2.5.2 Dynamic and explicit solvation
MD is a computational technique where the movement of atoms or molecules is treated
according to the laws of classical mechanics [9]. In this thesis, the empirical force field
AMBER [66] was used for calculating the forces acting on the atoms during the simu-
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lation. The simulation trajectories consist of time steps generally with 1 fs intervals,
created by solving Newton’s equations of motion.
In Paper IV, solvation–induced changes on NMR chemical shifts were studied
using MD for modeling dynamic solvation (Figure 1.4). After 0.5 ns of equilibration
at 300 K and 1 atm in the constant pressure and temperature (NPT ) ensemble, 1.5 ns
of production trajectory was obtained in the same conditions. The MD integration
step was 1 fs. Snapshot clusters containing the solute molecule with an explicit
CH3CN solvent in a shell of selected thickness, were created. NMR calculations were
performed for a chosen number of instantaneous configurations. The final results
were calculated as a statistical average of the NMR chemical shifts obtained for the
snapshots.

3 Magnetic resonance
parameters
This chapter starts with an overview of the basic principles of NMR and ESR spec-
troscopies, as well as the magnetically induced ring currents [2,3,40]. The properties
studied in this thesis are introduced, followed by the description of the calculations
of magnetic resonance parameters and ring currents.
3.1 Electrons and nuclei in applied magnetic field
NMR and ESR are spectroscopic techniques that are based on the interaction between
the external magnetic field and a property called magnetic moment, which both the
electron and many nuclei possess due to their spins. The interaction with the exter-
nal field gives rise to a splitting of the energy levels corresponding to the different
spin states. Magnetic resonance is achieved when the energy required for a transition
between the discrete levels is equal to the quantum energy hν of the applied electro-
magnetic radiation, with frequency ν.
In the case of nucleus K, the magnetic moment is proportional to nuclear spin
vector IK as
µK = γK h¯IK , (3.1)
where γK is the gyromagnetic ratio of the nucleus. The nuclear spin states are
quantized so that the spin projection quantum number mI can take the values
mI = +I, I − 1, ...,−I. For 13C, the nucleus studied in this thesis, these quantum
numbers are I = 1/2 and mI = 1/2 or mI = −1/2. The two mI values correspond
to spin–up and spin–down orientations of IK with respect to the magnetic field B,
respectively. The energy required to achieve the transition between the states corre-
sponding to the resonance frequency ν equals
hν = µKB. (3.2)
The resonance frequency ν changes for different nuclei due to the influence of their
local surroundings. The effective field experienced by the nucleus K differs from the
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applied magnetic field due to secondary fields created by the magnetically induced
currents in the electron cloud around the nucleus. The effective field is given as
BK = (1− σK) ·B0, (3.3)
where σK is the nuclear shielding tensor. The nucleus is said to be shielded when the
secondary magnetic field created by the currents is opposite to the applied magnetic
field. In this case, the resonance frequency is smaller than for the bare nucleus. In the
opposite (and, furthermore, rare) case, the nucleus is deshielded when the effective
magnetic field experienced by the nucleus is enhanced by the local magnetic field,
causing the resonance to shift to a larger frequency. These shifts in the frequency are
called chemical shifts, and represent the different chemical surroundings of the nuclei.
They are measured as δK = σref − σK , where σref and σK are the shielding constants
of nucleus K in the reference and the investigated molecule. The shielding constant
is obtained as the isotropic average of σK .
The magnetically induced current that gives rise to the secondary magnetic field
in Eq. (3.3), is divided into the diamagnetic and paramagnetic parts as [40]
J = Jd + Jp
Jd = − e
2me
A0ψ
2
0
Jp = −i eh¯
2me
∑
n
(an − a∗n)(ψn ▽ ψ0 − ψ0 ▽ ψn),
(3.4)
where A0 is the vector potential corresponding to the applied magnetic field B0. The
division into the diamagnetic and paramagnetic parts is affected by the origin of the
vector potential A0.
Eq. (3.4) shows that the diamagnetic part of the current depends on the ground–state
wave function ψ0, whereas the paramagnetic contribution is calculated with also the
excited states ψn, with the mixing coefficients an. Since both A0 and an contain B0,
the nuclear shielding can be written in terms of the induced currents as
σdK ·B0 = −(µ0/4π)
∫
(r× Jd/r3)dτ
σ
p
K ·B0 = −(µ0/4π)
∫
(r× Jp/r3)dτ,
(3.5)
where the µ0 is vacuum permeability.
The magnetically induced ring currents in this thesis are calculated using the
GIMIC method [10, 11]. The sign and magnitude of the calculated ring currents are
measures of the degree of the aromaticity of ring–shaped molecules [67]. Diatropic
ring currents, originating from the diamagnetic part, generate magnetic fields that
oppose to the applied magnetic field. On the other hand, the paramagnetic contribu-
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tion gives rise to paratropic ring currents which enhance the applied magnetic field as
they circulate in the opposite direction [68–70]. The rings having diatropic currents
may be aromatic. Antiaromatic and non-aromatic systems possess paratropic and
vanishing ring currents, respectively.
In contrast to NMR, it is the transitions between the electron spin states that are
measured in ESR. The systems with unpaired electrons have an electronic magnetic
moment µe, which interacts with the magnetic field, thereby inducing splitting of two
distinct energy levels that corresponds to the spin components ms = -1/2 and ms=
1/2, for a system containing one unpaired electron with the spin anti-parallel and
parallel to the magnetic field, respectively. The spin magnetic moment is given in
terms of the spin angular momentum S
µe = −µBg · S, (3.6)
where g is called the g–tensor. For a free electron it equals to the isotropic free–
electron g–factor, ge = 2.002322 [71]. The deviations from the free–electron value
are due to local effects caused by the interactions with other electrons and nuclei.
The Bohr magneton µB = eh¯/2me where e is the electron charge and me is the
electron mass. Another important ESR parameter, the hyperfine coupling tensor
AK , represents the interaction between the unpaired electron and a nuclear spin.
The energy corresponding to the transitions between spin states is obtained in ESR
as
hν = gµBB. (3.7)
3.2 Magnetic response properties
3.2.1 NMR parameters
The spin Hamiltonian concept [72] is introduced in the NMR and ESR theory to
analyze the spectra that arise from transitions between different nuclear or electronic
spin states as a magnetic field is applied. The nuclear and electronic spin in NMR
and ESR, respectively, and the magnetic field remain as explicit degrees of freedom
in the spin Hamiltonian. The other degrees of freedom, such as nuclear and electronic
positions, are incorporated into magnetic resonance parameters such as nuclear shield-
ing, g–tensor, and hyperfine coupling tensor. The spin Hamiltonian parametrizes the
experiment in an effective way with a reduced number of degrees of freedom, rather
than using a more complicated molecular Hamiltonian.
The NMR spin Hamiltonian for a system containing nuclei K with the gyromag-
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netic ratios γK and nuclear spins IK , is written as
HNMR = − 1
2π
∑
K
γKIK · (1− σK) ·B0 +
∑
K<L
IK · (DKL + JKL) · IL, (3.8)
where the nuclear shielding σK represents the interaction of the nucleus with
the external magnetic field, altered by the surrounding electronic environment as
described above. In contrast, the direct and indirect nuclear spin–spin coupling ten-
sorsDKL and JKL, respectively, describe the interactions between the nuclear spins.
Experimentally, the position of the NMR spectral lines is determined by σK while the
DKL and JKL give rise to the fine structure of the lines. Among these parameters,
only σK is studied in this thesis.
The applied magnetic field causes a perturbation on the electronic wave function
and, consequently, the energy of the system. Magnetic properties such as σK arise
from interactions with the external magnetic field and nuclear spin, and are calculated
using energy derivatives with respect to these perturbations.
The nuclear shielding tensor is a second–order property determined as the second
derivative of the molecular energy E with respect to B0 and IK as
σK =
1
γK
∂2E
∂B0∂IK
. (3.9)
Ramsey [73, 74] showed that the shielding tensor can be written as a sum of dia-
magnetic and paramagnetic contributions, σK = σ
d
K + σ
p
K , the division into which
depends, as mentioned above, on the position of the origin of vector potential.
The diamagnetic part is calculated as an expectation value of the diamagnetic shield-
ing (DS) operator, which is bilinear in B0 and IK , in the electronic ground state.
In contrast the paramagnetic shielding depends also on the excited states and can
be written as a second-order perturbation-theoretical expression involving the orbital
Zeeman (OZ) and orbital hyperfine (paramagnetic nuclear spin-electron orbit, PSO)
operators (in a.u.)
σpK =
α2
2
[∑
m
〈0|hOZ|m〉〈m|hPSO|0〉
E0 − Em + c.c.
]
. (3.10)
Here, α is the fine structure constant, |0〉 and |m〉 the ground and excited states, and
E0 and Em the ground and excited state energies, respectively. Low-lying excited
states of symmetry accessible for the magnetic operators dominate the paramagnetic
contribution to nuclear shielding.
The use of of gauge-including atomic orbitals (GIAO) [75,76] eliminates the depen-
dence on the gauge origin of the vector potential in the calculations of magnetic prop-
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erties. Without GIAOs, due to the use of a finite size basis set, the origin of the gauge
cannot be chosen arbitrarily. With GIAOs the basis functions are supplemented by a
phase factor that shifts the gauge origin to the center of the basis,
χµ(r) = exp(−iA0 · r)χ(K)µ (r)
A0 =
1
2
B0 × (R −RO),
(3.11)
where χ
(K)
µ is a field–free basis function with the expansion center at R and gauge
origin RO.
In this thesis, GIAOs are used in Papers I, III, and IV. For calculations of the
g-tensor, the dependence of which on the gauge origin is not as severe as for other
properties such as nuclear shielding, the common gauge–origin method was used, with
the gauge origin placed at the oxygen vacancy site, in Paper II.
3.2.2 ESR parameters
The most elementary ESR spin Hamiltonian consists of two terms that represent the
interaction of the electron spin S with the magnetic field and nuclear spin IK , given
as
HESR = µBS · g ·B0 +
∑
K
S ·AK · IK . (3.12)
The first ESR parameter, the g–tensor, is a second–order property similarly to the
nuclear shielding, and it can be expressed as
g =
1
µB
∂2E
∂B0∂S
. (3.13)
The g-tensor can be divided as a result from various interactions [3] into
g = ge1+∆g. (3.14)
The major contribution is from the isotropic free–electron value ge. The g–shift ten-
sor ∆g contains the kinetic–energy and gauge corrections, calculated as expectation
values in the doublet ground state of the system containing one unpaired electron,
such as the V +O vacancy in Paper II. The most significant contribution to ∆g is a
second-order term resulting from the OZ and spin–orbit (SO) interactions. Analo-
gously to Eq. (3.10), this term can be written as a sum–over–states (SOS) expression
(in a.u.) as [77]
∆gSO/OZ =
α2
2
ge
[∑
m
〈0|hOZ|m〉〈m|hSO|0〉
E0 − Em + c.c.
]
. (3.15)
The hyperfine coupling tensor,AK , is formally a second–order property that arises
from the interaction of the magnetic moments of the unpaired electron and nucleus,
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written as
AK =
∂2E
∂IK∂S
. (3.16)
In the nonrelativistic theory, the isotropic and anisotropic parts of AK are calculated
as expectation values of the Fermi–contact (FC) and spin–dipole (SD) operators,
respectively [3]. The isotropic part is studied in this thesis.
3.2.3 Magnetically induced ring currents
Aromaticity is a difficult concept to be given a certain definition. There are many
aromatic indices such as geometry [78], NMR shieldings via methods like the nucleus–
independent chemical shift [79], electric polarizability [80] etc., to define aromaticity
in ring–shaped molecular systems. Beside these methods, the magnetically induced
currents are used for assigning aromaticity [81, 82]. The GIMIC method provides an
explicit and detailed investigation of the current strengths and pathways to assess the
degree of aromaticity of individual molecular rings. The influence of the modifica-
tions in the molecular structure on the calculated ring currents was studied in Paper I.
Figure 3.1: Illustration of the integration plane placed perpendicularly to a chosen bond
of 2,3-thieno-bridged porphyrin.
The current density passing through planes cut perpendicularly to the preferred
bonds of the molecule, as seen in Figure 3.1, is subjected to numerical integration
to obtain the total current strengths and pathways. The chosen integration planes
are typically located at the mid-points of the bonds. For example, the calculated net
diatropic ring current for benzene is 11.8 in the unit of nanoampere per Tesla, nA/T
(calculated at the B3LYP/def2-TZVP level).
GIMIC uses the field–dependent GIAO basis functions χν(r) [given in Eq. (3.11)]
and the derivatives of these basis functions with respect to the magnetic field. The
magnetically perturbed and unperturbed one-electron density matrices
∂Dµν
∂Bβ
andDµν ,
respectively, the former obtained in the context of nuclear shielding calculations, also
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appear in the GIMIC expression derived for the magnetically induced current density,
given as
J Bβα (r) =
∑
µν
Dµν
∂χ∗µ(r)
∂Bβ
∂h˜
∂mIα
χν(r)
+
∑
µν
Dµνχ
∗
µ(r)
∂h˜
∂mIα
∂χν(r)
∂Bβ
+
∑
µν
∂Dµν
∂Bβ
χ∗µ(r)
∂h˜
∂mIα
χν(r)
− ǫαβδ
[∑
µν
Dµνχ
∗
µ(r)
∂2h˜
∂mIα∂Bδ
χν(r)
]
.
(3.17)
Here, ǫαβδ is the Levi-Civita tensor and the terms
∂h˜
∂mIα
and ∂
2h˜
∂mIα∂Bδ
are new sets of
operators that are related to PSO and DS operators, but whose dependence on the
inverse cube distance from the nucleus has been eliminated.
3.2.4 Calculation of magnetic properties
Formally the second–order properties such as nuclear shielding and g–tensor are given
as SOS equations in Eq. (3.10) and Eq. (3.15). In practice, the coupled–perturbed–
KS (CPKS) method [83] is adopted for the computations. By this method it is
possible to avoid the time–consuming explicit calculations of the number of excited
states required in the SOS expressions. Moreover, the
∂Dµν
∂Bβ
appearing in Eq. (3.17),
are obtained using the same CPKS calculations of the perturbed wave function as in
nuclear shielding calculations. It is noteworthy that in the CPKS process, calculations
of second–order properties using GGA functionals do not require iterations for imag-
inary operators, such as the OZ interaction of relevance both to the NMR shielding
and ESR g-tensors, whereas for the FC and SD operators, iterations are needed in the
calculations. In the case of hybrid functionals, where the admixture of HF exchange is
present, an iterative procedure needs to be followed even for imaginary perturbations.

4 Summary of the papers
4.1 Paper I - Molecular aromaticity in thieno-
bridged porphyrins
Investigations of the structural effects on magnetic properties in this thesis starts with
the magnetically induced currents. Upon interaction with applied magnetic field, the
response of wave function, which can be divided to diamagnetic and paramagnetic
parts [Eq.(3.4)], gives rise to diatropic and paratropic ring currents, respectively, that
are used to determine molecular aromaticity. These ring currents are not experimen-
tally observable, in contrast to other magnetic response properties such as the NMR
and ESR parameters. The currents depend strongly on the molecular geometry. As
the geometry changes, the current strength and pathways are altered, resulting in the
changes in the degree of aromaticity or vice versa [13, 84].
Thieno-bridged porphyrins are recently synthesized multi-ring complexes that have
been subject to investigations of their aromatic character. The results obtained
by Mitsushige et al. [15] showed that the 2,3-thieno-bridged porphyrin possesses a
stronger antiaromatic character than the 4,5-thieno-bridged porphyrin. Furthermore,
it was suggested that changing the direction of the thiophene ring from the 2,3- to 4,5-
systems works as an aromatic switch in the Zn–substituted thieno-bridged porphyrins.
However, it was shown in a recent study [16] that further explicit investigations are
needed for a better understanding of the mechanism of the aromatic character of por-
phynoids.
In Paper I, magnetically induced current densities were calculated for thieno-
bridged porphyrins. The influence of the direction of the thiophene ring, as well as
that of Zn substitution, on the aromatic character was investigated. The magneti-
cally perturbed density matrices for GIMIC calculations were obtained from NMR
shielding tensor calculations that were performed with the def2-TZVP basis set at
the B3LYP level. The selected bonds and pyrrole rings were subjected to a detailed
investigation concerning their current strengths and pathways, to determine the over-
all aromaticity of the molecules. In addition, GIMIC calculations were also performed
for three other porphynoids, 4,5-thieno-bridged porphyrin, tetra-2,3- and tetra-3,4-
thieno-bridged porphyrins, for further investigation of the effect of structural modifi-
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cations on the aromatic character.
Figure 4.1: The calculated current pathways of (a) 2,3-thieno-bridged porphyrin, (b) 2,3-
thieno-bridged porphyrin tautomer, (c) 3,4-thieno-bridged porphyrin and (d) 3,4-thieno-
bridged porphyrin tautomer. The numbers denote integrated current strengths for selected
bonds. The total current strength for the macrorings are (a) 16.2 nA/T, (b) 20.2 nA/T, (c)
22.8 nA/T, and (d) 23.8 nA/T. The net diatropic current pathways are colored red. The
pathways of the net paratropic currents are shown in green. The black arrows indicate the
direction of the current flow.
The calculated current strengths and current pathways of thieno-bridged por-
phyrins are shown in Figure 4.1. The net current circling around the 2,3–thieno-
bridged porphyrin, Figure 4.1(a), was calculated to be 16.2 nA/T, which indicates
that the system is aromatic. The current pathway is split into an outer and inner
route in each pyrrole ring. A strong paratropic ring current of -23.6 nA/T in the
five-membered ring, which is formed between the thiophene substituent and the por-
phyrin ring, noticeably reduces the overall aromaticity of the porphyrin macroring.
Furthermore, the adjacent pyrrole ring is found also to be antiaromatic, with the para-
tropic ring current of -9.6 nA/T. For the 3,4–thieno-bridged porphyrin, Figure 4.1(c),
the strength of the net ring current around the porphyrin ring is 22.8 nA/T, which
displays a stronger aromatic character as compared to the 2,3–thieno-bridged por-
phyrin. This is because the five-membered ring sustains a stronger paratropic ring
current in the 2-3–thieno-bridged porphyrin as compared to the 3-4–thieno-bridged
porphyrin. The current strengths and pathways of the trans tautomers of the 2,3-
and 3,4–thieno-bridged porphyrins, with different locations of the hydrogens on the
pyrrole units, were also reported [Figure 4.2(b),(d)] in order to show the effect of
the interchange of the inner hydrogens. All investigated 2,3- and 3,4–thieno-bridged
porphyrins and their tautomers were found to be aromatic.
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It was pointed out that the insertion of the Zn2+ ion does not influence the cur-
rent pathways and current strengths significantly. Two antiaromatic subrings with the
current strengths −20.8 nA/T and −1.7 nA/T were formed in Zn-2,3–thieno-bridged
porphyrin, Figure 4.2(a). The aromatic character of the Zn-3,4–thieno-bridged por-
phyrin was not influenced by the change of the direction of thiophene ring. Both
systems were found to be aromatic.
Figure 4.2: The calculated current pathways of (a) Zn-2,3-thieno-bridged porphyrin and
(b) Zn-3,4-thieno-bridged porphyrin. The numbers denote integrated current strengths for
selected bonds. The total current strength for the macrorings are (a) 18.1 nA/T and (b)
23.2 nA/T. The net diatropic current pathways are colored with red. The pathways of the
net paratropic currents are shown in green. The black arrows indicate the direction of the
current flow.
It was further shown that more antiaromatic subrings, as in tetra-2,3- and tetra-
3,4–thieno-bridged porphyrins, do not switch the aromatic character of the system
from aromatic to antiaromatic. The presented data obtained with GIMIC calculations
provide detailed information, regarding the aromaticity of these systems.
4.2 Paper II - ESR in defect models of SnO2
The rutile crystal structure of semiconducting SnO2 hosts a variety of defects, such as
oxygen vacancies and Sn interstitials [17,18]. Since the unpaired spin density distribu-
tions are localized around these defect sites of the crystal, ESR can be used to study
such defects. Two different experimental ESR signals were previously assigned to a
positively charged oxygen vacancy (V +O ) of SnO2. One signal was assigned at around
2.00 by Ivanovskaya et al. [23] and Popescu et al. [24], as well as another signal at g
= 1.89 measured by Canevali et al. [85,86]. Questioning these experimental findings,
A´goston et al. [18] and Singh et al. [87] discuss the thermodynamic instability of the
V +O defect. These findings point to the necessity of theoretical investigations of this
material. In this context, quantum–chemical modeling of the semiconductor crystals
is important in order to obtain accurate results for the ESR parameters such as the
g–tensor g and the hyperfine coupling tensor AK .
In Paper II, we calculated the ESR parameters, the g and AK for (the latter for
the Sn and O nuclei in the neighborhood of the oxygen vacancy) of the models of V +O
defect of SnO2 with different cluster sizes. Furthermore, the one–electron energy levels
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of bulk, neutral V 0O, and charged V
+
O models were also investigated. The convergence
of the results with respect to the cluster size, basis set, choice of DFT functional, and
embedding model, were investigated.
These finite-size clusters (as shown in Figure 1.2) were built using optimized
unit cells obtained from periodic calculations. The relaxed atomic positions for the
defect models were chosen from the periodic calculations within 5 A˚ distance from
the vacancy. The defect–free lattice sites were adopted for the atoms further away.
The extracted, so–called “quantum clusters” were embedded using two embedding
methods. In the hydrogen-termination model [19], the perimeter OH groups were ter-
minated using pseudohydrogen (H*) nuclei with +2e/3 charge, at 1 A˚ distance from
the oxygens in the original direction of the bond. The unusual hydrogen charge is due
to the need to provide the correct oxidation state for the perimeter oxygens. In the
second, EWALD-ecp model [20, 21], point charges were placed around the quantum
cluster with the formal qO = −2e and qSn = +4e charges in the first layer, called the
fixed zone, whereas the point charges in the second, so–called parameter zone were
least–squares fitted. The number and magnitudes of the point charges were adjusted
in order to assure the correct Madelung potential within the entire volume of the
quantum cluster. In the EWALD-ecp model, the interface between the point charges
and the quantum cluster was surrounded by four valence-electron ECPs at the first
cationic Sn sites of the fixed zone. This was done in order to reduce charge leak-
age arising from the interaction between the quantum cluster and the “bare” point
charges of the neighboring cations [65]. These ECP centers were thus used in an
unconventional way, as they served as a “barrier” between the two regions. There are
no electrons or basis functions assigned to these sites. Finally, an external, homoge-
neous, depolarizing electric field was applied to all final clusters in order to eliminate
the effect of uncompensated cluster surface charges, which cause an artificial electric
field within the clusters [22]. The magnitude of this field was calibrated to obtain a
vanishing force on the central oxygen for each size of the corresponding defect–free
clusters.
Figure 4.3 shows the calculated isotropic g value and hyperfine coupling constants
Aiso, respectively. Both properties converge with increasing cluster size. The choice
of DFT functional is important for Aiso whereas the g–value shows no significant
dependence. Similarly, the influence of the choice on the basis set is large for Aiso as
opposed to the g–value, for which satisfactory results are obtained already with the
smaller SVP [61] basis set. As compared to H∗-termination, the EWALD-ecp embed-
ding model is found to provide numerically more stable results for both parameters
as the cluster size increases. The applied depolarizing electric field is found to have a
smaller effect on the g–value as compared to Aiso. Agreement with the experimental
g-factor around 2.00 by Ivanovskaya et al. [23] and Popescu et al. [24] is obtained
with the present calculations of the V +O defect. Figure 4.4 shows the calculated spin
density localized at the vacancy site for V +O model.
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Figure 4.3: Convergence of A) the g-value and B) the hyperfine coupling for termi-
nated cluster models of positively charged oxygen vacancy V +O in SnO2. In panel B), (a)
Aiso(
119Sn), (b) Aiso(
17Oplane), (c) Aiso(
17Ochain), and (d) Aiso(
17Ocross) are shown with
different basis sets and DFT functionals. The parameters were calculated for models with
hydrogen termination (H-term), point–charge embedding with ECPs (EWALD-ecp), and
depolarizing electric field applied upon EWALD-ecp (ff-EWALD-ecp).
Figure 4.4: Spin density distribution for point-charge (with ECP centers) embedded model
of the Sn12 cluster model of V +O in SnO2.
The results from the calculations of Paper II show that present–size cluster are
not large enough to obtain converged energetic properties such as the band gap of
bulk SnO2. We illustrate the calculated density–of–states (DOS) in Figure 4.5 for the
bulk, V 0O and V
+
O models. Oxygen vacancy–induced impurity states were introduced
in the V 0O and V
+
O models. The doubly occupied impurity state is found to be at
1.77 eV within the band gap [see Figure 4.5 (b)], while the unoccupied impurity
states are detected close to the conduction band minimum. These findings are in
agreement with the studies in the literature [55,56,87], where periodic methods were
used. However, other published studies exist [18, 88] where these levels are termed
as “shallow” states based on experimental and theoretical findings [17, 89]. The first
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ionization levels ε(V 0O/V
+1
O ) and ε(V
+1
O /V
+2
O ) of the oxygen vacancy were found to
be only 0.03-0.15 eV below the conduction–band minimum, Ec. The positions of the
α and β states of V +O were determined as shown in Figure 4.5 (c).
Figure 4.5: Density-of-states diagram for (a) bulk SnO2, (b) neutral oxygen vacancy V
0
O,
and (c) positively charged oxygen vacancy V +O . Ev, Ec, and IS indicate the valence band
maximum, conduction band minimum, and impurity state, respectively. The results are
obtained with ff-EWALD-ecp/Sn12 cluster at the PBE/TZVPP level.
The oxygen vacancy in SnO2 has been suggested exist only in the thermodynam-
ically more stable but ESR–silent V 0O and V
+2
O states. Using the embedded cluster
method, the present theoretical predictions of the g–value, which agrees with one of
the weak experimental signals of V +O , showed that there may exist a simultaneous,
secondary mechanism, such as another defect, that is causing V +O to be a more stable
defect state as compared to V 0O and V
+2
O , hence justifying the existence of the V
+
O
signal [90].
4.3 Paper III - Characteristic chemical shift trends
of graphene fragments
Graphene quantum dots (GQDs) are nanometre-size fragments of graphene. They
are promising materials for various applications owing to their adjustable size and
boundary geometry [25–27]. Graphene can be chemically functionalized by hydro-
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gens and fluorine to tune properties such as the band gap, as in HG and FG systems
that have recently been produced. Despite numerous investigations of the electronic
and optical properties, there is still potential room to host both experimental [91] and
theoretical [92] NMR studies of these systems. As the NMR parameters are directly
related to electronic structure, fragment size and boundary effects can be monitored
by using quantum-chemical DFT methods that provide valuable structural informa-
tion for the synthesis and fabrication of the materials.
In Paper III, 13C chemical shifts of the zigzag–edge Gn, HGn, and FGn (n = 1−6)
fragments, as well as their crenellated forms with an armchair boundary, mcrenG,
mcrenHG, and mcrenFG (m = 2−4), were calculated. The n denote the number of
concentric hexagon layers wheres m indicates the number of hexagons on each edge of
the flakes. Figure 4.6 shows selected examples of the calculated systems with zigzag
and armchair boundary.
Figure 4.6: (a) G2, HG2, and FG2, as well as (b) 2crenG, 2crenHG, and 2crenFG fragments,
respectively.
The specially designed (co/NMR-r) [92] basis sets were used. This was to obtain
results close to the basis–set limit for calculations of NMR shieldings, which are
demanding second-order properties in the present, large systems containing up to
hundreds of atoms. The spectral trends are presented in Paper III using Lorentzian-
broadened stick spectra, in which the signals from carbon nuclei are assigned with
specific color and label, with the associated intensity corresponding to the number
of equivalent nuclei. In this way, the behavior of signals in response to the size and
boundary geometry of the fragments was monitored in great detail.
The stick spectra of G and HG flakes are depicted in Figure 4.7 and Figure 4.8,
respectively. A clear distinction is observed in the spectral trends as the 13C sig-
nals converge towards smaller chemical shift values for the G flakes as the system
size increases, exactly opposite to the behavior of the HG and FG flakes (the latter
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shown in Paper III). Hence, there are opposite spectral characteristics of sp2 and
sp3 -hybridized regions of graphenic materials. The signals from the perimeter of
the fragments appear at larger chemical shift for G and smaller one for HG and FG
fragments, as the system size increases upon the addition of hexagonal carbon layers.
The diameter of the GQDs and the total width of the spectrum were found to be
linearly correlated for the zigzag–edge systems, as shown in Figure 4.9.
The spectral patterns were found to be different for the crenellated systems due
to the distinct behavior of some of the perimeter nuclei, for which signals appear, in
mcrenG systems, at still small chemical shifts as compared to signals from the inner
carbon atoms. In the case of crenellated HG and FG systems, this unusual behavior is
observed with the corresponding, particular signals appearing at large chemical shifts.
Figure 4.7: Calculated (B3LYP/co/NMR-r) 13C NMR chemical shift stick spectra for finite
graphene fragments of increasing size with zigzag boundary (Gn, n = 1−6). The zero of the
chemical shift scale has been chosen at the signal of G1 (benzene).
Qualitative analysis of the spectral trends was performed in terms of the coupling
of the electronic ground state of the flakes to the magnetically allowed excited states
via the hyperfine operators, particularly the PSO operator with its strongly local-
ized character to the close vicinity of the nucleus in question. As opposite to the
diamagnetic shielding contribution, the paramagnetic nuclear shielding increases the
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Figure 4.8: Calculated (B3LYP/co/NMR-r) 13C NMR chemical shift stick spectra for finite
graphane fragments of increasing size with zigzag boundary (HGn, n = 1−5). The origin of
the chemical shift scale is chosen to be at G1.
(a) (b) (c)
Figure 4.9: Correlation between the calculated (B3LYP/co/NMR-r) total width of the 13C
NMR spectrum of finite (a) graphene (Gn), (b) graphane (HGn), and (c) fluorographene
(FGn) fragments of zigzag boundary and the size of the systems (n = 2− 6).
chemical shift (diminishes the shielding). It was pointed out in Paper III that the
tendency towards smaller chemical shifts at larger Gn system sizes is due to a weak
coupling to the excited states, which causes the nuclei in the central region to become
more shielded. In contrast, the coupling remains strong for the HG and FG systems,
thus large chemical shift values are obtained for the central nuclei of these fragments.
The interpretation of the trends was supported by a number of excited–state calcu-
lations to illustrate the localization of the magnetically relevant, low-lying excited
states. Figure 4.10 shows an example where the amplitude of a relevant excited state
is weak in the central region of G2, whereas an excitation takes place at the center for
HG2. The results obtained in this paper should be importance for the experimental
activity focusing on the characterization and synthesis of GQDs.
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Figure 4.10: Calculated difference electron density (a) between the ground state and the
second excited state in the E1g irrep (irreducible representation of the group, in which h
PSO
x
and hPSOy operate in the full D6h point group) for G2 and (b) between the ground state and
the first excited state in the Eg irrep (where h
PSO
x and h
PSO
y operate in the full D3h point
group) for HG2.
4.4 Paper IV - Solvation effects on NMR chemical
shifts
In the calculations of NMR parameters such as chemical shifts, which are sensitive
to molecular structure and environment, it is important to extend the theoretical
models beyond the in vacuo geometry. In order to monitor the influence of the struc-
tural and environmental effects on chemical shifts, reliable theoretical models are
necessary. In particular, including the solvent effects is crucial to obtain a realistic
computational representation of the experimental conditions that prevail in the solu-
tion. However, understanding the mechanisms of solvent-induced effects on molecular
properties (including NMR chemical shifts) is challenging. The interactions with the
solvent molecules give rise to changes in the molecular structure of the solute. Both
the so–called direct and indirect interaction effects, regarding the alteration of the
molecular electronic structure at a fixed geometry, as well as changes due to the alter-
ation of the atomic coordinates of the solute, respectively, give contributions to NMR
solvent shifts [93].
Theoretical models such as PCM [38] and COSMO [39], which use an implicit sol-
vent, are not able to capture the solvent-induced effects on NMR properties efficiently.
These models, in which the solvent molecules are modeled as a dielectric continuum,
do not allow accounting for the effect of magnetically induced currents in the solvent
molecules, nor a detailed analysis of the changes, such as due to hydrogen bonding,
in the molecular electronic structure of the solute. Quantum–chemical calculations
using explicit solvent molecules, in combination with MD simulations, are needed for
an adequate description of solvent–altered NMR chemical shifts [94,95]. The superior-
ity of these methods in the calculations of NMR parameters has been discussed [96,97].
In Paper VI, we reported the NMR 13C solvation shifts of nine candidate antenna
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molecules that are planned to be used in dye-sensitized solar cells [98]. The calcu-
lations were performed both in vacuo and by employing a dynamic solvation model
where the antenna molecules are surrounded by explicit acetonitrile solvent in a 3.5
A˚ thick shell, in which all the solvent molecules are included that have any atom
closer than 3.5 A˚ to any atom of the solute. In this dynamic model, individual NMR
calculations were performed using B3LYP for a number of snapshots sampled from
MD simulation trajectories. The final results were obtained by statistical averaging of
the calculated nuclear shieldings over the snapshot calculations. The choice of basis
set was restricted to def2-SVP [61] as a consequence of having to average over a large
number of MD snapshots, to obtain statistically reliable results.
In Figure 4.11, the calculated chemical shifts of perylene are given as Lorentzian-
broadened chemical shift spectra using color-coding based on the sign and magnitude
of the solvation effect on signals, as compared to the in vacuo situation. It shows an
increase, represented with blue signals, of the chemical shifts of the solvent-accessible
outer–region nuclei of the solute. The red signals from the “inside” nuclei react, on
the other hand, in the opposite way to solvation.
Figure 4.11: Calculated chemical shift stick spectra of perylene as well as its color–coded
structure. The chemical shifts of the equivalent nuclei are averaged over and reported as a
group result. The color coding both in the stick spectra and the structure represents the
changes of the chemical shifts upon solvation. The red-white-blue scale indicates a decrease
(red) and an increase (blue) of the chemical shifts, when changing from the in vacuo model
to the averaged, explicitly solvated calculations.
A qualitative analysis of solvation effects was discussed in Paper IV, focusing on
two contributions [99]. The effect of the anisotropy of the solvent susceptibility was
found to be fairly small and constant. The direct effect of solvation onto the electronic
structure of the solute, represented in the total DOS, Figure 4.12(b), reveals that both
the HOMO–LUMO gap and the valence excitation energies decrease upon solvation.
This effect is also observed in the magnetic absorption spectra, Figure 4.12(a), in
which the calculated excitation energies are represented as sticks, with intensities
taken from the square of the magnetic dipole transition moment µ0m ∝ 〈0|hOZ|m〉.
Magnetic transitions via the OZ operator are involved in paramagnetic nuclear shield-
ing. Besides the lowering of the excited–state energies, localization of the magnetically
accessible excited states should be considered due to the pronouncedly local character
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of the PSO operator, hPSOτ that couples these excited states back to the ground state,
similarly to the case in Paper III. It is observed (Fig. 9 in Paper IV) that the weight
of the excited states relevant for magnetic transitions moves from the center of the
solute to its perimeter region, upon solvation. Therefore, the matrix elements of the
PSO operator, 〈m|hPSO|0〉, contribute in a major way to the chemical shifts of the
perimeter nuclei, thus blue signals are observed for them. In contrast, the central
nuclei become more shielded as a response to solvation, due to the weak coupling to
the excited states via the PSO operator. Hence, a decrease in the chemical shifts
(with red signals) is observed near the center of the solute.
Figure 4.12: (a) Magnetic absorption spectra based on calculations of the squared magnetic
dipole transition moment µ20m = µ
2
0m,x+µ
2
0m,y+µ
2
0m,z between the ground and excited states
of perylene, in the in vacuo and three explicitly solvated, low–energy, molecular dynamics
snapshots (snapshots 103, 457 and 735). (b) Calculated density-of-states diagram for pery-
lene in vacuo and in the three explicitly solvated molecular dynamics snapshot structures.
Data obtained with B3LYP/def2-SVP.
The chemical shift trends of other, larger, antennas were investigated in Paper IV
based on the analysis performed for perylene. Further studies on properties such
as optical absorption and magnetically induced currents of the perylenic antenna
molecules in solution, are encouraged by this work.
5 Conclusions
Magnetic response properties such as magnetically induced ring currents, the ESR
g-tensor, ESR hyperfine coupling tensor, and NMR chemical shifts were calculated
for a wide range of systems, thieno-bridged porphyrins, the solid–state semiconduct-
ing tin dioxide, graphene nanoflakes, and various dye molecules. The changes in the
local molecular structure as well as the intermolecular environment influence these
parameters. Theoretical predictions of magnetic resonance properties provide valu-
able information on the dependence of these properties on the structural features.
Magnetically induced currents and pathways can be affected by changes such as
the direction of the bond or the substitution of an ion in the molecular system. Using
the GIMIC method, magnetically induced current strengths and pathways that pro-
vide information of the mechanisms behind molecular aromaticity, are obtained. In
Paper I, the influence of the direction of the thiophene ring and the insertion of the
Zn2+ ion into the molecules on the aromatic character on 2-3- and 3-4–thieno-bridged
porphyrins were studied. Both of these systems are found to be globally aromatic
and sustain a diatropic current cycling around the porphyrin macroring. The change
in the direction of the thiophene ring did not influence the overall aromatic character
of these systems but affects the overall ring current strength. It was shown that the
large bond–length alteration in the five–membered subring between the thiophene
and porphyrin rings caused the difference in the ring current strengths of 2-3- and
3-4–thieno-bridged porphyrins. Futhermore, it was shown that the insertion of the
Zn2+ ion into the 2-3- and 3-4–thieno–bridged porphyrins does not lead to remarkable
changes on current strength and pathways and, thus, the aromatic character.
The defects in solid–state semiconducting materials play an important role in
defining many characteristics of the materials. ESR can be used to study electron-
ically open–shell defects. In Paper II, finite cluster models of bulk SnO2 as well as
its V 0O and V
+
O defects were constructed. These clusters were embedded using either
hydrogen termination or electrostatic embedding. The ESR properties, g–tensor and
the hyperfine coupling tensor A (of the nuclei from the region around the vacancy in
the V +O model) were calculated for SnO2. Further attention was given to the energetic
properties of SnO2. A good agreement was obtained with one of the experimentally
assigned ESR signals, suggesting the existence of the V +O defect, even though it is
claimed elsewhere to be thermodynamically unstable. The size of the finite clusters
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used was found to be important for the energetic properties.
NMR is an important experimental method that is used as a molecular charac-
terization tool. NMR calculations provide detailed structural information that can
assist the synthesis and classification of graphene and graphene–like materials. The
spectral features obtained by theoretical predictions of NMR chemical shifts reveals
information on the size and the boundary geometry of finite–size graphenic fragments.
Increasing–size G, HG, and FG flakes were studied in Paper III. Besides the zigzag
edge, the armchair boundary geometry was also investigated by NMR chemical shift
calculations. Opposing spectral features of G flakes were reported, as compared to
the corresponding HG/FG systems. The observed spectral trends show a clear dis-
tinction regarding the size and boundary geometry of graphene flakes. The distinct
trends are explained by a qualitative analysis of coupling of the ground state to the
relevant excited states.
As well as the local structure, NMR parameters are also sensitive to the environ-
ment of the molecule. Dynamic simulation techniques are required in order to take
into account the environmental influences on the NMR chemical shifts in a realistic
way. Nine different dye molecules were subjected to NMR calculations in Paper IV,
in which molecular dynamics simulations were used to model solvation effects. In the
comparison between in vacuo and dynamically solvation models, it was found that the
nuclei that belong to different regions of the systems respond to solvation differently,
by increasing or decreasing the chemical shift values upon solvation. The chemical
shifts of solvent–accessible perimeter nuclei increase as opposed to the “inside” nuclei.
The magnetically relevant, low-lying excited states were used to explain the solvent–
induced chemical shifts similarly as in Paper III. The weight of these excited states
were found to move towards the perimeter upon solvation causing these nuclei to be
more shielded as compared to the central region nuclei.
The aim of this thesis is to investigate the structural effects on NMR and ESR
properties as well as magnetically induced ring currents on very different molecular
systems used in a broad range of applications such as in electronics, optics, material
science, etc. Realistic, well–designed models with strong quantum chemical founda-
tions are needed to perform this type of calculations, which offer great detail and
an explicit evaluation of structural features. It is shown that calculations of these
demanding parameters are feasible with presently available, modern theoretical and
computational methods. However, the calculations performed on large systems are
pushing the limits of computational resources and proving the need for the develop-
ment in the theory of magnetic resonance parameters as well as quantum chemistry.
The provided computational data should be important in numerous subfields of molec-
ular and material science.
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