Abstract Based on the needs of convergence proofs of preconditioned proximal point methods, we introduce notions of partial strong submonotonicity and partial (metric) subregularity of set-valued maps. We study relationships between these two concepts, neither of which is generally weaker or stronger than the other one. For our algorithmic purposes, the novel submonotonicity turns out to be easier to employ than more conventional error bounds obtained from subregularity. Using strong submonotonicity, we demonstrate the linear convergence of the Primal-Dual Hybrid Gradient Method (Modi ed) to some strictly complementary solutions of example problems from image processing and data science. This is without the conventional assumption that all the objective functions of the involved saddle point problem are strongly convex.
In Section and in the examples of Section , we will study this kind of correspondences between partial metric subregularity, and partial strong submonotonicity.
Some weaker and partial concepts of regularity have also been considered in the literature. Of particular note is the directional metric subregularity of [ ]. The idea here is to study necessary optimality conditions by only requiring metric regularity or subregularity to critical directions instead of all directions. A somewhat similar idea is considered in [ ]. We, by contrast, are interested in regularity on entire subspaces where our objective functions behave better than globally. A form of directional metric subregularity more closely resembling our partial subregularity has been studied in [ , ] . This notion models directionality with subsets, while ours uses operators. Moreover, through the use of three rather than two operators, our de nitions in Section split the partiality or directionality on two sides of the de ning inequality. As we show in Section , this yields a somewhat weaker property, su cient for our needs.
Related to our objectives, partial calmness of bi-level programs with respect to perturbations of only certain optimality criteria have been studied in [ ], see also [ ]. We have also ourselves studied partial strong convexity in [ , ] for the acceleration of optimisation methods on subspaces of strong convexity. Moving from subspaces to manifolds, [ , ] apply smoothness restricted to submanifolds to prove local linear convergence of optimisation algorithms to such submanifolds.
More generally, local linear convergence can be derived from error bounds, rst introduced in [ ] for matrix splitting problems, and studied for other methods including the ADMM and the proximal point method, among others in [ , , , ] . An alternative approach to the proximal point method is taken in [ ] based on Lyusternik-Graves style estimates, while [ ] presents an approach based on metric regularity to Newton's method for variational inclusions. In [ ] a uni ed approach to error bounds for generic smooth constrained problems is introduced. In Section we will do something roughly similar, but for non-smooth optimisation. Robinson stability [ , ] can also be seen as a stronger parametric version of error bounds, useful in the study of sensitivity of solution mappings. In this work, we are primarily interested in the application of our regularity criteria to the convergence of optimisation methods.
Let X and Y be Hilbert spaces. We use Γ(X ) to denote the space of convex, proper, lower semicontinuous functions from X to the extended reals R := [−∞, ∞], and L(X ; Y ) to denote the space of bounded linear operators between X and Y . We denote the identity operator by I .
For T , S ∈ L(X ; X ), we write T ≥ S when T − S is positive semide nite. Also for possibly non-self-adjoint T ∈ L(X ; X ), we introduce the inner product and norm-like notations ( . ) x, z T := T x, z , and x T := x, x T .
For a set A ⊂ X , we then de ne the distance dist T (z, A) := inf
We denote the indicator function of a set A ⊂ X by δ A , and write A ≥ if every element t ∈ A satis es t ≥ . Also, we write A, x = { y, x | y ∈ A} whenever x ∈ X , so that the inequality A, x ≥ means y, x ≥ for all y ∈ A.
Finally, we write B(x, α) for the open ball of radius α around x in R n .
We want to solve the variational inclusion ∈ H ( u), where H : U ⇒ U is a set-valued map on a Hilbert space U . Following [ ], our strategy towards nding a solution u is to introduce an arbitrary single-valued, non-linear, iteration-dependent preconditioner V i+ : U → U and a step length operator W i+ ∈ L(U ; U ). With these, we de ne the generalised proximal point method, which on each iteration i ∈ N solves for u i+ from
We assume that V i+ splits into M i+ ∈ L(U ; U ), and V i+ : U → U as
For simplicity of notation we state many of our results also for more general H i+ (u) and the algorithm de ned by
In the typical case then
The next result modi es [ , Theorem . ] to replace u − u Z i + M i + for a xed u ∈ H − ( ) by the distance dist Z i + M i + (u; H − ( )) to the solution set. Note that the basic theorem does not directly require any relationship between H and H i+ ; this will come indirectly through (CI ∼ ) being satis ed, which will be a topic of our study starting from Section . . Theorem . . Let H : U ⇒ U on a Hilbert space U , and suppose H − ( ) is non-empty. Also let
Proof. Let u * ∈ H − ( ) be arbitrary. Inserting (PP ∼ ) into (CI ∼ ), we obtain
We recall for general self-adjoint M the three-point formula
Using this with M = Z i+ M i+ , we rewrite ( . ) as
Summing over i = , . . . , N − , we obtain the claim.
In the present work, we concentrate on Z i+ M i+ ≥ growing fast enough that we can obtain convergence rates from (DI). If such growth is not present, then under some technical assumptions, it is still possible to obtain weak convergence. Since this is not our focus, we merely refer to [ ] for arguments applicable when dist
. Suppose for some Ξ i+ ∈ L(U ; U ) we have strong monotonicity of the form
Consider H i+ (u) := W i+ H (u). Then by taking u = u * ∈ H − ( ) in ( . ), we see (CI ∼ ) to hold if
Example . (Linear convergence rate). Suppose M i+ = I , Z i+ = ϕ i+ I , and Ξ i+ = γ for some ϕ i+ > and γ > . Then ( . ) holds with
In other words, we obtain from (DI, p. ) linear convergence of dist (u N ; H − ( )) to zero.
In (CI ∼ , p. ) we can x u = u, so do not need the full power of monotonicity of the form ( . ). Indeed, we are led to thinking we can take the in mum over u ∈ H − ( ). However, we have to be careful to keep this minimisation compatible with dist Z i + M i + (u i+ ; H − ( )). We therefore introduce the following concept.
Remark . (Submonotonicity from monotonicity). (Ξ, M, N )-partial strong submonotonicity for any M ≥ is implied by
Remark . (Limited dependence on base point). Submonotonicity only depends on u through U.
Remark . (Scaling invariance).
For any factor α > , (Ξ, N , M)-partial strong submonotonicity is equivalent to (αΞ, α N , αM)-partial strongly submonotonicity
Returning to the preconditioned proximal point method (PP, p. ), the next result shows how Z i+ M i+ can be made to grow based on partial strong submonotonicity, and therefore how this can help us obtain convergence rates.
Corollary . . On a Hilbert space U , let H :
-partially strongly submonotone at some ( u, ) ∈ Graph H , and
for some ∆ i+ ∈ R for all i ∈ N and u * ∈ H − ( ), then (DI, p. ) holds provided {u i } N i= ⊂ U for the neighbourhood U of partial strong submonotonicity.
Proof. By the assumed partial strong submonotonicity, for all u * ∈ H − ( ) holds
Summing this with (CI-M), and taking the in mum over u * ∈ H − ( ), we obtain (CI ∼ ). Then we just apply Theorem . .
Example . (Basic proximal point method, submonotonicity). Suppose for some τ > and ξ ≥ that H is (ξ I , τ I, ( + ξ )I )-partially strongly submonotone at ( u, ) ∈ Graph H . This is to say inf
Take M i+ := I , V i+ = , as well as W i+ := τ I . Then (PP, p. ) describes the basic proximal
Veri cation. We take
Since ϕ i+ := ϕ i ( + ξ ), by our de nitions of Z i+ , M i+ , and W i+ , we obtain the required
The next lemma demonstrates why we keep V i+ in (CI-M). We refer to [ ] for more details and examples of this kind.
convex. With everything else as in Example . , take
As long as Lτ ≤ , the convergence results of Example . apply.
Veri cation. By L-smoothness and Cauchy's inequality, we know that [?, see, e.g.,] ( . )]tuomovproxtest
. We now study an approach alternative to submonotonicity: the error bounds that we discussed in the introduction. Their essence is to prove for some κ > that
One can see how this would improve (CI ∼ , p. ) by allowing Z i+ M i+ to grow faster. However, we generally cannot x u, so would take the in mum over u ∈ H − ( ) above. In our case we also have to observe the changing metrics, and instead assume for some δ ∈ [ , ] and P i+ ∈ L(U ; U ) with Z i+ M i+ ≥ Z i+ P i+ the partial error bound
Corollary . . On a Hilbert space U , let H i+ : U ⇒ U , and 
for some ∆ i+ ∈ R for all i ∈ N and u * ∈ H − ( ), then (DI, p. ) holds.
Proof. By (CI-PEB) for all u * ∈ H − ( ) holds
Summing this with (CI-PEB), and taking the in mum over u * ∈ H − ( ), we obtain (CI ∼ , p. ). Then we just apply Theorem . .
.
An essential ingredient in proving the basic error bound (EB) is the metric subregularity of H at u for w = : the existence of a neighbourhood U u and κ > such that
We refer to [ , , , , ] for more on error bounds and metric subregularity. We need a partial version.
Definition . . Let U ,W be Hilbert spaces. Also let M, P ∈ L(U ; U ) and N ∈ L(W ;W ) with N ≥ , M ≥ , and M ≥ P. We say say that T : U ⇒ W is (P, N , M)-partially subregular at ( u, w) ∈ GraphT if there exists a neighbourhood U u such that
Lemma . . Suppose Z i+ M i+ ≥ is self-adjoint and positive de nite. Then
we therefore obtain
By our assumptions Z i+ M i+ is invertible. Therefore we can solve
This immediately yields the claim.
As a consequence, for the linearly preconditioned case H i+ = W i+ H , i.e., V i+ = , we obtain:
Proposition . . Suppose Z i+ M i+ is self-adjoint and positive de nite, and
Example . (Basic proximal point method, subregularity). Suppose for some τ > , π ≥ , and δ ∈ [ , ] that H is (πI, δτ I , ( + π )I )-partially subregular at ( u, ) ∈ Graph H , and
The former is to say,
Then the basic proximal point method
Veri cation. We take P i+ := πI , and
presently equals δτ ϕ i . By invariance by scaling by ϕ i (cf. Example . and Remark . ) we thus verify that (πI, δτ I, ( + π )I )-partial subregularity with the present de nitions yields the subregularity demanded by Proposition . . Thus (CI-PEB) holds with ∆ i+ ≡ . Consequently we obtain the claim from Corollary . .
In Example . we needed a monotonicity property from H to eliminate it from (CI-PEB). We can also combine submonotonicity with subregularity. This is done in the following result, which we state without proof, as the proof is a mere "convex combination" by θ of the proofs of Corollaries . and . together with a θ -weighted version of Proposition . .
Corollary . . On a Hilbert space
Take V i+ = , and suppose H − ( ) is non-empty and that (PP, p. ) is solvable for the iterates
, and let
-partially subregular at some ( u, ) ∈ Graph H , and
for some ∆ i+ ∈ R for all i ∈ N and u * ∈ H − ( ), then (DI, p. ) holds provided {u i } N i= ⊂ U for a combined neighbourhood U of partial strong submonotonicity and partial subregularity.
Having introduced the distinct concepts of partial strong submonotonicity and partial subregularity motivated by algorithmic needs, we now study some basic theoretical relationships between these concepts. We start with some general properties of submonotonicity and subregularity. We then move to relationships between submonotonicity and subregularity in general and special cases. Afterwards, in Section , we provide some examples and counterexamples. Throughout, we assume that U and W are Hilbert spaces.
. We start with a projection condition needed to transform partial subregularity and submonotonicity with respect to one set of linear operators to another.
Definition . . For linear operators M, M ∈ L(U ; U ), a set A ⊂ U , and a point u ∈ A, we write (M, M ) ∈ P(A, u) if there exists a neighbourhood U u such that each point u ∈ U has a common projection u * to the set A with respect to the norms · M and · M .
Example . (Unique primal solution).
Suppose we can write u = (x, y), such as when x and y are primal and dual variables. Take Ξ :
With this, we have the following implication from strong submonotonicity to partial strong submonotonicity.
IfT − ( w) = { u} is a singleton, these two properties are equivalent (and (Ξ, M −Ξ) ∈ P(T − ( w), u) holds).
Proof. The condition (PSM, p. ) for (N , Ξ)-strong submonotonicity reads ( . ) inf
Adding dist M −Ξ (u,T − ( w)) on both sides of ( . ), we therefore obtain
for u ∈ U and w ∈ T (u). Using inf + inf ≤ inf on the left hand side, we obtain (PSM) for
, and we can remove all the in ma in (PSM). As we may then freely combine the distances become norms, the converse claim clearly holds.
If T − ( w) is not a singleton, we will later in Example . see that the converse implication of Proposition . does not always hold even in the simple situation of the next corollary.
Then (N , γ M)-strong submonotonicity at ( u, w) ∈ GraphT implies (γ M, N , M)-partial strong submonotonicity at the same point.
If T − ( w) = { u} is a singleton, these two properties are equivalent.
Proof.
.
The analogues of Proposition . and Corollary . hold for subregularity with virtually identical proofs.
The next lemma helps scale some of the factors of partial subregularity in more general cases.
Lemma . . Let T : U ⇒ U , and P, N , M ∈ L(U ; U ) with M ≥ , and M ≥ P. Also pick α ≥ , and, if α ∈ ( , ), suppose that (
In particular, if (M, M − max{α, }P) ∈ P(T − ( w), u), then the relationship is "if and only if".
After multiplying by α − , we rearrange this as
If α < , we now let u * be the common projection of u to the closed set T − ( w) in the norms · M and · M −P . Otherwise, if α ≥ , we just take the in mum over u * ∈ T − ( w) on both sides. This proves (P, N , M)-partial subregularity.
For the converse implication, we have to prove the relationship in the other direction. This amounts to applying the rst claim with α replaced by α − to (P , N , M) = (αP, α N , M). If α ∈ ( , ], the projection condition is not required in this direction as α − ≥ ; if α > then we need the projection to be the same with respect to M and M − P = M − αP. This gives the projection condition in the converse claim.
Finally, the "if and only if" claim just combines the two implications.
Remark . . In all of the results in Sections . and . , it would be possible relax (M, M ) ∈ P(T − ( w), u) to assuming that for each ϵ > and u ∈ U there exists u * ∈ T − ( w) with u−u
The following lemmas generalise [ , Theorem . ] from convex subdi erentials to general set-valued maps and partial subregularity.
Lemma . . With U and W Hilbert spaces, let T : U ⇒ U , and Ξ, N , M ∈ L(U ; U ) with M ≥ . Pick α > . Suppose the following structural conditions hold: Proof. By partial strong submonotonicity, for some neighbourhood U of u, for all u * ∈ T − ( w), u ∈ U, and w ∈ T (u) holds
By Cauchy's inequality and (i), for any α > therefore
Since Ξ−A * A/( α) = αΞ α , and M ≥ αΞ α by (ii), we obtain (αΞ α , αB * B, M)-partial subregularity after taking the in mum over u * ∈ T − ( w) and w ∈ T (u). By (ii) also M ≥ Ξ α . Minding (iii), we may therefore apply Lemma . , which yields the claimed (Ξ α , B * B, M)-partial subregularity.
For the converse relationship, we essentially have to assume that T is a convex subdi erential.
, and ( u, w) ∈ GraphT . We say that G :
In the next result, we stress that U is open, as otherwise in the present work, we do not strictly require this, and U could indeed be any subset of U .
Lemma . . Let T : U ⇒ U have closed values, and Ξ, N , M, P ∈ L(U ; U ) with M ≥ , and M ≥ P. Suppose the following structural conditions hold:
(ii) A is invertible with M ≤ mA * A for some m > .
(iii) T admits for some Γ ∈ L(U ; U ) an (N , Γ)-gap function G at w.
(iv) M − Ξ + Γ is self-adjoint and positive semi-de nite.
Then T is (Ξ, N , M)-partially strongly submonotone at ( u, w) ∈ GraphT provided it is (P, B * B, M)-partially subregular at this point. In both properties, we require the neighbourhood U to be open.
We may replace (vi) and (P, B * B, M)-partial subregularity by (αP, αB * B, M)-partial subregularity.
Remark . . The condition (v) typically forces P > , so we require "full" subregularity in the sense that no subspace can be omitted by P. Together with the condition M ≥ P, it may happen that only M = P is possible.
The proof follows ideas from [ , ] , adding the necessary extra work for partial regularity.
Proof. Suppose, to reach a contradiction, that the claimed partial strong submonotonicity does not hold in any neighbourhood of u. Then for any r > , we can nd some u * ∈ T − ( w) and
This implies
Thus f ≥ and f (u ) ≤ f ( u) + ϵ. By Ekeland's variational principle [ ], given λ > (to be speci ed later), there now exits λ ∈ U with
. Thus λ is a minimiser of the convex function x → f (x) + (ϵ/λ) x − λ M . The necessary rst-order optimality conditions therefore state
Since N = A * B, using (ii) we obtain
If T is (P, B * B, M)-partially subregular at ( u, w) ∈ GraphT , we obtain (αP, αB * B, M)-partial subregularity by (vi) and Lemma . . Using (αP, αB * B, M)-partial subregularity we then have
provided λ ∈ U for U the neighbourhood of partial subregularity. We may without loss of generality assume that U = B M ( u, R) for some R > . Recalling the de nition of ϵ in ( . ), using (iv) and Cauchy's inequality, we estimate
Further using ( . a), ( . ) and ( . ), and (v), we obtain
By ( . ) and f ≥ , necessarily ϵ > . Choosing λ := √ mαθ − ϵ for some θ > , ( . ) therefore shows
We recall that for ( . ) to hold we still need to ensure λ ∈ U = B( u, R). By ( . ) and ( . a), we have
Since r > was arbitrary, it su ces to ensure λ < R. This will hold and we will contradict ( . ) if we choose θ to satisfy ( . ) − √ − αm < θ < + √ − αm, and mαϵ < θR .
The expression under the square root is positive by (v). Therefore the rst part of of ( . ) holds for some θ > . From the rst line of ( . ), we have ϵ ≤ u − u M ≤ r . Therefore, the second part of ( . ) can also be made to hold by taking r > small enough. This gives the desired contradiction.
. We now specialise the implications above to some simple cases. Consider M = I and Ξ a projection to a subspace. If T is (Ξ, κM, M)-partially strongly submonotone, the next proposition yields ( Ξ − M, κ M, M)-partial subregularity, which reads
If u ∈ T − ( w) were unique, this would be the same as
This is much weaker than (Ξ, κ M, M)-partially subregularity, for which (PSR, p. ) in the case of unique u would read
In other words, subregularity comes from submonotonicity is only through the distance on the orthogonal subspace being able to bound the distance of u to T − ( w) on the subspace corresponding to Ξ. Of course, if Ξ = M, things work out as desired.
In the converse direction, subregularity establishes partial strong submonotonicity on any subspace modelled by the projection Ξ. Minding the condition Lemma . (v), it seems di cult to achieve any partially strong submonotonicity from only partial subregularity without using Γ from the gap function de nition. Proof. For the 'non-converse' claim, we use Lemma . with A = M / and B = (κM) / . Taking α − = , we have Ξ α = Ξ − A * A = Ξ − M. For condition (ii) we then need our assumption Ξ ≤ M. Since α ∈ ( , ), for (iii) we need (M, M − Ξ α ) ∈ P(T − ( w), u), which follows from us assuming (M, M − Ξ) ∈ P(T − ( w), u). Since B * B = κM, we see from the lemma that (Ξ, κM, M)-submonotonicity implies ( Ξ − M, κ M, M)-partial subregularity.
For the 'converse' claim, we use Lemma . , where (i) and (ii) with m = c − κ − and A = (cκM) / , and B = (c − κM) / are easily veri ed for any c > . By assumption M − Ξ + Γ is self-adjoint and positive semi-de nite, so (iv) holds. For (v) we then require α ≤ cκ/ and M ≤ αP. We also need P ≤ M. We can take P = M and α = if we take c > κ − . Then B * B = ρM for ρ = κc − > (κ/ ) . With these choices α ≤ , so condition (iii) also holds. Now Lemma . shows that (M, ρM, M) subregularity implies (Ξ, κM, M)-submonotonicity.
The following generalises [ , Theorem . ] from the setting of convex functions. Because we formulate subregularity using squared norms, the conversion also squares κ.
Corollary . . Let T : U ⇒ U have closed values, and M ∈ L(U ; U ) be positive de nite and self-adjoint. Let ( u, w) ∈ GraphT , and κ > .
Then T is (κ M, M)-subregular if it is (κM, M)-strongly submonotone. Conversely, ifT also admits an (M, )-gap function at w, then T is (κM, M)-strongly submonotone if it is (ρM, M)-subregular for some ρ > (κ/ ) in an open neighbourhood U u.
Proof. We apply Proposition . with Ξ = M and Γ = . Clearly M ≥ Ξ, (M, M − Ξ) ∈ P(T − ( w), u), and M − Ξ + Γ is self-adjoint and positive semi-de nite.
Corollary . . Let f ∈ Γ(U ), and M ∈ L(U ; U ) be positive de nite and self-adjoint. Let ( u, w) ∈ Graph ∂ f , and κ > .
Then ∂ f is (κ I , I )-subregular if it is (κI , I )-strongly submonotone.
Proof. Since f is convex, ∂ f admits the (I , )-gap function G(u; u * ) := f (u) − f (u * ). Now we use Corollary . with M = I .
Remark . . Each of the results in this section easily extends to submonotonicity of the form (Ξ, κN , M) for N = M / B, and some κ > , B, Ξ ∈ L(U ; U ) if the corresponding subregularity is of the form (P, κ B * B, M) for some P and κ > . Now look at a few examples of existence and failure of submonotonicity and subregularity, as well as their basic algorithmic implications. In Section we look at more involved examples regarding saddle point problems. Those examples will rely on our analysis of some fundamental convex functions in Section . .
.
We rst consider examples based on distance maps. For a closed set C ⊂ R m , we denote by P C : R m ⇒ C the Euclidean projection to C, that is
We also de ne f C (u) := inf u ∈C u − u * as well as
. Observe that w ∈ T − (u) if and only if w = u − u * * for some u * * ∈ P C (u). Therefore, T C is (γ I, I, I )-partially strongly submonotone at u ∈ C for w = , i.e. satis es (PSM, p. ), if and only if there exits a neighbourhood U of u such that for all u ∈ U and u * * ∈ P C (u) holds ( . ) inf
Consider then (γ I, I , I )-partial subregularity of T C at u ∈ C for w = . Since M = I and M − Ξ = ( − γ )I are proportional, we combine the corresponding distances in (PSR, p. ) into a single dist γ I (u,T − ( w). Therefore, we obtain the condition
This clearly always holds for γ ∈ [ , ], so T C is always (γ , I, I, I )-partially subregular. Also, if C is convex, is is easy to see that strong submonotonicity holds for such γ . The next examples therefore take a look at submonotonicity without the presence of convexity.
Example . (Partial strong submonotonicity without convexity). On U = R, let C = {− , }.
We have plotted the corresponding function f C in Figure a . Then T C is is (γ I , I, I )-partially strongly submonotone at ( u, w) = ( , ) ∈ GraphT for γ ∈ ( , ), but not γ = .
Clearly u * = poses no di culty for any γ ∈ [ , ] . Taking u * = − we need
This cannot hold for γ = in any open neighbourhood U of u = , as taking u ∈ ( , ) the left hand side is negative. Using Cauchy's inequality we however see the condition to hold if for some α > holds
Taking γ ∈ ( , ), α > /( − γ ), and a correspondingly small neighbourhood U around u = , we observe strong submonotonicity of T C at ( , ) with γ ∈ ( , ).
We recall from Corollary . that (I, γ I )-strong submonotonicity implies (γ I, I, I )-partial strong submonotonicity. Moreover, these two are equivalent if T − ( w) = { u} is a singleton. The next example demonstrates that this is not true if T − ( w) is not a singleton, so partial strong submonotonicity is a weaker property than the corresponding strong submonotonicity even when Ξ is proportional to M = I and not, say, a projection to a subspace.
Example . (Failure of strong submonotonicity) . The map T C from Example . is not (I, γ I )-strong submonotone, i.e., (γ I , I , γ I )-partially strongly submonotone.
Veri cation. Following the derivation of ( . ), we can write (PSM, p. ) for this as
For the setting of Example . with u * * = this becomes Clearly u * = poses no di culties with γ ∈ [ , ]. However, no γ ≥ can satisfy u * = − with u ∈ ( , ). Therefore the (γ I, I , I )-partially strongly submonotone function T C is not (I, γ I )-strongly submonotone.
Partial strong submonotonicity, however, fails to hold for a "limiting" version of the function in Examples . and . .
Example . (Failure of partial strong submonotonicity). On U = R, let C := { } ∪ −N . We plot the corresponding function f C in Figure b . Then T C is not (γ I , I, I )-partially strongly submonotone at ( u, w) = ( , ) ∈ GraphT C for any γ ≥ .
Let us take j = k − . Then u − −j = −(u − −k ). Consequently we need −γ (u − −k ) ≥ (u − −k ) , which cannot hold for any γ ≥ . Since k ∈ N was arbitrary, no choice of neighbourhood U can establish (γ I, I , I )-partial strong submonotonicity.
The next example demonstrates the word "partial" in the de nitions.
Example . (Varying behaviour along subspaces).
With u = (x, y) ∈ R and µ > , let Figure . This T is (Ξ, I, I )-partially strongly submonotone for Ξ = diag(ξ , ) and any ξ ∈ [ , ].
This is illustrated in

Figure :
The function f from Example . with some level lines plotted. The function is submonotone at any ( x, ) ∈ [∂ f ] − ( ) strongly in the x direction, but non-strongly in the y direction.
Veri cation. We can write T (u) = {(w(x), (y))} for (y) := y + yx , and w(
The map is partially strongly submonotone with M = N = I and
(x − x * * ) , and ( . a)
Let us rst consider ( . a). If |x | ≤ µ, clearly x * = x * * = x are the minimisers, and any ξ ≤ works. Otherwise, if x > µ, also x > x * . So clearly both sides of the inequality have the same minimiser x * = x * * = µ. With w(x) = xy + ≥ µy + ≥ , we get the condition (x − µ) ≥ ξ (x − µ) . We can take any ξ ≤ for a suitably small neighbourhood X of x.
Let us then consider ( . b), which holds for y = , and simpli es for y > to ( y +x )y ≥ ζ y . Clearly it is necessary to take ζ = . Then the neighbourhood of strong submonotonicity with respect to Ξ is U = X × R.
The next example demonstrates that the 'non-converse' direction of Proposition . cannot in the general case be improved to yield subregularity of similar "partiality" Ξ as the underlying submonotonicity.
Example . (Partial submonotonicity without corresponding subregularity). On R , for u = (u , u ) and some γ ∈ [ , ], let us de ne
otherwise.
Let Ξ := γ . Then T map is (Ξ, I, I )-partially strongly monotone at ( u, w) := ( , ) ∈ GraphT . However T is not (Ξ, I , I )-partially subregular.
Veri cation. Clearly T − ( ) = . With N := M := I , (PSM, p. ) expands as
This clearly holds.
Since T − ( ) = { } is a singleton, the projection condition of Proposition . clearly holds. We also have I ≥ Ξ. Referring to the proposition we therefore obtain ( Ξ − I, I, I )-partial subregularity. The condition (PSR, p. ) for this may be expanded as
This clearly holds. On the other hand (PSR) for (Ξ, I, I )-partial subregularity would require
This can be simpli ed as ( −γ )u ≥ u . Taking u = ( −γ )u , we see that the condition cannot hold for γ ∈ ( , ).
Finally, having already showed the converse, we show that subregularity is also not a weaker property than strong submonotonicity.
Example . (Subregularity without strong submonotonicity). On R , with u = (u , u ), let
Then T is (I , I , I )-partially subregular at ( u, w) = ∈ GraphT , but (Ξ, I , I )-partially strongly submonotone with Ξ ≥ for only Ξ = .
Veri cation.
It follows that T is (I , I )-submonotone at ( u, w) with U = U . Clearly however T is not (I , I )-strongly submonotone, as Ξ = M = I would turn (PSM) into the unsatis able condition
In fact, it is easy to see that we have partial strong submonotonicity with M = N = I exactly when Ξ ≤ . Since the right hand side is singular positive semi-de nite, the only "reasonable" choice Ξ ≥ is Ξ = . (In Section on saddle point problems we will, however, intentionally violate this "reasonability".)
On the other hand T (u) = u + u . From (PSR, p. ) it is therefore easy to see that T is (I , I, I )-partially subregular, i.e., (I , I )-subregular with U = U .
Example . (E ect of the neighbourhood U). In Example . , u ∈ T − ( ) corresponds to minimising u → u u + δ [ ,∞) (u) without active constraints. If we take H (u) := ∂(u → u u + δ [ ,∞) (u)) for ∂ the Clarke subdi erential [ ], it is easy with the help of Remark . to show that H continues to be (I , I )-submonotone at ( u, w) with U = U . However, if u = or u = , then inf H (u) = , so (I , I )-subregularity does not hold with U = U . Nevertheless, since H = T on U := { } ∪ ( , ∞) , it can be seen that (PSR, p. ) for (I, I )-subregularity holds in this (non-open) neighbourhood.
.
Concentrating on H from Example . , we now look at convergence rates of the basic proximal point method. We also demonstrate the use of the combined convergence result Corollary . .
Example . (Basic proximal point method, linear rates from subregularity). On U = R with u = (u , u ), let H (u) := ∂(u → u u + δ [ ,∞) (u)) with ∂ the Clarke subdi erential. Recall from Examples . and . that H is (I , I )-submonotone at ( u, w) = ( , ), but fails (Ξ, I , I )-partial strong submonotonicity for any Ξ ≥ other than Ξ = . On the other hand, the function is (I , I )-subregular, i.e., (I , I , I )-partially subregular at this point, provided we allow the non-open neighbourhood U := { } ∪ ( , ∞) .
Consider then the basic proximal point method from Examples . and . , where we take M i+ = I , Z i+ := ϕ i I , and W i+ := τ I for some ϕ i , τ > . For the present H we cannot obtain fast convergence from submonotonicity and Corollary . alone. On the other hand, we get global linear convergence from Corollary . . Veri cation. Being forced to take Ξ i+ = , Corollary . now requires ( ϕ i τ I , θϕ i+ I )-partial submonotonicity, and (ϕ i πI , δτ ϕ i I , ( − θ )ϕ i+ I )-partial subregularity for some π > such that P i+ = πI . Based on (I, I )-submonotonicity and (I, I, I )-partial subregularity, by the scaling invariance discussed in Remark . , this will hold if ( . ) ϕ i τ = θϕ i+ and ϕ i π = ( − θ )ϕ i+ = δτ ϕ i .
To satisfy (CI+, p. ) with ∆ i+ ≡ , we also enforce Z i+ (M i+ + P i+ ) ≥ Z i+ M i+ , which is to say ϕ i+ ≤ ϕ i ( + π ). Using ( . ), this becomes ϕ i+ ≤ ϕ i + ( − θ )ϕ i+ . This holds for ϕ i+ := θ − ϕ i , with which the conditions ( . ) become ϕ i τ = ϕ i , and ϕ i π = (θ − − )ϕ i = δτϕ i . This simpli es to τ = / , and π = (θ − − ) = δτ . Taking δ = , the latter forces π = / , and θ = / . Since this shows ϕ N := θ − ϕ N − = ( / ) N ϕ , we get linear convergence from (DI, p. ) provided (PP, p. ) is solvable, and {u i } ∞ i= ⊂ U. SinceT is a subdi erential of a lower semicontinuous function bounded from below, (PP) is solvable. (This would not be the case for T from Example . .) The neighbourhood U = { } ∪ ( , ∞) is, however, smaller than dom H = [ , ∞), so might not include all iterates u i . But, if u i ∈ dom H \ U, then ∈ H (u i ), so we would have nite convergence. If we do not have nite convergence, therefore {u i } ∞ i= ⊂ U, and so we obtain linear convergence.
Using partial strong submonotonicity, we get global linear convergence of u alone. However, using partial subregularity, we obtain global linear convergence of both u and u .
Veri cation. As usual M i+ = I with the basic proximal point method. To study convergence obtained with partial strong submonotonicity alone, we take Z i+ = ϕ ,i I ϕ , i I and W i+ = τ I for some τ , ϕ ,i , ϕ ,i > . We also expect Ξ i+ = γ i + I for some γ i+ ≥ . Using Remark . and
This holds if γ i+ = τ with U = U . To verify (CI-M, p. ) with V i+ ≡ (alternatively (CI+, p. ) with θ = and P i+ = ), we enforce Z i+ (M i+ +Ξ i+ ) = Z i+ M i+ . This holds if ϕ ,i+ = ϕ ,i ( +τ ), and ϕ ,i+ = ϕ ,i . Clearly then ϕ , N = ( + τ ) N ϕ , , so we get the linear convergence of u N to u = from (DI).
To show full linear convergence using partial subregularity, we observe that H (u) = (u + u ) + u ≥ β(u + u ) for some β > . Therefore, H is (βI, I )-subregular with U = U . Proceeding as in Example . we can prove linear convergence of u N to u.
Here we show on R that the subdi erentials of the indicator of the unit ball, and of the absolute value function are strongly submonotone. None of these subdi erentials are strongly monotone in the conventional sense. Throughout, with (x * , q * ) ∈ Graph ∂G, we consider (I , γ I )-strong submonotonicity, equivalently (γ − I, I )-strong submonotonicity for which we need to prove for some γ > and neighbourhood U that
We recall from Corollary . that (I, γ I )-strong submonotonicity implies (γ I, I, I )-partial strong submonotonicity.
Lemma . . Consider G := δ cl B( ,α ) , and let (x * , q * ) ∈ Graph ∂G. Then ∂G is (I, γ I )-strongly submonotone with U := dom G, and γ := q * /( α), q * ,
Proof. From ( . ) it su ces to prove for x ∈ cl B( , α) = dom G and q ∈ ∂G(x) that
, so ( . ) trivially holds by the monotonicity of ∂G as a convex subdi erential [ ].
Otherwise, if q * , necessarily q * = βx * for some β > , and x * = α. Moreover, [∂G] − (q * ) = {x * }, and −q,
. Since x ≤ α and x * = α, this holds for β ≥ γ . Since q * = βx * and x * = α, this gives the maximal choice γ = q * /( α).
Lemma . . Consider G := | · |, and let (x * , q * ) ∈ Graph ∂G. Then ∂G is (I , γ I )-strongly submonotone for any γ > in the neighbourhood U :
Proof. We need to prove ( . ). Since dom ∂G = [− , ], it su ces to consider x ∈ [− , ]. Clearly also |q * | ≤ q.
Consider rst q * ∈ {− , }. Now
, so ( . ) reduces to ∂G(x) − q * , x − x * . This holds by the monotonicity of convex subdi erentials.
Consider then |q * | < . Then
If x = , this is clear. If x > , ∂G(x) = { }, so ( . ) holds if −q * ≥ γ x. This holds if x ≤ ( −q * )/γ . Similarly, if x < , we obtain for ( . ) condition − − q * ≤ γ x. This holds when x ≥ (− − q * )/γ . The conditions x ≤ ( − q * )/γ and − − q * ≤ γ x give the expression for U in the statement of the lemma.
Many problems in data science and image processing can be written in the form (P) min
for G ∈ Γ(X ), F ∈ Γ(Y ), and a linear operator K ∈ L(X ; Y ). In image processing one would often work in the Banach space of functions of bounded variation, but after discretisation, if necessary, we can assume that the spaces X and Y are Hilbert. It can be di cult to apply an optimisation algorithm directly to (P): F is typically non-smooth, so gradient steps are out of the question. Due to the coupling e ects of K, also a proximal step for F • K is not feasible. This is why we are interested in the equivalent saddle point problem. For F * the convex conjugate of F , this can be written (S) min x max y G(x) + Kx, y − F * (y).
The rst-order necessary optimality conditions for (S) can be written (OC) − K * y ∈ ∂G( x), and K x ∈ ∂F * ( y).
Setting U := X × Y and introducing the variable splitting notation u = (x, y), u = ( x, y), etc., this succinctly be written as ∈ H ( u) in terms of the operator ( . ) H (u) := ∂G(x) + K * y ∂F * (y) − Kx .
From now on, we will not assume that G and F * are convex functions, indeed ∂G and ∂F * can be replaced by any set-valued operators. In particular, they can be non-convex functions, and ∂ the Clarke or other non-convex subdi erential. In this case, it should be shown that (OC) characterises solutions to (S) or (P). For some primal and dual step lengths τ i , σ i+ > , and testing variables ϕ i ,ψ i+ > , we take ( . ) W i+ := τ i I σ i+ I , and Z i+ := ϕ i I ψ i+ I .
For some γ , ρ ≥ we also introduce ( . )
, and Ξ i+ := Ξ i+ + τ i γ σ i+ ρ .
To use Corollary . , we need to prove the (Z i+ Ξ i+ , Z i+ W i+ , Z i+ M i+ )-partial strong submonotonicity for H at ( u, ) ∈ Graph H . Dividing (PSM, p. ) by , this amounts to showing ( . ) inf
for all u ∈ U and w ∈ H (u) in some neighbourhood U of u. By ( . ), for some q ∈ ∂G(u), z ∈ ∂F * (y), q * := −K * y * ∈ ∂G(x * ), and z * := Kx * ∈ ∂F * (y * ) we have w, u − u * Z i + W i + = ϕ i τ i q − q * , x − x * + ψ i+ σ i+ z − z * , y − y * + u − u * Z i + Ξ i + Recalling ( . ), to show ( . ), it remains to prove inf u * ∈H − ( )
Splitting the in mum on the left hand side over the three terms, we obtain the "marginalised" condition:
Proposition . . Let the operator H de ned in ( . ), and Ξ i+ in ( . ) for some γ ≥ and ρ ≥ . For any u * = (x * , y * ) ∈ H − ( ), let q * := −K * y * ∈ ∂G(x * ), and z * := Kx * ∈ ∂F * (y * ). Suppose for u = (x, y) ∈ U in some neighbourhood U of u holds Then H is (Z i+ Ξ i+ , Z i+ W i+ , Z i+ M i+ )-partially strongly submonotone at ( u, ) ∈ Graph H .
To use the error bounds approach of Corollary . and Proposition . , we would need to verify (Z i+ P i+ , N i+ , Z i+ M i+ )-partial subregularity for N i+ := δW * i+ Z * i+ (Z i+ M i+ ) − Z i+ W i+ and some δ ∈ [ , ]. In the general case, this seems much harder to do than the above simpli ed (Z i+ Ξ i+ , Z i+ W i+ , Z i+ M i+ )-partial strongly submonotonicity required by Corollary . . In principle we could use Lemma . to convert the submonotonicity to subregularity, but the exact P i+ obtained can be seen to actually reduce possible convergence rates. The opposite conversion by Lemma . has a similar undesirable e ect.
Therefore, partial subregularity would have to be veri ed directly. As submonotonicity appears to be the easier approach, and one that can exploit the pre-existing monotonicity of convex subdi erentials, this is what we concentrate on in the following. However, minding Examples . , . and . , subregularity and error bounds can be useful with problems that are only submonotone, but not strongly submonotone. This can occur in an extension of the following optimisation method to non-convex problems [ , ] .
-( )
