weighted linear predictor is given by [1] - [3] (2)
The essence of Händel's proof is to expandR and, subsequently!, about the parameters they estimate, considering only first-order terms. The problems with this analysis are due to the fact that the z n are iid complex Gaussian random variables and, as such, take on all values in the complex plane, regardless of the value of 2 .
Thus,R takes on all values in the complex plane. In fact, although it is possible to obtain a Gaussian central limit theorem forR with asymptotic variance small for high SNR, the equation
is valid only when j R R j < 1, which is not true, with nonzero probability, for any SNR.
Suppose, more generally, that an estimator of may be expressed in the form
where the variance of is easily obtained, and " is of lower order in magnitude. Even if the variance of can be calculated exactly, bounds cannot be placed on the variance of: Here is a simple counterexample. Let XN = 1 + ZN + 1 N Y , where the second moment of Z N converges to zero, but Y is distributed as standard Cauchy (Y , therefore, does not have a mean or variance). Then, although fX N g converges to 1 in probability as convergence in mean square implies convergence in probability, the variance of X N does not exist for any N and, therefore, does not exist in the limit. If, however, it can be shown that the distribution of p N Z N converges to that of a zero mean random variable with variance, say, 2 , it is true to say that the "asymptotic variance" of X N is N , as p N(X N 01) has a distribution that converges to that of a zero mean random variable with variance 2 : This argument may be applied in the context of Kay's estimator but is valid only in the limit as N ! 1: First, one shows, using Händel's (6) , that ! admits a Gaussian central limit theorem (that is, has an asymptotic Gaussian distribution as N ! 1).
However, what was done in [1] was quite different. In that paper, no convergence in distribution results were used. Instead, we were able to calculate an approximation to the variance of the estimator for fixed N and SNR and show that the relative error tended to zero as either N or the SNR increased.
III. CONCLUSION
The authors have demonstrated the need for care in obtaining bounds to the variances of estimators. It is not enough to calculate a first-order Taylor series expansion and ignore the error, although such an argument may often be used to calculate an "asymptotic variance," which is the variance obtained from the limiting distribution as the sample size increases. If, instead, bounds on the variance of the estimator are required, the error needs to be bounded using precise mathematical arguments. 
I. INTRODUCTION
A linear stationary non-Gaussian process can be modeled as the response of a LTI system excited by white non-Gaussian input. While the power spectrum can be used for the estimation of the magnitude response of the system, spectra of order three or higher must be used for the estimation of the system phase as well as magnitude response. Several algorithms exist for the estimation of the phase response from higher order spectra [1] - [6] , [9] , [11] . Important features of each method are the requirement or not of two-dimensional (2-D) phase unwrapping and the amount of higher order spectral information used. Here, we consider the problem of phase reconstruction based on bispectrum slices. Being able to select the bispectral information to be used in the reconstruction method allows us to avoid regions where the signal-to-noise ratio (SNR) is low. For example, if the system is bandpass with ! L and ! H denoting the low and high cutoff frequencies, in the bispectrum principal region (0 < !1 < , 0 < ! 2 < , ! 1 + ! 2 < ), the bispectrum C 3 (! 1 ; ! 2 ) will be zero
In the presence of noise and finite data lengths, the area outside the triangle will be dominated by noise and, thus, should be avoided by a system reconstruction method.
Fixed slices of the bispectrum computed on a discrete grid, such as the diagonal slice [2] , and the (1; :) slice [3] , have been employed for phase recovery. The estimation errors along the diagonal bispectrum slice, however, have high variance [7] , whereas the (1; :) slice would not be a good choice in the case of bandlimited signals. In addition, since fixed slices only can be used, these methods cannot take advantage of any averaging mechanisms to reduce the estimation variance. Phase reconstruction from several bispectrum slices has been addressed in [4] , but the number of slices that can be used for the estimation of the phase sample (k) decreases as k decreases. In particular, (k) can be obtained based on the slices (:; q), where q is an integer in the interval (0; bk=2c]. Thus, (2) and (3) can be obtained from the bispectrum slice (1; :) only, (4); (5) can be obtained from the slice (1; :) or (2; :), etc. Consequently, averaging could potentially benefit the phase samples in the high-frequency range only. Phase reconstruction of a real system based on an arbitrary bispectrum slice has been addressed in [8] .
In this correspondence, we propose a new method for the reconstruction of the Fourier phase of a generally complex, nonminimum phase system based on the phase of two consecutive bispectrum slices, where the location of the first slice is arbitrary. Only the principal arguments of the bispectrum slices are required; thus, no phase unwrapping is necessary. The estimated phase differs from the true phase by a constant, integer multiples of 2, and a linear-phase component.
II. THE PROPOSED PHASE RECONSTRUCTION METHOD
be a third-order stationary process, where e(k) is a third-order stationary, white non-Gaussian noise process with a nonzero skewness e , and let h(k) be the impulse response of a generally complex, exponentially stable, nonminimum phase LTI system. Then, it holds that
where C x 3 (!1; !2) denotes the bispectrum of x(k), and H(!) is the system frequency response.
Let (!); (! 1 ; ! 2 ) be the phases of H(!) and C x 3 (! 1 ; ! 2 ), respectively. In the sequel, we consider discrete frequencies; thus,
Based on the phases of two consecutive bispectrum slices, we get
and by setting m = 0k 0 l, we get 
In a closed form, (5) can be written as 
Based on (3), it can be easily shown that
Combining (5) and (8), the phase samples (l) and (l + 1) can also be estimated. The phase sample (0) can be set equal to zero, which effectively introduces to the corresponding time-domain signal a multiplicative constant that is real for real systems and complex for complex systems. Let~ (k; l) be the principal argument of the bispectral phase (k; l), i.e., (k; l) =~ (k; l) + 2I(k; l), where I(k; l) is a function taking integer values. Evaluating the right-hand side of (6) and (8) The proposed algorithm is summarized as follows.
Given a signal x(k); 0 k L 0 1, as in (1), do the following.
Step 1) Estimate the discretized bispectrum of x(k), C x 3 (k; l), using one of several bispectrum estimation methods [7] .
Step 2) Calculate the principal argument of the phases of two consecutive bispectrum slices C Since l is arbitrary, any pair of two consecutive slices can be used in the phase estimation. Several phase estimates can be obtained based on several pairs of slices; thus, an improved final phase estimate can be obtained. This latter issue, however, requires special attention since averaging can turn phase differences equal to integer multiples of 2 into phase differences equal to noninteger multiples of 2 and a linear phase corresponding to an integer time-domain shift into a linear phase corresponding to a noninteger shift. Although the first problem could be avoided by performing averaging in the e j(m) domain, the latter one cannot be eliminated. In general, averaging results in an incorrect phase unless the following steps are taken. First, phase unwrapping is performed on(m) to compensate for the terms 2I 1 (m), and then, the linear phase (2=N )mI 2 (l) is removed from the unwrapped phaseu(m). The slope of the linear phase component equals u (N=2)=(N=2) in the case of real systems. It should be emphasized that the linear-phase component estimation is not possible if the system is complex and is very sensitive if the signal is real but the SNR is low. It should also be noted that one-dimensional (1-D) phase unwrapping is required in the case of phase averaging, as opposed to 2-D phase unwrapping required in existing solutions. Usually, the estimated phase is used for system reconstruction purposes. In such cases, averaging can be performed in the reconstructed system (time) domain after the reconstructed systems corresponding to different bispectral slice pairs are aligned with respect to their maximum values. Although this is not the best way to compensate for an unknown circular shift in a sequence, this approach is only followed here for demonstration purposes.
III. RESULTS
The signal x(k) was generated as in (1) which is a nonminimum-phase, bandlimited system, where e(k) is a zero-mean exponentially distributed i.i.d. sequence. This correspondence focuses on phase estimation. However, since the estimated phase differs from the true one by integer multiples of 2 and a linearphase component, comparison of the true and estimated phases is not straightforward. To overcome this difficulty, the estimated phase is combined with the true signal magnitude, and the corresponding time-domain signal is computed. Then, the phase estimation errors are studied based on their time-domain effect.
To minimize realization dependency, the results were obtained based on 100 Monte Carlo simulations, each one corresponding to a different realization of the input e(k). White, zero-mean, Gaussiandistributed noise at different SNR's was added to x(k). In all cases, the noisy sequence was segmented to records of 256 samples, and the indirect method [7] was used to estimate the bispectrum, with FFT size N = 64. The magnitude of the bispectrum for one input realization and SNR = 20 dB is shown in Fig. 1 .
The consecutive bispectrum slices (:; 11) and (:; 12) were used in order to estimate the phase of the signal. These slices were chosen to correspond to a region where the bispectrum of the signal x(k) dominates the bispectrum of the noise, as can be seen from Fig. 1 . Blank regions in that graph indicate small values of the bispectrum magnitude, which would be dominated by noise. We call a blank region a low SNR bispectral region, meaning that the contribution of noise to the bispectrum is big compared with the signal contribution. A nonblank region is called high SNR bispectral region for similar reasons. Fig. 2 shows the actual signal (solid line), along with the mean over 100 reconstructed signals (dash-dotted line) for SNR levels of 1 and 10 dB. The shaded area indicates average plus or minus one standard deviation. In order to illustrate the importance of having the freedom to select any slice in the estimation method, we also selected two slices from a low SNR region of the bispectrum. The results of using the slices (:; 22) and (:; 23) for phase estimation are shown in Fig. 3 . The degradation in performance is evident from comparison with Fig. 2 .
When more than two slices were used for phase estimation, there was a significant improvement in the corresponding time-domain result both in terms of mean and standard deviation. Fig. 4 illustrates the result of averaging in the time domain over 11 bispectrum slices, (:; 6)-(:; 16), and 100 Monte Carlo runs. In all figures, reconstructed systems are normalized with respect to the energy of the actual system h(k).
We also implemented the method of [4] with averaging over all possible bispectrum slices. As the first few phase samples estimates are obtained based on a few bispectrum slices only, they contain significant errors. In this particular example, these errors are even higher because the system is bandlimited, and the slices used in the estimation of the first few samples correspond to a low SNR bispectrum region. The time domain result of 100 Monte Carlo simulations is shown in Fig. 5 . This method, as proposed in [4] , requires knowledge of the phase sample (1) as initialization. In [4] , it is argued that if we set (1) = 0, the time domain effect is a delay. However, this initialization corresponds to a noninteger time delay, which would make impossible the comparison of the true and reconstructed signals. In this simulation, the initialization was taken to be (1) = (1=N ) N01 k=0~ (k; 1), which introduces an integer time delay.
IV. CONCLUSIONS/DISCUSSION
A method for the reconstruction of the Fourier phase of a (complex) LTI system was presented. Phase reconstruction is achieved based on the principal arguments of any pair of consecutive bispectrum slices of the system output, therefore avoiding 2-D phase unwrapping. The ability of choosing the location of the two slices enables one to avoid regions where bispectrum estimates exhibit high variance or where the ideal bispectrum is zero, as in bandlimited systems.
Flexibility in selecting the slices to be used for phase reconstruction can also enable computation of several phase estimates, and averaging can be used to reduce phase estimation variance. A study of the variance of the final estimates can be found in [10] , where the present procedure is extended to the problem of system reconstruction. In the same article, a study of the sensitivity of the method to the spectral content of a system is also conducted by means of several simulation examples.
