In this paper, we prove the equality between the transcendental degree of the field generated by the v-adic periods of a t-motive M and the dimension of the Tannakian Galois group for M , where v is a "finite" place of the rational function field over a finite field. As an application, we prove the algebraic independence of certain "formal" polylogarithms.
Introduction
Let F q be the finite field with q elements, θ and t be variables independent from each other, and v ∈ F q [t] a fixed monic irreducible polynomial of degree d. Let M be a rigid analytically trivial t-motive over F q (θ). Then there exists an ∞-adic period matrix for the Betti realization of M . Set Λ to be the field generated by the components of this matrix over F q (θ)(t). Set Γ to be the Tannakian Galois group of M with respect to the Betti realization. Papanikolas [10] shows that the transcendental degree of Λ over F q (θ)(t) coincides with the dimension of Γ. In this paper, we prove the v-adic analogue of this theorem.
Let K/F q be a regular extension of fields. We set
where K sep is a separable closure of K. We also define F q (t) v and K(t) v by the same way. Let σ be the ring endomorphism a i t i → a q i t i of K sep [t] . Then σ naturally extends to an endomorphism of K sep (t) v , also denoted by σ. A ϕ-module over K(t) v is a pair (M, ϕ) (or simply M ) where M is a K(t) v -vector space and ϕ : M → M is an additive map such that ϕ(ax) = σ(a)ϕ(x) for all a ∈ K(t) v and x ∈ M . A morphism of ϕ-modules is a K(t) v -linear map which is compatible with the ϕ's. A tensor product of two ϕ-modules is defined naturally.
For any ϕ-module M , we define the v-adic realization of M :
where ϕ acts on K sep (t) v ⊗ K(t)v M by σ ⊗ ϕ and (−) ϕ is the ϕ-fixed part. Then there exists a natural map
We can prove that ι M is injective for each ϕ-module M . A ϕ-module M is said to be K sep (t) v -trivial if M is finite-dimensional over K(t) v and ι M is an isomorphism. Then the category of K sep (t) v -trivial ϕ-modules over K(t) v equipped with the functor V forms a neutral Tannakian category over F q (t) v . For any K sep (t) v -trivial ϕ-module M , we denote by Γ M the Tannakian Galois group of the Tannakian subcategory of K sep (t) v -trivial ϕ-modules generated by M (see Subsections 3.2 and 3.3). Let M be a finite-dimensional ϕ-module and m ∈ Mat r×1 (M ) a K(t) v -basis of M . Then there exists a matrix Φ ∈ Mat r×r (K(t) v ) such that ϕm = Φm. If M is K sep (t) vtrivial, we can take a matrix Ψ = (Ψ ij ) i,j ∈ GL r (K sep (t) v ) such that Ψ −1 m forms an F q (t) v -basis of V (M ). The entries of this matrix are called v-adic periods of M , which are our main objects of study in this paper. We set
Then Σ is stable under the σ-action. For any F q (t) v -algebra R and S, we set S (R) := R ⊗ Fq(t)v S. If σ acts on S, we define the σ-action on S (R) by id ⊗ σ. Set Γ(R) := Aut σ (Σ (R) /K(t) (R) v ) the group of automorphisms of Σ (R) over K(t) (R) v that commute with σ. Then Γ forms a functor from the category of F q (t) v -algebras to the category of groups. If we factorize v = l∈Z/d (t − λ l ) in K sep [t] with λ q l = λ l+1 , then we can write K sep (t) v = l K sep ((t − λ l )) and Ψ ij = (Ψ ijl ) l where Ψ ijl ∈ K sep ((t − λ l )). We set
for each l ∈ Z/d. Our main result in this paper is (see Lemma 4.16 and Theorems 4.14 and 5.15):
Theorem 1.1. The functor Γ is representable by a smooth affine algebraic variety over F q (t) v , also denoted by Γ. We have an equality dim Γ = tr.deg K(t)v Λ l for each l ∈ Z/d and there exists a natural isomorphism Γ → Γ M of affine group schemes over F q (t) v .
This theorem is a v-adic analogue of Papanikolas's Theorem 4.3.1 and 4.5.10 in [10] , which treated ∞-adic objects. The proof of this theorem follows [10] closely, but since K sep (t) v is not a field if d > 1, several arguments here are more complicated than in [10] . Let K = F q (θ) where θ is a variable independent of t. Papanikolas shows the equality of the transcendental degree of the field of periods (specialized at t = θ) over K and the dimension of the Tannakian Galois group using the so-called ABP-criterion proved by Anderson, Brownawell and Papanikolas in [2] . In fact he proved an algebraic independence of Carlitz logarithms. On the other hand, Anderson and Thakur [3] shows that the relation between the Carlitz zeta values and Carlitz logarithms. Then using these results, Chang and Yu [5] determined the all algebraic relations among the Carlitz zeta values. These applications are our motivation of this paper, but in this paper, we can only prove a v-adic analogue of the ABP-criterion for the rank one case.
In Section 3, first we review a theory of ϕ-modules in a general setting and construct a Tannakian category. In the v-adic case, we show that this category is equivalent to the category of Galois representations. In Section 4, we consider Frobenius equations in our situation, and construct Γ. In Section 5, we discuss the relation between Γ and Γ M , and prove that these are isomorphic in the v-adic case. This uses the fact that the set of F q (t) vvalued points Γ(F q (t) v ) is Zariski dense in Γ. Since Γ(F q (t) v ) contains the Galois image, this is large enough in Γ. This is an essentially different point from Papanikolas's proof for the ∞-adic case, in which the Zariski density is not proved and other facts are used to show this isomorphism. In Section 6, we discuss a v-adic analogue of the ABP-criterion. In Section 7, we prove the algebraic independence of certain "formal" polylogarithms.
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Notations and terminology

Table of symbols
F q := the finite field of q elements k := an algebraic closure of a field k k sep := the separable closure of a field k ink #S := the cardinality of a set S Mat r×s (R) := the set of r by s matrices with entries in a ring or module R GL r (R) := the group of invertible r by r matrices with entries in a ring R Vec(k) := the category of finite-dimensional vector spaces over a field k Rep(G, R) := for a ring R the category of finitely generated R-representations of an affine group scheme G over R, or for a topological ring R the category of finitely generated continuous R-representations of a topological group G
Action
Let R be a ring or module and f : R → R a map. For a matrix A = (A ij ) ij ∈ Mat r×s (R), we denote by f (A) the matrix (f (A ij )) ij . Let S be a set and H a set of maps from S to itself. Then we denote by S H the subset of S consisting of elements which are fixed by H. For a map f : S → S, we set S f := S {f } .
Base change
Let R → S be a homomorphism of commutative rings and X a scheme over R. We denote by X S := X × Spec R Spec S the base change from R to S of X. We also denote by X(S) := Hom Spec R (Spec S, X) the set of S-valued points of X over R. When R and S are fields, we have a natural injection X(R) ֒→ X(S) ∼ = X S (S). We always consider X(R) as a subset of X S (S) via this injection.
3 ϕ-modules
3.1étale ϕ-modules
In this subsection, we recall the definitions and properties ofétale ϕ-modules (cf. [7] ). Let A be a commutative ring and σ an endomorphism of A. For any A-module M , we put M (σ) := A ⊗ A M , the scalar extension of M by σ. A map ϕ : M → M is said to be σ-semilinear if ϕ(x + y) = ϕ(x) + ϕ(y) and ϕ(ax) = σ(a)ϕ(x) for all x, y ∈ M and a ∈ A. Then it is clear that to give a σ-semilinear map ϕ : M → M is equivalent to giving an A-linear map ϕ σ : M (σ) → M . Definition 3.1. A ϕ-module (M, ϕ) over (A, σ) (or simply, M over A) is an A-module M endowed with a σ-semilinear map ϕ : M → M . A morphism of ϕ-modules is an A-linear map which is compatible with the ϕ's. When A is a noetherian ring, a ϕ-module (M, ϕ) is said to beétale if M is a finitely generated A-module and ϕ σ : M (σ) → M is bijective.
We denote by ΦM A the category of ϕ-modules over A and ΦMé t A its full subcategory consisting of allétale ϕ-modules. For any ϕ-modules M and N , we denote by Hom ϕ (M, N ) the set of morphisms of M to N in ΦM A .
Let A σ [ϕ] be the ring (non commutative if σ = id A ) generated by A and an element ϕ with the relation ϕa = σ(a)ϕ for each a ∈ A. Then it is clear that the category ΦM A and the category of A σ [ϕ]-modules are naturally identified. Hence, the category ΦM is an A σ -linear abelian category. For each ϕ-module M and N , we denote by M ⊗ N the tensor product of M and N , which is M ⊗ A N as an A-module and has a ϕ-action defined by ϕ ⊗ ϕ. Then the functor ⊗ is a bi-additive functor and (A, σ) is an identity object in ΦM A for this tensor product. Therefore the category ΦM A is an abelian tensor category ( [6] ). Proof. For any endomorphism f ∈ End ϕ (A), we have σ(f (1)) = ϕ(f (1)) = f (ϕ(1)) = f (σ(1)) = f (1). Hence f (1) ∈ A σ . Conversely for any element a ∈ A σ , we have a map f a : A → A; x → ax. It is clear that f a ∈ End ϕ (A). These are inverse to each other. Proposition 3.3. Assume that A is noetherian and σ is flat. Then the category ΦMé t A is an abelian A σ -linear tensor category.
Proof. It is clear that ΦMé t
A is closed under finite sums and tensor products, and the identity object (A, σ) isétale. Therefore it is enough to show that for eachétale ϕ-modules M and N and a morphism f : M → N , the kernel and cokernel of f in ΦM A aré etale. Since M and N areétale and σ is flat, we have the commutative diagram
where ϕ M,σ and ϕ N,σ are isomorphisms and the rows are exact. Then we have that ϕ ′ σ and ϕ ′′ σ are isomorphism by a diagram chasing.
is an isomorphism, we define a ϕ-module Hom(M, N ), whose underlying A-module is the space Hom A (M, N ) of A-module homomorphisms and a ϕ-action is defined by
where the first map is the natural map and the second map is defined by
Proposition 3.4. Assume that A is noetherian and σ is flat. Then for any objects M and N in ΦMé t A , the ϕ-module Hom(M, N ) isétale, the contravariant functor ΦMé
is representable by Hom(M, N ) and ev M,N corresponds to id Hom(M,N ) .
Proof. Since M and N are finitely generated and A is noetherian, Hom(M, N ) is also finitely generated. Since σ is flat and M is finitely presented, the map Hom
, Chap. I, Sect. 2, Prop. 11). Since ϕ M,σ and ϕ N,σ are bijective, the ϕ-module Hom(M, N ) isétale. It is clear that there exists a natural isomorphism Hom A (T ⊗ M, N ) ∼ = Hom A (T, Hom(M, N )) which is functorial in T . Then we can calculate that the subspaces Hom ϕ (T ⊗ M, N ) and Hom ϕ (T, Hom(M, N )) are corresponding with this isomorphism. The last assertion is clear.
Proposition 3.5. Assume that A is a field. Then the category ΦMé t A is a rigid abelian A σ -linear tensor category.
Proof. By Proposition 3.3, ΦMé t
A is an abelian A σ -linear tensor category. By Proposition 3.4, ΦMé t A has internal homs. Therefore it is enough to show that the natural map
is an isomorphism for any finite families of objects (M i ) i∈I and (Y i ) i∈I , and the natural map
is an isomorphism for any object M ( [6] ). These are true because A is a field.
L-triviality
Let d be a positive integer and F ⊂ E ⊂ L ring extensions where F , E are fields and L = l∈Z/d L l is a finite product of fields. For each l, we sometimes consider L l as a subset of L in an obvious way. Let σ : L → L be a ring endomorphism. We assume that the triple (F, E, L) satisfies the following properties:
• L is a separable extension over E.
Such a triple (F, E, L) is called σ-admissible. See Lemma 3.24 for our main example. Another example can be found in [10] .
Note that the separability of L over E is used to prove the smoothness of some algebraic groups (see Theorem 4.14), and not used in this section.
Remark 3.6. In [10] , the term σ-admissible triple is defined only in the case where L is a field and σ is an isomorphism. Thus our general setting urges us to argue with greater care than in [10] at several points, and hence we decided not to avoid repeating similar arguments.
In this subsection, we consider ϕ-modules over (E, σ| E ). For any ϕ-module M over E, we set
is an F -vector space and V forms a functor. We have natural maps
Lemma 3.7. Let M be a ϕ-module, and let µ 1 , . . . , µ m ∈ V (M ). If µ 1 , . . . , µ m are linearly independent over F , then they are linearly independent over L (in L ⊗ E M ).
Proof. Assume that the lemma is not true. Then there exist m ≥ 1, µ 1 , . . . , µ m ∈ V (M ) and f 1 , . . . , f m ∈ L such that, µ 1 , . . . , µ m are linearly independent over F , (f i ) i = 0 and i f i µ i = 0. We may assume that m is minimal among the integers which satisfy the above properties. We also assume that
, where e l 0 ∈ L is the element such that the l 0 -th component is one and the other components are zero. Then we have i f ′ f i µ i = 0. Therefore we may assume that f 1 = e l 0 . Then we have
Therefore we may assume that f 1 = 1. Then we have
By the minimality of m, we have f i ∈ L σ = F for all i. This contradicts the linear independence of (µ i ) i over F . 
Definition 3.9. Let M be a finite-dimensional ϕ-module over E. We say that M is L-trivial if the map ι M is an isomorphism.
We denote by ΦM L E the full subcategory of ΦM E consisting of all L-trivial ϕ-modules. Let M be a finite-dimensional ϕ-module over E and m ∈ Mat r×1 (M ) its E-basis. Then there exists a matrix Φ ∈ Mat r×r (E) such that ϕm = Φm. 
Therefore ι M,l is an isomorphism. This means that the condition (4) implies the condition (2) .
Assume that the condition (1) is true. Let x be an F -basis of
By Lemma 3.7, we have σΨ = ΦΨ and the condition (5) is true. Conversely, assume that the condition (5) is true. Then we have
This means that Ψ −1 (1⊗m) ∈ Mat r×1 (V (M )). Thus we have an inequality dim F V (M ) ≥ dim E M and the condition (4) is true.
Proof. By Proposition 3.10, there exists a matrix Ψ ∈ GL r (L) such that σΨ = ΦΨ. Since σ is injective, we have det Φ = σ(det Ψ) det Ψ −1 = 0.
Let M be an L-trivial ϕ-module over E, m ∈ Mat r×1 (M ) an E-basis of M and Φ ∈ GL r (E) a matrix such that ϕm = Φm. By Proposition 3.10, there exists a matrix Ψ ∈ GL r (L) such that σΨ = ΦΨ. Note that Ψ ′ ∈ GL r (L) is another fundamental matrix of Φ if and only if Ψ ′ = Ψδ for some δ ∈ GL r (F ). Indeed, if σ(
, and the converse is clear. Proposition 3.13. The period matrix Ψ of M is well-defined from M as an element of
Proposition 3.14. The set of entries of
Proof. By the proof of Proposition 3.10, we have that Proof. Let m ∈ Mat r×1 (E) be an E-basis of M , Φ M ∈ GL r (E) the matrix such that ϕm = Φ M m and Ψ M ∈ GL r (L) a matrix which satisfies σΨ M = Φ M Ψ M . We also set n ∈ Mat s×1 (E) an E-basis of N and Φ N ∈ GL s (E), Ψ N ∈ GL s (L) matrices which satisfy ϕn = Φ N n and σΨ N = Φ N Ψ N . We set
Set m ⊗ n to be an E-basis of M ⊗ N naturally obtained from m and n. Let Φ M ⊗ Φ N be the Kronecker product of Φ M and Φ N , and Ψ M ⊗ Ψ N be the Kronecker product of
Let m ∨ be the dual basis of m for M ∨ . Then we have equalities By Corollary 3.8, we can consider V as a functor from ΦM L E to the category of finitedimensional F -vector spaces Vec(F ). 
This means that ker φ = M and φ = 0.
is a tensor functor with respect to this isomorphism.
Proof. It is clear that there exists a natural isomorphism (L
, this map is a bijection. It is clear that this isomorphism is compatible with the associativity and the commutativity of tensor functors. It is also clear that V (E) = F . Thus the functor V is a tensor functor ( [6] , Definition 1.8).
Recall that a neutral Tannakian category over a field k is a rigid abelian k-linear tensor category C for which k ∼ − → End(1) and there exists an exact faithful k-linear tensor functor ω : C → Vec(k), where 1 is the unit object of C ( [6] , Definition 2.19). Any such functor ω is said to be a fiber functor for C.
Proof. By Proposition 3.2, we have End ϕ (E) ∼ = E σ = F . By Proposition 3.18, the category ΦM L E is a rigid abelian F -linear tensor category. By Propositions 3.19, 3.20 and 3.21, the functor
Let M be an L-trivial ϕ-module over E. We set T M to be the Tannakian subcategory of ΦM L E generated by M , and V M : T M → Vec(F ) the restriction of the functor V . We denote by Γ M the Tannakian Galois group of (T M , V M ). For any F -algebra R, we define the functor
, where Mod(R) is the category of finitely generated R-modules. Then by the definition of Γ M , we have
where Aut
is the group of invertible natural transformations from V R M to itself which is compatible with the tensor products. Therefore we have a canonical injection
v-adic case
Let t be a variable and v ∈ F q [t] a fixed monic irreducible polynomial of degree d. For any field k containing F q , we set
Then σ naturally extends to an endomorphism of k(t) v , also denoted by σ. Let k ′ be a splitting field of v over k ink, and we factorize
By the explicit description of the σ-action as above, we have (
for all l and i}. This set is isomorphic to F q d ((t − λ l )) via the l-th projection for any l. On the other hand, we have
Thus the above inclusions are all equalities.
Fix a field K containing F q and assume that K ∩ F q = F q . Note that if F q is not algebraically closed in K, then K(t) v may not be a field and the situation becomes more complicated. Thus in this paper, we always assume that
We need to check the separability. Fix an l. We need to show that
in an obvious way. This action naturally extends to an action on
. It is clear that this action is compatible with σ.
From now on, we consider ϕ-modules over the σ-admissible triple (
where
Proof. Let M be a ϕ-module over K(t) v such that there exists a subspace M 0 which is anétale ϕ-module over
to the both sides of this isomorphism, we conclude that
is K sep (t) v -trivial from the above argument and this proves (2) . By Theorem 3.25 (2), we have an isomorphism
By taking the ϕ-fixed parts of the both sides of this isomorphism, we have an isomorphism
By taking the G K -fixed parts of the both sides of this isomorphism, we have an isomorphism D(V K (M )) ∼ = M , and this proves (3). Therefore M comes frométale ϕ-module over K[t] v and this proves (1).
Frobenius equations
Throughout this section, we fix a σ-admissible triple (F, E, L).
is our main example of a σ-admissible triple, where the notation and the σ-action are as in Subsection 3.3.
is naturally extends to an automorphism ofK(t) v . We define σ to be this action. Then
is a σ-admissible triple. Note that, in this case we need to put L l =K((t − λ −l )). Note also that we do not use this type in this paper. However, the σ-action of this type is used in [10] and [5] .
The group Γ
Let r be a positive integer. Fix matrices Φ = (Φ ij ) ∈ GL r (E) and Ψ = (Ψ ij ) i,j ∈ GL r (L) such that Ψ is a fundamental matrix for Φ. Thus we have an equation
This means that the matrices Φ and Ψ come from an L-trivial ϕ-module over E. Since L = l L l , we can write Ψ ij = (Ψ ijl ) l for each i and j. We set
Then we have σ(Ψ l ) = ΦΨ l+1 for all l.
Let X := (X ij ) be an r × r matrix of independent variables X ij , and set ∆ := det(X). We set E[X,
Then Z l are closed subschemes of Z and Z = ∪ l Z l . Let Λ := Frac(Σ) and Λ l := Frac(Σ l ), the total rings of fractions.
Set 
Proof. LetL be the inductive limit of the inductive system L → L → L → · · · , where the transition maps are σ. Then L is a subring ofL and σ is naturally extends to an automorphism ofL. We can define a σ-action onL ⊗ EL by σ ⊗ σ. This is an isomorphism and L ⊗ E L is stable under this action. Thus we obtain an injective endomorphism σ of ,m+1) ) and σ is injective on L ⊗ E L. This proves the lemma.
For any h(X) ∈ L[X, ∆ −1 ], we denote by h σ (X) the polynomial obtained by applying σ to the coefficients of h(X). We define two endomorphisms
The other assertions are proved similarly.
For any ring homomorphism R → S and any ideal a ⊂ R[X, ∆ −1 ], we set a S := a · S[X, ∆ −1 ], the extension ideal of a. 
Proof. For any ideal
, we set supp(h) := {i ∈ I|b i = 0} and l(h) := # supp(h). We take h ∈ b and show that h ∈ a L by induction on l(h). If l(h) = 0, then h = 0 ∈ a L . Now suppose that l(h) > 0, and assume that ifh ∈ b and l(h) < l(h) thenh ∈ a L . Let e l ∈ L be the element such that the l-th component is one and the other components are all zero. Then it is clear that σe l = e l+1 . We write h = i b i g i and take i 1 such that
Since b is an ideal and σ 0 -stable, we have
Hence c i ∈ F for all i. Thus we assume that c i 2 ∈ L F for some i 2 and #L l ≥ 4 for all l.
We claim that, we can construct an elementh = i a i g i ∈ a L which has the properties that supp(h) ⊂ supp(h ′ ) and a i 1 = 1. We first show that the claim implies h ′ ∈ a L . Since
Now we prove the claim. First, we construct an elementh = i a i g i ∈ b which has the properties that supp(h) ⊂ supp(h ′ ), a i 1 = 1, a i 2 ∈ L × and σ(a
then we can takeh = h ′ since L is a field and σ(c
Then we have
and only if σx l = x l+1 for all l. Therefore, it is enough to take an element f such that c i 2 ,l = f l and σ(c
). Then such (f l ) l satisfies the above properties. Next, we show thath ∈ a L . Since σ 0h −h ∈ b and l(σ 0h −h) < l(h) ≤ l(h), we have σ 0h −h ∈ a L by induction hypothesis. Similarly, we can show that σ 0 (a
∈ a L . Therefore we have (σ(a Proof. This is clear.
The same is also true if we replace L l by Σ l .
Proof. We only prove the case of L l . Let ι be the natural injection
. Since the index set Z/d is a finite cyclic group, this inclusion is an equality.
For any ring R, we denote by GL r/R the R-group scheme of r × r invertible matrices.
(2) For any l and m, let
Proof. We prove only (2). Then (1) can be proved by the same argument. We define two L l -algebra homomorphisms:
Then φ lm corresponds toᾱ lm on the level of coordinate rings. Thus it is enough to show that α
Therefore we have α
We consider the family of ideals (α −1 l p m+l,L l ) l . Then for each l and m, we have (α
l p m+l,L l by Lemmas 4.5, 4.6 and 4.7. Again, replacing m by m − l, we obtain an equality (α
and the map
coincides with µ. Therefore,
(2) The family of ideals (p l ) l is maximal among the families of proper ideals (m l
is independent of l, and we take a maximal ideal a ⊂ F [X, ∆ −1 ] which contains this ideal. We also have (α
l m l,L l by Lemmas 4.5, 4.6 and 4.7. Thus we obtain an inclusion α
and define a morphism
where ρ l is the natural projection and β l :
, where the first equality is proved as follows:
Proof. We prove only (2). Then (1) can be proved by the same argument. Set a := b l ∩ F [X, ∆ −1 ], which is independent of l by Lemma 4.7. Suppose that a Σ l 0 b l 0 for some l 0 . Let (g i ) i∈I be an F -basis of F [X, ∆ −1 ] such that I = I 1 ∐ I a and a = ⊕ i∈Ia F g i . Then we have
Since a Σ l 0 b l 0 , we can take a minimal finite set J ⊂ I 1 so that b l 0 ∩ (⊕ i∈J Σ l 0 g i ) = 0. By the injectivity of σ 0 and the inclusion σ 0 (b l ∩ ⊕ i∈J Σ l g i ) ⊂ b l+1 ∩ ⊕ i∈J Σ l+1 g i , J has the same properties for all l. We fix j ∈ J and consider the ideal of Σ l ∼ = E[X, ∆ −1 ]/p l :
Then m l is a non-zero ideal by the minimality of J, and it is clear that σm l ⊂ m l+1 . By Lemma 4.4 we have
. Hence we can apply Lemma 4.9 to the inverse image of (m l ) l in E[X, ∆ −1 ]. Therefore we have m l = Σ l . Thus for each l, there exists an element
By the minimality of J, σb li = b l+1,i for all i and l. We put
Proposition 4.11. (1) Let ψ : Z × E Z → Z × E GL r/E be the morphism of affine Eschemes defined by (u, v) → (u, u −1 v) for any E-algebra S and any S-valued point (u, v) ∈ Z(S) × Z(S). Then ψ factors through an isomorphism ψ ′ :
(2) For any l and m, let ψ lm : Z l × E Z l+m → Z l × E GL r/E be the morphism of affine Eschemes defined by (u, v) → (u, u −1 v) for any E-algebra S and any S-valued point (u, v) ∈ Z l (S)×Z l+m (S). Then ψ factors through an isomorphism ψ ′ lm :
Proof. We prove only (2). Then (1) can be proved by the same argument. Let α l andᾱ lm be the homomorphisms (4.1) and (4.2). We restrict the domain ofᾱ lm to
Then ψ lm corresponds toᾱ l,l+m on the level of coordinate rings. Hence it is enough to show that α
] is independent of l by Lemma 4.7, and we can apply Lemma 4.10 to (α
On the other hand we have α
The next lemma is proved by an elementary argument. Thus we omit the proof. This lemma is applied to the S-valued points of the diagrams in Proposition 4.11 where S is anĒ-algebra.
Lemma 4.12.
(1) Let G be a group, A and B be non-empty subsets of G such that the map
Then B is a subgroup of G, A is stable under right-multiplication by elements of B and A becomes a B-torsor.
(2) Let G be a group, A l and B m be non-empty subsets of G such that the map 
By Proposition 4.11 and Lemma 4.12, we have surjective maps
for anyĒ-algebra S. Theorem 4.13. (1) The F -scheme Γ is a closed F -subgroup scheme of GL r/F , the Escheme Z is stable under right multiplication by Γ E and is a Γ E -torsor.
(2) The F -scheme Γ 0 is a closed F -subgroup schemes of GL r/F , the E-scheme Z l is stable under right multiplication by Γ 0,E and is a Γ 0,E -torsor for each l.
(3) The F -scheme Γ m is stable under right and left multiplications by Γ 0 and is a Γ 0 -torsor for each m.
Proof. We prove only (2). Then (1) and (3) can be proved by the same argument. By Proposition 4.11, we have a bijection Z l (S)×Z l+m (S) → Z l (S)×Γ m (S); (u, v) → (u, u −1 v) for anyĒ-algebra S. Since Z l (S) is non-empty, Lemma 4.12 implies that Γ 0,Ē is a closed subgroup scheme of GL r/Ē and Z l,Ē is a Γ 0,Ē -torsor. Therefore Γ 0 is a closed subgroup scheme of GL r/F by the faithfully flatness of the inclusion F →Ē. Similarly, Z l is a Γ 0,E -torsor by the faithfully flatness of the inclusion E →Ē. (
Proof. (a), (b) Since L l /E is a separable extension, Λ/E is also a separable extension, where Λ = Frac(Σ) the total ring of fractions of Σ. Thus for any field extension Ω/E, Λ ⊗ E Ω is reduced. Therefore Σ ⊗ E Ω is reduced and Z = Spec Σ is absolutely reduced. Since ΓĒ ∼ = ZĒ, Γ is absolutely reduced. Since Γ is an algebraic group, the property that Γ is absolutely reduced implies that Γ is smooth. Again since ΓĒ ∼ = ZĒ, we have that Z is smooth. The statements of Z l and Γ m are proved similarly.
(c) For any field extension Ω/E, Λ l 0 ⊗ E Ω is an integral domain by the assumption. Therefore Σ l 0 ⊗ E Ω is an integral domain and Z l 0 is absolutely integral. Since Z l,Ē ∼ = Γ m,Ē for all l and m, Z l and Γ m are all absolutely integral.
Therefore we can write
Proof. (1) Since Z l is a Γ 0,E -torsor and absolutely reduced for all l, it is clear that
Hence if we take d ′ to be the minimum positive integer such that Z 0 = Z d ′ , then d ′ satisfies the desired properties.
(2) By the same argument of the proof of (1), there exists a divisor d ′′ of d which is the period of (Γ m ) m . Then by the map (4.3), we have
This means that d ′′ |d ′ . By the map (4.4), we have
This means that d ′ |d ′′ .
Γ-action
For any F -algebras R and S, we set S (R) := R⊗ F S. In particular, if R = F ′ is a field, we set S ′ := S (F ′ ) . If σ acts on S, we define the σ-action on S (R) by id ⊗ σ. Note that, if S σ = F , then we have (S (R) ) σ = R. Let Aut σ (Σ (R) /E (R) ) denote the group of automorphisms of Σ (R) over E (R) that commute with σ. Similarly we define Aut σ (Λ (R) /E (R) ). For any γ ∈ Γ(R), we obtain an automorphism Z E (R) → Z E (R) ; x → xγ. On the level of coordinate rings, this corresponds to an automorphism
Lemma 4.16.
(1) For any F -algebra R, the map κ R induces an isomorphism Γ(R)
If Λ l /F is a regular extension (i.e. separable extension and F is algebraically closed in Λ l ) for all l and F ′ /F is an algebraic extension of fields, then we have
. Hence κ R (γ) commutes with σ. Suppose that κ R (γ) is the identity. Then h(Ψγ) = h(Ψ) for any h(Ψ) ∈ Σ (R) . In particular if we take h(Ψ) = Ψ ij for each i and j, then we obtain Ψγ = Ψ in GL r (Σ (R) ). Therefore γ = 1 and this means that κ R is injective. Conversely, let α ∈ Aut σ (Σ (R) /E (R) ) be any element. Then α corresponds to an automorphism α : Z E (R) → Z E (R) , andᾱ maps the Σ (R) -valued point Ψ to (αΨ ij ) ij . By Theorem 4.13, there exists an element γ ∈ Γ(Σ (R) ) such that Ψγ = (αΨ ij ) ij . Then for any (ΦΨ(σγ) ). If we take h(Ψ) = Ψ ij for each i and j, we obtain ΦΨ(σγ) = ΦΨγ. Hence σγ = γ. Therefore we have γ ∈ Γ(R) and κ R (γ) = α.
(2) Since Λ = Frac(Σ), any automorphism of Σ extends uniquely to an automorphism of Λ.
(3) Since Λ l /F is a regular extension, so is E/F . Since F ′ /F is an algebraic extension, E ′ and Λ ′ l are fields and
is a finite product of fields and Λ ′ = Frac(Σ ′ ). Then, the proof is the same as (2).
We prepare some lemmas about Zariski density. . We need to show that a k,Ω = a. Thus we assume that a k,Ω a. Let (g i ) i∈I ′ be a k-basis of k[X] such that (g i ) i∈I is a k-basis of a k for some I ⊂ I ′ . We also take (c j ) j∈J to be a k-basis of Ω. Since a k,Ω a, there exists a non-zero element f = i∈I ′ \I a i g i ∈ a where a i ∈ Ω. Write a i = j α ij c j (α ij ∈ k). Then we can write f = j c j i∈I ′ \I α ij g i . For any x ∈ X(k) ∩ Y (Ω), we have j c j i∈I ′ \I α ij g i (x) = f (x) = 0. Since (c j ) j is linearly independent over k, we have i∈I ′ \I α ij g i (x) = 0 for all j. By the density assumption, we obtain i∈I ′ \I α ij g i (x) = 0 for all x ∈ Y (Ω). Therefore i∈I ′ \I α ij g i ∈ a∩k[X] = a k = ⊕ i∈I kg i for all j. Since (g i ) i∈I ′ is linearly independent over k, we have α ij = 0. Thus f = 0, which is a contradiction. Let Ω/k be a field extension, X 1 an algebraic variety over Ω and X 2 an algebraic varieties over k.
On the other hand, since X 2 (k) is Zariski dense in X 2 , X 2 (k) is Zariski dense in X 2,Ω by Corollary 4.18. Then {x} × X 2 (k) is Zariski dense in {x} ×Ω X 2,Ω . This is a contradiction.
Theorem 4.20. Let F ′ /F be an algebraic extension of fields such that Γ(F ′ ) is Zariski dense in Γ F ′ . Assume that F ′ = F or Λ l /F is a regular extension for all l. Then we have
Proof. The second part follows from the first part and the assumptions. Thus we prove the first part. In the proof of this theorem, we regard l as an element of the index set Z/d ′ . We take any element
l , and consider f l as a rational function of Z l,E ′ to A 1 E ′ . Then, for some non-empty open affine set U l ⊂ Z l,E ′ , f l can be regarded as a morphism f l : U l → A 1 E ′ . By Proposition 4.11, we have an isomorphism
this isomorphism, and consider the two maps
where i = 1, 2 and π i is the i-th projection. Let S be an algebraic closure of E ′ . Then for
is Zariski dense in U . Thus we have g 1 = g 2 , and this means f π 1 = f π 2 . By considering on the level of coordinate rings, it is clear that f ∈ E ′ since E ′ is a field. 5 The group Γ and ϕ-modules
General case
In this subsection, we use the notations defined in Section 3, and fix a σ-admissible
E be an L-trivial ϕ-module over E of rank r, T M the Tannakian subcategory of ΦM L E generated by M , V M : T M → Vec(F ) the fiber functor of T M and Γ M the Tannakian Galois group of (T M , V M ). We fix m ∈ Mat r×1 (M ) an E-basis of M . Then there exist matrices Φ ∈ GL r (E) and Ψ ∈ GL r (L) such that ϕm = Φm and σΨ = ΦΨ. We define Γ, Σ, . . . as in Section 4 for Φ and Ψ. In this subsection, we show that there exists an equivalence of categories T M ∼ − → Rep(Γ, F ) under some assumptions. Note that Σ and Σ l are independent of the choice of m and Ψ by Proposition 3.13. If N ∈ T M and s is the rank of N over E, we use the notation n ∈ Mat s×1 (N ) and Ψ N ∈ GL s (L) for an E-basis of N and a fundamental matrix respectively. For any F -algebras S and R, we set S (R) := R ⊗ F S.
Proposition 5.1. For any N ∈ T M , we have Ψ N ∈ GL s (Σ).
Proof. Let N and N ′ be objects in T M . Set s := dim E N and s ′ := dim E and assume that Ψ N ∈ GL s (Σ) and Ψ N ′ ∈ GL s ′ (Σ). Since we can take
N ) tr , we have that Ψ N ⊕N ′ , Ψ N ⊗N ′ and Ψ N ∨ are invertible matrices with coefficients in Σ. We have to show that if 0 → N ′ → N → N ′′ → 0 is an exact sequence in T M and Ψ N ∈ GL s (Σ), then Ψ N ′ ∈ GL s ′ (Σ) and Ψ N ′′ ∈ GL s ′′ (Σ). Let n, n ′ and n ′′ be E-bases of N , N ′ and N ′′ such that
whereñ ′′ is a lift of n ′′ . Since V M is exact, we have an exact sequence
wherex ′′ is a lift of x ′′ . By Proposition 3.14, there exist matrices A ∈ GL s (F ),
Since both Ψ N ′′ A ′′x′′ andñ ′′ are mapped to n ′′ and x ′ is an L-basis of L ⊗ E N ′ , there exists a matrix B ∈ Mat s ′′ ×s ′ (L) such that
Therefore we have
Lemma 5.2. For any N ∈ T M and F -algebra R, there exists a natural isomorphism
Similarly, there exists a natural isomorphism
, we can write κ explicitly as follows:
for all f ∈ Mat 1×s (Σ (R) ). Hence it is clear that κ is an isomorphism. The Σ l version is proved by the same argument.
Theorem 5.3. For any N ∈ T M , there exists a natural representation
over F that is functorial in N .
Proof. For any F -algebra R and γ ∈ Γ(R) ⊂ GL r (R), we define
where the second map is the isomorphism defined in Lemma 5.2 and the third map is defined by
for each f ∈ Mat 1×r (R). Therefore we have im(ρ
From the above description of ρ
(R)
M , we have the following corollary:
From Theorem 5.3, we have a functor ξ M : T M → Rep(Γ, F ), and it is clear by the construction that ξ M is a tensor functor. Let η M : Rep(Γ M , F )) → T M be the equivalence of categories defined by the Tannakian duality and α :
Proof. By Corollary 5.4, the Γ-representation ξ M (M ) = ρ M is faithful. Therefore, W is isomorphic to a subquotient of representation of the form
Proposition 5.5 is equivalent to the next theorem ( [6] , Proposition 2.21).
Theorem 5.6. The morphism of affine F -schemes π M : Γ → Γ M is a closed immersion.
From now on, we assume that Γ(F ) is Zariski dense in Γ or Λ l /F is a regular extension for each l. In the former case we put F ′ = F , and in the latter case we put F ′ =F . For any F -algebra S, we set S ′ := F ′ ⊗ F S. Then in any case, E ′ and Λ ′ l are fields,
Proof. For any objects N, N ′ ∈ T M , there exist natural isomorphisms Hom (N ′ , N )) ). Thus it is enough to show that, for any N ∈ T M , Hom
Hence h(Ψ) = h(Ψγ) = γ.h. By Theorem 4.20, we have h ∈ Mat 1×s (E), and this implies φ(1) = hn ∈ N ∩ V (N ).
We prepare a lemma from linear algebra.
Lemma 5.8. Let E ⊂ Λ be general rings where E is a field and Λ = l∈Z/d ′ Λ l is a finite product of fields. Assume that
Proof. For each l ∈ Z/d ′ and 1 ≤ j ≤ m, let e l,j ∈ Mat 1×m (Λ l ) be a row vector such that the j-th component is one and the other components are zero.
Since the rank of D l is m for each l, there exists a matrixÃ l ∈ GL m (Λ l ) such that
where C l,i ∈ Mat 1×m (Λ l ), and for each 1 ≤ j ≤ m there exists an i such that C l,i = e l,j . An elementary pattern of D lÃl is a choice of (i l1 , . . . , i lm ) ∈ {1, . . . , s} m such that C l,i lk = e l,k for each 1 ≤ k ≤ m. We fix an elementary pattern (i l1 , . . . , i lm ) of D lÃl for each l. For each matrix P ∈ Mat s×m (Λ l ) such that, for each 1 ≤ j ≤ m there exists an i such that the i-th row of P is e l,j , we define an elementary pattern of P in the same way. For a matrix in Mat s×m (Λ), we define the procedures (1) left-multiplication by a matrix in GL s (E),
SetÃ := (Ã l ) l ∈ GL m (Λ) and C i := (C l,i ) l ∈ Mat 1×m (Λ). By using the above procedures, we want to transform DÃ to a matrix Therefore by the procedure (2 l 0 ), we can transform D ′′ to a matrix D ′ which has the desired properties. The case that i ′ ∈ {i l 0 1 , . . . , i l 0 m } and i ′′ = i l 0 j ′′ for some j ′′ is proved in a similar way, and we omit the proof. Proof. By Lemma 5.8, there exist matrices A ∈ GL m (Λ) and B ∈ GL s (E) such that
where I m is the identity matrix of size m and C 0 ∈ Mat (s−m)×m (Λ). We set
Then it is clear that W B is also Γ(F ′ Proof. We take u ∈ Mat u×1 (U ) an F -basis of U such thatn := u * tr forms an F -basis of ξ M (N ). By Lemma 5.2, we haven = Hn for some H = H(Ψ) ∈ GL s (Σ). We take a matrix D ∈ Mat s×(s−u) (Σ) such that H −1 = * D , and set W := {x ∈ Mat 1×s (Λ ′ )|xD = 0}. Since I s = HH −1 = * HD , the i-th row of H is an element of W for each i ≤ u. These form a Λ ′ -basis of W because the coefficient ring Λ ′ is a finite product of fields. For each γ ∈ Γ(F ′ ), we have γn = (γH)n = (γH)H −1n . Since U is Γ-stable, the (i, j)-th component of (γH)H −1 = * (γH)D is zero for each i ≤ u and j > u. Therefore, W is Γ(F ′ )-stable. By Lemma 5.9, there exists a matrix C ∈ Mat u×s (E) such that the rank of C is u and CD = 0. Then we can take B ∈ GL s (E) such that C forms the top rows of B.
Let n ′ n ′′ tr := Bn where n ′ ∈ Mat u×1 (N ). Let
where Ψ ′ ∈ GL u (Σ). Then we have
where Φ ′ ∈ GL u (E). Hence N ′ := n ′ E ⊂ N is a sub ϕ-module, and we have ϕn ′ = Φ ′ n ′ . Moreover, we have
Therefore, Ψ ′ is a fundamental matrix for Φ ′ . Since 
v-adic case
In this subsection, we continue to use the notations of the previous subsection and consider the case that (
, where the notations are defined in Subsection 3.3.
The assumption that Λ l /F is regular for each l is not true in general. For example, assume that r = 1, v = t and Φ ∈ K such that Ψ := Φ 1/(q−1) ∈ K(t) v . Then Ψ is a fundamental matrix for Φ, and it is clear that Z is not absolutely irreducible. Therefore the assumptions are not satisfied. However we expect that this assumption is true for "good" objects.
Hence we consider the other assumption. In the v-adic case, Γ(F q (t) v ) contains a Galois image. Since the Galois image is large enough, we can conclude that Γ(F q (t) v ) is Zariski dense in Γ.
Lemma 5.12. Let G be an algebraic group over a field k and H a subgroup of G(k). We set H Zar the Zariski closure of H in G endowed with the reduced structure. Then H Zar is a subgroup scheme of G and smooth.
Proof. We denote byH the Zariski closure of H in G(k). By Lemma 4.17,H is defined over k. Then it is clear that (H Zar )k =H. Thus H Zar is absolutely reduced.
To prove that H Zar is a group scheme, it is enough to show thatH is a group. For any a ∈ G(k), the map G(k) → G(k); g → ag is a homeomorphism. Thus for any a ∈ H, we have aH = aH ⊂H. Thus for any b ∈H, we have Hb ⊂H. ThereforeHb = Hb ⊂H. Hence we haveHH ⊂H. Since the map G(k) → G(k); g → g −1 is a homeomorphism, we haveH −1 = H −1 =H. Lemma 5.13. Let G be a topological group and k be a topological field. Let ρ : G → GL r (k) be a continuous k-representation of G. We set C ρ the Tannakian subcategory of Rep(G, k) generated by ρ and Γ ρ ⊂ GL r/k its Tannakian Galois group. Then ρ(G) is Zariski dense in Γ ρ .
Note that the Tannakian Galois group Γ ρ may not be reduced.
Proof. We have an inclusion ρ(G) Zar ⊂ Γ ρ and ρ factors through a ρ(G) Zar (k):
Thus we have functors of Tannakian categories
We denote by Γ G,k be the Tannakian Galois group of Rep(G, k). Then we have morphisms of algebraic groups which correspond to the above sequence:
Since Γ G,k → Γ ρ is an epimorphism of algebraic groups, we have ρ(G) Zar (k) = Γ ρ (k).
For any τ ∈ G K , since σ(τ Ψ) = τ (σΨ) = τ (ΦΨ) = Φ(τ Ψ), there exists a matrix A τ ∈ GL r (F q (t) v ) such that τ Ψ = ΨA τ . Therefore we have τ (Σ) = Σ and a map G K → Aut σ (Σ/K(t) v ). By Lemma 4.16, we have that A τ ∈ Γ(F q (t) v ) and A τ corresponds to the image of τ in Aut
On the other hand, we can verify that the map
coincide with the natural representation G K → GL(V (M )) defined in Subsection 3.3.
Proof. Let C M be the Tannakian subcategory of Rep(G K , F q (t) v ) generated by V (M ). Then by Theorem 3.26, the categories T M and C M are equivalence. Therefore Γ M is also a Tannakian Galois group of C M . Hence by Lemma 5.13, the image of
Proof. By Proposition 5.14, Γ(F q (t) v ) is Zariski dense in Γ M . In particular, it is Zariski dense in Γ. Therefore by Theorem 5.11, π M is an isomorphism. 
v-adic criterion
In this section, we set K := F q (θ) the rational function field over F q with one variable θ independent of t. Let M be a finite-dimensional ϕ-module over K(t) v , m a K(t) v -basis of M and Φ ∈ Mat r×r (K(t) v ) a matrix such that ϕm = Φm. Definition 6.1. A ϕ-module M is said to be a v-adic t-motive if Φ ∈ Mat r×r (K[t] v ) and det Φ = c(t − θ) s for some c ∈K × and s ∈ N.
Since t − θ is invertible in K[t] v , v-adic t-motives are K sep (t) v -trivial by Theorem 3.26. Thus we can apply the results of the previous sections to v-adic t-motives. Remark 6.2. Let k be a field of characteristic p > 0 and ι : F p [t] → k a ring homomorphism. Anderson defined the notion of t-motives over k in [1] . This is a ϕ-module M over k[t] which satisfies the following conditions:
• M is free of finite rank over k[t].
• M is finitely generated over k σ [ϕ] .
Here the ϕ action on k[t] is defined as before and k σ [ϕ] is the subring of k[t] σ [ϕ] generated by k and ϕ. Thus we have a functor from the category of t-motives over K (here we take ι(t) = θ) to the category of v-adic t-motives by tensoring K(t) v .
Let K v(θ) be the completion of K with respect to the place at v(θ),
to the place at (θ − λ l ), K λ l an algebraic closure of K λ l , and C λ l := K λ l the completion of K λ l with respect to the canonical extension of (θ − λ l ). Let v l be the valuation on C λ l normalized by v l (θ − λ l ) = 1. For each l, we fix an embeddingK to λ l ) ), we can define f (θ) ∈ l C λ l by substituting θ for t if it converge. We have the following conjecture, which is a v-adic analogue of Proposition 3.1.1 in [2] :
be matrices such that ψ(θ) converges, σψ = Φψ and det Φ = c(t − θ) s for some c ∈ K × and s ∈ N. Then, any linear relation of the components of ψ(θ) over K v(θ) lifts to some linear relation of the components of ψ over K[t] v . Precisely speaking, if there exists an element ρ ∈ Mat 1×r (K v(θ) ) such that ρψ(θ) = 0, then there exists an element P ∈ Mat 1×r (K[t] v ) such that P ψ = 0, P (θ) converges and P (θ) = ρ. Conjecture 6.3 is true if r = 1 and we give a proof below. This proof is the same as the proof of the ∞-adic version for r = 1 in [2] . If ρ = 0, then we can take P = 0. Therefore we may assume that ρ = 0. Since for some P ∈ K[t] v , we have P (θ) = ρ. Hence it is enough to show that, if ψ(θ) = 0, then
On the other hand, we have
By induction on ν, we have i a l,i ((θ − λ l ) q dν ) i = 0 for each l. Thus the formal series i a l,i z i has infinite zeros on the disk v l (z) ≥ v l (θ − λ l ). Therefore a l,i = 0 for all l and i, and we conclude that ψ = 0.
Next, we calculate valuations of the coefficients of periods for some examples of tmotives. An element L α,n is an analogue of the n-th Carlitz polylogarithm, and an element Ω v is an analogue of the Carlitz period. Since X d+1 = X 1 , we can solve these equations in K sep . This proved the existence part of this proposition.
Next we calculate the valuations of these solutions by induction on i. We set f i (X 1 ) := γ d+1 X q d 1 − X 1 + d+1 r=2 β d+1,r,i . Since a l,i = 0 for all i < 0, the inequality for the valuations in the statement of this proposition is true for i < 0. Fix i ≥ 0 and assume that the inequality in the statement of this proposition is true for integers lower than i. It is clear that v 1 (γ d+1 ) = v 1 (c 1 ) = n. .
By Propositions 6.4 and 6.5, the infinite sums L α,n (θ) and Ω v (θ) converge.
Example 6.6. We define the Carlitz motive to be the ϕ-module C whose underlying K(t) v -vector space is K(t) v and on which ϕ acts by 
Algebraic independence of formal polylogarithms
In this section, we prove the algebraic independence of certain "formal" polylogarithms. The proof of this theorem follows [5] and [10] closely. Let (F, E, L) be a σ-admissible triple and t, θ ∈ E distinct elements. Let n, r be positive integers and α 1 , . . . , α r ∈ E fixed elements. Assume that (F × ) tor = F × , and there exist elements Ω = (Ω l ) l ∈ L × and L α j ,n = (L α j ,n,l ) l ∈ L for each j = 1, . . . , r such that σ(Ω) = (t − θ)Ω, Ω l is transcendental over E and σ(L α j ,n ) = σ(α j )+L α j ,n /(t−θ) n . In the v-adic settings, such elements actually exist if α 1 , . . . , α r ∈ K × (cf. Section 6). We set Then we have σΨ = ΦΨ. Therefore, if M is the ϕ-module over E corresponding to Φ, then M is L-trivial. This type of t-motive is considered in [5] and [10] . Note that in ∞-adic case, Ω and L α,n are constructed explicitly, and L α,n (θ) is the n-th Carlitz polylogarithm of α. We define Γ, Γ M , Z, Λ l , . . . as in the previous sections for M , Φ and Ψ. In particular, we have Λ l = E(Ω n l , L α,n,l , . . . , L α,n,l ). Furthermore, we assume that, Γ(F ) is Zariski dense in Γ or Λ l /F is regular extension for each l. Thus the natural immersion Γ → Γ M is an isomorphism by Theorem 5.11.
For each F -algebra R, we set Corollary 7.4. If L α 1 ,n,l , . . . , L αr,n,l , 1 are linearly independent over E for some l, then L α 1 ,n,l ′ , . . . , L αr,n,l ′ are algebraically independent over E for each l ′ .
Proof. Note that since Λ l ′ = E(Ω n l ′ , L α 1 ,n,l ′ , . . . , L αr,n,l ′ ), we have tr.deg E Λ l ′ ≤ r + 1. By the assumption, we have r + 1 ≤ dim E N l ≤ r + 2.
Assume that dim E N l = r + 2. Then tr.deg E Λ l ′ < dim E N l . By Theorem 7.3, we have dim E N l = tr.deg E Λ l ′ + 1. Thus we have tr.deg E Λ l ′ = r + 1 and Ω n l ′ , L α 1 ,n,l ′ , . . . , L αr,n,l ′ are algebraically independent over E.
On the other hand, assume that dim E N l = r + 1. By the assumption, we can write Ω −n l as a linear combination of L α 1 ,n,l , . . . , L αr ,n,l , 1 over E. In particular, we have Ω n l ∈ E(L α 1 ,n,l , . . . , L αr,n,l ). Letting σ act on this relation, we have (t − θ)
n Ω n l+1 ∈ σ(E) σ(α 1 ) + L α 1 ,n,l+1 (t − θ) n , . . . , σ(α r ) + L αr,n,l+1 (t − θ) n ) .
Thus for each l ′ , we have Ω n l ′ ∈ E(L α 1 ,n,l ′ , . . . , L αr ,n,l ′ ) and Λ l ′ = E(L α 1 ,n,l ′ , . . . , L αr,n,l ′ ). By Theorem 7.3, we have tr.deg E Λ l ′ ≥ dim E N l − 1 = r. Thus tr.deg E Λ l ′ = r and L α 1 ,n,l ′ , . . . , L αr,n,l ′ are algebraically independent over E.
