Applying standard statistical methods after model selection may yield inefficient estimators and hypothesis tests that fail to achieve nominal type-I error rates. The main issue is the fact that the post-selection distribution of the data differs from the original distribution. In particular, the observed data is constrained to lie in a subset of the original sample space that is determined by the selected model. This often makes the post-selection likelihood of the observed data intractable and maximum likelihood inference difficult. In this work, we get around the intractable likelihood by generating noisy unbiased estimates of the post-selection score function and using them in a stochastic ascent algorithm that yields correct post-selection maximum likelihood estimates. We apply the proposed technique to the problem of estimating linear models selected by the lasso. In an asymptotic analysis the resulting estimates are shown to be consistent for the selected parameters and to have a limiting truncated normal distribution. Confidence intervals constructed based on the asymptotic distribution obtain close to nominal coverage rates in all simulation settings considered, and the point estimates are shown to be superior to the lasso estimates when the true model is sparse.
Introduction

Model Selection in Linear Regression
Consider the linear regression model
where y ∈ R n is a response vector, X ∈ R n×p is a matrix of covariate values and ε ∈ R n is a noise vector. Whether they are treated as a reasonable model for the data, or as an approximation to an unknown mean function, linear regression models are a ubiquitous tool for data analysis. When the number of available covariates p is large, it is often desirable or even necessary, to specify a more succinct model for the data. This is commonly done by selecting a subset of the columns of X to serve as predictors for y.
Model selection in regression is a well studied problem. Frequently used methods include exhaustive search based on information criteria such as AIC (Akaike, 1973) or BIC (Schwarz, 1978) , stepwise regression (Hocking, 1976) , univariate screening (Fan and Lv, 2008) , and regularization methods that induce sparsity via a variety of penalty functions (Hastie et al., 2015) . The last approach is the focus of this work. Specifically, we study model selection with the lasso (Tibshirani, 1996) , which uses an 1 penalty.
Inference After Model Selection
A well known, yet not as well understood problem, is the problem of performing inference after a model has been selected. In particular, it is known that post-selection confidence intervals often do not achieve target nominal coverage rates, hypothesis tests tend to suffer from an inflated type-I error rate and post-selection point estimates are often biased. A simple Gaussian example serves well to illustrate the issues that may arise when using the same data for selection and inference.
Example 1. Let y 1 , . . . , y n ∼ f i.i.d., with E f (y i ) = µ and Var f (y i ) = 1. Furthermore, suppose that estimation of µ is of interest only if a statistical test provides evidence that it is nonzero. Specifically, suppose that at a 5%-level, we reject H 0 : µ = 0 if |ȳ| > 1.96/ √ n. In this setting, if |µ| < 1.96/ √ n, the uncorrected estimatorμ =ȳ will overestimate the magnitude of µ whenever we choose to estimate it.
An example of early work emphasizing the fact that data-driven model selection may invalidate standard inferential methods is the article by Cureton (1950) , with its aptly chosen title 'validity, reliability and baloney'. Subsequently, this problem has been studied in the context of regression modeling. In particular, it has been shown that it is impossible to uniformly approximate the post-selection distribution of linear regression coefficient estimates Pötscher, 2005, 2006; Pötscher, 1991) .
The field of post-selection (or selective) inference is concerned with developing statistical methods that account for model selection in inference. These methods enable researchers to perform valid inference in the face of data-driven model selection. The field has seen much growth in recent years. The majority of work in selective inference is concerned with constructing confidence intervals and performing tests after model selection; see for example Lee and Taylor (2014) , Taylor et al. (2014) , Benjamini and Yekutieli (2005) , Weinstein et al. (2013) , and Rosenblatt and Benjamini (2014) . The particular case of model selection with 1 penalization is treated by Lee and Taylor (2014) and Lockhart et al. (2014) . Fithian et al. (2014) consider the general problem of testing after model selection. Estimation after model selection is in the focus of the work of Reid et al. (2014) , Benjamini and Meir (2014) , and Routtenberg and Tong (2015) .
In order to reconcile the aforementioned impossibility results with the recent advances in post-selection inference, we must clearly define the targets of inference.
Targets of Inference
In the context of variable selection in regression, let M := P({1, . . . , p}) be the set of models under consideration, defined as the power set of the indices of the columns of the design matrix X. Further, let S : R n → M be a model selection procedure that selects a model M ∈ M based on the observed data y ∈ R n .
When discussing estimation after model selection in linear regression, one may consider two different targets for inference. The first are the 'true' parameter values in correct models where all variables with non-zero coefficient are present. An alternative target for estimation is the vector of regression coefficients in the selected model
In (2), M = S(y) is the selected model, and X M is the sub-matrix of X made up of the columns indexed by M . These two targets of estimation coincide when the selected model is true, meaning that it contains all variables that have a non-zero regression coefficient. Indeed, if the observed value y is such that S(y) = M for a model M that contains all covariates with non-zero coefficients, then E(y) = X M β M 0 and β M 0 = β 0 (y). Here β M 0 is the vector of non-zero true coefficients padded with zeros to make it a vector of length |M |. Pötscher (1991) and Leeb and Pötscher (2003) study the behavior of least squares coefficients as estimators of the true regression coefficients in a sequential testing setting and derive the conditional and unconditional distributions of the resulting post-selection estimators. In contrast, works such as Berk et al. (2013) and Leeb et al. (2015) consider inference with respect to the regression coefficients in the selected model. In this work, we follow the latter point of view, taking the stance that a true model does not necessarily exist or, even if one exists, may be difficult to identify. Thus, the interest is in the parameters of the model the researchers have decided to investigate.
Conditioning on Selection
A data-driven model selection procedure tends to choose models that are especially suited for the observed data rather than the data-generating distribution. In linear regression this would often be in the form of inclusion of variables that are correlated with the dependent variable only due to random variation. A promising approach for correcting for this bias towards the observed data is to condition on the selection of a model. Example 2. Consider once again the univariate normal example, simplified via sufficiency to a single observation. Let y ∼ N (µ, 1) and assume that we are interested in estimating µ if and only if |y| > c for some constant c > 0. Standard inferential techniques assume that we observe values from the distribution y ∼ N (µ, 1). However, when inference is preceded by testing we never observe any values −c < y < c and the post-selection distribution of the observed value is not normal but truncated normal. Thus, the conditional post-selection maximum likelihood estimator (MLE) is: µ = arg max µ f (y|{|y| > c}) = arg max µ f µ (y) P (|y| > c) I {|y|>c} .
The right-hand panel of Figure 1 plots the post-selection MLE (as a function of y) for the two-sided case described above. Since this MLE is an even function we show the graph only for y > 0. The left-hand panel describes the post-selection MLE for the one-sided case where we estimate µ if y > c. In the two-sided case the estimator is an adaptive shrinkage estimator that shrinks the observed value towards zero when it is close to the threshold and keeps it as it is when its magnitude is far away from the threshold. observed value conditional estimate
Figure 1: Conditional estimators for the univariate normal distribution for threshold c = 1.96. The right panel describes the conditional estimator when selection is two-sided: |y| > 1.96. The left panel describes one-sided selection: y > 1.96. The red line plots the value of the conditional estimator as a function of the observed value, the dashed line is the x = y line and the grey line marks the threshold. In the left plot, the conditional estimate asymptotes to −∞ as the observed value approaches the threshold.
More generally, let y ∼ f θ follow a distribution from an exponential family with sufficient statistic T (y) ∈ R p . The likelihood of T (y) given that model M has been selected is
where we use the shorthand P (M |T (y)) := P (S(y) = M |T (y)) for the conditional probability of selecting model M given T (y). Similarly, P (M ) := P (S(y) = M ) is the unconditional probability of selecting M , f (T (y)) is the unconditional density function of T (y), and I M = I {S(y)=M } is the indicator function for the selection event.
The main obstacle in performing post-selection maximum likelihood inference is the computation of the probability of model selection P (M ), which is typically a p dimensional integral. Such integrals are difficult to compute when p is large, and much of the work in the field of post-selection inference has been concerned with getting around the computation of these integrals. For example, Lee et al. (2016) propose to condition on the signs of the selected variables as well as some additional information contained in the orthogonal subspace to the quantity of interest in order to obtain a tractable post-selection likelihood. Panigrahi et al. (2016) approximate P (M ) with a barrier function.
Conditioning on information beyond the selection of the model of interest, while having the benefit of providing tractable solutions to the post-selection inference problem, may drastically change the form of the likelihood. Consider once again the post-selection estimators for the univariate normal problem (Figure 1 ). Suppose that we observe y > 0. Then the right-hand panel plots the conditional estimator for the scenario where two-sided testing is performed. This estimator is essentially equal to the observed value y when y is far from the threshold and a value above zero when y is close to the threshold. On the left-hand side we plot the conditional estimator for µ as a function of y when we condition on the two-sided selection event as well as the sign of y. Indeed, since our observed value is positive we condition on {|y| > c, y > 0} = {y > c}. This second estimator is close to the observed value y when y is far from the threshold but approaches negative infinity as y → c, see Appendix C for details. Thus, even in the univariate normal case, conditioning on the sign of y in two-sided testing, may drastically alter the resulting conditional estimator.
Outline
In this work, instead of working with the intractable post-selection likelihood, we base our inference on the post-selection score function which can be approximated efficiently even in high dimensions. The following lemma describes the post-selection score function and information matrix for exponential family distributions. In our notation, conditioning on a model M serves as a shorthand for conditioning on the event that S(y) = M . Lemma 1. Suppose the observation y is drawn from a distribution f θ that belongs to an exponential family with natural parameter θ and sufficient statistic T (y). If the model selection procedure S(y) satisfies P (S(y) = M | T (y)) ∈ {0, 1} for a given model M , then the conditional (post-selection) score function and information are given by:
Proof. This result follows directly from the fact that the conditional distribution of an exponential family distribution is also an exponential family distribution as long as P (M |T (y)) ∈ {0, 1}. See Fithian et al. (2014) for details.
In the specific setup we consider subsequently, the conditional distribution of T (y) given M is a multivariate truncated normal distribution. While it is then difficult to compute E(T (y)|M ), we are able to sample efficiently from the multivariate truncated normal distribution using a Gibbs sampler (Geweke, 1991) . The main idea behind the method we propose is to use the samples from the truncated multivariate normal distribution as noisy estimates of E(T (y)|M ) and take small incremental steps in the direction of the estimated score function, resulting in a fast stochastic gradient ascent algorithm. Our framework has similarities with the contrastive divergence method of Hinton (2002) .
The rest of the article is structured as follows. In Section 2 we present the proposed inference method in detail and apply it to selective inference on the mean vector of a multivariate normal distribution. In Section 3 we describe how the proposed framework can be adapted for post-selection inference in a linear regression model that was chosen by the lasso. In Section 4 we derive asymptotic properties of the proposed estimators. A simulation study in Section 5 demonstrates that the proposed approach yields confidence intervals which achieve close to nominal coverage rates and improved point estimates for the regression coefficients. Finally, in Section 6 we conclude with a discussion.
Inference for Selected Normal Means
Before considering the lasso, we first discuss the simpler problem of selectively estimating the means of a multivariate normal distribution. Let y ∼ N (µ, Σ) with mean vector µ ∈ R p and a known covariance matrix Σ. Observing y, we select the model
where l 1 , . . . , l p , u 1 , . . . , u p ∈ [−∞, ∞] are predetermined constants with l 1 < u 1 , . . . , l p < u p . We then perform inference for the coordinates µ j with j ∈ M (or possibly inference for a function of these coordinates). This seemingly simple problem has garnered much attention. For the univariate case of p = 1, Weinstein et al. (2013) propose a method for constructing valid confidence intervals, and Benjamini and Meir (2014) compute the post-selection MLE for µ. For p 1, Lee et al. (2016) develop a recipe for constructing valid confidence intervals for the selected means or linear functions thereof. Reid et al. (2014) discuss ML estimation when Σ = σ 2 I. To our knowledge, the method we propose below is the first to address the computation of the conditional MLE when p 1 and the covariance matrix Σ is of general structure. Conditionally on selection, the distribution of y is truncated multivariate normal, as the jth coordinate of y is constrained to lie in the interval (l j , u j ) if j / ∈ M or in its complement if j ∈ M . The conditional post-selection likelihood can be written as
where ϕ is the multivariate normal density. In Section 2.1 we describe the Gibbs sampler we use to sample from a truncated multivariate normal distribution, in Section 2.2 we describe how such samples can be used to compute the post-selection estimator and in Section 2.3 we propose a method for constructing confidence intervals based on the conditional MLE and samples obtained from the truncated normal distribution.
Sampling from a Truncated Normal Distribution
Sampling from a truncated multivariate normal distribution is a well studied problem. For a small dimension p, various rejection sampling algorithms have been proposed (Geweke, 1991; Robert, 1995) . For larger p, the commonly prescribed solution is to perform Gibbs sampling, (Griffiths, 2004) or use Hamiltonian Monte-Carlo algorithms (Pakman and Paninski, 2014) . We choose to use the Gibbs sampler of Kotecha and Djuric (1999) , as it is especially suited to our needs and simple to implement. We describe the sampling algorithm next. Assume we wish to generate a draw from the univariate truncated normal distribution constrained to lie in the interval [l, u] 
where Φ(y; µ, σ 2 ) denotes the CDF of the (untruncated) univariate normal distribution with mean µ and variance σ 2 . A simple method for sampling from the truncated normal distribution samples a uniform random variable U ∼ U (0, 1) and sets
Next, consider sampling from the truncated normal constrained to the set (−∞, l] ∪ [u, ∞). In this case, we may first sample a region within which to include y, using that
and then sample from a truncated univariate normal distribution constrained to the selected region using the formula given in (6).
Given this preparation, we may implement a Gibbs sampler for a truncated multivariate normal distribution as follows. Let y ∼ N (µ, Σ), and let f (y|M ) be the conditional distribution of y given the selection event. While the marginal distributions of f (y|M ) are not truncated normal, the full conditional distribution f (y j |M, y −j ) for a single coordinate y j is truncated normal with parameters
The Gibbs sampler repeatedly iterates over all coordinates of y and draws a value for y j conditional on M and y −j . So at the tth iteration we sample
The support of the truncated normal distribution is determined by whether or not j ∈ M . We initialize our algorithm with the observed value which according to our assumptions is a sample from the correct distribution.
A Stochastic Gradient Ascent Algorithm
The Gibbs sampler described above can be used to closely approximate E(y|M ) but computation of the likelihood L M (µ) remains intractable. However, for optimization of the likelihood, we can simply take steps of decreasing size in the direction of the evaluated gradient
where y is the observed data, y i (µ i−1 ) is a sample from the truncated multivariate normal distribution taken at µ i−1 and the step size γ i satisfies:
We emphasize that while it is technically possible to compute an MLE for the entire mean vector of the observed random variable, it is not necessarily desirable. To see why, consider once again the left-hand panel of Figure 1 where the estimator tends to −∞ as the observed value approaches the threshold. Such erratic behavior may arise when we estimate the coordinates of µ which were not selected, based on observations that are constrained to lie in a convex set, resulting in poor estimates also for the selected coordinates.
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Example 3. We plot the conditional log-likelihood for a two-dimensional normal model in Figure 2 . In such a low-dimensional case, the likelihood function can be computed using routines from the 'mvtnorm' R package (Genz et al., 2016) . Our plot is for a setting where we observe y = (1.45, 1.8) with Σ ij = 0.5 I{i =j} , and only the first coordinate of µ was selected based on the thresholds l 1 = l 2 = −1.65, u 1 = u 2 = 1.65. The point y is marked in the figure as an 'O', and the log-likelihood is maximized at the point marked with 'C', which isμ = (5.4, 2.5). We see that instead of performing shrinkage on the observed selected coordinate, the selected coordinate was estimated to be far larger than the observed value.
In order to mitigate this behavior, we propose using a plug-in estimator for the coordinates outside of M . Particularly, we limit ourselves to performing steps of the form
where Σ −1 j,. is the jth row of Σ −1 . In other words, we impute the unselected coordinates of µ with the corresponding observed values of y, and maximize the likelihood only with respect to the selected coordinates of µ. These plug-in estimates for the unselected coordinates of µ are consistent, as we show in Section 4. The plug-in conditional MLE for Example 3 is shown as a 'P' in Figure 2 . It is approximatelyμ = (1.45, 0.8).
Next, we give a convergence statement for the proposed algorithm. Since our gradient steps are based on y i (µ i−1 ), a noisy estimate of E µ i−1 (y|M ), the resulting algorithm fits into the stochastic optimization framework of Bertsekas and Tsitsiklis (2000) . In short, the theory for stochastic optimization guarantees that taking steps in the form of (8) leads to convergence to the MLE as long as there exists a constant A such that 
The algorithm described in (10) converges to the Z-estimator given by the root of the function
A precise description of the optimization algorithm is given in Algorithm 1. For an implementation, we must specify how many iterations of the Gibbs sampler to run before updating the parameter estimates, how many parameter updates to perform and what the learning rate γ i should be. In practice, we find that updating the estimates after each Gibbs cycle works well, and that setting γ i ∝ 1 √ i leads to fast convergence. Figure 3 shows typical optimization paths for Algorithm 1 as well as Algorithm 3 from Section 3.
Conditional Confidence Intervals
In the absence of model selection, the MLE is typically asymptotically normal, and it is common practice to construct Wald confidence intervals based on this limiting distribution:
Algorithm 1: Stochastic ascent algorithm for the normal means problem.
initialization: y 0 ← y, µ 0 ← y.
where z j,α denotes the (1 − α) quantile of the asymptotic normal distribution for the jth coordinate. The post-selection setting is more complicated, however, because the relevant asymptotic approximation is based on a truncated normal and not a normal distribution, as we show in Section 4. In order to describe our large-sample approximation to the distribution of the conditional MLE, we extend the normal means problem to the setting of an n-sample. So assume that instead of observing a single vector y ∈ R p , we have a set of observations y 1 , . . . , y n ∈ R p and perform model selection and inference based onȳ n = n −1 n i=1 y i . We are interested in evaluating our error in estimating µ M 0 at all times at which a certain fixed model M is selected. Recall that M ⊆ {1, . . . , p} and that µ M 0 is the true vector of means in the selected model. In Section 4, and Theorem 5 specifically, we show that under suitable assumptionŝ µ M n is conditionally consistent for µ M 0 when conditioning on selection of M . Moreover,
where the o p (1) term is to be interpreted conditionally on selection of M . We may thus approximate the conditional distribution of √ n(μ M n −µ M 0 ) given selection of M by a truncated normal distribution. Let TN j,q be the qth quantile of the jth marginal of the truncated normal distribution resulting from (13). Post-selection, the following interval is an asymptotic 1 − α confidence interval for the jth coordinate of the mean vector:
As stated, however, the distribution of TN is unknown to us as it depends on the true mean vector µ M 0 . In practice, we proceed in a slightly ad hoc manner and construct confidence intervals based on the estimated means: In this example, 15 means were selected for a threshold of 1.65. When an observed value y j , marked by a triangle, is close to the threshold the conditional estimate, marked by a circle, is shrunk to zero. When y j is far away from the threshold, no shrinkage is performed and the conditional estimate is roughly equal to the observed value. The true values of the parameter being estimated are shown as squares. The conditional confidence intervals marked by a solid line also exhibit a behavior dependent on the location of the observed value. They are similar to the uncorrected ones when the observation is far from the thresholds, smaller when the observed value is shrunk towards zero and far larger than the uncorrected confidence intervals when the observed value is just in between and there is the more uncertainty about whether the true mean is very small or very large.
Here,TN stands for the conditional distribution given selection of
We estimate the quantilesTN j,1−α/2 andTN j,α/2 using empirical quantiles of samples from the truncated normal distribution.
Example 4. Figure 4 shows point estimates and confidence intervals for selected means in a normal means problems. The figure was generated by sampling y ∼ N (µ, Σ) with µ 1 , . . . , µ 20 ∼ N (0, 4) i.i.d., µ 21 = · · · = µ 100 = 0 and Σ i,j = 0.3I i =j + 1I i=j . The applied selection rule was S(y) = {j : |y j | > 1.65}. The plotted estimates are the conditional estimates computed using Algorithm 1 along with the 95% confidence intervals described in (14). In addition, we plot the estimates and confidence intervals described in (12) which we term naive. These were not adjusted for selection.
As we had seen in the univariate case, the conditional estimator acts as an adaptive shrinkage estimator. When the observed value is far away from the threshold, then no shrinkage is performed and when it is relatively close to the threshold then it is shrunk towards zero. In this example, the conditional confidence intervals cover 14 of the 15 selected parameters. The naive confidence intervals only cover 11 of the 15 selected parameters.
Maximum Likelihood Estimation for the Lasso
In this section we demonstrate how the ideas from the previous section can be adapted for computing the post-selection MLE in linear regression models selected by the lasso. The lasso estimator minimizes the squared error loss augmented by an 1 penalty,
with λ ≥ 0 being a tuning parameter. Model selection results from the fact that the 1 penalty may shrink a subset of the regression coefficients to zero. As in Lee et al. (2016) , we perform inference on the non-zero regression coefficients in the lasso solution, that is, the selection procedure is S(y) = {j :β lasso,j = 0}.
Given selection of a model M , we are interested in estimating the unconditional mean of the regression coefficients
We begin by describing the lasso selection event (Section 3.1) and then give a Metropolis-Hastings sampler for the postselection distribution of the least-squares estimates (Section 3.2). In Section 3.3, we describe a practical stochastic ascent algorithm for estimation after model selection with the lasso.
We note that the sufficient statistics X T M y/σ 2 often converge weakly to a normal random vector even when the response vector y is not normal. Thus, the framework developed in the previous section and extended here is relevant for estimation of regression coefficients even in non-normal settings.
The Lasso Selection Event
Let M ⊆ {1, . . . , p} be a given model. In order to develop a sampling algorithm for a normal distribution truncated to the event that S(X, y) := {j :β lasso,j = 0} = M , we invoke the work of Lee et al. (2016) who provide a useful characterization of this lasso selection event. Let s ∈ {−1, 1} |M | be the vector of signs ofβ lasso over the active set. We will consider two sets
where in the first event
and in the second event
Here, X M is the submatrix of the design matrix X made up of the columns indexed by the selected model M and the columns in the submatrix X −M correspond to variables which were not selected. It can be shown that {S(X, y) = M and sign vector equal to s} = A 0 (M, s) ∩ A 1 (M, s).
The conditional score function for a model selected by the lasso is given by
where for a given set of signs P (M, s) = P (A 0 (M, s)) × P (A 1 (M, s) ). Here again, the score function is the difference of the sufficient statistic and its expectation conditional on selection. This expectation is a weighted average in which the weights P (M, s) are products of the probability for selecting the active set of variables and the probability of not selecting the inactive set.
As in the normal means problem, parameters related to the set of variables excluded from the model play a role in the conditional likelihood. In the normal means problem we advocated excluding those from the optimization of the conditional likelihood. Instead, we simply used the observed values of the variables which were not selected as estimators for the corresponding means. For the lasso, we similarly must compute a conditional expectation which is a function of A 0 (M )E(y). We again advocate for avoiding conditional likelihoodbased estimation of this quantity. In computational experiments we observed that the value of A 0 (M )E(y) tends to be very small and rather well approximated by a vector of zeros. For more on this and some numerical examples see Appendix B.
In the next subsection, we devise an algorithm for sampling from the post-selection distribution of the regression coefficients selected by the lasso without conditioning on the sign vector s. The sampler will operate by updating the two quantities
Sampling from the Lasso Post-Selection Distribution
With a view towards Gibbs sampling, we examine the region where a single regression coefficient may lie given the signs of all other coefficients. Let j ∈ M be an arbitrary index. Denote by s +j and s −j vectors of signs where the signs for all coordinates but j are held constant and the jth coordinates are set to either 1 or −1, respectively. A necessary condition for the selection of M is that
Ideally, we would be able to implement a Gibbs sampler that allows for the change of signs as we have done in Section 2.1 by setting
However, an important way in which the lasso selection event differs from the one described in Section 2 is that when a single coordinate of s is changed, the thresholds for all other variables change. Thus, in order for a single coordinate of η to change its sign, all other variables must be in positions that allow for that. This often makes sign changes impossible for the standard Gibbs sampler. In order to explore the entire sample space (and sign combinations) we propose a delayed rejection Metropolis-Hastings algorithm (Mira, 2001; Tierney and Mira, 1999) . The algorithm works by attempting to take a Gibbs step for each selected variable in turn. If the proposed Gibbs step for the jth variable satisfies the constraints induced by the selection event then the proposal is accepted. Otherwise, we keep the proposal for the jth variable and make a global proposal for all selected variables keeping their signs fixed. Keeping the signs fixed in the second proposal ensures that the proposal will satisfy the selection constraints. We use the notation:
At some arbitrary iteration t, our sampler first makes the draw
This sampling task is quite simple in the sense that ξ|M, η has a multivariate normal distribution constrained to a convex set and can thus be sampled via the standard Gibbs sampler described in Section 2. Next, we make a proposal for each selected variable. For the jth selected variable we sample:
where l j and u j are as defined in (22) . If the sign of r j differs from the sign of η t−1 j , then we must verify that ξ t from (23) satisfies the constraints imposed by the new set of signs. If the constraints described in (18) are not satisfied, then the proposal is rejected. If the proposal yields a point that satisfies both (18) and (17) then no further adjustment is necessary and the acceptance probability is 1 because the proposal is full conditional (Chib and Greenberg, 1995) . On the other hand, if the proposed point is not in the set from (17), then a sign change has been performed and we must update the values for other coordinates. In such a case we make a proposal for all other coordinates of η from the one-dimensional truncated normal distribution.
Denote by TN(a, b, µ, σ 2 ) a univariate normal distribution with mean µ and variance σ 2 constrained to the interval (a, b). For all variables k = j we sample a proposal from the following distribution:
where a k = u k and b k = ∞ if s t k = 1, and a k = −∞ and b k = l k if s t k = −1. The rationale behind choosing an independent proposal is that for variables that are far from the threshold this becomes a symmetric proposal. Note that in (24) l k and u k must be recomputed according to the proposed sign change.
The Metropolis-Hastings algorithm in its entirety is described in Algorithm 2. The following Lemma describes the transitions of the proposed sampler.
Lemma 2. For the jth variable at the tth iteration define: Here, r ← 2 represents the current state of the sampler after the Gibbs step from (23). If ξ t from (23) is not in the set from (18), then the proposal for r j is rejected and the sampler stays in state r ← 2 . If ξ t is in (18) and r → 1 is in the set from (17) then the sampler moves to r → 1 . Otherwise, if r ← 1 is in the set from (17) then the sampler stays in state r ← 2 . Finally if neither r → 1 nor r ← 1 are in the set from (17) then the sampler either moves to r → 2 or stays put at r ← 2 . In this case, the move to r → 2 occurs with probability
where
A Stochastic Ascent Algorithm for the Lasso
We now propose an algorithm for computing the post-selection MLE when the model is selected via lasso. We begin by defining the gradient ascent step, which uses samples from the post-selection distribution of the refitted regression coefficients. We give a convergence statement for the resulting algorithm, and we discuss practical implementation for which we address variance estimation and imposing sign constraints. Let M = S(y) be the lasso-selected model. Given a sample η i ∼ fβ i−1 (η|M ) from the post-selection distribution of the least squares estimator, we take steps of the form:
where the γ i satisfy the conditions from (9). In Theorem 2 we give a convergence statement for the algorithm defined by (26). As in Theorem 1, the main challenge is bounding the variance of the stochastic gradient steps.
Theorem 2. Let η follow the conditional distribution of η ∼ N (β, Σ) given the lasso selection S(y) = M . Then there exists a constant A such that for all β ∈ R p :
Furthermore, the sequence (β i ) from (26) converges, and its limitβ ∞ := lim i→∞β i satisfies
Algorithm 2: Sampler for the post-selection distribution under selection by lasso.
: A sample point η.
Before we exemplify the behavior of the proposed algorithm we first discuss some technicalities. The sampling algorithm proposed in the previous section assumes knowledge of the residual standard error, a quantity that in practice must be estimated from the data. One possible candidate for a variance estimate is that based on refitting the lasso-selected model by least squares. While this estimate is consistent (see Section 4.1), in our experience, it tends to underestimate the true residual variance. Thus, we opt for the cross-validated lasso variance estimate:
Reid et al. (2016) show in an extensive simulation study that this estimate works well in a variety of different settings. As in the univariate normal case, the post-selection estimator for the lasso performs adaptive shrinkage on the refitted regression coefficients. However, the asymmetry between the thresholds dictated by different sign sets may cause the sign of the conditional coefficient estimate to be different than the one inferred by the lasso. Empirically we have found some benefit for constraining the signs of the estimated coefficients to those of the refitted leastsquares coefficient estimates.
Algorithm 3: Stochastic ascent algorithm for the lasso.
Sample η i using Algorithm 2 ;
Example 5. We illustrate the proposed method via simulated data that are generated as follows. We form a matrix of covariates by sampling n rows independently from N p (0, Σ) with Σ i,j = ρ |i−j| . We then generate a coefficient vector β by sampling k coordinates from the Laplace(1) distribution and setting the rest to zero. Next, we sample a response vector y ∼ N (µ, σ 2 I), where µ = Xβ and σ 2 is chosen to obtain a certain signal-to-noise ratio defined as snr := Var(µ)/σ 2 . We set n = 400, p = 1000, k = 5, ρ = 0.3 and snr = 0.2. Given a simulated dataset we select a model using the lasso as implemented in the R package 'glmnet' (Friedman et al., 2010) . Following common practice and the default of the package, the tuning parameter λ is selected via cross-validation. Strictly speaking, this yields another post-selection problem.
In Figure 5 we plot three types of estimates for the regression coefficients selected by the lasso. The conditional estimator proposed here, the refitted least-squares estimates and the lasso estimates. In addition to the point estimates, we also plot three types of confidence intervals. The first are the Conditional-Wald confidence intervals analogous to the ones described in Section 2.3. They are given by:
The second intervals are the Refitted-Wald confidence intervals obtained from fitting a linear regression model to the selected covariates without accounting for selection. Finally, we also include the intervals of Lee et al. (2016) as implemented in the R package 'selectiveInference' . We term these Polyhedral confidence intervals. In Figure 5 , black circles mark the conditional estimates, triangles the refitted least squares estimates, squares the lasso estimates and plus signs the true coefficient values. The conditional estimator tends to lie between the refitted and the lasso estimates. When the refitted estimate is far from zero the conditional estimator applies very little shrinkage, and when the refitted estimator is closer to zero the conditional estimator is shrunk towards the lasso estimate. The conditional confidence intervals also exhibit a behavior that depends on the estimated magnitude of the regression coefficients. When the conditional estimator is far from zero the size of the confidence intervals is similar to the size of the refitted confidence interval. When the conditional estimator is shrunk towards zero, its variance tends to be the smallest. The confidence intervals are the widest when the conditional estimator is just in-between the lasso and refitted estimates. The Polyhedral confidence intervals tend to be the largest in most cases. In fact, in a non-negligible number of simulations the polyhedral confidence intervals had a length of infinity. Section 5 gives a more thorough examination of these estimates and confidence intervals.
Asymptotics for Conditional Estimators
We now present asymptotic distribution theory that supports the methods proposed in the previous sections. Such theory is complicated by the fact that model selection induces dependence between the previously i.i.d. observations. In Section 4.1 we first give a consistency result for naive unconditional estimates, which in particular justifies our plug-in likelihood method for the normal means problem. We then outline conditions under which the conditional MLE is consistent for the parameters of interest and derive its asymptotic distribution in a general exponential family setting. The conditional MLE takes many of its properties from the limiting distribution of the sufficient statistics. These are assumed to be asymptotically normal pre-selection and consequently, have a truncated normal distribution post-selection. In order to derive the asymptotic distribution of the conditional MLE we bound moments of the post-selection distribution of the data, which we accomplish via assumptions on the rate at which the probability of selecting a model decreases as the sample size grows. In Section 4.2 we adapt the theory to the lasso post-selection estimator. We remark that theory on the efficiency of conditional estimators can be found in Routtenberg and Tong (2015) who define a Post-Selection Cramer-Rao bound and show that any estimator which achieves this bound is equivalent to the conditional MLE. Proofs for this section are deferred to the appendix.
Theory for Exponential Families
Suppose we have an i.i.d. sequence of observations (y i ) ∞ i=1 drawn from a distribution f * . As a base model for the distribution of each observation y i , consider a regular exponential family {p θ : θ ∈ Θ} with sufficient statistic T ∈ R p and θ being the natural parameter. So, Θ ⊂ R p . For the sample y 1 , . . . , y n , defineT n := n −1 n i=1 T (y i ). Now, let M be a countable set of submodels, which we denote by M = {p θ M : θ M ∈ Θ M } with parameter space Θ M ⊂ Θ. We consider a model selection procedure S n : R p → M that selects a model M as a function ofT n . Based on the true distribution f * the sample is taken from, the selection procedure S n induces a distribution P n (M ) := P (S n (T n ) = M ) over M. We emphasize that f * need not belong to any model in M nor the base family {p θ : θ ∈ Θ}.
Example 6. In the normal means problem, p θ is a normal distribution with θ being the mean vector. The sufficient statistic is T (y) = Σ −1 y, where Σ is the known covariance matrix. Each model M ∈ M corresponds to a set of mean vectors with a subset of coordinates equal to zero. The selection procedure S n is based on comparing the coordinates ofT n to predetermined thresholds l j and u j , recall (5). In an asymptotic setting l j and u j will often scale with the sample size to obtain desired type-I error rates.
We consider estimation of a parameter θ M 0 of a fixed model M , which represents the model selected in the data analysis. If the data-generating distribution f * belongs to M , then f * = p θ M 0 for a parameter value θ M 0 ∈ Θ M and consistency can be understood as referring to the true data-generating distribution. If f * ∈ M , then the parameter in question corresponds to the distribution in M that minimizes the KL-divergence from f * , so
Note that even under model misspecification we have
because θ M 0 is the solution to the expectation of the score equation. The post-selection setting is unusual in the sense that we are only interested in a specific model M if S n (T n ) = M . Hence, it only makes sense to analyze the asymptotic properties of an estimator of θ M 0 if model M is selected infinitely often as n → ∞. This justifies our subsequent focus on conditions that involve the probability of selecting M .
Our first result applies in particular to the normal means problem and is concerned with the post-selection consistency of the unconditional/naive MLE for θ M 0 . Theorem 3. Let M be a fixed model with
be an estimator that unconditionally is unbiased for θ M 0 . Suppose there is a constant C ∈ (0, ∞) such that for all 1 ≤ j ≤ p and n ≥ 1 the distribution of
Next, we turn to the conditional MLE. Let θ M (y i ) be the log-likelihood of y i as a function of θ M , and let P n,θ M (M ) be the probability of {S n (T n ) = M } where y 1 , . . . , y n is an i.i.d. sample from p θ M . Then the conditional MLE iŝ
We first give conditions for its post-selection consistency.
Theorem 4. Suppose the fixed model M satisfies
Furthermore, suppose that for a sufficiently small ball
Then the conditional MLE is post-selection consistent for θ M 0 , that is,
Condition (31) concerns the model-based selection probability and ensures that the conditional MLE exists with probability 1 as n → ∞. Both the plug-in likelihood for the selected means problem and the lasso likelihood satisfy this condition. We note that this condition excludes examples such as the singly truncated univariate normal distribution, where the probability that an MLE does not exist is positive (del Castillo, 1994) . Condition (30) concerns the true probability of selecting the considered model M , which is required to not decrease too fast. The condition is somewhat restrictive as it implies that our theory only guarantees consistency for models that are selected with high enough probability. Condition (32) serves to ensure that the conditional score function is well behaved in the neighborhood of the estimand.
Conditioning on selection of a model induces conditional distributions with truncated support. Under an additional assumption regarding the rate at which the the model-based probability of selecting the model of interest decreases to zero, we can motivate approximation of the distribution of the conditional MLE by a truncated normal distribution.
Theorem 5. Fix a model M , assume that the conditions of Theorem 4 hold, that
and suppose that unconditionally,
where the o p (1) term is conditionally on selection of M .
Theory for the Lasso
In this section we describe how the theory from the previous section applies to inference in linear regression after model selection with the lasso. Suppose that we observe an independent sequence of observations
Each observation y i is accompanied by a vector of covariates X i ∈ R p which we consider fixed, or equivalently, conditioned upon. The sufficient statistic for the linear regression model is given by T n (X, y) = X T y and the model selection function S n (X, y) is the lasso, which selects a model:
For a selected model M , the conditional MLE for the regression coefficients is given by:
where,
Notice that in our objective function the probabilities for not selecting the null-set are not a function of the parameters over which the likelihood is maximized. Instead, they are defined as a function of the sample size n and are determined by the imputed value for A 0 (M )µ. In practice we set A 0 (M )µ = 0. This imputation method can be justified by the fact that a model is unlikely to be selected infinitely often if:
For good behavior of the conditional MLE we made assumptions regarding the probabilities of selecting models of interest. Many previous works have investigated the properties that a data generating distribution must fulfill in order for the lasso to identify a correct model with high probability. See for example Zhao and Yu (2006) , and Meinshausen and Yu (2009). While we do not limit our attention to the selection of the correct model, this line of study sheds light on the conditions a model M ∈ M must satisfy in order for it to be selected with sufficiently high probability. In the following we assume that the number of covariates p n = p is kept fixed while the sample size n grows to infinity. We touch on high-dimensional settings briefly at the end of the section.
The set of models for which we are able to guarantee convergence depends on the scaling of the 1 penalization parameter. We consider two types of scalings:
We begin by discussing the case where the 1 penalization parameter scales as in (37). In this setting, the model selection probabilities can be bounded in a satisfactory manner as long as the expected projection of the model residuals on the linear subspace spanned by the inactive variables is not too large.
Lemma 3. Suppose that λ n scales as in (37) and that y follows a normal distribution as defined in (35). Suppose further that for an arbitrary model of interest M ∈ M there is a matrix Σ and a vector β M 0 such that following holds:
Then there exists an asymptotic lower bound for the probability of selecting M :
Next, we discuss the setting where λ n grows faster than √ n. Here we must impose stronger conditions on the selected model because the probability of selecting a model which contains covariates with zero coefficient values may decrease to zero at an exponential rate. Furthermore, we make assumptions similar to the Irrepresentable Conditions of Zhao and Yu (2006) on the selected model in order to make sure that the model selection conditions corresponding to the variables not included in the model are satisfied with high probability.
Lemma 4. Suppose that λ n scales as in (38) and that conditions (35) and (40) hold. Furthermore, assume that:
for some constant ν, where 1 is a vector of ones and the inequality holds element wise. Under these conditions the following limits hold:
The linear regression model trivially satisfies the modeling assumptions we made in the previous section. Thus, under the conditions given in the lemmas stated in this section, the conditional MLE for a model selected by the lasso can be guaranteed to be well behaved.
Corollary 1. Fix a model M ∈ M and suppose that the conditions of either Lemma 3 or Lemma 4 are satisfied. Then the conditional MLE (36) is consistent for β M 0 and,
Remark 1 (High-Dimensional Problems). The lasso is often used in cases where the number of covariates p is much larger than n. In order to make asymptotic analysis relevant to such cases it is common to assume that p grows with the sample size. While the theory developed here does not explicitly treat such a high-dimensional setting, none of our assumptions prevent us from allowing the model selection function S n to consider a growing number of covariates as n grows. Specifically, if we assume that the 1 penalty scales at the rate of
as prescribed e.g. by Hastie et al. (2015) , then our theory applies as long as the assumptions of Lemma 4 are satisfied and log p n = o(n).
Remark 2 (Normality). While we made a simplifying normality assumption, we expect that for fixed dimension p, non-normal errors can be addressed using conditions similar to those outlined by Tibshirani et al. (2015) . For theory for selective inference with non-normal errors in the high-dimensional case, see the work of Tian and Taylor (2015) . : Post-selection estimation error. We plot the estimation error for the conditional and refitted least-squares regression estimates relative to the error of the lasso estimates as defined in (43). The relative MSE of the conditional estimate is marked by a solid red line and that of the refitted least-squares estimates by a dashed blue line. The conditional method produces better estimates for the regression coefficients than the lasso in all simulation settings, though the difference is bigger when the signal in the data is due to a small number of covariates with large effects in place of a large number of small effects.
Simulation Study
In order to more thoroughly assess the performance of the proposed post-selection estimator for the lasso, we perform a simulation study, which we pattern after that in Meinshausen (2007) . We consider prediction and coefficient estimation using lasso, our conditional estimator and refitted lasso. We note already that while some existing theoretical works outline conditions under which the refitted lasso should outperform the lasso in prediction and estimation (Lederer, 2013) , this does not occur in any of our simulation settings. For confidence intervals we compare our Wald confidence intervals to the confidence intervals of Lee et al. (2016) which we term Polyhedral. We find that both selection adjusted methods achieve close to nominal coverage rates.
We generate artificial data for our simulations in a similar manner as we have done for Example 5 in Section 3.3. We vary the sample size n = 100, 200, 400, 800, signal-to-noise ratio snr = 0.2, 0.8, and the sparsity level k = 2, 5, 10. For each combination of parameter values we generate data and fit models 400 times. We keep the amount of dependence fixed at ρ = 0.5 and the number of candidate covariates fixed at p = 400.
In Figure 6 we plot the log relative estimation error of the refitted-lasso estimates and the conditional estimates compared to the lasso as defined by: : Post-selection prediction error. We plot the log of the ratio between the prediction errors for the conditional and refitted least-squares regression estimates relative to the prediction error of the lasso as defined in (44). The relative prediction error of the conditional estimates is marked by a solid red line and that of the refitted least-squares estimates by a dashed blue line. The conditional MLE produces better prediction than the lasso when the signal is spread over a smaller number of variables.
This measure of error gives equal weights to all regression coefficients regardless of their absolute magnitude. In all simulation settings the refitted least-squares estimates are significantly less accurate than the lasso or the conditional estimates. The conditional estimates tend to be more accurate than the lasso estimates in all simulation settings. The conditional estimate seems to have more of an edge over the lasso when the number of non-zero regression coefficients is smaller. This might be due to the lasso picking up more small coefficients when the true model is larger.
In Figure 7 we present the relative prediction error of the refitted least-squares lasso estimates and the conditional estimates, as defined by:
Here, the lasso provides more accurate predictions when the true model has more non-zero coefficients and the conditional estimator tends to be more accurate when the true model is sparse. The conditional method is more accurate than the refitted regression model in all simulation settings. In Figure 8 we plot the coverage rates obtained by the Conditional-Wald confidence intervals proposed here, the Polyhedral confidence intervals and the refitted 'naive' confidence intervals. Both of the selective methods methods obtain close to nominal coverage rates. The Conditional-Wald confidence intervals tend to obtain a slightly higher than nominal coverage rates averaging at about 0.96 and the Polyhedral confidence intervals just slightly lower than nominal coverage rate, averaging at about 0.945. The coverage rates of the refitted confidence intervals which were not adjusted for selection were far below the nominal levels in all simulation settings. The grey horizontal line marks the target coverage rate of 95%. The Conditional-Wald obtain slightly higher than nominal coverage rates while the Polyhedral confidence intervals tend to achieve coverage rates that are very close to, but slightly lower than nominal.
While the two types of selection adjusted confidence intervals seem to be roughly on par with respect to their coverage rate, the tend to differ in their size. For Figure 9 we run a different set of simulations, the purpose of which is to demonstrate that as the sample size grows the size of the conditional-Wald confidence intervals tend to that of the refitted confidence intervals. We generate the additional datasets with a smaller number of candidate covariates p = 200, a larger range of sample sizes-n = 40, 75, 150, 300, 600, 1250, 2500, 5000, 10000, a signal-to-noise ratio of snr = 0.2 and k = 10 non-zero regression coefficients.
We face some difficulty in assessing the 'average' size of the Polyhedral confidence intervals, as these sometimes have an infinite length. Thus, as an alternative measure for the length of a 'typical' confidence interval, at each simulation instance we compute the median confidence interval length and then take a median of those as our global estimate for a given simulation setting. In Figure 9 we plot the log of the relative size of the selection adjusted confidence intervals to that of the unadjusted refitted confidence intervals: log 2 median selection adjusted CI size median naive CI size .
We find that as the sample size increases, the sizes of the Conditional-Wald confidence intervals converge to those of the unadjusted confidence intervals. The typical size of a Polyhedral interval remains more than twice the size of the Conditional-Wald interval. The relative 'typical' sizes of the selection adjusted confidence intervals. The measure plotted is log 2 of the ratio between the typical size of the conditional confidence intervals and the typical size of the unadjusted confidence intervals as described in the text. The Conditional-Wald confidence are shorter than the Polyhedral ones under all simulation settings, and their size tends to that of the unadjusted confidence intervals as the sample size grows.
Conclusion
In this work we presented a computational framework which enables, for the first time, the computation of correct maximum likelihood estimates after model selection with a possibly large number of covariates. We applied the proposed framework to the computation of maximum likelihood estimates of selected multivariate normal means and regression models selected via the lasso.
In contrast to other proposed solutions, our methods take the arguably most ubiquitous approach to data analysis, that of computing maximum likelihood estimates and constructing Wald-like confidence intervals. Furthermore, our methods do not require conditioning on information additional to the identity of the selected model. A practice which, as shown by Fithian et al. (2014) , may lead to a loss in efficiency.
In Section 4 we conducted a theoretical analysis of the proposed post-selection estimators. We derived sufficient conditions under which the conditional MLE is consistent, asymptotically unbiased and has a tractable asymptotic distribution. These conditions are, to the best of our understanding, sufficient but not necessary conditions for our results to hold and it may be possible to relax them. Specifically, it is likely that our theory can be extended to distributions beyond the exponential family.
We experimented with the proposed estimators and confidence intervals in a comprehensive simulation study. The proposed conditional confidence intervals were shown to achieve conservative coverage rates despite not being considerably larger than the unadjusted confidence intervals. The point estimates are shown to be preferable to the refitted-least squares coefficients estimates in all simulation settings, and preferable to the lasso coefficient estimates when the data generating model is very sparse.
A Proof of Theorems
A.1 Proof of Theorem 1
In their work on the convergence of stochastic gradient methods, Bertsekas and Tsitsiklis (2000) formulate a general stochastic gradient method as an iterative optimization method consisting of steps of the form:
where γ t satisfies the condition from (9), s t is a deterministic quantity related to the true gradient and w t is a noise component. They outline conditions regarding s t and w t that ensure the convergence of the ascent algorithm to an optimum of a function f (x) which possesses a gradient ∇f (x). The conditions require that there exist positive scalars c 1 and c 2 such that for all t:
and that
where F t is the filtration at time t, representing all historical information available at time t regarding the sequence (w t , s t ) ∞ i=1 . In our case, the function of interest is the conditional log-likelihood f (x) = l(µ) := log L(µ), where the coordinates of µ which were not selected are imputed with the corresponding observed coordinates of y. The conditions regarding the deterministic component in (45) hold as s t = ∇l(µ|M ), is the gradient itself. In Theorem 1 we assumed that we are able to take independent draws from the truncated multivariate normal distribution, meaning that
In practice, we should make sure that we run the Markov chain for a sufficiently large number of iterations between gradient updates in order to ensure that (46) holds. The remaining issue is to bound the variance of w t . The first step is finding an upper bound for the variance of w t as a function of µ. In the following, we denote by f (y) the unconditional density of y, by f (y j ) the marginal (unconditional) density of y j and by f (y −j |y j ) the conditional distribution of y −j given y j . Since the mean minimizes an expected squared deviation we have
The next step in bounding the variance of w t is bounding P (M ) from below. The difficulty with finding a lower bound P (M ) is that one may make it arbitrarily small by varying the coordinates of µ for the non-selected coordinates. This is the motivation behind setting them to the observed values and only estimating the selected coordinates, resulting in the Z-estimator described in (11).
Assume without loss of generality that the first k coordinates of µ were not selected and that the last p − k + 1 were selected. We write
We begin with the integration with respect to y 1 :
Now, denote by m j = (l j + u j )/2 the mid-point between l j and u j . We have
We can apply a similar lower bound to all selected coordinates to obtain:
Taking (48) and (49) together, we obtain the desired bound:
The proof of Theorem 2 follows in a similar fashion.
, where q 1 (x, y) is the density of the first proposal and q 2 (x, z, y) is the density of the second proposal. We only make a second proposal if α(r ← 2 , r → 1 ) = 0 and therefore the ratio is always zero if r ← 1 is a legal value. If both r ← 1 and r → 1 are illegal then α(r ← 2 , r ← 1 , r ← 2 ) is non-zero and the proposal densities are given by:
Put together, we get: q(x, y) := q 1 (x, y)q 2 (x, z, y), which yields the desired result.
A.3 Proof of Theorem 3
Under the assumptions of Theorem 3 we show that the unadjusted MLE is consistent even in the presence of model selection, in the sense that:
We prove this result by showing that it holds for an arbitrary model M ∈ M. Assume without loss of generality that θ M ∈ Θ M ⊆ R p . In the following we will use the shorthand
where σ 2 M j is the jth diagonal element of Σ M and ( * ) holds by subgaussian concentration. The equality ( * * ) holds by our assumption regarding the rate at which P n (M ) is allowed to tend to zero.
A.4 Proof of Theorem 4
Before we prove the theorem, we first state and and prove a couple of Lemmas that will come in handy in the proof of Theorem 4. Lemma 5 to follow states that the conditional MLE is consistent for θ M 0 even when used in the non-conditional setting (when the model to be estimated is pre-determined).
Lemma 5. Set a family of distributions M and assume that no data-driven model selection has been performed. Then under the conditions of Theorem 4 the conditional MLE is consistent for θ M 0 :
Consider once again the conditional MLE:
where θ M (y i ) is the unconditional log-likelihood of y i . Here, we will evaluate the properties of the conditional estimator in the unconditional setting where M is designated for inference before the data are observed. In this setting, the conditional MLE can be considered an M-estimator obtained from performing inference under a misspecified likelihood.
Next we show thatθ M n is consistent for the θ M 0 . We have
which implies that¯
Equation (50) together with assumption (31) gives
Thus, the conditions for consistency as given by van der Vaart (1998) (Theorem 5.14 p. 48) are satisfied. The implication of (51) is that in the unconditional setting the conditional M-estimator is a consistent estimator. Next, we show that the difference between the conditional expectation of the sufficient statisticT n converges to the unconditional expectation. This result will assist us later in proving a law-of-large number type statement forT n under the conditional distribution.
Lemma 6. Under the assumptions of Theorem 4, for all δ < 1/2,
Proof. According to Lemma 1, if y i ∼ f θ M with f θ M an exponential family distribution and P n,θ M (M |T n ) ∈ {0, 1} then the first derivative of the conditional log-likelihood is given by:
At the maximizer of G n (θ M ), for any δ < 1/2, we have:
which implies that
Since n δ (T n − E θ M 0 (T n )) = o p (1) by law of large numbers, we obtain that
Finally in order to prove the desired results we must show that
It is clear that since θ M n → θ M 0 , a fixed continuous function ofθ M n will converge as the sample size grows. However, Eθ M n (T |M ) is a function of bothθ M n and n, and we must make sure that it does not vary too much with n in order for the desired convergence to hold. Define t = a TT n . By assumption (32) we have that for some sufficiently large n:
Because y is of an exponential distribution and t is an average we can bound the unconditional variance in the neighborhood of θ M 0 . For some arbitrary ε > 0 there exists a constant C > 0 such that,
Thus, by the √ n consistency ofθ M n for θ M 0 , the difference satisfies n δ |E θ M 0 (t|M )−Eθ M n (t|M )| = o(1) for any vector a as well as forT n itself and the claim follows.
We are now ready to prove Theorem 4. The next step in the proof is showing that T n converges in probability conditionally on M . This result is a simple consequence of Markov's inequality and our assumption that P n (M ) −1 = o(n). Set an arbitrary vector a ∈ R p and define t = a TT n .
To see why (52) holds, write:
Var n (t|M ) = (t − E(t)) 2 P n (M ) I{S n (T n ) = M }f (t)d(t) − [E(t) − E n (t|M )] 2 ≤ a T Var(T (y i ))a nP n (M ) .
By the fact that (52) holds for any arbitrary vector a, together with Lemma 6, we can determine that conditionally on M ,T n → p E(T n ). By our assumption that the log-likelihood l θ M (y) is a continuous mapping of T (y), assumption (31) and Lemma 6, conditionally on the selection of M we have:
The rest of the proof follows in a similar manner to the proof of Lemma 5 where the law of large numbers in the the proof of Theorem 5.14 in van der Vaart (1998) is replaced by (52) and our assumption that¯ n (θ M ) is a continuous function ofT n .
A.5 Proof of Theorem 5
We proceed by Taylor expansion of the score function and bounding the remainder term.
In doing so, we follow closely the steps of the proof of Theorem 5.41 of van der Vaart (1998). We prove the theorem for an arbitrary model M which fulfills the assumptions of the theorem. We will be suppressing some of the model indexing throughout the proof for ease of exposition. To start, define: S n = nT n , ψ n (θ) := 1 n (S n − E θ (S n |M )) .
Because we assumed an exponential distribution for the data we havė ψ n (θ) := ∂ ∂θ ψ n (θ) = Var θ ( √ nT n |M ), and furthermore the second derivativeψ n (θ) is an average of n terms each of which is a pvector of p×p matrices holding the conditional third cross moments of T (y i ). The magnitude of the components ofψ n can be bounded by the absolute (unconditional) moments of T (y i ) so that there exists a constant c > 0 such that max jkl |ψ n (θ 0 ) jkl | ≤ c P n,θ 0 (M ) .
Take the Taylor expansion of ψ n (θ n ) around θ 0 : 0 = ψ n (θ n ) = ψ n (θ 0 ) +ψ n (θ 0 )(θ n − θ 0 ) + (θ n − θ 0 ) Tψ (θ n )(θ n − θ 0 ) = ψ n (θ 0 ) + ψ n (θ 0 ) + (θ n − θ 0 ) Tψ (θ n ) (θ n − θ 0 ).
As long as P n,θ M 0 (M ) −1 = o( √ n), we have (θ M n − θ 0 ) Tψ (θ n ) = o p (1) and obtain that √ n(θ M n − θ 0 ) = (Var(
With √ n T n − E(T n |M ) = O p (1), our claim follows.
A.6 Proof of Lemma 3
In the context of this proof we use the following notation:
A 0 (M, s) := {l o (M, s) ≤ A 0 (M, s)y < u 0 (M, s)} ,
A 1 (M, s) := {A 1 (M, s)y < u 1 (M, s)} .
For ease of exposition, we make a simplifying assumption that lim n→∞ λ n n 1 2 = λ * .
We begin by bounding the probability of not selecting the null-set. By our assumption that n −1 X T X converges, we have that the thresholds l 0 (M, s) and u 0 (M, s) also convergence for all candidate models and sign permutations. Furthermore, by our assumption regrading the rate in which λ n grows and the expectation of A 0 (M )y, Figure 10: Contour plots for the first numerical experiment described in Appendix B. The contour plots describe the log-likelihood of a model selected by the lasso as a function of the values of the regression coefficients where the probability of not selecting the inactive set was computed in four different ways as described in the text.
The lemma follows by our assumption that δ < 0.5. In (54) we used the inequality: Φ(t; 0, σ 2 ) ≥ C t/σ 1 + t 2 /σ 2 e − t 2 2σ 2 .
B Numerical Examples for the Lasso MLE
In Section 3.1 we discuss the conditions that must hold in order for a specific model to be selected by the lasso and propose to estimate the mean vector A 0 (M )E(y) by 0. Here, we propose some alternatives and seek to demonstrate that the proposed method is a reasonable one.
We generate data using the same process as described in example 5 with parameter values ρ = 0.5, n = p = 100, k = 3 and snr = 0.5. We selected a model with two active parameters of positive sign with observed values of 0.17 and 0.13. In order to compute the conditional log-likelihood for this example we must decide on appropriate estimates for E(A 0 (M )y). We present results for three options. The first is to use the observed value, A 0 y as an estimate for its expectation, we term this method 'plug-in'. The second is to work under the assumption that E(A 0 y) ≈ 0, estimating the expectation with a vector of zeros, we term this method 'zero'. A third option is to simply assume that P (l < A 0 y < u) ≈ 1 for all signs sets, we term this method 'none'. Finally, we also compute the likelihood under the truth, setting E(A 0 y) = A 0 E(y).
We draw the contour plots for the two-dimensional log-likelihoods as a function of the selected regression coefficients in Figure 10 . While the contour plots are visually similar, the values of the log-likelihoods defer slightly. For the 'none' and 'zero' methods the loglikelihood was maximized at 0.14, 0.02 at a log-likelihood value of 14.2. This is similar to the Figure 11: Contour plots for the second numerical experiment described in Appendix B.
The contour plots describe the log-likelihood of a model selected by the lasso as a function of the values of the regression coefficients where the probability of not selecting the inactive set was computed in four different ways as described in the text.
log-likelihood computed under the true expectation, where the maximum was also obtained at 0.14, 0.02 and at a slightly different value of 14.3. Finally, for the plug-in method the maximum was obtained at 0.13, 0.02 with a value of 16.9. Thus, for this example, the maximum likelihood estimates computed using the different imputation methods yielded results that are essentially equivalent. In this example the true probability of P (l 0 < A 0 y < u 0 ) was close to 1 for all sign permutations In a second example we generate data using parameter values ρ = 0.8, n = 100, p = 500, k = 5 and snr = 0.2. Here we selected a model with four variables where the observed refitted regression coefficients estimates were 0.13, 0.17, 0.21 and 0.15. For all estimation methods the maximum of the log-likelihood was obtained at approximately 0, −0.05, 0.1, 0. The values of the log-likelihood function at its maximum was 15.9 when no imputation was used, 19.9 for plugin imputation, 16.1 for the zero imputation and 16.7 when the true parameter value was used to compute the log-likelihood. The contour of the log-likelihood function are plotted in Figure 11 for the second and third variables, keeping the values of the first and last coefficients fixed at zero.
C Conditional Inference after One-Sided Testing
We now explain why the conditional estimator for a normal mean that has been selected via one-sided testing tends to minus infinity as the observed value approaches the threshold. Let y ∼ N (µ, 1), and assume that we estimate µ if and only if y > c. According to Lemma 1, the conditional estimatorμ given that y > c solves the equation: y − Eμ(y|y > c) = 0.
The expectation E µ (y|y > c) is strictly increasing in µ because ∂ ∂µ E µ (y|y > c) = I µ (y|y > c) > 0, where I µ is the information. For any finite µ ∈ R, we have E µ (y|y > c) > c as P (y > c) > 0 for any µ ∈ R. Thus, as y → c, it must be the case thatμ → −∞.
