Almost sure versions of limit theorems by Kruglov for the Pearson χ 2 -statistic are obtained.
1. Introduction and preliminary results. Several papers are devoted to almost sure (a.s.) versions of central limit theorems (CLT), for a review see Berkes [1] . In this section we study a new version of the standard procedure (see Lacey and Philipp [5] ) to prove an a.s. limit theorem. We use a strong law of large numbers for logarithmically normalized sums and a well-known characterization of the weak convergence but we apply these tools for random elements in a metric space. The setup in Lemma 1 imitates the situation of sums of independent random variables but the scope is much wider.
In Sections 2 and 3 we prove a.s. versions of results by Tumanyan [7] and Kruglov [4] . They obtained CLT's for the Pearson χ 2 -statistic (used to test goodness of fit) in the case when both the number of observations and the number of classes converge to infinity. We prove a.s. CLT and a.s. functional CLT under the conditions given by Kruglov [4] for the usual CLT.
We will denote by d → the convergence in distribution, by w → the weak convergence of measures and by µ ζ the distribution of the random element ζ. Let ζ n , n ∈ N, be a sequence of random elements defined on the probability space (Ω, A, P). Consider the measures Q n (ω) = Q n ((ζ n ))(ω) = (ln n)
ω ∈ Ω, n ∈ N. Here δ x is the point mass at x. Let (B, ρ) be a complete separable metric space and ζ n , n ∈ N, be a sequence of random elements in B. Lemma 1. Assume that there exist C, β > 0 and random elements ζ lk , l, k ∈ N, l < k, in B, such that the random elements ζ l and ζ lk are independent and
for almost all ω ∈ Ω. Proof. Let BL(B) be the space of the continuous bounded functions g : B → R with
. Let M be a countable set of functions from BL(B) and g ∈ M . Consider the random variables
, and the independence of ζ lk and ξ l , we obtain
So, by the strong law of large numbers for logarithmically normalized sums (see, e.g. Fazekas and Klesov [3] ), we have
as n → ∞, for almost all ω ∈ Ω. Because Eg(ζ n ) → Eg(ζ), n → ∞, and the set M is countable, therefore, for almost all ω ∈ Ω, for all g ∈ M it holds that
By the proof of Theorem 11.3.3 in Dudley [2] , this implies Lemma 1.
2. Almost sure limit theorems. Consider Kruglov's [4] generalization of Tumanyan's Theorem (see Theorem 1 in Tumanyan [7] ) for the Pearson statistic.
Let ξ i , i ∈ N, be a sequence independent random variables uniformly distributed on
The Pearson statistic (which we write in nontraditional form) is the random variable
The expectation and the variance of Pearson's statistic (see, for example, Kruglov [4] ) are
Let W ⊆ {1, 2, ..., s}. We will assume that the numbers in W are written as a finite increasing sequence. Denote by N (W ) the number of elements of
Consider the sequences
, n ∈ N.
We will apply the following conditions
Let γ be a standard Gaussian random variable. Kruglov's Theorem. Assume that s, p k , k = 1, 2, ..., s, and W depend on n such that s → ∞ as n → ∞.
(1) Let W and p k depend on n in such manner that (2.2), (2.3) and (2.4) are valid. 
(2) Let the conditions of part (2) of Kruglov's Theorem be valid. Let
Let n > l be fixed. To use Lemma 1, we need the variable
Then S l and S ln are independent. Inside the outer summation apply (a + b)
, where subscript * indicates that s and p 1 , . . . , p s belong to n and not to l. We have
Ea i1j1 a i2j2 .
The expectation of those terms where either i 1 = i 2 or j 1 = j 2 are equal to 0. Therefore it holds that
Since ES ln S l = 0 and the conditions of Kruglov's theorem imply that sup n∈N s−1 Dn = C 4 < ∞, therefore, using (2.1) and (2.6) in (2.5), we obtain
Now, we can apply Lemma 1 with L 1 -distance. The proof of part (1) 
is complete. (2) Let
Then the same steps can be applied as in part (1). Some additional facts about χ 
Proof. Let l < n. Use
and apply (2.1) together with some partial results (especially (2.6)) in the proof of Theorem 1.
3. An almost sure functional limit theorem. Here we will obtain an almost sure version of Functional Kruglov's Theorem for the Pearson statistic. Introduce notation
and S n,0 = 0, t (n) 0 = 0. Define the random broken line processes X n (t), t ∈ [0, 1], as follows
Let B(t), t ∈ [0, 1], be a Wiener process. Functional Kruglov's Theorem. Let s, p k , k = 1, 2, . . . , s, and W ⊆ {1, 2, . . . , s} depend on n in such manner that s → ∞ for n → ∞ and (2.2), (2.3) and (2.4) are valid.
For the proof see Kruglov [4] , Theorem 4. We formulate an almost sure version of Functional Kruglov's Theorem.
Theorem 3. Let the conditions of Functional Kruglov's Theorem be valid. Let Q n = Q n ((X n )). Then it holds that
Proof. By assumption (2.2) we have sup n∈N s n = β < ∞. Let n > l be fixed through the proof. Introduce notation
and S ln,0 = 0. Let the random broken line process X ln (t), t ∈ [0, 1], be the following
Then X ln and X l are independent. We shall apply Lemma 1 for the C[0, 1] valued random elements X ln and X l . Since X n,k = S n,k − S n,k−1 and X ln,k = S ln,k − S ln,k−1 , we have
, a 1 , a 2 ∈ R, by similar calculation as at the first part of Theorem 1, we get
Consider EA 4 . By Kruglov [4] (see (35) on p. 93), one has
3)
The following χ 2 -statistic is obtained by uniting some classes of the original χ 2 -statistic:
Then, by (3.2) and (3.3), we have
By Kruglov [4] (see p. 94), one has
Therefore,
So, by (3.4) and (3.5), we obtain
Now we will estimate i2j2 a i3j3 a i4j4 ) .
As E(I {ξi∈∆ k } − p k ) = 0, in the above expression for EB 4 the value of a term with an index occuring only once is zero. Now we group terms according the number of identical i and j indices. Here in the second step we used that the sets ∆ k are disjoint. Therefore several terms disappear. Now we will estimate B 2 . According to the location of the identical indices, there are two typical terms in B 2 . Therefore we obtain B 2 ≤ c l(n − l)(l − 1)(n − l − 
