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First designed to enable private networks to be opened up to
the outside world in a secure way, the growing complexity of
organizations make firewalls indispensable to control infor-
mation flow within a company. The central role they hold
in the security of the organization information make their
management a critical task and that is why for years many
works have focused on checking and analysing firewalls. The
composition of firewalls, taking into account routing rules,
has nevertheless often been neglected. In this paper, we
propose to specify all components of a firewall, i.e. filtering
and translation rules, as a rewrite system. We show that
such specifications allow us to handle usual problems such
as comparison, structural analysis and query analysis. We
also propose a formal way to describe the composition of
firewalls (including routing) in order to build a whole net-
work security policy. The properties of the obtained rewrite
system are strongly related to the properties of the spec-
ified networks and thus, classical theoretical and practical
tools can be used to obtain relevant security properties of
the security policies.
Categories and Subject Descriptors
D.4.6 [Operating systems]: Security and Protection; F.1.1
[Computation by abstract devices]: Models of Com-
putation; F.4.2 [Mathematical logic and formal lan-




Security policies, firewalls, rewrite systems, tree automata
1. INTRODUCTION
Security constitutes a crucial concern in modern information
systems. Several aspects are involved, such as user authen-
tication (establishing and verifying users’ identity), cryptol-
ogy (changing secrets into unintelligible messages and back
to the original secrets after transmission) and security poli-
cies (preventing illicit or forbidden accesses from users to
information).
Due to the increasing complexity of organizations, network
security policies are rarely defined as a single firewall. Most
of the time, they are made up of numerous firewalls whose
composition depends on the network topology and on the
routing rules. That is why it is often difficult to ensure that
the composition of different local security policies (i.e. fire-
walls) expresses the intended security policy. Their formal
specification is thus crucial and for several years now the
importance of using formal methods to specify security poli-
cies has been generally accepted. For example, to achieve
high levels of certification (EAL1 5, 6, 7), it is necessary to
provide a formal specification enabling to obtain mechanized
formal proofs, to carry out techniques for test generation, or
to perform static analyses ensuring required properties.
Many methods and tools have been developed for analysing
and testing firewall policies. These methods are broken
down into two different categories: the active methods and
the passive methods. The former consist in sending packets
to the network and to make a diagnosis according to the
received packets. The main advantage of these methods is
that they require no abstract representation of firewalls and
thus no error can be introduced between the specification
and the implementation. However, such methods have the
major drawback of consuming bandwidth, interfering with
the traffic and being non exhaustive. That is why we focused
on passive methods, that is methods which send no packet
and make an offline analysis. Two main categories of passive
analysis are investigated in the literature: structural analysis
and query analysis. Structural analysis examines the rela-
tionships that rules have with other rules within a firewall
configuration or across multiple firewalls. A misconfigura-
tion (or conflict) occurs when several rules match the same
packet or when a rule can be removed without changing the
behavior of the firewall. Query analysis provides a way to
ask questions of the form “Which computers in the private
network can receive packets from 212.12.30.25 ?”. It then
consists in defining a language to describe a firewall query
1Evaluation Assurance Level
and a way to compute its solutions. Some works [13, 1, 6, 21,
12, 28, 2] deal with structural analysis and focus on defining,
detecting and discussing misconfigurations while others [23,
17, 30] concentrate on query analysis. Some of these works
abstract firewall filtering rules as one or two-dimensional
ranges of IP, which does not allow to take completely ad-
vantage of the obtained results. Others assume that packets
are not modified during their network traversal and then do
not support network translation address capabilities. More-
over, they often focus on policies based on a single firewall
or do not take into account the network topology. Some of
the approaches can handle these various aspects (a detailed
comparison between the different techniques could be found
in [31]) but the routing aspects and especially the issues
related to their combination with firewall policies are not
deeply investigated. More generally, several rewrite based
frameworks have already been proposed for specifying and
analysing security policies. In particular, [26] introduces
a narrowing based method for querying rule based policies
and illustrates the proposed technique by the analysis of a
standalone firewall policy. This approach can be seen as a
first step toward a dedicated and more complete method for
rewrite based analysis of firewall security policies.
In this paper, we introduce a new framework, based on
rewrite systems and automata, for specifying and analysing
firewall security policies. First, we show that this approach
is particularly well adapted for the efficient verification of
standalone firewall rules. The particular specification we
propose here is not only natural since quite close to real
world firewall rules but allows also an efficient implementa-
tion. We briefly explain how this approach can be used to
perform the various types of analyses described in the liter-
ature. Second, we extend this approach to take into account
the network topology of the network secured by firewall se-
curity policies. We show that there is a strong relationship
between relevant properties of the secured network and the
properties of the rewrite systems used to specify them. We
focus here on completeness, i.e. the ability to take a decision
for any (routed) packet, and consistency, i.e. the coherence
of the final decisions independently of the routing protocol.
We consider this approach particularly interesting since the
correspondence with the properties of the rewrite systems
used for the specifications allowed us to use theoretical and
automatic tools to perform these analyses.
The paper is structured as follows. In Section 2 we present
notions and notations we use throughout this paper. Sec-
tion 3 is devoted to the presentation of the rewrite-based
framework for specifying and analysing (standalone) fire-
walls. In Section 4 we address the composition of firewalls
with respect to topologies and routing rules. Finally, the last
section concludes with some perspectives for further work.
2. TECHNICAL PRELIMINARIES
We suppose the reader is familiar with notions related to
term algebra (terms, substitutions, positions, . . . ), rewriting
systems (reduction relation, confluence, termination,. . . ) [4]
and tree automata [9]. In this section we recall some basic
notions, present the notations we use throughout this paper
and introduce the notion of constrained rewrite systems.
Term algebra. We consider in this paper many-sorted sig-
natures of the form (F ,S) consisting of a set of sorts S and
a set of function symbols F . Symbols of F are denoted by
bold characters f ,g, . . . and their profiles are denoted as fol-
lows f : s1 × . . .× sn _ s where s1, . . . , s are sorts of S and n
is the arity of f . The set of terms of sort s built out of sym-
bols from F and of sorted variables from a set X is denoted
by T sX and the set of ground terms of sort s is denoted by
T s. For any t ∈ TX = ∪s∈ST
s
X , Var(t) denotes the variables
occurring in t. If any variable of t occurs only once in t,
then t is said linear. A position within t is a sequence ω of
integers describing the path from the root of t (seen as a fi-
nite labeled tree) to the root of the subterm at that position,
denoted by t|ω. We use ε for the empty sequence. |ω | is the
length of the position. Pos(t) denotes the set of positions of
t. t(ω) is the symbol of t at position ω and t [s]ω the term
t with the subterm at position ω replaced by s. A substi-
tution σ is a mapping from X to TX which is the identity
except over a finite set of variables (its domain) and which
is extended to an endomorphism of TX . A substitution is
said ground if all the variables of its domain are mapped to
ground terms. A term t matches a term t′ iff σ(t′) = t for
some substitution σ. Two terms t and t′ are unifiable iff
σ(t′) = σ(t) from some substitution σ.
Tree automata. A tree automaton is a triple A = (Q, QF , ∆)
where Q is a finite set of symbols called states disjoint from
F , QF ⊆ Q is the set of final states and ∆ is a finite
set of transitions of the form f(q1, . . . , qn) →∆ q where
q1, . . . , qn, q ∈ Q and n is the arity of f . →∆ is extended
to →∗∆ as follows: if ∀i, ti →
∗
∆ qi and f(q1, . . . , qn) →∆ q,
then f(t1, . . . , tn) →
∗
∆ q. The language recognized by A =
(Q, QF , ∆) is L(A) = {t ∈ T | ∃q ∈ QF , t →
∗
∆ q}. A set (or
a language) of terms recognized by a tree automaton is said
regular. A relation R is regular if there exists an automaton
recognizing {t̃ | t ∈ R} where for any t = (t1, . . . , tn) and
ω ∈ ∪iPos(ti), t̃(ω) = (t1[ω), . . . , tn[ω)) with ti[ω) = ti(ω)
if ω ∈ Pos(ti) and the special symbol Λ otherwise. Boolean
operations, Cartesian product, projection and cylindrifica-
tion preserve regularity. We say that a set or a relation is
effectively regular iff it is regular and we can compute an
automaton which recognizes it.
Rewrite systems. A rewrite rule is a pair of terms l → r.
The terms l and r are respectively called the left-hand side
and right-hand side of the rule. A rewrite system R is a
finite set of rewrite rules. Any rewrite system R induces a
binary relation over terms denoted by →R as follows: for
any terms t, t′, t →R t
′ if there exist a rule l → r of R,
ω ∈ Pos(t) and a substitution σ such that t|ω = σ(l) and
t′ = t [σ(r)]ω. A rewrite rule is linear iff its left-hand side
and right-hand side are linear. A rewrite system is linear if
all its rules are linear. A growing rewrite system (GRS) [24]
is a linear rewrite system such that for every rule l → r, if
l(ω) = r(ω′) ∈ X for some positions ω, ω′, then |ω | ≤ 1.
An ordered rewrite system is a rewrite system in which rules
are ordered. For an ordered rewrite system R, →R is defined
as follows: for any terms t, t′, t →R t
′ if there exists a rule
l → r of R, ω ∈ Pos(t) and a substitution σ such that
t|ω = σ(l) and t
′ = t [σ(r)]ω and such that there is no prior
rule l′ → r′ such that t|ω′ = σ
′(l′) for some ω′ and σ′.




















Figure 1: Firewall processing model
that for every rule l → r is associated to a set of membership
constraints x ∈ A where x is in Var(l) and A is a regular tree
language. If l → r is associated to {x1 ∈ A1, . . . , xn ∈ An},
we write l → r ‖ x1 ∈ A1, . . . , xn ∈ An. The binary
relation →R induced by a constrained rewrite system R is
defined as follows: for any terms t, t′, t →R t
′ iff there exists
a rule l → r ‖ x1 ∈ A1, . . . , xn ∈ An of R, ω ∈ Pos(t) and
a substitution σ such that t|ω = σ(l) and t
′ = t [σ(r)]ω and
such that σ(xi) ∈ Ai for every i.
Given a rewrite system R, →∗R denotes the reflexive transi-
tive closure of the relation induced by R. For any term v,
→−1R (v) denotes the set {u | u →R v}. For any set of ground
terms U ⊆ T , →−1R (U) denotes the set {u | ∃v ∈ U , u →R
v}. A rewrite system R is confluent iff for any terms u, w, v,
if u →∗R v and u →
∗
R w, then there exists t such that v →
∗
R t
and w →∗R t. u is irreducible w.r.t R iff there is no v such
that u →R v. If u →R v and v is irreducible w.r.t R, then v
is a normal form of u.
For any linear (constrained or not) rewrite system R and
rule r of R, we denote by rec(r) the regular set of ground
terms that are reducible by r. If R is an ordered rewrite
systems, we denote by rec(r/R) the set of terms that are
reducible by r and by no rule prior to r in R.
3. STANDALONE FIREWALL SPECIFICA-
TION AND ANALYSIS
3.1 Short introduction to firewalls
In a network, when a host wants to transmit a message to
another host, the data are encapsulated in a packet. Such
a packet consists of the data that should be transmitted
as well as of some additional information used to route it
to the appropriate destination. The additional information,
or header, mainly contains the packet’s source and destina-
tion IP address, its protocol and the source and destination
port. To control packet transmission between different sub-
networks, it is common to deploy a network security policy
based on a combination of firewalls. A firewall is an appli-
cation that controls the forwarding of packets which cross it
by using a combination of:
• packet filtering, which consists in inspecting each packet
and either allowing it to continue its traversal or drop-
ping it and
• network address translation, which consists in modify-
ing network address information in packet headers.
Firewalls inspect incoming packets and accept or deny to
forward them based on a list of decision rules which map
the description of a set of packets to a decision. The most
common criteria [10, 32] that firewalls use are the packet’s
source and destination address, its protocol, and, for TCP
and UDP traffic, the port number. Moreover, firewalls of-
ten offer network address translation (NAT) functionality,
which consists in rewriting the source (SNAT) or destina-
tion address (DNAT) into another address. The diagram in
Figure 1 sums up the behavior of a firewall. At each step
(1, 2 and 3), the packet is compared against a list of rules
and the action (translation of destination address, drop or
forward and translation of source address) corresponding to
the first matched rule is performed.
Example 1. We give in Figure 2 a simple example of a
firewall consisting of three rules: a filtering rule, a DNAT
rule and an SNAT rule. We use the CIDR notation [19]
to denote subnetworks2. According to the rules of this fire-
wall, any packet of protocol tcp whose destination address is
192.168.5.130:80 and whose source address is 192.168.20.1:80
(notation address:port) is forwarded by the firewall as a packet
whose source address is 121.130.1.1:80 and whose destina-
tion address is 121.130.1.15:80 whereas any packet whose
destination address is 121.130.1.30:80 is dropped by the fire-
wall.
3.2 Rewrite-based specification of firewalls
In this section, we present a formalization of firewalls based
on rewrite systems. The ports and IP addresses are specified
as terms and the firewall rules are specified as rewrite rules.
Such specifications can be easily and automatically obtained
from firewall configurations defined using classical firewall
configuration languages such as netfilter [32].
3.2.1 Packets and subnetworks
In our approach, packets are represented as algebraic terms.
For readability reasons, we consider that firewalls inspect
only addresses and ports. Other information, such as pro-
tocols, TCP flags, states, could be considered without dif-
ficulty. The selected symbolic representation of packets is
based on the following signature:
0,1 : Binary _ Binary
# : _ Binary
from : Binary × Binary _ SrcAddr
dest : Binary × Binary _ DstAddress
packet : SrcAddr × DstAddress _ Packet
We briefly describe in this section the meaning of the above
symbols and defer until Section 3.3 the discussion about the
consequences of our choices.
IPv4 as well as IPv6 addresses can be equivalently seen as
sequences of bits, tuples of hexadecimal numbers or inte-
2192.168.20.1/24 = [192.168.20.1, 192.168.20.255],





IP address src IP address dest Protocol Port src Port dst Decision
192.168.20.1/24 121.130.1.1/28 tcp 80 any Accept





Src/Dest Address range Port range New address : port
Dest 192.168.5.128/25 any 121.130.1.15:80
Src 192.168.20.1/24 80 121.130.1.1:80
Figure 2: Example of a firewall
gers. We have thus numerous possibilities to describe ad-
dresses as terms. However, we must keep in mind that the
packet inspection performed by firewalls strongly relies on
checking whether an address belongs to some given address
ranges which generally correspond to subnetwork3 domains.
A special feature of subnetwork domains is that all hosts it
contains are addressed with a common, identical prefix in
their IP address when this address is written as a bit vector.
It is thus natural to specify subnetworks as bit sequences of
variable length and to use pattern matching for testing if an
address belongs to a subnetwork domain.
By representing addresses as words over {0, 1}, or equiva-
lently as terms built from monadic symbols 0 and 1 and a
constant #, we obtain a representation of subnetworks by
linear terms built from 0 and 1. For example, the term t =
110000001010100000010100(x ) (we omit parentheses to
keep readability) denotes the subnetwork 192.168.20.1/24
whereas 11000000101010000001010000000001(#) de-
notes the IP address 192.168.20.1. For convenience, we will
use in this paper the dot-decimal notation for addresses,
the decimal notation for ports and the CIDR notation for
subnetworks. When a variable occurs in the corresponding
term, it will be indicated in brackets. For example t will be
denoted by 192.168.20.1/24[x]. As we will see later on, this
representation allows us to efficiently build tree automata
recognizing addresses that belong to given ranges and con-
sequently to efficiently analyse firewall behavior.
Finally, packets are terms of sort Packet. For example,
the term packet
„
from(192 .168 .1 .1 , 80 ),





from(192 .168 .1 .1/24 [x ], y),
dest(172 .20 .3 .1/24 [x ′], y ′)
«
refers
to the set of packets whose source address belongs to the
subnetwork 192.168.1.1/24 and whose destination address
belongs to 172.20.3.1/24.
As showed in Section 3.3, explicitly identifying the source
and destination addresses (using the symbols from and dest)
allows us to encode the firewall rules by appropriate tree au-
tomata that can be effectively used for firewall analysis.
3.2.2 Firewall rules.
To represent firewall rules, we add to the signature the fol-
lowing symbols:
accept,drop : _ Decision
3A subnetwork is a logically visible subdivision of a network
characterized by an IP ranges (its domain).
From a rewriting point of view, a filtering rule rewrites a
packet into accept or drop whereas a NAT rule rewrites
the source or destination address of a packet.
Definition 1 (Firewall). A firewall f is composed of
three ordered rewrite systems Pref , Filterf and Postf such
that:
• rules of Filterf are of the form p → d where p is a
linear term of sort Packet and d a (ground) term of
sort Decision;
• rules of Pref and Postf are, respectively, of the form:
dest(ip, port) → dest(ip′, port′)
from(ip, port) → from(ip′, port′)
where ip, port are linear terms and ip′, port′ are ground
terms.
Example 2. The firewall described in Example 1 can be







from(192 .168 .20 .1/24 [x ], 80 )
dest(121 .130 .1 .1/28 [y ], z )
«
→ accept
packet(x , y) → drop
while Pref and Postf consist, respectively, of the rules
dest(162 .168 .5 .128/25 [x ], y) → dest(121 .130 .1 .15 , 80 ) and
from(192 .168 .20 .1/24 [x ], 80 ) → from(121 .130 .1 .1 , 80 ).
Definition 2 (Semantics). For any firewall f, its seman-
tics is denoted by JfK and defined as follows:
JfK = JfKaccept ∪ JfKdrop
with4
JfKaccept = {(t, u) ∈ T Packet × T Packet | ∃v ∈ T Packet,
t →Pref;{x→x} v →Filterf accept ∧ v →Postf;{x→x}
u}
JfKdrop = {(t,drop) ∈ T Packet × T Decision | ∃v ∈ T Packet,
t →Pref;{x→x} u →Filterf drop}
From an abstract point of view, a firewall can be seen as a
partial or total function which takes as input a packet and
returns either another packet (possibly the same) or drop.
3.3 Analysis of firewalls
In this section, we show that this rewrite based specifica-
tion allows one not only to automatically check properties
concerning the semantics of a firewall but also to perform
structural and query analysis over firewalls.
4R; {x → x} is the rewrite system R in which the rule x → x
has been added as the last rule.
3.3.1 Firewall semantics analysis
A firewall can be seen as a decision process which associates
to an incoming packet a decision which could be either drop
or another packet, and thus the following properties should
be verified: consistency, which indicates that at most one
decision is taken for a given incoming packet, termination,
which ensures that a firewall computes a decision in a finite
time and completeness, which means that for any incoming
packet, the firewall returns a decision.
As we have already said, by construction, any firewall de-
notes a terminating and consistent decision process and thus
a function. The completeness can be thus defined as follows:
Definition 3 (Completeness). We say that a firewall f
is complete iff JfK is a total function.
The particular shape of the rules defining a firewall allows us
to represent the semantics of a firewall as a regular relation
and consequently to verify its completeness:
Proposition 1. Completeness is decidable.
Proof. The proof relies on the regularity of the relations
involved in the definition of the semantics of a firewall. In-
deed, since the left-hand sides of all the rewrite rules compos-
ing a firewall are linear and share no variable with their cor-
responding right-hand sides, we can easily show that →Pref
and →Postf are regular tree relations (some technical manip-
ulations are needed to take into account the order). Since
the identity is a regular relation, it follows that →Pref;{x→x}
and →Postf;{x→x} are also regular. By composition and re-
striction, we obtain that JfKaccept and JfKdrop are regular tree
(functional) relations. Consequently, JfK is a regular tree
(functional) relation. The completeness can be tested by
checking that the first projection of JfK covers the (regular)
set of all possible incoming packets.
In the case of complete firewalls, it can be important to
determine if a firewall is less or more permissive than another
one. A more permissive firewall allows at least the same
traffic as a less permissive one. Such an order is obviously
not total.
Definition 4 (Order). We define a partial order over
complete firewalls  as follows: for any f and f′, f  f′ (f′ is
more permissive than f) iff JfKaccept ⊆ Jf′K
accept
. We write
f ≈ f′ iff f  f′ and f′  f.
A firewall f′ is thus more permissive than a firewall f if it
accepts all the packets f accepts and if it the result of the
address translation is the same for these packets. Note that
f ≈ f′ iff JfK = Jf′K.
For the same reasons as before, we can decide whether a
firewall is more or less permissive than another one:
Proposition 2. The order relation  is decidable.
Proof. As we have already shown, for any firewall JfK,
JfKaccept and JfKdrop and JfK are regular relation. Conse-
quently, the inclusion JfKaccept ⊆ Jf′K
accept
is decidable.
Note that two firewalls may have the same semantics even
if their rules are different. This is particularly interesting
since it allows to simplify or optimize the rules of a firewall
and check if the resulted firewall has the same semantics as
before.
3.3.2 Structural analysis.
Structural analysis refers to the detection of so-called mis-
configurations (or anomalies) in (the rules of) a firewall.
More precisely, such misconfigurations are properties ex-
pressed as relationships between the rules of a firewall. A
complete survey of misconfigurations can be found in [13,
22]. Examples of anomalies are shadowing (a rule leads to
decisions contradictory to decisions of prior rules), redun-
dancy (a rule can be removed without changing the filter-
ing result), generalization (a rule matches a superset of the
set of packets matched by a prior rule with a different de-
cision),. . . . We should mention that although several ap-
proaches have been developed for the detection of the above
misconfigurations, this kind of anomalies are often intention-
ally introduced by firewall administrators in order to obtain
more compact or more efficient rule sets. Detecting them is
still interesting since it can outline some potential problems.
We only discuss here our approach for detecting shadowing;
the other anomalies can be treated in a similar way. Let
us first recall the definition of the shadowing anomaly: we
say that a firewall has shadowing iff it contains at least one
filtering rule such that all packets it accepts (resp. drops)
are dropped (resp. accepted) by a prior rule. In such a case,
the concerned rule is said to be shadowed.
The detection of the shadowed rules, as well as of the other
misconfigurations, is based on the regularity of the sets of
terms associated to a given rule. More precisely, each rule r
is associated to several sets: rec(r), denoting the set of pack-
ets matching r; rec(r/Filterf), denoting the set of packets
matching r that match no prior rule of Filterf (i.e. rec(r) \S
r′<r rec(r
′)) and rec(r/Filterf [d]) denoting the set of pack-
ets matching r that match no other rule of Filterf asso-
ciated to the decision d. Since the left-hand sides of the
filtering rules are linear terms, all the sets rec(r) are regu-
lar; the other sets are also regular since they can be built
starting from rec(r) and using operations which preserve
regularity. Misconfigurations can then be detected using
inclusion or emptiness tests. For example, to detect if a
rule r is shadowed, it suffices to check the emptiness of
rec(r/Filterf [accept]) if the right-hand side of r is drop
and the emptiness of rec(r/Filterf [drop]) otherwise.
It is well-known that the complexity of the operations over
tree automata is quite high in general. In our case, the com-
plexity of the needed operations strongly depends on the
representation of packets and in particular on the represen-
tation of addresses. The choice of describing addresses as
words over {0, 1} (or equivalently as terms built from the
monadic symbols 0 and 1 and the constant #) was indeed
made in order to obtain efficient implementations of the cor-
responding automata operations.
To simplify explanations, let us consider word automata; the
correspondence with tree automata is straightforward. Due
to the representation of address ranges, we are confronted
with n-prefix (or simply prefix) languages, i.e. regular lan-
guages of the form α1.{0, 1}
∗ ∪ . . . ∪ αn.{0, 1}
∗. A good
property of the manipulated address ranges is that corre-
sponding minimal and deterministic automata have no loop
except at their unique final state which loops over itself for
any word. The main advantages of n-prefix languages are
the following:
• boolean operations preserve the prefix property,
• boolean operations can be performed in O(n) (where
n is the number of states of the biggest operand) over
the minimal deterministic automata and
• the corresponding algorithms directly produce deter-
ministic and minimal automata (and thus there is no
need to perform any determinization).
As said before, the sets of addresses of a given subnetwork
are 1-prefix. It follows that rec(r), rec(r/Filterf), . . . , are
prefix languages. Consequently, misconfigurations can be
efficiently detected using our approach.
3.3.3 Query analysis
Another kind of analysis proposed by some of the firewall
verification approaches [29, 30] is query analysis. This kind
of analysis provides a way to assist firewall administrators in
understanding the behavior of a firewall by computing the
result of user-defined queries such as “Which hosts in the
subnetwork 192.168.1.1/22 can receive packets from a host in
the subnetwork 172.20.1.1/24 ?”. We have previously shown
that the semantics of a firewall is a regular relation. Thus,
any query expressed as a first order formula built from:
• variables, ground terms or terms whose head is the
symbol packet and whose subterms are variables or
ground terms;
• membership constraints w.r.t. to one of the relations
defined in Definition 2 and
• membership constraints w.r.t. to a linear term (which
means being a ground instance of)
can be rewritten into a tree automaton recognizing the set of
solutions of the query, that is values of free variables making
the formula true.
4. NETWORK SECURITY POLICIES
A network security policy is generally deployed by using sev-
eral firewalls. If each of the firewalls present in the network
has the expected properties checked, for example, by per-
forming the analyses presented in Section 3.3, this is not
necessarily the case for their composition. Indeed, firewall
composition introduces a new security element which could
disturb the behavior of standalone firewalls after connecting
them together: routing. Although routing rules can generate
major security faults, these rules are often neglected in net-
work security policy analyses. For example, they can lead to
loops in the paths followed by packets and consequently to
congestions and even to service denial. Moreover, the com-
bination between the routing and the firewall rules can lead
to packets handled differently depending on the route they
follow and thus, to ambiguous network security policies.
Indeed, the effects induced by the interaction between the
routers and the firewalls make the semantics of the global
network security policy hard to understand, particularly in
large networks with a complex topology. We propose in
this section to go a step further in network security policies
analysis and extend the approach proposed in the previous
section to take into account the network topology and the
routing rules.
4.1 Policy specifications
In order to analyse a network security policy, one should
first specify the network topology. More precisely, one must
specify the subnetworks, the location of the security hosts
(i.e. the nodes in which firewalls, as logical entities, are de-
ployed) and the connectivity between the subnetworks and
the security hosts. A subnetwork can be seen as a logical
unit consisting of a set of network hosts which can mutu-
ally communicate without going through a security host. It
often corresponds to a particular section of an organization
and it is usually represented by a symbolic name and by
an IP address range (called domain). Security hosts are in-
terconnection nodes in the network which can be connected
to subnetworks (a security host connected to a subnetwork
is its gateway5) and to other security hosts. The picture
in Figure 3 gives an example of a topology. For readabil-
ity reasons, we consider in this figure and in the subsequent
related examples that IP addresses are built from only one
octet (that is 8 bits) and that the domain of Internet is
129/2.
In order to formally specify such a topology we add to the
signature given in Section 3.2 a sort Net representing sub-
network names and a sort SH representing security hosts
names.
Definition 5 (Network Topology). A network topo-
logy τ is given by:
• a finite set net1, . . . ,netn : _ Net of subnetwork
names;
• a finite set s1, . . . , sm : _ SH of security host names;
together with
• a total map ∆ : T Net _ T BinaryX which associates any




• a total map GW : T Net _ T SH which associates any
subnetwork name neti with a security host called its
gateway such that for any security host s and any dis-
tinct subnetwork names net1,net2 ∈ GW
−1(s), the
terms ∆(net1) and ∆(net2) are not unifiable (that is
to say, address ranges of subnetworks connected to the
same security host must be disjoint);
• a relation CON over T SH×T SH describing the connec-
tion between the security hosts.
Example 3. The topology depicted in Figure 3 is formally
defined by:
• printers, servers, secretariat,dpt info : _ Net;
5Note that without loss of generality, we can consider that
any subnetwork has only one gateway. If one wants to de-
scribe a topology in which a subnetwork is connected to sev-





















Figure 3: Example of network topology

































• CON = {(sh1, sh2), (sh2, sh1), (sh2, sh3), (sh3, sh2)}.
Given a network topology, defining a network security policy
consists in defining for each security host a set of NAT and
filtering rules (a firewall). The firewalls associated with the
security hosts describe a set of “local” policies which are
combined by the topology.
Definition 6 (Network security policy). A net-
work security policy ℘ over a network topology τ is a total
mapping which associates any security host sh of τ with a
firewall ℘(sh).
Example 4. Let τ be the topology defined in Example 3. We
define a network security policy ℘ over τ as follows:
• the aim of the security host sh1 is to hide the pri-
vate IP address space of the subnetwork dpt info and
its machines except for the printer 2 and the server 1
which serves as a proxy for other machines of dpt info.
To achieve this goal, sh1 is associated to a firewall
℘(sh1) containing the NAT rules:
dest(19 , 515 ) → dest(197 , 515 )
dest(17 , 8080 ) → dest(195 , 32 )

from(197 , 515 ) → from(19 , 515 )
from(195 , 32 ) → from(17 , 8080 )






packet(from(197 , 515 ), x ) → accept
packet(from(195 , 32 ), x ) → accept
packet(x ,dest(197 , 515 )) → accept
packet(x ,dest(195 , 32 )) → accept
packet(x , y) → drop
The only machines accessible to the outside world are
197 (printer 2) masqueraded as 19 on the port 515
(the one associated to the Line Printer Daemon) and
195 (server 1) masqueraded as 17 on the port 32 mas-
queraded as 8080 .








from(193/3 [x ], x ′)
dest(129/2 [y ], y ′)
«
→ drop
(ii) packet(from(129/2 [x ], x ′), y) → drop
(iii) packet(x , y) → accept
meaning that: (i) the hosts in the secretariat cannot
initiate an Internet communication; (ii) no communi-
cation can be initiated by a host outside the organiza-
tion (i.e. from Internet); (iii) all the other packets are
transmitted by the security host (as they are).
• The third security host sh3 focuses on traffic sent from
or received by the subnetworks printers and servers.









from(193/3 [x ], x ′)
dest(57/4 [x ], x ′)
«
→ accept
(v) packet(from(97/3 [x ], x ′), y ′) → accept
(vi) packet(from(17/4 [x ], x ′), y ′) → accept
(vii) packet(x , y) → drop
meaning that (iv) hosts from secretariat can reach
the printers but not the servers; (v) the security host
does not block traffic sent from 97/3 = 57/4 ∪ 49/4
(that is from subnetworks printers and servers); (vi)
packets from dpt info (seen by sh3 as a subnetwork
whose domain is 17/4) are allowed and (vii) any other
traffic is forbidden.
To entirely characterize the network traffic under a given
security policy, one must define a routing strategy to de-
termine the paths that packets must follow to reach their
destinations.
Definition 7 (Routing strategy). Given a network
topology τ , a routing strategy is a map ζ : T SH _ T BinaryX _
T SH such that:
(i) for any (sh, t1, sh
′
1) and (sh, t2, sh
′
2) ∈ ζ, there is no
σ such that σ(t1) = σ(t2) and
(ii) for any (sh, t, sh′) ∈ ζ, there are no net ∈ GW−1(sh)
and substitution σ such that σ(∆(net)) = σ(t).
A routing strategy ζ associates to any security host a rout-
ing map which indicates the next security host to which a
given packet must be forwarded depending on its destina-
tion. We impose (i) a deterministic routing, i.e. all security
hosts route any incoming packet to at most another one
security host and (ii) that packets whose destination is a
directly reachable subnetwork must be delivered (and then
must not be routed to another security host). Moreover,
the aim of a routing strategy is to transmit any packet from
(security) host to (security) host until it reaches one which
is able to take a definitive decision (i.e. deliver the message
to its final destination or drop it). According to this point
of view, a routing strategy must satisfy certain conditions.
First, it must create no loop when it transmits a request
(packet). Second, it must eventually transmit any packet to
a (security) host which is able to take a decision if one can
be taken (if no security host can take a decision, the packet
is lost or, in a network jargon, the packet is non-routable).
Thus, we say that a routing strategy ζ is sound w.r.t. a to-
pology τ if it satisfies the conditions mentioned above. More
formally, ζ is sound w.r.t. τ = (Net, SH, ∆,GW, CON ) iff
for any t ∈
S
net∈T Net rec(∆(net)) and sh ∈ T
SH:
• there exist a finite sequence (shi, ti, shi+1)i=1...n of tu-
ples from ζ and a sequence of substitutions (σi)i=1...n+1
such that sh1 = sh and for all 1 ≤ i ≤ n: (shi, shi+1) ∈
CON , t = σi(ti) and t = σn+1(∆(net)) for some net
such that GW(net) = shn+1 and
• there exist no sequence (shi, ti, shi+1)i=1...n and no
(σi)i=1...n such that sh1 = shn+1 = sh and for all
1 ≤ i ≤ n: (shi, shi+1) ∈ CON and t = σi(ti).
In what follows all routing strategies are considered to be
sound w.r.t. the topology for which they are designed.




125/1[x] 7→ sh2 ; 64/2[x] 7→ sh2
32/3[x] 7→ sh2 ; 1/4[x] 7→ sh2
ζ(sh3) =

128/1[x] 7→ sh2 ; 1/2[x] 7→ sh2
64/3[x] 7→ sh2
specifying that any packet sent to an address which is




97/3[x] 7→ sh3 ; 17/4[x] 7→ sh1
The questions we are interested in are the same as for sin-
gle firewalls. Which packets reach their final destination?
Which ones are dropped? However, the analysis becomes
more complicated in this case. Indeed, comparing to the
case of a single firewall where the decision of accepting or
dropping a packet is taken locally, in the case of a network
topology, there is potentially an important number of inter-
mediate steps between the moment a packet is sent and the
moment it is received at its final destination (or dropped).
In other terms, a packet can be in different states: sent,
received, about to be filtered by a given security host, . . . The
following figure represents an example of successive states in
which a packet p can be:
p sent
from dpt info
Route // p ready to be
(pre)translated by sh1
DNAT
p′ ready to be
filtered by sh1
Filter







p′′ ready to be
routed by sh1
To analyse the traffic under a network security policy, our
approach consists in labeling packets to indicate their cur-
rent state and describing their state evolution as a rewrit-
ing process. To represent states, we introduce the following
symbols:
sent : Net × SrcAddr × DestAddr _ State
received : Net × SrcAddr × DestAddr _ State
pre : SH × SrcAddr × DestAddr _ State
post : SH × SrcAddr × DestAddr _ State
filter : SH × SrcAddr × DestAddr _ State
route : SH × SrcAddr × DestAddr _ State
To conform with the classical idea that a security policy eval-
uates access requests to decisions, we use, for any network
topology, the following vocabulary:
• network access requests refer to ground terms of the
form sent(net, from(t1 , t2 ),dest(t3 , t4 )) for some net
∈ T Net and ground terms t1 , t2 , t3 and t4 such that
t1 = σ(t) for t = ∆(net) and some ground substitu-
tion σ and
• decisions refer to either drop or ground terms of head
received.
We denote by Request the set of network access requests
and by Decision the set of decisions.
As for single firewalls, any network security policy ℘ is asso-
ciated to a function which takes as input a packet together
with the subnetwork it is sent from and returns drop (if the
packet is dropped during its transmission) or the correspond-
ing delivered packet together with the recipient subnetwork.
Definition 8 (Semantics of a security policy w.r.t. a
routing strategy). Given a network security policy ℘
over a topology τ and a routing strategy ζ sound w.r.t. τ , we
call semantics of ℘ w.r.t. ζ and we denote by J℘Kζ the (par-
tial or total) function associating any request r ∈ Request
with a decision d ∈ Decision, when it exists, such that
r
∗
−→Flow℘,ζ d with Flow℘,ζ the term rewrite system defined
in Figure 4.
The rewrite system Flow℘,ζ can be built for any network
security policy ℘ and routing strategy ζ and computes the
successive states of a given packet during its traversal of the
network. Note that, by construction and due to the con-
ditions imposed on ζ, Flow℘,ζ is deterministic in the sense
that for any ground term t, there exists at most one t′ such
that t →Flow℘,ζ t
′.
To make clear the role of each rule scheme, the figure is
divided into five categories corresponding to the function-
ality the corresponding rules specify. The rule scheme (B)
expresses that two hosts from the same subnetwork can com-
municate without going through a security host. (R1) ex-
presses that a packet which is sent from a given subnetwork
net toward another subnetwork must pass through the gate-
way of net. (R2) describes the packet forwarding from a
security host to the one selected by the routing rules. (R3)
indicates that if no routing rule applies and if the packet des-
tination belongs to a subnetwork connected to the current
security host, then the packet must be delivered to its recip-
ient. (DNAT1) and (SNAT1) describe the address transla-
tion process when the packet matches a NAT rule whereas
(DNAT2) and (SNAT2) express that a packet that does not
match any NAT rule should only change its state. Finally,
(Fdrop) (resp. (Faccept)) specifies that a packet is dropped
or forwarded according to the filtering rules of the current
security host.
4.2 Policy properties
In this section, we discuss some crucial policy properties and
see how the rewrite-based encoding we proposed allows us
to reason about these properties.
As mentioned previously, completeness is the ability to take
a decision for every network access request. In the case of
a single firewall, for verifying this property it is sufficient
to check that the set of filtering rules covers all possible
packets. However, the case of a network security policy is
more complicated. Indeed, incompleteness is obtained due
an incomplete firewall or due to the fact that a packet is
never neither dropped nor delivered to its final destination
(in the latter case, we say that the packet is lost).
Definition 9 (Completeness). A network security policy
℘ over a network topology τ is complete w.r.t. a routing
strategy ζ, or simply ζ-complete, if for any r ∈ Request,
there exists d ∈ Decision such that J℘Kζ (r) = d.
Notice that a network security policy can be complete even
if the firewalls it is made of are not complete and conversely,
it can be incomplete even if all the firewalls it contains are
complete.
Proposition 3. For any network security policy ℘ and rout-
ing strategy ζ, the ζ-completeness of ℘ is decidable.
More precisely, we have the following property:
Proposition 4. Given a network security policy ℘ over a






Proof. The proofs of Propositions 3 and 4 are based on
the fact that Flow℘,ζ is a constrained growing rewrite sys-
tem. The method [24] used for computing a tree automa-
ton which recognizes the set (→∗R)
−1(L) for any regular tree
language L and growing rewrite system R can be extended
to constrained growing rewrite systems (the proof is given
in Appendix A). Since {drop} and Decision \ {drop} are
regular sets, we can build the tree automata which recognize
(→∗Flow℘,ζ )
−1(drop) and (→∗Flow℘,ζ )
−1(Decision\drop). The
completeness of a security policy can be verified by checking
that the union of these two automata covers Request.
Even if a routing strategy is sound, the presence of address
translation rules may cause routing loops. Indeed, some
packets can be caught into a loop involving two or more NAT
steps which are contradictory. For example, a security host
s may translate a packet p into p′ and route it to s′ which
may translate p′ into p before routing it to s. Routing loops
may significantly impact the quality of traffic and may even
create a denial of service. We say that a routing strategy is
safe under a security policy if the policy creates no routing
loop. It is easy to see that the size of rewritten terms is not
increased during the rewriting process by Flow℘,ζ and thus
only loops can lead to the non-termination of the rewrite
system. Consequently, we obtain:
Proposition 5 (Safe routing). Given a security policy
℘ over a topology τ together with a routing strategy ζ, ζ is
safe under ℘ iff Flow℘,ζ is terminating.
We have considered so far only security policies w.r.t. static
routing strategies. However, in practice, only small networks
use manually configured routing. Most of the time networks
have a too complex or a rapidly changing topology which
Broadcast
(B) sent(net, x, y) → received(net, x, y) ‖ y ∈ rec(dest(∆(net), z))
for any net ∈ Net
Route
(R1) sent(net, x, y) → pre(s, x, y) ‖ y ∈ rec(dest(∆(net), z))
for any net ∈ Net, s = GW(net)
(R2) route(s, x, y) → pre(s
′, x, y) ‖ y ∈ rec(dest(t, z))
for any (s, t, s′) ∈ ζ
(R3) route(s, x, y) → received(net, x, y) ‖ y ∈ rec(dest(∆(net), z))
for any s ∈ SH, net ∈ Net, such that GW(net) = s
Destination NAT
(DNAT1) pre(s, x, y) → filter(s, x, r) ‖ y ∈ rec(l → r/Pref)
for any s ∈ SH, f = ℘(s), l → r ∈ Pref




for any s ∈ SH, f = ℘(s)
Filter




for any s ∈ SH, f = ℘(s)




for any s ∈ SH, f = ℘(s)
Source NAT
(SNAT1) post(s, x, y) → route(s, r, y) ‖ x ∈ rec(l → r/Postf)
for any s ∈ SH, f = ℘(s), l → r ∈ Postf




for any s ∈ SH, f = ℘(s)
Figure 4: Rewrite system Flow℘,ζ computing the traffic under a network security policy ℘ w.r.t. ζ
makes the definition of a static routing strategy unfeasible.
Moreover, with the growing complexity of networks, the no-
tions of performance and efficiency of the routing process
appear and thus, the routes should be continuously calcu-
lated to take into account the situation of the traffic and to
find the best paths, that is the shortest, the most reliable or
those balancing best the network load. That is why adaptive
routing, or dynamic routing, is widely used.
In this context, it is crucial that any packet has the same
sort independently of the selected routing path it follows; it
should be either delivered to the same recipient or dropped
in all the cases. In other terms, routing should be a strategy
for achieving a goal and should not alter the goal. We call
consistency the property ensuring that the semantics of a
security policy is the same for any (sound) routing strategy.
Definition 10 (Consistency). A network security policy
℘ over a network topology τ is consistent iff for any routing
strategies ζ and ζ′ sound w.r.t. τ , J℘Kζ = J℘Kζ′ .
We express the consistency of a policy as a property over a
new rewrite system. Given a network security policy ℘, we
define Flow℘ as the left-linear rewrite system describing all
possible packet traversal scenarios w.r.t. any sound routing
strategy, i.e. which rewrites any request r into d ∈ Decision
iff there exists a strategy ζ such that J℘Kζ (r) = d and which
rewrites it into a normal form which is not a decision if there
exists no ζ such that r ∈ D(J℘Kζ). The way the rewrite sys-
tem Flow℘ is build starting from the rules in Figure 4 is
detailed in Appendix B. Roughly speaking, it chooses non-
deterministically all the possible routes in order to reach all
the possible decisions. If we have explored a path which













p′ = J℘Kζ for some ζ p
′′ 6= J℘Kζ for all ζ
TT
To ensure the termination of the exploration precess, pack-
ets are labeled with the set of branches they have already
explored. Thus, we obtain a rewrite systems which rewrites
any request into all the possible decisions according to any
sound routing strategies. More precisely, we obtain a system
verifying the following proposition.
Proposition 6. Let ℘ be a network security policy over a
network topology τ . Flow℘ is terminating iff any sound rout-
ing strategy is safe under ℘. In a such case, ℘ is consistent
iff Flow℘ is ground confluent.
Proof. One can easily show that r
∗
−→Flow℘ d ∈ Decision
iff there is a strategy ζ such that J℘Kζ (r) = d. Starting from
that, the equivalence between the consistency of ℘ and the
ground confluence of Flow℘ stands iff for any routing strate-
gies ζ and ζ′, D(J℘Kζ) = D(J℘Kζ′). Since we consider only
sound strategies, when a request cannot be solved, only two
cases can occur: either the request involves a non-routable
address or the strategy is not safe. In the former case, the
request cannot be solved for any sound strategy. Thus, if all
strategies are safe, they have all the same domain.
Example 6. Let us consider the policy described in Exam-
ple 4. We have automatically prove (using A3PAT (CiME)
[11] and AProVE [20]) that Flow℘ is terminating and thus
that any sound routing strategy is safe under ℘. We also
attempted a paper proof for the consistency of ℘ but the
property is not verified in this case. The following rewrit-
ing derivations prove that ℘ is not consistent.
sent(secretariat, from(195 , 32 ),dest(49 , 25 ))
∗
route(sh2 :: #, from(195 , 32 ),dest(49 , 25 ))
∗

route(sh3 :: sh2 :: #, from(195 , 32 ),dest(49 , 25 ))
∗
drop
pre(sh1 :: sh2 :: #, from(195 , 32 ),dest(49 , 25 ))
∗
route(sh1 :: #, from(17 , 8080 ),dest(49 , 25 ))
∗
route(sh2 :: sh1 :: #, from(17 , 8080 ),dest(49 , 25 ))
∗
route(sh3 :: sh2 :: sh1 :: #, from(17 , 8080 ),dest(49 , 25 ))
∗
received(servers, from(17 , 8080 ),dest(49 , 25 ))
It shows that, under some specific routing strategy, hosts
from the secretariat can exploit the server 1 to attack the
subnetwork servers.
We should mention that the specification of the network
traffic as a rewrite system offers us two other possibilities
non detailed in this paper. Indeed, semantic (dis)unification
techniques [25] provide a way to perform query analyses sim-
ilar to the ones briefly discussed for standalone firewalls and
to detect covert channels by solving the following equation
modulo Flow℘:
sent(n, from(x, x′),dest(y, y′)) = drop
∧ sent(n, from(x1, x2),dest(y1, y2))
= received(n′, from(x, x′),dest(y, y′))
In order to use specific tools and techniques to check the
properties of the rewrite system Flow℘, one must represent
it as an unconstrained rewrite system. For that, we use the
fact that automata used in our constrained rewrite systems
are all based on prefix-automata. Since for any prefix-based
automaton A, we can compute a finite set of linear terms
{t1, . . . , tn} such that ∪irec(ti) = L(A) and (ti, tj) not unifi-
able for any i 6= j, we can transform any rule of our con-
strained rewrite systems into an equivalent finite set of rules
which do not overlap. We obtain a finite left-linear rewrite
system containing only trivial overlaps (between rules cor-
responding to the routing).
5. CONCLUSION
We have proposed in this paper an approach to describe fire-
walls using rewrite systems and automata. We have shown
that this approach can be used to perform several kinds of
analyses not only for standalone firewalls but also for routed
networks of firewalls. In both cases we consider firewalls that
can handle NAT rules.
We have shown that this rewrite based specification of fire-
walls is adapted for verifying usual properties related to the
semantics of a firewall (such as completeness) and to per-
form firewall comparisons. We can also detect the so-called
misconfigurations and perform query analyses. Moreover,
all these analyses can be performed in the same formalisms
and using the same tools.
The same rewrite based approach has been used to spec-
ify a network topology together with routing rules and fire-
wall policies. The obtained rewrite system provides an exe-
cutable specification of the network traffic under the security
policy and, because of its form (left-linear, etc.), can be used
to effectively perform completeness, reachability and consis-
tency verifications. Some properties, like the consistency,
are considered w.r.t. a routing policy or for any routing po-
licy.
The modeling hypotheses assumed in this paper allow us to
apply the obtained results in real cases. In particular, the
automata operations needed here can be performed quite
efficiently. Furthermore, one of the main advantages of us-
ing rewrite systems is the possibility to use automatic tools
for verifying their properties. Indeed, termination of rewrite
systems can be proved using A3PAT (CiME) [11], AProVE
[20] or TTT [27] for example while confluence can be checked
using ACP (Automated Confluence Prover) [3] and ground
confluence with CrC Maude [14]. Moreover, reachability
analysis can be performed using Autowrite [15, 16] (which
implements the reachability problem for left-linear growing
term rewrite system) or Timbuk [18] and efficient simula-
tions of network traffics can be done using Tom [5], ELAN
[7] or Maude [8].
We have already started the implementation of the approach
presented here. The rewrite systems could be automatically
generated starting from a given topology and a security po-
licy and the preliminary results are quite promising. Once
again, the particular shape of the rules we used allowed rel-
atively quick automatic termination proofs (around 3s for
200 generated rules).
There are numerous perspectives to this work. Let us just
mention that we plan to extend the approach in order to take
into account statefull firewalls and to model proxy abilities.
More precisely, to completely model TCP connections, we
will consider sequences of packets instead of single packets.
This should allow us to capture other vulnerabilities such as,
for example, denial of services caused by unshared memories
of firewalls. Moreover, since proxy abilities essentially con-
sist in rewriting sequences of packets, rewrite systems seem
to be particularly suitable to model them.
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APPENDIX
A. EXTENSION OF JACQUEMARD’S RE-
SULT TO CGRS
Without restriction, we can consider that any CGRS is a set
of rules of one of the following forms
x → r[x] ‖ x ∈ A (1)
f(x1, . . . , xn) → r[x1, . . . , xn] ‖ x1 ∈ A1, . . . , xn ∈ An(2)
knowing that any unconstrained variable x can be seen as
a variable constrained by x ∈ A where A is the automaton
recognizing all ground terms. Thus, we consider that any
variable is constrained.
Let be L a regular language recognized by AL and R a
CGRS. The automaton recognizing (→∗R)
−1(L) is built as
follows:










where the disjoint sum (⊎) of two automata over the same
signature is the automaton whose set of states, set of final
states and set of rules are the union of corresponding sets
of the two automata, provided that they are all disjoint.




f(x1, . . . , xn) → g(r1, . . . , rm)‖
V
i xi ∈ Ai
´
∈ R
g(q1, . . . , qm) → q ∈ ∆k
f(q′1, . . . , q
′
n) → q ∈ ∆k+1
with the conditions:
1. for all 1 ≤ i ≤ n, q′i is a final state of Ai
2. for all 1 ≤ j ≤ m, there exists a substitution θ : X → Q
such that θ(rj)
∗
−→∆k qj and for each xi occurring in





f(x1, . . . , xn) → x‖
V
i xi ∈ Ai
´
∈ R ; q ∈ Q
f(q′1, . . . , q
′
n) → q ∈ ∆k+1
with the conditions:
1. x = xi for some 1 ≤ i ≤ n
2. for all 1 ≤ i ≤ n, if xi = x then q
′
i = q, otherwise q
′
i is
a final state of Ai.
The desired automaton is Reach = (Q, QL, ∆) where QL is
the set of final states of AL.
B. REWRITE SYSTEM ASSOCIATED TO
A SECURITY POLICY
Given a network security policy ℘, we define Flow℘ as the
rewrite system built out from the following signature:
⊥,⊤ : _ Bool
〈 , . . . , 〉 :
m times
z }| {
Bool × . . . × Bool×SH _ Context
:: : Context × Trace _ Trace
# : _ Trace
sent : Net × SrcAddr × DestAddr _ State
received : Net × SrcAddr × DestAddr _ State
pre : Trace × SrcAddr × DestAddr _ State
post : Trace × SrcAddr × DestAddr _ State
filter : Trace × SrcAddr × DestAddr _ State
route : Trace × SrcAddr × DestAddr _ State
where m is the number of security hosts. We modify the
rewrite system presented in Figure 4 as follows (we only
show modifications concerning the rewrite part of the rules
- the constraints are unchanged):
(R1) becomes sent(net, x, y) → pre(〈⊥, . . . ,⊥〉s :: #, x, y);
(R2) becomes route(〈x1, . . . , ⊥|{z}
index of s′
, . . . , xm 〉s :: q, x, y) →
pre(〈x1, . . . , ⊤|{z}
index of s′
, . . . , ⊤
|{z}
index of s
, . . . , xm 〉s′ ::
〈x1, . . . , ⊤|{z}
index of s′
, . . . , xm 〉s :: q, x, y)
(R3) route(〈x1, . . . , xm 〉s :: q, x, y) → received(net, x, y);
(DNAT1) pre(〈x1, . . . , xm 〉s :: q, x, y)
→ filter(〈⊥, . . . ,⊥〉s :: #, x, r)
and (SNAT1) is built in the same way. A new rule is
added: (Rback) route(〈 x1, . . . , xm
| {z }
xi=⊤ for each (s,si)∈CON
〉s :: q, x, y)
→ route(q, x, y). Roughly speaking, the term 〈 t1, . . . , tn 〉s
indicates that the packet is currently treated by the security
host s and that the packet went through si iff ti = ⊤. If
the packet is translated, then the trace is reinitialized since
from the network point of view this is another packet.
