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rst option pric-
ing formula. A number of numerical methods can be applied in option valuation.
However, they may encounter some diculties when pricing relatively complicated
options like path-dependent or American-style ones, which are quite common in the
nancial industry. In this thesis, the Least Squares Monte Carlo (LSM) approach
to American option valuation by Longsta and Schwartz (2001) is introduced.
Moreover, the mathematical foundation, e.g. the convergence and the robustness
of the simulation is provided. Furthermore, we improve this approach by applying
the Quasi Monte Carlo, which can enhance the eectiveness, accuracy and com-
putational speed of the simulation. The numerical results show that the improved
algorithm works well in pricing American options and outperforms the original one
in both eectiveness and accuracy. We have also discussed about the trade-o be-
tween the computational time and the precision of the price regarding number of
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paths in simulation, number of possible exercise time points and dierent degrees
of polynomials in the regression process.
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CHAPTER 1. INTRODUCTION 1
Chapter 1
Introduction
Option becomes a popular traded nancial products both in Exchange and
Over-the-counter (OTC) markets in the last four decades. There are also many
other types of derivatives which are imbedded with an option or have the similar
characteristics with options. It is well known that the value of an option generally
depends on the strike price, the price of the underlying asset, the volatility of the
underlying, dividends, interest rate and time to maturity. Though it is important
for the traders to get the theoretical price of the option they trade, it still remains
a challenge to price some types of option in the market, which drives option pricing
technique as one of the most popular areas in both academic research and nancial
industry.
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1.1 Literature Review on Monte Carlo Methods
for Option Pricing
The most celebrated work in the research eld of option pricing belongs to
Fisher Black and Myron Scholes (1973), and Robert Merton (1973). Scholes and
Merton were awarded the Nobel Prize for Economics in 1997 for their landmark
contributions. We will provide more detailed information about their work, or
Black-Scholes model, in Chapter 2.
Black-Scholes model for European option is one of the very few cases where
the closed-form expressions for derivative prices exist. Analytical expressions for
American options have been found in several simple cases as well, e.g. the formulas
for American call options with discrete dividends provided by Mckean (1965), Roll
(1977), Geske (1979), and Whaley (1981). However, in most cases, there is no
analytical solution even in the simple framework of Black-Scholes model. In reality,
this is a big problem as most options traded in the Chicago Board of Options
Exchange (CBOE) are American ones.
Alternatively, one has to apply to numerical solutions to price these American
options. The most famous numerical solutions for American options is the binomial
model suggested by Cox, Ross, and Rubinstein (1979). Though binomial model is
widely used in nancial industry, a major problem with it as well as some other
numerical methods is that the price of the underlying asset is the only stochastic
factor involved in these models, while other determining factors are assumed to
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be constants. However, as we all know that this assumption does not hold, at
least for the volatility smile, interest rate and dividends. Meanwhile, when it is
used to handle several stochastic factors, binomial model becomes computationally
infeasible because the number of binomial nodes in the model grows exponentially
with number of factors, which is known as the curse of dimensionality. Therefore,
this model is not exible enough when dealing with multiple stochastic factors e.g.
changing volatility, interest rate, dividend, or multiple underlying assets.
Another useful numerical method is Monte Carlo simulation, which was intro-
duced to pricing option rstly by Boyle (1977). Unlike binomial trees, simulation
technique is proven to be applicable in situations with multiple stochastic fac-
tors(Barraquand (1995)) and has been used to price European options for quite
a long time. However, not until very recently, it is generally considered impos-
sible to use simulation to price American options from a computational perspec-
tive(Campbell, Lo, and MacKinlay (1996) and Hull(1997)). The reason is that
when pricing American options, one has to calculate the optimal early exercise
policy recursively. This process would lead to biased results using simulation as
there is only one future path any time time along. One of the early studies that
try to propose solutions to price American options using simulation was conducted
by Tilley in 1993. He suggested a simulation algorithm that mimics the standard
lattice to determine the optimal early exercise strategy. Similarly, Barraquand and
Martineau (1995) developed a method called Stratied State Aggregation along the
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Payo. Broadie and Glasserman (1997) also tried to use Monte Carlo Simulation
in American option pricing, but their approach is more related the binomial model
in essence.
Another approach to determine the optimal stopping times along the paths
was proposed by Carriere (1996). He showed that pricing American options is
equivalent to calculating numbers of conditional expectations using a backwards
induction theorem. And it was possible to approximate the conditional expec-
tations by combining simulation with advanced regression methods. Inspired by
Carriere (1996), and Tsisiklis and Van Roy (1999), Longsta and Schwartz (2001)
put forth a simulation-based method so called Least Square Monte Carlo Algorithm
(LSM) in a simpler way. They estimated the conditional expectations by letting
the option alive at every exercise point from a simple least squares cross-sectional
regression. They also show how to price dierent types of path dependent options,
such as American put options, American-Bermuda-Asian options, cancelable index
amortizing swaps, by using LSM. We will introduce the details of LSM and try to
improve this technique in Chapter 4 of this thesis.
1.2 Organization of this Thesis
In this thesis, we will mainly focus on how to apply Monte Carlo simulation to
price options especially American ones.
In the introduction, we have made a review on the related literature for option
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pricing, numerical methods for option pricing, and especially how to price American
options by simulation. We can get a basic idea about this research area and how
these ideas were generated and developed.
In the main chapter, we will start with the introduction of the nance back-
ground, in which we can nd the denition of commonly used nancial terms in
this thesis and the characteristics of dierent options. We then turn our attention
to the most famous model for option pricing - Black-Scholes Model. The assump-
tion and basic idea under this model will be illustrated, and the pricing formula
for European option is obtained after some PDE deriving work. While in practice,
most option pricing is done by applying numerical methods or combining them
with Black-Scholes model, we will introduce three basic numerical methods includ-
ing binomial trees, nite dierence and Monte Carlo simulation. After introducing
how these numerical methods work, we compare the advantages and drawbacks of
them.
In the next chapter, we will show how to price European options using Monte
Carlo simulation. The framework of this method is discussed rst. Although most
softwares provide random number from normal distribution N(0; 1) as a black-box
function, we still give a brief introduction of generating pseudo-random numbers
including the probability proof of converting random numbers sampling from U [0; 1]
to that from normal distribution N(0; 1). After implementing the program, we will
compare the results approximated from Monte Carlo simulation to the theoretical
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value, which is implied by Black-Scholes model.
Next, we will discuss how to apply Monte Carlo simulation to price American-
style option. The motivation of pricing American option is discussed and the
diculty of pricing more complicated options using other numerical methods is ex-
plained. For example, they may encounter some diculties when pricing relatively
complicated options such as path-dependent, American-style or multiple stochastic
factors, which are quite common in the nancial markets. By introducing Longsta
and Schwartz's Least Square Monte Carlo Algorithm (LSM), we can apply Monte
Carlo simulation to value American-style option successfully. Moreover, the math-
ematical foundation such as the convergence and the robustness of the simulation is
provided. To check the feasibility and accuracy of LSM, we select several American
options and compare the results from LSM to those from nite dierence method,
which is considered quite accurate and is widely used for pricing plain American
option in industry. We will also pick up several options traded in CBOE and try
to compare the market price with price calculated from LSM. As generally Monte
Carlo simulation is quite time consuming, which may limit its usage in pricing com-
plicated derivatives, we try to improve this approach by applying the quasi Monte
Carlo, which can enhance the eectiveness, accuracy and computational speed. We
will also discuss about the trade-o between the computational time and the preci-
sion of the price regarding numbers of paths in simulation, dierent basic functions
in the regression process and numbers of possible exercise time points.
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In the conclusion, major ndings and contribution of this thesis will be presented
and some ideas for future research will be proposed.




We will go through the main nancial terms and concepts used in this thesis.
A derivative can be dened as a nancial instrument whose value depends on (or
derives from) the values of other, more basic, underlying variables. Common types
of derivatives securities are options, futures, forwards and swaps. We will focus on
the options, as most of the methods developed here can be applied for other kinds
of derivatives products too.
As mentioned by Hull (2006), an option is a derivative which gives the holder
the right, but not the obligation to engage in some future transaction involving the
underlying. A call option gives the holder the right to buy the underlying asset by
a certain date for a certain price. A put option gives the holder the right to sell
the underlying asset by a certain date for a certain price. The price in the contract
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is known as the exercise price or strike price; the date in the contract is known as
the expiration date or maturity. There are two basic kinds of options. European
options can be exercised only at the expiration date. American options can be
exercised at any time up to the expiration date.
The value of an option contract generally depends on several parameters includ-
ing strike price, the value of the underlying asset, the volatility of this asset, the
amount of dividends paid on it, the interest rate and the time to maturity. The in-
tuitive thinking indicates that the value of a call (put) option decreases (increases)
as the strike price increase. The value of a call (put) option increases (decreases)
as the underlying asset price increase. The value of any option increases as the
volatility of the underlying asset increases. The value of a call (put) option in-
creases (decreases) as the risk-free interest rate increase. The value of any option
is also a function of the time to expiration, normally decreases as time decays. A
summary of these factors' eect on option value is shown in the table 2.1 (Hull
(2006)):
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Table 2.1: Eect to option price when increase one variable
Variable European call European put American call American put
Current stock price + - + -
Strike price - + - +
Time to expiration ? ? + +
Volatility + + + +
Risk-free rate + - + -
Dividends - + - +
As they can only be exercised at the expiration date instead of any time, Eu-
ropean options are generally easier to analyze than American options, and some
of the properties of American options can be deduced from those of its European
counterpart. Intuitively, an American option is always at least as valuable as the
corresponding European option, since the holder of American option could always
choose to act in the same manner as the holder of the European option by simply
holding the option until the expiration date, when it becomes exactly the same as
European option.
Arbitrage is a trading strategy that takes advantage of two or more securities
being mispriced relative to each other. In other words, arbitrage involves locking
in a riskless prot by simultaneously entering into transactions in two or more
markets. Hedging is a trading strategy that involves reducing the exposure to risk
associated with holding one asset by holding other assets whose returns are usu-
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ally correlated with the rst. And under a compounded interest rate r, 1 unit
investment today which earns continuous interest will worth ert after t years. In
a landmark contribution to the eld of option pricing, Black and Scholes (1973)
developed a closed form solution for the price of European options under certain
conditions. Their approach relies on the No-Arbitrage Assumption, which comes
from observing that the return on an option can be perfectly replicated by continu-
ously rebalancing a hedged portfolio consisting of shares of underlying asset and a
risk free asset which earns continuously compounded interest at a rate of r. In the
following section 2.2, we will give a more detailed introduction to the Black-Scholes
model.
As a major extension of Black-Scholes model, Merton (1973) showed that if the
underlying stock pays no dividends, the value of the American call is the same as
the value of the European call yielded by the Black-Scholes model, as it is never
optimal to exercise an American call option early. Except for this case, closed
form solutions for pricing American options are rarely available. Moreover, since
Black-Scholes Model is obtained under very strict assumptions, which may not be
appropriate in real market, and loosing these assumptions normally leads to closed
form solutions unavailable, the practicers must implement numerical methods to
nd the approximate values instead of the theoretical ones. This is why numerical
techniques is widely employed in the nancial industry and the academic research
for numerical option pricing is so popular in recent years. In the following section
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2.3, we will give a brief introduction to some basic numerical methods for option
pricing.
2.2 Black-Scholes Model
In the early 1970s, Fischer Black, Myron Scholes, and Robert Merton made a
major breakthrough in the eld of option pricing, for which Myron Scholes, and
Robert Merton were awarded Nobel prize for economics in 1997. Though ineligible
for the prize because of his death in 1995, Black was mentioned as a contributor
by the Swedish academy. Their work, which is known as Black-Scholes ( or Black-
Scholes-Merton) Model, has had a signicant inuence on the way that traders price
and hedge options. It also leads the growth and success of nancial engineering in
the last 30 years. In this section, we will show the framework of the Black-Scholes
Model, and how to derive the model for valuing European call and put option on
a non-dividend-paying stock.
There are several explicit assumptions for deriving the Black-Scholes model:
 It is possible to borrow and lend cash at a known constant risk-free interest
rate r.
 The price of the underlying follows a geometric Brownian motion with con-
stant drift and volatility.
 There are no transaction costs.
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 The stock pays no dividend.
 All securities are perfectly divisible (i.e. it is possible to buy any fraction of
a share).
 There are no restrictions on short selling.
 There are no riskless arbitrage opportunities.
 Security trading is continuous.
Some of these assumptions can be relaxed and the Black-Scholes Model can be
extended.
The main idea in the development of the model is that the return on an option
can be perfectly replicated by continuously rebalancing a hedged portfolio consist-
ing of shares of underlying asset and a risk free asset such as a government bond. As
the return of this hedge portfolio is independent of the price movement of the stock,
it only depends on the time and other known constant variants. This deterministic
return cannot be greater than the return on the initial investment compounded at
the risk free interest rate. Otherwise there exist arbitrage opportunities by borrow-
ing at the risk free rate, using which to establish a position in the higher yielding
hedge portfolio, which would in turn force the yield to the equilibrium risk free
rate.
Next we will derive the Black-Scholes pricing formulas. Firstly, we will dene
some notations used in this section. We dene:
CHAPTER 2. FOUNDATION 14
S, the price of the stock
f , the price of a derivative as a function of time and stock price.
c, the price of a European call.
p the price of a European put option.
K, the strike of the option.
r, the annualized risk-free interest rate, continuously compounded.
, the drift rate of S, annualized.
, the volatility of the stock; this is the square root of the quadratic variation
of the stock's price process.
t, a time in years; we generally use now = 0, expiry = T.
, the value of a portfolio.
R, the accumulated prot or loss following a delta-hedging trading strategy.









(z), denotes for the standard normal probability density function, e
  z22p
2
Wiener process, or sometimes referred to as Brownian motion, is a particular
type of Markov stochastic process with a mean change of zero and a variance rate
of 1.0 per year. A variable z follows a Wiener process if it has the following two
properties:
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where  is a standardized normal distribution (0; 1).
Property 2. The value of z for any two dierent short intervals of time t is
independent.
A generalized Wiener process for a variable x can be dened in terms of dz as
dx = adt+ bdz (2.2)
where a and b are constants.
A further type of stochastic process, known as an Ito process, is a generalized
Wiener process in which the parameter a and b are functions of the value of x and
t. i.e.
dx = a(x; t)dt+ b(x; t)dz (2.3)
Suppose a variable x follows the Ito process. Ito's lemma, which was discovered

















As per the model assumptions, the stock price process follows a geometric
Brownian motion. That is,
dS = Sdt+ Sdz (2.5)
Suppose that f is the price of a call option or other derivative contingent on S.
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The discrete versions of equations (2.5) and (2.6) are

















where S and f are the changes in S and f in a small time interval t. As
S and f has the same underlying, the Wiener processes of them should be the
same. In other words, the z(= 
p
t) in equations (2.7) and (2.8) are the same.
Therefore, by choosing a portfolio of the stock S and the derivative f , the Wiener
process can be eliminated.





which means the portfolio is short 1 derivative and long @f
@S
shares of stock. Dene
 as the value of this portfolio. We have
 =  f + @f
@S
S (2.9)
The change  in the value of the portfolio in the time interval t is given by
 =  f + @f
@S
S (2.10)
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In this equation, it shows that the change  in the value of the portfolio in
the time interval t does not related to the stochastic process z, which means
this portfolio is riskless during the time t. By the No-Arbitrage Assumption,
the portfolio must instantaneously earn the same rate of return as the risk-free
securities. i.e.
 = rt (2.12)
where r is the risk-free interest rate. By substituting equations (2.8) and (2.11)









2S2)t = r(f   @f
@S
S)t













We now show how to get the general Black-Scholes partial dierential equations
(PDE) to a specic valuation for an option. For the European call option c, we
have the boundary conditions:
c(0; t) = 0 for all t
c(S; t)! S as S !1
c(S; T ) =max(S  K; 0)
For the European put option p, we have similar boundary conditions too. After
transforming the Black-Scholes PDE into a diusion equation, we can solve the
equation using standard methods. Thus we can get the value of the options as
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follows:
c = S0N(d1) Ke rTN(d2) (2.14)
and
p = Ke rTN( d2)  S0N( d1) (2.15)
where
d1 =










= d1   
p
T
2.3 Basic Numerical Methods for Option Pricing
As is shown, Black-Scholes model is obtained under very strict assumptions,
which may not be fully satised in the real market. There are also many exten-
sions for Black-Scholes model by changing or loosing these assumptions. However,
most of the extensions normally lead to closed form solutions unavailable. In this
case, the practicers can implement numerical methods to nd the approximate val-
ues instead of the theoretical ones. In this section, we will give a brief introduction
to some basic numerical methods for option pricing, e.g. binomial trees, nite
dierence and Monte Carlo simulation. Generally, these dierent numerical meth-
ods have dierent application areas. Monte Carlo simulation is usually applied for
derivatives where the payo is dependent on the history of the underlying variable
or where there are several underlying variables. Binomial trees and nite dierence
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are usually used for American options and other derivatives in which the holder
has the right to make early exercise decisions prior to maturity. In practice, these
methods are able to handle most of the derivatives pricing. However, sometimes
they have to be adapted to cope with particular situations. We will introduce these
basic numerical methods for option pricing one by one.
2.3.1 Binomial Trees
Binomial trees derivatives pricing model was originally presented by Cox, Ross,
and Rubinstein in 1979. As we have assumed, the underlying price follows a random
walk. The binomial tree technique is a diagram representing dierent possible
paths of the stock price over the life to maturity. In each time step, it has a certain
probability of moving up in a certain percentage amount and a certain probability
of moving down in a certain percentage amount. By taking smaller and smaller
time step, the limit of the binomial tree leads to the lognormal assumption for
stock price, the same as we assume in Black-Scholes model.
Consider a stock worth S0 at time 0. At the end of the period, the price of
the stock is uS0 with the probability p or dS0 with the probability 1   p, where
u > 1 > d.
Let f represent the current value of a call option on the stock which expires at
the end of the period, having a strike price ofK. We know that fu =max(0; uS0 K)
and fd =max(0; dS0  K).
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Suppose we have a portfolio consisting of a long position in  shares and a short
position in one option. We will try to select  that makes this portfolio riskless.
If the price moves up, the value of the portfolio is
S0u  fu
If the price moves down, the value of the portfolio is
S0d  fd
They are equal when





In this case, no matter the stock price moves up or down, the value of the
portfolio is the same, which means, the portfolio is riskless. By the No-Arbitrage
Assumption, the portfolio must instantaneously earn the risk-free rate r. i.e.
S0  f = (S0u  fu)e rT
or
f = S0(1  ue rT ) + fue rT (2.17)
Substituting equation (2.16) for  and simplifying, we can get f as
f = e rT [p~fu + (1  p~)fd] (2.18)





From the illustration above, we know that the option pricing formula in (2.18)
does not involve the probabilities of moving up or down in stock price. This char-
acteristic also implies when we increase the steps to obtain a more accurate ap-
proximation to the real stock pricing moving. In practice, it is typically divided
into 30 or more time steps. In all, there are 31 terminal stock prices and 230, or
about 1 billion, possible stock price moving paths are considered. This can get a
satisfying approximation for the value of the derivative. There are also many ex-
tensions for this basic model, such as the one developed by Hull and White (1990)
by considering the dividend paying and multivariate valuation problems.
2.3.2 Finite Dierence
Schwartz (1977) is the rst to apply the nite dierence technique to price
options when closed form solutions are unavailable. Specially, he considered an
American option on a stock which pays discrete dividends, which is quite common
in real world. This method provides a practical numerical solution to the option
pricing problem, and the optimal early exercise strategy as well.
Unlike the ideal case in Black-Scholes model, in practice, we need to consider the
valuation of an option which pays discrete dividends and also allow for early exercise
(American-style option). In this case, the partial dierential equation (PDE) which
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determines the value of the options is the same as in the Black-Scholes Model, but
the boundary conditions will be dierent due to the early exercise feature and the
payment of dividend. More specically, let f represent the value of an American
call option on a Stock with the price of S, and expires at time T . The PDE is
(equivalent to equation (2.13))
@f
@t








subject to the boundary conditions:
f(0; T ) = 0
f(S; T )! S; as S !1
f(S; T ) = max(S  K; 0)
f(S; T+) = max(0; S  K; f(S  D;T ))
(2.21)
where T+ and T  are the instants just before and just after the sock pays the
discrete dividend D. The last condition reects the fact that the stock price drops
by D as the dividend is paid, and indicates that it is optimal to exercise the option
just before the dividend is paid whenever the value S K is greater than the option
value f(S   D;T ) right after the dividend is paid. Unfortunately, the equation
(2.20) with the boundary conditions (2.21) has no closed form solution, but can be
solved numerically by approximating the partial derivatives with nite dierences.
We can estimate the derivative @f
@S
at the point (S; t) by
[f(S +; t)  f(S; t)] + [f(S; t)  f(S  ; t)]
2
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where  is a small change of S. The pricing algorithm approximates the partial
derivatives at a lattice within the domains of price and time. For example, consider
n+ 1 discrete values
Si = ih; i = 0; : : : ; n
in the domain of S, and m+ 1 discrete values
tj = jk; j = 0; : : : ;m




















Substituting equations (2.22), (2.23) and (2.24) into (2.21) yields
fi;j   fi;j 1
k
= rfi;j   ri(fi+1;j   fi 1;j)
2
  
2i2(fi+1;j   2fi;j + fi 1;j)
2
(2.25)
Rearranging terms yields the system of n  1 equations in n+ 1 unknowns:






2ki2, a2;i = (1 + rk) + 
2ki2 and a3;i =  12rki  122ki2
We can also write the boundary as below
f0;j = 0; j = 0; : : : ;m
fn;j   fn 1;j = h; j = 0; : : : ;m
(2.27)
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Equations (2.26) and (2.27) provide a solution for fi;j in terms of fi;j 1. As
fi;0 is known, the entire series of fi;j can be generated by the iterating procedure,
and any desired degree of accuracy can be obtained by choosing h and k small
enough with the cost of computational time. As an extension, Hull and White
(1990) suggested a modication to this algorithm to ensure its convergence to the
true values and also extend it to deal with multivariate valuation problems.
2.3.3 Monte Carlo Simulation
Monte Carlo Simulation is very useful in calculating the value of an option with
multiple factors of uncertainty or with complicated features. The term `Monte
Carlo method' was coined by Stanislaw Ulam in the 1940's and rst applied in
pricing European option by Phelim Boyle in 1977.
To understand the basic idea of the Monte Carlo simulation, we consider the
problem of calculating the integral
Z
A
g(x)f(x)dx = g (2.28)
where A is the integration range, g(x) is an arbitrary function, and f(x) is a prob-
ability density function. We can get a Monte Carlo estimation of g by generating
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We can compute condence intervals using the fact that
bg   gpbs2=n ! N(0; 1) (2.31)
when n!1.
Boyle (1977) applied this reasoning to pricing a European option on a stock
which follows a geometric Brownian motion. Recall from the assumption in equa-
tion (2.5) that
dS = Sdt+ Sdz (2.32)
where dz is a Wiener process. To simulate the path of S, we can divide the life of
the option into N short time intervals t and approximate the equation (2.32) by
S(t+t)  S(t) = S(t) + S(t)
p
t (2.33)
where  is a random sample from a normal distribution N(0; 1). After repeating
this procedure we can construct a path for S by using N random samples from
N(0; 1).
But in practice, usually it is more accurate to calculate lnS rather than S.
Instead, we know that lnS follows the stochastic process below by Ito's lemma,
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For short time intervals t, we have






From equation (2.35), it is easy to show that, for all T , we have













Equation (2.37) provides an straightforward way to estimate the value of the
stock price at any time T and thus construct the path for the stock price.
One drawback of this kind of estimation is that the standard error is inversely
proportional to
p
n. To overcome which, Boyle (1977) also introduces control
variates and antithetic variates to improve the eciency of the simulation. The
key advantage of Monte Carlo simulation is that it can also handle the case when
the payo depends on both of the path followed by the underlying S, when the
other two numerical methods may have some trouble in applying. One example of
this advantage is that M. Broadie and P. Glasserman (1996) showed how to price
Asian option by Monte Carlo simulation. Other major drawbacks of Monte Carlo
simulation include that it is sometimes computationally time consuming and is
hard to handle American-style options. In Chapter 4 of this thesis, we will discuss
how to overcome these drawbacks and improve the useful Monte Carlo simulation.
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Chapter 3
Monte Carlo Simulation for
Pricing European Options
3.1 Framework
As discussed in Section (2.3.3), we have











Let f(S; t;K; T ) denote the value of option at time t with an underlying worth
S, a strike price of K, and expiring at time T . The value at time 0 should equal
to the expected value at maturity discounted back at a interest rate of r, which
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means






where g(x) is the payo function. For a European call option,
g(x) = max(S(T ) K; 0)
Let fy1; : : : ; yMg denotes M i:i:d samples generated from N(0; 1). By the Law
of Large Numbers,












To generate a random sample from N(0; 1), we can generate a random sample
from [0; 1] rst. Statistical randomness does not necessarily imply `true' random-
ness, i.e., objective unpredictability. Pseudorandomness is sucient for many uses.
Most software provide the function of generating a pseudo-random number, most
of which are based on the linear congruential generator, which uses the recurrence
Xn+1 = (aXn + b) mod m
to generate numbers.
Suppose we have a series of samples which is independent uniformly distributed
between 0 and 1, we can transfer it into a series of samples sampling from the normal
distribution N(0; 1) by the following theorem:




 2 lnU1 cos(2U2); Y1 =
p
 2 lnU1 sin(2U2)
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Then we have, X1 and X2 are independent and both have the distribution of
N(0; 1).
Proof: Firstly, we need these lemmas:
Lemma 1: If (X1; X2) and (Y1; Y2) have the same distribution, g(x1; x2) and
h(x1; x2) are the 2-dimension real functions, dene:8>><>>:
Z1 = g(X1; X2) ;
Z2 = h(X1; X2) ;8>><>>:
W1 = g(Y1; Y2) ;
W2 = h(Y1; Y2) ;
Then, (Z1; Z2) and (W1;W2) will also have the same distribution.
Proof: We can prove this lemma assuming (X1; X2) and (Y1; Y2)has the joint
distribution density function f(x; y).




Ifg(x; y)  z; h(x; y)  wgf(x; y)dxdy
= P (g(Y1; Y2)  z; h(Y1; Y2)  w)
= P (W1  z;W2  w)
(3.5)
Therefore, (Z1; Z2) and (W1;W2) have the same distribution.
Lemma 2: IfX and Y is independent and have the distribution ofN(0; 1),(R;)
is determined by this polar coordinates transformation:
 :
8>><>>:
X = R cos() ;
Y = R sin() ;
(3.6)
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Then, R has the Rayleigh Distribution, and  has the [0; 2] uniformly distribution.





The range for (R;) is
f(r; )jr  0;  2 [0; 2)g
Denote the set D = f(x; y)jpx2 + y2  r;  2 [0; )g, where  is the angle
of amplitude for (x; y). It is easy to see that, under the transformation , fR 
r;  g = f(X; Y ) 2 Dg, we thus can have the joint distribution function for
(R;) as,
G(r; ) = P (R  r;  )
































As G(r; ) is continuous and is derivable except for limit linear lines, we can get











where r  0;  2 [0; 2).
As the variables in g(r; ) are divided,R and  are independent and have the
following density function respectively:









From equations (3.8) and (3.9),R has the Rayleigh distribution, and  has the
[0; 2) uniformly distribution.
Let R1 =
p 2 lnU1;1 = 2U2, the distribution function of R1 is
F (r) = P (R1  r)
= P (
p
 2 lnu1  r)









= 1  e  r
2
2 (r  0)
(3.10)






According to equation (3.11), R1 has the Rayleigh distribution too. Therefore,
(R1;1) and (R;) in (3.6) have the same distribution. According to the lemma,
(X1; Y1) and (X; Y ) in (3.6) will have the same distribution too, i.e. X1 and Y1 are
independent and have the normal distribution N(0; 1).
3.2 Numerical Results
Earlier we have illustrated the framework of the Monte Carlo simulation in
pricing European option. We will check the accuracy and eciency of this method
by some numerical results.
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We will use the Black-Schole model as the benchmark and compare them with
results from Monte Carlo simulation. We want to price an European put option
on a stock, with the current stock price S varying from 36 to 44, the strike price
k = 40, the volatility of returns  = 0:40, the short-term interest rate r = 0:06,
and expires at T = 1 year. For every S, we run 10,000 paths for 5 times in Excel
and use the function NORMSINV(RAND()) to generate a random sample from a
normal distribution N(0; 1). The results are in Table 3.1.
Table 3.1: Monte Carlo simulation for European option pricing
S B-S 1 2 3 4 5 average s.e. ave bias bias in %
36 6.711 6.747 6.654 6.684 6.634 6.713 6.686 0.045 -0.024 -0.36%
38 5.834 5.791 5.838 5.850 5.824 5.749 5.810 0.040 -0.023 -0.40%
40 5.060 5.116 5.159 5.117 4.897 5.080 5.073 0.102 0.013 0.27%
42 4.379 4.380 4.381 4.363 4.412 4.308 4.368 0.038 -0.010 -0.23%
44 3.783 3.791 3.836 3.713 3.733 3.786 3.771 0.049 -0.011 -0.29%
The above table shows that Monte Carlo simulation works well in pricing Eu-
ropean option. In our example, the dierence between the simulation value and
the true value (calculated from Black-Scholes Model) is less than 1 or 2 cents, or
less than 0.5% in percentage.
We have illustrated this approach using a simple option. Actually, it also allows
for increasing complexity such as compounding in the uncertainty (currency op-
tion, or model correlation between the underlying sources of risk, or the impact of
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ination or commodity on the underlying). It can also be applied to price options
in which the payo depends on several underlying assets such as a basket option
or rainbow option, when the correlation is considered in the simulation.
However, Monte Carlo simulation is quite time consuming, which limits its usage
if alternative method exists in pricing. We will discuss about how to improve Monte
Carlo simulation and widen its use in nancial industry.
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Chapter 4
LSM Algorithm for Pricing
American Options
In the previous chapter, we presented Monte Carlo simulation algorithm to price
European options. We now turn our attention to how to value American options
and more complicated options.
Binomial trees and nite dierence techniques work well in valuing simple Amer-
ican options but become impractical when there are multiple factors. Monte Carlo
simulation is able to handle valuing path-dependent and multiple factors very well
but is not well suited to pricing American style options until the Least Square
Monte Carlo algorithm (LSM) was developed by Longsta and Schwartz in 2001.
When using Monte Carlo simulation, the primary dierence between valuing Eu-
ropean and American options is that American ones require the entire simulated
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path, whereas European ones only need the terminal value of the path.
As LSM combines the advantage of several numerical methods, it applies to
various derivatives under a fairly general class of price dynamics. Besides, it is
simple and ecient to implement. As a result, LSM technique becomes increasingly
popular among the nancial markets.
4.1 The Least Square Monte Carlo Algorithm
(LSM)
Unlike European options, American options can be exercised earlier to maturity.
In order to value them, it is necessary to make a decision whether to continue or to
exercise at every exercise point. The exercising value is very easy to determine (for
call option is max(S K; 0)). The key issue becomes how to calculate the value of
continuing. Many ways of determining the continuing are discussed by researchers,
among which the most successful one is the Least Square Monte Carlo Algorithm
(LSM) introduced by Longsta and Schwartz (2001).
The LSM algorithm involves using the least square analysis to determine the
best-t relationship between the value of continuing and the value of early exercise.
This algorithm is iterative in nature and constructs the estimated expected value
of an American-style option at a time, conditional on that the option has not been
exercised before that time. This conditional expectation is estimated using linear
CHAPTER 4. LSM ALGORITHM FOR PRICING AMERICAN OPTIONS 36
regression. More specically, we rst generate a collection of sample paths under
appropriate price dynamics. The continuous interval of possible optimal early
exercise times in American pricing problems is approximated with a discrete set
of time points, and discounted future realized payos are regressed on functions of
the state variable at each time points. A complete estimated optimal early exercise
strategy is obtained under an application of the dynamic programming principle,
which implies that we should exercise the option at the rst time when the option
is both in-the-money and has an estimated conditional expectation of continuation
less than the value with immediate exercise. The estimated value of the option is
the discounted estimated expected payo.
We will illustrate a simple numerical example for better understanding of the
intuition behind LSM algorithm. We want to price an American call option on a
stock whose price is currently 100, and can be exercised at strike price 100 at the
time 1 and 2. For simplicity, suppose the period between each exercise date is 1
year and the risk free interest rate is 5%. Assume that we have 10 simulated paths
as in Table 4.1:
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Table 4.1: Simulated paths
Path t=0 t=1 t=2
1 100 110.2 111.1
2 100 106.6 101.4
3 100 89.9 84.9
4 100 119.6 107.9
5 100 83.1 105.0
6 100 94.4 86.3
7 100 100.8 91.8
8 100 106.7 109.7
9 100 92.4 93.1
10 100 75.5 72.4
The optimal strategy at time 2 is simply to exercise if the option is in-the-
money, i.e. if s(2) > 100. Table 4.2 represents the realized cash ow following the
optimal exercise strategy at time 2, conditional on the option not being exercised
before time 2.
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Table 4.2: Cash ow matrix at time 2
Path t=0 t=1 t=2
1 - - 11.1
2 - - 1.4
3 - - 0
4 - - 7.9
5 - - 5.0
6 - - 0
7 - - 0
8 - - 9.7
9 - - 0
10 - - 0
Next, we will consider time 1. If the option is in-the-money at time 1, the
option holder has to decide whether to continue or to exercise immediately. If the
path is out-of money, we don't need to make the decision as it is not relevant to
exercising. From the simulated path, there are 5 paths (path 1,2,4,7,8) are in-the-
money at time 1. Let ~s(1) be the in-the-money stock price at time 1 and ~y(1) be
the corresponding discounted cash ows at time 2 if continues. We have Table 4.3:
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We can get the estimation of the conditional expectation of continuing at time 2
by regressing the discounted cash ow ~y(1) on the current price ~s(1) and a constant,
which yields E[Y jS(1) = s(1)] =  36:39+3:87s(1). The conditional expectation of
continuing is less than the immediate exercise when s(1)  103:87. This suggests
that we should exercise at time 1 in path 1,2,4, and 8. The corresponding cash
ow matrix is as as in Table 4.4:
CHAPTER 4. LSM ALGORITHM FOR PRICING AMERICAN OPTIONS 40
Table 4.4: Cash ow matrix











The value of the option is the average of the discounted value, i.e.
c =
(10:2 + 6:6 + 19:6 + 6:7)e 0:05 + 5:0e 0:052
10
= 4:55
Technically, we assume a time horizon [0; T ] and an underlying probability
space (
;F ; P ). 
 is the set of all possible realizations of the stochastic economy
on [0; T ] and has typical element !. F = FT is the -eld of distinguishable
events through time T , and P is the probability measure dened on the sets in F .
Let F = (Ft; t 2 [0; T ]) represent the ltration generated by the associated price
dynamic. Under the no-arbitrage paradigm, we can assume the existence of a risk
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neutral probability measure Q.
Our goal is to determine the value of American-style derivative securities which
generate random cash ows during [0; T ]. The appropriate value is the maximized
expected value of the discounted cash ows from the option, where the maximum
extends over all stopping times with respect to F. Moreover, no-arbitrage pricing
paradigm implies that the value of continuation is the expected value of remaining
cash ows with respect to Q when following the optimal stopping rule. Suppose
we can approximate the continuous interval of possible early exercise times with L
discrete times 0 < t1  t2  : : :  tL = T . We can write the expected value as






r(!;u)duCF (!; tj; tl; T )jFtl ] (4.1)
where CF (!; s; tl; T ) denotes the path of cash ows generated by the option, con-
ditional on the option not being exercised at or prior to time t, and it is based
on that the option holder is following the optimal exercise strategy at all time
s; tl  s  T , and r(!; t) is the risk-free interest rate.
As the name implies, LSM uses least squares regression to estimate the con-
ditional expectation function at each of the possible early exercise dates. More
specically, at time tl, assume that the unknown functional form of G(!; tl) can
be written as a countable linear combination of Ftl-measurable basis functions. As
we are focusing on derivatives with nite-variance random payos, the conditional
expectation G(!; tl) will be in the space of square integrable functions under the
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appropriate measure. This Hilbert space will have a countable orthonormal basis,
which implies that G(!; tl) can be represented as a countable linear combination
of elements of this basis. In practice, LSM uses M < 1 elements from this basis
to approximate. Denote it as GM(!; tl). Weak assumptions about the existence
of moments imply that the tted value from the regression bGM(!; tl) converges in
probability and in mean square to GM(!; tl) as the number of sample paths tends
to innity.
As we have mentioned, the idea underlying the LSM algorithm is that the
conditional expectation can be approximated by a least-squares regression for each
exercise date. At time tL 1, G(!; tL 1) can be expressed as a linear combination
of orthonormal basis functions (pj(X)) such as Laguerre, Hermite, Chebyshev,




ajpj(X); aj 2 R (4.2)




ajpj(X); aj 2 R (4.3)
This procedure is repeated backwards until the rst exercise date.
4.2 Convergence and Robustness of LSM
As we have discussed, LSM approximates the true value of American-style op-
tion with discrete exercise time points and regression on a selection of basic func-
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tion. In this section, we will briey discuss about the convergence of the algorithm
with the discrete time N and robustness of the selection of basic function.
In Longsta and Schwartz's paper, they provided some convergence results.
The rst one is about the bias between LSM with discrete exercise points and the
true value of the continuously exercisable option.
Proposition 1. Let V (X) denote the true value of the American option and
CF (wi;M;K) denote the discounted cash ow resulting from the LSM algorithm.
Then the following inequality holds almost surely.







This proposition shows that the true value of the American-style option is bigger
than or equal to any value resulting from the stopping rule implied by LSM as it
is based on the stopping rule which maximizes its value.
A general convergence result of LSM needs to consider limits when the number
of paths N , the number of basis functions M , and the number of discrete exercise
points K. Longsta and Schwartz also provided this following result:
Proposition 2. Assume the value of option V (X) depends on a single state
variable X following a Markov process with support on (0;1). Also assume the
option can only be exercised at time t1 and t2 (it is very easy to generalize to the
case of K exercise points), and the conditional expectation function G(w; t1) is
absolutely continuous and Z 1
0
e XG2(w; t1)dX <1




Then for any " > 0, there exists an M <1 such that
lim
N!1




CF (wi;M;K)j > "] = 0
This result shows that by selecting M large enough and letting N ! 1, the
result from LSM converge to the true value in probability. Another important
implication of this result is that the number of basis functions selected in the
regression need not be innite to get an accurate estimation of the true value V .
As an extension, Clement, Lamberton, and Protter(2002) established some
other LSM convergence results. They prove that the LSM algorithm converges
almost surely under fairly general conditions. They also determined the rate of
convergence and showed that the normalized error is asymptotically Gaussian.
As the regression involves basic function, the question that whether the selection
of dierence will cause dierent result or not raises very naturally. There are also
several papers regarding this robustness problem of LSM.
In 2003, Manuel Moreno and Javier Navas analyzed the impact of dierent
basis functions on option prices. They applied the LSM algorithm to pricing an
American put option, an American-Bermuda-Asian option, and a Bermuda call
option on maximum of 5 assets. They calculated in- and out-of sample option
prices and the standard errors for dierent types and numbers of basis functions.
Their work shows that LSM has dierent robustness characters in pricing dif-
ferent options. In pricing American put option, the LSM technique is very robust.
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Using dierent polynomials, it produces very similar results and the standard er-
rors are very low. And they also obtained very similar option prices using dierent
polynomial degree (between 3 and 20). But for those complex options, the robust-
ness is not guaranteed and the choice of basic function is not so clear. In this case,
the choice of type and number of basic functions can slightly aect options prices
in an acceptable range.
4.3 Improvement for LSM
LSM algorithm works well in pricing American options and other complex op-
tions. However, it is quite time consuming when the dimension is huge and the
number of path is large enough to obtain an accurate estimation.
There are several papers on how to improve the computational speed of LSM.
A.-S. Chen and P.-F. Shen (2003) provided computational complexity analysis of
LSM. They broke down the algorithm into logical modules and analyzed the eect
of adding or deleting logical modules on the algorithm. Finally, they found out that
a truncated algorithm improves both the computational speed and the accuracy of
the results. Another paper was proposed by A.R. Choudhury, A.King, S.Kumar,
and Y.Sabharwal (2008) on trying to implement the parallelization techniques to
LSM. They divided the whole algorithm into three phases and described how to
parallelize each phase. Finally, they achieved some speed-up results.
Another way that we can improve LSM may rely on speeding up Monte Carlo
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simulation. As we need random number for Monte Carlo simulation and normally
we will generate the pseudo-random number as stated. We can also consider an-
other way in which is based on low-discrepancy sequences. This method is so called
Quasi-Monte Carlo methods. The reason to try to improve with quasi-Monte Carlo
methods is to generate random paths that is better distributed in the sample space,
so that we may get a better estimate with a given accuracy using a smaller sample
size.
Quasi-Monte Carlo and Monte Carlo methods are stated in a similar way.
Again, we consider the problem of calculating the integral of a function f as the







where Is = [0; 1] : : : [0; 1] is a s-dimensional unit cube. In a quasi-Monte Carlo
method, the set x1; x2; : : : ; xN is a subsequence of a low-discrepancy sequence con-
trast to a subsequence of pseudorandom numbers in Monte Carlo method. Regard-
ing the low-discrepancy sequence, Halton (1960), Faure (1982), Sobol (1967), and
Niederreiter (1987), are the best known ones. To estimate the approximation error
of this method, we will introduce Koksma-Hlawka inequality rst.
Using Niederreiter's notation, the discrepancy of a sequence (Xi) is dened as





where P is the set x1; x2; : : : ; xN , s is the s-dimensional Lebesgue measure, A(B;P )
is the number of points in P which fall into the set B, and J is the set of s-
CHAPTER 4. LSM ALGORITHM FOR PRICING AMERICAN OPTIONS 47
dimensional intervals in the form of
Qs
i=1[ai; bi) = fx 2 Rs : ai  xi < big, where
0  ai < bi  1. The star-discrepancy DN(P ) is similarly dened except that the
supremum is taken over the set J in the form
Qs
i=1[0; ui), where ui 2 [0; 1). Let
F have bounded variation V (f) on Is in the sense of Hardy and Krause. Then for









f(xi)j  V (f)DN(x1; x2; : : : ; xN)
The Koksma-Hlawka inequality states that for any point set x1; x2; : : : ; xN in








f(xi)j > DN(x1; x2; : : : ; xN)  "
Therefore, the quality of this numerical technique depends only on the discrep-
ancy of the sequence DN(x1; x2; : : : ; xN).
The discrepancy of sequences usually used for the quasi-Monte Carlo method is
bounded by a (logN)
s
N
where a is a constant. But in Monte Carlo method, expected





the law of the iterated logarithm. It shows that the accuracy of the quasi-Monte
Carlo method is faster than that of Monte Carlo method.
We will mainly introduce the Faure sequence here, and for more details about
the discrepancy and the low-discrepancy sequences, please refer to Glasserman
(2004).
We begin by constructing a 1-dimensional Faure sequence rst. Let p be a
prime number, then for any integer m, there is a unique expansion in base p. We
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where l is the smallest integer to generate the expansion of m based on p.
A quasi-random number in [0; 1] can be generated by mapping the expansion of
m to a point in [0; 1] with the radical inverse function p. Thus, the quasi-random








Take p = 3 and m = 7 for example, we have the expansion of 7 = 2(31)+1(30).
The radical inverse function is 
(1)
3 (7) = 1(3
 1) + 2(3 2) = 5
9
. Quasi-random
numbers in the sequence 
(1)




















Notice that the numbers added ll the gaps of the existing sequence, it is possible
to terminate the simulation when we have obtained the desired level of accuracy.
Similarly, we can construct a d-dimensional Faure sequence. The coordinates of
the rst dimension is the same as shown above. The coordinates of other dimensions
are constructed recursively, i.e.
a
(k)







j!(i  j)! ]] mod p;






 j 1; 2  k  d:
For the d-dimensional Faure sequences, the coordinates of dimension other than
1 are simple permutations of the rst dimension's coordinates. As a matter of fact,
the i-th coordinates of any two dimensions cannot be the same.
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For the comparison of pseudo-random numbers and Faure sequences in [0; 1]
[0; 1], please see Figure 4.1:
Figure 4.1: Comparison of Faure sequences and pseudo-random numbers




























This picture shows the rst 500 random numbers of each kind. It is clear that
Faure sequences are better spaced in the sample space than the pseudo-random
numbers, leading a possible more accurate result.
In our example, in order to construct N quasi random paths sampling from
the normal distribution N(0; 1), we can evenly space out the quantile function
of normal distribution and distribute these quasi random numbers in each path
randomly. For example, if we want to simulate 1000 paths at time t, we can evenly
divide the interval [0; 1] into 1000 intervals and select out the midpoint of each
interval, i.e. 1=2000; 3=2000; : : : ; 1999=2000. Then we will convert these midpoints
to quantiles by applying the quantile function of normal distribution  1(p) to
each of the midpoints, yielding 100 quasi random numbers. We then get a random
permutation from 1 to 1000 and distribute the corresponding quasi random number
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to each path. We can nally construct the quasi random paths by applying the
same procedure to each time points. We will carry out some simulation studies in
the next section and compare this improved LSM method with the original one.
4.4 Numerical Results
In chapter 3, we have shown how to price European options by Monte Carlo
simulation. Here, we will extend its use to price American options. We will rstly
check the LSM's pricing ability. We then will apply the improved LSM method and
compare it with the original one. We will also discuss about the tradeo between
the computational time and the precision of the price regarding numbers of paths
in simulation, dierent basic functions in the regression process and numbers of
possible exercise time points. In consistency with European option and the original
paper of Longsta and Schwartz, we will use similar parameters as they selected.
4.4.1 LSM for Pricing American Options
We plan to price an American put option on a stock, with the current stock
price S varying from 36 to 44, the strike price K = 40, the volatility of returns
 = 0:40, the short-term interest rate r = 0:06, and expires at T = 1 year. For
every S, we run 100,000 (50,000 plus 50,000 antithetic) paths for 5 times in R and
use the function rnorm() to generate a random sample from a normal distribution
N(0; 1). The detailed codes for R is included in the Appendix. The results are
CHAPTER 4. LSM ALGORITHM FOR PRICING AMERICAN OPTIONS 51
shown in Table 4.5:
Table 4.5: LSM for American option pricing
S FD 1 2 3 4 5 average s.e ave bias bias in %
36 7.101 7.145 7.124 7.089 7.140 7.151 7.130 0.025 0.029 0.40%
38 6.148 6.091 6.112 6.165 6.173 6.165 6.141 0.037 -0.007 -0.11%
40 5.312 5.293 5.307 5.278 5.318 5.305 5.300 0.015 -0.012 -0.22%
42 4.582 4.575 4.613 4.620 4.567 4.611 4.597 0.024 0.015 0.33%
44 3.948 3.909 3.940 3.965 3.942 3.956 3.943 0.021 -0.005 -0.14%
In this table, the column "FD" means the value implied by nite dierence,
which we use as a benchmark for our method. The above table shows that LSM
works well in pricing American option. In our example, the dierence between the
simulation value and the benchmark value (calculated from nite dierence) is less
than 3 cents, or less than 0:5% in percentage.
We will also have a test on the market data. In CBOE, all options on individual
stocks are American style and options on the major indexes are European except
for those of S&P 100 Index (OEX). As for American options on individual stocks,
we still need to consider dividend. For simplicity, we will take several options on
OEX for testing purpose. We select the price of 2 American put options on OEX
with the code 109764, the trading date is Jan 3, 2008, expiration date about one
year after, the spot OEX index is 676, the strike price is 660 and 800 respectively,
and implied volatility is 0.224 and 0.172 respectively. For each S, we run 100,000
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(50,000 plus 50,000 antithetic) paths for 5 times in R with the interest rate r = 0:02.
we will quote the bid-ask prices and the simulation results in the following table
Table 4.6: LSM on OEX options
K Implied vol 1 2 3 4 5 average Bid Ask
660 0.224 42.9 44.9 47.9 44.3 41.9 44.4 44.4 46.4
800 0.172 126.3 126.5 126.4 125.8 125.7 126.2 126.0 128.0
This table shows that our simulation on these real market option works well
too, as both of the simulation results fall into the bid ask spread.
From the comparison with nite dierence and market price of traded option,
LSM simulation results are quite accurate. This means that we have successfully
applied Monte Carlo simulation to the valuation of American-style option, which
used to be considered impractical before.
4.4.2 Improved LSM vs Original LSM
As we have discussed, we will improve LSM by generating quasi random paths
instead of pseudo-random ones. Similarly, we plan to price an American put option
on a stock, with the current stock price S varying from 36 to 44, the strike price
K = 40, the volatility of returns  = 0:40, the short-term interest rate r = 0:06, and
expires at T = 1 year. For every S, we run 100,000 (50,000 plus 50,000 antithetic)
paths for 5 times in R. We use the function qnorm() to get the quantile value at
each probability and get a random permutation from 1 to N using the function
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sample(1 : N). The detailed codes for R is included in the Appendix. The results
are shown in Table 4.7:
Table 4.7: Improved LSM for American option pricing
S FD 1 2 3 4 5 average s.e ave bias bias in %
36 7.101 7.130 7.108 7.103 7.117 7.116 7.115 0.010 0.014 0.19%
38 6.148 6.147 6.163 6.145 6.154 6.160 6.154 0.008 0.006 0.10%
40 5.312 5.285 5.315 5.317 5.320 5.327 5.313 0.016 0.001 0.02%
42 4.582 4.591 4.600 4.595 4.560 4.621 4.593 0.022 0.011 0.25%
44 3.948 3.964 3.973 3.962 3.956 3.959 3.963 0.006 0.015 0.38%
In this table, the column "FD" means the value implied by nite dierence,
which we use as a benchmark for our method. The above table shows that improved
LSM works well in pricing American option. In our example, the dierence between
the simulation value and the benchmark value (calculated from nite dierence) is
less than 1 or 2 cents, or less than 0:4% in percentage.
To compare the accuracy and stability of these two methods, we will compare
the standard error and the bias in the simulation. The results are shown in Table
4.8.
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Table 4.8: Improved LSM vs LSM in accuracy and stability
S LSM s.e LSM bias in % improved s.e improved bias in %
36 0.025 0.40% 0.010 0.19%
38 0.037 -0.11% 0.008 0.10%
40 0.015 -0.22% 0.016 0.02%
42 0.024 0.33% 0.022 0.25%
44 0.021 -0.14% 0.006 0.38%
average 0.025 0.24% 0.013 0.19%
It is shown that in the simulation for these 5 American options, the improved
LSM reduces about 50% in standard error and reduce about 20% in average bias
(to take the average of the absolute value of bias), which means that our method
did improve the the original method in both accuracy and stability.
4.4.3 The Eect of Number of Paths
To check the impact of number of paths on the results, we run the simulation
in R several times with dierent number of paths ranging from 500 to 50000 and
compare the computational time, standard error, bias in percentage(all of the com-
putational time in this thesis is based on processor of Intel(R) Core(TM)2 Duo
CPU E6750 @ 2.66 GHz 2.67 GHz and memory of RAM 2.00 GB). We select the
option with S = 36 and other parameters are kept as the same. The results are
shown in Table 4.9 and Figure 4.2.
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Table 4.9: The eect of number of paths
No. of paths time(sec) s.e. bias in %
500 17 0.109 4.39%
1000 29 0.085 2.83%
5000 131 0.037 0.48%
10000 260 0.020 0.43%
50000 1376 0.010 0.19%
Figure 4.2: The eect of number of paths
It is shown that the computational time increases almost proportionally as num-
ber of paths increase, and s.e. and bias% decrease as paths increase. Considering
the bid-ask spread and bias in other parameters in real market, our method can
reach an acceptable of 0.5% bias as few as more than 5000 paths. To obtain a more
accurate results and a less standard error, usually we will need about 50000 paths,
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which will take about 20 minutes to run the simulation.
4.4.4 The Eect of Number of Exercise Time Points
As discussed in the convergence part, we can increase the number of exercise
time points N to limit to the true value of an option which is exercisable at any
time. But how large is N should be to obtain an accurate enough result? To check
the impact of number of paths on the results, we run the simulation in R several
times with dierent number of exercise time points ranging from 10 to 90 per year
and compare the computational time, standard error, bias in percentage. As the
memory of R is limited, we can only select up to 10000 paths in our simulation.
Similarly, we select the option with S = 36 and keep other parameters the same.
The results are shown in Table 4.10 and Figure 4.3.
Table 4.10: The eect of exercise time points
No. of time points time(sec) s.e. bias in %
10 50 0.028 0.08%
30 150 0.019 0.28%
50 258 0.019 0.43%
70 375 0.017 0.28%
90 494 0.015 0.38%
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Figure 4.3: The eect of exercise time points
It is shown that the computational time increases almost proportionally as
number of exercise time points increases, and s.e. decreases as time points increase.
For bias%, it does not change too much when the number of exercise time points
is increased. Therefore, to obtain a s.e. less than 0.02, we usually need more than
30 time points.
4.4.5 The Eect of Polynomial Degrees in Regression
As discussed in the robustness part, in most cases, LSM is quite robust in
selecting dierent type and number of basic functions. As our method is based
on LSM and can obtain a less standard error under similar conditions with LSM,
it should be at least as robust as LSM. To check the impact of number of paths
on the results, we run the simulation in R several times with dierent polynomial
degrees ranging from 1 to 9. Similarly, we select the option with S = 36, paths
N = 10000 and keep other parameters the same. The results are shown in Table
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4.11 and Figure 4.4.
Table 4.11: The eect of polynomial degrees
polynomial degrees time(sec) s.e. bias in %
1 254 0.033 1.22%
3 256 0.020 0.20%
5 258 0.024 0.38%
7 261 0.034 0.52%
9 265 0.020 0.77%
Figure 4.4: The eect of polynomial degrees
It is shown that the computational time increases slowly as polynomial degree
increases. Standard error and bias% do not change too much when polynomial
degree increases except for the degree is 1, i.e. the regression is too simple as y  x.
In all, our method is quite robust on the polynomial degree in the regression.
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Chapter 5
Conclusion and Future Research
In this thesis, we have reviewed the research work on option pricing by both
analytical way and numerical methods, and on how to apply Monte Carlo simula-
tion to price both European and American options. To overcome the diculties
of pricing American options by Monte Carlo simulation, we have introduced the
Least Square Monte Carlo algorithm (LSM) suggested by Longsta and Schwartz
(2001). We have also tried to improve this algorithm by applying quasi-Monte
Carlo methods, which is able to enhance the accuracy and computational speed
of LSM. To see whether these method are applicable or not, we carried out some
simulation studies.
Simulation results show that our method do have improved the original LSM
in both accuracy and robustness, by generating a less bias in percentage and a less
standard error under similar conditions. Moreover, better accuracy and robustness
are able to be obtained by increasing the number of paths in simulation, at the cost
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of computational time and the memory size needed in the program. We can also
reduce the standard error by increasing the number of exercise time points in the
simulation. In consistency with other earlier research, the improved LSM is quite
robust on selecting dierent polynomial degree in the regression, if the degree is
not too small of course.
Although we only carried out simulation studies on the plain American options,
we can also handle with increasing complexity such as compounding in the uncer-
tainty, and options in which the payo depends on several underlying assets such
as a basket option or rainbow option, when the correlation is considered in the sim-
ulation. Simulation has many important advantages in valuing and risk managing
derivatives. After overcoming its drawback on pricing American-style options, the
application of simulation in pricing derivatives becomes much more promising and
broader. It becomes much easier to implement simulation to advanced models and
more complicated derivatives in practice.
For future research, we may want to provide more throughout mathematical
foundation for LSM. We can try to give more detailed convergence results of the
LSM, the rate of convergence, the robustness of the algorithm when selecting dif-
ferent types and numbers of basic functions in dierent scenario.
As LSM uses ordinary least squares to obtain the estimation of conditional
expectation, it may be more ecient to apply other regression techniques such as
generalized least squares or weighted least squares, especially when the residuals
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of regression may be heteroskedastic in some cases.
Also, with its ability to handle multiple stochastic factors and American-style,
we may be able to combine LSM with advanced models other than Black-Scholes
model such as Jump-Diusion models, Variance-Gamma models and Stochastic
Volatility models, which reect more in the real market and is widely used in the
nancial industry. We can also apply LSM to price more complicated derivatives





LSM<-function (s,strike,sig, riskFreeRate, realRate,n,m){
##s, stock price at the beginning
##sig, instantaneousstandard
deviation of GBM
##n, number of paths used in the simulation
##m,
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