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Abstract-Iterative source-channel  decoding  (IS  CD) exploits  the  resid­
ual  redundancy  of  the  source  by  iteratively  exchanging  extrinsic  infor­
mation  with  the  channel  codecs  to  achieve  robust  transmission.  In  this 
treatise  we  propose a  video  codec  suitable  for  lossless  video  compression 
and  IS  CD.  At  the  encoder  the  spatio-temporal  redundancy  is  partially 
removed  at  a  low  complexity  by  simply  evaluating  the  frame  difference 
(FD),  which  is  then  variable-length  encoded  (VLC).  At  the  receiver 
we  invoke  a  three-stage  concatenated  IS  CD  scheme  for  exploiting  the 
residual  redundancy  of  the  FD.  A  Markov  Random  Field  (MRF)  model 
based soft-in-soft-out (SISO) module is proposed for exploiting the spatial 
correlations  amongst  the  adjacent  video pixels,  using  intra-frame coding. 
More  explicitly,  the  VLC  SISO  decoder  operates  by  exchanging  soft 
information  with  both  the  MRF  module  and  the  soft  channel  decoder. 
The convergence of the three-stage  iterative  decoding  process  is examined 
using  3D  extrinsic  information  transfer  (EXIT)  charts.  Finally,  we  show 
that  our  system  exhibits  a  substantial  Eb/NO  improvement  of  about  5.2 
dB  compared  to  the  corresponding  benchmarker  schemes. 
I.  INTRODUCTION 
The  state-of-the-art  video  codecs  [I],  [2]  used  in  wireless  tran­
ceivers  tend  to  rely  on  Shannon's  source  and  channel-coding  sep­
aration  theorem  [3].  However,  they  often  fail  to  remove  all  the 
redundancy of the video source, hence they typically exhibit a residual 
correlation. Furthermore, Shannon's source-and-channel-coding theo­
rem is only valid for idealized Gaussian channels and for a potentially 
infinite encoding / decoding delay as well as complexity, which is unaf­
fordable in practical applications. Hence, joint source-channel coding 
(JSCC)  [4] was proposed for wireless scenarios,  where the residual 
redundancy  of  the  video  source and the  intentional  redundancy  of 
the  channel  codecs  was  jointly  exploited  for  increasing  the  error 
resilience of the system. More specifically, soft bit source decoding 
(SBSD) was proposed in  [5] and iterative source channel decoding 
(ISCD) in [6]. Both of these techniques were designed for exploiting 
the a posteriori probabilities (APPs) of the source parameters using 
a  Markov  process  model.  Furthermore,  IS  CD  exchanged  extrinsic 
information between the  source decoder and  channel decoder in  a 
turbo-like iterative decoding process. 
Variable  Length  Codes  (VLCs)  constitute  a  family  of  lossless 
source compression schemes and ISCD has been adopted in a number 
of VLC-aided systems as well. The authors of [7] proposed an ISCD 
scheme and the bit-based trellis structure aided VLC decoder of [8]. 
By contrast,  a reversible  VLC  was  invoked  as  the outer code  and 
a  convolutional  code  was  utilized  as  the  inner  code  in  [9],  [10]. 
In  [II],  Kliewer  and  Thobaben  exploited  the  residual  redundancy 
after source encoding using a symbol-based soft-input APP decoder 
for packetized variable-length encoded correlated source signals and 
demonstrated a substantial error protection improvement with the aid 
of this iterative decoding technique. The authors  of  [12] proposed 
a novel Irregular VLC (IrVLC) scheme for near-capacity JSCC and 
achieved an improved performance in their serially concatenated sys­
tem upon combining IrVLC with Trellis Coded Modulation (TCM) 
by invoking iterative decoding. The authors of [13] also adopted the 
IrVLC  scheme,  but  this  time  the  IrVLC  was  concatenated  with  a 
rate-I precoded fast frequency-hopping (FFH) M-ary frequency-shift 
keying (MFSK) scheme. Three-stage iterative decoding was adopted 
at the  decoder,  where extrinsic information  was exchanged among 
the demodulator, the inner decoder and the outer decoder. 
When  applied to image or video transmission,  the ISCD  scheme 
requires  sophisticated  modeling of the source. In  [14], a source de­
coder and maximum a posteriori probability (MAP) channel decoder 
was  applied  for jointly  decoding  the  motion  vectors  of H.264  [2] 
coded  video  streams.  Kliewer,  Gartz  and  Mertins  [15]  exploited 
the a  priori information inherent in images and invoked both MAP 
image estimation using Markov random field theory as well as the 
Markov-Gibbs correspondence relationship discovered in [16]. More 
explicitly, they modeled images using a Markov Random Field (MRF) 
for the sake of generating the APPs of the pixels by exploiting the 
correlation of the adjacent ones and they designed a soft-in-soft-out 
(SISO) module for exchanging extrinsic information with the adjacent 
modules in order to perform ISCD. 
Against  this  background,  in  this  treatise  we  propose  a  video 
codec suitable for lossless video compression and ISCD. Our main 
contributions are as follows: 
1)  We  further  developed  the  soft  source  decoder  of [l5]  for  the 
transmission of video sequences rather than still video pictures. 
More  explicitly,  we  used  low  complexity  frame-differencing 
(FD)  encoding  for  removing  the  temporal  redundancy  and  a 
VLC  for  removing the  residual  spatial  redundancy  of  the  FD 
signal, while exploiting the correlations amongst the FD pixels 
within the current frame with the aid of our MRF model based 
SISO module. 
2)  A  novel three-stage ISCD structure is proposed,  which outper­
forms  the  two-stage  architecture.  Furthermore,  we  examined 
the  convergence  of  the  three-stage  iterative  decoding  process 
using 3D extrinsic information transfer (EXIT)  charts. 
The  rest  of  this  paper  is  organized  as  follows.  In  Section  II,  we 
introduce  our  video  codec  and  the  structure  of  the  transmitter. 
Section  III  presents  the  algorithms  conceived  for  all  the decoding 
modules and then the corresponding JSCC algorithm is detailed in 
the context of loss-less video compression, followed by our 3D EXIT 
chart results. The performance of our system operating both with and 
without FD is compared to our benchmarkers in Section IV. Finally, 
we otler our conclusions in Section V. 
II.  ENCODING AND TRANSMISSION  SYSTEM 
A.  System Structure 
The structure of the proposed system is shown in Fig. 1. First we 
consider an uncompressed video sequence consisting of N frames, 
represented in color  YUV or RGB video format. Each sub-sequence 
is  constituted  by  a  single  color  component  of  the  video  (e.g.  the 
Y  component in a  YUV format  video),  which is then processed by 
the system of Fig. 1 having color-specific parameter configurations. 
The  n
Lh  frame  F  n  of the single-color video sequence is considered 
here  as  an  example,  assuming  1  <::  n  <  N,  where  F  n  contains 
(R  x C)  pixels.  Each  frame  is  divided  into  a  series  of  r-by-c 
sized  macroblocks  (MBs)  (r  and  c divide  Rand C respectively), 
and  each  macroblock  is  scanned  into  a  one-dimensional  vector 
Ur  =  (U�l, ...  ,U�M) '  which  contains lvI  =  (r  x  c)  pixels.  The 
vector index  I  obeys  °  <::  I  <  L,  where  L  is the total number of 
sub-blocks in  F  n,  i.e. we have L  =  (R  x C) /  lvI. Here  u�m  is the 
random variable that represents a single source symbol/pixel value 
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Figure  I.  The proposed  video  encoder  and  the  three-stage joint  source-channel  decoding  receiver 
Most  of  the  inter-frame  redundancy  may  be eliminated  by  sub­
tracting F n, namely the prediction of F n, from F n. Then the frame­
ditlerence has to be quantized, VLC-encoded and transmitted, as seen 
in Fig. 1. Firstly, the stored vectors u�==-{�  1  ".  L}  generated from the 
previously reconstructed (n - l)'t frame F n�  1 are used for predict­
ing  F n. Although here we used simple frame-differencing, motion­
vector-based motion-compensation may also be used,  which is the 
norm in most standardized video codecs [I]. Then the corresponding 
vector U�  =  (1L�1' ...  , U�!vI) is extracted from the predicted frame 
F n and subtracted from the current vector U1,  as seen in Fig. 1, 
in  order  to  generate  the  FD  vector  El  =  (  e �  1, .  .. ,e �!vI  ).  The 
FD element e�m can also be directly mapped into the  (K + 1)  bit 
vector elm' The specific realization iE of each elm =  1Ll  m -1Ll  m 
value bel�ngs to the set Ie  =  {I - 2K , ... 
, -1 ,0 , 1 "
"  ;  2K  - I}. 
The  FD  El  is  then  quantized  by  the  quantizer  Q  of  Fig.  1  and 
its quantized  version  WI is added to  U�  for reconstructing U1. 
The reconstructed  version  U�  is  then stored and will be used  for 
the  prediction  of  the  next  video  frame.  For  the  sake  of  avoiding 
severe  error  propagation  due  to  the  ditlerential  structure  of  the 
video encoder, U�==-{�,  1,,,. ,L}  are periodically reset in order to allow 
the  insertion  of  intra-frame-coded  frames,  where  the  number  of 
consecutive inter-frame-coded frames in a specific group of pictures 
is denoted by Nip. In the intra-coded scenario, where each frame is 
-n-l 
encoded separately, the elements of the vectors UI�{O,l, ",L}  are set 
to a constant. 
The  output  of  the  quantizer  Q  is  denoted  by  WI 
(W�l' ...  , W�!vI  ), where each vector element results from the quanti­
zation of the mLh FD pixel, and WI is interleaved on a symbol-by­
symbol basis  [17] before being encoded by the  VLC encoder. The 
output bit vector of the VLC encoder is denoted by VI,  which by 
definition  has  a  variable  length  of Jt. We  assume  that  the  vector 
lengths Jt and  the  VLC  codebooks  are  'known'  at  the  receiver. 
Before  FEC  coding,  we  first  store  the  vectors  Bl  in  a  buffer. 
Then the  interleaver  7r2  of Fig. 1 having an input length of  L7r2  is 
applied. Each time the interleaver 7r2  reads L7r2  bits from the VLC 
encoder's  output  butler,  which  are  represented  by the  vector  X�, 
1  S  g  S  G 
=  I (Lt�l J1n) /  L7r2l ·  The scrambled version of its 
input is passed to the FEC channel encoder of Fig. I, yielding the 
encoded vector y� of Fig. I,  which has a length of  L"3'  Finally 
this vector is then interleaved by the channel interleaver  7r3  before 
transmission over the channel. 
B.  VLC Encoder 
We  use two classic VLC codes, namely Huffman codes [18] and 
examples. With the advent of sophisticated  VLC soft decoding al­
gorithms [19], they constitute excellent candidates for characterizing 
our iterative decoding process, as it will be demonstrated in Section 
IV. 
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Figure  2.  Lower-bound  of  the  average  codeword  length  of  the  YUV  VLC 
coded ' Akiyo'  video  sequences  and  the  histogram  characterizing  the  symbol 
occurrence  probabilities  of  the  Y  color  component,  for Nip 
= 1  and Nip 
= 
20  of  intra-coded  frame  periods.  For  the  sake  of  generating  our  treatment, 
we  handled  the  intra-frame-coded  scenario  as  part  of  the  inter-frame-coded 
framework  and  differentiated  it  with  the  aid  of  N  p 
=  1.  This  is  why  the 
intra-coded pixels  are  spread  over  [-128,  ... ,127],  as detailed  in  the  text. 
As  described  in  Section II-A with  reference  to Fig. 1,  the  VLC 
encoder takes its input symbols from the interleaved version of WI, 
which is the quantized version of E1. Naturally, the VLC codec has 
to be trained for the sake of generating the required codebooks. Since 
each color component of the  video stream is  processed separately, 
the  VLC  codec  also  has  to  be  trained  separately  for  each  color 
component for the sake of determining the probability of occurrence 
for each legitimate symbol by observing WI, in order to generate 
the codebook as detailed in [1]. 
At  this  stage  the  redundancy  exhibited  by  the  correlation  of 
the  neighboring  symbols  is  not  removed,  which  however  may  be 
efficiently exploited for error-protection using the soft source decoder. 
More  specifically,  the  VLC  encoder  ignores  the  spatial correlation 
amongst  the  adjacent  symbols  and  considers  the symbol  sequence 
as being i.i.d. The  average  VLC codeword  length  Lcav  is lower­
bounded by the 'entropy' of W1s, which is calculated as 
(1) 
the reversible variable length code (RVLC) of [9], [10] in our desig.ll.583 
H  =  - L  P (  w) . 10g2 P (  w) , 
'WEIR Figure  3.  The cliques  used  in  the  MRF  soft  source  coding  of the  proposed 
system, the  shaded  boxes  represent  the  current  pixel  and  the  other  one 
represents  the  neighboring  pixels  in  the  cliques 
where  P  ( .) stands for the probability of occurrence for a specific 
symbol. First we define the coding rate  Rs of the source encoder as 
the  length  of  the  bit-representation  of  the  encoder's  input  divided 
by  that  of  its  output, which  yields  Rs  =  8/ Lc_av in  our  case. 
Then  we  may  define  the  compression  ratio  of the  source  encoder 
as  C  R  =  1/ Rs. Let us consider for example the  Y component of the 
300-frame,  (176  x  144)-pixel  quarter common intermediate format 
(QCIF)  and  4:2:0  YUV represented  ' Akiyo'  video sequence as an 
example and evaluate the average VLC-Iength as a function of the 
intra-frame-period  Nip in the top trace of Fig. 2. The intra-frame­
encoding scheme constitutes a special case of the inter-frame-coded 
scheme which is associated with  Nip  =  1. Since each source symbol 
is  represented  by  K  =  8  bits, its  realization  luis  limited  to  the 
-n-l 
range of  {O, 1, ...  , 255}. As the default value stored in  Ul  is  128 
when encoding  the  intra-coded  frame, the system  of Fig. 2  yields 
a differencing output  within the range of  {-128, ...  ,0, ...  , 127}. 
Accordingly, the legitimate range of the FD symbols' realization is 
spread over  {-255,  ...  ,0, ...  ,2 55}. The histogram portrayed in the 
lower  half  of Fig. 2  for  comparing  the  Nip  =  1  and  Nip  =  2 0 
scenarios  shows  a  highly  peaked  probability distribution  for  inter­
frame-coding, also  suggesting  that  more  efficient  compression  is 
expected than for intra-frame coding, because the FD signal is close 
to zero with a high probability and the VLC tends to be more efficient 
for high-peak PDF, rather than for near-uniform PDFs. It is shown at 
the top of Fig. 2 that  Lc_av decreases rapidly, when  Nip is increased 
from  I to  5 and continues to drop as  Nip further decreases, which 
indicates  a  lower  compression  ratio  CR because  of  the  increased 
temporal distance of the intra-frame coded frames. According to the 
upper trace of Fig. 2, for the  Y component  we may only achieve 
Lc_av  = 7.1 and  Rs  =  1.13 for intra-frame encoding, while we have 
Lc_av  =  2 and  Rs  = 4 for  Nip  =  2 0 in the inter-frame encoding 
case. 
III.  JOINT  SOURCE-CHANNEL DECODING 
A.  MRF-Based S1S0  Source Decoding 
In this  section  we  will introduce  our soft source decoder  archi­
tecture  invoked  for  exploiting  the  spatial correlations amongst  the 
neighboring video or FD pixels and detail its decoding algorithm. 
In this treatise we consider lossless VLC source encoding, which 
implies that the quantizer Q of Fig. I imposes no quantization distor­
tion. Moreover, the following derivation may also be used for lossy 
encoding  with  minor  amendments.  We  commence  by  formulating 
the  decoding  algorithm  for  frame-differencing  based  video  source 
encoding, noting that the decoding method of its intra-frame-encoded 
counterpart may be readily obtained as a special case. For our Iow-
A  n  -n-l 
complexity frame-differencing technique we have  Ul  =  Ul  • 
G·  n  n  An  n  -n-l  h  IVen el,rn  =  ul,rn  -ul,rn  =  ul,rn  -ul,rn ' we  ave 
Papri (u�rn  = iu) =  L  P (U��l 
= iu -iE) Papri (e�rn  = iE) 
and 
i'UE1U 
i'i!J EI  l!J 
(2) 
Papas (e�rn  = iE) =  L  P (U��l 
= iu -iE) Papas (u�rn  = iu) . 
'i'UEIU 
'i'l!JEIl:!J 
(3) 
the  inner  modules  in  the  concatenated  system  of  Fig.  1. Let  us 
denote the  kLh  bit of the FD signal's bit-representation  e�rn by  e  (k). 
Similarly, we  can  define  the  vector  iE as  the  realization  of  e�rn 
and its  kLh bit as  iE  (k). If provided with the  a  priori LLR of  Er 
denoted by  Lapri (Er), we obtain the  a priori probability  (APrP) of 
Papri (e�rn  = iE) in the form of: 
( 
n  . ) 
-n  � iE  (k) 
L  [(k)]  Papei el,rn  = ZE  =  Cl,rn . exp �  - 2
-·  apri  e  . 
k�O 
On the other hand, if the  a  posteriori probability  (APP) of 
provided, the APP LLRs of  Er may be readily obtained as: 
r  L  Papas (e�rn  = iE) 1 
Lapas (e  (k)) =  In  l;Ii
REIR:
e(k)
�
O 
n .
. 
.  L  Papas ( el,rn 
= ZE) 
\f'REIR:e(k)�l 
(4) 
is 
(5) 
Here we briefly describe the soft decoding process of  [15] using 
the  MRF  model, where  the  APP  of  each  video  pixel  value  may 
be calculated by combining  the soft information gleaned from  the 
channel with the intrinsic correlations between the pixel itself and 
the surrounding pixels. Let us simply express the event u�rn  = iu 
as iu. Then the APP of each source pixel may be expressed as 
Papas (iu) =  P [iu 1)\(,1' Paped iu) 1 
=  C· P (iu INi;> ) . Papri (iu  ) , 
(6) 
where NiL! represents the 8-pixel neighborhood set of the pixelu�rn. 
However, in order to avoid an excessive complexity, we also defined a 
smaller subgroup of mutually dependent symbols, which we referred 
to as 'cliques'  [15]. Then we proceed by examining the system using 
ditlerent  cliques  sizes  for  the  sake  of  achieving  the  best  possible 
performance. Based on our related investigations not included here 
for the sake of space economy, we adopted the size-2 cliques shown 
in Fig. 3, where each clique relates u�rn to a single adjacent pixel. 
The variable  P (iu INiL! )  represents the APP of  u�rn modeled using 
the so-called  Markov-Gibbs correspondence  [16], which is generated 
from the adjacent pixels, and it is expressed as 
where  Z is a normalization factor,  T is defined as the 'temperature' 
parameter, and  Vc (iu, i'u) is  the  potential  function,  which  was 
expressed as 
v;  (
. 
.' )  I
· 
.
,  18 
c  Zu, Zu 
=  Zu -Zu  (8) 
for our specific case, where i'u  represents the value of a particular 
pixel other than u�rn in the given clique  c.  When summing up the 
potential functions formulated in  Eq. (8) over the entire collection of 
cliques  C, we arrive at the summation term seen in the exponent of 
Eq. (7), which is referred to as the energy function. The choice of the 
parameters  T in  Eq. (7) and  r5 of  Eq. (8) is video-content-dependent 
and  the  method  provided  in  [15] may  be  invoked  for  finding  the 
optimal value. 
Finally, we  describe  the  decoding  procedure  of  the  MRF  soft 
decoder, which may contain  hvf  RF number of inner iteration loops: 
1)  Use  Eq. (2) and  Eq. (4) for generating the APrPs of  Ur, and 
carry out the  MAP estimation of the pixels. 
2)  Use  Eq. (6) in conjunction with  Eq. (7) and  Eq. (8) to generate 
the APPs of  Ur. 
3)  Re-estimate the pixel values in  Ur  with the aid of the APPs 
using  MAP estimation. 
4)  If the number of affordable iterations  I!VI RF is not exceeded, 
go to Step 2), otherwise proceed to  5. 
5) Store the APPs of  Ur as  P (  U��l)  to be used in the decoding 
of the next frame. 
This SISO source decoding module may either exchange the symbol 
probabilities  or  the  log-likelihood  ratios  (LLRs)  of  each  bits  wit1l584 
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Figure 4.  Decoding modules that constitute the three-stage iterative decoder, 
with  signal  buffer  and  interleavers  omitted 
b)  If the extrinsic probability of  El is required, then we use 
Eq. (3) for generating the APPs of  El. As a result, we 
can  generate the  extrinsic  probabilities of each element 
by using  Pext (el m  =  iE)  =  Popot"m�i1<Jj 
,  P(1]I'f'i,  el':'Ht=i,-.; 
c)  If the extrinsic LLRs of  elm are required, then  Eq. (3) 
can be used for generating the APPs of  El. As a next 
step, the  a  posteriori LLRs  of  elm  can  be  obtained 
using  Eq. (5). Finally, the extrinsic LLRs of each element 
can be obtained by using  Lext [ e (k)]  =  Lapos [ e (k)] -
Lapri [ e (k)]. 
B.  Three Stage  Iterative Decoding Process 
As shown in Fig. 1 and Fig. 4, the three-stage iterative decoder 
consists  of  three  main  SISO  decoding  modules, namely  the  soft 
channel decoder, the  VLC SISO  decoder and the  MRF-based  soft 
source decoder. The decoding process includes two iterative decoding 
loops, which  are  the  inner  loop  where  the  soft channel  decoder 
exchanges  its  soft bit  information  estimates  with  the  VLC  SISO 
decoder, and the outer loop where the VLC SISO decoder exchanges 
the soft -information with the  MRF-based source decoder in a iterative 
manner. Furthermore, the  decoder  operates  on  a  frame-by-frame 
basis, which  implies  that  both  the  channel  decoder  and  the  VLC 
decoder have to complete processing the current video frame, before 
commencing the processing of the next frame. Finally, if the current 
frame is the FD frame, its decoding will rely on the APP result of 
the previous frame. 
In the three-stage iterative decoding process, the channel decoder 
invokes  the  BC.lR  algorithm  and  forwards  the  extrinsic  bit-LLR 
information  LE(X�) to  the  VLC  SISO  soft decoder, which  is 
evaluated from the LLR  L (y� (i) I Z� (i) ) , 0  <  i <  L"3 of the 
de-interleaved channel output, while the  a priori  bit LLR  LA (X�) is 
gleaned from the VLC decoder, as seen in Fig. 1. The interleaver  7f2 
de-interleaves  LE(X�) of Fig. 1 received from the channel decoder, 
and again, stores the results in a butler for the VLC decoder, which 
uses it as  a  priori information in the next phase aft er all the signal 
blocks  X��{l, ... ,G}  of  Fig.  1 have  been  processed. At  the  same 
time  the  interleaver  7f2 reads its  input  from  another  buffer, which 
was previously loaded with the extrinsic output of the VLC decoder 
and generates the interleaved version as  LA (X�). 
Furthermore, as shown  in  Fig.  4, the  four-port  VLC  SISO  soft 
decoding  module  reads  the  a  priori LLR  of  VI from  the  frame 
buffer, and  provides  extrinsic  LLRs  for  the  FEC  decoder  module 
seen  in  Fig.  4 in  order  to  participate  in  the  inner  iteration  loop. 
As  for  the  outer  iterative  loop, the  VLC  SISO  decoder  of  Fig.  4 
exchanges  its  extrinsic  information  of  Wls  with  the  MRF  SISO 
decoder. As for the decoding algorithm of the VLC SISO decoder, a 
symbol-based trellis representation of the VLC decoding process as 
well as the corresponding symbol-by-symbol  MAP decoding method 
were detailed in  [19]. However,  Bauer and  Hagenauer only used a 
VLC  as  their  outer  code  in  the  serially  concatenated  system, and 
the corresponding decoding module only exchanged soft information 
with the channel decoder. By contrast we adopted the concept of a 
SISO APP module  [20] for further developing the method of  [19] 
in order to arrange for the VLC decoder to act as an intermediate 
code, which exchanges extrinsic symbol probabilities  with the soft 
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and the  MRF decoder.  Hence, we use  the  natural  mapping  of the 
symbols in  Wls to bits, and use an expression similar to  Eq. (5) for 
directly generating the extrinsic bit LLRs from the extrinsic symbol 
probabilities. 
Finally, we characterize the convergence behavior of the proposed 
three-stage iterative decoding process using the Akiyo sequence and 
Huffman  VLCs, as  mentioned  in  Section  II- B. Let  us  denote  the 
mutual information  (M I) between  LA(VI) and  VI by  1'11., where 
the superscript  i indicates that the information is exchanged in the 
inner decoding loop  (0 indicates the outer loop), and the subscript 
A indicates that the  MI term represents the  a priori information  (E 
indicates the extrinsic information).  Similarly, we can define Ib  as the 
MI between  LE (VI) and  VI, IA as the  MI between  LA [7fl (WI)] 
and  7fl (Wl), while  IE as  the  MI  between  LE [7fl (WI)] and 
7fl (WI)' Since the FEC  MAP decoder exploits the channel infor­
mation  Z�, its  EXI T  function  inherently  depends  on  Eb/NO and 
hence may be written as  1'11.  =  fFEC [Ib,  Eb/NO]. By contrast, the 
inner  VLC  SISO  decoder's  EXI T  function  may  be  formulated  as 
Ib  =  fhc [IA,1A]' while the outer VLC SISO decoder's  EXI T 
function  can  be  expressed  as  IE  =  fv LC [1'11.,  IA]' Finally, the 
EXI T  function  of  the  soft source  decoder  may  be  formulated  as 
IA  =  f� [IE]' 
The  resultant  3D  EXI T  charts  recorded  at  the  Eb/NO value  of 
12.4 dB are  presented  in  Fig.  5 and  Fig.  6, while  a  Y frame  of 
the  ' Akiyo'  sequence  is used  as  the  source  for  our  example.  The 
EXI T  functions  of  the  receiver  components  involved  in  the  inner 
decoding loop are shown in Fig. 5, while Fig. 6 portrays the  EXI T 
functions of the components involved in the outer decoding loop. We 
may observe from Fig. 6 that the  EXI T curve of the  MRF-based soft 
source decoder may not reach the  (1,1) point in the  IA -IE plane, thus 
the decoding trajectory is prevented from reaching the  (1,1,1) point 
of perfect convergence in the 3D  EXI T chart. However, the trajectory 
may still closely approach the  (1,1) point in the  lA-IE plane. It is 
shown in Fig. 6 that when we have  IA  =  0, the  EXI T curve of the 
FE C decoder and that of the  Huffman VLC decoder intersect at the 
point of  (0.93,0.42) in the  1'11.-Ib plane, which means that the two­
stage  (VLC-RSC) iterative decoder operating without the soft -source 
decoder may exhibit a residual error floor due to the poor codeword 
distances of the  Huffman code. However, aft er four iterations using 
the three-stage decoding process of Fig. 5, the decoding trajectory 
reached  the  (0.98,0.91) point  when  IA  =  0.68, which  suggests  a 
substantial improvement in the  BE R performance. 
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source decoder as well. Moreover, for the convenience of observing  Figure  5.  Inner  decoding  functions  and  decoding trajectory for  an Eb/NO 
the convergence behavior of the system using  EXI T charts, we also  of  12.4  dB.  The  Y  frame  of  the  'Akiyo'  sequence  was  used  as  our  source, 
allow the exchange of extrinsic bit LLRs between the VLC decode4
58Snd a  Huffman  code  was  employed  as the  VLC  code 0.8 
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Figure  6.  Outer  decoding  functions  and  decoding trajectory for  an Eb/NO 
of  12.4  dB.  The  Y  frame  of  the  'Akiyo' sequence  was  used  as  our  source, 
and  a  Hutfman  code  was  employed  as the  VLC  code 
IV.  PERFORMANCE RESULTS 
A.  Parameter Configurations 
This section details the parameters used in our following simula­
tions. For the video source, the first 50 frames of the (176 x  144)­
pixel quarter common intermediate format (QCIF) 4:2:0 YUV repre­
sentation based '  Akiyo' sequence is employed. Thus the frame size 
is given by  R  =  176 and C =  144 for the QCIF luminance-frame 
and  R  =  88 and C =  72 for the chroma frame. The macroblocks 
size used is (r  x  c)  =  (8 x  8)  =  64, thus each luminance frame is 
divided into 22 x  18 =  396 macroblocks, while each QCIF chroma­
frame is divided into (11 x  9) =  99 macroblocks. 
As described in Section III-A, the search method provided in [15] 
is invoked for generating the optimal values for the MRF parameters 
T and <5 of Eq. 7 and Eq. 8 according to the video sequence, but the 
details of the search process are omitted here for conciseness. As a 
result, T  =  2 and <5  =  0.3 were chosen for the decoding of the QCIF 
luminance-frame, while T  =  2 and <5  =  0.4 for the chroma-frames. 
The number of inner-loop iterations was  hvIRF  =  1 for the MRF 
soft source decoder throughout this treatise. 
As  for  the  FEC,  a  2/3-rate  RSC  encoder  using  the  generator 
polynomials  of gl  =  1011,  g2  =  1101  is  employed,  which  can 
be represented  as G  =  [1,g2/g1],  where gl  denotes  the  feedback 
polynomial and g2 is the feedforward polynomial. The corresponding 
puncturing pattern is [11; 10]' where the two rows correspond to the 
output  of  the  systematic  bit  and  that  of  the  g2,  respectively.  The 
interleaver length is L"2  =  512 and random interleavers are used. 
The  BPSK  modulated  bits  are  transmitted  over  an  uncorrelated 
non-dispersive Rayleigh channel. To specify the Eb/  No  rario used 
in  our  simulations,  first  we  have  to  define  the  coding  rate  of  our 
system.  Firstly,  the  concept  of  the  'natural'  code  rate  (NCR)  Rn 
[21] should be introduced. According to Shannon's channel capacity 
theorem [3] proposed for the transmission of i.i.d source bits, the true 
entropy of the video sequence should be considered when calculating 
the  energy  efficiency  per  bit.  Let  us  denote  the  true  entropy  of 
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Finally,  in  the  simulations  the  Eb/No  (dB)  value  is  calculated  as 
Eb/No  =  1010glo NER'  , where RLoLal  is defined as 
()  total 
(9) 
Thus the BER versus Eb/No  curves should be shifted to  the right 
according to the redundancy inherent in the encoded sequence, as well 
as according to the artificial redundancy imposed by both  channel 
coding and VLC coding. 
B.  System Performance Results 
In this section we present the simulation results characterizing our 
proposed scheme,  which was introduced in  Section III alongside a 
couple  of  benchmarkers,  while  using  the  parameter  configurations 
described  in  Section  IV-A  and  linneT  =  louter  =  4  iterations 
for  both  the  outer  and  inner  iteration  loops.  Here  two  types  of 
measurements  are  utilized  for  characterizing  the  attainable  video 
quality, namely  the  PSNR  versus  Eb/  No  curves  and  the  bit  error 
ratio (BER) versus Eb/No curves. When measuring the PSNR values 
of  the  reconstructed  video,  we  employ  the  technique  used  in  the 
H.264 reference software .1M and set the minimum value of the total 
averaged mean squared error (MSE) value between the reconstructed 
and the original frame to 1, so that encountering infinite PSNR values 
resulting from a perfectly reconstructed video frame can be avoided. 
Hence the maximum unimpaired video PSNR that may be obtained 
at the receiver is about 48.1 dB. 
Here we introduce the two benchmarkers that are used for com­
parison with our proposed systems, namely the Lossless-H.264-RSC 
system  and  the  MRF-RSC  two-stage  iterative  decoding  system  of 
[15].  For  our  first  benchmarker,  the  same  RSC  codec  is  used  for 
transmitting and receiving the video compressed in the near-Iossless 
mode of the JM software, as in our proposed system. For the latter 
one,  we  used  the  MRF-based  soft  decoder  introduced  in  [15]  in 
conjunction  with  I  =  4  iterations,  where  simple  natural  mapping 
of the source symbols to bits was used, along with the optimal MRF 
parameters. 
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Figure  7.  BER  comparison  of  the  MRF-VLC-RSC  system  and  of  the 
Lossless-H.264-RSC  and  MRF-RSC  [15]  benchmarkers  using  the  Akiyo 
sequence  for  transmission  over  uncorrelated  Rayleigh  channels. 
the  video  source  file  by  Se,  while  the  uncompressed  video  file  The BER versus Eb/  No  performance of our scheme is presented 
has  a  size  of  Sr  bits.  Then  the  NCR  becomes  Rn  =  Se/ Sr,  in  Fig.  7,  while  the  PSNR  versus  Eb/  No  performance  is  shown 
which  may  be  physically  interpreted  as  the code  rate  of  a natural  in  Fig.  8.  In  order  to  choose  the  best  system  configurations,  we 
inherent channel code's redundancy. More explicitly, this redundancy  carried out comparisons between the systems having different intra­
is equivalent to an identical-rate external channel code's redundancy.  coded frame periods, different  VLC  codes and  different methods of 
This  NCR  will  be  exploited  by  our  receiver.  However,  we  have a  information exchange between the soft source decoder and the VLC 
predicament,  since the true entropy of the  video  source cannot be  SISO decoder, which were described in Section III. As seen in Fig. 7 
readily evaluated. Therefore we generated the encoded version of the  and Fig. 8 the dashed lines represent the system relying on Huffman 
source sequence by the near-Iossless coding mode of the H.264 codec  codes, while the solid lines indicate the ones using the RVLC codes 
[I],  [2], which was utilized for approximating its entropy Se. Since  of  [9],  [10].  Since  a  RVLC  has  a  symmetric  construction,  which 
the compression ratio of the Akiyo clip described above using the  supports both forward and backwards decoding,  it is typically less 
H.264 codec is 8.7, the NCR Rn  of the Akiyo clip becomes 1/8'�58wsceptible to error-propagation than Huftinan VLCs. Observe in Fig. 50-frame-Akiyo sequence,  FPS=30,  QCIF 
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Figure 8.  Reconstructed  video quality of the MRF-VLC-RSC system and of 
the Lossless-H.264-RSC  and  MRF-RSC  [IS]  benchmarkers using  the  Akiyo 
sequence for  transmission  over  uncorrelated  Rayleigh channels. 
7 that the RVLC codes result in a steeper BER curve and better BER 
as well as PSNR perfonnance, For example, at a BER of 1 x  10-4, 
the RVLC aided system outperfonns the Hut1inan coded system by 
about I dB,  2 dB and 2,2  dB in terms of the Eb/No  required for 
Nip  =  1,  2,  4, respectively, Furthermore, the system that exchanges 
extrinsic symbol probabilities rather than extrinsic LLRs has a better 
performance when Nip  =  1,  while the former one outperforms the 
latter one by about 1 dB and 2.1 dB when using RVLC and Huffman 
codes,  respectively. Finally,  our  comparisons  between  the  systems 
having ditlerent Nip values was also carried out, and the immediate 
conclusion  emerged  that  Nip  =  2  provided  a  better  performance 
than Nip  =  1 and Nip  =  4.  This is because the low NCR  of the 
uncompressed video (Nip  =  1) radically and excessively reduces the 
bit-energy. By contrast, the error-propagation effects become severe 
for Nip  =  4. Thus the system associated with Nip  =  2 and relying 
on the RVLC code as well as on symbol-based information exchange 
within the inner decoding loop is preferred. It can also be seen in 
Fig. 7 and Fig. 8 that a BER of about 9 x 10-3 and a PSNR of about 
44 dB can be achieved by our scheme at an Eb/  No  of 11.4 dB in 
the best case. 
Figure 9.  A  frame comparison  of the decoded  Akiyo sequence  at Eb/  No  = 
11.4  dB.  The  frames  are  reconstructed  by  Lossless-H.264-RSC, MRF-RSC 
[15],  MRF-VLC-RSC(Nip  = 1),  MRF-VLC-RSC(Nip  =  2),  respectively. 
By  observing  Fig.  7  we  may  see  that  our  proposed  scheme 
outperforms  the  MRF-RSC  system  by  about  3.4  dB  at  a  BER  of 
1  x 10-4. Although the Lossless-H.264-RSC scheme achieves a better 
BER  performance  at  low  Eb/  No  values,  its  bits  are  sensitive  to 
transmission errors. It can be seen from Fig. 8 that at a PSNR of 45 
dB our scheme outperforms the MRF-RSC and the Lossless-H.264-
RSC scheme by about 8 dB and 5.2 dB, respectively. 
Finally, our subjective comparison of the decoded Akiyo sequence 
at Eb/No  =  11.4 dB is portrayed in Fig. 9, demonstrating that the 
proposed MRF-VLC-RSC scheme is capable of substantially better 
recovering the error-infested video than the benchmarkers. 
V.  CONCLUSIONS 
In  this  treatise  a  video  codec  suitable  for  lossless  video  com-
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the video pixels. Simulations were carried out and the appropriate 
system parameters  were chosen. Our  results demonstrated  that  the 
system exhibits a substantial performance improvement compared to 
the corresponding benchmarkers. 
In our future work we will improve our temporal prediction method 
of frames with the aid of sophisticated motion compensation, and we 
shall replace our VLC with more efficient entropy codecs in order to 
improve the attainable compression ratio. 
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