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INDUCED MATCHINGS IN STRONGLY BICONVEX GRAPHS
AND SOME ALGEBRAIC APPLICATIONS
SARA SAEEDI MADANI AND DARIUSH KIANI
Abstract. In this paper, motivated by a question posed in [8], we introduce
strongly biconvex graphs as a subclass of weakly chordal and bipartite graphs.
We give a linear time algorithm to find an induced matching for such graphs and
we prove that this algorithm indeed gives a maximum induced matching. Applying
this algorithm, we provide a strongly biconvex graph whose (monomial) edge ideal
does not admit a unique extremal Betti number. Using this constructed graph,
we provide an infinite family of the so-called closed graphs (also known as proper
interval graphs) whose binomial edge ideals do not have a unique extremal Betti
number. This, in particular, answers the aforementioned question in [8].
1. Introduction
Matchings are important and well-studied classical objects in graph theory. A
certain type of matchings which provide an induced subgraph of the underlying
graph, called an induced matching, is also of interest in the literature. The maximum
size of a matching in a graph G, denoted by ν(G), is called the matching number
of G, and the maximum size of an induced matching in G, denoted by inm(G) is
called the induced matching number of G. Induced matchings of graphs have many
applications in the real world problems. They can be used to model uninterrupted
communications between broadcasters and receivers. Induced matchings can also be
used to capture a number of network problems, like network scheduling, gathering
and testing. See for example [2, 3, 10, 11].
There have been and still are many attempts to find algorithms for maximum
(induced) matchings in the last decades. In [24], a linear time algorithm was given
for maximum matching in convex bipartite graphs, i.e. graphs whose bipartition
admits a certain labeling. But, in general, finding a maximum induced matching in
a graph is NP-hard, even in the class of bipartite graphs. Algorithms for finding a
maximum induced matching were investigated in various families of graphs. In the
case of bipartite graphs and biconvex graphs as a subclass of them were studied in
[7] and [1] respectively. In [5], a polynomial time algorithm for finding a maximal
induced matching in weakly chordal graphs was given while a linear time algorithm
was provided for chordal graphs in [4]. In this paper, we give a linear time algorithm
to find a maximum induced matching for a subclass of biconvex graphs which we
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call them strongly biconvex graphs. It is observed that strongly biconvex graphs are
also weakly chordal.
Maximum (induced) matchings also play role in the connection of graph theory
and algebra. Recall that the (monomial) edge ideal I(G) of an n-vertex graph G
is the ideal in the polynomial ring R = K[x1, . . . , xn] generated by quadratics xixj
where {i, j} is an edge of G. The values inm(G) and ν(G) are lower and upper
bounds for the (Castelnuovo-Mumford) regularity of the (monomial) edge ideal of
a graph G, see [18] and [12] respectively. In certain families of graphs, it is known
that the lower bound is attained. Among them are weakly chordal graphs, see [25].
An algebraic topic of study in the case of (monomial) edge ideals which has been
of interest of several authors, is the study of extremal Betti numbers of those ideals,
see for example [16]. A nonzero graded Betti number βi,j(R/I(G)) is extremal if
βk,ℓ(R/I(G)) = 0 for all k ≥ i and ℓ ≥ j with (k, ℓ) 6= (i, j). A problem here is
concerning uniqueness or non-uniqueness of the extremal Betti numbers. In this
paper, benefiting from our algorithm, we construct a strongly biconvex graph whose
(monomial) edge ideal does not have a unique extremal Betti number which is helpful
for our further issues.
The same problem concerning the extremal Betti numbers has been also consid-
ered recently for another class of ideals attached to graphs, called binomial edge
ideals. The binomial edge ideal of a graph G, denoted by JG, is the ideal in
S = K[x1, . . . , xn, y1, . . . , yn] generated by the binomials xiyj − xjyi. See [14] and
[22]. The extremal Betti numbers of the binomial edge ideal of certain graphs were
studied in [8] and [15]. In [8], the authors also posed a question, see [8, Question 1].
Indeed, the authors ask in this question if the initial ideals (with respect to the lex-
icographic order induced by x1 > · · · > xn > y1 > · · · > yn) of the so-called closed
graphs have the unique extremal Betti number. Here we give a negative answer to
this question which was in fact the first motivation of this paper.
The organization of this paper is as follows. In Section 2, we introduce strongly
biconvex graphs as a subclass of biconvex graphs and, beside studying some of
their properties, we provide our algorithm, which runs in linear time, for finding an
induced matching for such graphs. We also show that the induced matching given
by this algorithm is maximum. In Section 3, we first recall the notion of strongly
disjoint families of complete bipartite subgraphs from [19] which is a key concept
in the sequel for us. Then, we investigate the strongly disjoint families of complete
bipartite subgraphs for strongly biconvex graphs and prove some lemmata which
enable us to simplify the problems in the next section. Finally, Section 4 is devoted
to the applications to the monomial and binomial edge ideals of graphs, respectively.
As a consequence of some investigations of Section 3, we give a formula for the
projective dimension of the (monomial) edge ideals of strongly biconvex graphs in
terms of certain subgraphs of them. We also construct a strongly biconvex graph
H0 such that R/I(H0) has more than one extremal Betti numbers. We prove this,
by showing that βp,p+4(R/I(H0)) = 0, where p = proj dim(R/I(H0)). To do this,
a crucial tool is Kimura’s non-vanishing theorem from [19] as well as the fact that
our algorithm indeed computes the regularity of R/I(H0). Eventually, this graph
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leads us to provide an infinite family of closed graphs whose binomial edge ideals
have more than one extremal Betti numbers which gives an affirmative answer to
[8, Question 1].
2. Strongly biconvex graphs and their maximum induced matchings
In this section, we introduce a class of bipartite graphs, called strongly biconvex
graphs, and investigate some of their properties. We also provide an algorithm
to find an induced matching for strongly biconvex graphs and we show that this
algorithm gives a maximum induced matching. We also show that this algorithm
runs in linear time.
First, we recall the definition of convex bipartite graphs. Assume that H is a
bipartite graph with bipartition X ∪ Y . For simplicity, we denote such a bipartite
graph by H = (X, Y ). Let E(H) be the edge set of H . Then H is called X-convex
if there is an ordering on X such that if {xj, yi} ∈ E(H) and {xk, yi} ∈ E(H) with
xj , xk ∈ X and j < k, then {xp, yi} ∈ E(H) for all p = j, . . . , k, (see for example
[24]). A Y -convex graph is defined similarly.
Recall that for any vertex v of a graph H , the set of those vertices of H which are
adjacent to v is denoted by NH(v). The degree of v in H , denoted by degH(v), is the
number of elements of NH(v). It is easily seen that a bipartite graph H = (X, Y )
is X-convex (resp. Y -convex) if and only if X (resp. Y ) can be ordered so that the
neighborhood of every vertex in Y (resp. X) is labeled by a closed interval. Here,
by a closed interval [i, j] for i < j, we mean {s : i ≤ s ≤ j}. Half-closed intervals
are defined accordingly.
A bipartite graph H is called biconvex if it is both X-convex and Y -convex (see
for example [1]). Next, we introduce the new notion of strongly biconvex graphs
which play an important role in this paper.
Definition 2.1. Let H = (X, Y ) be a bipartite graph with X = {xq, xq+1, . . . , xf}
and Y = {yq′, yq′+1, . . . , yg} for some q, q
′ ≥ 1. Then we call H a strongly biconvex
graph (with respect to the given labeling) if the following conditions hold:
(1) if {xi, yj} ∈ E(H), then i < j;
(2) for any r with i < r < j and {xi, yj} ∈ E(H), we have:
(i) if xr ∈ X , then {xr, yj} ∈ E(H);
(ii) if yr ∈ Y , then {xi, yr} ∈ E(H).
Note that in the last two conditions of the above definition, xr ∈ X or yr ∈ Y
does not occur necessarily. Indeed, if r > f or r < q′, then xr /∈ X or yr /∈ Y ,
respectively.
The above definition is clearly based on a given labeling. We say that a graph
is strongly biconvex if there exists a labeling for which the conditions of the above
definition are fulfilled. Throughout the paper, when we say that H = (X, Y ) is a
strongly biconvex graph, we mean with respect to the given labeling on X and Y as
in Definition 2.1. Note that by our definition, it is clear that any strongly biconvex
graph is a biconvex graph. Figure 1 depicts a strongly biconvex graph.
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Figure 1. A strongly biconvex graph
Remark 2.2. LetH = (X, Y ) be a strongly biconvex graph which does not have any
isolated vertices. Then we have q < q′ and f < g, by condition (1) in Definition 2.1,
and moreover condition (2) of the definition implies that {xq, yq′} and {xf , yg} are
both edges of H .
For a strongly biconvex graph H = (X, Y ), we set
m(i) = max{q′, i+ 1}
and
M(i) = max{t : {xi, yt} ∈ E(H)},
for any i = q, . . . , f where xi is not an isolated vertex of H .
In the next proposition, an equivalent condition for being a strongly biconvex
graph is given.
Proposition 2.3. Let H = (X, Y ) be a bipartite graph with X = {xq, xq+1, . . . , xf}
and Y = {yq′, yq′+1, . . . , yg} which has no isolated vertices. Then H is strongly
biconvex if and only if the following conditions hold:
(a) NH(xi) = {yt : t ∈ [m(i),M(i)]} for any i = q, . . . , f ;
(b) M(i) ≤M(j) for any i, j with q ≤ i < j ≤ f .
Proof. Suppose that H is a strongly biconvex graph. First we prove (a). Let xi ∈ X .
We show that {xi, ym(i)} ∈ E(H). If q
′ ≥ i + 1, then {xi, yq′=m(i)} ∈ E(H), since
q ≤ i < q′ and since by Remark 2.2 we have {xq, yq′} ∈ E(H). If q
′ < i + 1, then
clearly m(i) = i + 1. Since xi is not an isolated vertex, there exists some j with
i < i + 1 ≤ j such that {xi, yj} ∈ E(H), and hence {xi, yi+1=m(i)} ∈ E(H). On
the other hand, by definition of M(i), it is clear that {xi, yM(i)} ∈ E(H). Now, let
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m(i) < r < M(i). Thus, it follows from {xi, yM(i)} ∈ E(H) that {xi, yr} ∈ E(H).
Therefore, by definitions of m(i) and M(i) part (a) follows.
Next we prove (b). Let i, j ∈ {q, . . . , f} with i < j. If j ≥M(i), then the desired
inequality in (b) holds, since clearly we have j < M(j). Now assume that j < M(i).
Since i < j and {xi, yM(i)} ∈ E(H), it follows that {xj, yM(i)} ∈ E(H). Hence,
M(i) ≤M(j) by the definition of M(j), as desired.
Conversely, suppose that the conditions (a) and (b) hold for H . We show that H
is strongly biconvex. Assume that {xi, yj} ∈ E(H) for some xi ∈ X and yj ∈ Y .
Thus, yj ∈ NH(xi), and hence by (a) we have j ≥ m(i). This together with the fact
that i < m(i) imply that i < j which fulfills condition (1) in Definition 2.1.
Next, let xi ∈ X and yj ∈ Y be such that {xi, yj} ∈ E(H) and let i < r < j.
Assume that xr ∈ X . We show that {xr, yj} ∈ E(H). Since j ≥ r + 1, we have
j ≥ m(r). On the other hand, j ≤ M(i), because {xi, yj} ∈ E(H). Since i < r, by
condition (b) we getM(i) ≤M(r), and hence j ≤M(r). Therefore, by condition (a)
it follows that {xr, yj} ∈ E(H).
Assume yr ∈ Y . We show that {xi, yr} ∈ E(H). It follows from {xi, yj} ∈ E(H)
that j ≤ M(i), and hence r < M(i). Since r > i, we have r ≥ m(i). Therefore,
m(i) ≤ r < M(i), and hence by condition (a) we deduce that {xi, yr} ∈ E(H). So,
condition (2) in Definition 2.1 is also satisfied, and hence H is strongly biconvex. 
Recall that a graph H is called weakly chordal if neither H nor its complementary
graph Hc has an induced cycle of length greater than 4. It is known that any
biconvex graph is weakly chordal. In the following, for the convenience of the reader
we give a proof in the case of strongly biconvex graphs.
Proposition 2.4. Any strongly biconvex graph is weakly chordal.
Proof. Let H = (X, Y ) be a strongly biconvex graph, and let C be an induced cycle
in H labeled as xα1 , yβ1, xα2 , yβ2, . . . , xαt , yβt, xα1 with t ≥ 3. We may assume that
α1 < αi for all i = 2, . . . , t. If α2 < βt, then we get {xα2 , yβt} ∈ E(H), since
{xα1 , yβt} ∈ E(H). This is a contradiction to the fact that C is an induced cycle. So
assume that βt ≤ α2. Thus, we have α1 < αt < βt ≤ α2 < β1, where the second and
the last inequalities follow because {xαt , yβt} ∈ E(H) and {xα2 , yβ1} ∈ E(H). Since
{xα1 , yβ1} is an edge of H , it follows that {xαt , yβ1} is an edge too, a contradiction
to the fact that C is an induced cycle. Therefore, H does not have any induced
cycle of length greater than 4. On the other hand, since H is bipartite, it is clear
that any induced cycle in Hc has length at most 4. Thus, H is a weakly chordal
graph, as desired. 
Finding a maximum matching as well as a maximum induced matching in bipartite
graphs and, in particular, in convex bipartite graphs has been an interesting problem
considered by several authors, see for example [7, 24].
In the following theorem indeed we provide an algorithm to find a maximum
induced matching for any strongly biconvex graph. This algorithm is of greedy type.
Recall that an induced matching in a graph is a set of disjoint edges whose endpoints
are not adjacent to each other. Such edges are also called pairwise 3-disjoint. A
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maximum induced matching in a graph is an induced matching of the maximum
size. The size of a maximum induced matching in H is called the induced matching
number and is denoted by inm(H).
Before stating the next theorem, we fix some notation. Let H = (X, Y ) be a
strongly biconvex graph with no isolated vertices, and let i1 = q and j1 = q
′. For
any ℓ ≥ 2, we set
T ℓX = {t : t ≥ jℓ−1 , NH(xt) 6⊆ NH(xiℓ−1)}.
If T ℓX 6= ∅, then we set
iℓ = minT
ℓ
X ,
T ℓY = {t : yt ∈ NH(xiℓ) \NH(xiℓ−1)}
and
jℓ = minT
ℓ
Y .
Now let m be the biggest integer for which TmX 6= ∅. Then consider the following set
of edges of H :
M(H) =
{
{xiℓ , yjℓ} : ℓ = 1, . . . , m
}
.
Using the above notation, we have the following:
Theorem 2.5. Let H = (X, Y ) be a strongly biconvex graph with no isolated ver-
tices. Then M(H) is a maximum induced matching for H.
Proof. Let M =M(H). Note that by Definition 2.1 and the choice of iℓ, we have
(1) iℓ−1 < jℓ−1 ≤ iℓ < jℓ
for any ℓ = 2, . . . , m.
First we show that M is an induced matching of H . Let ℓ = 2, . . . , m. Then by
the choice of iℓ and jℓ, it is clear that {xiℓ , yjℓ−1} /∈ E(H) and {xiℓ−1 , yjℓ} /∈ E(H).
Now, let t < ℓ − 1. By the structure of H , it is clear that {xiℓ , yjt} /∈ E(H), since
ℓ > t. If {xit , yjℓ} ∈ E(H), then by definition of a strongly biconvex graph, it follows
that {xiℓ−1 , yjℓ} ∈ E(H), a contradiction. Therefore M is an induced matching of
size m for H .
Next we show that M is a maximum induced matching for H . For this, suppose
that
M′ =
{
{xαi , yβi} : i = 1, . . . , r
}
is an induced matching of size r for H . Then, it is enough to show that r ≤ m.
We may assume that α1 < · · · < αr. For any i = 1, . . . , r − 1, we have βi ≤ αi+1.
Otherwise, αi+1 < βi together with αi < αi+1 implies that {xαi+1 , yβi} ∈ H , since
{xαi , yβi} ∈ H . This is a contradiction to the fact that M
′ is an induced matching.
Therefore, for any i = 1, . . . , r − 1, we have
(2) αi < βi ≤ αi+1.
Let Iℓ = [iℓ, iℓ+1) for ℓ = 1, . . . , m − 1, and let Im = [im, f ]. If m = 1, then we
only have one interval I1 = [q, f ]. In this case we show that inm(H) = 1, and hence
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r = m = 1. First note that by the structure of H we have {xf , yg} ∈ E(H), since
H does not have any isolated vertices. Now, we distinguish two cases:
(i) Suppose that f < q′. Then NH(xf ) = {ys : s ∈ [q
′, g]}, since {xf , yg} ∈ E(H)
and f < q′ ≤ s ≤ g. On the other hand, NH(xt) = {ys : s ∈ [q
′,M(t)]} for all
t = q, . . . , f − 1. Thus, we have NH(xq) ⊆ NH(xq+1) ⊆ · · · ⊆ NH(xf ) which implies
that there are no two 3-disjoint edges in H , and hence inm(H) = 1.
(ii) Suppose that f ≥ q′. If {xq, yg} /∈ E(H), then yg ∈ NH(xf) \ NH(xq). So,
T 2X 6= ∅ and hence m ≥ 2, a contradiction. Thus, {xq, yg} ∈ E(H), and hence
NH(xq) = {ys : s ∈ [q
′, g]}. Since {xq, yg} ∈ E(H), we have {xt, yg} ∈ E(H)
for any t with q < t < f < g. Therefore, NH(xt) = {ys : s ∈ [m(t), g]} where
for t < q′, m(t) = q′ while for t ≥ q′, m(t) = t + 1 > q′. This implies that
NH(xf ) ⊆ · · · ⊆ NH(xq+1) ⊆ NH(xq), and hence there do not exist any two 3-
disjoint edges in H , namely inm(H) = 1.
Now assume that m ≥ 2. Suppose that Iℓ, for some ℓ = 1, . . . , m− 1, contains at
least two of αi’s, say αt and αt+1. In the following, we show that jℓ = iℓ+1.
Note that we have
iℓ ≤ αt < βt ≤ αt+1 < βt+1.
So, if {xiℓ , yβt+1} ∈ E(H), then {xαt , yβt+1} ∈ E(H), a contradiction, since M
′ is an
induced matching. Therefore,
(3) {xiℓ , yβt+1} /∈ E(H).
Thus, it follows that
(4) αt+1 < jℓ
by the choice of iℓ+1, since αt+1 < iℓ+1.
If βt+1 < jℓ, then we have {xiℓ , yβt+1} ∈ E(H), because βt+1 ≥ q
′, iℓ < βt+1 and
{xiℓ , yjℓ} ∈ E(H). But this is a contradiction to (3), and hence we have jℓ < βt+1,
since clearly jℓ 6= βt+1. The latter inequality together with (4) implies that
(5) {xjℓ , yβt+1} ∈ E(H),
since {xαt+1 , yβt+1} ∈ E(H). By the choice of iℓ+1 and by (3) and (5), we get
jℓ ≥ iℓ+1. So, (1) implies that jℓ = iℓ+1, as desired. In particular, it follows that
ℓ ≥ 2. Indeed, if ℓ = 1, then we have i2 = j1 = q
′, and hence q ≤ α1 < β1 ≤ α2 < q
′,
a contradiction, since q′ is the smallest index for the elements of Y .
Note that if αr ≥ jm, then f ≥ jm and αr ∈ Im. In this case, we show that αt /∈ Im
for any t < r. By our ordering, it is enough to show that αr−1 /∈ Im. Suppose on
contrary that αr−1 ∈ Im. Then we have
(6) im ≤ αr−1 < βr−1 ≤ αr < βr,
by (2). If {xim , yβr} /∈ E(H), then by definition of M, one could add {xαr , ys}, for
some s ≤ βr, to M, a contradiction. So, {xim , yβr} ∈ E(H), which implies together
with (6) that {xαr−1, yβr} ∈ E(H). The latter is a contradiction to the fact thatM
′
is an induced matching, and hence we have αr−1 /∈ Im.
Next we show that none of I1, . . . , Im can contain three of αi’s. Assume that
αt−1, αt, αt+1 ∈ Iℓ for some t = 2, . . . , r − 1 and ℓ = 1, . . . , m. In the particular case
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of ℓ = m, we have t = r − 1 and αr < jm. This combined with (2) and (4) implies
that
iℓ ≤ αt−1 < βt−1 ≤ αt < βt ≤ αt+1 < jℓ.
Since {xiℓ , yjℓ} ∈ E(H), it follows that {xαt−1 , yjℓ} ∈ E(H), and hence {xαt−1 , yβt} ∈
E(H), a contradiction.
Therefore, we have already shown that I1 contains at most one of αi’s and any of
I2, . . . , Im contains at most two of αi’s. Finally, we show that if Iℓ contains two of
αi’s for some ℓ = 2, . . . , m, then Iℓ−1 contains none of them. This then shows that
r ≤ m and completes the proof. Let αt, αt+1 ∈ Iℓ. If αt−1 ∈ Iℓ−1, then by (2) we
have
(7) iℓ−1 ≤ αt−1 < βt−1 ≤ αt < βt.
On the other hand, by (2) and (4), we have
iℓ ≤ αt < βt ≤ αt+1 < jℓ,
(here, t+1 could be also r by our assumptions on Iℓ). Thus {xiℓ , yβt} ∈ E(H), since
{xiℓ , yjℓ} ∈ E(H). As βt < jℓ, it follows from the choice of jℓ that {xiℓ−1 , yβt} ∈
E(H). Combining this with (7), we get {xαt−1 , yβt} ∈ E(H) which is a contradiction,
since M′ is an induced matching for H . Therefore, αt−1 /∈ Iℓ−1. Our ordering on
αi’s, yields that none of αi’s belongs to Iℓ−1, as desired. 
Remark 2.6. According to the notation of Theorem 2.5, we would like to remark
that one could observe that
(8) jℓ = M(iℓ−1) + 1
for any ℓ = 2, . . . , m. Indeed, by the choice of jℓ and Proposition 2.3, we have
jℓ /∈ [m(iℓ−1),M(iℓ−1)]. This implies that jℓ ≥ M(iℓ−1) + 1, since clearly we have
jℓ ≥ m(iℓ) ≥ m(iℓ−1). On the other hand, by the choice of iℓ, it follows that
iℓ ≤ M(iℓ−1), since none of the neighbors of xM(iℓ−1) is adjacent to xiℓ−1 . So, we
have iℓ < M(iℓ−1)+1 ≤M(iℓ), where the last inequality follows from the fact that xiℓ
has a neighbor which is not a neighbor of xiℓ−1 . Therefore, {xiℓ , yM(iℓ−1)+1} ∈ E(H).
Then it follows that jℓ ≤ M(iℓ−1) + 1, because yM(iℓ−1)+1 is clearly not adjacent to
xiℓ−1 .
Given a labeled strongly biconvex graph H = (X, Y ) and having M(i)’s for all i,
the observation (8) in Remark 2.6 implies that a maximum induced matching in H
can be found in a linear time, namely O(|X|). So, we have the following corollary:
Corollary 2.7. A maximum induced matching in a (labeled) strongly biconvex graph
can be computed in a linear time.
3. Strongly disjoint families of complete bipartite subgraphs in
strongly biconvex graphs
In this section, we investigate about the properties of strongly disjoint families
of complete bipartite subgraphs (in the sense of [19]) of a strongly biconvex graph.
The results of this section enables us to give an affirmative answer to [8, Question 1]
in the next section.
8
First we recall some definitions and fix some notation. Let G be a graph. The
family B = {B1, . . . , Br} of complete bipartite subgraphs of G is called strongly
disjoint if the following conditions hold:
(1) V (Bk) ∩ V (Bℓ) = ∅ for all k 6= ℓ;
(2) for each i = 1, . . . , r, there exists ei ∈ E(Bi) such that {e1, . . . , er} is an
induced matching for G.
Given a strongly disjoint family B of complete bipartite subgraphs of G, we set
V (B) = ∪ri=1V (Bi)
and
d(B) =
r∑
i=1
|V (Bi)| − r.
We also set S(G) to be the set of all strongly disjoint families of complete bipartite
subgraphs of G, and
d(G) = max{d(B) : B ∈ S(G)}.
Now, let H = (X, Y ) be a strongly biconvex graph with no isolated vertex. For
any B = {B1, . . . , Br} ∈ S(H), we setX(Bi) = V (Bi)∩X and Y (Bi) = V (Bi)∩Y for
any i = 1, . . . , r. We also let m(Bi) and M(Bi) be the minimum and the maximum
index of a vertex in X(Bi) for any i, respectively. Also, we set m
′(Bi) andM
′(Bi) to
be the minimum and the maximum index of a vertex in Y (Bi) for any i, respectively.
For any subset T of the vertices of a graph G, we denote the induced subgraph of
G on V (G) \ T by G− T . In particular, if T consists of only one vertex v, then we
simply write G− v.
Lemma 3.1. Let H = (X, Y ) be a strongly biconvex graph with no isolated vertex,
and let B = {B1, . . . , Br} ∈ S(H). Then there exists B
′ = {B′1, . . . , B
′
r} ∈ S(H)
with the following properties:
(a) M(B′i) < m(B
′
j) and M
′(B′i) < m
′(B′j) for any i < j;
(b) X(B′i) and Y (B
′
i) are indexed by some intervals for all i = 1, . . . , r;
(c) d(B) ≤ d(B′).
Proof. We may assume that the vertex with minimum index among the vertices of
X(Bi)’s is xm(B1). Let m(B1) < k < M(B1). Then xk is adjacent to all the vertices
in Y (B1), since H is strongly biconvex. We add all such xk’s to X(B1) and obtain a
subset of X which is clearly indexed by the interval [m(B1),M(B1)] and we denote
it by X ′1. Note that xk’s might be among the vertices of Bi’s or not. Similarly,
we can add all yk’s with k ∈ [m
′(B1),M
′(B1)] to Y (B1) to obtain a subset Y
′
1 of
vertices which is indexed by an interval. Therefore, we gain a desired complete
bipartite subgraph B′1 of H with X(B
′
1) = X
′
1 and Y (B
′
1) = Y
′
1 . Note that ym′(B1)
has the minimum index among the vertices of Y (B′1), Y (B2), . . . , Y (Br). Indeed, if
yj ∈ Y (Bℓ) for some j < m
′(B1) and ℓ > 1, then any vertex xi fromX(Bℓ), which are
now all indexed bigger than M(B1), is adjacent to yk for all k ∈ [m
′(B1),M
′(B1)].
This is then a contradiction, because of the existence an induced matching of size
r. We denote the remaining subgraphs of the complete bipartite graphs B2, . . . , Br,
by B˜2, . . . , B˜r. The graph H
′ = H−{xi, yj : i ≤ M(B1), j ≤M
′(B1)} is obviously a
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strongly biconvex graph. Then, it follows that B˜ = {B˜2, . . . , B˜r} ∈ S(H
′). Note that
by the above procedure, we still remain with exactly r complete bipartite graphs,
since B admits an induced matching of size r. Therefore, we have
(9) d(B) ≤ d(B˜ ∪ {B′1}).
Finally, induction on r implies that there exists {B′2, . . . , B
′
r} ∈ S(H
′) with condi-
tions (a), (b) and (c) in comparison with B˜. We let B′ = {B′1, B
′
2, . . . , B
′
r} which
clearly belongs to S(H). By our procedure, it is also clear that M(B′1) < m(B
′
j)
and M ′(B′1) < m
′(B′j) for any j > 1. Moreover, we have d(B) ≤ d(B
′) by (9) and
the induction hypothesis. Hence, B′ is inductively constructed. 
Lemma 3.2. Let H = (X, Y ) be a strongly biconvex graph with no isolated ver-
tex, and let B = {B1, . . . , Br} ∈ S(H) which satisfies conditions (a) and (b) in
Lemma 3.1. Then there exists B′ = {B′1, . . . , B
′
r} ∈ S(H) for which the set of edges
T =
{
{xm(B′i), ym′(B′i)} : i = 1, . . . , r
}
is an induced matching of H and d(B) ≤ d(B′).
Proof. Let X ′1 be obtained by adding all the vertices xk ∈ X(B2) which are adjacent
to ym′(B1) to the set X(B1). Also, let Y
′
1 be obtained by adding all the vertices
yℓ ∈ Y (B2) which are adjacent to xm(B1) to the set Y (B1). Now we set B
′
1 to be
the complete bipartite subgraph of H with X(B′1) = X
′
1 and Y (B
′
1) = Y
′
1 . We also
denote the remaining subgraph of B′2, by B˜2. Since B admits an induced matching
of size r arising from each Bi, it follows that not all elements of X(B2) (resp. Y (B2))
are moved into X(B′1) (resp. Y (B
′
1)). By the construction of H , it is also obvious
that none of the elements of X(Bi) and Y (Bi) for i > 2, are adjacent to ym′(B1) and
xm(B1), respectively. So, we obtain {B
′
1, B˜2, B3, . . . , Br} ∈ S(H) such that clearly
we have
(10) d(B) ≤ d({B′1, B˜2, B3, . . . , Br}).
The graph H ′ = H − {xi, yj : i ≤M(B
′
1), j ≤M
′(B′1)} is a strongly biconvex graph
and {B˜2, B3, . . . , Br} ∈ S(H
′). Hence, by induction on r it follows that there exists
B˜ = {B′2, . . . , B
′
r} ∈ S(H
′) with d({B˜2, B3, . . . , Br}) ≤ d(B˜). We let B
′ = {B′1} ∪ B˜
which is in S(H) and using (10) we get d(B) ≤ d(B′). The induction hypothesis also
yields that the edges {xm(B′i), ym′(B′i)} for i = 2, . . . , r provide an induced matching
for H . Our procedure to construct B′ implies that the edge {xm(B′
1
), ym′(B′
1
)} could
be also added to this induced matching, as desired. 
Let H be a strongly biconvex graph. Let B ∈ S(H) which satisfies the condi-
tions (a) and (b) of Lemma 3.1 such that the set of edges T of Lemma 3.2 provides
an induced matching for it. Then, for simplicity, we call B an ordered strongly dis-
joint family of complete bipartite subgraphs of H . We denote by OS(H) the set of
all such families for H .
For any strongly biconvex graph H = (X, Y ), if e = {xq, yq′} is an edge of H ,
then we denote the induced subgraph of H on the set of vertices NH(xq) ∪NH(yq′)
by Be. It is easily seen that Be is a complete bipartite subgraph of H .
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Theorem 3.3. Let H = (X, Y ) be a strongly biconvex graph with no isolated vertex,
and let B = {B1, . . . , Br} ∈ OS(H) with d(B) = d(H). If xq ∈ V (B1) and e =
{xq, yq′}, then B
′ = {Be, B2, . . . , Br} ∈ OS(H) with d(B
′) = d(H).
Proof. We distinguish the following two cases.
Case 1. Suppose that M(B1) < q
′. If q′ < m′(B1), then all vertices in X(B1) are
adjacent to yq′ in H . So, by adding yq′ to Y (B1), one could replace B1 in B with a
complete bipartite subgraph with one more vertex, which contradicts the assumption
d(B) = d(H). Therefore, we have q′ = m′(B1). If {xq, yM ′(B1)+1} ∈ E(H), then it
follows that yM ′(B1)+1 is not a vertex of B2 and hence any of Bi’s in B. Otherwise,
it participates in the induced matching T of Lemma 3.2, a contradiction. Thus, by
adding yM ′(B1)+1 to Y (B1), again we can replace B1 with a complete bipartite graph
with more vertices, contradicting d(B) = d(H). This implies that M ′(B1) is the
maximum index that a neighbor of xq has, and hence
NH(xq) = {yj : j ∈ [q
′,M ′(B1)]}.
Similarly, if {xM(B1)+1, yq′} ∈ E(H), then by adding xM(B1)+1 to X(B1), one gets
a contradiction to d(B) = d(H). Thus, M(B1) + 1 is the maximum index of the
neighbors of yq′, and hence
NH(yq′) = {xi : i ∈ [q,M(B1)]}.
Therefore, in this case we have B1 = Be.
Case 2. Suppose that q′ ≤ M(B1). Clearly, we have m
′(B1) ≥ M(B1) + 1.
If m′(B1) > M(B1) + 1, then all the vertices of X(B1) are adjacent to yM(B1)+1.
Therefore, similar to the previous case, we may add this vertex to Y (B1), which
contradicts the assumption d(B) = d(H). Thus, we have m′(B1) =M(B1)+1. Now,
let B′1 be the complete bipartite subgraph of H on the vertex set {xq, . . . , xq′−1} ∪
{yq′, . . . , yM ′(B1)}, and let B
′ = {B′1, B2, . . . , Br}. Then it is easily seen that B
′ ∈
OS(H). On the other hand, we have |V (B′1)| = |V (B1)| which implies that d(B
′) =
d(B). Now, it is enough to verify that B′1 = Be which follows from the first case,
since we have M(B′1) = q
′ − 1 < q′. 
Corollary 3.4. Let H = (X, Y ) be a strongly biconvex graph with no isolated vertices
and let e = {xq, yq′}. Then
d(H) = max{d(H − V (Be)) + |V (Be)| − 1, d(H − xq)}.
Proof. Let B = {B1, . . . , Br} ∈ OS(H) with d(B) = d(H). If xq /∈ V (B1), then it is
clear that B ∈ OS(H − xq) which implies that d(H) ≤ d(H − xq). If xq ∈ V (B1),
then by Theorem 3.3 we have B′ = {Be, B2, . . . , Br} ∈ OS(H) and d(B
′) = d(H).
It is easily seen that H − V (Be) is a strongly biconvex graph and {B2, . . . , Br} ∈
OS(H − V (Be)). This implies that d(H) ≤ d(H − V (Be)) + |V (Be)| − 1. Thus,
d(H) ≤ max{d(H − V (Be)) + |V (Be)| − 1, d(H − xq)}. On the other hand, by
definitions, it easily follows that d(H) ≥ max{d(H−V (Be))+|V (Be)|−1, d(H−xq)},
since H − xq and H − V (Be) are induced subgraphs of H . Therefore, the desired
equality holds. 
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4. Extremal Betti numbers of monomial and binomial edge ideals of
graphs
In this section, we study the extremal Betti numbers of some monomial and
binomial ideals associated to graphs. The main goal of this section is to provide
certain strongly biconvex graphs whose monomial/binomial edge ideals do not have
a unique extremal Betti number. This, in particular, provides a negative answer to
[8, Question 1].
Let R = K[x1, . . . , xn] be a polynomial ring over a field K and let I be a homoge-
neous ideal in R. Also let
0→
⊕
j
R(−j)βp,j(R/I) → · · · →
⊕
j
R(−j)β1,j(R/I) → R→ R/I → 0
be the minimal (standard) Z-graded free resolution of R/I over R with deg(xi) = 1
for all i. Here p is the projective dimension of R/I, denoted by proj dim(R/I),
and βi,j(R/I) is the (i, j)-graded Betti number of R/I. The Castelnuovo-Mumford
regularity of R/I is
reg(R/I) = max{j − i : βi,j(R/I) 6= 0}.
Considering the natural Zn-grading of R given by deg(xi) = ei, instead of the
standard Z-grading, one obtains the minimal Zn-graded free resolution, and hence
the Zn-graded Betti numbers βi,σ(R/I) with σ ∈ Z
n. Here ei denotes the i
th standard
basis vector in Zn.
A nonzero graded Betti number βi,j(R/I) of R/I is called an extremal Betti
number if βk,ℓ(R/I) = 0 for all k ≥ i and ℓ ≥ j with (k, ℓ) 6= (i, j). It is easily seen
that R/I has a unique extremal Betti number if and only if βp,p+r(R/I) 6= 0 where
p = proj dim(R/I) and r = reg(R/I).
We divide the rest of this section into two subsections devoted to the cases of
monomial edge ideals and binomial edge ideals, respectively.
4.1. (Monomial) edge ideals of graphs. Let R = K[x1, . . . , xn] as above. Recall
that the (monomial) edge ideal of a graph G on n vertices is defined as
I(G) = (xixj : {i, j} ∈ E(G)).
We gather some known results regarding the graded Betti numbers, the projective
dimension and the Castelnuovo-Mumford regularity of the (monomial) edge ideals
of weakly chordal graphs in the next theorem. Here, for any σ ⊆ V (G) we identify
σ and its characteristic vector in Zn.
Theorem 4.1. Let G be a weakly chordal graph on n vertices. Then the following
statements hold:
(a) ([19, Theorem 1.1],[20, Theorem 3.4]) β|σ|−r,σ(R/I(G)) 6= 0 if and only if
there exists B ∈ S(G) with V (B) = σ and r = |B|.
(b) [25, Theorem 14] reg(R/I(G)) = inm(G).
(c) [21, Theorem 7.7] proj dim(R/I(G)) = d(G).
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By Proposition 2.4, all of the statements in Theorem 4.1 hold for any strongly
biconvex graph. So, as an immediate consequence of this theorem and Corollary 3.4,
we get the following recursive formula for the projective dimension of the (monomial)
edge ideal of a strongly biconvex graph.
Corollary 4.2. Let H = (X, Y ) be a strongly biconvex graph with no isolated
vertices and e = {xq, yq′}. Moreover, let p1 = proj dim(S1/I(H − V (Be))) and
p2 = proj dim(S2/I(H−xq)), where S1 and S2 are the polynomial rings over K with
variables correspond to vertices of H − V (Be) and H − xq, respectively. Then
proj dim(S/I(H)) = max{p1 + degH(xq) + degH(yq′)− 1, p2}.
Now, we construct a strongly biconvex graph H0 = (X, Y ), which plays role in
the rest of this section, as follows. Let
X = {x1, . . . , x15} and Y = {y3, . . . , y16}
such that
m(1) = 3 , m(i) = i+ 1 for any i = 2, . . . , 15
and
M(1) = 4 , M(2) = 8 , M(j) = 13 for any j = 3, . . . , 7,
M(8) = 14 , M(j) = 16 for any j = 9, . . . , 15.
The graph H0 is depicted in Figure 2. In the next theorem we investigate about
the uniqueness of extremal Betti numbers of the (monomial) edge ideal of H0.
Theorem 4.3. Let R = K[x1, . . . , x15, y3, . . . , y16], and let p = proj dim(R/I(H0)).
Then βp,p+4(R/I(H0)) = 0. In particular, R/I(H0) does not have a unique extremal
Betti number.
Proof. By Theorem 2.5, the set
M(H0) =
{
{x1, y3}, {x3, y5}, {x8, y14}, {x14, y16}
}
is a maximum induced matching for H0. Then, reg(R/I(H0)) = 4, by Theorem 4.1
part (b). Therefore, the “in particular” part follows once we prove βp,p+4(R/I(H0)) =
0. Suppose on the contrary that βp,p+4(R/I(H0)) 6= 0. Thus, by Theorem 4.1
part (a), Lemma 3.1 and Lemma 3.2, there exists B = {B1, B2, B3, B4} ∈ OS(H)
such that |V (B)| = p + 4 and d(H0) = d(B) = p. It is clear that H0 − x1 is also a
strongly biconvex graph. If x1 /∈ V (B1), then B ∈ OS(H0−x1), a contradiction. In-
deed, by Theorem 2.5, we have inm(H0−x1) = 3, while there are 4 strongly disjoint
complete subgraphs in B. So, suppose that x1 ∈ V (B1). Then by Theorem 3.3, we
may assume that y3 ∈ V (B1) and B1 = Be with e = {x1, y3}. Then H0 − V (B1) is
strongly biconvex and we have {B2, B3, B4} ∈ OS(H0−V (B1)) and it is easily seen
that
(11) d(H0 − V (B1)) = d({B2, B3, B4}).
If x3 /∈ V (B2), then it follows that x4, x5, x6, x7 /∈ V (B2), since otherwise the com-
plete bipartite subgraph of H0 on V (B2) ∪ {x3} together with B3 and B4 pro-
vide an element in OS(H0 − V (B1)), contradicting (11). On the other hand, by
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Theorem 2.5, inm(H0 − {x1, . . . , x7, y3, y4}) = 2, a contradiction to the fact that
{B2, B3, B4} ∈ OS(H0 − {x1, . . . , x7, y3, y4}). So, suppose that x3 ∈ V (B2). By
Theorem 3.3, we can take {B′2, B3, B4} ∈ OS(H0 − V (B1)) where B
′
2 is the com-
plete bipartite graph on the vertex set {x3, x4} ∪ {y5, . . . , y13} and such that
d(H0 − {x1, . . . , x7, y3, . . . , y13}) = d({B3, B4}).
If x8 /∈ V (B3), then {B3, B4} ∈ OS(H0 − {x1, . . . , x8, y3, . . . , y13}), a contradiction,
since inm(H0 − {x1, . . . , x8, y3, . . . , y13}) = 1. Therefore, suppose that x8 ∈ V (B3).
Again, using Theorem 3.3, we take {B′3, B4} ∈ OS(H0 − {x1, . . . , x7, y3, . . . , y13})
where B′3 is the complete bipartite subgraph on the vertices {x8, . . . , x13, y14} and
d(H0 − {x1, . . . , x13, y3, . . . , y14}) = d({B4}).
The complete bipartite subgraphB4 clearly consists of 3 vertices, either {x14, x15, y16}
or {x14, y15, y16}. Finally, we get d(H0) = d({B1, B
′
2, B
′
3, B4}). But, we have
d({B1, B
′
2, B
′
3, B4}) = 21,
and hence d(H0) = p = 21. But the latter is a contradiction, since there is B˜ =
{B˜1, B˜2, B˜3} ∈ OS(H0) with d(B˜) = 23 > d(H0) as follows: V (B˜1) = {x2} ∪
{y3, . . . , y8}, V (B˜2) = {x3, . . . , x8} ∪ {y9, . . . , y13} and V (B˜3) = {x9, . . . , x13} ∪
{y14, y15, y16}.
Therefore, we deduce that βp,p+4(R/I(H0)) = 0, as desired. 
We would like to remark that arguments similar to our proof of Theorem 4.3 show
that the projective dimension of S/I(H0) is indeed equal to 23.
4.2. Binomial edge ideals of graphs. Let G be a graph with n vertices, and let
S = K[x1, . . . , xn, y1, . . . , yn] be a polynomial ring over a field K. The binomial edge
ideal of G, denoted by JG, is defined as follows:
JG = (xiyj − xjyi : i < j, {i, j} ∈ E(G)).
Let < be the lexicographic order on S induced by x1 > · · · > xn > y1 > · · · > yn.
The following theorem determines the relationship between the regularity and the
projective dimension of JG and its initial ideal in terms of the lexicographic order.
We use this relationship later in this section.
Theorem 4.4. ([6, Corollary 2.7], [14, Theorem 2.1]) Let G be a graph. Then:
(a) reg(S/JG) = reg(S/ in<(JG));
(b) proj dim(S/JG) = proj dim(S/ in<(JG)).
In [14], those graphs G whose binomial edge ideals admit a quadratic Gro¨bner
basis, and hence a quadratic initial ideal, were determined. Indeed, it was shown
that the aforementioned binomial generators of JG provide a quadratic Gro¨bner basis
for JG if and only if G is a closed graph (see [14, Theorem 1.1]). A closed graph
G is a graph which has a labeling of its vertices for which the following property
holds: for all edges {i, j} and {k, ℓ} with i < j and k < ℓ, one has {j, ℓ} ∈ E(G) if
i = k, and {i, k} ∈ E(G) if j = ℓ. There are several combinatorial characterizations
for closed graphs, like [9, Theorem 2.2] where it was shown that G is closed if and
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Figure 2. The graph H0
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only if the vertices of G can be labeled such that all of the cliques (i.e. maximal
complete subgraphs) of G are intervals.
If G is a closed graph, then we have
in<(JG) = (xiyj : i < j, {i, j} ∈ E(G)).
This shows that the initial ideal of the binomial edge ideal of a closed graph with
n ≥ 2 vertices is in fact the (monomial) edge ideal of a bipartite graph on the vertex
set X ∪ Y with X = {x1, . . . , xn−1} and Y = {y2, . . . , yn}, and the edge set{
{xi, yj} : i < j, {i, j} ∈ E(G)
}
which has no isolated vertex. We call this graph the initial graph of G, and follow-
ing [23], we denote it by in(G). Indeed, we have
I(in(G)) = in<(JG).
The following proposition shows that closed graphs imply a subclass of strongly
biconvex graphs via their initials.
Proposition 4.5. Let G be a closed graph with at least two vertices. Then in(G) is
a strongly biconvex graph.
Proof. Since G is closed, there exists a labeling for its vertices, like {1, . . . , n}, such
that the maximal cliques ofG are intervals. By the definitinon of in(G), condition (1)
in the Definition 2.1 clearly holds. Now, let {xi, yj} be an edge of in(G) and let
i < r < j. It follows that {i, j} ∈ E(G), and hence is contained in a maximal clique
which is labeled by an interval. Therefore, {i, r} ∈ E(G) and {r, j} ∈ E(G). By the
construction of in(G), then we deduce that {xi, yr} and {xr, yj} are both edges of
in(G), and hence condition (2) in the Definition 2.1 hold. Thus, in(G) is a strongly
biconvex graph. 
Note that not all strongly biconvex graphs are initial graph of a closed graph. For
instance, the graph shown in Figure 1 is not the initial graph of any closed graph,
as it has odd number of vertices.
Now we construct a closed graph on 17 vertices. Let G0 be the closed graph on
the vertex set {1, . . . , 17} given by the maximal cliques [1, 3], [2, 5], [3, 9], [4, 14],
[9, 15] and [10, 17]. Using this graph, we give a negative answer to [8, Question 1]
in the following theorem.
Theorem 4.6. Let S = K[x1, . . . , x17, y1, . . . , y17] and let p = proj dim(S/JG0).
Then βp,p+5(S/JG0) = 0. In particular, S/JG0 does not have a unique extremal Betti
number.
Proof. First we relabel the vertex set of the graph H0 by replacing xi and yi with
xi+1 and yi+1, respectively. We denote the obtained graph by H
′
0. Then, define a
new graph H ′′0 with
V (H ′′0 ) = V (H
′
0) ∪ {x1, y2, y3}
and
E(H ′′0 ) = E(H
′
0) ∪
{
{x1, y2}, {x1, y3}, {x2, y3}
}
.
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Then it is easy to see that in(G0) = H
′′
0 , and hence H
′′
0 is a strongly biconvex
graph. So, by Theorem 4.4, we have p = proj dim(S/JG0) = proj dim(S/I(H
′′
0 ))
and reg(S/JG0) = reg(S/I(H
′′
0 )) = 5. The last equality follows from Theorem 2.5,
since {x1, y2}, {x2, y4}, {x4, y6}, {x9, y15} and {x15, y16} provide a maximum induced
matching for H ′′0 . Now, suppose on the contrary that βp,p+5(S/JG0) 6= 0. Then it
follows from [13, Corollary 3.3.3] that βp,p+5(S/I(H
′′
0 )) 6= 0. Thus, by Theorem 4.1
part (a), there exists B = {B1, . . . , B5} ∈ OS(H
′′
0 ) such that d(H
′′
0 ) = d(B) = p
and |V (B)| = p + 5. If x1 /∈ V (B1), then V (B) ⊆ V (H
′′
0 − {x1, y2}) which is a
contradiction, because inm(H ′′0 −{x1, y2}) = 4. So, suppose that x1 ∈ V (B1). Then
by Theorem 3.3, there exists B′ = {B′1, B2, B3, B4, B5} ∈ OS(H
′′
0 ) with B
′
1 = Be
and d(B′) = d(H ′′0 ) = p where e = {x1, y2}. Therefore, V (B
′ \ {B′1}) ⊆ V (H
′
0) and
moreover, we have B′ \ {B′1} ∈ OS(H
′
0) and d(H
′
0) = d(B
′ \ {B′1}). By Theorem 4.1
part (c) we have d(H ′0) = proj dim(S/I(H
′
0)). Again using Theorem 4.1, we get
βq−4,q(S/I(H
′
0)) 6= 0 where q = |V (B
′ \ {B′1})| and d(H
′
0) = q − 4. Since H
′
0 and H0
are isomorphic, it follows that βq−4,q(S/I(H0)) 6= 0, a contradiction to Theorem 4.3.
Therefore, we get βp,p+5(S/I(H
′′
0 )) = 0. 
Next, we construct an infinite family of closed graphs whose binomial edge ideals
do not have a unique extremal betti number. For this purpose, we fix the following
notation. If G1 and G2 are two closed graphs on disjoint sets of vertices (with the
desired labeling) {1, . . . , n1} and {n1 + 1, . . . , n2}, respectively, then by identifying
the two vertices n1 and n1 + 1 we get a new graph which is clearly closed as well.
Now, for any t, by applying the above procedure on t disjoint copies of the closed
graph G0, we get a new closed graph on 16t+ 1 vertices and we denote it by G0,t.
The next corollary discusses non-uniqueness of the extremal betti numbers of the
binomial edge ideals of this family of graphs. Here, S is an appropriate polynomial
ring with the desired number of variables.
Corollary 4.7. Let t ≥ 1 and p = proj dim(S/JG0). Then βtp,tp+5t(S/JG0,t) = 0. In
particular, S/JG0,t does not have a unique extremal betti number.
Proof. It is easy to see that in(G0,t) is a graph with t connected components where
each of them is a copy of H ′′0 with the desired labeling according to the labeling
of G0,t. Let H
′′
0,1, . . . , H
′′
0,t be those copies of H
′′
0 . Since H
′′
0,ℓ’s are on disjoint sets
of vertices, it follows from [17, Lemma 2.1] that the minimal graded free resolution
of S/I(in(G0,t)) is obtained from the tensor product of the minimal graded free
resolutions of Sℓ/I(H
′′
0,ℓ)’s, where Sℓ is the polynomial ring over K with suitable
variables. Hence we have
βtp,tp+5t(S/I(in(G0,t))) =
∑
i1+···+iℓ=pt
j1+···+jℓ=5t
t∏
ℓ=1
βiℓ,iℓ+jℓ(Sℓ/I(H
′′
0,ℓ)).
Obviously, βiℓ,iℓ+jℓ(Sℓ/I(H
′′
0,ℓ)) = 0 for any ℓ with iℓ > p and jℓ > 5. Thus, we have
i1 = · · · = it = p and j1 = · · · = jt = 5, and hence
βtp,tp+5t(S/I(in(G0,t))) =
t∏
ℓ=1
βp,p+5(Sℓ/I(H
′′
0,ℓ)) = 0
17
by Theorem 4.6. Therefore, by [13, Corollary 3.3.3] we have βtp,tp+5t(S/JG0,t) = 0,
as desired. Then, the “in particular” part follows from Theorem 4.4 which implies
that
reg(S/JG0,t) = reg(S/I(in(G0,t))) = 5t
and
proj dim(S/JG0,t) = proj dim(S/I(in(G0,t))) = tp.

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