Abstract
Introduction
Support vector machines (SVMs) achieve high accuracy in many application domains including our work [9] [8] in recognizing underwater zooplankton. However, scaling up SVMs to a very large data set is still an open problem. Training a SVM requires solving a constrained quadratic programming problem, which usually takes O(m 3 ) computations where m is the number of examples. Predicting a new example involves O(sv) computations where sv is the number of support vectors and is usually proportional to m. As a consequence, SVMs' training time and prediction time to a lesser extent on a very large data set can be quite long, thus making it impractical for some real-world applications. In plankton recognition, fast retraining is often required as * The research was partially supported by the United States Navy, Office of Naval Research, under grant number N00014-02-1-0266 and the NSF under grant EIA-0130768. The authors thank Kevin Shallow, Kurt Kramer, Scott Samson, and Thomas Hopkins for their cooperation in producing and classifying the plankton data set. new plankton images are labeled by marine scientists and added to the training library on the ship. As we acquire a large number of plankton images, training a SVM with all labeled images becomes extremely slow.
In this paper, we propose a simple strategy to speedup the training and prediction procedures for a SVM: bit reduction. Bit reduction reduces the resolution of the input data and groups similar data into one bin. A weight is assigned to each bin according to the number of examples in it. This data reduction and aggregation step is very fast and scales linearly with respect to the number of examples. Then a SVM is built on a set of weighted examples which are the exemplars of their respective bins. Our experiments indicate that bit reduction SVM (BRSVM) significantly reduces the training time and prediction time with a minimal loss in accuracy. It outperforms random sampling on most data sets when the data are not over-compressed. We also find that on one high dimensional data set, that bit reduction does not perform as well as random sampling, thus providing a limit on the performance of BRSVM for high dimensional data sets.
Bit reduction SVM
Bit reduction SVM (BRSVM) works by reducing the resolution of examples and representing similar examples as a single weighted example. In this way, the data size is reduced and training time is saved. It is simple and much faster than clustering. Another even simpler data reduction method is random sampling. Random sampling subsamples data without replacement. Compared to weighted examples, random sampling suffers from high variance of estimation in theory [3] . In spite of its high variance, random sampling has been shown to work very well in experiments [12] [16] where it was as accurate as or slightly less accurate than more complicated methods.
There are three steps involved in bit reduction for a SVM: normalization, bit reduction and aggregation.
1. Normalization is used to ensure equal resolution for each feature. To avoid losing too much information during quantization, an integer is used to represent each normalized feature value. The integer I(v) for a floating point value v is constructed as follows:
where Z is an arbitrary number used to scale v and function int(k) returns the integer part of k. In this way, the true value of v is kept and only I(v) is used in bit reduction. In our experiments, we used Z = 1000.
Bit reduction is performed on the integer I(v).
Given b, the number of bits to be reduced, I(v) is rightshifted and its precision is reduced. We slightly abuse notation here by letting the I(v) in the right hand side of Eq. (1) be the I(v) before bit reduction and I(v) in the left hand side be the I(v) after bit reduction.
where k b shifts the integer k to the right by b bits. Given an r-dimensional example x i =(x i1 ,x i2 ,...,x ir ), its integer expression after bit reduction is (I(x i1 ),I(x i2 ),...,I(x ir )).
3. The aggregation step groups the examples from the same class whose integer expressions fall into the same bin. For each class, the mean of examples within the same bin is computed as their representative. The weight of the representative equals the number of examples from that class. During the mean computation, the real values (x i1 , x i2 , ..., x ir ) are used.
Note the bit reduction procedure reduces data precision. A very large b results in too many examples falling in the same bin. The mean statistic is not enough to capture the location information of many examples. A small b does not provide enough data reduction, thus leaving training slow. The best number of bits reduced (b) varies for different data sets. It can be found by trial-and-error by searching for an appropriate reduction in training data set size. The optimal number b for bit reduction will be used for retraining on the same type of data.
During bit reduction, it is very likely that a bin has examples from many different classes. Therefore, in the aggregation step, the mean statistic of examples in the same bin was computed individually for each class. This can at least alleviate the side effect of grouping examples from different classes into the same bin. As a result, one bin may contain weighted examples for multiple classes.
We implemented a hash table for the aggregation step as done in [6] . Universal hashing [4] was used as the hash function. Collisions were resolved by chaining. When inserting the bit-reduced integer values into the hash table, we used a list to record the places that were filled in the hash table. The mean statistics were computed by re-visiting all the filled places in the hash table. The average computational complexity for our implementation is O(m).
Following [13] , we describe how to train a weighted SVM in more detail in this subsection.
Given examples x 1 , x 2 , ..., x m with class label y i ∈{-1,1}, a SVM solves the following problem
subject to:
where w is normal to the decision boundary (a hyperplane), C is the regularization constant that controls the trade-off between the empirical loss and the margin width, the slack variable ξ i represents the empirical loss associated with x i . In the case of weighted examples, the empirical loss of x i with a weight β i is simply β i ξ i . Intuitively, it could be interpreted as β i identical examples x i . Accumulating the loss of the β i examples results in a loss of β i ξ i . Substitute ξ i with β i ξ i in Eq. (2), and we derive the primal problem of a weighted SVM:
The constraint in Eq. (3) remains unchanged because the constraint for each of the β i examples x i is identical. The β i identical constraint formulas can be reduced to one constraint as shown in Eq. (3).
Introducing the Lagrangian multiplier α i , Eq. (3) leads to
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where α is the vector (α 1 , α 2 , ..., α m ).
The dual form of a weighted SVM is derived from Eq. (4).
The dual form of a weighted SVM is almost identical to a normal SVM except for the boundary condition of α i ≤ Cβi m while in a normal SVM α i ≤ C m . Therefore, efficient solvers for a normal SVM such as the SMO [14] can be used to solve a weighted SVM by modifying the boundary condition slightly.
Experiments
We experimented with BRSVM on nine data sets: banana [15] , phoneme [5], shuttle [11] , page, pendigit, letter [10] , SIPPER II plankton images [8] , waveform and satimage. They come from several sources ranging in size from 5000 to 58,000 examples and from 2 to 36 attributes.
The Libsvm tool [2] for training support vector machines was modified and used in all experiments. The RBF kernel (k(x, y) = exp(−g x − y 2 )) was employed. The kernel parameter g and the regularization constant C were tuned by a 5-fold cross validation on the training data. We used the same training and test separation as given by original uses of the data sets. For those data sets which do not have a separate test set, we randomly selected 80% of the examples as the training set and 20% of the examples as the test set. We built SVMs on the training set with the optimal parameters and reported the accuracy on the test set. All our experiments were run on a Pentium 4 PC at 2.6 GHZ with 1 GB memory under the Redhat 9.0 operation system.
Since the compression ratios with pure bit reduction drop very fast on some high-dimensional data sets (e.g. from 10,000 to 300 examples), we used a simple solution to get a better compression ratio: unbalanced bit reduction (UBR). UBR works by reducing a different number of bits for different attributes. For instance, if reduction of a bits results in very little compression while reduction of a + 1 bits compresses the data too much, UBR randomly selects s attributes to reduce a + 1 bits while it applies a-bit reduction to the rest of the attributes. In this way, an intermediate compression ratio can be obtained. Since trying all of attributes to get a desired compression ratio is time consuming especially for high dimensional data sets, we used a binary search to find the optimal s. Table 1 summarizes the performance of BRSVM on all nine data sets. The second column is the optimal b and s resulting in a "good" compression ratio, at which BRSVM achieves significant speedup with an accuracy loss less than 1.2%. The compression ratio is defined as # of examples after bit reduction # of examples .
The accuracy loss in the fourth and the last column is defined as (accuracy of SVM − accuracy of BRSVM/Random sampling). The random subsampling ratio is set to equal the compression ratio of BRSVM. Since the random sampling has a random factor, we did 50 experiments for each subsampling ratio and recorded the average statistics. The number in bold means the loss is not statistically significant.
BRSVM works well on the nine data sets. At a small accuracy loss (less than 1.2%), the training and prediction speedup ratios range from 1.3 and 1.1 on the data set with the highest dimension to 245.2 and 33.0 on the lower dimensional data sets. Although accuracy loss exists (e.g. statistically significant) on seven out of nine data sets, it is small (less than 1.2%) and potentially acceptable to save time on large data sets. It is also more accurate than random sampling on most data sets.
Although random sampling has higher variances in theory, it works fairly well in our experiments except for banana and phoneme where random sampling is more than 2% less accurate than BRSVM. It performs only slightly worse than BRSVM on six out of nine data sets. This phenomenon was also observed in [12] [16] , where complicated data squashing strategies brought small or no advantages over random sampling. On satimage-the highest dimensional data set, random subsampling is slightly more accurate than BRSVM. We also observed when a large compression ratio is needed, random sampling outperforms BRSVM especially on high dimensional data sets.
One advantage of our approach when compared with other squashing approaches [1, 13] is that the time to do the squashing is minimal. The longest time required to squash data was a 10 bit reduction on the shuttle data set and that was .07 seconds. The time to squash the data for pendigits took the second-most time at 0.03 seconds. The compression time is typically orders of magnitude less than the training time whereas in [13] it was sometimes two orders of magnitude greater than the training time. We specifically compare on the Adult data set from the UCI repository using a linear kernel. The same training/test sets were used. Our accuracy was 83.98% and 83.924% after 9 bit reduction, which is a bit better than their accuracy of 82.95%. In training time, our data reduction to training time ratio was 0.0038 compared to 662. The time required for data reduction in our approach was significantly less. Our speed-up was 5.5 times vs. 8.7 times for them. Since the processors used are different it is hard to compare times, but we believe they have a much faster classifier based on the listed times 
Conclusion
In this paper, a bit reduction SVM is proposed to speed up SVMs' training and prediction. BRSVM groups similar examples together by reducing their resolution. Such a simple method reduces the training time and the prediction time of a SVM significantly in our experiments when bit reduction can compress the data well. It is more accurate than random sampling when the data set is not over-compressed. BRSVM tends to work better with relatively lower dimensional data sets, on which it is more accurate than random sampling and also shows more significant speedups. Therefore, feature selection methods might be used to reduce the data dimensionality and potentially help BRSVM to obtain further speedups. It should be noted that no feature reduction has been done on most of the data sets used in our experiments.
We can also conclude if a very high speedup is desired in which a high compression ratio is required, random sampling may be a better choice. This tends to happen with high dimensional data.
