"Leading safety indicators" are variables that are known to correlate with lagging indicators such as accidents. When a leading indicator suggests that the risk of a safety incident is increasing, the safety manager can intervene and mitigate the risk. This paper presents the results of a recently completed study of leading indicators using a data set from an onshore oil and gas drilling operation. This research leverages the results of two previous studies on the same data set to identify leading indicators and to provide guidance regarding intervention. This case study is intended to demonstrate how a quantitative approach can provide specific guidance to safety managers regarding safety policy and decision-making.
INTRODUCTION
Quantitative models of safety and environmental incidence and reporting allow managers to connect specific elements of the safety management system (SMS) to outcomes. Results can be used to allocate resources to the incident prevention policies with the largest benefit/cost ratios. An emerging area of quantitative analysis is on the subject of "leading safety indicators." These indicators are variables that are known to correlate with lagging indicators (e.g. actual safety incidents, near misses). The concept is best explained in the form of a question: "If an accident occurred at time t, what was happening in the preceding time periods that indicated a deterioration in safety conditions?" The potential value of an accurate leading indicator is clear. When the leading indicator is headed in the wrong direction, the safety manager can intervene and mitigate the oncoming risk.
This paper presents the results of a recently completed study of leading indicators using a data set from an onshore oil and gas drilling operation. This research leverages the results of two previous studies on the same data set to identify leading indicators and to provide guidance regarding intervention. This case study is intended to demonstrate how a quantitative approach can provide specific guidance to safety managers regarding safety policy and decision-making. While all of the results of the case study are not generalizable, they demonstrate the potential for regression analysis as a data analysis and management tool within the SMS.
REGRESSION ANALYSIS
Regression analysis is a mathematical method that is used to estimate relationships between a dependent variable and one or more independent variables that are thought to influence the dependent variable. The attractiveness of regression analysis is its multivariate structure, conceptual simplicity, ease of interpretation, and the ability to use results to make predictions. Examples of regression analysis as applied to safety in the oil and gas industry can be found in Fleming et al. (1996) , Iledare et al. (1997) , Huang and Fu (1999) , Shultz (1999) , Shultz and Fischbeck (1999), Mearns, Whitaker, and Flin (2001) , Conchie and Donald (2006) , Malallah (2009), and Winter et al. (2010) .
The primary purpose of this study is to identify leading safety indicator variables. The objective is to test whether safety performance in the current period t is dependent on the levels of the leading indicators in preceding periods t-1, t-2, etc. An ordinary least squares model (OLS) and a Poisson model are specified.
Ordinary least squares
A general form of the OLS specification used in this study is given in Equation (1). The level of the dependent variable y at time t is specified as a function of a constant α, g contemporaneous control variables (x), and h lagged leading indicator variables (z) with j lags. The constant and coefficients β and γ are estimated.
(1)
The procedure for implementing OLS is to minimize the sum of the squared residuals (across all n observations) where the residual is defined as the difference between the actual value and the predicted value. The resulting coefficient estimates are unbiased if one assumes that the error term is independently and identically distributed with a mean of zero and a constant variance (plus other assumptions, see Johnston and DiNardo (1997) ). A summary of common estimation problems and their implications is available Jablonowski and MacEachern (2010) . The coefficient estimates must be tested for significance, that is, a test whether they are statistically different than zero. A common threshold for statistical significance in empirical work is a 95% confidence interval. However, for variables that exhibit a level of significance less than but close to 95%, the variable is often considered clinically significant and retained in the regression equation.
Poisson
When the dependent variable is a count variable and/or is unbalanced (i.e. observations on the dependent variable are concentrated around one or a few values), OLS may not be the best choice of regression model. In these cases, other models are often more descriptive of the underlying phenomenon. For example, if the dependent variable is defined as a binary variable representing whether or not a serious injury occurred in month t, then a binary model such as probit or logit would be appropriate. In this study, all incidents that occur in a given rig-month are added to create the dependent variable observation. This structure warrants the specification of a Poisson model. In a Poisson model, each observation is assumed to be drawn from a Poisson distribution which has the probability density function (pdf) as defined in Equation (2), assuming that the time interval of the observation is set to unity.
( 2) Covariates are introduced by defining ln(λ t ) to be a function of the independent variables in an identical fashion to the right hand side of Equation (1). The model is estimated using the maximum likelihood method. This specification assumes that observations are independent, and that all stochastic variation is captured by the independent variables. The Poisson regression imposes the restriction that the variance equals the mean (equidispersion). In the case where the variance exceeds the mean, the Poisson model is overdispersed and may produce inefficient standard errors. Test for overdispersion in this analysis failed to reject the null hypothesis of equidispersion.
DATA SET
A data set was organized for a regional study of onshore drilling safety performance using an operator-provided data set on safety incidents. Observations were taken over a 24 month period spanning August 2006 to July 2008. A total of 10 rigs were surveyed. Two previous studies on this data set have been completed and are hereafter referred to as "the previous studies" (see Jablonowski: 2010a Jablonowski: , 2010b ).
Unit of observation
The unit of observation is defined as a rig-month. Data is collected for each rig in each month of the study period. Thus, many of the variables defined below represent aggregations of higher frequency data, and this is explained where appropriate. The final data set used in this analysis contained 192 observations.
Dependent variable
Incident data was collected for fatalities, serious injuries, minor injuries, near misses, spills, and unsafe conditions. While analysis can be performed on these data individually, it was decided to aggregate four categories of events to create the dependent variable for analysis. For each rig-month, the dependent variable is created by summing events as follows: y = fatalities + serious injuries + minor injuries + near misses. The events are not weighted in any way. Figure 1 provides 
Independent variables
The independent variables in this study are grouped into two categories. The first category contains the variable to be tested for its potential as a leading indicator. The second category contains control variables that have been shown to be important in determining safety performance in the previous studies.
Leading indicator
This variable, denoted as LI, is the count of the number of safety interventions and/or reports made by workers and supervisors when unsafe practices or conditions were observed. For example, when a worker observes an unsafe act being committed by a fellow worker, he intervenes to stop the activity, and a report is filed describing the incident. Most companies have a mode for reporting such events as part of their SMS. It is commonly believed that robust reporting of such events improves the safety climate and performance. Thus, a decline in these interventions and reports may be indicative of a decline in the safety climate and could indicate an increased risk of incidents. Four specifications of the LI variable are defined as shown in Equations (3) through (6). The lag variable defined by Equation (3) is not useful as a leading indicator because all of the information is not available prior to period t, however, it is included in the analysis to test for its utility as a control variable. 
To be clear, the goal of the SMS is to improve safety performance and to create an incident-free workplace. Thus, a declining trend in LI could be indicative of achieving this goal, i.e. an actual reduction in unsafe practices or conditions. Notwithstanding progress in achieving this goal, there are likely to be short-term fluctuations in the LI, and it is these fluctuations which will be tested for their potential as leading indicators.
Control variables
Variables in this category have been shown to be important in determining safety performance in the previous studies and are included as control variables. They are all defined for the current period, t, unless noted otherwise. Results for these variables are not included in the discussion below; the reader is referred instead to the previous studies (Jablonowski: 2010a (Jablonowski: , 2010b ).
• UniqueSupervisors: This variable is defined as the number of unique supervisors who worked on a rig in a given rig-month. Having more supervisors makes it more likely that all incidents are observed and reported.
• SupervisorTurnover: This is a binary variable that takes a value of 1 if the supervisory team is different in the current rig-month than the previous rig-month. Turnover mitigates complacency, results in new perspectives at the job site, and is a way of sharing information and best practices across the organization.
• WellType: This binary variable takes a value of 1 for exploration wells and 0 for all other wells. In cases where multiple well types were drilled in the same rig-month, the variable is coded based on the dominant well type. Differences in engineering design and operations between well types create different safety risks.
• RigMove: This binary variable takes a value of 1 if a rig move occurred in the rig-month and 0 otherwise. This variable controls for the fact that rig move activities pose different safety risks than drilling operations.
• Inspections: This variable counts the number of safety inspections conducted by the local safety organization in a given rig-month. Inspections cover all activities performed by the owner and contractor staff. These inspections include hazard identification, health issues, review of records, and actions from prior inspections. Previous study of this variable suggested a lagged effect on incidence, and a contemporaneous effect on reporting.
• Rig#: Binary variables are defined for each of the 10 rigs in the data set. These variables model shifts in performance not captured by other variables. Differences exist between rigs in incidence and reporting.
• LI: This variable counts the number of interventions in the current period and is denoted as LI t .
RESULTS AND DISCUSSION
The results from three OLS models based on variations of Equation (1) contemporaneous specification of the leading indicator, LI t , which exhibits a negative sign and is statistically significant. Model 2 is the result of a two step process. First, the four lagged specifications of LI were added. Second, control variables with t-statistics less than 1 were eliminated from the model. All of the LI variables were retained regardless of their statistical significance. The results suggest that none of the LI variables are statistically significant. This result is explained in part by the correlation of these variables with each other; this attribute affects the estimates of the variance-covariance matrix.
Model 3 is the result of investigations into different combinations of the LI variables to learn which individual LI variable or combinations thereof are consistently significant. Only one of these variables, LI 1 2 , stands out (at a 90% significance level). The sign is negative, indicating that a decline in the indicator between months t-2 and t-1 results in an increase in the number of safety incidents in month t. This result is consistent with the hypothesis discussed above that suggested a decline in interventions and reports may indicate an increased risk of incidents. The results also suggest that trends from more distant periods are not important in determining performance in the current period. The OLS models exhibit R 2 values of ~0.30 which is judged to be acceptable given the complexity of safety phenomenon. The same sequence of analysis was used for the Poisson in Models 4, 5, and 6, and the results are reported in Table 2 . The results are very similar to the OLS with respect to signs and significance.
The results of the regression analysis suggest that LI 1 2 can be used as a leading indicator. However, it is appropriate to ask whether it is worthwhile to intervene when there is a small change in the indicator, or can small fluctuations be interpreted as noise and ignored? The regression analysis does not provide sufficient information to define an intervention policy. Additional analysis on the leading indicator is required to provide specific guidance. New leading indicator variables, p, can be defined as binary variables that take on a value of 1 for negative values of the percent change in the indicator that exceed a threshold value, ϕ. This assignment is represented in Equation (7). Regression analysis of these binary variables will indicate the minimum percentage change that is required to expect a change in the dependent variable. In practice, no action would be warranted unless the percentage change exceeds this minimum value. (7) Binary variables were defined based on values of ϕ in 10 percent increments. Models 3 and 6 were used, replacing LI 1 2 with the newly defined binary variables, and both Models resulted in a critical threshold value of approximately 60% (at a 90% significance level). This result suggests that in this operating area, or in other operating areas with similar technology and norms, an intervention is warranted when the change in the indicator variable LI 1 2 exceeds 60%. The relationship was observed to degrade slightly for larger values of ϕ; this was not expected but it is a plausible result if the data set already reflects interventions for observations with large declines in the indicator variable. This result can be used to create a statistical process control chart as depicted in Figure 2 . The chart is drawn with data on the leading indicator from two rigs in the data set. RigA exhibits two potential intervention points while RigB never exceeds the threshold. A chart like this can be used in real-time by the safety manager.
A final note of caution is needed regarding the identification of leading indicators. First, when a leading indicator is identified and an intervention plan is put into place, then over time the relationship between the indicator and safety performance will degrade and ultimately be eliminated (if the intervention policy is effective). Therefore, analysis done in the future will not indicate a relationship between the leading indicator and safety performance. But this should not be interpreted as evidence that the leading indicator is no longer appropriate, rather it should be interpreted as evidence that the intervention policy is working. Also, this same phenomenon makes it difficult to identify leading indicators that are already being used effectively (based on experience and/or anecdotal evidence) as signals for intervention. In this case, the lack of statistical evidence would not be a sufficient reason to alter or cancel an existing intervention policy that is otherwise believed to be working.
CONCLUSION
This paper presents the results of a recently completed study of leading safety indicators using a data set from an onshore drilling operation. The analysis suggests that a viable leading indicator exists in the form of a lagged specification on one of the oil company's existing safety metrics. Additional analysis of the leading indicator suggests a critical threshold for intervention. More generally, this study demonstrates how a quantitative approach can provide specific guidance to safety managers regarding safety policy and decision-making. While all of the results of the case study are not generalizable, they demonstrate the potential for regression analysis as a data analysis and management tool within the SMS. More empirical research is needed. That is, this study was completed for one oil company in one region and covered a narrow time window. When multiple empirical studies are produced that include data across oil companies, contractors, operating areas, cultures, etc., then definitive conclusions are possible.
