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Abstract: A modulated icosahedral shell with an inclusion is a concise description of many viruses, including recently-
discovered large double-stranded DNA ones. Many X-ray scattering patterns of such viruses show major polygonal fringes, 
which can be reproduced in image reconstruction with a homogeneous icosahedral shell. A key question regarding a low-
resolution reconstruction is how to introduce further changes to the 3D profile in an efficient way with only a few 
parameters. Here, we derive and compile different analytical models of such an object with consideration of practical optical 
setups and typical structures of such viruses. The benefits of such models include 1) inherent filtering and suppressing 
different numerical errors of a discrete grid, 2) providing a concise and meaningful set of descriptors for feature extraction in 
high-throughput classification/sorting and higher-resolution cumulative reconstructions, 3) disentangling (physical) 
resolution from (numerical) discretization step and having a vector graphics format for visualization or further analysis at 
arbitrary scales, 4) eliminating the phase-retrieval step and enforcing transparent, relevant, and controlled type/level of a-
priori information in a real-space formulation, and 5) evaluating the reflections and surface resonances of an icosahedral 
object, and hence corrections for the common scattering model. 
Keywords: icosahedron, icosahedral, virus, analytical model, scattering, Fourier transform 
1. Introduction 
1.1. Biophysical context 
Large double-stranded DNA viruses (1) are interesting entities not only at fundamental biological level (a virus being 
infected by another virus, complex correlated genetic and proteomic codes …), but also as test cases for single-particle 3D 
imaging with X-rays or electron microscopy (EM). 
Major dark-bright polygonal fringes observed in experimental 2D X-ray scattering patterns (2) can be reproduced with 
just a homogeneous icosahedral shell. A more detailed reconstruction also includes A) modulations of the shell and B) an 
inclusion inside the shell. These two considerable modifications (in real-space) introduce small perturbations to the dominant 
polygonal fringes (in the Fourier space). Disentangling such weak/noisy/correlated signatures can be facilitated by an 
analytical model. 
Here, we are concerned with translating the known geometrical information (icosahedral shell) and unknown information 
(shell gradients and inclusion) into an efficient few-parameter analytical model of scattering. We demonstrate the practical 
feasibility of such minimal models in a follow-up report by applying them to experimental X-ray scattering data from two 
viruses, namely CroV (3) and PBCV-1 (4). 
Extraction of the highest possible resolution or a comprehensive validation of the reconstructions is beyond the scope of 
this contribution. The insight from this study, however, can be used to define tangible figures of merit for validation 
purposes. 
While the mathematical derivations regarding Fourier transforms are self-consistent, applying them to optical scattering 
data is based on the common (Geometrical) scattering model. General electromagnetic considerations regarding this 
assumption have been detailed elsewhere (5,6). Here, we address two such challenging cases (reflection and resonance) for 
the specific case of an icosahedral object. 
1.2. Mathematical context and the proposed approach 
Despite a rich literature on icosahedral symmetry, considerably less attention has been paid to applying such formulations to 
the icosahedron itself. Only recently, an analytical formula for the 3D Fourier transform of a solid icosahedron has been 
reported (7). Previous formulations of icosahedral symmetry are dominantly concerned with either 
1) A quasi-crystal as the projection of a 6D object with translational symmetry in 3D space (8), or 
2) Low-resolution fit to the solution scattering data with a model comprising icosahedrally-symmetric clusters of dense 
atoms on a spherical shell (9), or 
3) General expressions (with a lot of parameters and potential uncertainties about uniqueness of solutions) for general 
icosahedrally-symmetric objects (10,11). 
Our approach here has nothing to do with the first one (quasi-crystals), even though such a viewpoint may give additional 
insights. The second approach (spherical surfaces) is indeed a 2-variable problem, whereas the approach proposed here 
models the full 3D volume density by considering flat surfaces of a solid icosahedron (with possible deformations). The 
approach proposed here can easily evolve into the third one and achieve its acclaimed completeness by choosing a thick 
enough icosahedron and sufficient number of modulating terms. However, our major concern (in handling low-resolution X-
ray scattering data) and the major benefit of the approach proposed here is explicit and controlled use of a-priori information 
and using as few nontrivial parameters as possible, as depicted in Figure 1. 
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Figure 1: The rich information content of a graded icosahedral shell can be decomposed into 1) the rich known information content of an icosahedral shell with 
uniform density and 2) one few-parameter modulating function. 
1.3. Outline 
This report has been organized as follows. The geometry of an icosahedron and the rotations associated with it are briefly 
defined in Section 2. Analytical and semi-analytical formulae for the 3D Fourier transform of an icosahedral object with 
different modulation schemes (mimicking apparent patterns in viruses and having simple mathematical representations) are 
presented in Section 3. Section 4 addresses the topic of spherical harmonic spectrum of an icosahedral object and its relation 
with Fourier spectrum. Section 5 presents analytical formulation of reflections from icosahedral objects; required for 
systematic optical alignment and interpretation of unorthodox scattering patterns from stream of hydrated viruses. Finally, 
conclusions are made in Section 6, and mathematical derivations are detailed and further discussed in Sections I to XIV of 
Supplementary Materials. 
2. Geometrical model of an icosahedron 
2.1. Coordinates and orientation 
A solid icosahedron with uniform density (ρ=1) embedded in a zero-density environment is characterized with a single 
geometrical parameter of size Rico, taken to be the radius of the corresponding circumscribed sphere (one that touches all 
vertices of the icosahedron). Without loss of generality, we consider the case with Rico=1 here, and scale the results for 
arbitrary cases later. The coordinate system is defined such that 
1. The z-axis is along a 5-fold symmetry axis of the icosahedron. 
2. The origin of the coordinate system coincides with the center of the icosahedron. 
3. One of the five “upper” vertices (with 0 < z < 1) lies in the x-z plane. 
With this common convention and defining the angles Ω = 2𝜋/5, 𝜃𝑐 = tan−1(2) , and 𝛼 = tan−1�3 − √5�, the 
coordinates and the indices of the 12 vertices (Figure 2 (left)) in spherical coordinate (𝑟,𝜃,𝜑) can be written as: 
− Top vertex: V1 (1,0,0) 
− 5 Upper vertices: Vn+1 (1, 𝜃𝑐,(n − 1)Ω), where 1 ≤ 𝑛 ≤ 5 
− 5 Lower vertices: Vn+6 (1,𝜋 − 𝜃𝑐,(n + 1.5)Ω), where 1 ≤ 𝑛 ≤ 5 
− Bottom vertex: V12 (1, 𝜋,0). 
 
  
Figure 2: (Left) Indexed vertices and (Middle) indexed faces of an icosahedron with the face number written in the middle of a face. (Right) The face number 1 
of the icosahedron is formed by the vertices (V1,V2,V3), which are also denoted as (B,C,A). The three vertices B, C, and A define not only the flat triangle BCA, 
but also a spherical triangle BCA, which is 1/20th of the unit sphere. With icosahedral symmetry, the spherical map of 3D rotations (excluding mere in-plane 
ones) is limited to 1/60th of the surface of the sphere. This irreducible rotation zone is 1/3rd of the surface of the spherical triangle BCA. 
 
The lower half of the icosahedron is the inversion of the upper half. With vertex indices defined as above, one can write in 
the Cartesian coordinate: Vn+6 = -Vn for 1 ≤ 𝑛 ≤ 5 and V12 = -V1. 
By connecting adjacent vertices {Vi,Vj,Vk}, the convex surface of the icosahedron is formed as a set of 20 equilateral 
triangles, shown in Figure 2 (middle). The coordinate of the mid-point of the triangle ViVjVk is the arithmetic mean of vertex 
coordinates in the Cartesian system (OVi+OVj+OVk)/3, and has a distance of cos(α) from the origin. Specifically, the 
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midpoint of the triangle V1V2V3, shown as BCA in Figure 2 (right), has the following spherical coordinates 𝐹 =(cos(𝛼) ,𝛼,Ω/2). 
2.2. Rotations 
As a 3D object, an icosahedron has 2-fold, 3-fold, and 5-fold symmetry for planar rotations (around specific directions) and 
overall 60-fold symmetry for 3D rotations. A planar 2D section through an icosahedron can feature 2-fold, 3-fold, or 5-fold 
symmetry. An orthogonal 2D projection of an icosahedron can feature a combined (such as 6-fold) symmetry, as frequently 
seen in X-ray scattering or EM measurements. 
There exist 60 rotation matrices that superimpose an ordered triangle (triplet of adjacent faces) ViVjVk on another ordered 
triangle VmVnVp (including itself). These rotation matrices are R60([i,j,k][m,n,p]) = [vm | vn | vp] [vi | vj | vk] -1, where vx is 
the (3x1) column matrix representation of the coordinate vector Vx. 
Only 1/3 of these rotations (20 ones) superimpose one face onto all faces (including itself). The other 2/3rds simply rotate 
the triangles around their centers and change the sequence of vertices. We consider R20 to be all 20 rotations that 
superimpose V1V2V3 onto all faces. These 20 rotation matrices are not unique. However, given the 3-fold symmetry of a 
triangle, applying such rotation matrices (irrespective of the permutation of vertex indices) reproduces all 20 copies of the 
triangle V1V2V3. In derivation of Fourier transforms, both R60 and R20 matrices are required (Section I in Supplementary 
Materials). 
2.3. Irreducible rotation zone 
In the Euler angles model of 3D rotation, two (polar and azimuthal) angles can be represented on the surface of a sphere. The 
implication of (mere) icosahedral symmetry for 3D rotations is to limit the surface of this sphere to 1/60th, referred to as the 
irreducible rotation zone (I). One possible choice of this irreducible zone (as in the common EM data processing suite 
EMAN) is the spherical triangle 𝐵𝐶𝐹′, where 𝐹′ = (1,𝛼,Ω/2) is the midpoint of the spherical triangle BCA. So, zone I is 
characterized as : 0 ≤ 𝜙 ≤ Ω/2 ; 0 ≤ 𝜃𝐶𝐴 ≤ cot−1(𝐺 cos(Ω − 𝜙)), in which 𝐺 = (√5 + 1)/2  is the golden ratio (12). 
With additional inversion (Friedel) symmetry, the irreducible rotation zone is further limited by one half (Ih); i.e., to 
1/120th of the surface of the sphere. The set of all possible 2D (EM or X-ray) snapshots of a 3D object with icosahedral 
symmetry (excluding redundant in-plane rotations) is sufficiently described with 2 rotation parameters limited to the 
irreducible rotation zone (I or Ih). An Ih map of 2D projections of the bovine papilloma virus (with different, yet equivalent 
coordinates of the irreducible zone) is shown in Figure 12 in (13). 
 
3. 3D Fourier spectrum 
3.1. Solid icosahedron with uniform density 
Each triangular face of an icosahedron caps a volume seen at a solid angle of 4π/20 stradians from the origin. This volume is 
further capped with 3 other triangular faces; i.e., a total of 4 faces making an irregular tetrahedron. Knowing the 3D Fourier 
transform of one such tetrahedron (and utilizing the commutative property of 3D rotation and 3D Fourier operators), the 3D 
Fourier transform of the icosahedron is obtained by applying the 20 rotations 𝑅20 and adding up the results. So, the problem 
(not only for an icosahedron, but also for other symmetric convex polyhedra) is simply reduced to the Fourier transform of a 
single tetrahedron.  
The first tetrahedron, OBCA in Figure 2 (Top-Right), is limited to the following coordinates (Section II in Supplementary 
Materials): 
Spherical coordinate: 0 ≤ 𝜙 ≤ Ω 0 ≤ θCA(𝜙) ≤ cot−1[cot(𝜃𝑐)sec (Ω/2)cos (𝜙 − Ω/2)] 0 ≤ 𝑟𝐵𝐶𝐴(𝜃,𝜙) ≤ [cos(θ) + sin(θ) tan(α) cos(𝜙 − Ω/2)]−1 
 
Cartesian coordinate: 0 ≤ 𝑦 ≤ √𝐺 
𝑦/tan (Ω) ≤ 𝑥(𝑦) ≤ sin (θ𝑐) − tan (Ω/2)𝑦 cot(θ𝑐) [𝑥 + tan(Ω/2)𝑦] ≤ 𝑧(𝑥,𝑦) ≤ 1 − tan (α)cos (Ω/2)[𝑥 + tan(Ω/2)𝑦] 
3.1.1. Integration in the Cartesian coordinate 
Knowing the boundaries of the first tetrahedron, its Fourier transform is written as 
 
𝐹𝑇1/20−𝑆−𝐼𝐻(𝒒) = � 𝑑𝑦𝑒−𝑖2𝜋𝑦𝑞𝑦 � 𝑑𝑥𝑒−𝑖2𝜋𝑥𝑞𝑥𝑥=𝑠𝑖𝑛(𝜃𝑐)−𝑡𝑎𝑛(𝛺/2)𝑦
𝑥=𝑦/𝑡𝑎𝑛(𝛺) � 𝑑𝑧𝑒−𝑖2𝜋𝑧𝑞𝑧
𝑧=1+𝑐1𝑥+𝑐1𝑡𝑎𝑛(𝛺/2)𝑦
𝑧=𝑐𝑜𝑡(𝜃𝑐)𝑥+𝑐6𝑦
𝑦=𝑐2
𝑦=0
 
The constants 𝑐𝑛 are related to trigonometric functions of the angle Ω =  2𝜋/5, and have been defined in Section III of 
Supplementary Materials. They have all been listed with reduced irrational expressions that can be calculated with arbitrary 
floating point accuracy. 
All integrals encountered in the calculation of 𝐹𝑇1/20−𝑆−𝐼𝐻(𝒒) simply include exponential integrands (possibly modulated 
with a monomial). Using a simple lemma, defining a complex generalization of the sinc function, and some simple functions 
of the spatial frequency vector 𝒒, such integrals can be easily evaluated analytically (Sections IV, V, and VI of 
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Supplementary Materials). Evaluation of the first, the second, and the third integrals in different cases have been detailed in 
Sections VII, VIII, and IX of Supplementary Materials, respectively. The final result is 
 
𝐹𝑇1/20−𝑆−𝐼𝐻(𝒒) = [η0 + η1]E�qy − c13qx� + η2𝐸�𝑞𝑦 + 𝜂4� + η3𝐸�𝑞𝑦 + 𝜂5� 
 
, where 
𝐸(𝑝) = � 𝑒−𝑖2𝜋𝑝𝑦𝑑𝑦𝑦=𝑐2
𝑦=0
= �𝑐2 𝑒−𝑖2𝜋𝑐2𝑝 − 1−𝑖2𝜋𝑐2𝑝  𝑖𝑓 𝑝 ≠ 0  
𝑐2                        𝑖𝑓 𝑝 = 0  
𝜂0(𝑞𝑥, 𝑞𝑧) = −𝑒−𝑖2𝜋(𝑞𝑧+sin(𝜃𝑐)(𝑞𝑥+𝑐1𝑞𝑧))4𝜋2𝑞𝑧(𝑞𝑥+𝑐1𝑞𝑧) , 𝜂2(𝑞𝑥 ,𝑞𝑧) = 𝑒−𝑖2𝜋𝑞𝑧4𝜋2𝑞𝑧(𝑞𝑥+c1𝑞𝑧) , 𝜂4(𝑞𝑥 ,𝑞𝑧) = 𝑐14𝑞𝑥 + +𝑐1𝑐4𝑞𝑧 
𝜂1(𝑞𝑥 , 𝑞𝑧) = 𝑒−𝑖𝜋sin(𝜃𝑐)(2𝑞𝑥+𝑞𝑧)2𝜋2𝑞𝑧(2𝑞𝑥+𝑞𝑧)  , 𝜂3(𝑞𝑥 , 𝑞𝑧) = −12𝜋2𝑞𝑧(2𝑞𝑥+𝑞𝑧) , 𝜂5(𝑞𝑥 , 𝑞𝑧) = cot(Ω)𝑞𝑥 + (𝑐4/2)𝑞𝑧 
3.1.2. Ambiguities 
While the ambiguity of the function 𝐸(𝑝) at 𝑝 = 0 has been explicitly removed, vanishing denominators of other terms give 
rise to ∞−∞ ambiguities. To be on the safe/fast side computationally and also to have a closed-form expression (rather 
than an infinite series) analytically, we have treated the calculation of the triple integral in such cases separately (Section IX 
of Supplementary Materials). As expected, all ambiguities correspond to a finite value and not a singularity. 
3.1.3. Full icosahedron 
Given the inversion symmetry of an icosahedron, the Fourier transform of the entire object is real, and has the same 
contribution (to the real part) from the upper and the lower tetrahedrons: 
𝐹𝑆−𝐼𝐻(𝒒) = � 𝐹𝑇1/20−𝑆−𝐼𝐻20
𝑛=1
(𝑅𝑛−1𝒒) = 2� 𝑅𝑒{𝐹𝑇1/20−𝑆−𝐼𝐻10
𝑛=1
(𝑅𝑛−1𝒒)} 
3.1.4. Integration in Spherical coordinate 
Having evaluated the Fourier transform triple integral in the Cartesian coordinate, one can establish different identities by 
rewriting the Fourier transform in spherical coordinate. Some such identities have been listed in Sections X and XI of 
Supplementary Materials. 
 
3.2. Achiral spherical deformation 
3.2.1. Significance 
An important modulation of a solid icosahedron is one that deforms its surface towards a spherical shell with icosahedral 
modulation. Such a deformation can be quantified using a single parameter of sphericity, (sphere factor in the software suite 
Chimera (14)). Mathematically, this deformation could also be modeled with the modulation schemes described in 
subsequent Sections. However, these alternative schemes would require more parameters, and would face a more 
challenging optimization problem in estimating the parameters from experimental data. 
The modulation scheme with sphericity has another advantage of being correlated with (bio-) physical properties, such as 
the amount of surface tension (stress) on the capsid, in a more intuitive way. It can potentially serve as an index, along with 
other proposed indices (15), to correlate physical and geometrical properties. 
Deformation based on sphericity leaves the icosahedron achiral, as opposed to the scheme addressed in Sec. 3.5.3 giving 
rise to a chiral object. 
3.2.2. Formulation of geometry 
Consider a surface 𝑟 = 𝑟𝑜𝑢𝑡(𝜃,𝜙) that lies everywhere between the surfaces of the icosahedron 𝑟 = 𝑟𝑖𝑐𝑜(𝜃,𝜙) and the 
corresponding circumscribed sphere 𝑟 = 𝑟𝑠𝑝ℎ(𝜃,𝜙) = 1. A simple case is when the distance of the new surface from the 
origin at each point is a linear interpolation between the distances of the icosahedral and spherical surfaces 𝑟𝑜𝑢𝑡(𝜃,𝜙) =
𝜎+(1 − 𝜎)𝑟𝑖𝑐𝑜(𝜃,𝜙), where the parameter 𝜎 is the sphericity and spans the range from 0 (icosahedron) to 1 (sphere). As 
shown in Sec. 3.1, 𝑟𝑖𝑐𝑜(𝜃,𝜙) = �cos(θ) + sin(θ) tan(α) cos �𝜙 − π5��−1 over the first face of the icosahedron, and it is 
defined over other spherical angles (𝜃,𝜙) using appropriate 𝑅20 rotations. Such a purely-radial deformation leaves the range 
and the formulation of angular dependencies (of individual faces) intact. 
With sphericity σ, the first tetrahedron will be distorted, as all linear edges (BC, BA, and CA) turn into curves, in addition 
to the flat cap developing a curvature. Projections of BC and BA on the x-y plane are still linear segments (as before), 
whereas the curved shape of CA is seen in the x-y projection. 
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Figure 3: 2D projection of an icosahedron after (achiral) spherical deformation 
3.2.3. Evaluation of Fourier transform 
The Fourier transform of the deformed icosahedron 𝐹𝑆−𝐷𝑒𝑓−𝐼𝐻(𝒒) can be written similar to that of the icosahedron 
𝐹𝑆−𝐼𝐻(𝒒) = � 𝑑𝜙� sin(𝜃)𝑑𝜃𝜃=π
𝜃=0
� 𝑑𝑟𝑟2𝑒−𝑖2𝜋𝑟𝑞𝑐𝑜𝑠(𝛾) 𝑟=𝑟𝑖𝑐𝑜(𝜃,𝜙)
𝑟=0
𝜙=2𝜋
𝜙=0
 
𝐹𝑆−𝐷𝑒𝑓−𝐼𝐻(𝒒)  =   � 𝑑𝜙� sin(𝜃)𝑑𝜃𝜃=π
𝜃=0
� 𝑑𝑟𝑟2𝑒−𝑖2𝜋𝑟𝑞𝑐𝑜𝑠(𝛾) 𝑟=(1−σ)𝑟𝑖𝑐𝑜(𝜃,𝜙)+σ
𝑟=0
𝜙=2𝜋
𝜙=0
 
Here 𝛾 is the geodesic distance between the unit vectors 𝒓�⃗ /𝑟 and 𝒒�⃗ /𝑞 considered as two points on the unit sphere, with cos(𝛾) = cos(𝜃) cos�𝜃𝑞� + sin(𝜃) sin�𝜃𝑞� cos (𝜙 − 𝜙𝑞). The first integration (over the radial coordinate) can be done 
analytically (Section X of Supplementary Materials). Apparent similarity with the case of unperturbed icosahedron does not 
facilitate angular integrations (expressing 𝐹𝑆−𝐷𝑒𝑓−𝐼𝐻 in terms of 𝐹𝑆−𝐼𝐻). The main challenge originates from a nonlinear 
perturbation of 𝑟𝑖𝑐𝑜 as (1 − σ)𝑟𝑖𝑐𝑜 + 𝛔. Derivations, details, and further discussions can be found in (Section XI of 
Supplementary Materials). The final result for the real-part of the first tetrahedron (and using the constants 𝐼 and Φ defined 
in Section XI of Supplementary Materials) is as follows 
𝐹𝑻𝟏/𝟐𝟎−𝑆−𝐷𝑒𝑓−𝐼𝐻𝑹𝒆𝒂𝒍  (𝒒) = �(−𝑞2)𝑛� sin𝑙�𝜃𝑞� cos2𝑛−𝑙�𝜃𝑞� � 𝐼2𝑛,𝑙,𝑚 sin�𝑚𝜙𝑞 + Φ2𝑛,𝑙,𝑚�𝑙
𝑚=0
2𝑛
𝑙=0
∞
𝑛=0
 
Parameters such as 𝐼 and Φ used in these formulations should be calculated numerically. However, such numerical 
calculations are one-time-only data-independent computations and can be done with arbitrarily high accuracy. They are also 
independent of the discrete grid of 𝒒, and can be used to calculate an analytic function of any 𝒒 with no need to interpolation 
or uniform sampling. Numerical calculation of 𝐼 and Φ concerns double integrals on a sphere, with the first integration (over 
the polar coordinate 𝜃) formulated analytically; leaving just 1 numerical integration (over the azimuthal coordinate 𝜙). 
In Cartesian coordinate, even finding the boundaries of integration for 3D Fourier transform (writing integrals, not to 
mention evaluating them) is challenging. The simple spherical coordinate formula for the boundaries are equivalent to 
implicit equations for expressing 𝑧 in terms of 𝑥 and 𝑦, and then 𝑥 in terms of 𝑦. It results in a 12th order polynomial 
equation. With change of variables and using chain’s rule for double integrals, the equation is reduced to a 6th order one, 
which has in principle known solutions in terms of Kampé de Fériet functions (16). Nevertheless, this is just the beginning 
and after all these and one analytical integration, two integrals remain to be evaluated numerically. 
3.3. Multi-layer icosahedral shell 
An icosahedral shell is the set difference between two solid icosahedrons. If the radii of the circumscribed spheres of these 
two spheres are denoted by 𝑅1 and 𝑅2 and the uniform density of the icosahedral shell by 𝜌, the real-space and Fourier-space 
density functions can be written as 
𝑓𝑅1,𝑅2(𝒓) = 𝜌�𝑓𝑆_𝐼𝐻(𝒓/𝑅2) − 𝑓𝑆_𝐼𝐻(𝒓/𝑅1)�  
 
𝐹𝑅1,𝑅2(𝒒) = 𝜌�𝑅23𝐹𝑆_𝐼𝐻(𝑅2𝒒) − 𝑅13𝐹𝑆_𝐼𝐻(𝑅1𝒒)� 
 
Note that as 𝑅 approaches zero, 𝐹𝑆_𝐼𝐻(𝑅𝒒) approaches 1/(𝑅𝑞)2, and 𝑅3𝐹𝑆_𝐼𝐻(𝑅𝒒) simply vanishes, as expected. 
 
Figure 4: Deformation of an icosahedron towards a 2-layer empty shell 
 
In the case of a multi-layer shell, if 𝑅1 and 𝜌1 denote the radius and the density of the innermost solid icosahedron and 𝑅𝑛 
and 𝜌𝑛 the outer radius and density of the shell number 𝑛 (2 ≤ 𝑛 ≤ 𝑁), one can write 
𝑓𝑆𝐻_𝐼𝐻(𝒓) =   𝜌1𝑓𝑆_𝐼𝐻(𝒓/𝑅1) + �𝜌𝑛�𝑓𝑆_𝐼𝐻(𝒓/𝑅𝑛) − 𝑓𝑆_𝐼𝐻(𝒓/𝑅𝑛−1)�𝑁
𝑛=2
 
𝐹𝑆𝐻_𝐼𝐻(𝒒) =   𝜌1𝑅13𝐹𝑆_𝐼𝐻(𝑅1𝒒) + �𝜌𝑛�𝑅𝑛3𝐹𝑆_𝐼𝐻(𝑅𝑛𝒒) − 𝑅𝑛−13 𝐹𝑆_𝐼𝐻(𝑅𝑛−1𝒒)�𝑁
𝑛=2
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3.4. Modulated icosahedral shell 
We consider two modulation schemes with sinusoidal and (orthogonal) polynomial functions. 
 
Figure 5: Deformation of an icosahedral shell with no inclusion by introducing gradients in the shell 
3.4.1. Exponential and graded multi-layer (T4-like) modulations 
𝑓𝑀𝑜𝑑_sin _𝑅1,𝑅2(𝒓) = 𝑓𝑅1,𝑅2(𝒓)�𝑎𝑛𝑒𝑖2𝜋𝒌𝑛.𝒓
𝑛
  𝐹𝑀𝑜𝑑_sin _𝑅1,𝑅2(𝒒) = �𝑎𝑛𝐹𝑅1,𝑅2(𝒒 − 𝒌𝑛)
𝑛
 
Sufficient condition for preserving the icosahedral symmetry is 60-fold icosahedral averaging the above expression 
𝑓𝑀𝑜𝑑_sin _𝑅1,𝑅2_𝐼𝐻(𝒓) = 𝑓𝑅1,𝑅2(𝒓)�𝑎𝑛 � 𝑒𝑖2𝜋(𝑅𝑚−1𝒌𝑛).𝒓60
𝑚=1𝑛
 
𝐹𝑀𝑜𝑑_sin _𝑅1,𝑅2_𝐼𝐻(𝒒) = �𝑎𝑛 � 𝐹𝑅1,𝑅2(𝒒 − 𝑅𝑚−1𝒌𝑛)60
𝑚=1𝑛
 
 
where 𝑅𝑚 matrices denote the 60-fold icosahedral rotation matrices (and a factor of 1/60 has been absorbed in the choice of 
the coefficients 𝑎𝑛). The magnitudes of the spatial frequencies 𝒌𝑛 are determined by the relevant rates of modulations of the 
density function. The directions 𝒌�𝑛 = 𝒌𝑛/|𝒌𝑛|, however, can be limited to the irreducible icosahedral rotation zone to 
remove degeneracies. 
A special case of sinusoidal (complex exponential) modulations is when the faces of the icosahedron are perpendicular to 
the 𝒌𝑛 vector(s). Such patterns are seen, for instance, in the (prolate) icosahedral capsid of 𝑇4 (17). A shell with such a 
modulation can also be considered as a multi-layer shell with reduced number of parameters and with graded (rather than 
steep) density fluctuations. Such modulations are simpler to implement with individual tetrahedra forming the icosahedron: 
𝑓𝑀𝑜𝑑_sin _𝑅1,𝑅2_𝑇1/20(𝒓) = �𝑓𝑇1/20(𝒓/𝑅2) − 𝑓𝑇1/20(𝒓/𝑅1)��𝑎𝑛𝑒𝑖2𝜋𝑘𝑛𝑓�.𝒓
𝑛
 
𝐹𝑀𝑜𝑑_sin _𝑅1,𝑅2_𝑇1/20(𝒒) = �𝑎𝑛�𝑅23𝐹𝑇1/20�𝑅2(𝒒 − 𝑘𝑛𝑓�)� − 𝑅13𝐹𝑇1/20�𝑅1(𝒒 − 𝑘𝑛𝑓�)��
𝑛
 
Where 𝑓 = [sin (𝛼)cos (Ω/2), sin (𝛼)sin (Ω/2), 𝑐𝑜𝑠 (𝛼)] is the constant unit vector perpendicular to the surface of the first 
face of the icosahedron. The function 𝑓𝑇1/20(𝒓) and hence 𝑓𝑀𝑜𝑑_sin _𝑅1,𝑅2_𝑇1/20(𝒓) are limited to one face of the icosahedron, 
only. With the directions of the modulating sinusoidals taken care of, one only needs to choose appropriate scalars 𝑘𝑛; i.e., a 
simple scalar Fourier series, but without the constraint of commensurable (harmonic) values of 𝑘𝑛. For a real-valued density 
function, the expression is further subject to Hermitian symmetry: 
��𝑎𝑛𝑒𝑖2𝜋𝑘𝑛?̂?.𝒓 + 𝑎𝑛∗ 𝑒−𝑖2𝜋𝑘𝑛?̂?.𝒓�
𝑛
= ��𝑏𝑛 cos�2𝜋𝑘𝑛𝑓. 𝒓� + 𝑑𝑛 sin�2𝜋𝑘𝑛𝑓. 𝒓��
𝑛
 
A many-parameter fit using arbitrary 𝒌𝑛 directions would use some unnecessary parameters to find the direction 𝑓, which 
could have been calculated analytically beforehand. Imposing the constraint 𝑘�𝑛 = 𝑓 has effectively reduced a 3D problem to 
a 1D one. In fitting experimental data, this reduction has a dramatic impact on the number of parameters required to model 
fluctuations of the shell density. Assuming 125=53 parameters in the general 3D formulation (without symmetry) using 
unknown 𝒌𝑛 directions, one would need only 5 parameters to reproduce fluctuations with the same resolution in the known 
direction. 
3.4.2. Polynomial modulations 
The Fourier transform of a function 𝑓(𝒓) after modulation with a 3D polynomial can be written using multivariate 
derivatives of its Fourier transform 
𝔽 �𝑓(𝒓)� 𝑆𝑚,𝑛,𝑝
𝑚,𝑛,𝑝 𝑥𝑚𝑦𝑛𝑧𝑝� = � 𝑆𝑚,𝑛,𝑝(−𝑖2𝜋)m+n+p𝑚,𝑛,𝑝 ∂m+n+p𝜕𝑞𝑥𝑚𝜕𝑞𝑦𝑛𝜕𝑞𝑧𝑝  𝔽{𝑓(𝒓)} 
An important advantage of an analytical expression for Fourier transform is to perform such differentiations analytically 
to avoid noise-enhancement associated with numerical differentiation. Programs such as the Symbolic toolbox of Matlab can 
be used to perform such (straightforward, yet tedious) analytical differentiations. 
Similar to the case of sinusoidal modulations, one can perform 60-fold averaging to maintain icosahedral symmetry. 
Removing degeneracies can be done by rewriting the polynomial as ∑ 𝑆𝑚,𝑛,𝑝𝑚,𝑛,𝑝 𝑥𝑚𝑦𝑛𝑧𝑝 = ∑ 𝒂𝑚𝑛𝑝.𝒓𝑚𝑛𝑝(𝑚,𝑛,𝑝) , where 
𝒓𝑚𝑛𝑝 is a triplet of homogeneous polynomials 𝒓𝑚𝑛𝑝 = (𝑥𝑚𝑦𝑛𝑧𝑝, 𝑥𝑝𝑦𝑚𝑧𝑛 ,𝑥𝑛𝑦𝑝𝑧𝑚) formed with cyclic permutation of 
variables, and 𝒂 is a weight factor in ℝ3. Limiting the directions of these weight factors 𝒂� = 𝒂/|𝒂| to the irreducible rotation 
zone eliminates the icosahedral degeneracy (after averaging) while scanning the full 𝒂 space (ℝ3). 
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3.5. Tiled icosahedrons 
The surface of an icosahedrally-symmetric convex polyhedron can be tiled (completely and without overlaps) with 
pentamers and hexamers of a given monomer (18). Such a tiling scheme has been used to explain the configuration of a 
protein array on the capsid of a virus (19). 
3.5.1. Quasi-equivalence 
In the quasi-equivalence model, all hexamers and pentamers are initially defined on a 2D hexagonal lattice of hexamers. By 
choosing a specific point on the grid as the origin 𝑂 and traversing ℎ and then 𝑘 steps along two independent directions of 
the lattice towards a point 𝑃, a direction 𝑂𝑃 is specified. The line segment 𝑂𝑃 is one edge of the (Goldberg polyhedron, for 
example an) icosahedron that can be derived from the 2D hexagonal lattice. 
The transition from a planar grid to a closed 3D object is done by cutting out 1/6th of the surface around each vertex (such 
as 𝑂 or 𝑃), and closing this gap by folding the grid in 3D. This procedure leaves hexamers everywhere except at the 12 
vertices, where the hexamers are changed to 12 pentamers. The number of hexamers is 10(𝑇 − 1), where 𝑇 = ℎ2 + ℎ𝑘 +
𝑘2(known as the triangulation number or T-number) is a measure of the surface area and hence the size of a virus (20,21). 
3.5.2. Pseudo-equivalence 
In Klug’s quasi-equivalence model, the monomers are all identical. In a pseudo-equivalence model, a similar tiling but with 
different monomers is used, and a 3-fold symmetry axis of cells is referred to as the pseudo-3-fold axis of monomers (20). 
3.5.3. Chirality 
When the characteristic indices of the hexagonal lattice are both equal or one is zero; i.e., if ℎ𝑘(ℎ − 𝑘) = 0, the resulting 
icosahedron made out of the hexagonal grid is achiral, and the edges of the subunits align with the edges of the icosahedron 
(cases of 𝑇 = 3, 16, 25 …). 
When ℎ and 𝑘 are both nonzero and different from each other, the resulting polyhedron can be considered as an 
icosahedron with a chiral deformation of surface (cases of 𝑇 = 7,13,21 …). For each T-number, there are two possible 
choices of chirality; denoted by subscripts 𝑑 and 𝑙 corresponding to ℎ < 𝑘 and ℎ > 𝑘, respectively (20). 
3.5.4. Symmetrons: Tiling scheme of big viruses 
In 1969, Wrigley reported experimental observation and mathematical modeling of a somehow different tiling scheme with 
clusters in the form of deformed triangles and pentagons, which he named penta-symmetrons and tri-symmetrons, 
respectively (22). Later studies have categorized such architectures into three classes with specific constraints (23). 
Reconstructed big viruses such as PpV01, PBCV-1, and CIV are chiral with a symmetron architecture. 
3.5.5. Density of a tiled capsid in real- and Fourier-space 
Each capsid protein is characterized with the triplet of {𝑃𝑖, 𝒓𝑖, 𝑅𝑖} denoting protein type, translation vector, and rotation 
matrix (preceding the translation), respectively. Denoting the real- and Fourier- space density profiles of individual proteins 
(at reference orientation and centered at origin) as 𝑓𝑃𝑖(𝒓) and 𝐹𝑃𝑖(𝒒), and those of the capsid as 𝑓(𝒓) and 𝐹(𝒒), we will have 
𝑓(𝒓) = �𝕋𝒓𝑖ℝ𝑅𝑖�𝑓𝑃𝑖(𝒓)�𝑁
𝑖=1
= �𝑓𝑃𝑖 �𝑅𝑖−1(𝒓 − 𝒓𝑖)�𝑁
𝑖=1
 
𝐹(𝒒) = 𝔽�𝕋𝒓𝑖ℝ𝑅𝑖�𝑓𝑃𝑖(𝒓)�𝑁
𝑖=1
= �𝑒−𝑖2𝜋𝒒.𝒓𝑖  𝐹𝑃𝑖�𝑅𝑖−1𝒒�𝑁
𝑖=1
 
where the operators 𝕋, ℝ, and 𝔽 denote 3D translation, rotation, and Fourier transform, respectively, and the index 𝑖 runs 
over all capsid proteins. 
At low resolutions (almost any experiment with soft X-ray energies), each capsid protein is simply a source point; i.e., 
𝑓𝑃(𝒓) = 𝛿(𝒓) and 𝐹𝑃(𝒒) = 1. At such low resolutions, even a repeated building block on the capsid (trimmer made up of 
three proteins) can be considered as a source point. 
At higher resolutions, a simple spherical, ellipsoidal, or a Gaussian profile may be more than enough. Such models may 
also be more efficient (at high resolutions) when used for the asymmetric unit of a known protein, with explicit consideration 
of the positions/orientations of such asymmetric units. Despite differences in amino acid sequences, many major capsid 
proteins have a double-jelly roll structure with a known translation/rotation of asymmetric units (1,24).  
By approximating the physical information (𝑓𝑃𝑖) with such models, the problem is reduced to a geometric one; i.e., the 
arrangement {𝒓𝑖 ,𝑅𝑖} of capsid proteins. In general, a position vector 𝒓𝑖  and a rotation matrix 𝑅𝑖 each represent three 
nontrivial parameters, and hence a total of six: 
− 𝑹𝒊: In typical cases (reconstructed capsids), the building blocks of pentasymmetrons or trisymmetrons have similar 
orientations, within a nontrivial rotation around the local surface normal (“in-plane” rotation considering a locally-
flat capsid). It means only a single non-trivial parameter for 𝑅𝑖. An “in-plane” rotation scenario, as deduced from the 
electron microscopy reconstruction of PBCV-1, has been demonstrated in Figure 2 in (4) and Figure 2.i in (25). Such 
rotation scenarios of trimeric building blocks are the subject of ongoing investigation (Chuan Xiao, Univ. of Texas at 
Elpaso, personal communication). However, in low-resolution imaging with soft X-ray photons, the trimeric building 
blocks are simply istotropic, and there is no nontrivial parameter in 𝑅𝑖.   
− 𝒓𝒊: If the surface of the capsid is known to be a perfect icosahedron (with flat faces), the mapping from the 2D 
hexagonal lattice to the capsid surface and hence 𝒓𝑖 is trivial (21-23). However, in general, even at low-resolutions, 
the capsid surface can be deformed. The collective information of all {𝒓𝑖} corresponds to a non-trivial surface 
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function 𝑟𝑠𝑢𝑟𝑓(𝜃,𝜙). Assuming icosahedral symmetry and small deviation from a perfect icosahedron, the surface 
function can be written as 𝑟𝑠𝑢𝑟𝑓(𝜃,𝜙) = 𝑟𝑖𝑐𝑜(𝜃,𝜙) + 𝛿𝑟(𝜃,𝜙), where 𝛿𝑟(𝜃,𝜙) may be approximated with a 
quadratic multivariate expansion with a few nontrivial parameters. Explicit formulation of scattering based on such 
morphological information has been addressed in (6). 
3.6. Capsid vs. “shell” 
The icosahedral symmetry of a virus originates from not only the arrangement of capsid proteins, but also from other layers 
(such as a lipid bilayer) underneath. With phenomenological models (such as a modulated shell), one does not have to 
differentiate between the capsid and such icosahedrally-symmetric layers, and they cannot be easily disentangled at the end, 
either. Whether a shell-model or a hybrid model (tiled capsid + lipid bilayer) is more suited for data analysis remains to be 
seen with specific viruses and specific achievable resolutions. 
3.7. Icosahedron with an inclusion 
The inclusion is primarily the dense (phosphor-rich) genome of the virus embedded in a solvent, as depicted in Figure 6. 
 
 
Figure 6: Introduction of an inclusion (homogeneous solvent and inhomogeneous genome) inside a modulated icosahedral shell (capsid, lipid bilayer, …) 
3.7.1. Formulation 
Consider an icosahedral shell with real- and Fourier space density profiles 𝑓𝑠ℎ(𝒓) and 𝐹𝑠ℎ(𝒒) embedded in an otherwise-
homogeneous medium with average density 𝜌0. The inner and outer radii of the icosahedral shell are assumed to be 𝑅1 and 
𝑅2, respectively. 
Let’s also assume that the inclusion is in the form of an object with the occupancy profile 𝑜𝑔(𝒓), embedded in a solvent 
with average density of 𝜌𝑐 . 𝑜𝑔(𝒓) is a binary function equal to one only within genome and zero elsewhere. Let’s further 
assume that the density function within the genome is 𝜌𝑔�1 + 𝑚𝑔(𝒓)�; corresponding to homogeneous and non-uniform 
components. The total density function (by considering the displaced solvent, yet discarding a uniform background solvent) 
can be written as 
𝑓(𝒓) = −𝜌0𝑓𝑆−𝐼𝐻(𝒓/𝑅2) + 𝑓𝑠ℎ(𝒓)[𝑓𝑆−𝐼𝐻(𝒓/𝑅2) − 𝑓𝑆−𝐼𝐻(𝒓/𝑅1) ] + 𝜌𝑐�𝑓𝑆−𝐼𝐻(𝒓/𝑅1) − 𝑜𝑔(𝒓) � + 𝜌𝑔�1 + 𝑚𝑔(𝒓)�𝑜𝑔(𝒓) 
With products giving rise to convolutions in the Fourier domain 
𝐹(𝒒) = −𝜌0𝑅23𝐹𝑆−𝐼𝐻(𝑅2𝒒) + 𝐹𝑠ℎ(𝒒) ∗ [𝑅23𝐹𝑆−𝐼𝐻(𝑅2𝒒) − 𝑅13𝐹𝑆−𝐼𝐻(𝑅1𝒒) ] + 𝜌𝑐�𝑅13𝐹𝑆−𝐼𝐻(𝑅1𝒒) − 𝑂𝑔(𝒒) �+ 𝜌𝑔�𝑂𝑔(𝒒) + 𝑀𝑔(𝒒) ∗ 𝑂𝑔(𝒒)� 
In the simplest (and in some cases the most reliable) reconstruction, the packed genome occupies the entire icosahedral 
core, and all regions are homogeneous: 𝑜𝑔(𝒓) = 𝑓𝑆−𝐼𝐻(𝒓/𝑅1), 𝑚𝑔(𝒓) = 0, and 𝑓𝑠ℎ(𝒓) = 𝜌𝑠ℎ𝑒𝑙𝑙 (7). 
While the occupancy profile 𝑜𝑔(𝒓) is a full 3D volume density function, its nontrivial information content is that of the 
surface; i.e., a 2D problem. Modeling it with a resolution of 𝑁 points per coordinate requires 𝑂(𝑁2) and not 𝑂(𝑁3) 
unknowns. 
Sinusoidal and polynomial modulations can be performed similar to the case of capsid modulation by shifting or 
differentiating the Fourier transform of the envelope function. However, if the genome envelope is chosen to be a 3D 
Gaussian, there is a simpler alternative for introducing modulations. Any polynomial of degree 𝑁 can be expressed in terms 
of orthogonal polynomials of order 0 to 𝑁. Among orthogonal polynomials, Hermite polynomials have the property of 
simple and similar modulation effects on a Gaussian in real- and Fourier spaces: 
𝑓𝑔(𝒓) = 𝑒− 𝑟22𝑅2 � 𝑎𝑚𝑛𝑝𝐻𝑚(𝑥/𝑅)𝐻𝑛(𝑦/𝑅)𝐻𝑝(𝑧/𝑅)
𝑚,𝑛,𝑝  
 
𝐹𝑔(𝒒) = �𝑅√2𝜋�3𝑒− (2𝜋𝑅𝑞)22 � (−𝑖)𝑚+𝑛+𝑝𝑎𝑚𝑛𝑝𝐻𝑚(2𝜋𝑅𝑞𝑥)𝐻𝑛�2𝜋𝑅𝑞𝑦�𝐻𝑝(2𝜋𝑅𝑞𝑧)
𝑚,𝑛,𝑝  
𝐻𝑛(𝑥) = (−1)𝑛𝑒𝑥2 𝑑𝑛𝑑𝑥𝑛 𝑒−𝑥2  is the Hermite polynomial of order 𝑛 with “physicist’s convention”. 
3.7.2. Biological considerations: Reproducibility and “periodicity” 
Relative motion or rotation of genome with respect to capsid or the deformation of genome in big viruses makes 3D 
reconstructions nearly impossible. On the one hand, larger viruses have more scattering atoms and more likely to generate 
intense images. On the other hand, among large ds-DNA viruses, the volume density of DNA base pairs decreases with size 
(26), which implies decreased reproducibility. 
The small PBCV-1 is more likely to have a larger effective 𝜌𝑔 and a more secured genome (reproducible snapshots with 
no relative movement of capsid and genome) compared to CroV. Mimivirus has the least average density and the least 
expected reproducibility of the shape of the genome, despite the benefit of intense scattering. 
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PBCV-1 is known to have not only a ds-DNA genome, but also some proteins inside the capsid. Furthermore, some 
different experiments and bioinformatic analyses suggest that (ejected) viral DNA is associated with these proteins in a 
“periodic” fashion (26). Such an association of protein-DNA observed in the unfolded state may correspond to rotational 
(quasi-) symmetry of the native state. This hypothesis can be tested by applying rotational averages, as in Sec. 3.4, to 𝑚𝑔(𝒓). 
3.8. Clusters of icosahedrons 
Some scattering patterns from big viruses correspond to multiple viruses intercepted simultaneously by the X-ray laser pulse. 
A special case of such scattering scenarios corresponds to a cluster of icosahedral objects. Fitting experimental scattering 
patterns to a cluster model includes not only a continuous orientation recovery problem, but also a nontrivial constrained 
discrete optimization to define the cluster. 
If 𝑓0(𝒓) and 𝐹0(𝒒) denote the real- and Fourier-space density profiles of individual identical objects (say, icosahedral 
shells) and 𝑓(𝒓) and 𝐹(𝒒) denote those of the cluster, one can write 
𝑓(𝒓) = �𝕋𝒓𝑖ℝ𝑅𝑖{𝑓0(𝒓)}𝑁
𝑖=1
= �𝑓0�𝑅−1(𝒓 − 𝒓𝑖)�𝑁
𝑖=1
 
𝐹(𝒒) = 𝔽�𝕋𝒓𝑖ℝ𝑅𝑖{𝑓0(𝒓)}𝑁
𝑖=1
= �𝑒−𝑖2𝜋𝒒.𝒓𝑖  𝐹0�𝑅𝑖−1𝒒�𝑁
𝑖=1
 
The problem is simply reduced to a geometrical one to find the translations and rotations of individual objects forming the 
cluster {𝒓𝑖 ,𝑅𝑖}. Different types of clusters formed with (interpenetrating or non-interpenetrating) icosahedra have been 
studied extensively in the context of alloys and Boron chemistry, with examples being the I3, L13, and L4 units (27,28). 
 
4. Spherical harmonic spectrum 
An insightful representation and also way of analysis of an object is monitoring the 3D volume density (or its Fourier 
transform) on concentric spherical shells. In the case of an icosahedrally-symmetric object, the resulting spherical patterns 
show 60-fold icosahedral symmetry, as shown in Figure 7. Such icosahedrally-symmetric spherical sections through the 
density profile of the Sputnik virus, for instance, have been shown in Figure 2 in (29). Similar patterns can also be seen in 
the case of a simple homogeneous icosahedron (solid or shell). The aim of this Section is to characterize a solid icosahedron 
using the spherical harmonics basis on such spherical shells, from which both spherical and Fourier harmonics of modulated 
shells can be calculated. 
 
Figure 7: The first five nontrivial icosahedral harmonics corresponding to the orders 𝒍 ∈ {𝟔,𝟏𝟎,𝟏𝟐,𝟏𝟓,𝟏𝟖}. 
4.1. Fourier and spherical spectra 
At the core of Fourier transform are sinusoidal (complex exponential) functions. They correspond to the eigenfunctions of 
the wave (Helmholtz) equation ∇2𝜓 + 𝑘2𝜓 = 0 in the Cartesian coordinate. An eigenfunction of the same equation, when 
formulated in the spherical coordinate, is one with separable radial and angular dependencies. The angular dependencies are 
described by 2-variable and 2-parameter basis of spherical harmonics 𝑌𝑙,𝑚(𝜃,𝜙). A function of real-space coordinates and its 
3D Fourier transform can both be decomposed into correlated spherical harmonic spectra (30). 
Modeling the pattern on a spherical shell with spherical harmonics is indeed extending the JPEG model to the surface of a 
sphere (JPEG coding is simply projecting a BMP image on 2D cosine functions cos(𝑚𝑥) cos(𝑛𝑦)). Furthermore, these 
spherical harmonic representations can be converted to each other using a much simpler 1D transform; i.e., spherical Bessel 
(or spherical Hankel) transform. These interrelations between different transforms have been sketched in Figure 8. 
 
Figure 8: The relations between Fourier and spherical harmonics in real and reciprocal spaces, and two different ways of calculating a solution scattering 
(SAXS) profile (For simplicity, the summation parameters 𝒍 and 𝒎 defining a spherical harmonic order have not been shown explicitly. Furthermore, a pre-
factor of 𝟒𝝅(−𝒊)𝒍 has been absorbed in the specific definition of 𝑨(𝒒)). 
 
F(𝒒) = 𝐹(𝑞,𝛺𝑞) 3D Fourier 𝑓(𝒓) = 𝑓(𝑥,𝑦, 𝑧) 
�𝑎(𝑟)𝑌(𝛺𝑟) 
1D Spherical Bessel 
2D Spherical 2D Spherical 
𝑆𝑆𝑆𝑆(𝑞) SAXS 2 SAXS 1 
2D Spherical 
�𝑆(𝑞)𝑌(𝛺𝑞) 
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The correlation between Fourier and spherical harmonics can be seen in the formulation of small-angle X-ray scattering 
(SAXS) profile. Assuming the common model of light scattering, the SAXS profile (from solution scattering or powder 
pattern experiments) can be obtained by either averaging the magnitude squared of 3D Fourier transform on spherical shells, 
or alternatively adding up the fractional powers in the spherical harmonic representation, as depicted in Figure 8. In the 
spherical harmonic approach, one can use a simple combination scheme, whereas in the direct approach, the synergetic term 
requires new nontrivial calculations (the double integral in the equation below). 
𝑆𝑆𝑆𝑆 � 𝛼𝑙𝑚𝑌𝑙𝑚�Ω𝑞� +
𝑙,𝑚 �𝛽𝑙𝑚𝑌𝑙𝑚�Ω𝑞�𝑙,𝑚 � = �|𝛼𝑙𝑚 + 𝛽𝑙𝑚|2𝑙,𝑚  
𝑆𝑆𝑆𝑆{𝐹1 + 𝐹2} = 𝑆𝑆𝑆𝑆{𝐹1} + 𝑆𝑆𝑆𝑆{𝐹2} + 2 � 𝑅𝑒{𝐹1𝐹2∗}
𝑆2(𝑞) 𝑑Ω𝑞  
4.2. Symmetry-adapted harmonics 
A spherical harmonic of order (𝑙0,𝑚0) is transformed to a linear combination of spherical harmonics of orders (𝑙0, {𝑚}) 
after an arbitrary 3D rotation (31). As such, a function expressed in terms of spherical harmonics will have a second 
equivalent spherical harmonics expansion after a symmetry-preserving rotation. Term-by-term matching of coefficients of 
these two expansions results in constraints on the coefficients of the spherical harmonic expansion. In the case of icosahedral 
symmetry, these constraints or selection rules can be summarized as follows (9-11): 
1. The spherical harmonics 𝑌𝑙,𝑚 are allowed only in two categories of 𝑙 = 6𝑝 + 10𝑞 and 𝑙 = 6𝑝 + 10𝑞 + 15, for nonzero 
integers 𝑝 and 𝑞; i.e., 𝑙𝑒𝑣𝑒𝑛 = 0,6,10,12,16,18,20,22,24,26,28,30, … and 𝑙𝑜𝑑𝑑 = 15,21,25,27,31, …. Other values of 𝑙 
are symmetry-forbidden. 
2. For a given allowed order 𝑙, only specific combinations 𝐽𝑙 = ∑ 𝑏𝑚𝑌𝑙𝑚𝑙𝑚=−𝑙 , known as icosahedral harmonics or 
symmetry-adapted spherical harmonics, are allowed. The 𝑏𝑚 coefficients have known tabulated values (within a 
normalization factor), and are derived from trigonometric functions of the angle Ω = 2𝜋/5. 
3. All spherical harmonics of a given symmetry-allowed order 𝑙0 < 30 are squeezed into a single icosahedral harmonic 
𝐽𝑙(Ω) = ∑ 𝑏𝑚𝑌𝑙𝑚(Ω)𝑙𝑚=−𝑙 . For 𝑙0 ≥ 30, there are two or more (degenerate) icosahedral harmonics as 𝐽𝑙,𝑛(Ω) =
∑ 𝑏𝑚,𝑛𝑌𝑙𝑚(Ω)𝑙𝑚=−𝑙 . 
Spherical harmonic expansion of a spherical pattern can take the three following forms corresponding to no constraint, 
icosahedral symmetry, and low-resolution icosahedral symmetry, respectively: 
� � 𝑑𝑙𝑚𝑌𝑙𝑚
𝑙
𝑚=−𝑙
∞
𝑙=0
 𝑜𝑟 ��𝑑𝑙𝜇𝐽𝑙𝜇𝑁𝑙
𝜇=1
∞
𝑙=0
 𝑜𝑟 �𝑑𝑙𝐽𝑙30
𝑙=0
 
Since we are concerned with low-resolution few-parameter models of an icosahedral shell, we restrict ourselves to the 
common assumption of limiting 𝑙 to 30. We note however, that the icosahedron itself has also higher orders of 𝑙 when 
formulated analytically or defined numerically on a dense grid. This is important to note with nonlinear operators (such as 
SAXS), as they mix different orders. 
It is helpful to clarify beforehand whether the sought “density” is real or complex. While the physical origin of the sought 
density map is electron density, the very measured quantity can be different and can also be complex. In electron 
microscopy, the sought density map is electrostatic potential associated with electron density. In X-ray scattering at soft X-
ray energies, the density map is the complex refractive index (6). In modeling a purely-real function (32), Hermitian 
symmetry (10) can be used to restrict orders only to the 𝑙𝑒𝑣𝑒𝑛 subset of selection-allowed orders.  
4.3. Extension to full 3D basis functions 
In addition to angular variations modeled with spherical harmonics (w/wo symmetry constraint), 1D functions of the radial 
coordinate are also required for full 3D modeling. A useful radial function is one that along with spherical harmonics makes 
the 3D Zernike polynomials. These functions are explicitly limited to the interior of the unit sphere in real-space and feature 
analytical expressions in real- and Fourier-spaces (33). 
The general expansion (33) can be applied to the core and the shell of a virus separately. It can be further simplified if the 
inclusion density can be approximated with only radial gradients, or with angular modulations that can be approximated with 
icosahedral harmonics. In this case (considered in the follow-up report in the analysis of the SXAS pattern from PBCV-1), 
the Fourier-space profile can be expressed with icosahedral harmonics as: 
𝐹𝒗𝒊𝒓𝒖𝒔(𝒒) = � � �𝜶𝑛𝑙𝑅𝑐𝑜𝑟𝑒3 𝑏𝑛(2𝜋𝑞𝑅𝑐𝑜𝑟𝑒) + 𝜷𝑛𝑙𝑅𝑠ℎ𝑒𝑙𝑙3 𝑏𝑛(2𝜋𝑞𝑅𝑠ℎ𝑒𝑙𝑙)�𝐽𝑙�Ωq�𝑛
𝑙=0
𝑛−𝑙 𝑒𝑣𝑒𝑛
𝑙 𝑚𝑒𝑒𝑡𝑖𝑛𝑔 𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑢𝑙𝑒
30
𝑛=0
 
where the function 𝑏𝑛(𝑥) = [𝑗𝑛(𝑥) + 𝑗𝑛+2(𝑥)]/(2𝑛 + 3) is defined as the scaled sum of two spherical Bessel functions. 
Writing the SAXS profile will be facilitated by changing the order of the two summations 
𝑆𝑆𝑆𝑆𝒗𝒊𝒓𝒖𝒔(𝑞) = � � � �𝜶𝑛𝑙𝑅𝑐𝑜𝑟𝑒3 𝑏𝑛(2𝜋𝑞𝑅𝑐𝑜𝑟𝑒) + 𝜷𝑛𝑙𝑅𝑠ℎ𝑒𝑙𝑙3 𝑏𝑛(2𝜋𝑞𝑅𝑠ℎ𝑒𝑙𝑙)�30
𝑛=𝑙
𝑛−𝑙 𝑒𝑣𝑒𝑛 �
2
30
𝑙=0
𝑙 𝑚𝑒𝑒𝑡𝑖𝑛𝑔 𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑢𝑙𝑒  
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The number of basis functions required to model a 3D function with a “resolution” of 𝑛𝑀𝑎𝑥 = 30 is reduced from ~5400 
(33) to ~100, when icosahedral symmetry is imposed. This number can be further reduced down to ~10, when the more 
complete constraint of modulated icosahedral shell is enforced and an efficient model of modulation/inclusion is used. 
4.4. Icosahedral spectra 
4.4.1. Icosahedral spectrum of an icosahedron 
Having evaluated the density profiles of the unit solid icosahedron in real and Fourier spaces analytically, we can calculate 
its spherical spectrum on a discrete grid with arbitrarily high accuracy, as a one-time-only problem. The result is discrete set 
of 1D functions 𝑎𝑙,𝑆−𝐼𝐻(𝑟) and 𝑆𝑙,𝑆−𝐼𝐻(𝑞) profiles, as defined in Figure 8. 𝑙𝑒𝑣𝑒𝑛 = {0,6,10,12,16,18,20,22,24,26,28,30} 
represents the small set of 12 values that the discrete parameter 𝑙 can assume for a real function. Furthermore, if the radial 
profile is also expressed with a basis, such as those corresponding to Zernike polynomials, then the information content of 
𝑎𝑙(𝑟) or 𝑆𝑙(𝑞) profiles, is simply reduced to a sparse 12 × N matrix (similar to coefficients β𝑛𝑙 in Sec. 4.3). 
4.4.2. Icosahedral spectrum of an icosahedral shell 
With known icosahedral spectrum of a solid icosahedron (𝜌 = 1, 𝑅𝑖𝑐𝑜 = 1), the icosahedral spectrum of a shell with inner 
and outer radii 𝑅1 and 𝑅2 and a homogenous density 𝜌, can also be calculated 
𝑎𝑙,𝑆−𝐼𝐻(𝑟) = �𝑢[𝑟𝑖𝑐𝑜(Ω) − 𝑟]𝐽𝑙(Ω)𝑑Ω 
𝑎𝑙(𝑟) = 𝜌�{𝑢[𝑟𝑖𝑐𝑜(Ω) − 𝑟/𝑅2] − 𝑢[𝑟𝑖𝑐𝑜(Ω) − 𝑟/𝑅1]}𝐽𝑙(Ω)𝑑Ω 
𝑎𝑙(𝑟) = 𝜌�𝑎𝑙,𝑆−𝐼𝐻(𝑟/𝑅2) − 𝑎𝑙,𝑆−𝐼𝐻(𝑟/𝑅1)� 
𝑆𝑙(𝑞) = 𝜌�𝑅23𝑆𝑙,𝑆−𝐼𝐻(𝑅2𝑞) − 𝑅13𝑆𝑙,𝑆−𝐼𝐻(𝑅1𝑞)� 
𝑎𝑙(𝑟) has non-zero values only for 𝑅1 cos(𝛼) ≤ 𝑟 ≤ 𝑅2. 
For a multi-layer icosahedral shell defined before, one can write: 
𝑓𝑆𝐻_𝐼𝐻(𝒓) =   𝜌1𝑓𝑆_𝐼𝐻(𝒓/𝑅1) + �𝜌𝑛�𝑓𝑆_𝐼𝐻(𝒓/𝑅𝑛) − 𝑓𝑆_𝐼𝐻(𝒓/𝑅𝑛−1)�𝑁
𝑛=2
 
𝑎𝑙(𝑟) = 𝜌1𝑎𝑙,𝑆−𝐼𝐻(𝑟/𝑅1) + �𝜌𝑛�𝑎𝑙,𝑆−𝐼𝐻(𝑟/𝑅𝑛) − 𝑎𝑙,𝑆−𝐼𝐻(𝑟/𝑅𝑛−1)�𝑁
𝑛=2  
𝑆𝑙(𝑞) = 𝜌1𝑅13𝑆𝑙,𝑆−𝐼𝐻(𝑅1𝑞) + �𝜌𝑛�𝑅𝑛3𝑆𝑙,𝑆−𝐼𝐻(𝑅𝑛𝑞) − 𝑅𝑛−13 𝑆𝑙,𝑆−𝐼𝐻(𝑅𝑛−1𝑞)�𝑁
𝑛=2  
The icosahedral spectrum of an icosahedral shell with inner and outer radii of 𝑅1 = 0.8 and 𝑅2 = 1 has been shown in 
Figure 9. 
 
Figure 9: 2D representation of the full 3D information of an icosahedral shell. The horizontal axis represents the radius of a spherical shell (𝑹𝟏 = 𝟎.𝟖 and 
𝑹𝟐 = 𝟏), and the vertical axis represents the icosahedral spectrum of the shell at given radius; i.e., the weights of icosahedral harmonics (non-degenerate orders 
𝒍 > 𝟎). In the false-color 2D representation, interpolated values in-between discrete selection-allowed values of icosahedral order (for instance 6 < 𝒍 < 𝟏𝟎) are 
mere guide to eye and have no quantitative meaning. 
4.4.3. Icosahedral and Fourier spectra of radially deformed icosahedra 
The icosahedral spectrum of a deformed solid icosahedron with non-zero sphericity (Sec. 2.3) can be written as 
𝑎𝑙(𝑟) = �𝑢[𝜎 + (1 − 𝜎)𝑟𝑖𝑐𝑜(Ω) − 𝑟]𝐽𝑙(Ω)𝑑Ω 
The smallest value of 𝑟𝑖𝑐𝑜(Ω) is 𝑟𝑚𝑖𝑛 = cos (𝛼), and hence the smallest distance to the surface of the deformed 
icosahedron is 𝑟𝑚𝑖𝑛σ = σ + (1 − σ)cos (𝛼). 
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For 𝑟 ≤ 𝑟𝑚𝑖𝑛σ , a spherical shell with a radius 𝑟 lies completely within the deformed icosahedron. The argument of the step 
function is positive for all Ω, and hence 𝑎𝑙(𝑟) = ∯𝐽𝑙(Ω)𝑑Ω = √4𝜋𝛿𝑙,0. 
For 1 < 𝑟, a spherical shell with a radius 𝑟 lies completely outside the deformed icosahedron. The argument of the step 
function is negative for all Ω, and hence 𝑎𝑙(𝑟) = 0. 
For 𝑟𝑚𝑖𝑛σ < 𝑟 < 1, a spherical shell with a radius 𝑟 lies partially within the deformed icosahedron. The double integral is 
then limited to 20 similar spherical caps that lie inside the deformed icosahedron. Given the icosahedral symmetry and 
known analytical equation for  𝑟𝑖𝑐𝑜(Ω) over the first tetrahedron (𝑇1), one can write 
𝑎𝑙(𝑟) = � 𝐽𝑙(Ω)𝑑Ω  
�Ω| 𝑟𝑖𝑐𝑜(Ω) > 𝑟−𝜎1−𝜎�
=   20 � 𝐽𝑙(Ω)𝑑Ω
�Ω| 𝑟𝑖𝑐𝑜(Ω) > 𝑟−𝜎1−𝜎   &  Ω∈T1 �
 
Using the expression for 𝑟𝑖𝑐𝑜 and the limits of Ω = (𝜃,𝜙) over 𝑇1 (Section 3.1), analytical expressions for the range of the 
second double integral can be expressed as 0 < 𝜙 < Ω 0 < 𝜃 < 𝜃𝐶𝐴(𝜙)      &     sin[𝜃 + 𝑄(𝜙)] <  sin[𝑄(𝜙)] ∗ (1 − 𝜎)/(𝑟 − 𝜎) 
where 𝑄(𝜙) = cot−1[tan(𝛼) cos(𝜙 − Ω/2)]. 
4.5. Linear vs. nonlinear perturbations in icosahedral spectrum 
Knowing the icosahedral spectrum of an icosahedral shell (as discrete set of radial functions), one can simply add arbitrary 
1D perturbations to such spectrum to tailor the 3D profile while preserving the icosahedral symmetry: 
𝑎𝑙(𝑟) = 𝑎𝑙,𝑆𝐻−𝐼𝐻(𝑟) + 𝛿𝑙(𝑟) 
𝑆𝑙(𝑞) = 𝑆𝑙,𝑆𝐻−𝐼𝐻(𝑞) + Δ𝑙(𝑞) 
Contrary to such linear order-preserving additive scheme, the product of two icosahedrally-symmetric functions is a 
nonlinear operation, which generates new orders as 
𝐽𝑙1(Ω)𝐽𝑙2(Ω) = �𝐷𝑙,𝑙1,𝑙2𝐽𝑙(Ω)
𝑙
 
The derivation and the definition of expansion coefficients 𝐷𝑙,𝑙1,𝑙2  with the assumption of non-degeneracy (low resolution) 
have been detailed in Section XII of Supplementary Materials. This equation implies that starting with a pair of single lines 
in the icosahedral spectrum, the modulated signal comprises multiple lines (as opposed to Fourier harmonics, for which the 
product of 𝑙1 and 𝑙2 harmonics is the single 𝑙1 + 𝑙2 harmonic). In analogy with telecommunications theory, this property is 
similar to that of frequency-modulated (FM) and not amplitude-modulated (AM) signals (34). 
In single particle imaging with electron microscopy, if the object is formulated as a linear perturbation with the maximum 
order 𝑙, the measured data is also formulated linearly and with the same maximum order. In X-ray scattering, however, the 
nonlinearity of loss of phase challenges both properties and hence the uniqueness of the sought 3D structure (up to a specific 
“resolution”). The maximum measured order 𝑙 corresponds to multiple orders, including missing higher-order ones (6). 
4.6. Non-icosahedral functions for modeling distinguished capsid vertices (portals) 
Minor deviation of a virus from icosahedral symmetry can imply significant biological information (distinguished portal(s) 
involved in and adapted to the process of infection), and yet weak signature in experimental data (potentially comparable or 
even smaller than noise or background level). Direct observation (Figure S1 in Supplementary Information of (35)) and 3D 
reconstruction with reduced symmetry constraint (35) have shown the existence of such a unique icosahedral vertex in the 
big virus PBCV-1. 
The non-icosahedral component of a function defined on a spherical shell has the following properties in its spherical 
harmonic expansion (Section XIII of Supplementary Materials): 
𝑓(Ω) = 𝑓𝑖𝑐𝑜(Ω) + 𝑓𝑛𝑜𝑛−𝑖𝑐𝑜(Ω) = 𝑓𝑖𝑐𝑜(Ω) + � � 𝑎𝑙,𝑚𝑌𝑙𝑚(Ω)𝑙
𝑚=−𝑙
∞
𝑙=0
 
− Different orders 𝑙 can be treated separately, and are not coupled. 
− For symmetry-forbidden orders 𝑙, there is no constraint on 𝑎𝑙,𝑚. 
− For a non-degenerate symmetry-allowed order 𝑙, the vector of coefficients 𝒂𝑙 is orthogonal to the vector of coefficients 
𝒃𝑙
∗ (defined in Section 4.2); i.e., 𝒂𝑙 .  𝒃𝑙∗ = ∑ 𝑏𝑙,𝑚∗ 𝑎𝑙,𝑚 =𝑙𝑚=−𝑙 ∑ 𝑏𝑙,−𝑚𝑎𝑙,𝑚 =𝑙𝑚=−𝑙 0 
o Given zero values of 𝑏𝑙,𝑚 for values of 𝑚 that are not integer multiples of 5, the constraint is further limited to 
𝑎𝑙,5𝑚. 
− Enforcing the new constraint of 5-fold symmetry on a non-icosahedral function (35), requires all 𝑎𝑙,𝑚 to be zero, except 
𝑎𝑙,5𝑚 (irrespective of whether 𝑙 is symmetry-allowed or symmetry-forbidden). 
 
5. Reflections and resonances of an icosahedron 
5.1. Electromagnetic context 
The common (Geometrical) model of X-ray scattering assumes that the incident light simply sweeps the scattering object 
without being affected (5). The transmitted light (coincident with scattered light at |𝒒| = 0) is nearly the same as the incident 
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light, and the much weaker scattered light is a minor perturbation. There are two specific cases that this assumption is 
challenged 
− An incident plane wave is completely reflected at grazing incidence (incident light nearly parallel with the surface being 
illuminated). Total external reflection can start at angles of ~ 2 - 5 degrees, in which case even the transmitted light is 
zero. At slightly larger angles, the reflection is not complete, but it can still be considerable. 
− At normal incidence or large angles between the incident light and the plane of incidence, reflection coefficient is small. 
Even a single reflection can be discarded, and multiple reflections can be very weak. However, multiple reflections 
caused by the faces of a symmetric object (especially when combined with total reflection) may form a geometrical 
loop and an electromagnetic resonance. In excitations with a (broadband) pulse laser, even more than one such 
resonance frequencies can be excited. An insightful analogy for understanding resonances of an icosahedron is the 
relevant and simpler case of 2D hexagonal object, for which the resonances have been studied theoretically (36) and 
investigated experimentally, especially in the case of ZnO lasers (37). 
Using ray optics (and hence the formalism developed here) for such problems is only for estimation and intuitive 
interpretation of the results that require electromagnetic formulation in a rigorous sense. 
5.2. Basic geometries of scattering objects 
Optical imaging of a hydrated virus can be associated with one or multiple occurrences of reflections from icosahedral, 
spherical, and cylindrical faces. The last two cases, corresponding to a hydration shell and a liquid jet, have been addressed 
in Section XIV of Supplementary Materials. 
The goal here is to derive analytical expressions for reflections from an illuminated solid homogeneous icosahedron at a 
given orientation. Reflections off such an icosahedral object (solid or shell) can be further split into a series of reflections 
from triangular interfaces. 
5.3. Reflection off a triangular plane interface 
Consider an arbitrary triangular face with vertices 𝑆,𝐵,𝐶 and an edge length of 𝑙, as shown in Figure 10. An arbitrary point 
on such a triangle is expressed as a convex interpolation of two edges with a pair of parameters (𝜆, 𝜇), as 
𝑟𝑇𝑟𝑖 = 𝑂𝑀������⃗ = 𝑂𝑆�����⃗ + 𝑆𝑀������⃗ = 𝑂𝑆�����⃗ + 𝜆𝑆𝐵�����⃗ + 𝜇𝑆𝐶�����⃗ ,  
where 0 ≤ 𝜆, 𝜇, 1 − (𝜆 + 𝜇) ≤ 1. 
An arbitrary ray can also be modeled as 𝑟𝑙 = 𝑃�⃗0 + 𝑡 ∗ ?̂?, where 𝑃�⃗0 is an arbitrary point on the line (ray); ?̂? is a 
(dimensionless and unitless) unit-vector along the ray and in the direction of light propagation. The free non-negative 
parameter 𝑡 (with the dimension of length and the same unit as 𝑟𝑙) specifies arbitrary points on the ray in the direction of 
propagation. 
 
Figure 10: Visualization of one face of a given icosahedron and an arbitrary ray 
 
The necessary condition for having reflection off the triangle ABC is to have a point of intersection, which should satisfy 
the equations of the line and the triangle simultaneously. By rewriting this vector equation as a matrix multiplication, the 
final results for surface and line parameters of the point of intersection are determined to be 
𝑂𝑆�����⃗ + 𝜆𝑆𝐵�����⃗ + 𝜇𝑆𝐶�����⃗ = 𝑃�⃗0 + 𝑡?̂? ⇒ [𝑆𝐵�����⃗ 𝑆𝐶�����⃗ −𝑙?̂?] � 𝜆𝜇
𝑡/𝑙� = �𝑃�⃗0 − 𝑂𝑆�����⃗ � ⇒ � 𝜆𝜇𝑡/𝑙� = [𝑆𝐵�����⃗ 𝑆𝐶�����⃗ −𝑙?̂?]−1�𝑃�⃗0 − 𝑂𝑆�����⃗ � 
where each vector is considered as a 3x1 column matrix, and the line is assumed not to be coplanar with the triangle; i.e., 
the matrix [𝑆𝐵�����⃗ 𝑆𝐶�����⃗ −𝑙?̂?] is not singular. The solutions should be evaluated subject to constraints 0 < 𝜆, 𝜇, 1 − (𝜆 + 𝜇) <1 and 𝑡 > 0. Hitting an edge or a vertex corresponds to the extreme cases of these inequalities, and requires a different 
treatment and explicit electromagnetic assumptions about handling the singularity. 
In case the line is coplanar with the triangle, there can be zero, one, or infinitely many solutions (corresponding to the line 
lying outside the triangle, hitting a vertex, or passing through the triangle). 
Assuming a point of intersection on one face (ABC) of an icosahedron, the sufficient condition for having total reflection 
(a “streak”) off the given face of the icosahedron is determined by the angle between the direction of the incoming light and 
the vector normal to that surface: 𝜃𝑔𝑟𝑎𝑧𝑖𝑛𝑔 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑐𝑒 = sin−1�𝑛�. ?̂?�, where the inward surface normal vector is 𝑛� =
−�𝑆𝐵�����⃗ × 𝑆𝐶�����⃗ �/�𝑆𝐵�����⃗ × 𝑆𝐶�����⃗ �. For a given face 𝑉𝑖𝑉𝑗𝑉𝑘 of an icosahedron, the choice of the vertices as 𝑆, 𝐵, and 𝐶 is arbitrary, as 
long as 𝑆𝐵�����⃗ × 𝑆𝐶�����⃗  is an outward-pointing vector. It limits the 6 available permutations to 3 allowed ones. 
Typically, total external reflection of X-rays happens at a critical angle of ~2 − 5 degrees, comparable with the range 
corresponding to the scattered component (hence the superposition of the two in measured snapshots). Knowing the 
directions of the incident and normal vectors, the directions of reflected and transmitted waves can be calculated using the 
law of reflection, as exemplified for a sphere in Section XIV of Supplementary Materials. 
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In practice, the incident light has a diameter larger than the object and is not a ray, per se. Such a beam can be split into a 
bundle of discrete parallel rays. The simple ray-tracing scheme formulated here can be applied to each ray within the bundle, 
with fine discretization of bundle for rays close to edges. Furthermore, the incident light can have a (Gaussian-like) 
distribution of intensity and even a phase profile. A nonlinear phase profile (curvature of phase front) simply means different 
?̂? directions across the transverse beam profile. Aside from nonuniform intensity and phase across the incident beam, the 
reflection coefficient for each ray is also a complex number characterizing a gain and a phase shift (Fresnel coefficients). 
When this formalism is applied to an icosahedron, a ray might geometrically hit points within two faces. 
Electromagnetically, however, the incident ray only hits the closer face (corresponding to a smaller value of 𝑡). Other faces 
can then be hit by the beam transmitted through the first face. 
6. Concluding remarks 
Aside from general numerical considerations regarding a model with many parameters (over-fitting, curse of dimensionality 
…), the problem of inverse X-ray scattering faces the uniqueness issue due to loss of phase and truncation of scattering 
patterns. Imposing meaningful constraints, as in the established case of protein crystallography, is not just a matter of 
convenience for improving signal to noise ratio. It can be a fundamental requirement to create a unique solution. 
In a low-resolution 3D reconstruction, the number of required basis functions can be reduced from ~5400 to ~100 (~ 60-
fold decrease), when icosahedral symmetry is enforced. This number can be further reduced down to ~10, when the more 
complete constraint of modulated icosahedral shell is enforced. 
The formulations detailed in this contribution provide a tool for easy and controllable tradeoff between the number of 
parameters on the one hand and unbiased analysis on the other hand. Identification of the “optimal” tradeoff and validation 
of the results require further inputs and analyses. 
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Supplementary Information 
I. R20 and R60 rotation matrices 
In principle, all 60 rotation matrices of the icosahedral group can be made with combinations of Rz(Ω) and Ry(θc) (12). 
However, it is more intuitive to include a 3rd generator Ry(π) (S.38) to rotate any triangle “upside-down” directly. Note that 
even though the two matrices Rz(Ω) and Ry(θc) are linearly independent, they are correlated via three nonlinear equations 
(12). 
Here, we use an intuitive approach and use explicit knowledge of icosahedron vertices to find the rotation matrices. Any 
rotation matrix is the solution to 3 vector equations with 9 unknowns. If v1, v2, and v3 coincide with vm,vn, and vp after 
rotation, one should have vm=Rv1, vn=Rv2, and vp=Rv3, or by combining matrix multiplications, R[v1 | v2 | v3]=[vm | vn | vp], 
and finally R=[vm | vn | vp][v1 | v2 | v3]-1. 
The employed combination of the indices (m,n,p) for different faces 𝐹𝑙 (1 ≤ 𝑙 ≤ 20) are as follows (permutation is 
irrelevant): 
𝐹1(1,2,3),𝐹2(1,3,4),𝐹3(1,4,5),𝐹4(1,5,6),𝐹5(1,6,2), 
𝐹6(2,3,10),𝐹7(3,4,11),𝐹8(4,5,7),𝐹9(5,6,8),𝐹10(6,2,9), 
𝐹11(3,10,11),𝐹12(4,11,7),𝐹13(5,7,8),𝐹14(6,8,9),𝐹15(2,9,10), 
𝐹16(7,8,12),𝐹17(8,9,12),𝐹18(9,10,12),𝐹19(10,11,12),𝐹20(11,7,12) 
II. Boundaries of the first (irregular) tetrahedron T1/20 
The Cartesian coordinates of the vertices of the first tetrahedron are as follows: 
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𝑂[0,0,0],𝐵[0,0,1],𝐶[sin(𝜃𝑐) , 0, cos(𝜃𝑐)],𝑆[sin (𝜃𝑐)cos (Ω), sin (𝜃𝑐)sin (Ω), cos(𝜃𝑐)] 
Each face of the tetrahedron is characterized with 1) the equation of the plane on which it lies, and 2) the equation of the 
boundary curve(s); i.e., the edges of the triangle. 
Boundaries of the first tetrahedron in the spherical coordinate 
The entire volume of the first tetrahedron is defined with the following boundaries in the spherical coordinate 0 ≤ 𝜙 ≤ Ω 0 ≤ θ(𝜙) ≤ θCA(𝜙) 0 ≤ 𝑟(𝜃,𝜙) ≤ 𝑟𝐴𝐵𝐶(𝜃,𝜙) 
The CA edge of tetrahedron 𝜽𝑪𝑨(𝝓) 
The equation of the line segment CA can be derived in the Cartesian coordinate as 
 
𝑥 − sin (𝜃𝑐)sin (𝜃𝑐)cos (Ω) − sin (𝜃𝑐) = 𝑦 − 0sin (𝜃𝑐)sin (Ω) − 0 , z = cos(𝜃𝑐) 
𝑥 − sin (𝜃𝑐)
𝑦
= sin (𝜃𝑐)cos (Ω) − sin (𝜃𝑐)sin (𝜃𝑐)sin (Ω) − 0 , 𝑟 = cos(𝜃𝑐)/cos(𝜃) 
𝑥 − sin (𝜃𝑐)
𝑦
= −2 sin2(Ω/2)2sin (Ω/2)cos(Ω/2) = −tan (Ω/2), 𝑟 = cos(𝜃𝑐)/cos(𝜃) 
 rsin (𝜃)cos (𝜙) − sin (𝜃𝑐)rsin (𝜃)sin (𝜙) = −tan (Ω/2), 𝑟 = cos(𝜃𝑐)/cos(𝜃) 
 
Now, by eliminating the variable 𝑟, the spherical coordinate equation of the line segment CA is written as cos (𝜙) − sin (𝜃𝑐)/[sin(𝜃)cos(𝜃𝑐)/cos(𝜃)]sin (𝜙) = −tan (Ω/2) cos (𝜙) − tan (𝜃𝑐)cot(𝜃)sin (𝜙) = −tan (Ω/2) 
 tan(𝜃𝑐) cot(𝜃) = cos(𝜙) + tan (Ω/2)sin (𝜙) = cos (𝜙 − Ω/2)/cos (Ω/2) 
 
θ = θCA(𝜙) = cot−1[cot(𝜃𝑐)sec(Ω/2)cos (𝜙 − Ω/2)] 
The ABC face of tetrahedron 𝒓𝑨𝑩𝑪(𝜽,𝝓) 
Consider an arbitrary point M on the face ABC with the spherical coordinate 𝑀(𝑟,𝜃,𝜙). Since the three vectors 𝐵𝑀������⃗ , 𝐵𝑆�����⃗ , 
and 𝐵𝐶�����⃗  are coplanar, one can write 
 
𝐵𝑀������⃗ . �𝐵𝑆�����⃗ × 𝐵𝐶�����⃗ � = �𝑟𝑠𝑖𝑛(𝜃) cos(𝜙) − 0 𝑟𝑠𝑖𝑛(𝜃) sin(𝜙) − 0 𝑟𝑐𝑜𝑠(𝜃) − 1sin(𝜃𝑐) cos(Ω) − 0 sin(𝜃𝑐) sin(Ω) − 0 cos(𝜃𝑐) − 1sin(𝜃𝑐) − 0 0 − 0 cos(𝜃𝑐) − 1 � = 0 
 
⇒ 𝑟 = 𝑟𝐴𝐵𝐶(𝜃,𝜙) = [cos(θ) + sin(θ) tan(α) cos(𝜙 − Ω/2)]−1 
Boundaries of the first tetrahedron in the Cartesian coordinate 
The entire volume of the first tetrahedron is defined with the projection of the BCA triangle on the 𝑥𝑦 plane, and the 𝑧-span 
over this area: 0 ≤ 𝑦 ≤ 𝑦𝐴′ 
𝑥𝐵′𝐴′(𝑦) ≤ 𝑥(𝑦) ≤ 𝑥𝐶′𝐴′(𝑦) 
𝑧𝑂𝐶𝐴(𝑥,𝑦) ≤ 𝑧(𝑥,𝑦) ≤ 𝑧𝐵𝐶𝐴(𝑥,𝑦) 
Boundaries of the 𝒙𝒚 projection 
𝑥𝐵′𝐴′(𝑦) and 𝑥𝐶′𝐴′(𝑦) can be easily found using the coordinates of B, C, A and their projections: 
𝑂[0,0,0], 𝐵[0,0,1], 𝐶[sin(𝜃𝑐) , 0, cos(𝜃𝑐)], 𝑆[sin (𝜃𝑐)cos (Ω), sin (𝜃𝑐)sin (Ω), cos(𝜃𝑐)] 
𝑂′[0,0], 𝐵′[0,0], 𝐶′[sin(𝜃𝑐) , 0], 𝑆′[sin (𝜃𝑐)cos (Ω), sin (𝜃𝑐)sin (Ω)] 
So, 𝑥𝐵′𝐴′(𝑦) = cot(𝛺)𝑦 and 𝑥𝐶′𝐴′(𝑦) = sin(𝜃𝑐) − tan(Ω/2)𝑦 
The two planes underneath and on top 
The equation of the plane passing through an arbitrary point Q and three fixed points 𝑀, 𝑁, and 𝑃 is 𝑀𝑄������⃗ . �𝑀𝑁�������⃗ × 𝑀𝑃������⃗ � = 0. 
So, the equations of the two planes OCA and BCA is 
OCA: 𝑂𝑀������⃗ . �𝑂𝐶�����⃗ × 𝑂𝑆�����⃗ � = � 𝑥 𝑦 𝑧sin(𝜃𝑐) 0 cos(𝜃𝑐)sin(𝜃𝑐) cos(Ω) sin(𝜃𝑐) sin(Ω) cos(𝜃𝑐)� = 0 
 
 
17 
 
 
BCA: 𝐵𝑀������⃗ . �𝐵𝐶�����⃗ × 𝐵𝑆�����⃗ � = � 𝑥 𝑦 𝑧 − 1sin(𝜃𝑐) 0 cos(𝜃𝑐) − 1sin(𝜃𝑐) cos(Ω) sin(𝜃𝑐) sin(Ω) cos(𝜃𝑐) − 1� = 0 
 
Finally after simplification, the first tetrahedron is found to be bounded as follows 0 ≤ 𝑦 ≤ √𝐺 
𝑦/tan (Ω) ≤ 𝑥(𝑦) ≤ sin (θ𝑐) − tan (Ω/2)𝑦 cot(θ𝑐) [𝑥 + tan(Ω/2)𝑦] ≤ 𝑧(𝑥,𝑦) ≤ 1 − tan (α)cos (Ω/2)[𝑥 + tan(Ω/2)𝑦] 
III. Definition and values of the {𝒄𝒏} constants 
In evaluation of Fourier transforms, it is helpful to define some constants 
𝑐1 = −𝑡𝑎𝑛(𝛼) cos �Ω2� = −(√5 − 1)/2 
𝑐2 = sin(𝜃𝑐) sin(Ω) = �1/2 + √5/10  
𝑐3 = − tan(𝛼) cos �Ω2� − cot(𝜃𝑐) = −√5/2  
𝑐4 = tan �Ω2� + 1tan(Ω) = �2 − 2/√5 
𝑐5 = −cot (𝜃𝑐)/ �tan(𝛼) cos �Ω2�� = −(√5 + 1)/4  
𝑐6 = cot(𝜃𝑐) tan �Ω2� = �5 − 2√52  
𝑐7 = sin(𝜃𝑐) + �12� (𝑐1 − cot(𝜃𝑐)) sin2(𝜃𝑐) = 1/√5 
𝑐8 = −𝑐4 + sin(𝜃𝑐) �𝑐1 tan �Ω2� − 𝑐6� − sin(𝜃𝑐) tan �Ω2� (𝑐1 − cot(𝜃𝑐)) = −�2 − 2/√5 
𝑐9 = −𝑐4 �𝑐1 tan �Ω2� − 𝑐6� + �12� (𝑐1 − cot(𝜃𝑐))(tan2 �Ω2� − 1/ tan2(Ω)) = (√5 − 1)/2 
𝑐10 = 𝑐1 − cot(𝜃𝑐) = −√5/2 
𝑐11 = sin(𝜃𝑐) (𝑐1 − cot(𝜃𝑐)) + 1 = −1 
𝑐12 = 𝑐1 cot(Ω) − cot(𝜃𝑐) cot(Ω) + 𝑐1 tan �Ω2� − 𝑐6 = −0.5�10 − 2√5 
𝑐13 = tan �Ω2� = �5 − 2√5 
𝑐14 = cot(𝛺) = �1 − 2/√5 
𝑐15 = cot(𝜃𝑐) = 0.5 
𝑐16 = c2c4 = 2/√5  
𝑐17 = c1𝑐13 =  −�50 − 22√5 / 2  
IV. Indefinite integral lemma 
�[𝑎𝑦2 + 𝑏𝑦 + 𝑐]𝑒𝜔𝑦𝑑𝑦 = 𝑒𝜔𝑦
𝜔
�𝑎𝑦2 + �𝑏 − 2𝑎
𝜔
�𝑦 + (𝑐 + 2𝑎
𝜔2
−
𝑏
𝜔
)� + 𝐶𝑜𝑛𝑠𝑡. 
V. The function 𝑬(𝒑) and its derivatives 
It is helpful to define a function E(𝑥) and also explicitly calculate its derivatives, as follows 
𝐸(𝑝) = � 𝑒−𝑖2𝜋𝑝𝑦𝑑𝑦𝑦=𝑐2
𝑦=0
= �𝑐2 𝑒−𝑖2𝜋𝑐2𝑝 − 1−𝑖2𝜋𝑐2𝑝     𝑖𝑓 𝑝 ≠ 0  
𝑐2                              𝑖𝑓 𝑝 = 0  
 
Differentiating 𝐸(𝑝) at any nonzero point gives 
𝐸′(𝑝) = (−𝑖2𝜋𝑐2)𝑒−𝑖2𝜋𝑐2𝑝(−𝑖2𝜋𝑝) − (−𝑖2𝜋)(𝑒−𝑖2𝜋𝑐2𝑝 − 1)(−𝑖2𝜋𝑝)2 = (1 + 𝑖2𝜋𝑐2𝑝)𝑒−𝑖2𝜋𝑐2𝑝 − 1𝑖2𝜋𝑝2  
Differentiating 𝐸(𝑝) at 𝑝 = 0 yields 
𝐸′(0) = lim
𝑝→ 0 𝐸(𝑝) − 𝐸(0)𝑝 − 0 = −𝑖𝜋𝑐22 
So,  
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𝐸′(𝑝) = �𝑖2𝜋𝑐22 (1 + 𝑖2𝜋𝑐2𝑝)𝑒−𝑖2𝜋𝑐2𝑝 − 1(𝑖2𝜋𝑐2𝑝)2  𝑖𝑓 𝑝 ≠ 0  
−𝑖𝜋𝑐2
2                                   𝑖𝑓 𝑝 = 0  
 
And similarly, 
𝐸′′(𝑝) =
⎩
⎨
⎧−4𝜋2𝑐23 2 − [1 + (1 + 𝑖2𝜋𝑐2𝑝)2 ] 𝑒−𝑖2𝜋𝑐2𝑝(𝑖2𝜋𝑐2𝑝)3  𝑖𝑓 𝑝 ≠ 0  
−(43)𝜋2𝑐23                                                            𝑖𝑓 𝑝 = 0  
 
On the other hand, differentiating both sides of the equation defining 𝐸(𝑝) with respect to the variable 𝑝 (and assuming 
interchangability of the integration with respect to 𝑦 and differentiation with respect to 𝑝; i.e., uniform convergence), and 
also using Lemmas 1and 2, we have 
𝐸(𝑛)(𝑝) = 𝑑𝑛𝐸
𝑑𝑝𝑛
= � 𝜕(𝑛)
𝜕𝑝𝑛
𝑒−𝑖2𝜋𝑝𝑦𝑑𝑦 =𝑦=𝑐2
𝑦=0
(−𝑖2𝜋)𝑛 � 𝑦𝑛𝑒−𝑖2𝜋𝑝𝑦𝑑𝑦𝑦=𝑐2
𝑦=0
 
 
� 𝑦𝑛𝑒−𝑖2𝜋𝑝𝑦𝑑𝑦
𝑦=𝑐2
𝑦=0
= 𝐸(𝑛)(𝑝)/(−𝑖2𝜋)𝑛 
� 𝑦𝑒−𝑖2𝜋𝑝𝑦𝑑𝑦
𝑦=𝑐2
𝑦=0
= 𝐸′(𝑝)(−𝑖2𝜋) = �𝑐22 1 − (1 + 𝑖2𝜋𝑐2𝑝)𝑒−𝑖2𝜋𝑐2𝑝(𝑖2𝜋𝑐2𝑝)2  𝑖𝑓 𝑝 ≠ 0  
𝑐2
2/2                                   𝑖𝑓 𝑝 = 0  
� 𝑦2𝑒−𝑖2𝜋𝑝𝑦𝑑𝑦
𝑦=𝑐2
𝑦=0
= 𝐸′′(𝑝)(−𝑖2𝜋)2 = �𝑐23 2 − [1 + (1 + 𝑖2𝜋𝑐2𝑝)2 ] 𝑒−𝑖2𝜋𝑐2𝑝(𝑖2𝜋𝑐2𝑝)3  𝑖𝑓 𝑝 ≠ 0  
𝑐2
3/3                                                            𝑖𝑓 𝑝 = 0  
VI. Auxiliary functions 𝜼𝒏 
The following functions (of the Cartesian components) of the spatial frequency vector 𝒒 appear in different expressions of 
the Fourier transform: 
𝜂0(𝑞𝑥, 𝑞𝑧) = −𝑒−𝑖2𝜋(𝑞𝑧+sin(𝜃𝑐)(𝑞𝑥+𝑐1𝑞𝑧))4𝜋2𝑞𝑧(𝑞𝑥 + 𝑐1𝑞𝑧)  
𝜂1(𝑞𝑥 , 𝑞𝑧) = 𝑒−𝑖𝜋sin(𝜃𝑐)(2𝑞𝑥+𝑞𝑧)2𝜋2𝑞𝑧(2𝑞𝑥 + 𝑞𝑧)  
 
𝜂2(𝑞𝑥, 𝑞𝑧) = 𝑒−𝑖2𝜋𝑞𝑧4𝜋2𝑞𝑧(𝑞𝑥 + c1𝑞𝑧) 
𝜂3(𝑞𝑥, 𝑞𝑧) = −12𝜋2𝑞𝑧(2𝑞𝑥 + 𝑞𝑧) 
 
𝜂4(𝑞𝑥, 𝑞𝑧) = 𝑐14𝑞𝑥 + +𝑐1𝑐4𝑞𝑧 
 
𝜂5(𝑞𝑥, 𝑞𝑧) = cot(Ω) 𝑞𝑥 + (𝑐4/2)𝑞𝑧 
 
𝜂6(𝑞𝑥, 𝑞𝑧) = 𝑒−𝑖2𝜋 sin(𝜃𝑐)𝑞𝑥−𝑖2𝜋𝑞𝑥 �𝑐11 + 𝑐10𝑖2𝜋𝑞𝑥� 
𝜂7(𝑞𝑥) = 1 + 𝑐10𝑖2𝜋𝑞𝑥𝑖2𝜋𝑞𝑥  
VII. Conventions, disambiguation, and evaluation of the first Fourier integral (over 𝒛) 
Conventions regarding the Fourier kernel 
1. The convention used for the sign of the Fourier exponential is consistent with many engineering textbooks and the 
programs Matlab and SciPy, but opposite of the convention common in physics textbooks. 
2. The spatial frequency 𝒒 corresponds to a scattering process with input and output “wavevectors” as 𝒒 = 𝒌𝑜𝑢𝑡 − 𝒌𝑖𝑛, 
where |𝒌𝑖𝑛| = |𝒌𝑜𝑢𝑡| = 1/𝜆 (and not 2𝜋/𝜆). 
Ambiguities 
Analytical formulation of Fourier transform can give rise to sinc-like ambiguities. To be on the safe/fast side 
computationally and also to have a closed-form expression (rather than an infinite series) analytically, we treat the 
calculation of the integrals in such cases separately. 
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First integral (over z) 
Case I: 𝑞𝑧 = 0 
𝑆(𝑞𝑧 = 0) = 1 + 𝑐10𝑥 + �𝑐1 tan �Ω2� − 𝑐6� 𝑦 
Case II: 𝑞𝑧 ≠ 0 
𝑆(𝑞𝑧 ≠ 0) = 1−𝑖2𝜋𝑞𝑧 [𝑒−𝑖2𝜋𝑞𝑧�1+𝑐1𝑥+𝑐1 tan�Ω2�𝑦� − 𝑒−𝑖2𝜋𝑞𝑧(cot (𝜃𝑐)𝑥+𝑐6𝑦) ] 
VIII. Evaluation of the second Fourier integral (over 𝒙) 
Case I: 𝑞𝑧 = 0 
𝐵(𝑞𝑧 = 0) = � 𝑑𝑥𝑒−𝑖2𝜋𝑞𝑥𝑥[1 + 𝑐10𝑥 + �𝑐1 tan �Ω2� − 𝑐6� 𝑦]𝑥=sin(𝜃𝑐)−tan�Ω2�𝑦𝑥= 𝑦
tan(Ω)  
Case I.1: 𝑞𝑥 = 𝑞𝑧 = 0 
𝐵(𝑞𝑥 = 𝑞𝑧 = 0) = [1 + (𝑐1′ − 𝑐6)𝑦](sin(𝜃𝑐) − 𝑐4𝑦) + �12� 𝑐10 �[sin(𝜃𝑐) − tan �𝛺2� 𝑦]2 − 𝑦2tan2(Ω)� = 𝑐7 + 𝑐8𝑦 + 𝑐9𝑦2 
Case I.2: 𝑞𝑥 ≠ 0, 𝑞𝑧 = 0 
𝐵(𝑞𝑥 ≠ 0, 𝑞𝑧 = 0) = 
�
𝑒−𝑖2𝜋𝑥𝑞𝑥
−𝑖2𝜋𝑞𝑥 �𝑐10𝑥 + 1 + �𝑐1 tan �Ω2� − 𝑐6� 𝑦 − 𝑐10−𝑖2𝜋𝑞𝑥��𝑥= 𝑦
tan(Ω)
𝑥=sin(𝜃𝑐)−tan�Ω2�𝑦 = 
𝑒−𝑖2𝜋𝑞𝑥�sin(𝜃𝑐)−tan�Ω2�𝑦�
−𝑖2𝜋𝑞𝑥 [𝑐10(sin(𝜃𝑐) − tan �Ω2� 𝑦) + 1 + �𝑐1 tan �Ω2� − 𝑐6� 𝑦 − 𝑐10−𝑖2𝜋𝑞𝑥]  − 
𝑒−𝑖2𝜋𝑞𝑥𝑦/ tan(Ω)
−𝑖2𝜋𝑞𝑥 [ 𝑐10𝑦tan(Ω) + 1 + �𝑐1 tan �Ω2� − 𝑐6� 𝑦 − 𝑐10−𝑖2𝜋𝑞𝑥] 
 
 𝐵(𝑞𝑥 ≠ 0, 𝑞𝑧 = 0) = 
𝑒−𝑖2𝜋 sin(𝜃𝑐)𝑞𝑥
−𝑖2𝜋𝑞𝑥 �𝑐11 + 𝑐10𝑖2𝜋𝑞𝑥� 𝑒𝑖2𝜋 tan�Ω2�𝑞𝑥𝑦 + 1𝑖2𝜋𝑞𝑥 [𝑐12𝑦 + �1 + 𝑐10𝑖2𝜋𝑞𝑥�]𝑒−𝑖2𝜋𝑞𝑥𝑦tan(Ω)  
 
Case II: 𝑞𝑧 ≠ 0 
𝐵(𝑞𝑧 ≠ 0) = 
� 𝑑𝑥
𝑒−𝑖2𝜋𝑞𝑥𝑥
−𝑖2𝜋𝑞𝑧 [𝑒−𝑖2𝜋𝑞𝑧�1+𝑐1𝑥+𝑐1 tan�Ω2�𝑦� − 𝑒−𝑖2𝜋𝑞𝑧(cot (𝜃𝑐)𝑥+𝑐6𝑦)]𝑥=sin(𝜃𝑐)−tan�Ω2�𝑦𝑥= 𝑦
tan(Ω)  
Case II.1: 𝑞𝑧 ≠ 0,𝑞𝑥 + cot(𝜃𝑐) 𝑞𝑧 ≠ 0,𝑞𝑥 + 𝑐1𝑞𝑧 ≠ 0 
𝐵(𝑞𝑧 ≠ 0,𝑞𝑥 + cot(𝜃𝑐) 𝑞𝑧 ≠ 0,𝑞𝑥 + 𝑐1𝑞𝑧 ≠ 0) = 
𝑒−𝑖2𝜋𝑞𝑧�1+𝑐1 tan�
Ω
2�𝑦�(−𝑖2𝜋𝑞𝑧)(−𝑖2𝜋(𝑞𝑥 + 𝑐1𝑞𝑧)) �𝑒−𝑖2𝜋(𝑞𝑥+𝑐1𝑞𝑧)�sin(𝜃𝑐)−tan�Ω2�𝑦� − 𝑒−𝑖2𝜋cot (Ω)(𝑞𝑥+𝑐1𝑞𝑧)𝑦� 
−
𝑒−𝑖2𝜋𝑞𝑧𝑐6𝑦(−𝑖2𝜋𝑞𝑧)(−𝑖2𝜋(𝑞𝑥 + cot (𝜃𝑐)𝑞𝑧)) �𝑒−𝑖2𝜋(𝑞𝑥+cot (𝜃𝑐)𝑞𝑧)�sin(𝜃𝑐)−tan�Ω2�𝑦� − 𝑒−𝑖2𝜋cot (Ω)(𝑞𝑥+cot (𝜃𝑐)𝑞𝑧)𝑦� 
𝐵(𝑞𝑧 ≠ 0,𝑞𝑥 + cot(𝜃𝑐)𝑞𝑧 ≠ 0,𝑞𝑥 + 𝑐1𝑞𝑧 ≠ 0) = [𝜂0(𝑞𝑥, 𝑞𝑧) + 𝜂1(𝑞𝑥, 𝑞𝑧)]𝑒𝑖2𝜋 tan�Ω2�𝑞𝑥𝑦 + 𝜂2(𝑞𝑥, 𝑞𝑧)𝑒−𝑖2𝜋𝜂4(𝑞𝑥,𝑞𝑧)𝑦 + 𝜂3(𝑞𝑥 , 𝑞𝑧)𝑒−𝑖2𝜋𝜂5(𝑞𝑥,𝑞𝑧)𝑦 
 
Case II.2: 𝑞𝑧 ≠ 0,𝑞𝑥 + cot(𝜃𝑐) 𝑞𝑧 = 0 
𝐵(𝑞𝑧 ≠ 0,𝑞𝑥 + cot(𝜃𝑐) 𝑞𝑧 = 0) = 𝜂0(𝑞𝑥, 𝑞𝑧)𝑒𝑖2𝜋 tan�Ω2�𝑞𝑥𝑦 + 𝜂2(𝑞𝑥 , 𝑞𝑧)𝑒−𝑖2𝜋𝜂4(𝑞𝑥,𝑞𝑧)𝑦 + 
� 𝑑𝑥
𝑒−𝑖2𝜋𝑞𝑧𝑐6𝑦
𝑖2𝜋𝑞𝑧𝑥=sin(𝜃𝑐)−tan(Ω/2)𝑦𝑥= 𝑦
tan(Ω)  
𝐵(𝑞𝑧 ≠ 0,𝑞𝑥 + cot(𝜃𝑐)𝑞𝑧 = 0) =  𝜂0(𝑞𝑥, 𝑞𝑧)𝑒𝑖2𝜋 tan�Ω2�𝑞𝑥𝑦 + 𝜂2(𝑞𝑥 , 𝑞𝑧)𝑒−𝑖2𝜋𝜂4(𝑞𝑥,𝑞𝑧)𝑦 + 𝑒−𝑖2𝜋𝑞𝑧𝑐6𝑦𝑖2𝜋𝑞𝑧 (sin(𝜃𝑐) − 𝑐4𝑦) 
 
 
Case II.3: 𝑞𝑧 ≠ 0,𝑞𝑥 + c1𝑞𝑧 = 0 
𝐵(𝑞𝑧 ≠ 0, 𝑞𝑥 + c1𝑞𝑧 = 0) = 𝜂1(𝑞𝑥 , 𝑞𝑧)𝑒𝑖2𝜋 tan�Ω2�𝑞𝑥𝑦 + 𝜂3(𝑞𝑥 ,𝑞𝑧)𝑒−𝑖2𝜋𝜂5(𝑞𝑥 ,𝑞𝑧)𝑦 + 
� 𝑑𝑥
𝑒−𝑖2𝜋𝑞𝑧(1+𝑐1 tan(Ω/2)𝑦)
−𝑖2𝜋𝑞𝑧𝑥=sin(𝜃𝑐)−tan�Ω2�𝑦𝑥= 𝑦
tan(Ω)  
𝐵(𝑞𝑧 ≠ 0,𝑞𝑥 + c1𝑞𝑧 = 0) = 
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𝜂1(𝑞𝑥, 𝑞𝑧)𝑒𝑖2𝜋 tan�Ω2�𝑞𝑥𝑦 + 𝜂3(𝑞𝑥 , 𝑞𝑧)𝑒−𝑖2𝜋𝜂5(𝑞𝑥,𝑞𝑧)𝑦 + 𝑒−𝑖2𝜋𝑞𝑧(1+𝑐17𝑦)−𝑖2𝜋𝑞𝑧 (sin(𝜃𝑐) − 𝑐4𝑦) 
 
IX. Evaluation of the third Fourier integral (over 𝒚) 
𝐹𝑇1
20−𝑆−𝐼𝐻
(𝒒) = � 𝑑𝑦𝑒−𝑖2𝜋𝑦𝑞𝑦𝐵(𝑦)𝑦=𝑐2
𝑦=0
 
Case I: 𝑞𝑧 = 0 
Case I.1: 𝑞𝑥 = 𝑞𝑧 = 0 
𝐹𝑇1
20−𝑆−𝐼𝐻
(𝒒) = � 𝑑𝑦𝑒−𝑖2𝜋𝑦𝑞𝑦[𝑐7 + 𝑐8𝑦 + 𝑐9𝑦2] = 𝑐7𝐸�𝑞𝑦� + 𝑐8(−𝑖2𝜋)𝐸′�𝑞𝑦� + 𝑐9(−𝑖2𝜋)2 𝐸′′ (𝑞𝑦)𝑦=𝑐2𝑦=0  
Case I.2: 𝑞𝑥 ≠ 0, 𝑞𝑧 = 0 
𝐹𝑇1
20−𝑆−𝐼𝐻
(𝒒) = � 𝑑𝑦𝑒−𝑖2𝜋𝑦𝑞𝑦 �𝑒−𝑖2𝜋 sin(𝜃𝑐)𝑞𝑥
−𝑖2𝜋𝑞𝑥 �𝑐11 + 𝑐10𝑖2𝜋𝑞𝑥� 𝑒𝑖2𝜋 tan�Ω2�𝑞𝑥𝑦 + 1𝑖2𝜋𝑞𝑥 [𝑐12𝑦 + �1 + 𝑐10𝑖2𝜋𝑞𝑥�]𝑒−𝑖2𝜋𝑞𝑥𝑦tan(Ω) �𝑦=𝑐2𝑦=0  
𝐹𝑇1
20−𝑆−𝐼𝐻
(𝒒) = 𝜂6(𝑞𝑥)𝐸�𝑞𝑦 − 𝑐13𝑞𝑥� + 𝜂7(𝑞𝑥)𝐸�𝑞𝑦 + 𝑐14𝑞𝑥� + 𝑐12𝑖2𝜋𝑞𝑥(−𝑖2𝜋)𝐸′(𝑞𝑦 + 𝑐14𝑞𝑥) 
 
Case II: 𝑞𝑧 ≠ 0 
Case II.1: 𝑞𝑧 ≠ 0,𝑞𝑥 + cot(𝜃𝑐) 𝑞𝑧 ≠ 0,𝑞𝑥 + 𝑐1𝑞𝑧 ≠ 0 
𝐹𝑇1
20−𝑆−𝐼𝐻
(𝒒) = � 𝑑𝑦𝑒−𝑖2𝜋𝑦𝑞𝑦𝑦=𝑐2
𝑦=0
{[𝜂0(𝑞𝑥, 𝑞𝑧) + 𝜂1(𝑞𝑥, 𝑞𝑧)]𝑒𝑖2𝜋 tan�Ω2�𝑞𝑥𝑦 + 𝜂2(𝑞𝑥 , 𝑞𝑧)𝑒−𝑖2𝜋𝜂4(𝑞𝑥,𝑞𝑧)𝑦+ 𝜂3(𝑞𝑥 , 𝑞𝑧)𝑒−𝑖2𝜋𝜂5(𝑞𝑥,𝑞𝑧)𝑦} 
𝐹𝑇1
20−𝑆−𝐼𝐻
(𝒒) = [η0(qx, qz) + η1(qx, qz)]E�qy − c13qx� + η2(𝑞𝑥, 𝑞𝑧)𝐸 �𝑞𝑦 + 𝜂4(𝑞𝑥 , 𝑞𝑧)� + η3(𝑞𝑥 , 𝑞𝑧)𝐸 �𝑞𝑦 + 𝜂5(𝑞𝑥, 𝑞𝑧)� 
Case II.2: 𝑞𝑧 ≠ 0,𝑞𝑥 + cot(𝜃𝑐) 𝑞𝑧 = 0 
𝐹𝑇1
20−𝑆−𝐼𝐻
(𝒒) = η0(qx, qz)E�qy − c13qx� + η2(𝑞𝑥, 𝑞𝑧)𝐸 �𝑞𝑦 + 𝜂4(𝑞𝑥 , 𝑞𝑧)� + 
� 𝑑𝑦𝑒−𝑖2𝜋𝑦𝑞𝑦
𝑒−𝑖2𝜋𝑞𝑧𝑐6𝑦
𝑖2𝜋𝑞𝑧 (sin(𝜃𝑐) − 𝑐4𝑦)𝑦=𝑐2𝑦=0  
𝐹𝑇1
20−𝑆−𝐼𝐻
(𝒒) = 
η0(qx, qz)E�qy − c13qx� + η2(𝑞𝑥 ,𝑞𝑧)𝐸 �𝑞𝑦 + 𝜂4(𝑞𝑥 , 𝑞𝑧)� + sin(𝜃𝑐)𝑖2𝜋𝑞𝑧 𝐸�𝑞𝑦 + 𝑐6𝑞𝑧� − c44𝜋2𝑞𝑧 𝐸′�𝑞𝑦 + 𝑐6𝑞𝑧� 
Case II.3: 𝑞𝑧 ≠ 0,𝑞𝑥 + 𝑐1𝑞𝑧 = 0 
𝐹𝑇1
20−𝑆−𝐼𝐻
(𝒒) = η1(qx, qz)E�qy − c13qx� + η3(𝑞𝑥, 𝑞𝑧)𝐸 �𝑞𝑦 + 𝜂5(𝑞𝑥 , 𝑞𝑧)� + 
� 𝑑𝑦𝑒−𝑖2𝜋𝑦𝑞𝑦
𝑒−𝑖2𝜋𝑞𝑧(1+𝑐17𝑦)
−𝑖2𝜋𝑞𝑧 (sin(𝜃𝑐) − 𝑐4𝑦)𝑦=𝑐2𝑦=0  
𝐹𝑇1
20−𝑆−𝐼𝐻
(𝒒) = η0(qx, qz)E�qy − c13qx� + η2(𝑞𝑥, 𝑞𝑧)𝐸 �𝑞𝑦 + 𝜂4(𝑞𝑥 ,𝑞𝑧)�+ 𝑒−𝑖2𝜋𝑞𝑧
−𝑖2𝜋𝑞𝑧 �sin(𝜃𝑐)𝐸�𝑞𝑦 + 𝑐17𝑞𝑧� + c4𝑖2𝜋𝐸′�𝑞𝑦 + 𝑐17𝑞𝑧�� 
X. Fourier transform of a solid icosahedron with sphericity (spherical coordinate) 
Having solved the Fourier transform of the unit icosahedron (or the first tetrahedron) in the Cartesian coordinate, we can 
establish an identity by rewriting the Fourier transform in the spherical coordinate: 
� 𝑑𝜙� 𝑑𝜃sin(𝜃)𝜃=𝜃𝐶𝐴(𝜙)
𝜃=0
� 𝑑𝑟𝑟2𝑒−𝑖2𝜋𝑟𝑞𝑐𝑜𝑠(𝛾)𝑟=𝑟𝑖𝑐𝑜(𝜃,𝜙)
𝑟=0
𝜙=Ω
𝜙=0
= 𝐹𝑇1
20−𝑆−𝐼𝐻
(𝒒) 
In this equation: 
• 𝛾 is the spherical (geodesic) distance between the unit vectors 𝒓�⃗ /𝑟 and 𝒒�⃗ /𝑞 with cos(𝛾) = cos(𝜃) cos�𝜃𝑞� +sin(𝜃) sin�𝜃𝑞� cos (𝜙 − 𝜙𝑞). 
• 𝜃𝐶𝐴(𝜙) = 𝑐𝑜𝑠−1((G − 1)cos(𝜙 − Ω/2)) denotes the CA edge of the first tetrahedron. 
• 𝑟 = 𝑟𝑖𝑐𝑜(𝜃,𝜙) denotes the equation of the surface of an icosahedron. Over the first tetrahedron 𝑟𝑖𝑐𝑜(𝜃,𝜙) =
�cos(θ) + sin(θ) tan(α) cos �𝜙 − π
5
��
−1
. 
By combining the contribution of all tetrahedra to the Fourier transform, we will have 
� 𝑑𝜙� sin(𝜃) 𝑑𝜃𝜃=𝜋
𝜃=0
� 𝑑𝑟𝑟2𝑒−𝑖2𝜋𝑟𝑞𝑐𝑜𝑠(𝛾) 𝑟=𝑟𝑖𝑐𝑜(𝜃,𝜙)
𝑟=0
𝜙=2π
𝜙=0
= 𝐹𝑆−𝐼𝐻(𝒒) 
The last two integrals simply mean spherical integration over the entire 4𝜋 stradians solid angle in real-space (Ωr). With 
𝑑Ω𝑟 = sin(𝜃)𝑑𝜃𝑑𝜙, the triple integral can be re-written as 
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�𝑑Ω𝑟 � 𝑑𝑟𝑟2𝑒−𝑖2𝜋𝑟𝑞𝑐𝑜𝑠�𝛾
(Ω𝑟)� 𝑟=𝑟𝑖𝑐𝑜(Ω𝑟)
𝑟=0
= 𝐹𝑆−𝐼𝐻(𝒒) 
The first integration yields 
𝐶 = � 𝑑𝑟𝑟2𝑒−𝑖2𝜋𝑟𝑞𝑐𝑜𝑠(𝛾) 𝑟=𝑟𝑖𝑐𝑜(𝜃,𝜙)
𝑟=0
= � 1
𝜔3
� [𝑒𝜔𝑟{(1 − 𝜔𝑟)2 + 1}]𝑟=0𝑟=𝑟𝑖𝑐𝑜(𝜃,𝜙) 
𝐶 = � 1
𝜔3
� [𝑒𝜔𝑟𝑖𝑐𝑜{(1 −𝜔𝑟𝑖𝑐𝑜)2 + 1} − 2] 
with 𝜔 =  −𝑖2𝜋𝑞𝑐𝑜𝑠(𝛾). Multiplication of 𝑒𝜔𝑟𝑖𝑐𝑜 by each monomial generates an infinite series. By defining the new 
variable ℎ = 𝜔𝑟𝑖𝑐𝑜, we combine all these series into a single one 
𝐶 = � 1
𝜔3
� �−2 + (2 − 2ℎ + ℎ2) � ℎ𝑛
𝑛!𝑛=∞
𝑛=0
� = 
�
1
𝜔3
� �−2 + 2�1 + ℎ + � ℎ𝑛+2(𝑛 + 2)!𝑛=∞
𝑛=0
� − 2�ℎ + � ℎ𝑛+2(𝑛 + 1)!𝑛=∞
𝑛=0
� + � ℎ𝑛+2
𝑛!𝑛=∞
𝑛=0
� = 
= �ℎ
𝜔
�
3
�
ℎ𝑛(𝑛 + 3)𝑛!𝑛=∞
𝑛=0
 
Rewriting 𝐶 in terms of the original spherical coordinate variables, we have 
𝐶�Ω𝑟 ,Ω𝑞� = 𝑟3𝑖𝑐𝑜(Ω𝑟) � �−𝑖2𝜋𝑞𝑐𝑜𝑠�𝛾(Ω𝑟 ,Ω𝑞)�𝑟𝑖𝑐𝑜(Ω𝑟)�𝑛(𝑛 + 3)𝑛!𝑛=∞
𝑛=0
 
�𝑑Ω𝑟𝑟3𝑖𝑐𝑜(Ω𝑟) � �−𝑖2𝜋𝑞𝑐𝑜𝑠�𝛾(Ω𝑟 ,Ω𝑞)�𝑟𝑖𝑐𝑜(Ω𝑟)�𝑛(𝑛 + 3)𝑛!𝑛=∞
𝑛=0
= 𝐹𝑆−𝐼𝐻(𝒒) 
�
(−𝑖2𝜋𝑞)𝑛(𝑛 + 3)𝑛! �𝑑Ω𝑟 cos𝑛�𝛾(Ω𝑟 ,Ω𝑞)� 𝑟𝑖𝑐𝑜𝑛+3(Ω𝑟)𝑛=∞
𝑛=0
= 𝐹𝑆−𝐼𝐻(𝒒) 
Repeating the above procedure for purely radial deformations of an icosahedron will simply change the function 𝑟𝑖𝑐𝑜(Ω𝑟). 
For a sphere with unity radius, one can write 𝐹𝑆𝑝ℎ(𝒒) = sin(2𝜋𝑞)−(2𝜋𝑞)𝑐𝑜𝑠(2𝜋𝑞)(2𝜋𝑞)3  (remember that in the scaled coordinate, the 
radius of the circumscribed sphere of the icosahedron is also 𝑅𝑖𝑐𝑜 = 1). Using the scaling property of 3D Fourier transform, 
the Fourier transform of an arbitrary sphere with radius R (note that 𝑅𝑖𝑐𝑜 = 1) is 𝑅3𝐹𝑆𝑝ℎ(𝑅𝒒), and one one can write 
�
(−𝑖2𝜋𝑞)𝑛(𝑛 + 3)𝑛! �𝑑Ω𝑟 cos𝑛�𝛾(Ω𝑟 ,Ω𝑞)� 𝑅𝑛+3𝑛=∞
𝑛=0
= 𝑅3𝐹𝑆𝑝ℎ(𝑅𝒒) 
For 𝑅 = 1,  
�
(−𝑖2𝜋𝑞)𝑛(𝑛 + 3)𝑛! �𝑑Ω𝑟 cos𝑛�𝛾(Ω𝑟 ,Ω𝑞)�𝑛=∞
𝑛=0
= 𝐹𝑆𝑝ℎ(𝒒) = sin(2𝜋𝑞) − (2𝜋𝑞)𝑐𝑜𝑠(2𝜋𝑞)(2𝜋𝑞)3  = 1(2𝜋𝑞)3 � (−1)𝑛(2𝜋𝑞)2𝑛+1(2𝑛 + 1)!𝑛=∞
𝑛=0
−
(2𝜋𝑞)(2𝜋𝑞)3 � (−1)𝑛(2𝜋𝑞)2𝑛(2𝑛)!𝑛=∞
𝑛=0
= 2 � (−𝑖2𝜋𝑞)2𝑛(2𝑛 + 3)! (𝑛 + 1)𝑛=∞
𝑛=0
 
Matching the coefficients of the identity results in the following expression for even 𝑛.  For odd 𝑛, the integral simply 
vanishes. 
�𝑑Ω𝑟 cos2𝑛 �𝛾�Ω𝑟 ,Ω𝑞�� = 1(2𝑛 + 1) 
For a spherically-deformed icosahedron with sphericitry of 𝜎 
𝐹𝑆−𝐷𝑒𝑓−𝐼𝐻(𝑞) = � (−𝑖2𝜋𝑞)𝑛(𝑛 + 3)𝑛! �𝑑Ω𝑟 cos𝑛�𝛾(Ω𝑟 ,Ω𝑞)� [(1 − 𝜎)𝑟𝑖𝑐𝑜(Ω𝑟) + 𝜎]𝑛+3𝑛=∞
𝑛=0
 
We have been able to formulate the Fourier transform, and also evaluate it and achieve an analytical expression (as an 
infinite series, but not a closed-form expression) for it. We note that both terms in the integrand are smaller than (or at most 
equal to) unity and decay quickly as 𝑛 increases. The factorial term in the denominator of the expansion also results in a 
quick decay of higher-order terms. So, in practice, the series can be truncated with just a few terms. The integral has also a 
clear closed boundary, and there are special quadrature rules (S.39) for numerical calculation of such integrals. 
XI. Expansion and integration of the term 𝐜𝐨𝐬 �𝜸�𝛀𝒓,𝛀𝒒��𝒏 
Surface integrals encountered in Section X of Supplementary Materials can be evaluated by expanding the term cos𝑛(𝛾) cos �𝛾�Ω𝑟 ,Ω𝑞��𝑛 = �cos(𝜃) cos�𝜃𝑞� + sin(𝜃) sin�𝜃𝑞� cos�𝜙 − 𝜙𝑞��𝑛 = 
�𝐶𝑛𝑙 sin𝑙(𝜃) sin𝑙�𝜃𝑞� cos𝑙�𝜙 − 𝜙𝑞� cos𝑛−𝑙(𝜃) cos𝑛−𝑙�𝜃𝑞�𝑛
𝑙=0
 
We also note that for any non-negative integer 𝑙, cos𝑙�𝜙 − 𝜙𝑞� can be written as follows 
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cos𝑙�𝜙 − 𝜙𝑞� = � 𝑒𝑚 cos �𝑚�𝜙 − 𝜙𝑞��𝑙
𝑚=0
 
where a coefficient 𝑒𝑚 is nonzero only for even or only for odd values of 𝑚 (corresponding to even and odd values of 𝑙, 
respectively). Considering the following identity cos𝑙(𝑥) = 𝑅𝑒𝑎𝑙 �2−𝑙�𝑒𝑖𝑥 + 𝑒−𝑖𝑥�𝑙� = 2−𝑙𝑅𝑒𝑎𝑙 � 𝐶𝑙𝑠𝑒𝑖𝑠𝑥𝑒−𝑖(𝑙−𝑠)𝑥𝑙
𝑠=0
� = 2−𝑙�𝐶𝑙𝑠 cos[(𝑙 − 2𝑠)𝑥]𝑙
𝑠=0
 
a non-zero coefficient 𝑒𝑚 originates from the terms for which |𝑙 − 2𝑠| = 𝑚 or 𝑠 = (𝑙 ∓ 𝑚)/2. With the value of 𝑒𝑚 taken 
care of, we proceed with the main derivation as cos �𝛾�Ω𝑟 ,Ω𝑞��𝑛 = � � 𝑒𝑚𝐶𝑛𝑙 sin𝑙(𝜃) sin𝑙�𝜃𝑞� cos𝑛−𝑙(𝜃) cos𝑛−𝑙�𝜃𝑞� cos �𝑚�𝜙 − 𝜙𝑞��𝑙
𝑚=0
𝑛
𝑙=0
 
Using the above equation and recalling𝑟𝑖𝑐𝑜(𝜃,𝜙) = �cos(θ) + sin(θ) tan(α) cos �𝜙 − π5��−1 over the first tetrahedron, 
we can rewrite the integral in the expansion of 𝐹𝑆−𝐷𝑒𝑓−𝑻𝟏(𝒒), as 
𝐼𝑛𝑻𝟏 = �𝑑Ω𝑟 cos𝑛 �𝛾�Ω𝑟 ,Ω𝑞�� [(1 − 𝜎)𝑟𝑖𝑐𝑜(Ω𝑟) + 𝜎]𝑛+3 = 
� 𝑑𝜙� 𝑑𝜃sin(𝜃)� � 𝑒𝑚𝐶𝑛𝑙 sin𝑙(𝜃) sin𝑙�𝜃𝑞� cos𝑛−𝑙(𝜃) cos𝑛−𝑙�𝜃𝑞� cos �𝑚�𝜙𝑙
𝑚=0
𝑛
𝑙=0
𝜃=𝜃𝐶𝐴(𝜙)
𝜃=0
𝜙=Ω
𝜙=0
− 𝜙𝑞�� �
(1 − 𝜎)
�cos(θ) + sin(θ) tan(α) cos �𝜙 − π5�� + 𝜎�
𝑛+3 = 
�𝐶𝑛𝑙 � 𝑒𝑚� 𝑑𝜙� 𝑑𝜃sin(𝜃) sin𝑙(𝜃) sin𝑙�𝜃𝑞� cos𝑛−𝑙(𝜃) cos𝑛−𝑙�𝜃𝑞� cos �𝑚�𝜙𝜃=𝜃𝐶𝐴(𝜙)
𝜃=0
𝜙=Ω
𝜙=0
𝑙
𝑚=0
𝑛
𝑙=0
− 𝜙𝑞�� �
(1 − 𝜎)
�cos(θ) + sin(θ) tan(α) cos �𝜙 − π5�� + 𝜎�
𝑛+3 = 
�𝐶𝑛𝑙 sin𝑙�𝜃𝑞� cos𝑛−𝑙�𝜃𝑞� � 𝑒𝑚� 𝑑𝜙� 𝑑𝜃sin(𝜃) sin𝑙(𝜃) cos𝑛−𝑙(𝜃) � (1 − 𝜎)
�cos(θ) + sin(θ) tan(α) cos �𝜙 − π5��𝜃=𝜃𝐶𝐴(𝜙)𝜃=0𝜙=Ω𝜙=0
𝑙
𝑚=0
𝑛
𝑙=0+ 𝜎�𝑛+3 �cos(𝑚𝜙) cos�𝑚𝜙𝑞� + sin(𝑚𝜙) sin�𝑚𝜙𝑞�� = 
�𝐶𝑛𝑙 sin𝑙�𝜃𝑞� cos𝑛−𝑙�𝜃𝑞� � 𝑒𝑚�cos�𝑚𝜙𝑞� 𝐼𝑛,𝑙,𝑚𝑐 + sin�𝑚𝜙𝑞� 𝐼𝑛,𝑙,𝑚𝑠 �𝑙
𝑚=0
𝑛
𝑙=0
 
So, the Fourier transform of the first spherically-deformed tetrahedron can be written as an analytical infinite series of 𝒒, 
with no numerical integration involving 𝒒 components: 
𝐹𝑆−𝐷𝑒𝑓−𝑻𝟏(𝒒) = � (−𝑖2𝜋𝑞)𝑛(𝑛 + 3)𝑛! �𝐶𝑛𝑙 sin𝑙�𝜃𝑞� cos𝑛−𝑙�𝜃𝑞� � 𝑒𝑚�cos�𝑚𝜙𝑞� 𝐼𝑛,𝑙,𝑚𝑐 + sin�𝜙𝑞� 𝐼𝑛,𝑙,𝑚𝑠 �𝑙
𝑚=0
𝑛
𝑙=0
∞
𝑛=0
 
The two discrete arrays 𝐼𝑛,𝑙,𝑚𝑠 and 𝐼𝑛,𝑙,𝑚𝑠  are independent of 𝒒. They can be calculated in a one-time-only problem with 
arbitrarily high accuracy, and used later with arbitrary choices of (rotated) 𝒒, irrespective of its discretization scheme or 
density. We can further simplify the above expansion by defining new constants, as follows: 
𝐼𝑛,𝑙,𝑚𝑡 = (2𝜋)𝑛(𝑛 + 3)𝑛!𝐶𝑛𝑙 𝑒𝑚��𝐼𝑛,𝑙,𝑚𝑐 �2+�𝐼𝑛,𝑙,𝑚𝑠 �2 
Φ𝑛,𝑙,𝑚𝑡 = atan2�𝐼𝑛,𝑙,𝑚𝑐 , 𝐼𝑛,𝑙,𝑚𝑠 � 
𝐹𝑆−𝐷𝑒𝑓−𝑇1(𝒒) = �(−𝑖𝑞)𝑛� sin𝑙�𝜃𝑞� cos𝑛−𝑙�𝜃𝑞�� 𝐼𝑛,𝑙,𝑚𝑡 sin�𝑚𝜙𝑞 + Φ𝑛,𝑙,𝑚𝑡 �𝑙
𝑚=0
𝑛
𝑙=0
∞
𝑛=0
 
Note that the above expression is indeed a (real) spherical harmonic expansion in the spherical coordinate representation 
of the reciprocal space. 
Since the final Fourier transform of the icosahedron with inversion symmetry is only a real function, one can establish a 
spherical coordinate identity, and also simplify the calculation of Fourier transform by reducing the complex series to a real 
one with faster-decaying terms. It also reduces the size of the two arrays 𝐼𝑛,𝑙,𝑚𝑠 and 𝐼𝑛,𝑙,𝑚𝑠  by a factor of 2, as only even-order 
terms (𝑛 = 0,2,4, …) need to be calculated: 
𝐹𝑆−𝐷𝑒𝑓−𝑇1
𝑅𝑒𝑎𝑙 (𝒒) = �(−𝑞2)𝑛� sin𝑙�𝜃𝑞� cos2𝑛−𝑙�𝜃𝑞�� 𝐼2𝑛,𝑙,𝑚𝑡 sin�𝑚𝜙𝑞 + Φ2𝑛,𝑙,𝑚𝑡 �𝑙
𝑚=0
2𝑛
𝑙=0
∞
𝑛=0
 
𝐹𝑆−𝐷𝑒𝑓−𝑇1
𝑖𝑚𝑎𝑔 (𝒒) = −𝑞��−𝑞2�𝑛 � sin𝑙�𝜃𝑞� cos2𝑛−𝑙+1�𝜃𝑞�� 𝐼2𝑛+1,𝑙,𝑚𝑡 sin�𝑚𝜙𝑞 + Φ2𝑛+1,𝑙,𝑚𝑡 �𝑙
𝑚=0
2𝑛+1
𝑙=0
∞
𝑛=0
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𝐹𝑆−𝐷𝑒𝑓(𝒒) = 2� 𝐹𝑆−𝐷𝑒𝑓−𝑇1𝑅𝑒𝑎𝑙 �𝑅𝑝−1𝒒�10
𝑝=1
 
� 𝐹𝑆−𝐷𝑒𝑓−𝑇1𝑖𝑚𝑎𝑔 �𝑅𝑝−1𝒒�10
𝑝=1
= 0 
The above expression can be calculated for the extreme cases of 𝜎 = 1 and 𝜎 = 0 and intermediate values as 
𝐹𝑆−𝐷𝑒𝑓−𝐼𝐻(𝒒)|𝝈=𝟎 = � (−𝑖2𝜋𝑞)𝑛(𝑛 + 3)𝑛! �𝑑Ω𝑟 cos𝑛�𝛾(Ω𝑟 ,Ω𝑞)� 𝑟𝑖𝑐𝑜𝑛+3(Ω𝑟)𝑛=∞
𝑛=0
= 𝐹𝑆−𝐼𝐻(𝒒) 
𝐹𝑆−𝐷𝑒𝑓−𝐼𝐻(𝒒)|𝝈=𝟏 = � (−𝑖2𝜋𝑞)𝑛(𝑛 + 3)𝑛! �𝑑Ω𝑟 cos𝑛�𝛾(Ω𝑟 ,Ω𝑞)�𝑛=∞
𝑛=0
= 𝐹𝑆𝑝ℎ(𝒒) = � 2(𝑛 + 1)(−𝑖2𝜋𝑞)2𝑛(2𝑛 + 3)!𝑛=∞
𝑛=0
 
𝐹𝑆−𝐷𝑒𝑓−𝐼𝐻(𝒒)|𝟎<𝝈<𝟏 = 2� 𝐹𝑆−𝐷𝑒𝑓−𝑇1𝑅𝑒𝑎𝑙10
𝑝=1
�𝑅𝑝−1𝒒� 
𝐹𝑆−𝐷𝑒𝑓−𝑇1
𝑅𝑒𝑎𝑙 (𝒒) = �(−𝑞2)𝑛� sin𝑙�𝜃𝑞� cos2𝑛−𝑙�𝜃𝑞� � 𝐼2𝑛,𝑙,𝑚𝑡 sin�𝑚𝜙𝑞 + Φ2𝑛,𝑙,𝑚𝑡 �𝑙
𝑚=0
2𝑛
𝑙=0
∞
𝑛=0
 
Furthermore, the double-integrals encountered in the calculation of 𝐼𝑛,𝑙,𝑚𝑠 and 𝐼𝑛,𝑙,𝑚𝑐 can be simplified by calculating the first 
one analytically, as shown below. To avoid similar derivations, we define the index ℎ ∈ {𝑠, 𝑐}, and 𝑓𝑚ℎ(𝜙) = cos(𝑚𝜙) for 
ℎ = 𝑐 and 𝑓𝑚ℎ(𝜙) = sin(𝑚𝜙) for ℎ = 𝑠. 
𝐼𝑛,𝑙,𝑚ℎ = � 𝑑𝜙𝑓𝑚ℎ(𝜙)� 𝑑𝜃sin(𝜃) sin𝑙(𝜃) cos𝑛−𝑙(𝜃) � (1 − 𝜎)cos(θ) + sin(θ) tan(α) cos �𝜙 − π5� + 𝜎�
𝑛+3
𝜃=𝜃𝐶𝐴(𝜙)
𝜃=0
𝜙=Ω
𝜙=0
 
By defining the parameter 𝜖𝜙 = tan(α) cos �𝜙 − π5� and change of the polar variable as 𝑧 = tan(𝜃/2), we have 
𝐽𝑛,𝑙(𝜙) = � 𝑑𝜃sin(𝜃) sin𝑙(𝜃) cos𝑛−𝑙(𝜃) � (1 − 𝜎)cos(θ) + sin(θ) tan(α) cos �𝜙 − π5� + 𝜎�
𝑛+3
𝜃=𝜃𝐶𝐴(𝜙)
𝜃=0
 
𝐽𝑛,𝑙(𝜙) = � 2𝑑𝑧1 + 𝑧2 � 2𝑧1 + 𝑧2�𝑙+1 �1 − 𝑧21 + 𝑧2�𝑛−𝑙 � (1 − 𝜎)�1 − 𝑧21 + 𝑧2� + 𝜖𝜙 � 2𝑧1 + 𝑧2� + 𝜎�
𝑛+3
tan(𝜃𝐶𝐴(𝜙)/2) 
0
 
For a given 𝜙, the integral over 𝜃 can be calculated analytically, as the (partial fraction) decomposition and integration of 
such an integral of a real variable is straightforward (Silverman, 1985). 
XII. FM-like modulation of icosahedral harmonics 
The product of two icosahedral harmonics 𝐽𝑙1(Ω) and 𝐽𝑙2(Ω) inherits both icosahedral symmetry and axes of symmetry 
from them. For simplicity, we assume that not only the original icosahedral harmonics, but also their product can be 
expressed using low-order non-degenerate icosahedral harmonics. Extension to higher orders follows a similar procedure by 
including an additional degeneracy parameter. By expanding functions into icosahedral and corresponding spherical spectra, 
we can write: 
𝐽𝑙1(Ω)𝐽𝑙2(Ω) = �  � 𝑏𝑙1,𝑚1𝑏𝑙2,𝑚2𝑌𝑙1,𝑚1(Ω)𝑌𝑙2,𝑚2(Ω)𝑙2
𝑚2=−𝑙2
𝑙1
𝑚1=−𝑙1
 
𝐽𝑙1(Ω)𝐽𝑙2(Ω) = �𝐷𝑙3𝐽𝑙3(Ω)
𝑙3
= �𝐷𝑙3
𝑙3
� 𝑏𝑙3,𝑚3𝑌𝑙3,𝑚3(Ω)𝑙3
𝑚3=−𝑙3
 
We simply need to equate the right-hand sides of these two equations and find the projections of different terms on a given 
spherical harmonic. We multiply both series by 𝑌𝑙,𝑚(Ω) (for a given 𝑙,𝑚 with nonzero 𝑏𝑙,𝑚) and integrate over the entire 
span of Ω. With the first series, the integrals over the product of three spherical harmonics have known values; i.e., Clebsch–
Gordan coefficients 𝐶𝑚1,𝑚2,𝑚𝑙1,𝑙2,𝑙 . With the second series, all spherical harmonic overlap integrals vanish, except for 𝑌𝑙,−𝑚(Ω), 
which has a leading coefficient of 𝐷𝑙𝑏𝑙,−𝑚. The unknown coefficients 𝐷𝑙 are simply found to be 
𝐷𝑙 = �  � �𝑏𝑙1,𝑚1𝑏𝑙2,𝑚2/𝑏𝑙,−𝑚 �𝐶𝑚1,𝑚2,𝑚𝑙1,𝑙2,𝑙𝑙2
𝑚2=−𝑙2
𝑙1
𝑚1=−𝑙1
 
The indices 𝑙 and 𝑚 run over spherical harmonic indices with nonzero contribution to icosahedral harmonics. This 
formula represents a set of redundant equations corresponding to different values of 𝑚 generating the same value for the 
sought unknown 𝐷𝑙. For convenience, we choose 𝑚 = 0 (common for all selection-allowed values of 𝑙). We also rewrite  𝐷𝑙 
as 𝐷𝑙,𝑙1,𝑙2 to emphasize the dependence on 𝑙1 and 𝑙2. Finally: 
𝐽𝑙1(Ω)𝐽𝑙2(Ω) = �𝐽𝑙(Ω)𝐷𝑙,𝑙1,𝑙2
𝑙
= �𝐽𝑙(Ω)
𝑙
� �  � �𝑏𝑙1,𝑚1𝑏𝑙2,𝑚2/𝑏𝑙,0 �𝐶𝑚1,𝑚2,0𝑙1,𝑙2,𝑙𝑙2
𝑚2=−𝑙2
𝑙1
𝑚1=−𝑙1
� 
 
 
24 
 
 
XIII. Non-icosahedral functions 
Orthogonality of a non-icosahedral function and any non-degenerate icosahedral harmonic of order 𝑙0 requires zero overlap 
of their spherical patterns: 
𝑓(Ω) = 𝑓𝑖𝑐𝑜(Ω) + 𝑓𝑛𝑜𝑛−𝑖𝑐𝑜(Ω) = 𝑓𝑖𝑐𝑜(Ω) + � � 𝑎𝑙,𝑚𝑌𝑙𝑚(Ω)𝑙
𝑚=−𝑙
∞
𝑙=0
 
�𝑑Ω𝐽𝑙0(Ω)� � 𝑎𝑙,𝑚𝑌𝑙𝑚(Ω)𝑙
𝑚=−𝑙
∞
𝑙=0
=�𝑑Ω � 𝑏𝑙0,𝑚′𝑌𝑙0𝑚′(Ω)𝑙0
𝑚′=−𝑙0
� � 𝑎𝑙,𝑚𝑌𝑙𝑚(Ω)𝑙
𝑚=−𝑙
∞
𝑙=0
= 
� � � 𝑏𝑙0,𝑚′𝑎𝑙,𝑚𝑙0
𝑚′=−𝑙0
𝑙
𝑚=−𝑙
∞
𝑙=0
�𝑑Ω𝑌𝑙𝑚(Ω)𝑌𝑙0𝑚′(Ω) =� � � 𝑏𝑙0,𝑚′𝑎𝑙,𝑚𝑙0
𝑚′=−𝑙0
𝑙
𝑚=−𝑙
∞
𝑙=0
𝛿𝑙,𝑙0𝛿𝑚,−𝑚′ = � 𝑏𝑙0,𝑚′𝑎𝑙0,−𝑚′𝑙0
𝑚′=−𝑙0
 
= � 𝑏∗𝑙0,−𝑚′𝑎𝑙0,−𝑚′𝑙0
𝑚′=−𝑙0
= 𝒂𝑙0  .  𝒃𝑙0∗  
XIV. Formulation of reflection off spherical and cylindrical objects 
Reflection from a spherical hydration shell 
A sphere can be modeled as 𝑟𝑠 = 𝐶 + 𝑅[sin(𝜃) cos(𝜑) , sin(𝜃) sin(𝜑) , cos(𝜃)], where 𝐶 and 𝑅 represent the center and the 
radius of the sphere, 𝑟𝑠 is an arbitrary point on the sphere, and (𝜃,𝜑) are azimuth and zenith angles. The parameter 𝑡 can be 
deleted in this alternative implicit equation: �𝑟𝑠 − 𝐶�. �𝑟𝑠 − 𝐶� = 𝑅2. The intersection of the sphere with a line 𝑟𝑙 = 𝑃�⃗0 + 𝑡 ∗
?̂? (if any), occurs when a point satisfies both equations: 
(𝑃�⃗0 + 𝑡 ∗ ?̂? − 𝐶). (𝑃�⃗0 + 𝑡 ∗ ?̂? − 𝐶) = 𝑅2, or 
𝑡2 − 2�?̂?. �𝑃�⃗0 − 𝐶��𝑡 + [�𝑃�⃗0 − 𝐶�. �𝑃�⃗0 − 𝐶� − 𝑅2] =0 
Defining 𝑞1 = ?̂?. �𝑃�⃗0 − 𝐶� and 𝑞2 = [�𝑃�⃗0 − 𝐶�. �𝑃�⃗0 − 𝐶� − 𝑅2], the 𝑡 values associated with the entrance and exit points 
of the line (into and out of the sphere) are 
𝑡𝑒𝑛𝑡𝑟𝑎𝑛𝑐𝑒 = 𝑞1 − �𝑞12 − 𝑞2, 𝑡𝑒𝑥𝑖𝑡 = 𝑞1 + �𝑞12 − 𝑞2 
For 𝑞12 − 𝑞2 < 0, there is no point of intersection, and for 𝑞12 − 𝑞2 = 0, the ray is tangential to the sphere. In either case, 
the ray propagates unaffected. For 𝑞12 − 𝑞2 > 0, there is only one point of intersection relevant to the incident beam, 
corresponding to 𝑡𝑒𝑛𝑡𝑟𝑎𝑛𝑐𝑒; i.e., 𝑃�⃗1 = 𝑃�⃗0 + (𝑞1 − �𝑞12 − 𝑞2)  ∗ ?̂?. 
According to the law of reflection, 1) the beam reflected off the sphere and the beam transmitted into the sphere both lie in 
the plane formed by the incident beam and normal to the sphere, and 2) the angles of incidence and reflection (with respect 
to the surface normal) are the same. So, the unit vector in the direction of the reflected beam is ?̂?𝑟𝑒𝑓𝑙 = 𝑠1?̂? + 𝑠2𝑛�1, where 
𝑛�1=(𝑃�⃗1 − 𝐶)/|𝑃�⃗1 − 𝐶| is the outward-pointing unit normal vector at the point of intersection, and 𝑠1 and 𝑠1 are constants to 
be found. Multiplying both sides of the equation for ?̂?𝑟𝑒𝑓𝑙 once by ?̂? and once by 𝑛�1 and enforcing the second law of 
reflection (?̂?𝑟𝑒𝑓𝑙 . ?̂? = cos (𝜋 − 2𝜃𝑖𝑛𝑐) and ?̂?𝑟𝑒𝑓𝑙 .𝑛�1 = cos (𝜃𝑖𝑛𝑐), where 𝜃𝑖𝑛𝑐 = 𝑐𝑜𝑠−1(−?̂?.𝑛�1) is the incidence angle), one 
can write ?̂?𝑟𝑒𝑓𝑙 = ?̂? + 2𝑐𝑜𝑠(𝜃𝑖𝑛𝑐)𝑛�1 or 
?̂?𝑟𝑒𝑓𝑙 = ?̂? − 2(?̂?.𝑛�1)𝑛�1 
Finally, the reflected ray (carrying the full power of the incident ray) is described by 
𝑟𝑙𝑟𝑒𝑓𝑙 = 𝑃�⃗1 + 𝑡𝑟𝑒𝑓𝑙?̂?𝑟𝑒𝑓𝑙 
Reflection from a cylindrical liquid jet 
Consider a cylinder with the unit vector ?̂?𝑐 along its axis and (in a known direction), and an arbitrary direction 𝑎� different 
from ?̂?. We can define an orthogonal coordinate with the two basis ?̂? = �?̂? × 𝑎��/�?̂? × 𝑎�� and 𝑓 = ?̂? × ?̂? in perpendicular 
cross sections of the cylinder. Assuming an arbitrary point 𝐻0 on the axis, one can parameterize a point on the axis as 
𝑟𝑎𝑥𝑖𝑠 = 𝐻�⃗ 0 + 𝛼𝑅?̂?𝑐, where 𝛼 is a unitless and dimensionless parameter, and 𝑅 is the radius of the cylinder (for scaling 
purposes). The 1-bit ambiguity regarding the direction of ?̂? is coupled to (removed by) a similar ambiguity regarding the 
sign of the parameter 𝛼. 
An arbitrary point on the surface of the cylinder can be parameterized as 𝑟𝑐𝑦𝑙 = 𝑂𝑀������⃗ = 𝑂𝐻������⃗ + 𝐻𝑀�������⃗ = 𝐻�⃗ 0 + 𝛼𝑅?̂?𝑐 +
𝑅�cos(𝛽) ?̂? + sin(𝛽) 𝑓�. Note that although ?̂?𝑐 − ?̂? − 𝑓 is a complete right-handed orthogonal system in 3D, only two 
independent directions are needed to generate its 3 vectors. At the end: 
𝑟𝑐𝑦𝑙 = 𝐻�⃗ 0 + 𝑅�𝛼?̂?𝑐 + cos(𝛽) ?̂? + sin(𝛽) 𝑓� 
The intersection point of a ray (line) 𝑟𝑙 = 𝑃�⃗0 + 𝑡 ∗ ?̂?𝑙 with this cylinder should satisfy the equation 𝑟𝑐𝑦𝑙 = 𝑟𝑙, or alternatively 
𝑃0𝐻0���������⃗ + 𝑅�𝛼?̂?𝑐 + cos(𝛽) ?̂? + sin(𝛽) 𝑓� − 𝑡 ∗ ?̂?𝑙 = 0 
This is a system of 3 nonlinear equations in terms of 3 unknowns (𝛼,𝛽,𝑡), or alternatively 3 linear equations in terms of 4 
unknowns (𝛼,cos(𝛽), sin(𝛽),𝑡) and a nonlinear constraint (cos2(𝛽) + sin2(𝛽) = 1). There are different ways of choosing 3 
 
 
25 
 
 
variables (to solve the matrix equation) and a parameter. Choosing �
𝛼cos(𝛽)sin(𝛽)� as the variable has the benefit of three 
independent directions with no singularity problem in inversion of the matrix. [?̂?𝑐 ?̂? 𝑓] � 𝛼cos(𝛽)sin(𝛽)� = 1𝑅 �−𝑃0𝐻0���������⃗ + ?̂?𝑙𝑡� 
�
𝛼cos(𝛽)sin(𝛽)� = 1𝑅 [?̂?𝑐 ?̂? 𝑓]−1�−𝑃0𝐻0���������⃗ + ?̂?𝑙𝑡� = 𝑢�⃗ + ?⃗?𝑡 
Note that [?̂?𝑐 ?̂? 𝑓] is known not to be singular. The obtained variables will be dependent and parameterized in terms of 
the fourth one; i.e., 𝑡. By imposing the constraint cos(𝛽)2 + sin(𝛽)2 = 1 and knowing the (one-side) limited range of 𝑡, the 
unique value of 𝑡 (if any) can be determined as [𝑢2 + 𝑣2𝑡]2 + [𝑢3 + 𝑣3𝑡]2 = 1 
𝑡 = −[𝑢2𝑣2 + 𝑢3𝑣3] ± �𝑣22 + 𝑣32 − (𝑣2𝑢3 − 𝑣3𝑢2)2 
For a non-tangential intersection, there are two valid solutions to the geometrical problem, but only the “closer” point is 
related to the optical problem. 
XV. Supplementary References 
S38. Zheng, Y. 1994. http://docs.lib.purdue.edu/cgi/viewcontent.cgi?article=1206&context=ecetr. 
S39. Lebedev, V. I. 1977. Spherical quadrature formulas exact to orders 25–29. Siberian Math. J. 18:99-107. 
 
