Integral representation formulas are established for functions of exponential growth satisfying a system of homogeneous partial differential equations with constant coefficients. This is a special case of a theorem of Ehrenpreis, but our proof is relatively short and gives the representing measures explicitly.
INTRODUCTION
Ehrenpreis [1] (Chapter VII, Th. 7.1) established an integral representation formula for functions or distributions on R ~ satisfying a system of homogeneous partial differential equations with constant coefficients:
Pk(D)f=~O, k= 1,...,K, D~--~x I ,..., ~x,~ "
This result is very deep and its proof rather long and intricate. In the present paper we show that if one restricts attention to C ~ functions on R n which are of exponential growth, it is possible to derive the formula by classical methods. Moreover, it is possible to obtain the measures featuring in the representation explicitly in terms of the represented solution. A's a fringe benefit we also obtain what "Goursat data" on the boundary of the ordant [0, ~)~ (or any other ordant) is sufficient to determine the values of the solution in the interior of that ordant. Our tools are all old-fashioned: Laplac~ transform, Green's identity and residues. The discrete analog of the present paper, i.e. the case where partial differential equations are replaced by partial difference equations, has been done in Zeilberger [4] , which is a prerequisite. In fact, since most of the proofs are similar, we shall not give complete proofs, but instead describe how to adapt the proofs of [4] to the present situation.
We are going to prove the following 
etc. Also, the Laplace transform of D~F is ~(D~F) ==-s ~ ~>~ (F(~)(O)/s~+l).
From now on all our functions will be assumed to be of exponential growth.
FURTHER PRELIMINARIES
We already mentioned that the Laplace transform of F ~ C~(R+ ~) has the asymptotic expansion
If y is a subset of N n we define
As in section 2 of [4] we define a hyperplane to be a subset of N ~ of the form 
-rn--i
s n ¢(s~ ,..., sk). ¢(s~ ,..., s~) will be termed a part off. Notice that iff is holomorphic in YIi~l {Rezi > A',} then ¢ is holomorphic in 1-I,k=~ {Rez~ > A;}. As in [4] and with a similar proof we have LEM~aA 2.1. Given a collection of hyperplanes {y} and an asymptotic series f, there exists a collection of completely poIynomially independent asymptotic series which are parts off, such that each ~ f can be expressed as a polynomial combination of asymptotic series from the second collection.
Finally we observe that if¢ is an asymptotic series, q a rational function and y a full hyperplane then by (the formal) Leibnitz' rule ~(q¢) = y' q,~¢~,¢, where qi are rational functions and the Yi are full hyperplanes.
THE GREENING OF LAPLACE
Let P(D) be a partial differential operator of order m and let F e C~(R+~), then by Green's identity (Friedman [2] , p. 3) 
fR+" [P(D)F]e-S~ dt-fR+ F(t)[P(--D)e-~] dt = faR+, B[F, e -~'] dS~

P(s) f(s) = E p,(s) ~f(s).
Conversely if f (s) satisfies (3.3) and is holomorphic in some ]--I,~x {Rezi > A,} then by using the inversion formula it is easy to see thatfis the Laplace transform of a function F satisfying P(D)F ~ O.
Dividing ( 
Note that each ~i is an asymptotic series (and a holomorphic function) depending on less ~ that n variables.
The proof of Lemma 3.1 in [4] Note that (3.4) determines F inside R+ '~ by some "Goursat data" on its boundary. We can now complete the proof of the theorem. All that was done for the ordant R+ ~ is repeated for the other 2 ~ --1 ordants R:~ X "" x R:~, getting a representation like (3.4) This follows from the fact that Cj(Bj) ----¢i(s 1 .... , sk) corresponds to boundary information ofF in {tk+ 1 = -'---t~ = 0} and this set is a subset of the boundary of 2 ~-~ R± × "-x R±'s and our algorithm will yield the same mj(s) Cj(Bj) with appropriate sign in the 2 n-~ correspondingf=...t's. All we have to do now is to substitute thef±...±'s in (1.5) an apply Lemma 4.1 very much as it was done in section 6 of [4] . By examining our algorithm it is also seen that the last statement of the theorem holds.
AN EXAMPLE
We shall find the integral representation formula for solutions of the system -k 1,..., a,) .
As a matter of fact, it if possible to get Lemma (3.3) directly from Theorem 4.1 of [4] , however this has the disadvantage that it would only work forF e C~(R n) whereas the present proof can be easily modified so as to apply for F ~ C~(R ~) as well.
