We study the quasilinear non-local Benney System    iu t + u xx = |u| 2 u + buv
Introduction
The Benney systems ( [4] ) appear as universal models for describing the interaction between unidimensional short and long waves propagating in dispersive media. For instance, in water waves general theory, such systems can be used to represent the interaction of capillary and gravity waves or internal and surface waves ( [13, 9] ). In plasma physics, the Benney systems are known to accurately model the interaction between Alfvén and Langmuir waves. Other applications include the study of resonant waves in geometric optics ( [8] ), the long wave/short wave interactions in bubbly liquids ( [1] ) or optical-microwave interactions in nonlinear mediums ( [5] ).
In the case where the amplitudes of the short and long waves are comparable, long waves become considerably weaker and the following quasilinear version of the Benney systems should then be considered (see for instance Eqs. (3.27 ) and (3.28) in [4] ):
Here, b and c are real constants, u = u (y) +iu (z) denotes, in complex notation, the transverse components of the short wave with respect to the direction of propagation (0x), v is the perturbation induced by the long wave and f is a nonlinear polynomial. Contrarely to the case where f is linear (which corresponds to the classical Benney systems), only a few mathematical results concerning (1) exist in the litterature (see [10] and [11] for the existence of weak solutions, [12] and [3] for the study of the Cauchy problem in R and in the half-line, and [2] for the study of shock wave solutions).
Recently, in order to study nonlinear ion transport phenomena, some attention has been devoted to non-local versions of (1) (see [7] , [16] ). This constitutes the motivation to consider the following nonlocal quasilinear evolution system, which can be used to model the transport of ions in an electrolytic solution in a large tube:
This system describes the interaction between electrons and ions, whose density and velocity are represented respectively by u (complex-valued) and v (real-valued). Here, (x, t) ∈ [0, +∞[×[0, T ], a > 0 and b ∈ R. We will consider initial data 
The main difficulty of (2) lies in the presence of the nonlocal term
To the best of our knowledge, results concerning this system do not seem available in the literature. It is easy to check that if b = 0 the Cauchy problem of the (decoupled) system can be easily solved, since the transport equation becomes linear (
Hence, in the present paper, we will consider the case b = 0.
The rest of this paper is organized as follows:
In the next Section we prove the existence and uniqueness of a local in time strong solution to the Cauchy Problem (2-3-4) . This will be achieved by using a technique based on a T. Kato's result (see [15] ) concerning hyperbolic evolution systems, which we will adapt to the non-local case.The derivativeloss in the right-hand-side of (2-i) will be handled by performing an adequate change of the dependent variables, following the ideas in [12] and [17] .
In Section 3, we will start by exhibiting a few invariants for the flow of (2) and, with some additional requirements on the initial data, we derive a blow-up in time result of the local strong solution of the Cauchy problem (2-3-4). We will apply a virial technique developped in the seminal works of R.T. Glassey (cf. [14] ) concerning nonlinear Schrödinger equations (see also [3] for a related result in the local situation). The function
used in the classical situation, will be replaced by
for which a suitable inequality will be proved.
In Section 4 we prove the existence of a global in time (that is, in every time interval of the form [0, T ], T > 0) weak solution of the Cauchy problem (2-3-4) by applying the vanishing viscosity method to system (2) with a parabolic regularization of the transport equation and by deriving suitable a priori estimates leading to a term of boundary-layer type.
Finally, in the last Section we show, in some special cases, the existence of bound-state solutions to (2).
Local existence and uniqueness
Following [12] 
, T > 0, of the Cauchy problem (2-3-4) and make the following formal computations:
By setting F = u t we obtain, from (2), iF + u xx − u = |u| 2 u + buv − u and so, with ∆ = ∂ 2 ∂x 2 ,
Differentiating (2-i) with respect to t leads to
and, using (2-ii),
where
These formal computations suggest us to consider the following Cauchy problem:
where u andũ are given in terms of F by
Since, for F ∈ H 1 0 , the regularization provided by the operator (∆−1) −1 puts u in H 1 0 ∩H 3 and there are no derivative losses on the right-hand-side of (7-i).
The following lemma will be proved using an adaptation of the general result of T. Kato (Theorem 6 in [15] ) on quasilinear systems:
. Then, there exists T > 0 and a unique strong solution (F, v) of the Cauchy problem (7) (8) , with
Note that this Lemma implies the following result:
Then there exists T > 0 and a unique strong solution (u, v) of the Cauchy problem (2-3-4) with
Indeed, if (F, v) is a solution of (7), we obtain u t = F and u(x, 0) = u 0 (x). We derive
Hence, (iu t + u xx − |u| 2 u − buv) t = 0 and iu t + u xx − |u| 2 u − buv = φ 0 (x), where
and thereforeũ = u and (u, v) satisfies (2-ii). Finally, note that
and that by (11) we obtain u ∈ C([0, T ]; H 3 (R + )).
We now sketch the proof of Lemma 2.1. First, we need to set the Cauchy problem (7) (8) in the framework of real spaces, in order to apply a variant of Theorem 6 in [15] (see also [12] for a related result in the quasilinear local case). We introduce the new variables
, the Cauchy problem (7-8) can be written as follows:
Note that A(U) and g(t, U) are non-local. We now set X = (
) and introduce the isomorphism
where W is an open ball of Y centered at the origin with radius R > 0 and
It is easy to check that g verifies, for fixed
[12] for a similar result), we have, for each pair (U, U * ), U = (F 1 , F 2 , v) and
where c(·) is a continuous increasing function with c(0) = 0. Finally, it is easy to prove that
Now, Lemma 2.1 is a consequence of Theorem 6 in [15] , adapted to the nonlocal operator A and the non-local right-hand-side g(t, U). where the local condition (7.7) is replaced by (13) , which is sufficient for the proof.
A blow-up result
In what follows, for f ∈ L 1 (R + ), we will denote
simply by f when there is no ambiguity.
We begin this section by presenting some invariants of the system (2):
local solution of the Cauchy-Problem (2-3-4) as in the Theorem 2.2. Then, the mass
the energy
and the momentum
Proof

Multiplying (2)-i by u and integrating the imaginary part gives
Also, multiplying (2)-i by u t and integrating the real part yields
Using (2)-ii,
Combining this identity with (17),
Finally, we notice, by integrating by parts, that
Now, by the Duhamel's formula for the nonlinear Schrödinger equation, we have
Hence, if
we derive, taking the x-derivative in the formula, that u ∈ C([0, T ]; H 2 0 (R + )). Under this hypothesis, since u t = iu xx −i|u| 2 u−ibuv, we obtain by integrating by parts that
and, in view of (18), it follows that
Using the multiplier µ ǫ (x) = e −ǫx and letting ǫ → 0 + it is easy to justify (see [3] and [6] for similar arguments) the following formal computations:
Hence, we have 
Since, by (21) and the conservation of the energy, we have
we obtain that
Hence, under the assumptions (19) and (20), the function
, φ ≥ 0 and verifies the inequality
By a classical virial argument, we have proven the following result: 
Existence of a global weak solution
Let us fix the time interval [0, T ], T > 0. We will use the approach known as the vanishing viscosity method and so we start by studying the following regularized version of (2):
with the initial conditions
We start by stating the corresponding mass and energy identities: if
is a solution of the above Cauchy problem, let
and
) it is also easy to derive that, for all t ∈ [0, T ],
We point out that, since u 0 ∈ H 2 0 (R + ), if we prove the existence and uniqueness of a solution
to (25-26) we can derive, by the Duhamel formula for the first equation, that
Next, assume that we have proved the following result:
solution to the Cauchy problem (25-26) in
To prove that T ′ = T we need the following Proposition: 
Proof In what follows, we drop the superscript ǫ. Let g(t) = u x (t) L 2 . Given δ, δ 1 > 0, by (27), (28), (29) and the GagliardoNirenberg inequality, we deduce that . By choosing convenient δ and delta 1 we derive, by (28),
with c 2 and c 3 independent of ǫ and a. Now, by (29), we can proceed as in the proof of Lemma 1.3 in [10] to conclude the proof of Proposition 4.2.
Combining this result with (29) we derive, for ǫ ≤ ǫ 0 (independent of a),
where h 1 is a continuous function independent of ǫ and a.
We pass to the proof that T ′ = T . We have, for t ≤ T ′ and by once more dropping the ǫ superscript,
By (27), (31), (32) and the well-known estimates for the heat equation
we derive from (34) by the Gronwall's inequality that for
where h 2 is continuous in [0, T ]. Now, from (25-i), and since we have an estimate for b|u| 2 + a v 2 dx
we derive for v xx (t) 2 an estimate similar to (35) using the properties of the heat kernel. Finally, by (33), the previous estimates and the properties of the Schrödinger group, we can deduce a similar estimate for u xx (t) 2 , and this achieves the proof that T ′ = T .
We now sketch the prooof of Lemma 4.1. To this end we consider the product space B 
with initial data (26). Since
it is not difficult to prove that there exists T ′ ∈]0, T ] and R > 0 such that the map Φ is a strict contraction of B 
of the Cauchy Problem (25-26). Moreover,
Now, for fixed T > 0 and ǫ < ǫ 0 , let (u ǫ , v ǫ ) be the solution obtained in Theorem 4.3. By Proposition 4.2 and (32), we obtain that
where h 1 is a continuous function independent of ǫ or a. Recall that for each compact interval I ⊂ R + , the injection H 1 (I) ֒→ L 2 (I) is compact. Hence, the injection
is compact. By applying a standard diagonal extraction, there exists
and a subsequence still denoted by (u ǫ , v ǫ ) ǫ such that
and so, by (36), (37) and (38), for e ≤ ǫ 0 ,
where h 2 is a continuous function independent of ǫ and a. Hence,
, since the injection
is compact for 1 ≤ q < +∞, we derive that, up to a subsequence,
. In particular, we deduce that
Recall that we have, by (29) and (30), that
and so
It is easy to prove, by (30), that
By the previous estimates, we derive, letting ǫ → 0 in (25) after a suitable integration,
for all functions φ, ψ ∈ C 1 0 (R + × [0, T [), φ being complex and ψ real-valued, and with
Now, for each δ > 0 we choose a function γ δ ∈ C ∞ (R) such that
We have the following auxiliary system in R + ×]0, T [ in u and v for each δ > 0:
We can consider this system in R×]0, T [ by extending u and v to this set by 0, with initial data (u 0 and v 0 also extended)
We now consider, for 0 < ǫ < δ 2
, the usual family of mollifiers ρ ǫ ∈ D(R), with 0 ≤ ρ ǫ ≤ 1, supp ρ ǫ ⊂ B(0, ǫ) and ρ e = 1. We derive by (52) and − ǫ. Now, for simplicity, we drop the indexes ǫ and γ in the next computations. We easily derive that
Passing to the limit in (56) when ǫ → 0, we derive
We also derive, from (56), that
(58)
We have, letting ǫ → 0,
In addition, we derive
Hence, by (59) and (60) we deduce
Moreover, we have
Finally,
Hence, by the previous estimates, we obtain
we derive, integrating in time,
and so, integrating over [0, t] and letting δ → 0,
Hence, by (63), we deduce
By (45), (46) and (65) we deduce that
a.e. in [0, T ]. We can state the following resut:
verifying the Cauchy problem (47)-(48) in [0, T ] and such that 
Bound states
In this section, we look for the existence of traveling-wave solutions to (2) of the form u(x, t) = e i(ωt+kx) r(x + st) v(x, t) = w(x + st),
where s ≥ 0 and r, w are real-valued functions defined in R 
that is    µr + r ′′ = λr Proof Let us now consider the polynomial P (x) = λ 2 x 2 − µx + γ 2 . Note that we have, for all x, (r ′ ) 2 (x) = P (r 2 (x)) and P (r 0 ) = 0 ⇔ r 0 = µ λ .
We begin by showing that r ′ (x) > 0 for all x. Indeed, let
x 0 = min{x > 0 : r ′ (x) = 0}.
Then, r(x 0 ) = µ λ . This is absurd by the uniqueness of the solution of µr + r ′′ = λr 3 such that r(x 0 ) = µ λ and r ′ (x 0 ) = 0. Indeed, note that the solutionr(x) ≡ µ λ also satisfies these conditions. Hence, for all x, r ′ (x) > 0 and for all x < x, r(x) < µ λ
. This is enough to prove that x = +∞ and that lim x→+∞ r(x) = r ∞ .
We can now state the main result of this section. 
