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Abstract
We show that finding orthogonal grid-embeddings of plane graphs (pla-
nar with fixed combinatorial embedding) with the minimum number of
bends in the so-called Kandinsky model (which allows vertices of degree
> 4) is NP-complete, thus solving a long-standing open problem. On
the positive side, we give an efficient algorithm for several restricted vari-
ants, such as graphs of bounded branch width and a subexponential exact
algorithm for general plane graphs.
1 Introduction
Orthogonal grid embeddings are a fundamental topic in computer science and
the problem of finding suitable grid embeddings of planar graphs is a subproblem
in many applications, such as graph visualization [20] and VLSI design [17, 22].
Aside from the area requirement, the typical optimization goal is to minimize
the number of bends on the edges (which also heuristically minimizes the area).
Traditionally, grid embeddings have been studied for graphs with maximum
degree 4, which is natural since it allows to represent vertices by grid points and
edges by internally disjoint chains of horizontal and vertical segments on the
grid. For a fixed combinatorial embedding Tamassia showed that the number
of bends in the grid embedding can be efficiently minimized [14]; the running
time was recently reduced to O(n1.5) [6]. In contrast, if the combinatorial
embedding is not fixed, it is NP-complete to decide whether a 0-embedding (a
k-embedding is a planar orthogonal grid embedding with at most k bends per
edge) exists [14], thus also showing that bend minimization is NP-complete and
hard to approximate within a factor of O(n1−ε). In contrast, a 2-embedding
exists for every graph except the octahedron [2]. Recently it was shown that the
existence of a 1-embedding can be tested efficiently [3]. The problem is FPT if
some subset of size k has to have 0 bends [4]. If there are no 0-bend edges, it
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is even possible to minimize the number of bends in the embedding, where the
first bend on each edge is not counted [5].
The main drawback of all these results is that they only apply to graphs of
maximum degree 4. There have been several suggestions for possible general-
izations to allow vertices of higher degree [16, 21]. For example, it is possible to
model higher-degree vertices by boxes whose shape is restricted to a rectanlge.
The disadvantage is that, in this way, the vertices may be stretched arbitrarily
in order to avoid bends. In particular, a visibility representation of a graph can
be interpreted as a 0-embedding in this model (and such a representation exists
for every planar graph). It is thus natural to forbid stretching of vertices.
Fo¨ßmeier and Kaufmann [13] proposed a generalization of planar orthogonal
grid embeddings, the so-called Kandinsky model (originally called podevsnef),
that overcomes this problem and guarantees that vertices are represented by
boxes of uniform size. Essentially their model allows to map vertices to grid
points on a coarse grid, while routing the edges on a much finer grid. The ver-
tices are then interpreted as boxes on the finer grid, thus allowing several edges
to emanate from the same side of a vertex; see Section 2 for a precise definition.
Fo¨ßmeier and Kaufmann model the bend minimization in the fixed combinato-
rial embedding setting by a flow network similar to the work of Tamassia [19]
but with additional constraints that limit the total amount of flow on some pairs
of edges. Fo¨ßmeier et al. [12] later showed that every planar graph admits a
1-embedding in this model. Concerning bend minimization, reductions of the
mentioned flow networks to ordinary minimum cost flows have been claimed
both for general bend minimization [13] and for bend minimization when every
edge may have at most one bend [12].
However, Eiglsperger [9] pointed out that the reductions to minimum cost
flow is flawed and gave an efficient 2-approximation. Bertolazzi et al. [1] intro-
duced a restricted variant of the Kandinsky model (which in general requires
more bends), for which bend minimization can be done in polynomial time.
Although the Kandinsky model has been later vastly generalized, e.g., to ap-
ply to the layout of UML class diagrams [10], the fundamental question about
the complexity of the bend minimization problem in the Kandinsky model has
remained open for almost two decades.
Contribution and Outline. In this work, we show that the bend minimiza-
tion problem in the Kandinsky model is NP-complete even for graphs with a
fixed combinatorial embedding (no matter if we allow or forbid so called empty
faces). This also holds if each edge may have at most one bend; see Section 3. As
an intermediate step, we show NP-hardness of the problem Orthogonal 01-
Embeddability, which asks whether a plane graph (with maximum degree 4)
admits a grid embedding when requiring some edges to have exactly one and
the remaining edges to have zero bends. This is an interesting result on its own,
as it can serve as tool to show hardness of other grid embedding problems. In
particular, it gives a simpler proof for the hardness of deciding 0-embeddability
in classic grid embeddings for graphs with a variable combinatorial embedding.
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(a) (b) (c)
Figure 1: (a) An orthogonal embedding of the K4. (b) A Kandinsky embedding
of the wheel of size 5. (c) A Kandinsky embedding with an empty face.
We then study the complexity of the problem subject to structural graph
parameters in Section 4. For graphs with branch width k, we obtain an al-
gorithm with running time 2O(k logn). For fixed branch width this yields a
polynomial-time algorithm (running time O(n3) for series-parallel graphs), for
general plane graphs the result is an exact algorithm with subexponential run-
ning time 2O(
√
n logn).
2 Preliminaries
The graphs we consider are always plane, i.e., they are planar and have a fixed
combinatorial embedding. A planar graph is 4-planar if it has maximum de-
gree 4. It is 4-plane, if it has a fixed combinatorial embedding.
2.1 Kandinsky Embedding
Let G be a plane graph. An orthogonal embedding of G maps each vertex to a
grid point and each edge to a path in the grid such that the resulting drawing
is planar and respects the combinatorial embedding of G; see Figure 1a for an
example. Clearly, G admits an orthogonal embedding if and only if no vertex
has degree larger than 4. The Kandinsky model introduced by Fo¨ßmeier and
Kaufmann [13] is a way to overcome this limitation. A Kandinsky embedding
of G maps each vertex to a box of constant size centered at a grid point and
each edge to a path in a finer grid such that the resulting drawing is planar
and respects the combinatorial embedding of G; see Figure 1b for an example.
In a Kandinsky embedding, a face is empty if it does not include a grid cell of
the coarser grid; see Figure 1c. Empty faces are empty in the sense that there
is not enough space to add a vertex inside. Usually, one forbids empty faces
in Kandinsky embeddings as allowing empty faces requires a special treatment
for faces of size 3 compared to larger faces and cycles that are no faces. In
the following, we always assume that empty faces are forbidden except when
explicitly allowing them.
Every Kandinsky embedding has the so called bend-or-end property, which
can be stated as follows. One can declare a bend on an edge e = uv to be close
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Figure 2: (a) The possible rotations at a vertex in the face f (shaded blue).
(b) The rotation of an edge.
to v if it is the first bend when traversing e from v to u with the additional
requirement that a bend cannot be close to both endpoints u and v. The bend-
or-end property requires that an angle of 0◦ between edges uv and vw in the
face f implies that at least one of the edges uv and vw has a bend close to v
that is concave in f (270◦ angle). Note that the triangle in Figure 1c does not
have this property as the two concave bends cannot be close to all three vertices
with 0◦ angles.
2.2 Kandinsky Representation
A Kandinsky embedding of a planar graph G can be specified in three stages.
First, its topology is fixed by choosing a combinatorial embedding of G (which
we assume to get with the input). Second, its shape in terms of angles between
edges and sequences of bends on edges is fixed. Third, the geometry is fixed
by specifying integer coordinates for all vertices and bend points. In analogy
to the definition of combinatorial embeddings as equivalence classes of planar
drawings with the same topology, one can define Kandinsky representations as
equivalence classes of Kandinsky embeddings with the same topology and the
same shape. As the number of bends (and thus the cost of an embedding)
depends only on the shape and not on the geometry, we can focus on find-
ing Kandinsky representations and thus neglect the geometry (at least if we
make sure that every Kandinsky representation has a geometric realization as
a Kandinsky embedding). For orthogonal embeddings, this approach was intro-
duced by Tamassia [19]. It was extended to Kandinsky embeddings by Fo¨ßmeier
and Kaufmann [13].
Let G be a planar graph with the Kandinsky embedding Γ. Let f be a face
with the edge e1 in its boundary and let e2 be the successor of e1 in clockwise
direction (counter-clockwise if f is the outer face). Let further v be the vertex
between e1 and e2 and let α be the angle at v in f . We define the rotation
rotf (e1, e2) between e1 and e2 to be rotf (e1, e2) = 2 − α/90◦; see Figure 2a.
The rotation rotf (e1, e2) can be interpreted as the number of right turns between
the edges e1 and e2 at the vertex v in the face f . Note that e1 = e2 if v has
degree 1, which yields rotf (e1, e2) = −2. In case it is clear from the context
which two edges are meant when referring to the vertex v in the face f , we also
write rotf (v) instead of rotf (e1, e2) and call it the rotation of v in f .
The shape of every edge can also be described in terms of its rotation. Let u
be a vertex in the boundary of the face f and let v be its successor in clockwise
4
direction (counter-clockwise if f is the outer face). Let further e = uv be the
corresponding edge. The rotation rotf (e) of e in f is the number of right bends
minus the number of left bends one encounters, when traversing e from u to v;
see Figure 2b. Note that every edge has two rotations, one in each face it bounds.
Note further, that our notation is not precise for bridges, as a bridge is incident
to the same face twice. However, it will always be clear from the context which
incidence is meant, hence there is no need to complicate the notation.
Let uv, vw be a path of length 2 in the face f . If the two edges form an
angle of 0◦ (i.e., rotf (v) = 2), the bend-or-end property of Kandinsky drawings
ensures that at least one of the two edges uv or vw has a bend close to v that
forms an angle of 270◦ in f . To represent this information of which bends are
declared to be close to vertices we introduce some additional rotations. Consider
the edge uv and let f be an incident face. If uv has a bend close to v we define
the rotation rotf (uv[v]) at the end v of uv to be 1 if it is a right bend and −1
if it is a left bend. If uv has no bend close to v, we set rotf (uv[v]) = 0.
It is easy to see, that every Kandinsky representation satisfies the following
properties. Moreover, it is known that a set of values for the rotations is a
Kandinsky representation if it satisfies these properties [13] (i.e., there exists a
Kandinsky embedding with these rotation values).
(1) The sum over all rotations in a face is 4 (−4 for the outer face).
(2) For every edge uv with incident face f` and fr, we have rotf`(uv)+rotfr (uv) =
0, rotf`(uv[u]) + rotfr (uv[u]) = 0, and rotf`(uv[v]) + rotfr (uv[v]) = 0.
(3) The sum of rotations around a vertex v is 2 · deg(v)− 4.
(4) The rotations at vertices lie in the range [−2, 2].
(5) If rotf (uv, vw) = 2 then rotf (uv[v]) = −1 or rotf (vw[v]) = −1.
If the face is clear from the context, we often omit the subscript in rotf .
Note that the rotation of an edge uv is split into three parts; the rotations
rot(uv[u]) and rot(uv[v]) at the ends of uv and a rotation rot(uv[−]) in the
center of uv. It holds rot(uv) = rot(uv[u]) + rot(uv[−]) + rot(uv[v]) (thus it
is not necessary to have rot(uv[−]) contained in the representation). We can
assume without loss of generality that all bends accounting for the rotation
in the center bend in the same direction, thus the edge uv has | rot(uv[u])| +
| rot(uv[−])|+ | rot(uv[v])| bends. Hence, the number of bends depend only on
the Kandinsky representation and not on the actual embedding.
Let f be a face of G and let u and v be two vertices on the boundary of f .
By pif (u, v) we denote the path from u to v on the boundary of f in clockwise
direction (counter-clockwise for the outer face). The rotation rotf (pi) of a path
pi in the face f is defined as the sum of all rotations of edges and inner vertices
of pi in f .
Note that an orthogonal embedding (of a graph with maximum degree 4) is
basically a Kandinsky embedding without 0◦ angles at vertices. Thus, we can
define orthogonal representations, representing an equivalence class of orthog-
onal embeddings, as Kandinsky representations where rotation 2 at vertices is
not allowed (the resulting notion, although it differs slightly, is equivalent to the
one introduced by Tamassia [19]).
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2.3 Network Flows
We will need the following result on the existence of feasible flows in flow net-
works where the capacity of edges is large compared to the absolute demands
of the nodes in network.
Lemma 1. Let N = (V,A) be a flow network with demands d : V → R (with∑
v∈V d(v) = 0) and capacities c : A → R such that c(e) ≥
∑
v∈V |d(v)| for
all e ∈ E. Then there exists a feasible flow in N .
Proof. Let Φ be an arbitrary flow satisfying the demands at all vertices, but
possibly violating the capacity constraints. Let a = (u, v) ∈ A with Φ(a) > c(e).
If there exists a directed path from v to u all whose arcs have positive flow,
we can decrease the amount of flow on this cycle by 1. After finitely many
such steps, we then obtain the desired flow. Hence, assume for the sake of
contradiction that such a path does not exist. Let S ⊆ V be the vertices that
can be reached from v. Note that v ∈ S and u /∈ S. Hence, S defines a cut in N
whose outgoing arcs have flow 0. In any valid flow the amount of flow entering S
minus the flow leaving S must equal
∑
v∈S d(v) ≤
∑
v∈S |d(v)| ≤
∑
v∈V |d(v)| ≤
c(e). On the other hand, the flow entering S is at least Φ(a) > c(e) while no
flow is leaving S, a contradiction.
3 Complexity
Let S = (X , C) be an instance of 3-Sat with variables X = {x1, . . . , xn} and
clauses C = {c1, . . . , cm}. A clause is a positive clause if it contains only positive
literals, a negative clause if it contains only negative literals, and a mixed clause
otherwise. In the variable-clause graph, every variable and ever clause is a vertex
and there is an edge xc connecting a variable x ∈ X with a clause c ∈ C if and
only if x ∈ c or ¬x ∈ c.
In a monotone rectilinear representation of the variable-clause graph, the
variables are represented as horizontal line segments on the x-axis, the positive
and negative clauses are represented as horizontal line segments below and above
the x-axis, respectively, and a variable is connected to an adjacent clause by a
vertical line segment such that no two line segments cross. Note that an instance
admitting a monotone rectilinear representation cannot contain mixed clauses.
An instance of Planar Monotone 3-Sat is an instance S = (X , C) of 3-Sat
together with a monotone rectilinear representation of its variable-clause graph;
see Figure 3 for an example. De Berg and Khosravi [7] show that Planar
Monotone 3-Sat is NP-hard.
The problem Orthogonal 01-Embeddability is defined as follows. Given
a 4-plane graph G = (V,E) and with partitioned edge set E = E0 ·∪E1, test
whether G admits an orthogonal drawing such that every edge in Ei has ex-
actly i bends. We also refer to the edges in E0 and E1 as 0- and 1-edges,
respectively. In the following, we always consider the variant of Orthogonal
01-Embeddability where we allow to fix angles at vertices, that is the value of
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x1
¬x1
x2
¬x2
x3
¬x3
x4
¬x4
c1 = {x1, x2, x3}
c2 = {x1, x3, x4}
c3 = {¬x2,¬x3,¬x4}
c4 = {¬x1,¬x2,¬x4}
Figure 3: The instance of Planar Monotone 3-Sat with variables x1, . . . , x4
and clauses {x1, x2, x3}, {x1, x3, x4}, {¬x2,¬x3,¬x4}, and {¬x1,¬x2,¬x4}.
rotf (v) for a vertex v with incident face f might be given with the input. Fix-
ing the angles at vertices does not make the problem harder since augmenting a
vertex v to have degree 4 by adding degree-1 vertices incident to v has the same
effect as fixing the angles at v (when choosing the combinatorial embedding ap-
propriately). Note that this reduces the case with fixed angles at vertices to the
one without fixed angles. In the following we implicitly allow angles at vertices
to be fixed.
In this section we first show that Orthogonal 01-Embeddability is NP-
hard by a reduction from Planar Monotone 3-Sat. Afterwards, we show
that Kandinsky Bend Minimization is NP-hard by a reduction from Or-
thogonal 01-Embeddability.
3.1 Orthogonal 01-Embeddability
Consider a single 1-edge e. When drawing it, we have to make the decision
to either bend it in one or the other direction. In the reduction from Planar
Monotone 3-Sat, this basic decision will encode the decision to set a variable
either to true or to false. In addition to that, the construction consists of
several building blocks. For every variable, we need a gadget that outputs its
positive and its negative literal. Moreover, we build gadgets representing clauses
that admit a correct drawing if and only if at least one out of three edges that
require one bend is bent in the desired direction. Since the same literal usually
occurs in several clauses, we need to copy the decision made for one edge to
several edges. Finally, we need to bring the decisions of the variables to the
clauses without restricting the possible drawings of the clauses too much.
In the following we first present some simple gadgets that are used as building
blocks in the following constructions. Then we start with the variable gadget
that outputs the positive and negative literal of a variable. Afterwards, we
show how to duplicate literals and then present the so called bendable pipes
that are used to bring the value of a literal to the clauses. Finally, we present
the clause gadget. In the end, we put these building blocks together and show
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G[1, 1] G[0, 1] G[−2, 3]
≡
Figure 4: Three different interval gadgets. The vertices s and t are marked blue.
the correctness of the construction.
3.1.1 Building Blocks
An interval gadget is a small graph G[ρ1, ρ2] with two designated degree-1 ver-
tices (its endpoints) s and t on the outer face. It has the property that the
rotation of pi(s, t) is in the interval [ρ1, ρ2] for any orthogonal embedding. The
construction is similar to the tendrils used by Garg and Tamassia [14]; see Fig-
ure 4 for some examples.
Lemma 2. The interval gadget G[ρ1, ρ2] admits an orthogonal 0-bend drawing
with rotation ρ if and only if ρ ∈ [ρ1, ρ2].
The interval gadget we use most frequently in the following is G[0, 1], which
behaves like an edge that may have one bend, but only into a fixed direction
(recall that the combinatorial embedding of our graph is fixed). To simplify
the illustrations, we draw G[0, 1] as shown in Figure 4 and we refer to them
as 01-edges.
To simplify the description of the hardness proof, we next describe a num-
ber of basic building blocks, which we combine in different ways to obtain the
gadgets for our construction. The building blocks are shown in Figure 5.
Except for the last of the building blocks, each of them consists of a 4-
cycle s, t, s′, t′. They only differ in the types of edges. In the box st and s′t′ are
1-edges and the other edges are 0-edges; see Figure 5a. In a bendable box the
two zero-bend edges of a box are replaced by 01-edges directed from t to s′ and
from t′ to s, respectively; see Figure 5b. In a merger the edge st is a 1-edge, s′t′
and st′ are 01-edges (with this orientation) and ts′ is a 0-edge; see Figure 5c.
Finally, a splitter is a 3-cycle s, t, s′, where ss′ is a 1-edge and s′t and ts are
01-edges (with this orientation); see Figure 5d.
Symmetric versions of the bendable box and the splitter can be obtained
by reversing the directions of both 01-edges, as shown in Figure 5b,c. Since
they differ from the original only by exchanging the inner and outer face and
mirroring the instance, their behavior is completely symmetric. Note that, apart
from the 0-edges, all edges of the building blocks admit precisely two possible
rotation values in each face. Thus, each edge attains its maximum rotation
value in one of its incident faces and the minimum rotation in the other one.
We call an orthogonal 01-representation of a building block right-angled if all
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s′t′
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s′t′
s t
s′t′
s t
s′
Figure 5: Building blocks for gadgets. The edges are color-coded; 0-edges are
black, 1-edges are blue and 01-edges are green and directed such that they may
bend right but not left. The building blocks are (a) the box; (b) the bendable
box; (c) the merger; (d) the splitter.
inner angles at vertices are 90◦. The following lemma states the functionality of
these building blocks, which is essentially that in a right-angled orthogonal 01-
representation the rotation values of some of the edges are not independent of
one another but are linked in the sense that exactly one of them must attain
its minimum (maximum) rotation value in f . In Figure 5 such dependencies
are displayed as red dashed arrows. We will later interpret the rotation values
as an encoding of truth values. The red dashed arrows then correspond to a
transmission of the encoded information.
Lemma 3. Consider a building block B and assume that we are given rotation
values for each of the edges incident to the inner face f of B that respect the
bend constraints of the edges. The following conditions for each of the building
blocks are necessary and sufficient for the existence of a right-angled orthogonal
01-representation of B respecting the given rotation values.
1. Box: Exactly one of {st, s′t′} attains its minimum (maximum) rotation
in f .
2. Bendable box: Exactly one of {st, s′t′} and exactly one of {st′, ts′} attains
its minimum (maximum) rotation in f .
3. Merger: st attains its minimum (maximum) rotation in f if and only if
st′ and s′t′ attain their maximum (minimum) rotation in f .
4. Splitter: st attains its minimum (maximum) rotation in f if and only if s′t
and t′s attain their maximum (minimum) rotation in f .
Proof. We first treat the building blocks that consist of a 4-cycle. Denote the
rotation values of ts, st′, t′s′ and s′t by ρ1, ρ2, ρ3, ρ4, respectively. Note that, in
any valid drawing, each of the vertices contributes a rotation of 1 to the inner
face f . Since the total rotation around f must be 4, this implies ρ1+ρ2+ρ3+ρ4 =
0 is necessary and sufficient for the existence of a valid drawing.
For the box, we have ρ2 = ρ4 = 0, and thus ρ1 = −ρ3 is necessary and
sufficient, which implies the claim.
For the bendable box, observe that ρ2 ∈ {0, 1} and ρ4 ∈ {−1, 0}, and
thus ρ2 + ρ4 ∈ {−1, 0, 1}. Similarly, ρ1, ρ3 ∈ {−1, 1}, and thus ρ1 + ρ3 ∈
{−2, 0, 2}. To achieve a total sum of 0, it follows that ρ1+ρ3 = 0 and ρ2+ρ4 = 0
is necessary and sufficient. The claim follows.
For the merger observe that ρ4 = 0. Moreover, we have ρ2 ∈ {0, 1} and ρ3 ∈
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Figure 6: (a) The variable gadget. (b–c) The two possible orthogonal represen-
tations corresponding to x = true and x = false, respectively.
{−1, 0}, and thus ρ2 + ρ3 ∈ {−1, 0, 1}. Since ρ1 ∈ {−1, 1}, it follows that ρ2 +
ρ3 = 0 can be excluded. This together with the fact that ρ1 = −ρ2 − ρ3 is
necessary and sufficient proves the claim.
Finally, we consider the splitter. We denote the rotations of ss′, s′t and ts
in f by ρ1, ρ2 and ρ3, respectively. Since each of the three vertices incident
to f supplies a rotation of 1, the existence of a valid drawing is equivalent
to ρ1 + ρ2 + ρ3 = 1. Note that ρ1 ∈ {−1, 1}, whereas ρ2, ρ3 ∈ {0, 1}, and
thus ρ2 + ρ3 ∈ {0, 1, 2}. It follows immediately that ρ2 + ρ3 = 1 is not possible,
and thus ρ2 = ρ3 is necessary. Then ρ1 = 1−2ρ2 follows, showing the claim.
We will now construct our gadgets from these building blocks. To this end,
we take copies of building blocks and glue them together by identifying certain
edges (together with their endpoints). As mentioned above, we will use rotations
of the 1-edges to encode certain information. Thus, our gadgets will always
have such edges on the boundary of the outer face. In the figures, we will
again indicate the necessary conditions from Lemma 3 by red dashed edges as
in Figure 5. It follows from Lemma 3 that when there is a path of such red edges
from one edge to another edge, then they are synchronized. In particular, if both
are incident to the outer face than exactly one of them attains the minimum
and one of them attains the maximum rotation there in any valid drawing.
3.1.2 Gadget Constructions
Variable Gadget The variable gadget for a variable x consists of a single box
with vertices s, t, s′, t′. The two 1-bend edges st and s′t′ are called the positive
and negative output, respectively. It immediately follows from Lemma 3 that
it has exactly two different valid drawings. We use the interpretation that x
has value true if the rotation of the the positive output in the outer face is
maximum, and false otherwise; see Figure 6. The following lemma summarizes
the properties; it follows immediately from Lemma 3.
Lemma 4. Assume the rotations ρp and ρn of the positive and negative out-
put edges in the outer face are fixed. There is a right-angled orthogonal 01-
representations of the variable gadget respecting ρp and ρn if and only if ρp =
−ρn ∈ {−1, 1}.
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Figure 7: (a) The literal duplicator. (b–c) The two possible orthogonal repre-
sentations corresponding to the values false and true, respectively.
Literal Duplicator A duplicator is a structure that has three 1-bend edges
on the outer face, one of which is the input edge, the other two are the output
edges. The key property is that the structure is such that the state of the inputs
is transferred to both outputs in any right-angled orthogonal 01-representation,
i.e., the input attains its maximum (minimum) rotation in the outer face if and
only if the outputs attains their minimum (maximum) rotation in the outer
face. The duplicator is formed by a splitter, which is glued to two mergers via
its {0, 1}-edges; see Figure 7. The fact that indeed the information encoded in
the input edge is copied to the output edges follows from the red dashed paths
connecting the input to the outputs and Lemma 3.
Lemma 5. Assume the rotations ρi of the input edge and the rotations ρo
and ρ′o of the two output edges in the outer face are fixed. There is a right-angled
orthogonal 01-representations of the variable gadget respecting these rotations if
and only if ρi = −ρo = −ρ′o ∈ {−1, 1}.
By concatenating several duplicators in a tree-like fashion, we can of course
take as many copies of the state of a literal as there are clauses containing that
literal. We make this more precise later.
Bendable Pipes The bendable pipe gadget is used for transmitting the infor-
mation about a literal to a clause. It has an input and an output edge, and has
the property that in any valid drawing the information encoded in the input is
transmitted to the output. To remedy the fact that the duplicators change their
shape depending on the state of the literal they copy, we allow some flexibility
of the pipes, allowing them to change how strongly the pipe is bent. This is
achieved as follows.
A zig-zag consists of a bendable box and a bendable box where the 01-edges
are reversed, such that two of their 1-edges are identified. One of the 1-bend
edges on the outer face is the input, the other is the output; see Figure 8. It
follows immediately from Lemma 3 that the information from the input is trans-
ferred to the output. Moreover, it also follows from Lemma 3 that the decision
which of the bendable boxes bend their 01-edges can be taken independently.
Thus, the zig-zag allows to choose the rotation ρ, ρ′ of the paths between the
input and the output edge with ρ = −ρ′ for each ρ ∈ {−1, 0, 1}.
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Figure 8: (a) The zig-zag. (b–d) Embeddings of the zig-zag with different ro-
tations 0, 1, and −1 when the input edge has rotation −1 in the outer face.
Corresponding drawings where the rotation of the input edge is +1 are sym-
metric. (e) The k-bendable pipe.
A k-bendable pipe is obtained by concatenating k zig-zags; see Figure 8e.
Again Lemma 3 easily implies that the information is transmitted from the
input to the output, and moreover, by concatenating suitable drawings of the
zig-zags, for each rotation ρ ∈ {−k, . . . , k}, the paths between the input and the
output edge along the outer face can have rotation ρ and −ρ, respectively. In a
high-level view, a k-bendable pipe looks like an edge that transfers information
between its endpoints and can be bent up to k times either to the left or to the
right. The following lemma summarizes the properties of k-bendable pipes.
Lemma 6. Assume the rotations ρi and ρo of the input edge and the output
edge as well as the rotations ρ and ρ′ of the two counterclockwise paths on the
outer face connecting the input and the output edge are fixed.
There is a right-angled orthogonal 01-representations of the k-bendable pipe
if and only if ρi = −ρo ∈ {−1, 1} and ρ = −ρ′ ∈ {−k, . . . , k}.
Clause Gadget The clause gadget is a cycle C of length 4, consisting of
three 1-edges, the input edges, and the interval gadget G[−2, 3]; see Figure 9a.
The embedding is fixed such that the inner face of the clause lies to the right
of the interval gadget G[−2, 3] (that is the rotation of G[−2, 3] in the inner face
lies in the interval [−2, 3]). Again we only consider right-angled drawings, where
the rotations at the vertices in the internal face are all fixed to 1.
The clause gadget interprets a rotation of −1 for an input edge in the inner
face as true and a rotation of 1 as false. In Figure 9a all three input edges
are set to true. In Figure 9b two of the three input edges represent the value
false. In Figure 9c all input edges are false, thus G[−2, 3] would need to have
a rotation of −3 in the inner face, which is not possible. The following lemma
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Figure 9: (a–c) The clause gadget with three different values on the input edges.
states more precisely that the clause gadget admits a valid drawing with the
given rotations of the input edges if and only if at least one of the input edges
represents the value true.
Lemma 7. Assume that the rotation ρ1, ρ2, ρ3 of the input edges in the inner
face are fixed. There exists a right-angled orthogonal 01-representation of the
clause gadget respecting these rotations if and only if ρi ∈ {−1, 1} for i ∈
{1, 2, 3} and ρi = −1 for at least one i ∈ {1, 2, 3}.
Proof. Each of the four vertices of the clause gadget C has rotation 1 in the
inner face of C. Thus the sum of the rotations ρ1, ρ2, ρ3, and the rotation of
G[−2, 3] in the inner face of C must be 0. The possible rotation of G[−2, 3]
are exactly the integers in the interval [−2, 3] (Lemma 2). Thus, we get an
orthogonal 01-representation if and only if ρ1 + ρ2 + ρ3 ∈ [−3, 2], which is the
case if and only if not all three rotations are 1.
3.1.3 Putting Things Together
Let S = (X , C) together with a monotone rectilinear representation be an in-
stance of Planar Monotone 3-Sat. The plan is to create a variable gadget
for every variable and a clause gadget for every clause, duplicate the literals
(using the literal duplicator) outputted by the variable gadget as many times
as they occur in clauses, and bring the values of the duplicated literals to the
input of the clauses using bendable pipes.
Thus, if we have two gadgets A and B, we want to use an output edge of A
as the input edge of B. To make the description simpler, we assume each input
edge and each output edge of the gadgets to be oriented such that the outer
face lies to its left and to its right, respectively. We can combine A and B by
identifying an output edge eA of A with an input edge eB of B such that their
sources and targets coincide. All input and output edges of the two gadgets
remain input and output edges in the resulting graph, except for eA and eB .
Let x ∈ X be a variable. We take one variable gadget X representing the
decision made for x. Let k be the number of clauses containing the literal x.
We successively add k − 1 literal duplicators. The input edge of the first literal
duplicator is identified with the positive output edge of X. The input edge of
every following literal duplicator is identified with an output edge of a previously
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XFigure 10: Variable tree Tx of a variable x whose positive and negative literal
have five and two occurrences, respectively. The variable gadget is shaded white,
duplicators are shaded in red and zig-zags (forming bendable pipes) are shaded
yellow. Adjacent gadgets of the same type are shaded with different saturations.
added literal duplicator. The graph we get has the negative output edge at X
and k output edges belonging to literal duplicators. To each of these k output
edges we add a K-bendable pipe for a suitably large K by identifying the output
edge with the input edge of the bendable pipe. We choose K = 3m2+4m, where
m is the number of edges in the variable-clause graph of S. Let k′ be the number
of clauses containing the literal ¬x. As for the positive literal, we add k′−1 literal
duplicators, this time identifying the input edge of the first literal duplicator
with the negative output edge of X. As before, we also add K-bendable pipes
to each of the k′ output edges. We call the resulting graph variable tree of x and
denote it by Tx. We call the k output edges of the bendable pipes attached to
literal duplicators attached to the positive output edge of the variable gadget X
the positive output edges of Tx. The k
′ other output edges are negative output
edges of Tx. The variable tree for the case k = 5 and k
′ = 2 is illustrated in
Figure 10.
For the instance S = (X , C) of Planar Monotone 3-Sat we create the
following instance of Orthogonal 01-Embeddability. For every variable
x ∈ X , we take the variable tree Tx. For every clause c ∈ C, we add a copy
of the clause gadget. We connect them by identifying the output edges of the
variable trees with the input edges of the clause gadget in the following way.
Consider a variable x and a positive clause c with x ∈ c in the monotone
rectilinear representation of S. We say that c is the ith positive clause of x if
the edge connecting c and x is the ith edge incident to x (ordered from left to
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right). Analogously, x is the jth variable of c if this edge is the jth edge incident
to c. In the instance shown in Figure 3 and Figure 11, the clause c1 is the first
positive clause of x2 and x2 is the second variable of c1. Analogously, we define
the ith negative clause.
Let c be the ith positive clause of x and let x be the jth variable of c. Let
further C be the clause gadget corresponding to c. Traversing the outer face of
C in counter-clockwise order starting with the interval gadget defines an order
on the input edges of C. Moreover, traversing the variable tree Tx in counter-
clockwise order starting with an edge incident to the variable gadget defines an
order on the positive output edges of Tx. We identify the ith positive output
edge of Tx with the jth input edge of C. For a negative clause containing ¬x, we
do exactly the same except for defining the order of the negative output edges
by traversing the outer face of Tx in clockwise order. This identification of
input with output edges is done for every edge in the variable-clause graph. We
denote the resulting graph by G(S). Figure 11 shows the monotone rectilinear
representation (rotated by 45◦) of an example instance S and the graph G(S).
The graph G(S) has two kinds of faces. Faces that are inner faces in the variable
tree or in the clause gadget are called small faces. The other faces are large
faces. Note that there is a one-to-one correspondence between the large faces of
G(S) and the faces of the variable-clause graph of S. We obtain the following
theorem by proving that S admits a satisfying truth assignment if and only if
G(S) admits an orthogonal 01-representation.
Theorem 1. Orthogonal 01-Embeddability is NP-complete.
Proof. Let S = (X , C) be an instance of Monotone Planar 3-Sat and let
G(S) be the graph constructed from S as defined above. We first show that the
existence of an orthogonal 01-representation of G(S) implies the existence of a
satisfying truth assignment for S.
Let O be an orthogonal 01-representation of G(S). Let x ∈ X be a variable
and let X be the corresponding variable gadget in G(S). If the positive output
edge of X has rotation −1 in its outer face, we set x = true (as illustrated in
Figure 6b). Otherwise, we set x = false (as illustrated in Figure 6c). We claim
that this gives a satisfying truth assignment for S. Let c ∈ C be a positive clause
and let C be the corresponding clause gadget in G(S). By Lemma 7, at least
one of the input edges of C has rotation −1 in its inner face. By construction of
G(S), this input edge is identified with an positive output edge of the variable
tree Tx for a variable x. Let X be the corresponding variable gadget. As there
is a path of literal duplicators and bendable pipes from the positive output edge
of X to every positive output edge of Tx, it follows from Lemma 5 and Lemma 6
that the positive output edge of X has rotation −1 in its outer face if and only
if any positive output edge of Tx has rotation −1 in the outer face of Tx. Thus,
it follows that the positive output edge of X has rotation −1 in its outer face
and thus x = true, which satisfies the clause c.
If c is a negative clause, we find a variable x such that the negative output
edge of the corresponding variable gadget X has rotation −1 in its outer face.
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Figure 11: Example reduction of Planar Monotone 3-Sat to Orthogonal
01-Embeddability. The bendable pipes have been shortened for clarity.
By Lemma 4, the positive output edge of X has rotation 1 in its outer face,
thus x = false holds, which satisfies the negative clause c containing ¬x.
It remains to show the opposite direction. Assume we have a satisfying truth
assignment for S. We show how to construct an orthogonal 01-representation
of G(S). As G(S) consists of gadgets for which the rotations around every
vertex are fixed, it remains to specify a rotation for every edge such that the
rotation around every inner face is 4. We start with the small faces. Consider the
variable tree Tx of a variable x containing the variable gadget X. If x = true, we
choose the orthogonal 01-representation of X where the positive output edge has
rotation −1. This yields a feasible representation by Lemma 4; see Figure 6b–c.
This already fixes the rotation of the literal duplicators in Tx that are di-
rectly attached to the output edges of X. By Lemma 5 this fixes the rotation
of the corresponding output edge (to the same behavior as the input edge) and
a corresponding orthogonal 01-representation of the duplicator exists; see Fig-
ure 7b–c. Applying this procedure iteratively to every literal duplicator whose
input edge has a fixed rotation fixes the orthogonal representation of every literal
duplicator in Tx.
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Similarly, we (partially) fix the orthogonal 01-representation of the bendable
pipes contained in Tx iteratively according to Lemma 6. More precisely, the
rotation of the 1-edges is fixed according to the rotation of the input edge; see
Figure 8e. However, we do not fix the rotation of the bendable pipes. Recall
that, by Lemma 6 this rotation can be anything in {−K, . . . ,K}. We will need
the flexibility of choosing this rotation to get the rotations in the large faces
right.
Note that the resulting orthogonal 01-representations of the variable tree
have the following properties. The positive output edges of Tx have rotation −1
if x = true and rotation 1 otherwise. The negative output edges have ro-
tation −1 if ¬x = true and rotation 1 otherwise. By fixing the orthogonal
representations of the variable trees in this way, we already fix the orthogonal
representation of the input edges of the clause gadgets in G(S). Let C be a
clause gadget in G(S). Since S is a satisfying truth assignment, it follows that
the rotation of at least one input edge of C in the inner face of C is −1. Thus, C
admits an orthogonal 01-representation by Lemma 7. The choices made so far
imply that every small face in our orthogonal 01-representation has rotation 4,
as required.
It remains to choose the rotations of the bendable pipes such that the ro-
tation in the large inner faces is 4. Initially, assume that the rotation of every
bendable pipe is 0. We first bound the maximum deviation from a rotation of 4
around large faces.
Let f be a large face and let fS be the corresponding face in the variable-
clause graph of S. The boundary of f can be naturally subdivided into paths
belonging to different variable trees and paths on the outer face of clause gadgets.
Let x be a variable on the boundary of fS . A path between two output edges
of Tx consists of three subpaths. Two paths with rotation 0 consisting of edges
belonging to bendable pipes and, in between, one path of edges belonging to
literal duplicators. Clearly, this path has length at most deg(x) and since the
absolute value of the rotation at edges and vertices is at most 1, we get a total
rotation between −2 deg(x) and 2 deg(x) in the large face. Summing over all
variables incident to fS gives us a rotation between −2m and 2m, where m is
the number of edges in the variable-clause graph. Moreover, for each clause
incident to fS the boundary of f contains a path having absolute rotation at
most 3. As there are m/3 clauses, the total rotation around the large face f is
between −3m and 3m.
Changing the rotation of a bendable pipe increases the rotation of one in-
cident large face by 1 and decreases it in the other incident large face by −1.
(Note that this does not affect the rotations at small faces.) Thus, choosing the
rotations of the bendable pipes such that the rotation in every large face is 4
(except for the outer face with rotation −4) is equivalent to finding a flow in
the flow network N defined as follows. The underlying graph of N is the dual
graph of the variable-clause graph of S. The demand of the node corresponding
to the face fS is the difference between the rotation in the corresponding large
face f of G(S) and 4 (−4 if f is the outer face). Note that the demands sum up
to 0. The capacity on an edge connecting fS and f
′
S is equal to the total length
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of the bendable pipes incident to the corresponding faces f and f ′ in G(S), and
thus at least K. As shown above, the absolute value of the demand of each
node in the flow network is at most 3m + 4. As the flow network contains at
most m nodes (otherwise it would be a tree or disconnected), the sum of the
absolute values of the demands is bounded by 3m2 + 4m. The capacity of every
edge in N is at least K = 3m2 + 4m by the construction of the variable tree.
By Lemma 1 the network N has a solution.
Theorem 2. Orthogonal 01-Embeddability is NP-hard for all combina-
tions of the following variations.
• The input has a fixed planar embedding or a fixed planar embedding up to
the choice of an outer face.
• The angles at vertices incident to 1-edges are fixed or variable, while angles
at vertices incident to 0-edges are variable.
Proof. In the construction showing Theorem 1, we already fixed all angles at
vertices incident to 1-edges (the only vertices whose angles are not fixed lie inside
interval gadgets). Thus, we already established hardness for the case that all
angles at vertices incident to 1-edges are fixed. As mentioned before, fixing
angles is not a really a restriction, as we can enforce fixed angles by attaching
degree-1 vertices.
It remains to show that the problem remains hard when allowing to choose
a different outer face. Clearly, when choosing a different large face as outer face
all arguments leading to a satisfying truth assignment remain valid. Moreover,
choosing a small face as outer face can never lead to a valid orthogonal 01-
representation for the following reason. Each small face is one of the building
blocks presented in Section 3.1.1 (see Figure 5), or the inner face of a clause
gadget (Figure 9). For the building blocks it is easy to see that the total rotation
in the inner face is at least 0 (by the fixed angles and the restriction of bends on
the edges). Thus, none of them can be chosen as the outer face (which would
require a rotation of −4). Similarly, the rotations at every vertex in the clause
gadget is 1 in its inner face, which sums up to a rotation of 4. The three input
edges have rotation at least −1 in the inner face and the interval gadget has
rotation at last −2. Thus, the total rotation is at least −1, which makes it
impossible to choose it as the outer face.
By the equivalence of orthogonal representations to flow networks [19], it
follows that it is NP-hard to test whether there is a valid flow in a planar flow
network with the properties that (i) the capacity on every edge is 1 and (ii) some
undirected edges require to have one unit of flow (no matter in which direction).
Note that Garg and Tamassia [14] show hardness for the less restrictive case that
the capacities and the lower bounds for flow on undirected edges is unbounded.
They use this to show NP-hardness of Orthogonal 0-Embeddability of
4-planar graph (with variable combinatorial embedding).
Theorem 3. All variants of Orthogonal 01-Embeddability are NP-hard
even if the input graph is a subdivision of a 3-connected graph.
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Figure 12: (a) Construction for transforming an instance of Orthogonal 01-
Embeddability into a subdivision of a 3-connected graph. A vertex v of de-
gree 3 with variable angles (left) and the corresponding gadget for the con-
struction (rights). (b) The routing of three disjoint paths from a to b in G′;
subdivision vertices are omitted. Vertices u and v are marked green, and the
corresponding path in G is bold green. The three red paths between a and b
follow the bold green path. Note that at the beginning at the end of a path some
rerouting via vertices not on the path may be necessary, however, the rerouting
is such that the paths remain disjoint.
Proof. We reduce from Orthogonal 01-Embeddability with fixed planar
embedding and variable angles. Let G = (V,E0 ·∪E1) be a connected instance
of this problem. We replace each degree-1 vertex v by a cycle C of four 0-edges
such that one vertex of C is adjacent to the neighbor of v. It is not hard to see
that the resulting graph has an orthogonal 01-embedding if and only if G has
one. In the following we assume without loss of generality that G has minimum
degree 2.
For each vertex v with incident edges e1, . . . , ed (in clockwise order around v),
we make the following construction. First, we subdivide its incident edges ei
with new vertices vi and connect them to form a cycle (in the clockwise ordering
around v), and subdivide the edges of this cycle five times. The vertices before
and after vi in clockwise direction are denoted v
−
i and v
+
i . Afterwards, each
edge uv has been subdivided into uui, uivj , vjv. We now add for each such edge
the edges u−i v
+
j and u
+
i v
−
j . The edges uivj , u
−
i v
+
j , and u
+
i v
−
j are 1-edges if and
only if the original edge uv was a 1-edge. All other edges are 0-edges. Figure 12a
illustrates the construction for a vertex of degree 3.
We claim that the resulting graph G′ (i) admits an orthogonal 01-represen-
tation if and only ifG does, and (ii) is a subdivision of a 3-connected graph. Once
the claim is proved, the statement of the theorem follows since the reduction
can be performed in polynomial time.
We start with (i). First assume thatG′ has an orthogonal 01-representationO
and let uv be an edge of G that is subdivided into uivj . By construction both ui
and vj have degree 4 and the edges uui and vjv are 0-edges. That is all bends
of the path uuivjv lie on the edge uivj . Hence, the representation on the sub-
graph containing the vertices {v, v1, . . . , vdeg(v) | v ∈ V } has all bends on the
edges vivj . We can then undo the subdivisions and obtain an orthogonal 01-
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representation of G. Conversely, if O is an orthogonal 01-representation of G,
we can first subdivide each edge uv close to vertices u and v to obtain vertices ui
and vj with uui and vjv having 0 bends. Then we add the edges the edges u
−
i v
+
j
and u+i , v
−
j parallel to uivj . Finally, we add the remaining edges of the cycle
around v, which can be done without bends on the edges since the paths from v+i
to v−i+1 (indices taken modulo deg(v)) have sufficiently many degree-2 vertices,
which can serve as bends. We have obtained an orthogonal 01-representation
of G′.
For (ii), we show that in G′ any two vertices a and b of degree 3 or more
are connected by three (internally) vertex-disjoint paths. Let u and v be the
two vertices of G to whose construction a and b belong. If u = v it is not
hard to find three disjoint paths; one path goes through the center vertex v,
the remaining paths are routed clockwise and counterclockwise along the cycle
around v. It may be necessary to route through a neighboring gadget to get
around the attachment vertices of v; see Figure 12b.
If u 6= v, we pick a shortest path u = u1, . . . , uk = v from u to v in G.
This path corresponds to a path u1a1b2u2, . . . , ak−1bkuk, where ai and bi are
vertices of the cycle around vertex ui. We find three disjoint paths from a
−
1 , a1
and a+1 to b
−
k , bk and b
+
k , respectively, simply by taking for each edge uiui+1
for 1 < i < k − 1 the path from a+i in clockwise direction along the cycle
around ui via b
−
i to a
+
i+1, from ai via the center vertex ui and bi to ai+1, and
from a+i in counterclockwise direction along the cycle around ui via b
+
i to a
−
i+1;
this is illustrated in the middle vertex of the green path in Figure 12b. We
also extend these paths by adding edges ak−1bk, a+k−1b
−
k and a
−
k−1b
+
k so that we
have disjoint paths from a−1 to b
+
k , from a1 to bk and from a
+
1 to b
−
k . It then
remains to find disjoint paths from a to a−1 , a1 and a
+
1 and from b
−
k , bk and b
+
k
to b. This can be done by routing in the gadget around u and v, respectively.
Note that it may be necessary to visit the gadget of an adjacent vertex. This
does, however, not interfere with the paths constructed so far since we assumed
that it is a shortest path, and hence the corresponding neighbors are not part
of the constructed paths. This finishes the proof of the claim.
Corollary 1. Orthogonal 0-Embeddability is NP-hard for 4-planar graphs
with a variable combinatorial embedding.
Proof. We reduce from Orthogonal 01-Embeddability where the input
graph is a subdivision of a 3-connected graph. Note that the embedding is
unique up to the choice of the outer face. We now replace each 1-edge by a copy
of the interval gadget G[1, 1] (see Figure 4). Changing the embedding of this
gadget decides the bend direction of the 1-edge and vice versa. It is not hard
to see that the resulting graph admits a 0-embedding if and only if the origi-
nal instance admits an orthogonal 01-embedding. Clearly the reduction runs in
polynomial time.
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Figure 13: (a) A corner blocker with attachment vertex v. (b) A Kandinsky rep-
resentation of a vertex v with four attached corner blockers (and four outgoing
edges). (c–d) Illustration of the proof of Lemma 8.
3.2 Kandinsky Bend Minimization
In the following, we show how to reduce Orthogonal 01-Embeddability to
Kandinsky Bend Minimization. The reduction consists of two basic building
blocks. In an orthogonal embedding, every side of a vertex can be occupied by
at most one edge. We show how to enforce this requirement also for Kandinsky
embeddings. Moreover, we construct a subgraph whose Kandinsky embeddings
behave like the embeddings of an edge with exactly one bend.
Corner Blocker Let B be the graph consisting of a 4-cycle together with
an additional attachment vertex connected to two non-adjacent vertices of the
4-cycle. The graph B is called corner blocker. Figure 13a shows a corner blocker
with attachment vertex v. Let v be a vertex in a planar graph G. Blocking a
corner of v denotes the process of attaching a corner blocker to v by identifying
the attachment vertex of B with v. Consider a Kandinsky embedding of G+B.
The corners of the box representing the vertex v are also called the corners of
v. We say that a corner of v is blocked by the corner blocker B if it lies in the
inner face of B incident to v. Figure 13b shows a vertex v with four corner
blockers attached to it such that all four corners of v are blocked. Note that the
Kandinsky representation of a Kandinsky embedding already determines which
corners are blocked by a corner blocker.
The idea behind the corner blocker is to enforce a blocking of all four corners
of a vertex. Recall that we assume a fixed planar embedding of the input graph
and thus a fixed order of edges around every vertex. Thus, blocking all four
corners is equivalent to enforcing edges to leave a vertex at a specific side, as
in Figure 13b. The following two lemmas show that the corner blocker defined
above is well suited for this purpose, as it admits an optimal drawing blocking
only a single corner but blocking no corner causes additional cost.
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Figure 14: (a) The nested corner blocker B2 of depth 2. (b) Kandinsky repre-
sentation of B2 with 4 bends.
Lemma 8. Every Kandinsky representation of a corner blocker has at least two
bends.
Proof. Let B be a corner blocker. Denote the degree-2 vertices of B with u,
v, and w and the degree-3 vertices with s and t and let B be embedded such
that the boundary of the outer face f contains u, v, s, and t; see Figure 13a.
In every Kandinsky representation, the total rotation around f is −4. We show
that this already implies that every Kandinsky representation has at least two
bends.
Let f ′ be the inner face incident to v. If v has rotation 2 in f ′ for a fixed
Kandinsky representation, then one of the two edges vs or vt has rotation −1 at
v. We assume without loss of generality that vs has rotation −1 at v, thus we
get the following rotation values (see Figure 13c): rotf ′(v) = 2, rotf (v) = −2,
rotf ′(vs[v]) = −1, and rotf (vs[v]) = 1. As v has degree 2, we obtain another
Kandinsky representation by setting rotf ′(v) = 1, rotf (v) = −1, rotf ′(vs[v]) =
0, and rotf (vs[v]) = 0; see Figure 13d. As this new Kandinsky representation
has fewer bends, we can assume in the following that rotf ′(v) 6= 2, which shows
that the rotation at v in f is at least −1. Clearly, the same holds for u.
A similar argument shows that the rotations at s and t in f are at least 0. It
follows that the total rotation of vertices in the outer face is at least −2. Thus,
to get a total rotation of −4, there need to be two bends on edges incident to
the outer face, which shows the claim.
Lemma 9. Every Kandinsky representation of a corner blocker that blocks no
corner of its attachment vertex has at least three bends.
Proof. As shown in the proof of Lemma 8, one can reduce the number of bends of
a Kandinsky representation of a corner blocker if the rotation at the attachment
vertex in the outer face is −2; see Figure 13c,d.
We can make the corner blockers stronger by nesting them. The nested
corner blocker Bd of depth d is obtained by taking d corner blockers and identi-
fying their attachment vertices. The nested corner blocker Bd is embedded such
that v lies on the outer face and the innermost face has distance d to the outer
face (in the dual graph); see Figure 14 for an example. Clearly, the statements
from Lemma 8 and Lemma 9 extend to nested corner blockers, where all bend
numbers have to be multiplied with d.
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Figure 15: (a) The one bend gadget Γ with three bends without blocked corners
at v with | rot(pi)| = 1. (b–c) The two possible representations of the edges
incident to v, when vv2 (blue) has two bends. Both cannot be extended to Γ
without additional bends. (d–f) The possible ways to draw vv1, when vv2 (blue)
has one bend together with the implied drawing on some other edges (dashed).
Either we get no Kandinsky representation of Γ (d), or the path pi has absolute
rotation 1 (e–f).
One-Bend Gadget Let Γ be the graph consisting of the 2× 3-grid with the
two columns v1, v2, v3 and u1, u2, u3 (from bottom to top) together with the
vertex v connected to v1, v2, and v3 and the vertex u connected to u2; see
Figure 15a. We call Γ the one-bend gadget with its two endvertices u and v.
The path pi = (u, u2, v2, v) is called the bending path of Γ. In the following we
show that the bending path of a one-bend gadget is (more or less) forced to have
either rotation 1 or −1 in every Kandinsky representation. As for the corner
blocker, we say that the one-bend gadget blocks k corners of the vertex v in a
given Kandinsky representation if k corners of v lie in the inner face of Γ.
Lemma 10. Let K be a bend-minimal Kandinsky representation of the one-bend
gadget Γ blocking no corner of its degree-3 endvertex. Then K has three bends
and the rotation of the bending path in Γ is either 1 or −1.
Proof. Note that the Kandinsky representation of Γ in Figure 15a does not
block a corner of v and has three bends. It remains to show that this drawing
is optimal and that the rotation of the bending path pi is always 1 or −1.
We consider all Kandinsky representations of Γ with at most three bends
blocking no corner of v and show that each of these representations has three
bends and rotation 1 or −1 on pi. We start with two simple facts. First, blocking
no corner of v requires that at least two of the edges vv1, vv2, and vv3 to have
a bend, as they all leave v at the same side. Second, the edges in each of the
triangles vv1v2 and vv2v3 require at least two bends, as they have rotation 2
at v. We use these facts several times in the following case distinction on the
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number of bends of vv2.
Assume vv2 has three bends. As at least two of the edges vv1, vv2,
and vv3 have bends, we get at least four bends in total (but we consider only
drawings with at most three bends). Assume that vv2 has zero bends. Then
the two bends of the triangle vv1v2 must be on the edges vv1 and v1v2 and the
bends of the triangle vv2v3 must be on the edges vv3 and v2v3. Thus, there
are at least four bends, which again contradicts the restriction to at most three
bends.
If vv2 has two bends, one of the two edges vv1 or vv3 has one bend,
the other has no bend (as we have more than three bends otherwise). Assume
that vv3 has one bends, the other case is symmetric. As vv1 has no bend, the
direction of the bend of vv3 and of the first bend of vv2 is fixed. The remaining
choice is the second bend of vv2; see Figure 15b and c for an illustration of the
two possible Kandinsky representations. Since we already used three bends, the
2× 3 grid consisting of the nodes v1 . . . v3 and u1 . . . u3 must be drawn without
any bends. However, the Kandinsky representation without bends of the 2× 3
grid is unique (see Figure 15a) and can obviously not be merged with one of the
Kandinsky representations of the three edges incident to v shown in Figure 15b
and c.
Assume that vv2 has one bend. Assume without loss of generality that
the bend on vv2 is a left bend, when traversing it from v to v2 (i.e., vv2 has
rotation 1 in the triangle vv2v3). This implies that the edge vv3 has at least
one bend as in Figure 15d–f. If vv1 has a bend but in the other direction then
all remaining edges have to be straight, which is not possible for v1v2 without
creating an empty triangle (Figure 15d). Thus, v1v2 has either a bend in the
same direction as vv1 or no bend. Consider the former case first; see Figure 15e.
We split the bending path pi into two parts, the edge vv2 and the path from
v2 to u. Clearly, the absolute rotation of vv2 is 1. As we already used three
bends, the Kandinsky representation of Γ − v is unique. Thus, the path from
v2 to u must have rotation 0. To show | rot(pi)| = 1, it remains to show that
the rotation of pi at v2 is 0, which is the case if there is no 0
◦ angle at v2. This
angle would have to be adjacent to the edge vv2 as it is the only one having a
bend. However, vv2 has only one bend and, since rotf (vv2[v]) = 1, it follows
that rotf (vv2[v2]) = 0, where f is the face bounded by vv2v3. But then there
can be no 0◦ bend at v2.
It remains to deal with the case that vv1 has no bend; see Figure 15f. As
the triangle vv1v2 needs two bends, the edge v1v2 must be drawn with a bend.
All remaining edges must have zero bends, as three bends are already used. As
before, this shows that the subpath of pi from v2 to u has rotation 0 and for
| rot(pi)| = 1 it remains to show that the rotation of pi at v2 is 0. To this end,
consider the triangle vv2v3 and the quadrangle v2u2u3v3. In the quadrangle,
all edges are straight lines, which ensures that the rotation at v2 is 1. In the
triangle, the rotation at v2 must also be 1 (otherwise the rotation at v3 would
need to be 2, but there is no edge that can assign its bend to this 0◦ angle).
Thus, the rotation of v2 in the path pi is 0, which shows | rot(pi)| = 1.
It follows that the path pi has rotation 1 or −1 in every Kandinsky repre-
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Figure 16: (a–b) A degree-3 vertex with and without fixed angles and attached
corner blockers, respectively.
sentation of Γ that has only three bends and blocks no corner of v. Moreover,
we showed that all such Kandinsky representations require three bends.
Putting Things Together
Let G = (V,E = E0 ·∪E1) (together with a combinatorial embedding) be an
instance of Orthogonal 01-Embeddability. We assume that the angles at
vertices that are incident to a 1-edge are fixed. We construct an embedded
graph G′ that then serves as instance of Kandinsky Bend Minimization. To
construct G′, we start with G. Let v be a vertex incident to the face f . If the
angle of v in f is fixed to α, we attach α/90◦ nested corner blockers of depth 4
to v embedded next to each other into the face f ; see Figure 16a. Otherwise,
if the angle is not fixed, we attach a single corner blocker of depth 4 at v in f .
By suitably increasing the depth of some corner blockers we ensure that each
vertex is incident to exactly 16 corner blockers; see Figure 16b. This is not
strictly necessary but simplifies some of our computations. Finally, we replace
every edge uv ∈ E1 (i.e., every edge that requires one bend) by a copy of the
one-bend gadget Γ, identifying u and v with the endvertices of Γ. Note that,
by assumption, both u and v have four corner blockers of depth 4. To obtain
the following theorem, we show that the resulting graph G′ admits a Kandinsky
representation with at most 32|V | + 3|E1| bends if and only if G admits an
orthogonal 01-embedding (note that deciding whether a planar embedded graph
admits a Kandinsky representation with at most k bends is clearly in NP).
Theorem 4. Kandinsky Bend Minimization is NP-complete.
Proof. Let G be an instance of Orthogonal 01-Embeddability (with fixed
angles at vertices incident to 1-edges) and let G′ be the corresponding in-
stance of Kandinsky Bend Minimization. Assume we have an orthogonal
01-representation O of G. We show how to construct an Kandinsky repre-
sentation K of G′ with 32|V | + 3|E1| bends. We interpret O as a Kandinsky
representation. We first add the nested corner blockers to the representation.
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Let v be a vertex with incident face f . By construction, v has at least as many
corners in f as there are nested corner blockers incident to v embedded in the
face f . Thus, these corner blockers can be added with 2 bends for each corner
blocker (see the drawing in Figure 13b). This yields 32|V | bends in total.
Moreover, the drawings of the 1-edges can be replaced by drawings of one-
bend gadgets with three bends (the drawing in Figure 15a or the symmetric
drawing where the bending path pi is bent to the other direction). This yields
3|E1| bends for all 1-edges. Hence, we get a Kandinsky representation K of G′
with 32|V |+ 3|E1| bends in total.
For the opposite direction, we show that a Kandinsky representation K of
G′ with at most 32|V | + 3|E1| bends implies the existence of a orthogonal 01-
embedding O of G. We show that the following three facts hold for K.
1. Every nested corner blocker blocks a corner.
2. Every one-bend gadget has three bends and blocks no corner of its degree-3
endvertex in K.
3. All remaining edges (the edges in E0) have 0 bends.
We use a charging argument assigning the costs for bends either to corner block-
ers, to one-bend gadgets or to the edges in E0, such that the total cost is at
most the total number of bends. By Lemma 8, every corner blocker of depth d
requires at least 2d bends. Moreover, if such a nested corner blocker does not
block a corner, it has at least 3d bends (Lemma 9). For corner blockers that
block a corner, we charge cost 2d (which is equal to the number of bends). For
corner blockers blocking no corner, we charge cost 2d + 1 (which is d − 1 ≥ 3
less than the number of bends; note that all corner blockers have depth at
least 4). A one-bend gadget with more than three bends is charged cost 4.
A one-bend gadget that does not block a corner of its degree-3 endvertex has
at least three bends by Lemma 10 and we charge cost 3 for it. If a one-bend
gadget blocks a corner of its degree-3 endvertex, then at least one of the adja-
cent nested corner blockers does not block a corner. As we charged cost 2d+ 1
for this corner blocker although it has at least 3d bends, we can again charge
cost 3d− (2d+ 1) = d−1 ≥ 3 for the one-bend gadget. For the remaining edges
in E0 we simply charge cost equal to the number of bends.
Hence, every nested corner blocker of depth d is charged at least cost 2d
and every one-bend gadget is charged at least cost 3. Recall that there are
16|V | corner blockers and |E1| one bend gadgets. To get a total cost of at most
32|V |+ 3|E1|, every corner blocker of depth d must be charged exactly cost 2d,
which implies that it blocks a corner and thus shows the first fact. Since the
endvertices of one-bend gadgets are incident to four corner blockers, each of
which indeed blocks a corner, this also implies that no one-bend gadget can
block a corner of its degree-3 endvertex. Thus, by Lemma 10, every one-bend
gadget has at least three bends. Moreover, every one-bend gadget has no more
than three bends as it would otherwise be charged cost 4, which shows the
second fact. The third fact follows as the cost charged to edges in E0 must be 0.
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By the second fact and Lemma 10 the bending path of every one-bend gad-
get has absolute rotation 1 in K. Thus, we can replace each one-bend gadget
by an edge with exactly one bend. Removing the corner blockers yields a rep-
resentation of G in which no two edges leave a common incident vertex on the
same side, as every nested corner blocker blocks a corner (first fact). Moreover,
the edges in E0 have zero bends. Hence, the resulting representation of G is an
orthogonal representation (and not only a Kandinsky representation) and the
edges in E1 and E0 have one and zero bends, respectively.
Theorem 5. Kandinsky Bend Minimization is NP-complete, even if we
allow empty faces or require every edge to have at most one bend (or both).
Proof. That the problem remains NP-hard when we require each edge to have
at most one bend is obvious, as all Kandinsky representations involved in the
construction above have at most one bend per edge. In fact, this requirement
would even make some arguments simpler. The only place where we argued
with empty faces is in the proof of Lemma 10 to exclude the situation shown
in Figure 15d. It is not hard to see that this situation can also be excluded
when allowing empty faces, as even in this case, it is not possible to complete
the embedding without additional bends.
4 A Subexponential Algorithm
In this section, we give an algorithm for computing optimal Kandinsky represen-
tations of planar graphs with fixed planar embedding in subexponential running
time. To this end, we use dynamic programming on sphere cut decompositions,
which are special types of branch decompositions [8].
The basic idea is as follows. Consider two graphs G1 and G2 with disjoint
edge sets that share a set of attachment vertices. We assume that the union G
of G1 and G2 is planar and has a fixed planar embedding. We say that G1 and
G2 are glueable if both graphs are connected and there is a simple closed curve
in the embedding of G that separates G1 from G2 (note that this curve must
contain the attachment vertices); see Figure 17. We also say that G1 (G2) is a
glueable subgraph of G.
Now assume we know two Kandinsky representations K1 and K2 of G1 and
G2. Depending on K1 and K2 one might be able to merge them into a Kandin-
sky representation of the whole graph G. We can generate every Kandinsky
representation of G in this way, by merging every representation of G1 with
every representation of G2. Clearly, considering all pairs of representations of
G1 and G2 is not efficient. Thus, we group Kandinsky representations of G1
that behave the same with respect to merging them with representations of
G2 into equivalence classes. If we know an optimal Kandinsky representation
for each equivalence class of G1 and G2, it is sufficient to merge those opti-
mal representatives of equivalence classes to obtain an optimal representation
of G. If G is hierarchically decomposed, one can start with optimal Kandinsky
representations of the edges and merge them step by step to obtain G.
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v
Figure 17: (a) The decomposition of a graph into two glueable subgraphs G1
and G2. The attachment vertices are shaded blue. (b) This decomposition is not
glueable, as a closed curve separating G1 from G2 cannot be simple (v must be
visited twice). (c) The decomposition is not glueable since G2 is disconnected.
In the following we first characterize which Kandinsky representations of a
glueable subgraph are equivalent in the sense that they can be merged with the
same Kandinsky representation of the remaining graph (Section 4.1). After-
wards, we estimate in how many different ways the Kandinsky representations
of subgraphs can be merged into one (Section 4.2). Finally, we conclude with
the algorithm and some interesting special cases (Section 4.3).
4.1 Interfaces of Kandinsky Representations
Let K be a Kandinsky representation of G and let K1 be the representation
induced on G1. Let K′1 be another Kandinsky representation of G1. By replacing
K1 with K′1 in K we mean the following. Every rotation value in K involving only
edges belonging to G1 are set to the value specified in K′1 while all other values
remain as they are. In other words the following rotations in K are changed to
their value in K′1: rot(e) if the edge e belongs to G1; rot(uv[u]) and rot(uv[v])
(the rotation of uv at the vertices u and v) if uv belongs to G1; and rot(e1, e2)
(for two edges e1 and e2 incident to a common vertex) if both edges e1 and e2
belong to G1. Note that the resulting set of rotation values is not necessarily
a Kandinsky representation, as some properties of Kandinsky representations
might be violated.
We say that the two Kandinsky representations K1 and K′1 of G1 have the
same interface if replacing K1 with K′1 (and vice versa) in any Kandinsky rep-
resentation of G yields a Kandinsky representation of G. We will see later
(Lemma 11) that it does not depend on the remaining graph G \ G1, whether
two representations of G1 have the same interface. The two Kandinsky represen-
tations in Figure 18a have the same interface. Clearly, having the same interface
is an equivalence relation. We call the equivalence classes of this relation the
interface classes.
Now consider again two glueable subgraphs G1 and G2 of a plane graph G.
Since G1 and G2 are glueable, we know that G2 lies in a single face f of G1.
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Figure 18: (a) The graph G with glueable subgraph G1 (shaded yellow). The
attachment vertices and the faces shared by G1 and G2 are blue. The two
Kandinsky representations K1 (left) and K′1 (right) of G1 are interchangeable:
In any representation of G inducing K1 on G1, one can replace K1 by K′1 and
vice versa. (b) Illustration of the notation used to define the interface paths,
the attachment rotations and the 0◦ flags.
Let Cf be the facial cycle of f and assume for now, that Cf is simple (i.e., G1
contains no cutvertex incident to f). Let v0, . . . , v` be the attachment vertices
appearing in that order in Cf (clockwise for inner, counter-clockwise for outer
faces). This decomposes Cf into the paths pif (v0, v1), pif (v1, v2), . . . , pif (v`, v0),
which we call interface paths. As the face we consider is unique, we often omit
the subscript and simply write pi(vi, vi+1). Moreover, the values for i, i− 1 and
i+ 1 are always meant modulo `+ 1. For an attachment vertex vi, denote the
last edge of the path pi(vi−1, vi) by eini and the first edge of the path pi(vi, vi+1)
by eouti ; see Figure 18b.
Let K1 and K′1 be two Kandinsky representations of G1. We say that K1
and K′1 have compatible interface paths if pi(vi, vi+1) has the same rotation in
K1 and K′1 (i.e., rotK1(pi(vi, vi+1)) = rotK′1(pi(vi, vi+1))) for every i = 1, . . . , k.
Moreover, K1 and K′1 have the same attachment rotations if for every attachment
vertex vi, the rotation rot(e
in
i , e
out
i ) is the same in K1 and K′1. In Figure 18b, the
interface paths pi(v0, v1), pi(v1, v2), and pi(v2, v0) have rotations −1, 1, and 0, re-
spectively, and the attachment rotations at the vertices v0, v1, and v2 are−1,−1,
and −2, respectively.
When considering orthogonal representations (with maximum degree 4) and
not Kandinsky representations, having compatible interface paths and the same
attachment rotations is sufficient for two representations to have the same inter-
face. In case of Kandinsky representations, we have to care about 0◦ angles at
the attachment vertices. Thus, for an attachment vertex vi, the rotations at the
end vi of the edges e
in
i and e
out
i (rot(e
in
i [vi]) and rot(e
out
i [vi])), which can take
the values −1, 0, or 1 are of importance. The actual value of these rotations is
not important, we only care about whether they are −1 or something else. We
call these information the 0◦ flags, which has the value true for a rotation of
−1 and false otherwise. We say that K1 and K′1 have the same 0◦ flags if all
their 0◦ flags have the same values. Possible values for the 0◦ flags in Figure 18b
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are true for eout0 [v0] and for e
in
1 [v1] and false for all other flags.
In case the facial cycle Cf is not simple, it might contain an attachment
vertex vi several times. However, since G1 and G2 are glueable, the simple
closed curve separating G1 from G2 gives an order of the attachment vertices.
We simply take this order to define the interface paths. All remaining definitions
work as before.
Lemma 11. Two Kandinsky representations have the same interface if and
only if they have compatible interface paths, the same attachment rotations, and
the same 0◦ flags.
Proof. We first show the only-if part. Let G be a plane graph with Kandinsky
representation K with restriction K1 to the glueable subgraph G1. Let K′1 be
another Kandinsky representation of G1. Assume there is an interface path pi
that has a different rotation in K1 than in K′1. Let f be the face incident to pi
shared by G1 and the remaining graph G2 (one of the blue faces in Figure 18a).
By replacing K1 with K′1 the rotation of pi in f changes, but all other rotations
in f stay the same. Thus, the total rotation around f cannot be 4 (−4 if f is the
outer face), which shows that the resulting set of rotations is not a Kandinsky
representation of G (contradiction to Property (1)). Hence, K1 and K′1 do
not have the same interface. A similar argument shows that having the same
attachment rotations is necessary, since otherwise the total rotation around a
vertex would change by replacing K1 with K′1, which contradicts Property (3).
Finally, assume K1 and K′1 have different 0◦ flags. Thus, there exists an
attachment vertex v with incident edge e1 (belonging to an interface path) such
that rot(e1[v]) is (without loss of generality) −1 in K1 (value true) and 0 or
1 in K′1 (value false). As v is an attachment vertex, the remaining graph G2
contains an edge incident to v. Let e2 be the edge of G2 incident to v that shares
a face f with e1. Then one might choose the Kandinsky representation K of G
such that the rotation rotf (e1, e2) at v in f is 2 (angle of 0
◦) while rotf (e2[v]) is
0 or 1. Then rot(e1[v]) must be −1 by Property (5), which is true for K1 but not
for K′1. Hence, replacing K1 with K′1 does not yield a Kandinsky representation
of G, which shows that having the same 0◦ flags is also necessary for having the
same interface.
For the other direction, let G1 and G2 be glueable graphs with union G and
let K be a Kandinsky representation of G with restrictions K1 and K2 to G1 and
G2, respectively. Let K′1 be a Kandinsky representation of G1 with compatible
interface paths, the same attachment rotations, and the same 0◦ flags. We
show that replacing K1 with K′1 in K yields a Kandinsky representation of G
by showing that the resulting rotation values satisfy properties (1)–(5) from
Section 2.2.
Property (2) is trivially satisfied, as all rotations concerning a single edge
come either from K′1 or from K2, which are both Kandinsky representations and
thus satisfy this property. Property (4) is also satisfied, as the rotation at a
vertex either stays as it is in K or it is changed to its value in K′1 and thus lies
in the interval [−2, 2].
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For Property (1), consider a face f of G. If all edges in the boundary of f
belong to only one of the graphs G1 and G2, then the total rotation in f is equal
to its total rotation in K′1 or K2, respectively. As K′1 and K2 are Kandinsky
representations, they satisfy Property (1). If the boundary of f contains edges
from both graphs G1 and G2 (one of the blue faces in Figure 18a), it is composed
of two interface paths pi1 and pi2 belonging to G1 and G2, respectively, that share
their endvertices u and v. By replacing K1 with K′1, the representation of pi2
does not change. Moreover, the rotations at u and v in f remain unchanged.
The representation of pi1 might of course change, however, the rotation remains
the same as K1 and K′1 have compatible interface paths.
A similar argument shows that Property (5) is satisfied. Let v be a vertex
with rotation 2 (corresponding to an angle of 0◦) in a face f , i.e., rotf (uv, vw) =
2. We only need to consider the case where (without loss of generality) uv
belongs to G1 and vw belongs to G2, as all other cases are trivial. Then
rotf (uv[v]) = −1 or rotf (vw[v]) = −1 holds in K. In the latter case, rotf (vw[v])
does not change by replacing K1 with K′1 as vw belongs to G2. In the former
case, rotf (uv[v]) = −1 implies that the corresponding 0◦ flag in K1 is true. As
K1 and K′1 have the same 0◦ flags, this flag is also true in K′1, which implies
that rotf (uv[v]) = −1 is still true in K′1 and thus in K′.
Finally, to show Property (3), consider a vertex v. If v is not an attachment
vertex, all rotations at v come either from K′1 or from K2 and thus satisfy
Property (3). Let v be an attachment vertex and let f1 be the face of G1 that
completely contains G2. The only rotations at v that might change by replacing
K1 with K′1 are the rotations in faces not shared with G2. These are exactly the
faces of G1 incident to v except for f1. As K1 and K′1 have the same rotations
at attachment vertices, the rotation rotf1(v) is the same in K1 and K′1. Thus,
by Property (3) the sum of all other rotations around v in G1 must also be the
same in both representations K1 and K′1. Hence, the total sum of rotations at
v does not change by replacing K1 with K′1, which concludes the proof.
It follows that each interface class is uniquely described by the rotations
of the interface paths, by the rotations at the attachment vertices, and by the
values of the 0◦ flags. We simply call this set of information the interface of G1
(G2) in G. Note that this redefines what it means for two Kandinsky represen-
tations to have the same interface. However, the definitions are consistent due
to Lemma 11 and we will use them interchangeably.
4.2 Merging two Kandinsky Representations
So far, we considered the case that there is a Kandinsky representation K of G
that can be altered by replacing the Kandinsky representation of the subgraph
G1. Now we change the point of view and assume we have Kandinsky represen-
tations K1 and K2 of G1 and G2, respectively, that we want to combine to get a
Kandinsky representation of G. We say that K1 and K2 can be merged if there
exists a Kandinsky representation K of G whose restriction to G1 and G2 is K1
and K2, respectively. Note that the only rotations in K that occur neither in K1
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Figure 19: (a) Merging G1 and G2. The shared rotations are marked red.
(b) Illustration of a merging step. The width of this merging step is 5 (G1 has
5 attachment vertices). (c) Two ways to choose the shared rotations.
nor in K2 are rotations at attachment vertices between an edge of G1 and an
edge of G2. We call these rotations the shared rotations; see Figure 19a. Thus,
merging K1 and K2 is the process of choosing values for the shared rotation,
such that the resulting set of rotations is a Kandinsky representation of G.
In the following, we consider the case where G itself is a glueable subgraph
of a larger graph H. We call this the merging step G = G1 unionsq G2. Note that
G1 and G2 are not only glueable subgraphs of G but also of H. Note further
that the interface of G1 (G2) in G can be deduced from the interface of G1 (G2)
in H. When dealing with a merging step, we always consider the interfaces of
G1 and G2 in H (which contain more information than their interfaces in G).
The width of a merging step is the maximum number of attachment vertices of
G1, G2, and G in H; see Figure 19b for an example.
If the Kandinsky representations K1 and K2 can be merged, then every
Kandinsky representation K′1 with the same interface as K1 can be merged in the
same way (i.e., with the same shared rotations) with K2 as one can first merge
K1 with K2 and then replace K1 by K′1. Moreover, the resulting Kandinsky
representations K and K′ of G have the same interface for the following reason.
In every Kandinsky representation of H the representation K can be replaced
by K′ as this is equivalent to replacing K1 by K′1 (which can be done as K1 and
K′1 have the same interface). Thus, the only choices that matter when merging
two Kandinsky representations are to choose shared rotations and interfaces for
G1 and G2. Thus, the term of merging Kandinsky representations extends to
merging interfaces. We call a choice of shared rotations and interfaces for G1
and G2 compatible, if these interfaces can be merged using the chosen rotations.
The following lemma bounds the number of compatible combinations. It is
parametrized with the width k of the merging step and the maximum rotation ρ.
The maximum rotation of a graph H is ρ if H admits an optimal Kandinsky
representation such that the absolute rotations of the interface paths in every
glueable subgraph of H are at most ρ. With the maximum rotation of a merging
step, we mean the maximum rotation of the whole graph H. We give bounds
for ρ in Lemma 14.
Lemma 12. In a merging step G = G1unionsqG2 of width k with maximum rotation
ρ, there are at most (2ρ + 1)b1.5kc−1 · 330k compatible choices for the shared
rotations and the interfaces of G1 and G2.
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Proof. Let k12 be the number of attachment vertices shared by G1 and G2 and
let k1 and k2 be the number of exclusive attachment vertices of G1 and G2,
respectively. In the example in Figure 19b, k = 5, k12 = 3, k1 = 2, and k2 = 1.
As G1 and G2 both have at most k attachment vertices, we have k1+k12 ≤ k and
k2 + k12 ≤ k. Moreover, every exclusive attachment vertex is an attachment
vertex of G, thus k1 + k2 ≤ k holds. By summing these three inequalities
we directly get k1 + k2 + k12 ≤ b1.5kc. We start with a rough estimation of
the possible combinations and then show how to reduce the number by ruling
out choices that are not compatible and thus will never lead to a Kandinsky
representation.
The graph G1 has k1+k12 ≤ k attachment vertices and thus also k1+k12 ≤ k
interface paths. The absolute rotation of each interface path is at most ρ,
thus there are at most 2ρ + 1 possible values for those rotations. This leads
to at most (2ρ + 1)k combinations. For every attachment vertex there is the
attachment rotation that can be any of the five integers in [−2, 2]. Moreover,
there are two binary 0◦ flags for each attachment vertex which gives 5 ·2 ·2 = 20
possible configurations for each attachment vertex. Thus, there are up to 20k
combinations for the k1 + k12 ≤ k attachment vertices in G1. We get the same
bounds for G2. Hence, there are at most (2ρ + 1)
2k · 400k combinations for
choosing an interface for G1 and G2. For every shared attachment vertex, there
are two shared rotations we need to set, which gives 25 combinations as these
rotations can take values in [−2, 2]. For the k12 shared rotations, this gives
25k12 ≤ 25k combinations, which makes (2ρ + 1)2k · 10000k combinations in
total.
We start with the exponent in the factor (2ρ+ 1)2k. The exponent 2k came
from the fact that we chose rotations of k1 + k12 + k2 + k12 interface paths.
Assume we have fixed the interface of G1 except for the rotation of a single
interface path. As the total rotation around the face bounded by the interface
paths is 4 (−4 for the outer face) in every Kandinsky representation, there is
no choice left for the rotation of this path. Thus, we only have to choose the
rotation of k1+k12−1 interface paths in G1. The same holds for G2, which gives
k1+k12+k2+k12−2 interface paths in total. As there are k12 shared attachment
vertices, the graph G has k12−1 faces that are bounded by one interface path of
G1 and one interface path of G2. Assume the rotation of the interface paths of
G1 is fixed and the shared rotations are fixed. Then the rotations of these k12−1
interface paths of G2 are also fixed as the rotation around these faces must sum
to 4 (−4). Thus, there are k12 − 1 additional interface paths whose rotation
is automatically fixed. Hence, we get the exponent down to k1 + k2 + k12 − 1
which is at most b1.5kc − 1.
To reduce the basis of the 10000k factor, first note that some configurations
of choosing attachment rotations and 0◦ flags are not possible. Let f be the
face of G1 containing all attachment vertices and let v be an attachment vertex.
Let ein and eout be the two edges incident to v and f , i.e., rotf (e
in, eout) is the
attachment rotation at v. Assume rotf (e
in, eout) = 2, i.e., there is an angle of
0◦ at v. Due to Property (5), ein or eout must have a rotation of −1 at the
vertex v in f (rotf (e
in[v]) = −1 or rotf (eout[v]) = −1). Thus if the attachment
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rotation at v is 2, at least one of the two 0◦ flags at v must be true. A
similar argument shows that an attachment rotation of −2 at v implies that
at least one of the 0◦ flags at v is false. Thus, there are only 18 (instead
of 20) possibilities for choosing the attachment rotation and the 0◦ flags at an
attachment vertex. Thus, for the exclusive attachment vertices in G1 and G2
we get 18k1+k2 combinations. Moreover, we have 182k12 combinations for the
shared attachment vertices in G1 and G2 and 25
k12 combinations for the shared
rotations.
We show that not all these 182k12 · 25k12 need to be considered. Let v be a
shared attachment vertex and let rot1 and rot2 be the attachment rotations for
v in G1 and G2, respectively. Let further f and f
′ be the two faces incident
to v shared by G1 and G2 and let rotf and rotf ′ be the corresponding shared
rotations at v in f and f ′. Finally, let xf (xf ′) be a variable with the value 1
if the 0◦ flags do not allow a 0◦ angle in f (f ′) and the value 0 if they allow
a 0◦ angle, which is the case if and only if at least one of the corresponding
flags is true. It is not hard to see, that fixing the attachment rotations rot1 and
rot2 and the 0
◦ flags leaves − rot1− rot2 +1 − xf − xf ′ possible combinations
(or 0 if this value is negative) to set the shared rotations when the result must
obey the properties of a Kandinsky representation. In Figure 19c, rot1 = −1 and
rot2 = −1 holds. The 0◦ flags allow for a 0◦ angle in f but not in f ′, thus xf = 0
and xf ′ = 1. This leaves only two ways to fix the shared rotations, namely
rotf = 2, rotf ′ = 0 and rotf = 1, rotf ′ = 1. Counting those combinations
for each of the 18 ways to fix the interface rotations and 0◦ flags of v in G1
and G2 (which can be done with a simple computer program) results in 330
combinations. Thus, the 182k12 · 25k12 combinations for the shared attachment
vertices reduce to 330k12 . Hence, there are at most 18k1+k2 ·330k12 combinations
for choosing attachment rotations, 0◦ flags, and shared rotations. Note that
182 = 324 ≤ 330 and thus we get the following.
18k1+k2 · 330k12 ≤
√
330
k1+k2 ·
√
330
2k12
=
√
330
k1+k12+k2+k12 ≤
√
330
2k
= 330k
To conclude, we get at most 330k possibilities to choose all attachment ro-
tations, all 0◦ flags, and all shared rotations. Once those are chosen, at most
(2ρ+1)b1.5kc−1 ways to choose rotations of the interface paths remain. Note that
it is easy to list these combinations efficiently (without considering unnecessary
combinations).
Let G be a glueable subgraph of H. The cost of an interface class is the min-
imum cost of the Kandinsky representations it contains (recall that an interface
class is a set of Kandinsky representations that have the same interface). The
cost table of G is a table containing the cost of each interface class of G.
Lemma 13. Let G = G1 unionsq G2 be a merging step of width k with maximum
rotation ρ. Given the cost tables of G1 and G2, the cost table of G can be
computed on O(k · (2ρ+ 1)b1.5kc−1 · 330k) time.
Proof. Start with a cost table for G with cost ∞ for every interface class. We
iterate over all (2ρ+1)b1.5kc−1 ·330k compatible choices for the shared rotations
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and the interfaces of G1 and G2 (Lemma 12). Consider a fixed choice and let
[K1] and [K2] be the chosen interface classes of G1 and G2 with cost c1 and c2.
In O(k) time we can compute the interface class [K] we get for G. If c1 + c2 is
less than the current cost [K], we set it to c1 + c2.
Note that the cost c1 and c2 imply the existence of Kandinsky represen-
tations K′1 ∈ [K1] and K′1 ∈ [K2] with cost c1 and c2. These two Kandinsky
representations can be merged (using the fixed shared rotations) to a Kandinsky
representation K′ ∈ [K]. This representation clearly has cost c1 + c2 and thus
the cost of [K] is at most c1 + c2.
On the other hand, assume that there exists a Kandinsky representation K of
G with cost c. Let K1 and K2 be the restrictions of K to G1 and G2, respectively.
Let further c1 and c2 be the costs of K1 and K2, respectively. Then c = c1 + c2
holds. Moreover, the costs of the equivalence classes [K1] and [K2] are c′1 ≤ c1
and c′2 ≤ c2, respectively. As [K1] and [K2] can be merged to [K], at some point
we set the cost of [K] c′1 + c′2 ≤ c1 + c2 = c. Thus, on one hand, the cost of each
equivalence class [K] of G is never set to something below its actual cost, and
on the other hand it is at some point set to a value that is at most its actual
cost. Hence, this procedure yields the cost table of G.
4.3 The Algorithm
The previous three lemmas together with a dynamic program on a sphere cut
decomposition (which is a special type of branch decomposition) yield the fol-
lowing theorem.
Theorem 6. An optimal Kandinsky representation of a plane graph G can be
computed in O(n3 + n · k · (2ρ + 1)b1.5kc−1 · 330k) time, where k is the branch
width and ρ the maximum rotation of G.
Proof. Let H be the plane graph. If H contains a degree-1 vertex, we can attach
a cycle of length 4 to it. Computing an optimal Kandinsky representation of
the resulting graph and removing this cycle from it obviously gives an optimal
Kandinsky representation of H. Thus, we can assume without loss of generality
that H does not contain degree-1 vertices.
In planar graphs, a branch decomposition with minimum width can be com-
puted in polynomial [18] and even O(n3) [15] time. Moreover, Dorn et al. [8,
Theorem 1] show that one can compute a sphere cut decomposition of width
k from a given branch decomposition of width k in O(n3) time, if G does not
contain degree-1 vertices. Without defining sphere cut decomposition precisely,
it is essentially a rooted binary tree T (every node has two children or is a
leaf) with a bijection between the edges of H and the leaves of T such that the
following property holds. For every node µ of T , the edges of H corresponding
to leaves that are ancestors of µ induce a glueable subgraph of H. Denote this
subgraph by Gµ.
Clearly, this implies that for an inner node µ with children µ1 and µ2, we get
a merging step Gµ = Gµ1 unionsq Gµ2 . We process the inner nodes of T bottom up
to compute the cost table of Gµ for every node µ. If a child µi (for i = 1, 2) of
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µ is a leaf, it corresponds to a single edge for which the cost tables are trivially
known. Otherwise, we already processed the child µi and thus know the cost
table of Gµi . Hence, by Lemma 13, we can compute the cost table of Gµ in
O(k · (2ρ + 1)b1.5kc−1 · 330k) time. Doing this for every inner node of T gives
the claimed running time, since T contains O(n) inner nodes. Moreover, for
the root τ , we have Gτ = H. Thus, after processing the root τ , we know
the cost of an optimal Kandinsky representation of H. To actually compute
an optimal Kandinsky representation of H (and not only its cost) one simply
has to track the interface classes that lead to the optimal solution through the
dynamic program.
We get the following bounds for the maximum rotation ρ of a graph.
Lemma 14. Let G be a graph with Kandinsky representation K. Let ∆F be
the maximum face degree of G and let ρ be the maximum absolute rotation of
interface paths of glueable subgraphs of G. The following holds.
• ρ ≤ m+ ∆F − 2, if K is an optimal Kandinsky representation.
• ρ ≤ (b+ 1) ·∆F − b− 2, if K is a b-bend Kandinsky representation.
Proof. First note that every interface path of a glueable subgraph is a subpath
of a face of G. Thus, interface paths have length at most ∆F −1. We show that
the maximum rotation of a path of this length satisfies the claimed bounds.
Proving that the absolute value of the minimum rotation also satisfies these
bounds is symmetric.
Consider the case that K is an optimal Kandinsky representation. As G
admits a 1-bend representation [12], there exists a representation with m bends
and an optimal representation K has at most m bends. Thus, the edges on
the interface path have at most m bends contributing rotation at most m. An
interface path of length (in terms of number of edges) at most ∆F − 1 has at
most ∆F − 2 inner vertices. If the rotation of each inner vertex is at most 1 we
get the claimed inequality ρ ≤ m+ ∆F − 2. Consider a vertex v with rotation
2. Due to Property (5), at least one of the two edges in the path incident to v
must have rotation −1. Thus, we can account rotation 1 even for vertices with
rotation 2, yielding ρ ≤ m+ ∆F − 2.
In case K is a b-bend Kandinsky representation, the rotation contributed by
the edges is at most b · (∆F − 1). Together with the ∆F − 2 upper bound for
the vertices, this gives ρ ≤ b ·∆F − b+ ∆F − 2 = (b+ 1) ·∆F − b− 2.
We get the following corollaries by plugging the bounds of Lemma 14 into
Theorem 6, using that the branch width of series-parallel graphs is 2, and that
the branch width of planar graphs is in O(
√
n) (in fact, the branch width of a
planar graph is at most 2.122
√
n [11]).
Corollary 2. Let G be a plane graph with maximum face-degree ∆F , and branch
width k. An optimal Kandinsky representation can be computed in O(n3 +n ·k ·
(2m+2∆F−3)b1.5kc−1 ·330k) time. An optimal b-bend Kandinsky representation
can be computed in O(n3 + n · k · ((2b+ 2) ·∆F − 2b− 3)b1.5kc−1 · 330k) time.
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Corollary 3. For series-parallel graphs an optimal Kandinsky representation
can be computed in O(n3) time.
Corollary 4. For plane graphs an optimal Kandinsky representation can be
computed in 2O(
√
n logn) time.
5 Conclusion
In this paper we have shown that bend minimization in the Kandinsky model is
NP-complete, thus answering a question that was open for almost two decades.
The proof also extends to the case that every edge may have at most one bend
and for the case that empty faces are allowed.
On the positive side, we gave an algorithm with running time 2O(k logn) for
graphs of bounded branch width. In fact, the problem is FPT with respect to
k + b + ∆F , where k is the branch width, b is the maximum number of bends
on a single edge in the drawing and ∆F is the size of the largest face in the
combinatorial embedding. For general planar graphs this gives a subexponential
exact algorithm with running time 2O(
√
n logn).
We leave open the question whether the number of parameters used to obtain
an FPT algorithm can be decreased. Is the problem W [1]-hard when parame-
terized by branch width only?
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