Abstract
Introduction
With the development of computer and image processing technology, image sensor access to information technology is employed more and more for mobile robot navigation. In order to get the mobile robot pose, we need to match the two sequence image acquired by the sensor. Although the location of the two imaging has changed, but there are small changes in the visual axis direction, the sequence image transformation can be approximately expressed with affine transformation. There is more overlap in them, so effective registration can be done.
Qi Zhang et al. [1] presented a fast automatic and robust image registration algorithm. First, they use the Fourier transform to calculate the relative position between the input images and sort the unordered image sequence. For two images with overlap region, they detect the feature points in the part of the region in one of the image with the robust method of SIFT. According to the coordinates of the feature points and the position relationship of two images, they can compute the space of the feature points in another image and detect the feature points in this region. Then, they use the geometric relation to reduce some mismatch points with structurally similar and achieve the robust image registration.
The existing speckle noise in SAR image produces serious impact on the registration; Jianzhe Ma et al. [2] presented an algorithm of multi-level non-linear weighted mean median filtering, smoothly filtering SAR, and effectively suppressing speckle noise in images while maintaining the image geometry, thus the noise on the registration accuracy can be reduced. For registration of high-resolution remote sensing image, they improved the traditional method with registration between SAR and panchromatic image, and proposed an automatic registration algorithm based on the control point, which determine the registration evaluation through subjective and objective methods.
The image registration between visual image and passive millimeter wave (PMMW) image is a key technology in terminal guidance and security systems, and feature-based image registration algorithm has been an effective way to align the images from different sensors. Considering the low space resolution and lack of high-frequency of PMMW image, Quanliang Huang et al. [3] proposed a new combined image registration method with the typical super resolution algorithms to deal with the PMMW image. The result proved that super resolution processing could decrease localization error and raise the accuracy of registration. Furthermore, it is useful in high-accuracy image registration between images from other bands, infrared, for example.
Shaomin Zhang et al. [4] proposed a novel medical registration approach based on minimal spanning tree. The proposed approach has the following contributions. (1) Compared with single type of feature points, they extracted corner-like and edge-like points from image, and added a few random points to cover the low contrast regions. (2) Instead of fixing the multi-feature points in the whole procedure, they are hierarchically updated at different registration stages. (3) Based on the feature points, in addition to using pixel intensity, they also added region based feature to include more spatial information.
In many registration problems of aerial video images, computational complexity and precision is of critical importance. Meng Yi et al. [5] proposed new aerial video images registration algorithm based on optimal derivative filters with Scene-Adaptive Corners. Firstly, the Harris detector based on optimal derivative filters is presented and scene-adaptation is used to control the number of feature points, then through comparing the Euclidean distance of the SURF (speed up robust feature) descriptors defined on the corner neighborhoods, the corresponding matches are established. Lastly, the transformation parameters are estimated using the invariant of five coplanar points, then the most "useful" matching points are used to register the frames.
The similarity measure for image pairs plays a predominant role in image registration. Generally, mutual information or normalized mutual information, been defined by the density functions, is often adopted as the similarity measure in image registration. Based on the survival entropy, Shiwei Yu et al. [6] introduced a new similarity measure; refer to as the cross survival entropy by using the cumulative distributions. As a new and more generalized form of similarity measure, comparing with mutual information and cross-cumulative residual entropy, they elucidate some excellent properties of cross survival entropy. Numerous contrastive implements have shown that cross survival entropy achieves more robustness and more accuracy in image registration, which confirm the validity of survival entropy and cross survival entropy.
In order to improve global consistency of registration, Zezhong Xu [7] proposed globally consistent solution to multi view image registration; the states of all viewpoints are estimated in a common state vector and covariance matrix. The system state consists of the position and orientation of viewpoints. System augmentation model is based on the coarsely pair wise matching. System observation model is constructed with feature correspondence. The position and orientation of viewpoints are augmented and estimated recursively with augmented filter. The global transformation of image is computed based on the estimated position and orientation of corresponding viewpoint.
He Bing et al. [8] proposed automatic image registration using improved LBG algorithm. LBG Algorithm used k-means to refine these prototypes, this paper proposed improved k-means algorithm to enhance LBG algorithm.
Image registration is a useful technique for medical diagnosis and treatment. However, using basic genetic algorithm as similarity metric in medical image registration has some shortcomings, such as low efficiency and premature convergence that may lead to fail in medical image registration. Qiushi Wang et al. [9] provided an improved genetic algorithm on which such problems could be settled. Operation migration which combined with the Nelder-Mead simplex method was added in the improved genetic algorithm. In this way, on a systemic scale emphasis on the proposition of an advanced algorithm for preventing premature convergence and improve the accuracy would be of great significance. It is then successfully applied for the registration of data of the brain which acquired by two different medical imaging modalities.
Shu-Kai S. Fan et al. [10] proposed an image registration method that applies the information theorem to the corresponding intensity data. An entropy-based objective function is designed upon the histogram of the intensity differences. Intensity differences represent the differences of the corresponding pixels between the referenced and sensed images on the overlapping region. The sensed image is aligned to the referenced image by minimizing the entropy of the intensity differences through iteratively updating the parameters of the similarity transformation in the optimization process. This paper proposes sequence image match algorithm based on salient point invariants moments. It identifies salient point with SIFT scale-invariant algorithm, and the salient points have scale-invariant properties; it computes invariants moments of salient point neighborhood, search for matching points using KD-tree algorithm; The mismatch points are removed with RANSAC algorithm, and then it calculates image transformation matrix.
The rest of the paper is organized as follows. Section 2 is the description of salient point-based invariants moments image match. Section 3 focuses on perspective transformation matrix model. Section 4 focuses on experiments and evaluations. Finally, we end this paper with a conclusion and the future work.
don't know which kinds of target appear, and cannot segment, identification and classification the target meaningfully. We can use some information that images can provide for registration: geometric features, which corresponds to the landmark of 3D space. In this way, registration can also be done without really understand the images.
The phase correlation method can process image translation, rotation and scale transformation separately. However, it often requires mosaic images having larger overlap ratio. The registration would fail with small proportion overlapping, and whose accuracy is low, and only as a rough location, so it is much more restricted in many practical applications; The region correlation method requires region descriptor extracted with rotation, translation and scale invariance, which can greatly reduce the algorithm complexity and the noise impact by extracting salient information, which has a better ability to adapt on the image gray scale, image distortion and block. But the salient point itself cannot be unique registration, so in order to extract the descriptor of the neighborhood with rotation, translation and scale invariance is the key for registration.
Salient-based image mosaic consists of five main components: salient point extraction, salient point neighborhood matching, geometric transformation model, image registration and fusion, and its diagram shown in Figure 1 . There are some translation, rotation and scale transformation in the image sequence because the camera movement. In order to make the extracted salient point with invariance for light changes, affine and projective transformation, improved SIFT operator of Low is used to extract the characteristics of the image sequence. SIFT algorithm, also known as scale-invariant feature point extraction method, includes two main steps: generating scale space; determine the location of extreme points. The algorithm extracts the salient points in the spatial domain and the scale domain on the same time, so it is scale invariant, and the matched salient points can be extracted in large-scale changes for the image sequence. The matching algorithm based on the salient points firstly doing primary match with part of points, that can establishment candidate matching, and then eliminate false matches. As the descriptor is seven invariants moments, it isn't direct expressed by gray values, but by the distribution of gray values, so it is matched with Euclidean distance. Firstly Euclidean nearest and second neighbor are find for the descriptors to be matched, and then Euclidean distance ratio is calculated, if that the ratio is less than a specified threshold is considered matches. This matching method is simple and fast, but will generate a false match. Salient point's descriptor of template image: ) , , ( Exhaustive search will increase the complexity of the algorithm, so the KD-tree is constructed with descriptors for nearest neighbor search. KD-tree is a binary tree, which is a main memory data structure that a binary tree is extended to multi-dimensional data. KD-tree dimension itself is high, and the dimension among is in disorder.
As the image may be affected by noise, illumination and many other effects, there would be many errors in the matches that were got with similarity of the Euclidean distance, which were called the outlier. Mathematical model can be estimated by iterative with RANSAC (RANdom SAmple Consensus) from a group matching points containing outlier; it is an uncertain algorithm, which comes to a reasonable result with a certain probability. In order to improve the probability, the number of iterations must be increased. If the number of false matching points is far greater than the correct matching point (also known as inlier), the model estimated would deviate the actual model. So before the RANSAC was used, the number of the mismatch points should be minimized.
RANSAC is essentially a continuously iterative. First, according to a specific problem, the objective function is designed, and then estimates the initial value of the function parameter by repeatedly extracting the minimum points set, and all data points are divided into inner and outer points with these initial values, thus excluding mismatch. Here, the basic transformation matrix equation is established with two images, which is the objective function, and meets affine transformation, the transformation of For the match point got with coarse match, their coordinates would be normalized on the uniform scaling, which could make the algorithm more stable. Normalized image coordinate origin is in the centric of the matching points, the average distance is 2 between the origin and the normalized points Set the maximum number of iterations: k = 1000;
The probability of the iterations number:
The probability that the point chose by estimated model is of p = 0.99, w is the number of assumptions inlier/the number of matching points. Num is a minimum number of points required by fitting models.
The realization process of RANSAC algorithm as following:
(1)The matching points are normalized; (2) If the current iteration number (starting from the first) is less than N and the maximum number k of iterations, then implementation of (3); or end of the cycle, the currently matrix model is the best; (3) Four non-collinear matching points are randomly selected as the assumption inlier, matrix model is estimated; (4) The remainder matching points are verified if it is compliance to the matrix model, the number of all possible assumptions inlier is got; (5) If the total number of the latest assumption inlier is greater than the before, the matrix model is updates with a new; otherwise keep the old matrix model, jump to 2; (6) Updates the inlier number. The N is iterations number which is calculated with the probability, jump to 2.
Perspective transformation matrix model
The perspective transformation matrix is expressed by formula (5), which is called homography for planar scenes; it can reflect the camera translation, rotation, scaling, and some affine change, with nine degrees of freedom. The parameters h of the matrix can be normalized to the l by homogeneous coordinates. General the scene is enough far away from the camera, which can be similarly seen as a plane to avoid the visual difference caused by different view point. The matching points after removing the coarse matching by RANSAC can be used to establish correspondence with the perspective matrix: (8) There are nine unknown parameters in the linear homogeneous equations, so the basic matrix can be calculated with at least five groups corresponding match point. In fact due to noise, error and other factors, eight to ten groups' non-collinear corresponding match point is needed. Here it is calculated by iteration with normalized 8 points or more points, the basic transformation matrix can be calculated by the least-squares method based on SVD decomposition. (9) Coordinates obtained from the above equation is the floating-point type, generally the corresponding pixels value is calculated with four adjacent point of the original image by bilinear interpolation.
Experiments and evaluations
Sequence Image Match Based on Salient Point Invariants Moments Junchai Gao, Zhiyong Lei, Zemin Wang, Hanshan Li Mosaic test is done for two images with a small scale, viewpoint change by salient point invariants moments. For the original image, the SIFT feature point extraction images are shown in Figure 2 (a) and (b), There is 345 salient points in Figure 2 (a) , and 307 salient points in Figure 2 (b) . Salient point-based invariants moments description is extracted, which is firstly coarse match with the Euclidean distance similarity method based on the KD-tree search, the matching point number is 13, which can be adjusted to the higher threshold to reduce the false matching points, and enhance the robustness of RANSAC, the registration results are shown in Figure 3 . For the wrong matching points in the figure, the RANSAC is used to eliminate, and transformation matrix is estimated, the mosaic image is shown in Figure 4 . Experiments show that, the proposed registration algorithm is better for mosaic. 
Conclusions and future work
For the sequence images of mobile robot acquiring, the sequence image match method based on salient point invariants moments is proposed, the salient points were extracted by SIFT algorithm with scale invariance; and then described by the region invariants moments, finally a more accurate transformation matrix between images is got by the RANSAC method. Experiments show that this matching method is effective and stable for the input image with some translation, rotation and scale transformation.
Also, there is a lot of room for improvement, including further optimizing the proposed algorithm.
