We introduce a new invariant of Borel reducibility, namely the notion of thickness; this associates to every sentence Φ of L ω1ω and to every cardinal λ, the thickness τ (Φ, λ) of Φ at λ. As applications, we show that all the Friedman-Stanley jumps of torsion abelian groups are non-Borel complete. We also show that under the existence of large cardinals, if Φ is a sentence of L ω1ω with the Schröder-Bernstein property (that is, whenever two countable models of Φ are biembeddable, then they are isomorphic), then Φ is not Borel complete.
Introduction
In their seminal paper [4] , Friedman and Stanley introduced Borel complexity, a measure of the complexity of the class of countable models of a sentence Φ. Let Mod(Φ) be the set of all countable models of Φ with universe N (or any other fixed countable set). Then Mod(Φ) can be made into a standard Borel space in a natural way. One way to think about this is that f induces an injection from Mod(Φ)/ ∼ = to Mod(Ψ)/ ∼ =; in other words, we are comparing the Borel cardinality of Mod(Φ)/ ∼ = and Mod(Ψ)/ ∼ =.
In [4] , Friedman and Stanley showed that there is a maximal class of sentences under ≤ B , namely the Borel complete sentences. For example, the theories of groups, rings, linear orders, and trees are all Borel complete. Note that if Φ is Borel complete, then classifying the countable models of Φ is as hard as classifying arbitrary countable structures, so it is reasonable to say that there is no satisfactory classification. Using methods of descriptive set theory, Friedman and Stanley additionally proved that several sentences are not Borel complete. For example, they introduced the important FriedmanStanley tower and showed that it is strictly increasing under Borel complexity.
In joint work with Richard Rast and Chris Laskowski [28] , we developed and applied some new machinery (closely related to the theory of pinned names [14] ) to prove nonreducibility results.
Whenever M is a structure, we can form css(M ), the canonical Scott sentence of M ; this is a sentence of L ∞ω . We have that for all models M and N , css(M ) = css(N ) if and only if M and N are back-and-forth equivalent. In particular, for countable models M and N , we have that css(M ) = css(N ) if and only if M ∼ = N . Thus, if Φ is a sentence of L ω 1 ω , then the countable models of Φ modulo isomorphism are in a canonical bijection with {css(M ) : M is a countable model of Φ}. Definition 1.2. Suppose Φ is a sentence of L ω 1 ω . Then let CSS(Φ) ptl , the class of potential canonical Scott sentences of Φ, to be the set of all sentences φ such that there is a set-forcing extension V [G] in which φ becomes the canonical Scott sentence of a countable model of Φ. Informally, these are the set of all sentences φ which are "potentially" the canonical Scott sentence of a countable model of Φ. Define Φ , the potential cardinality of Φ, to be the cardinality of CSS(Φ) ptl (or ∞ if CSS(Φ) ptl is a proper class).
The following theorem is the foundation of our results in [28] : Theorem 1.3. If Φ ≤ B Ψ, then we can find a natural injection from CSS(Φ) ptl to CSS(Ψ) ptl , hence Φ ≤ Ψ .
Thus, to show Φ ≤ B Ψ it suffices to show Φ > Ψ ; this is a concrete counting problem. In [28] we give several applications, including the first example of a complete first order theory with non-Borel isomorphism relation, and also a new proof that the Friedman-Stanley tower is strictly increasing under ≤ B . In more detail: for any sentence Φ of L ω 1 ω and for any α < ω 1 , we define the tower of Friedman-Stanley jump J α (Φ). The special case where Φ = Th(Z, S) gives the Friedman-Stanley tower (Φ α : α < ω 1 ). For each α < ω 1 , we can identify CSS(Φ α ) ptl with P α (ω) (the iterated powerset operation) and hence Φ α = α . This gives a conceptually clear proof that for all α < β, Φ α < B Φ β ; Friedman and Stanley originally proved this using a Borel determinacy argument [4] .
In contexts where the isomorphism relation of Φ is not Borel, it is often desirable to use a coarse reducibility notion that ≤ B . In [28] , we introduce the ordering ≤ HC ; which is actually too coarse for our present purposes. Another choice is ≤ a∆ 1 2 , the reducibility notion of absolute ∆ 1 2 -reducibility; this was introduced by Hjorth [8] . Roughly, Φ ≤ a∆ 1 2 Ψ if there is an injection from Mod(Φ)/ ∼ = to Mod(Ψ)/ ∼ = which is induced by a ∆ 1 2 -function f : Mod(Φ) → Mod(Ψ), and moreover, f continues to work in every forcing extension. In Section 3, we introduce the slight coarsening ≤ * a∆ 1 2 of ≤ a∆ 1 2 by relaxing the requirement that f be a function (we require only that it induce an injection on equivalence classes). The advantage of ≤ * a∆ 1 2 is the existence of a convenient filtration ≤ * a∆ 1 2 = Γ ≤ Γ , where the union is over all "robust" Γ. Each ≤ Γ behaves very much like ≤ HC from [28] .
One limitation of potential cardinality is that there exist sentences Φ which are not short (i.e. Φ = ∞) and yet Φ is not Borel complete. For example, let TAG 1 ∈ L ω 1 ω describe torsion abelian groups. Using Ulm's classification of countable torsion abelian groups [27] , we can identify CSS(TAG 1 ) ptl with P(ON) (the class of all sets of ordinals). Friedman and Stanley showed in [4] that TAG 1 is not Borel complete, and in fact that Φ 2 ≤ B TAG 1 . For each 1 ≤ α < ω 1 , let TAG 1+α = J α (TAG 1 ) for each α; we can identify each CSS(TAG α ) ptl with P α (ON).
We wish to generalize Friedman and Stanley's theorem [4] that Φ 2 ≤ B TAG 1 to show that for all α < ω 1 , Φ α+1 ≤ B TAG α . To prove this, we hope to leverage the fact that |P α+1 (ω) ∩ V ω 1 | = α+1 , and |P α (ON) ∩ V ω 1 | = α .
In Section 5, we introduce the notion of thickness to capture this counting argument. Namely, for each sentence Φ ∈ L ω 1 ω , we define the thickness spectrum τ (Φ, λ) of Φ, a function from cardinals to cardinals. τ (Φ, λ) is closely related to |CSS(Φ) ptl ∩ V λ + |, but may be smaller; the precise definition of thickness is rigged so that if Φ ≤ * a∆ 1 2 Ψ, then for every cardinal λ, τ (Φ, λ) ≤ τ (Ψ, λ). It also follows immediately from the definition that for every λ, τ (Φ, λ) ≤ |CSS(Φ) ptl ∩ V λ + | ≤ λ + , and τ (Φ, λ) is monotonically increasing in λ, and lim λ→∞ τ (Φ, λ) = Φ .
As a first application of the definition of thickness, we show the following in Section 7 (using technical lemmas from Sections 6):
(I) For every α < ω 1 and for every cardinal λ, τ (Φ α , λ) = α ; (II) For every α < ω 1 and for every regular strong limit λ, τ (TAG α , λ) = α (λ); (III) For every Borel complete Φ and for every regular strong limit λ, τ (Φ, λ) = λ + ; (IV) Moreover, there is a class-forcing extension V[G] of V with no new reals in which (II) and (III) hold at every regular cardinal λ.
Note that a regular strong limit cardinal is either ℵ 0 or inaccessible. In particular, τ (Φ α , ℵ 0 ) = τ (TAG α , ℵ 0 ) = α ; thus, we obtain that Φ α+1 ≤ * a∆ 1 2 TAG α for all α < ω 1 , and hence the corresponding statement holds for ≤ B also, as desired.
We present another application of the thickness machinery, namely to the Schröder-Bernstein property:
Say that a complete first order theory T has the Schröder-Bernstein property in the class of all models if whenever M, N |= T are elementarily bi-embeddable, then they are isomorphic. This notion was originally introduced by Nurmagambetov [22] , [23] (without the phrase "in the class of all models"), and further studied by Goodrick in several papers, including his thesis [7] . There, he proves that if T has the Schröder-Bernstein property, then T is classifiable of depth 1. The latter is equivalent to I(T, ℵ α ) ≤ |α + ω| 2 ℵ 0 for all α, where I(T, λ) is the spectrum function, counting the number of models of size λ up to isomorphism.
We deviate from this set-up in two ways. First, we are interested in Schröder-Bernstein properties for countable structures (or generally for potential canonical Scott sentences). Second, it is convenient in applications to use the following notion of embedding. Definition 1.4. Suppose L is a language, and M, N are L-structures. Then say that f : M ≤ N is an embedding if it is a homomorphism; that is, f commutes with the function symbols, and if R is an n-ary relation, then f [R M ] ⊆ R N . Say that M ∼ N if M ≤ N ≤ M , i.e. M and N are biembeddable.
This allows the most freedom. For instance, if one wanted to look at elementary embedding, then Morleyize, i.e. add an n-ary predicate for each formula with n variables. Some initial properties of the Schröder-Bernstein property are developed in Section 8. We also introduce the α-ary Schröder-Bernstein property for a given ordinal α; the 0-ary Schröder-Bernstein property is the same as the Schröder-Bernstein property.
In Section 9, we prove the following. κ(ω), the ω'th Erdös cardinal, is the least cardinal satisfying κ → (ω) <ω 2 ; κ(ω) cannot be proven to exist in ZF C, but it is relatively low in the hierarchy of large cardinal axioms. Theorem 1.6. Assume κ(ω) exists, and suppose Φ has the α-ary Schröder-Bernstein property. Then for every cardinal λ, τ (Φ, λ) ≤ α (λ <κ(ω) ). Thus, if α < ω 1 , then TAG α+1 ≤ B Φ. Theorem 1.7. Assume κ(ω) exists, and suppose Φ has the Schröder-Bernstein property. Then for every cardinal λ, τ (Φ, λ) ≤ λ <κ(ω) , so in particular TAG 1 ≤ B Φ.
Motivated by this, we formulate the following conjecture. It is analogous to Shelah's Main Gap theorem for complete countable theories, which says that for all T , either I(T, λ) = 2 λ for all λ, or else there is α < ω 1 such that always I(T, ℵ β ) ≤ α (|β|). Conjecture 1.8. Suppose there is a supercompact cardinal κ. Suppose Φ is a sentence of L ω 1 ω . Then the following are equivalent:
1. There is some α < κ such that for every cardinal λ, τ (Φ, λ) ≤ α (λ <κ );
5. Φ is not Borel complete.
We know all of the downward implications (i.e. 1 → 2 → 3 → 4 → 5), but none of the upward implications.
We remark that the positive solution to this conjecture would resolve several open problems. For instance, it would imply that for every sentence Φ, Φ is Borel complete if and only if its jump is (only the forward direction is known), and if Ψ is obtained from Φ by adding finitely many unconstrained constant symbols, then Φ is Borel complete if and only if Ψ is (neither direction is known).
In Section 10, we give some examples of the α-ary Schröder-Bernstein property.
Preliminaries
Our metatheory will always be ZF C. Frequently we will need to work in transitive models of set theory; but there are not guaranteed to be set models of ZF C. ZF C − is a convenient fragment of ZF C for this purpose; in fact, ZF C − has several desirable properties, which we describe now.
Definition 2.1. Let ZF C − be ZF C but: remove power set, and strengthen choice to the well-ordering principle, and strengthen replacement to the collection principle (this is as in [6] ).
Example 2.2. If χ is an uncountable regular cardinal, then H(χ) |= ZF C − , where H(χ) is the set of sets of hereditary cardinality less than χ. Thus, if A is any transitive set, then there is some transitive V |= ZF C − with |V | = |tcl(A)| + ℵ 0 .
We usually denote H(ℵ 1 ) as HC. Most arguments that do not appeal explicitly appeal to powerset go through in ZF C − . For instance, successor cardinals are regular. Transfinite induction works fine. Every set X is in bijection with an ordinal α; thus it makes sense to define the cardinality of X to be the least such ordinal α.
The following lemma must be reproven for every fragment of ZF C one works with. For ZF C − it is standard, although we were not able to find an exact reference. Lemma 2.3. Suppose V |= ZF C − , and suppose P is a forcing notion. Then the forcing theorem holds for P , in other words: we have a definable forcing relation P in V, and if G is P -generic over V, then V[G] |= φ(ȧ 1 , . . . ,ȧ n ) if and only if there is some p ∈ G which forces φ(ȧ 1 , .
Proof. First of all, note that we can define the forcing relation P via the usual clauses (using that P is a set). Theorem 1.1 of [9] implies that if G is P -generic over V, then V[G] |= φ(ȧ 1 , . . . ,ȧ n ) if and only if there is some p ∈ G which forces φ(ȧ 1 , . . . ,ȧ n ).
So it remains to check that P ZF C − . We show P forces separation, collection and well-ordering; the other axioms are also straightforward to check.
Separation: supposeȦ,ȧ 0 , . . . ,ȧ n−1 are P -names, and φ(x, z 0 , . . . , z n−1 ) is a formula of set theory. LetḂ ∈ V be the P -name consisting of all pairs (p,ḃ), such that there is some q ∈ P with p ≤ q and (q,ḃ) ∈Ȧ, and such that p φ(ȧ,ȧ 0 , . . . ,ȧ n−1 ). Clearly P Ḃ = {b ∈Ȧ : φ(b,ȧ 0 , . . . ,ȧ n−1 )}.
Collection: supposeȦ,ȧ 0 , . . . ,ȧ n−1 are P -names, and φ(x, y, z 0 , . . . , z n−1 ) is a formula of set theory. By collection in V, we can find some P -nameḂ such that for every (p,ȧ) ∈Ȧ and for every q ≤ p, if there is some P -nameḃ such that q φ(ȧ,ḃ,ȧ 0 , . . . ,ȧ n−1 ), then for some suchḃ we have (q,ḃ) ∈Ḃ. Clearly P forces this works.
Well-ordering: supposeȦ is a P -name. Let f :Ȧ → α be an injection for some ordinal α, and letṘ be the P -name {(p, (ḃ, α)) : (p,ḃ) ∈Ȧ and α = f (p,ḃ)}. Clearly P forces thatṘ ⊆Ȧ × α, and the cross-sections corresponding to distinct elements ofȦ are disjoint. Hence P Ȧ is well-orderable.
We will use repeatedly a pair of closely related absolutness results. The first is Shoenfield's Absoluteness Theorem [26] , see e.g. Theorem 13.15 of [11] (the theorem there is just stated for ZF , but the same proof extends to ZF C − .
. Then X is absolute to transitive models V |= ZF C − with ω 1 ⊆ V (and hence also to forcing extensions).
The second is the Lévy Absoluteness Principle, which has various forms (e.g., Theorem 9.1 of [1] or Section 4 of [12] ); we give a version more convenient to us. For a proof, see [28] (it is also standard).
is any forcing extension, and if φ(x) is a Σ 1 formula of set theory, then for every a ∈ HC, HC |= φ(a) if and only if HC
We now shift gears and review Borel reducibility. First, suppose X and Y are Polish spaces, and E and F are equivalence relations on X and Y . Then say that (X, E) is Borel reducible to (Y, F ), and write (X, E) ≤ B (Y, F ) if there is a Borel-meausurable map f : X → Y such that f induces an injection from X/E to Y /E. Borel-measurability means that the inverse image of an open (Borel) set is Borel; this is equivalent to the graph of f being Borel.
We will be interested in a special case of this set-up. Suppose L be a countable langauge and let X L be the set of L-structures with universe ω. Endow X L with the usual logic topology (with clopen sets being solution sets of formulas); then X L becomes a Polish space. Moreover, if Φ is a sentence of L ω 1 ω then Mod(Φ) is a Borel subset of X L ; hence Mod(Φ) is a standard Borel space. The relation ∼ = Φ is the restriction of the isomorphism relation to Mod(Φ) × Mod(Φ). When no ambiguity arises we will just write ∼ =.
If L ′ is another countable language and Φ ′ is a a sentence of
For what follows, note that we are working entirely in ZF C, and so everything is a set.
The definition below is in both Barwise [1] and Marker [21] .
Definition 2.6. Suppose L is countable and M is any infinite L-structure, say of power κ. For each α < κ + , define an L κ + ,ω formula φ a α (x) for each finite a ∈ M <ω as follows:
• φ a 0 (x) := {θ(x) : θ atomic or negated atomic and M |= θ(a)};
• For α a non-zero limit, φ a α (x) := φ a β (x) : β < α .
Next, let α * (M ) < κ + be least ordinal α such that for all finite a from M ,
Finally, put css(
We summarize the well-known, classical facts about canonical Scott sentences with the following: We make the following definition. Note that CSS(Φ) is always in natural bijection with Mod(Φ)/ ∼ =.
We will also be using Karp's completeness theorem: see for instance Theorem 3 of [17] . Theorem 2.9. Suppose φ is a sentence of L ω 1 ω , V |= ZF C − is transitive and φ ∈ (HC) V . Then φ is satisfiable if and only if φ has a model in (HC) V .
As an example, suppose Φ is a sentence of L ω 1 ω , and V |= ZF C − is transitive. Then
The following coarsening of ≤ B was introduced by Hjorth in [8] .
Ψ (a stands for absolutely) if there is some function f : Mod(Φ) → Mod(Ψ) with ∆ 1 2 graph, such that for all M, N ∈ Mod(Φ), M ∼ = N if and only if f (M ) ∼ = f (N ), and such that further, this continues to hold in any forcing extension. Explicitly, we require that f has a Π 1 2 -definition σ(x, y), and a Σ 1 2 -definition τ (x, y), such that if V[G] is any forcing extension, then σ(x, y) and τ (x, y) coincide on Mod(Φ)
For our purposes, the following definition will be more convenient: 
Clearly then, ≤ * and ≤ HC all coincide on sentences of L ω 1 ω .
Given a cardinal κ, recall that H(κ) denotes the set of sets of hereditary cardinality less than κ; so HC = H(ℵ 1 ). We presently define the notion of robust, and prove that ≤ * a∆ 1 2 can be written as the union Γ ≤ Γ , where the union is over all robust Γ. The precise definition of robust is motivated by applications we have in mind later on.
To clarify the exposition, we first define the notion of "pre-robust." This is sufficient for the initial development of ≤ Γ . Suppose X ⊆ HC is definable and Γ is pre-robust. Then say that X is Γ-absolute if there is some formula φ(x, a) defining X, such that whenever V is a countable transitive model of Γ with a ∈ V , then φ(V, a) = X ∩ V . We say that φ(x, a) witnesses that X is Γ-absolute.
Suppose Γ is pre-robust and X is Γ-absolute, say via φ(x, a). Then P ℵ 1 (X) is Γ-absolute, via ψ(y, a) := "∀x ∈ y(φ(x, a))." The formula ψ ′ (y, a) := "y is countable and ψ(y, a)" does not necessarily work, since there may be V |= Γ countable and transitive, such that V does not believe every subset of φ(V, a) is countable. The moreover clause is convenient notationally, as contrasted with the situation for ≤ HC ; it allows us to literally deal with Γ-absolute sets rather than formulas, without any ambiguity.
we have that for all countable transitive models a ∈ V ⊆ V ′ of Γ, we have that φ(a, V ) = φ(a, V ′ ) ∩ V , by Lévy's absoluteness principle. Applied to
, and the special case where
, for every countable transitive V |= ZF C − , and for every V 0 , V 1 ⊆ V with a ∈ V 0 |= Γ and b ∈ V 1 |= Γ ′ , and for every x ∈ V 0 ∩ V 1 , we have that φ(a, x) V 0 holds if and only if ψ(b, x) V 1 holds; apply this
Lemma 3.5 allows us to make the following definition.
Definition 3.6. Suppose Γ is pre-robust, and X ⊆ HC is Γ-absolute. If A is a set, then we say that X is Γ-definable over A if there is some φ(x, a) witnessing that X is Γ-absolute, such that a ∈ A (so necessarily a ∈ HC).
Suppose V is a transitive model of Γ, possibly in a forcing extension, and suppose X is Γ-definable over V . Then define (X) V = {a ∈ V : V |= φ(a, a 0 )}, for some or any φ(x, a 0 ) witnessing X is Γ-definable over V .
Thus for all
We now define what we mean by persistence; this is analogous to the definition of persistence in [28] . Definition 3.7. Suppose Γ is pre-robust, X i : i < n are Γ-absolute and ψ(U i : i < n) is a sentence of set theory with n new unary predicates, and possibly with parameters from HC. Then say that ψ(X i : i < n) holds Γ-persistently if there is some a ∈ HC containing the parameters for ψ, such that whenever V is a countable transitive model of Γ with a ∈ V and such that each X i is Γ-definable over V , we have that (V, (X i ) V : i < n) |= ψ.
By an argument similar to Lemma 3.5 we get that if ψ(X i : i < n) holds Γ-persistently and V[G] is a forcing extension, then ψ(X
V[G] i
: i < n) still holds persistently. We can now define ≤ Γ . Definition 3.8. A Γ-quotient space is a pair (X, E) of Γ-absolute subsets of HC, such that persistently, E is an equivalence relation on X. Given Γ-quotient spaces (X, E) and
is Γ-absolute and persistently, f induces an injection from X/E to X ′ /E ′ . (In other words, persistently: for every x ∈ X there are x ′ ∈ X, y ∈ Y such that xEx ′ and (x ′ , y) ∈ f , and moreover whenever xEx ′ and (x ′ , y ′ ) ∈ f , and xEx ′′ and (x ′′ , y ′′ ) ∈ f , then y ′ Ey ′′ .)
Note that whenever X is Γ-absolute, then (X, =) is a Γ-quotient space; in this case we omit =. Note then that X ≤ Γ Y if and only if there is some Γ-persistent injection f : X → Y .
Note also that if Γ ⊆ Γ ′ are pre-robust and (X, E)
We will need the following simple observation; it is an adaptation of the Schröder-Bernstein theorem to our context. Proof. First, note that whenever
So now we can apply the normal proof of the Schröder-Bernstein theorem. We can suppose X and Y are disjoint. Write Z = X ∪ Y and write h = f ∪ g :
exists for all n, and otherwise, if n is least such that h −n (a) is undefined, then define h ′ (a) = h(a) if n is odd, and define h ′ (a) = h −1 (a) if n is even. Clearly, h ′ is a bijection from Z to itself such that h ′ [X] = Y and h ′ [Y ] = X, and by the above remarks, it is clear that this holds Γ-persistently.
We will also want the following definition. Definition 3.10. By a Γ-absolute complete separable metric space P we mean a structure (X, d, i, ∆ n : n < ω) where X, d, i are Γ-absolute, and Γ-persistently: (X, d) is a complete separable metric space, and i : X → ω has dense image, and ∆ n ⊆ Q n satisfies that for all (α 0 , . . . , α n−1 ) ∈ Q n , α ∈ ∆ if and only if there is some x ∈ X such that for all m < n, α m −
X is a Γ-absolute standard Borel space if X is the Borel σ-algebra of a Γ-absolute complete separable metric space. Most Borel spaces one normally deals with are of this form. (One exception is the standard Borel spaces consisting of closed subsets of [0, 1]; the problem is that closed sets are not hereditarily countable. But they can easily be coded by hereditarily countable sets.)
We are mainly interested in Γ-quotients that are either of the form (X, =) for some arbitrary X, or else of the form (X, E) where X is a Γ-standard Borel space.
As a sample instance of our definition of Γ-absolute standard Borel space, we prove the following: Theorem 3.11. Suppose X is an uncountable Γ-absolute standard Borel space. Then there is some Γ-absolute f , such that Γ-persistently: f is a Borel isomorphism from X to 2 ω .
Proof. We follow the proof of Kuratowski's theorem [20] that there is a Borel isomorphism from X to 2 ω .
Write X as the Borel σ-algebra of the Γ-absolute complete separable metric space (X, d, x, ∆). We can suppose d(x, y) ≤ 1 always (by just replacing d(x, y) with 1 if necessary). Write x n = i(n) ∈ X for each n < ω.
Then by Theorem 4.14 of [16] , f 0 is a homeomorphism onto its image. Let X ′ denote the image of f 0 .
I claim that a ∈ X ′ if and only if lim inf a = 0 and, for each n < ω, there is some b ∈ ∆ n such that sup m<n |b m − a m | < 1 n . First, if a = f 0 (x) where x ∈ X, then since {x n : n < ω} is dense we have that lim inf a = 0; also, for each n < ω, if we choose b ∈ Q n with sup m<n |b m − a m | < 1 n , then b ∈ ∆ n . Conversely, suppose a has the stated property. Then for every n < ω, we can find some y n ∈ X such that for each m < n, |d(y n ,
From this it follows that X ′ is Γ-absolute. Note that by Lemma 3.5, any G δ -code for X ′ works Γ-persistently (or just use the code given by the above argument).
It is easy to find
Let C ⊆ X ′ be the set of all condensation points of X ′ ; alternatively, this is the complement of all countable basic open subsets of X ′ . By Lévy's absoluteness principle, C is Γ-absolute, and by the proof of Theorem 6.2 of [16] , there is some g 0 which is Γ-persistently a Borel injection from 2 ω into C. Note that the image of g 0 is Borel, and thus Γ-absolute; this is a Γ-persistent Borel injection from 2 ω into X, with a Γ-absolute image.
Let h : X ∼ = Γ 2 ω be the ZF C − -persistent bijection afforded by Theorem 3.9. It is clear that h is Borel, and hence this works.
Example 3.12. If X is a Γ-absolute standard Borel space and Y ⊆ X is analytic or co-analytic, then Y is Γ-absolute. In particular, if Φ is a sentence of L ω 1 ω , then the isomorphism relation on Mod(Φ) (being analytic) is Γ-absolute. Thus (Mod(Φ), ∼ =) is a Γ-quotient space.
Lemma 3.13. Suppose Γ is pre-robust, and (X 1 , E 1 ), (X 2 , E 2 ) are Γ-quotient spaces, such that additionally each X i is a Γ-absolute standard Borel space. Suppose f :
Proof. We can suppose X 1 , X 2 = 2 ω . For each n < ω let B n be the Borel set of all x ∈ 2 ω such that x(n) = 0. Suppose V is a countable transitive model of Γ containing codes for all the relevant parameters (including a code for the sequence (B n : n < ω)). We want to check that (f :
is definable in V via f (x)(n) = 0 if and only if x ∈ B n , and Borel sets are absolute to transitive models of ZF C − . Finally, since each E i is absolute to V , we have that for all x, y ∈ X 1 , xE V 1 y if and only if xE 1 y if and
We now turn to countable model theory, the main source of examples we are interested in.
Lemma 3.14. Suppose Φ is a sentence of L ω 1 ω . Then CSS(Φ), Mod(Φ) and ∼ = Φ are all ZF C − -absolute (and hence Γ-absolute for any pre-robust Γ), and css :
Proof. Mostly this is obvious, but we have to be careful about the formula we choose to define CSS(Φ). Let τ 0 (x, Φ) assert that x is the canonical Scott sentence of some countable model of Φ. This defines CSS(Φ) in HC, but not absolutely, since if V |= ZF C − is transitive, there may be φ ∈ CSS(Φ) ∩ V which is not countable in the sense of V . (We cannot patch this by dropping the countability assumption; by results of [28] , it is possible that φ is not the canonical Scott sentence of any structure in V ). So let τ (x, Φ) assert that τ 0 (x, Φ) holds in every forcing extension in which x is hereditarily countable. We check that τ (x, Φ) is ZF C − -absolute: indeed, suppose V |= ZF C − is countable and transitive. It clearly suffices to show that if φ ∈ CSS(Φ) ∩ V then V |= τ (φ, Φ). For this, it suffices to show that if φ ∈ CSS(Φ) ∩ (HC) V then V |= τ (φ, Φ); this follows from Theorem 2.9.
We remark that it is rare for CSS(Φ) ≤ Γ (Mod(Φ), ∼ =). In particular, this implies that Φ ≤ 2 ℵ 0 . Definition 3.15. Suppose Γ is pre-robust, and Φ, Ψ are sentences of
Note that we could have alternatively defined Φ ≤ Γ Ψ to mean (Mod(Φ), ∼ =) ≤ Γ (Mod(Ψ), ∼ =). We now introduce the notion of robustness, designed so that if Γ is robust, then these two notions coincide. (III) Whenever V |= Γ is transitive and P ∈ V is a forcing notion, then (P Γ) V .
(IV) Whenever V |= Γ is transitive and κ ∈ V is regular in V , then (H(κ)) V |= Γ.
Some simple remarks:
Remark 3.17.
• ZF C − is robust.
• (III) and (IV) are infinite collections of axioms, one for each φ ∈ Γ. In particular, these are first-order assertions of V , so it would be equivalent to restrict to countable transitive V .
• In (III), it is equivalent to ask that P V [Ġ] |= Γ.
• If V |= ZF C − , then either (HC) V = V , or else ω V 1 exists and is regular in V , and (HC) V = (H(ω V 1 )) V ; so by (III), we have that in any case (HC) V |= Γ.
We now prove some lemmas about robustness. But first, we need the following simple observation:
Lemma 3.18. Suppose λ is a regular cardinal and P ∈ H(λ) is a forcing notion. Suppose
; we need to find a name for a in H(λ). Let b be the transitive closure of a ∪ {a}. Let rnk be foundation rank. Let γ * = rnk(b) < λ + , and choose a surjection f :
Choose P -namesȧ,ḃ,ḟ (not necessarily in H(λ)) such that val(ȧ, G) = a, val(ḃ, G) = b, and val(ḟ , G) = f , and such that P forces the preceding holds.
The remainder of the argument takes place in V. By induction on γ < γ * , define P -names (ċ α,γ : α < λ) ∈ H(λ). Namely,ċ α,γ = { ċ β,γ ′ , q : β < λ, γ ′ < γ, q ∈ P and q Pḟ (β, γ ′ ) ∈ḟ (α, γ)}. Then P ċ γ * ,0 =ȧ, anḋ c γ * ,0 ∈ H(λ), so we are done. Proof. Suppose V[G] is a forcing extension by P .
We verify (II) holds in
(III), (IV): for both, it is enough to check countable transitive models V , and so we can use Levy's absoluteness principle.
The following is an immediate consequence. 
and only if there is some (M, N ) ∈ f with M |= φ and N |= ψ. Then f * is an injection from CSS(Φ) to CSS(ψ). Let τ 0 (x, y) be the formula defining f * as given (with parameters supressed). τ 0 (x, y) is not necessarily Γ-absolute; but let τ (x, y) be the formula asserting τ 0 (x, y) holds in HC
is a forcing extension of the universe in which x, y are hereditarily countable. This works: it suffices to show that τ (x, y) defines f * ↾ V ×V for every countable transitive V |= Γ. So suppose V is given. Let V [G] be any forcing extension of V in which φ, ψ are hereditarily countable. Note . With this theorem in hand, henceforward we will only consider robust Γ. Axiom (II): suppose κ is a regular cardinal and P ∈ H(κ) is a forcing notion. Then
Axiom (IV): suppose V |= Γ is transitive and κ ∈ V is regular in V . Write
is a P -generic forcing extension; it suffices (by definability of forcing) to consider the case where G is also P -generic over
Let φ * (x, y) be the formula of set theory (over the relevant parameters) asserting: x ∈ Mod(Φ) and y ∈ Mod(Ψ), Mod(Φ)×Mod(Ψ) |= φ(x, y), and similarly define ψ * (x, y). I claim that f is Γ-absolute, as witnessed by φ * (x, y) (or ψ * (x, y)). Suppose V |= Γ is a countable transitive model containing the relevant parameters, and choose
2 -sentences are upwards absolute between transitive models of ZF C − . If
Finally, the following trivial observation relates what we have done to the notion ≤ HC from [28] .
Theorem 3.23. Suppose Γ is robust.
• Suppose X ⊆ HC is Γ-absolute. Then X is HC-forcing invariant, via any definition of X witnessing X is Γ-absolute.
• Suppose X i : i < n are Γ-absolute and ψ(X i : i < n) holds Γ-persistently. Then ψ(X i : i < n) holds persistently.
• Suppose (X i , E i ) : i < 2 are Γ-quotient spaces and
Potential Cardinality and the Friedman-Stanley Tower
In this section we pull several notions of [28] into our context, and we define the version of the Friedman Stanley tower we wish to use. First, note that by Lévy's Absoluteness Principle, if Γ is robust and X ⊆ HC is Γ-absolute, then for all transitive models V, V ′ |= Γ and for all a ∈ V ∩ V ′ , we have a ∈ (X) V if and only if a ∈ (X) V ′ . Thus we can make the following definition.
Definition 4.1. Suppose Γ is robust, and X ⊆ HC is Γ-absolute. Then define X ptl to be the set of all a such that for some or every transitive V |= Γ with a ∈ V , we have that
If Φ is a sentence of L ω 1 ω , then put Φ = CSS(Φ) and say that Φ is short if CSS(Φ) is.
Note that X ptl does not depend on the choice of Γ. Also, if f : X ≤ Γ Y , then f ptl is an injection from X ptl to Y ptl , and thus X ≤ Y (this is proven in [28] ). This provides a potent method of proving nonreductions among short sentences, which is exploited to great effect in [28] .
We discuss several examples (and set some notation).
For each α < ω 1 , let HC α ⊆ HC be HC ∩ V α , i.e. the set of all hereditarily countable sets of foundation rank less than α. Then (
If X is a class, then let P(X) denote the class of all subsets of X, so P(X) is a set precisely when X is. For each ordinal α, define P α (X) inductively, via P α+1 (X) = P(P α (X)), and P δ (X) = α<δ {α} × P α (X) for limit δ (i.e. we are taking the disjoint union). Define P κ (X) and P α κ (X) similarly, by restricting to subsets of size less than κ. Then for any X ⊆ HC which is Γ-absolute for some Γ, we have that P α
We shall be particularly interested in CSS(Φ) ptl for Φ ∈ L ω 1 ω . We call these the potential canonical Scott sentences of Φ. As explored in [28] , this always contains the class CSS(Φ) sat of satisfiable canonical Scott sentences of Φ, namely CSS(Φ) sat = {css(M ) : M |= Φ}, and sometimes the inclusion is strict. 
. This is trivial with disjoint union, and problematic without.
There are many versions of the Friedman-Stanley tower in circulation; for instance the I α in [4] , the ∼ = α in [10] , the = α in [5] , and the T α in [18] . In [28] we used the tower (T α : α < ω 1 ) from [18] . The advantage of this is that it is a tower of complete first order theories. For the present work we prefer to use a tower (Φ α : α < ω 1 ) of sentences of L ω 1 ω . We will show that T n ∼ B Φ n for each n < ω, and T α ∼ B Φ α+1 for all α ≥ ω.
The following is as defined by [4] .
where L ′ = L ∪ {E} is obtained by adding a new binary relation symbol E to L. Namely J(Φ) states that E is an equivalence relation with infinitely many classes, each of which is a model of Φ. If R ∈ L and x is a tuple not all from the same E-class, then R(x) is defined to be false, so that the models are independent.
There is a corresponding notion of jump that can be defined directly on equivalence relations: Given an equivalence relation E on X, its jump is the equivalence relation J(E) on X ω , defined by setting (x n : n ∈ ω)J(E)(y n : n ∈ ω) if there is some σ ∈ S ∞ with x σ(n) Ey n for all n ∈ ω. Then the previous definition of the jump can be viewed as the special case where (X, E) is (Mod(Φ), ∼ =).
We wish to iterate the Friedman-Stanley jump. At limit stages we must explain what we will do. In [28] we took products, but here we prefer to take disjoint unions: Definition 4.5. Suppose I is a countable set and for each i,
Namely ⊔ i Φ i states that the U i are disjoint and exhaustive, and that exactly one U i is nonempty, and that this U i forms a model of Φ i when viewed as an L i -structure.
We now define the tower (Φ α : α < ω 1 ). Actually, we proceed more generally, starting with any base theory. Definition 4.6. Suppose Φ is a sentence of L ω 1 ω and α < ω 1 . Then we define the α'th jump, J α (Φ), of Φ as follows.
We remark that by the proof of the following theorem, each T α ∼ B Φ α+1 , where (T α : α < ω 1 ) is the tower from [28] . So in [28] we are just skipping the limit stages.
Theorem 4.7. Suppose T is a countable first order theory, and α < ω 1 . Then there is a countable first order theory S α such that S α ∼ B J α (T ). If α is not a limit ordinal, and if T is complete, then we can arrange S α to be complete.
Proof. First of all, note we can suppose T has infinitely many countable models. Indeed, if T has only one countable model, then J n (T ) ∼ B T for each n < ω, and J ω (T ) ∼ B Th(Z, S) where S is the successor relation on T ; this has infinitely many countable models. Also, if T has finitely many but more than one countable model, then J(T ) ∼ B Th(Z, S).
We show the first claim. Note that if α is a such that we have found a first-order theory S α with S α ∼ B J α (T ), then we can set S α+1 = J(S α ). Thus it suffices to show the following: suppose δ is a limit, and for all α < δ, we have found
We let S δ be the theory in the same language as ⊔ α<δ S α , i.e. the disjoint union of the languages of S α for α < δ; let S δ assert that at most one U α is nonempty, and if U α is nonempty then everything is in U α . Then S δ is first order, and a weakening of ⊔ α<δ S α . Further, there is up to isomorphism only one countable (infinite) model of S δ which is not a model of ⊔ α<δ S α , namely the model with infinitely many unsorted elements (we are assuming all structures are infinite). So trivially ⊔ α<δ S α ≤ B S δ ; for the reverse, let (M n : n < ω) be infinitely many pairwise-nonisomorphic models in Mod(⊔ α<δ S α ). Given M ∈ Mod(S δ ), if M is the model where each U α is empty then let f (M ) = M 0 . If M ∼ = M n for some n < ω, then let f (M ) = M n+1 (this is a Borel condition, because the isomorphism class of any structure is Borel). Otherwise, let f (M ) = M .
The second claim is proved by a separate induction on α.
Note that if α is a such that we have found a complete first-order theory S α with S α ∼ B J α (T ), then we can set S α+1 = J(S α ). Thus it suffices to show the following: suppose δ is a limit, and for all α < δ non-limit, we have found S α ∼ B J α (T ). Then we can find S δ+1 ∼ B J δ+1 (T ). Write I = {0 < α < δ : α is not a limit}.
We let S δ+1 = α∈I S α ; that is, there is a sort U α for each α ∈ I, and S δ+1 says each U α |= S α . Thus we can view models of S δ+1 as sequences (X, M α : α ∈ I), where X is the set of unsorted elements (i.e. any elements not in any U α ). Note that there is no structure on X, so all we need to know about it is its cardinality (finite or ℵ 0 ). It is easily checked that S δ+1 is a complete first order theory.
We wish to show S δ+1 ∼ B J δ+1 (T ). To do this, note first that if we let
First we informally describe the reduction g :
, and where M 0 is a model of Th(Z, S) with |X|, m -many S-chains, where m is the number of Schains in M 0 and ·, · : (ω + 1) 2 → ω\{∅} is a bijection. Then each N α can be naturally viewed as a model of ⊔ α<δ J α (T ), so (N α : α ∈ I) can be viewed as a model of J δ+1 (T ), after fixing some bijection between α and ω (which will not affect the isomorphism type).
Next, we describe the reduction f : J δ+1 (T ) ≤ B T * . First, for each α < δ, let N α,k : k < ω be infinitely many pairwise nonisomorphic models of J α (T ). Now, suppose we are given (M n : n ∈ I) |= J δ+1 (T ). For each n < ω, let α n < δ be such that M n |= J αn (T ). Let M * n = M n if M n is not isomorphic to any N αn,k , otherwise let k n be the unique k < ω with M n ∼ = N αn,k , and let M * n = N αn,kn+1 . (This can be done in a Borel fashion, since the isomorphism class of any structure is always Borel.) Now, for each α < δ, let R α |= J α+1 (T ) be (M * n : n ∈ ω, α n = α), along with infinitely many copies of N α,0 . Let R 0 = (Z, S). Then f (M n : n < ω) := (R α : α < δ) works.
By similar reasoning, we have the following: Theorem 4.8. Suppose Φ ∈ L ω 1 ω and α < ω 1 . Then: (A) If Φ has infinitely many (nonisomorphic) models, then
(C) If Φ has infinitely many models, then J α (Φ) = α ( J α (Φ) ).
Proof. It suffices to verify (A), while noting (towards applying Theorem 3.9 to (D)) that the images of all the embeddings we construct are ZF C − -absolute. So we prove (A). Note that Φ has infinitely many countable models, by the Lévy's absoluteness principle.
To check that P α
) is a routine inductive argument. To show that CSS(J α (Φ)) ≤ ZF C − P α (ω × CSS(Φ)), we need to handle multiplicities.
First we find reductions f β : ω × P
(ω × CSS(Φ)), and define f δ (n, a) = (β, f β (n, b)). Now we define reductions g β : CSS(J α (Φ)) ≤ ZF C − P β (ω × CSS(Φ)) for each β ≤ α. For β = 0, let g 0 be the identity. Having defined g β , define g ′ β+1 : CSS(J β+1 (Φ)) ≤ ZF C − ω×P β+1 (ω×CSS(Φ)) as follows: suppose M |= CSS(J β+1 (Φ); enumerate the equivalence classes of M as (M n : n < ω), so each M n |= CSS(J β (Φ)). Now, let X = {css(M n ) : n < ω} and for each φ ∈ X, let n φ = |{n < ω : css(M n ) = φ}|. Define g ′ β+1 (M ) = {(n φ , g β (φ)) : φ ∈ X}. Clearly this works. Thus we can define
The limit stage is similar.
The following corollary is proved in [28] for ≤ HC (with the necessary changes of indicing). It is often said informally that Φ 2 (or F 2 , or = + ) can be identified with countable sets of reals. We can make this literally true with the following theorem:
Proof. Let HF denote the hereditarily finite sets; then CSS(Φ 0 ) ∼ = ZF C − ω×CSS(Φ 0 ) ∼ = ZF C − ω, so we conclude by Theorem 4.8 that for each α,
(HF) ∼ = ZF C − HC ω+α easily (using Theorem 3.9), so we are done.
We can thus identify CSS(Φ α ) with either P α (ω) or else HC ω+α , whichever is convenient.
Thickness
In this section we define the key technical concept of the paper.
We would love to use counting arguments to characterize Borel completeness. Potential cardinality is not enough: there are examples of relatively nice Φ that are not short, so potential cardinality says nothing about them. For instance, let TAG 1 be the sentence of L ω 1 ω describing torsion abelian groups. We recall some group-theoretic facts:
For each p, let TAG 1,p denote the sentence of L ω 1 ω describing abelian p-groups; that is, abelian groups A such that for every a ∈ A, we have p n a = 0 for some n. It is a standard fact that if A is torsion abelian, then A decomposes uniquely as the direct sum of p-torsion groups over all primes p. Hence TAG 1 ∼ = p TAG 1,p .
Ulm classified torsion abelian groups up to isomorphism in [27] , introducing what is now called the Ulm analysis: we follow the notation of [2] . Suppose A is a countable abelian p-group. (Ulm's analysis actually works for any abelian p-group.) Define (A α : α ∈ ON) inductively as follows: A 0 = A, A α+1 = n<ω p n A α , and take intersections at limit stages. Let τ (A) < ω 1 be least so that
is divisible, and hence is determined by its rank rnk (A τ (A) ), a number between 0 and ω. Finally, A is determined up to isomorphism by (τ (A), rk(A τ (A) ), A α / ∼ =: α < τ (A)).
It is often send informally that the countable models of TAG 1 are classified by countable subsets of ω 1 . We can make this a literal statement:
, it suffices to show that each TAG 1,p ∼ = ZF C − P ℵ 1 (ω) (it will be clear from the proof that the reductions are uniform in p). We aim to apply Theorem 3.9.
Let , : ω 2 1 → ω 1 be a ZF C − -persistent bijection (the standard pairing function works). Define f : CSS(
}; the point is that we encode (τ (A), rank(A τ (A) ), A α / ∼ =: α < τ (A)). The image of f is ZF C − -absolute, by a straightforward application of Theorem 2.9.
For the reverse direction, Zippin [29] has proven that if (C α : α < γ) is a sequence of countable direct sums of cyclic groups where γ < ω 1 , and if for all α with α + 1 < γ we have that C α contains elements of arbitrarily high order, then there is a reduced countable p-torsion group A such that τ (A) = γ and each A α ∼ = C α . Moreover, every reduced abelian p-group has an Ulm sequence of this form. This easily allows a reduction g : P ℵ 1 (ω 1 ) ≤ ZF C − CSS(TAG 1 ), such that moreover the range of g is the set of countable reduced p-groups, and hence is ZF C − -absolute.
Thus we conclude by Theorem 3.9.
Henceforward we can identify CSS(TAG 1 ) with P ℵ 1 (ω 1 ). In particular TAG 1 = |P(ON)| = ∞, so this gives no upper bound on the complexity of TAG 1 ; nonetheless, Friedman and Stanley give a fairly simple proof that TAG 1 is not Borel complete (and the same proof shows it is not ≤ HC -complete, in fact.) The need for a counting argument is more acute when we consider the jumps of TAG 1 . We recall their definition from the introduction:
Definition 5.2. For each α < ω 1 , write TAG 1+α = J α (TAG 1 ), the α'th jump of torsion abelian groups.
For all α ≥ 1, TAG α ∼ = ZF C − P α ℵ 1 (ω 1 ) by Theorem 4.8 and the fact that ω × ω 1 ∼ = ZF C − ω 1 ; thus we can identify CSS(TAG α ) with P α ℵ 1 (ω 1 ). Thus we are identifying CSS(TAG α ) ptl with P α (ON). This is a small proper class, in the sense that each |P α (ON) ∩ V λ + | = α (λ), which is less than the maximal possibility |V λ + | = λ + . Nonetheless, the simple proof that TAG 1 is not Borel complete does not carry through, and as far as we know the machinery we develop is necessary to conclude TAG α is not Borel complete.
Our first attempt of directly counting CSS(Φ) ptl ∩ V λ + is problematic, because the obvious attempt to prove that this cardinal is a Borel reducibility invariant fails to the following example:
, and let R M 0 be a well-ordering of V α . Note that (V α , ∈) is rigid and has Scott rank approximately α, so css(M,
is a well-ordering of length longer than κ + , and so its canonical Scott sentence cannot be in V κ .
The idea for getting around this is to count |CSS(Φ) ptl ∩ A| for A ∈ V λ + which are closed under f ptl for various f . If f is a Γ-persistent map defined on some Γ-absolute X ⊆ HC, we identify f with f ′ ∈ F Γ which is defined to be ∅ off of X.
The following simple lemma will be used implicitly henceforth:
Lemma 5.5. Suppose f i : i < n is any sequence from F. Define f : HC → HC to be
Then f ∈ F, and for every set A, we have that A is f -closed if and only if A is f -closed.
Proof. First, we check that f ∈ F. For each i < n, choose some robust Γ i with f ∈ Γ i . Then Γ = i Γ i is robust and f ∈ F Γ .
To finish, since we are requiring A to be transitive and A = A <ω , we have that (f i (a) : i < n) ∈ A if and only if each f i (a) ∈ A.
The following fundamental observation will be the motivation for our definition of thickness: Theorem 5.6. Suppose Γ is robust. Suppose X, Y are Γ-absolute, such that for every f ∈ F Γ , there is an f -closed set A with |X ptl ∩ A| > |Y ptl ∩ A|. Then X ≤ Γ Y .
Proof. We prove the contrapositive. Suppose f : X ≤ Γ Y . As mentioned above, we view f ∈ F by defining f (a) = ∅ for a ∈ X. Suppose A is f -closed. Then f ptl clearly witnesses that |X ptl ∩ A| ≤ |Y ptl ∩ A|.
We could view all of our results on thickness through these lens. We find it convenient to introduce a cardinal invariant capturing much of the information available.
Definition 5.7. Suppose X is Γ-absolute, for some robust Γ. Suppose λ is a cardinal.
Then define τ (X, λ), the thickness of X at λ, to be the least cardinal κ such that there is some f ∈ F such that |X ptl ∩ A| ≤ κ for all f -closed A ∈ V λ + . Alternatively, we have that τ (X, λ) > κ if and only if for every f ∈ F, there is some f -closed A ∈ V λ + with |X ptl ∩ A| > κ.
If Φ is a sentence of
The reader may wonder why we define τ (X, λ) in terms of λ + rather than λ, and why we insist that |X ptl ∩ A| ≤ κ rather than < κ. This is for cosmetic reasons; we believe our results are more readable this way. We do not seem to be losing any important information.
Some simple observations: τ (X, λ) ≤ |X ptl ∩ V λ + | ≤ λ + , and τ (X, λ) is monotone in λ, with lim λ→∞ τ (X, λ) = X .
The following theorem is a simple twist to the idea of Theorem 5.6, just packaged in terms of the τ function.
Theorem 5.8. If X 1 ≤ Γ X 2 for some robust Γ, then τ (X 1 , λ) ≤ τ (X 2 , λ) for every cardinal λ.
Proof. Choose f : X 1 ≤ Γ X 2 . Let λ be given. Suppose towards a contradiction that τ (X 1 , λ) > τ (X 2 , λ) = κ. Choose g ∈ F witnessing that τ (X 2 , λ) = κ, that is, whenever
By hypothesis (and Lemma 5.5), we can find some (f, g)-closed A ∈ V λ + such that |(X 1 ) ptl ∩ A| > κ; by choice of g, |(X 2 ) ptl ∩ A| ≤ κ. But since A is also f -closed, we have that f ptl restricts to an injection from (X 1 ) ptl ∩ A to (X 2 ) ptl ∩ A, a contradiction.
The following theorem is also straightforward.
Theorem 5.9. For all Φ, λ, α, if Φ has infinitely many countable models, then
We do not now how to prove the reverse inequality in general, although we suspect that at least for λ = ℵ 0 , it should be true. Instead we focus on special cases, where Φ is either some Φ α or some TAG α . Our task boils down to constructing thick transitive sets in V λ + , as the following theorem indicates.
Theorem 5.10. There is some f ∈ F, such that for every f -closed A, |CSS(Graphs) ptl ∩ A| = |A|, and for every α < ω 1 , |CSS(Φ α ) ptl ∩A| = |P α (ω)∩A|, and |CSS(TAG α ) ptl ∩A| = |P α (ON) ∩ A|.
Proof. I claim we can choose f ∈ F ZF C − so as to encode ZF C − -reductions between Graphs and HC, between Φ α and P α ℵ 1 (ω) for each α < ω 1 , and between TAG α and P α ℵ 1 (ω 1 ) for each α < ω 1 ; and finally, the map sending a to the foundation rank rnk(a). Finding f is not hard; note, for instance, that we can find some f 0 ∈ F ZF C − such that ZF C − -persistently, for all α < ω 1 , f 0 ↾ {α}×CSS(Φα) induces a ZF C − -reduction from Φ α to P α ℵ 1 (ω). f will be a product of several such f i 's. Then it is straightforward to see that f works. For instance, suppose A is f -closed, and either CSS(Φ α ) ptl ∩ A or else P α (ω) ∩ A is nonempty. Then α ∈ A since A is closed under rnk, so A will be (g, h)-closed, where g, h are the ZF C − -reductions between Φ α and P α (ω) coded by f .
The following definition is motivated by the above theorem.
Definition 5.11. The infinite cardinal λ admits thick sets if for every α < λ + , and for every f ∈ F, there is some f -closed A ∈ V λ + , such that |P α (λ) ∩ A| = α (λ).
We remark that in situations where we can prove that λ admits thick sets, we can also arrange that A |= ZF − , but this is not important for our purposes. Also, note that |P α (λ) ∩ A| ≤ |P α (λ)| = α (λ) always, so it suffices to assert ≥ in the above definition.
In Section 7 we prove the following (note that a regular strong limit is equivalently either ℵ 0 or inaccessible).
Theorem 5.12. Every regular strong limit cardinal admits thick sets. Further, it is consistent with ZF C that every regular cardinal admits thick sets; this can be achieved in a proper-class forcing extension which adds no reals.
This immediately gives the following corollaries:
Corollary 5.13. Suppose λ admits thick sets. Then for every α < ω 1 , τ (Φ α , λ) = α , and τ (TAG α , λ) = α (λ). Also, if Φ is Borel complete then τ (Φ, λ) = λ + . In particular, this happens whenever λ is a regular strong limit, and consistently can happen for all regular λ.
Proof. Choose f as in Theorem 5.10.
For Φ α , we will not actually need that λ admits thick sets: note that ℵ 0 is a regular strong limit, and hence admits thick sets. Then f witnesses that
This is always at most α , but since ℵ 0 admits thick sets, for every g ∈ F we can also arrange that A is g-closed and |P α (ω) ∩ A| = α .
The rest is similar.
We have the following immediate consequence; the case α = 1 was proved by Friedman and Stanley in [4] , but for α > 1, it is new that TAG α is not Borel complete.
Proof. This is because τ (Φ α+1 , ℵ 0 ) = α+1 > α = τ (TAG α , ℵ 0 ).
Independence Lemmas
This is a technical section, in which we prove some needed facts for Theorem 5.12. The idea there is that given some transitive V |= ZF C − with α, λ ∈ V , we wish to construct some A ∈ P α (λ), such that A lies in a forcing extension of V ; roughly speaking, this means that A does not code anything terrible about V , e.g. a bijection between two distinct cardinals of V .
It turns out that the case α = 1 is straightforward. In this section, we give a framework for dealing with α > 1. Namely, we will take as basic a set of urelements X, and show how to generically build a set on top of it. The only structure we will put on X is a topology (in practice, X will be a subset of P(λ), and so inherits the < λ-support product topology).
The following definition and theorem form the combinatorial underpinnings of our approach. The following is a special case of a theorem of Engleking and Karlowicz [3] . Lemma 6.2. Suppose κ is an infinite cardinal. Then there is Y ⊆ P(κ) which is independent over κ with |Y | = 2 κ .
Proof. Choose D ⊆ 2 2 κ of size κ such that for each s ∈ [κ] <ℵ 0 and each f : 2 s → 2, there is some F ∈ D such that for all g ∈ 2 κ , F (g) = f (g ↾ s ).
Write D = {F α : α < κ}. For each f ∈ 2 κ put Y f = {α < κ : F α (f ) = 1} ⊆ κ. Let Y = {Y f : f ∈ 2 κ }. I claim this works; clearly |Y | = 2 κ . Moreover, given (f i : i < i * ), (g j : j < j * ) sequences of distinct elements from 2 κ with i * , j * < ω, we can choose s ∈ [κ] <ℵ 0 such that f i ↾ s , g j ↾ s are all distinct. Then choose f : 2 s → 2 so that each f (f i ↾ s ) = 1, each f (g j ↾ s ) = 0. By choice of D applied to f , there is some α < κ such that F α (f i ) = 1 and F α (g j ) = 0 for i < i * , j < j * ; i.e. α ∈ Y f i for i < i * and α ∈ Y g j for j < j * . This suffices to show independence.
We now wish to strengthen this. Some definitions will explain what we want:
• Suppose X is a topological space. Then X is κ-nice if X has a basis of cardinality (at most) κ, and every nonempty open subset of X has size κ. (In particular, |X| = κ.)
• If X is a topological space and D ⊆ X, then say that D is κ-dense in X if whenever O ⊆ X is open nonempty, then |D ∩ O| ≥ κ.
• Suppose X is a topological space and Y ⊆ P(X). Then Y is densely independent if every finite Boolean combination from Y is dense in X. Equivalently, for each nonempty open subset O of X, every finite boolean combination from Y intersects O.
A routine diagonalizing argument shows that if X is κ-nice, then we can write X as the disjoint union of (X α : α < κ), where each X α is dense in X and κ-nice.
Now we massage Lemma 6.2 into the form we want.
Theorem 6.4. Suppose X is κ-nice. Give P(X) the finite support topology. Then there is a sequence (Y δ : δ < 2 κ ) of disjoint subsets of P(X) such that each Y δ is 2 κ -dense in P(X), and δ Y δ is densely independent over X.
Proof. Write X as the disjoint union (X α : α < κ), where each X α is κ-nice, and dense in X. Let (O α : α < κ) be a basis of X, and let (U α : α < κ) be an enumeration of (O α : α < κ) in which each O α occurs κ-often. By Lemma 6.2, for each α < κ we can choose
and let Y ′ = {b γ δ : γ, δ < 2 κ }. Then each finite boolean combination from Y ′ intersects each U α ∩ X α (this is the property we need of Y ′ going forth).
Let (s γ , t γ : γ < 2 κ ) enumerate all pairs of disjoint finite subsets of X, such that each pair occurs 2 κ -many times. Let E γ ∈ [κ] <ℵ 0 be large enough so that
Finally, suppose d := i<i * (c i ) ±1 is a finite Boolean combination from δ Y δ and suppose β < κ; we show that d ∩ O β is nonempty. For each i < i * , choose δ i , γ i with
We now describe how we intend to build a generic element of P α * (X), given a set of urelements X. The idea is to define a special structure (U β : β < α * , . . .), where U β ⊆ P β (X) (we are pretending for the moment that all of the P β (X)'s are disjoint). We will include a relation R such that for each β < α < α * , for each b ∈ U β and for each a ∈ U α , R(b, a) holds if and only if b ∈ a. We are not quite done; we will be aiming for each U α to be of large cardinality, and for this to hold at limit stages δ < α * there will necessarily be collisions, i.e. for all β < δ there will be distinct a, a ′ ∈ U δ such that for all b ∈ U β , b ∈ a if and only if b ∈ a ′ . Thus we will also include equivalence relations E β,δ for all β < δ < α * with δ limit, to capture this (we are aiming for a sort of quantifier-elimination, although we are not quite in a first-order context). For convenience, we will also put in equivalence relations E β,β+1 for each β + 1 < α * ; these will always be the trivial relation of equality.
In the following, we define a sentence Ψ α * describing the structure (U β : β < α * , . . .).
Definition 6.5. Suppose α * ≥ 1 is an ordinal. Then let Ω α * be the set of all pairs (β, δ) where 1 ≤ β < δ < α * and δ is a limit ordinal, along with all pairs (β, β + 1) where β + 1 < α) * . Let the language of Ψ α * consist of sorts (U α : α < α * ), a binary relation R, and binary relations E β,δ ⊆ U δ × U δ for each (β, δ) ∈ Ω α * .
Let Ψ α * be the sentence of L |α * | + ω asserting:
1. (U α : α < α * ) are disjoint and partition the universe, and each U α is infinite.
3. For all (β, α) ∈ Ω α * and for all a, b ∈ U α , aE βα b if and only if for every c ∈ U β , cRa if and only if cRb.
4. For all α < α * limit and for all a, b ∈ U α distinct, there is some (β, α) ∈ Ω α * such that a is not E β,α -related to b (in particular, if α = β + 1 then E β,α is the equivalence relation of equality, since β is the unique element with (β, α) ∈ Ω α * ).
5. (Everything that can happen, happens, part 1.) Suppose α < α * . Suppose u 0 , u 1 are disjoint finite subsets of {U β : (β, α) ∈ Ω α * } and suppose v 0 , v 1 are (necessarily disjoint) finite subsets of {U γ : (α, γ) ∈ Ω α * }, satisfying that for all γ with (α, γ) ∈ Ω α * and for all c i ∈ v i ∩ U γ , c 0 is not E α,γ -related to c 1 . Then there are infinitely many a ∈ U α such that bRa for each b ∈ u 0 , and ¬(bRa) for each b ∈ u 1 , and aRc for each c ∈ v 0 , and ¬(aRc) for each c ∈ v 1 .
6. (Everything that can happen, happens, part 2.) Suppose δ < α * is a limit, β j : j < m are distinct with each (β j , δ) ∈ Ω α * , and d j ∈ U δ for each j < m, and v 0 , v 1 are finite subsets of {U γ : (α, γ) ∈ Ω α * }, satisfying that for all γ with (α, γ) ∈ Ω α * and for all c i ∈ v i ∩ U γ , c 0 is not E α,γ -related to c 1 . Then there are infinitely many d ∈ U δ such that dE β j δ d j for each j < m, and dRc for each c ∈ v 0 , and ¬(dRc) for each c ∈ v 1 .
First off:
Theorem 6.6. Suppose α * ≥ 1. Then Ψ α * is satisfiable. In fact, whenever V is a transitive model of ZF C − with α * ∈ V , then Ψ α * has a model in V .
Proof. Let V be given. Construct M |= Ψ α * with M ∈ V as the union of a chain of structures (M n : n < ω), where each M n satisfies the first four conditions in the definition of Ψ α * , and where we add witnesses to every instance of the final two conditions at each stage.
Moreover, the following is the reason we need to include the equivalence relations:
Theorem 6.7. Suppose M, N |= Ψ α * . Then M ≡ ∞ω N ; in fact, the set of all finite partial isomorphisms from M to N is a back-and-forth system. In particular, for α * < ω 1 , Ψ α * is ℵ 0 -categorical. Now we define a special class of models of Ψ α * :
Definition 6.8. Say that M = (U α : α < α * , R, E β,α : (β, α) ∈ Ω α * ) is a λ-standard model of Ψ α * if:
• M |= Ψ α * ;
• Each U α ⊆ {α + 1} × P α+1 (λ);
• If β + 1 < α * and (β + 2, a) ∈ U β+1 , then a is the set of all b such that (β + 1, b)Ra (note that necessarily, (β + 1, b) ∈ U β );
• If δ < α * is a limit ordinal and (δ + 1, a) ∈ U δ , then a is the set of all (β + 1, b) with (β + 1, b)Ra.
Note that if M is a λ-standard model of Ψ α * , then M is determined by its domain. Also, if N |= Ψ α * has U N 0 ⊆ {1} × P(λ), then there is a unique λ-standard M |= Ψ α * with U M 0 = U N 0 satisfying that there is an isomorphism from M to N extending the identity map on U M 0 . There are two important facts we need about standard models: Theorem 6.9. Suppose α * ≥ 1. Then Ψ α * is consistent. Suppose λ is a given cardinal with α < λ + . Given P(λ) the < λ-support product topology, and suppose X ⊆ P(λ) is 2 λ -dense.
Then we can find some λ-standard M = (U α : α < α * , R, E β,α : (β, α) ∈ Ω α * ) |= Ψ α * , such that U 0 = {1} × X, and each |U α | = α+1 (λ), and such that if we set Y = {b : (2, b) ∈ U 1 }, then Y is densely independent over X.
Proof. I claim we can find (X β , τ β : β < β * ) and (B β,α : (β, α) ∈ Ω α * ) such that:
1. Each X β ⊆ P β+1 (λ) is a set of size β+1 (λ), and τ β is a topology on X β which makes it β+1 (λ)-nice;
2. Each B β,α ⊆ P(X β ) has size β+2 (λ), and given β < α * , (B β,α : (β, α) ∈ Ω α * ) are pairwise disjoint;
3. X 0 = X, each X β+1 = B β,β+1 , and for limit δ, X δ is the set of all sets a of the form β<δ {β + 1} × a β , where a β ∈ B β,δ ;
4. τ 0 is the subset topology on X 0 ⊆ P(λ) (with < λ-supports);
5. For each β + 1 < α * , τ β+1 is the topology on X β+1 from considering it a subset of P(X β ), where P(X β ) is given the finite support product topology;
6. For each δ < α * limit, τ δ is the topology on X δ generated by the sub-basis (O a,β :
7. For each β < α * , (β,α)∈Ωα * B β,α is densely independent over X β in the τ β -topology, and each B β,α is β+2 (λ)-dense in P(X β ), where the latter has the finite support product topology.
By induction on α < α * we construct (X β , B β,γ , τ β : β < α, (β, γ) ∈ Ω α * ). Indeed, suppose we are given (X β , B β,γ , τ β : β < α, (β, γ) ∈ Ω α * ). Let X α be defined as required by clause 3, and let τ α be defined as required by clauses 4 through 6. It is easy to check that |X α | = α+1 (λ) and in fact X α is α+1 (λ)-nice under τ α .
Write κ = α+1 (λ). By Theorem 6.4, we can find (Y i : i < 2 κ ) a disjoint sequence of subsets of P(X α ), such that each Y i is 2 κ -dense in P(X α ) under the finite support product topology, and i Y i is densely independent over X α . For each (α, γ) ∈ Ω α * , define B α,γ = Y γ (noting that κ ≥ λ + > α).
Let M = (U α : α < α * , R, E β,α : (β, α) ∈ Ω α * ) be the λ-standard model of Ψ α * with each U α = {α + 1} × X α . Clearly then, M works. Theorem 6.10. There is some f ∈ F ZF C − (recall this means f is ZF C − -absolute, and ZF C − -persistently, f : HC → HC) such that whenever A is f -closed, and whenever M ∈ A is a λ-standard model of Ψ α * with each
Proof. Define f : HC → HC via f (x) = {b : (a, b) ∈ x for some a ∈ HC}. We claim f works. So let A, α * , λ, M be given. If α * is a limit ordinal, then note that M ⊆ P α * (λ) witnesses |P α * (λ) ∩ A| ≥ α * (λ). Otherwise, note that g ptl (U M α * −1 ) ⊆ P α * (λ) witnesses this.
Constructing Thick Sets
We aim to prove Theorem 5.12. We begin with a sketch of our argument: let λ be a cardinal satisfying certain hypotheses, to be specified; let α * < λ + , and let f * ∈ F. We want to find some f * -closed A ∈ V λ + such that |P α * (λ) ∩ A| = α * (λ).
Choose some robust Γ such that f * ∈ F Γ . Choose a * ∈ HC containing parameters for f * and Γ. We will start with some specially chosen transitive V H(λ + ) with a * , α * , [λ] <λ ∈ V . Note that in particular, V |= Γ. We will construct a λ-standard model M |= Ψ α * with U M 0 = {1} × X for some 2 λ -dense X ⊆ P(λ), as given by Theorem 6.9; so in particular, each |U M α | = α+1 (λ). With a careful choice of X, it will follow that there is a forcing extension V[G] of V, and a forcing notion Q ∈ V , and a
or V, we can close M off under transitive closure, pairing and and (f * ) ptl . This produces an f * -closed set A ∈ V λ + with M ∈ A. By Theorem 6.10, |P α * (λ) ∩ A| = α * (λ), as desired.
Constructing X will require some hypotheses on λ, which are met whenever λ is a regular strong limit, and can also be forced to hold for all regular λ. We describe these conditions now.
Suppose λ is a cardinal and V is a transitive model of ZF C − with [λ] <λ ∈ V ; for this discussion it is convenient to allow V to be a proper class. If S, Y are sets and λ is a cardinal, then let P SXλ be the set of all partial functions from S to 2 of cardinality less than λ. In the case of interest to us, we view P S2λ as adding a λ-Cohen a ⊆ P(S) (identifying 2 S ∼ = P(S)). Note that P λ2λ ∈ V , so it makes sense to say when a ⊆ λ is λ-Cohen over V . We also view each (P S2λ ) n = P S×n 2λ , so given a ∈ (P(λ)) n , it makes sense to say when a is λ-Cohen over V . Definition 7.1. With λ, V as above, say X ⊆ P(λ) is V -symmetric if: X is 2 λ -dense in P(λ) (with the < λ-support product topology), and for each injective finite sequence a ∈ X n , a is λ-Cohen over V . Lemma 7.2. Suppose λ is a regular strong limit. Then for every robust Γ, for every a * ∈ HC, and for every α * < λ + , there is some transitive V |= Γ with a * , α * , [λ] <λ ∈ V and |V | ≤ λ, and some V -symmetric X ⊆ P(λ). Furthermore, there is a proper-class forcing extension which does not add any reals, in which the preceding holds for all regular λ.
Proof. First suppose λ is a regular strong limit. We mimic a part of the argument for Theorem 6.24 from [15] . Namely, choose some transitive V H(λ + ) with |V | = λ and a ∈ V . Note that V |= Γ, since H(λ + ) does. It is easy to construct h : 2 λ → 2 λ×λ continuous, so that for all a ∈ (2 λ ) <ω injective, h(a) is λ-Cohen over V . For each γ < λ define h γ : 2 λ → P(λ) by: ν ∈ h γ (f ) if and only if h(f )(ν, γ) = 1. Note that each {h γ (f ) : γ < λ} is dense in P(λ). Define X = f ∈2 λ ,γ<λ h γ (f ). Clearly this works.
For the second claim, we can suppose GCH holds (since this can be arranged without adding any reals). Pass to an Easton forcing extension V[G] where we add λ + = 2 λ -many λ-Cohens for every regular cardinal λ > ℵ 0 . See, for instance, [19] Chapter VIII for a reference on Easton forcing.
We claim this works. The remainder of the argument takes place in V [G] . Note that R V[G] = R V since we just added λ-Cohens for uncountable λ. So suppose λ is regular, Γ is robust, a * ∈ HC, and α * < λ * . We must find some transitive V |= Γ with a * , α * , [λ] <λ ∈ V and |V | ≤ λ, such that there is some V -symmetric X ⊆ P(λ).
We can handle λ = ℵ 0 by the first part. Suppose λ > ℵ 0 is regular. Let V[G λ ] be the intermediate forcing extension, where we add 2 λ ′ -many λ ′ -Cohens for every regular cardinal
does. For each β < 2 λ let x β = {γ < λ : λ · β + γ ∈ Y } and let X = {x β : β < 2 λ }. Clearly this works.
Thus, to prove Theorem 5.12, it suffices to show the following. Theorem 7.3. Suppose λ is a regular cardinal, such that for every robust Γ, for every a * ∈ HC, and for every α * < λ + , there is some transitive V |= Γ with a * , α * , [λ] <λ ∈ V and |V | ≤ λ, and some V -symmetric X ⊆ P(λ). Then λ admits thick sets.
Fix some such λ for the rest of the section (note that it follows from the hypothesis that λ = λ <λ ). Suppose α * < λ + and f * ∈ F; we need to find some f * -closed A ∈ V λ + with |(P α * (λ)) ∩ A| = α * (λ). We can suppose that whenever A is f * -closed, then A satisfies the conclusion of Theorem 6.10.
Choose some robust Γ such that f * ∈ F Γ ; choose a * ∈ HC containing parameters for f * , Γ. Write Ω = Ω α * . Choose V |= Γ transitive with |V | = λ and α * , a * , [λ] <λ ∈ V , such that there is some V -symmetric X ⊆ P(λ). By Theorem 6.9, we can find some λ-standard M |= Ψ α * , such that U M 0 = {1} × X and each |U M α | = α+1 (λ). If we can find some f * -closed A ∈ V λ + with M ∈ A, then we are done, by choice of f * (using Theorem 6.10). So we aim to find some such A.
As notation, let h be the projection of M onto the second coordinate, so each h
. By Theorem 6.6, we can find some N |= Ψ α * with N ∈ V . Let P be the set of all finite partial isomorphisms from N to M . By Theorem 6.7, P adds an isomorphismσ :Ň ∼ =M .
We identify 2 λ with P(λ), and so view X ⊆ 2 λ . Thus we are viewing h[U M 0 ] ⊆ 2 λ as well. Let Q = U N 0 P λ2λ with finite supports, so Q ∈ V . Letġ be the P -name foř
Lemma 7.4. P forces thatġ isQ-generic overV .
Proof. Suppose D is a dense subset of Q in V and σ : N → M is a finite partial isomorphism. It suffices to show that we can find some τ extending σ, so that h•(τ ↾ U N 0 ) extends an element of D.
Let u = dom(σ) ∩ U N 0 , a finite subset of U N 0 . By choice of X, we have that η := h • (σ ↾ u ) is P u λ2λ -generic over V . We have the obvious restriction map π :
λ2λ , so we can find t 0 ∈ π[D] with t 0 ⊆ η. Choose t ∈ D with π(t) = t 0 . It suffices show we can find some τ ∈ P extending σ, such that h•(τ ↾ U N 0 ) extends t.
Enumerate dom(t)\u = {a i : i < n}. For each i < n, let O i be the basic open subset of 2 λ determined by t(a i ), namely O i is the set of extensions of t(a i ) to 2 λ . By extending t, we can suppose (O i : i < n) are pairwise disjoint, and that for each i < n and for each a ∈ u, σ(a) ∈ O i . For each i < n, since h[U M 1 ] is densely independent over X, we can find some
for all a ∈ dom(σ), and define τ (a i ) = (1, ν i ) for each i < n. Then τ ∈ P extends σ, and further h • (τ ↾ U N 0 ) extends t. Now we finish. Working in V, let A be the least f * -closed set with M ∈ A (that is, the least transitive set A which is closed under (f * ) ptl and closed under finite sequences). We need to show that A ∈ V λ + .
Let V[G] be a P -generic forcing extension of V, and let σ = val(σ, G).
it can be recovered as the unique standard model of Ψ α * with
Back in V, this means A ∈ V λ + .
Schröder-Bernstein Properties
In this section, we define various Schröder-Bernstein properties of sentences Φ ∈ L ω 1 ω .
In the next section, we apply the thickness machinery to show that these properties imply a bound on the complexity of countable models of Φ, assuming large cardinals.
The major example we have in mind for this is that of torsion-free abelian groups, as discussed in [25] .
Say that a complete first order theory T has the Schröder-Bernstein property in the class of all models if whenever M, N |= T are elementarily bi-embeddable, then they are isomorphic. This notion was originally introduced by Nurmagambetov [22] , [23] (without the phrase "in the class of all models"), and further studied by Goodrick in several papers, including his thesis [7] , wherein he proves that if T has the Schröder-Bernstein property that T is classifiable of depth 1, i.e. I(T, ℵ α ) ≤ |α + ω| 2 ℵ 0 always.
We are interested in studying this phenomenon in countable model theory. To do so, we deviate from the above set-up in two ways. First, we interested in Schröder-Bernstein properties for countable structures (or generally for potential canonical Scott sentences). Second, it is convenient in applications to use the following notion of embedding. This allows the most freedom. If one wanted to look at elementary embedding, then just Morleyize; generally, we can pass to L ω 1 ω -definable expansions to get whatever notion we wanted. We will eventually show that if Φ has the Schröder-Bernstein property, and if certain large cardinals hold, then this puts a bound on the thickness spectrum of Φ. In fact we show more. We will presently define the α-ary Schröder-Bernstein property for every ordinal α, and show that under large cardinals, any of these puts a bound on the thickness spectrum of Φ. 
. Clearly this does not depend on the choice of forcing extension or the models.
If Φ ∈ L ω 1 ω , then say that Φ has the α-ary Schröder-Bernstein property if for all φ, ψ ∈ CSS(Φ) ptl , if φ ∼ SB α ψ then φ = ψ.
Note that the relation ∼ SB α is highly nonabsolute on uncountable models; we will typically only be interested in evaluating it on countable models (possibly in forcing extensions).
We want a more explicit characterization of what it means for a pair of potential canonical Scott sentences φ, ψ to have φ ∼ SB α ψ. For this, it is helpful to consider colored trees.
Definition 8.4.
A colored tree is a structure T = (T, ≤ T , 0 T , c T ) where (T, ≤ T , 0 T ) is a tree of height at most ω with root 0 T , and c T : T → ω is a coloring, such that for all s, t ∈ T , if c T (s) = c T (t) then s and t are of the same height (alternatively, we can drop this condition and add unary predicates for the levels). Let CT ∈ (L ct ) ω 1 ω describe colored trees (formally, the language L ct includes unary predicates U n representing c −1 (n)). Note that f : T ≤ T ′ is an embedding if f (0 T ) = 0 T ′ , and for all s, t ∈ T , s ≤ T t implies f (s) ≤ T ′ f (t), and for all s ∈ T , c T (s) = c T ′ (f (s)). It follows that f preserves height.
If T is a colored tree and s ∈ T , let T ≥s be the colored tree with root 0 T ≥s = s, consisting of all elements of T extending s.
We will not be too interested in the ∼ SB α -relations on colored trees; instead we want the following very special relations. 
Finally, put T ∼ ct α+1 T ′ if for all s ∈ T an immediate successor of 0 T , there is s ′ ∈ T ′ an immediate successor of 0 T ′ , such that T ≥s ∼ ct α T ′ ≥s ′ , and vice versa.
The following lemma is very special to colored trees. For instance, the embeddability relation on uncountable dense linear orders is very complicated, even though DLO is ℵ 0 -categorical. Theorem 8.6. Suppose V is a transitive model of ZF C − , and T , T ′ ∈ V are colored trees. Then for R ∈ {≤, ≤ ct α , ∼ ct α : α ∈ V }, we have that T R T ′ if and only if (T R T ′ ) V .
Proof. First, an easy induction on α ∈ V shows that for all T ,
For the converse, suppose (T ≤ T ′ ) V and suppose towards a contradiction that T ≤ T ′ . Then there is some ordinal α such that T ≤ ct α T ′ . Choose (T , T ′ ) so as to minimize α. Note that α ∈ V , so in particular α = 0; also α cannot be a limit ordinal by minimality of α. So we can write α = β + 1 for some β. Choose s ∈ T an immediate successor of 0 T such that for every s ′ ∈ T ′ an immediate successor of 0 T ′ , T ≥s ≤ ct β T ′ ≥s ′ . Since (T ≤ T ′ ) V , we can find some s ′ ∈ T ′ an immediate successor of 0 T ′ such that (T ≥s ≤ T ′ ≥s ′ ) V . This contradicts the minimality of α.
Hence we get the claim for R = ≤; another easy induction on α gets the claim for ∼ ct α .
The following theorem, combined with Theorem 8.6, explains why embedding on colored trees is useful for us. As notation, if Φ is a sentence of L ω 1 ω then let Mod HC (Φ) be the set of hereditarily countable models of Φ. We will only use this in the case where Φ = CT.
We also need the following notation for Scott sentences, following [28] :
If φ is a canonical Scott sentence -that is, φ ∈ CSS(L) ptl -then let S n ∞ (φ) be the set of all potential canonical Scott sentences in the language L ′ = L∪{c 0 , . . . , c n−1 } which imply φ. We will refer to elements of S n ∞ (φ) as types -infinitary formulas with free variables x 0 , . . . , x n−1 , resulting from replacing each c i with a new variable x i not otherwise appearing in the formula. It is equivalent to define S n ∞ (φ) by forcing -if V[H] makes φ hereditarily countable and M ∈ V[H] is the unique countable model of φ, then S n ∞ (φ) is the set {css(M, a) : a ∈ M n }.
Then there is a ZF C − -absolute map f : CSS(Φ) → Mod HC (CT), such that ZF C − -persistently, the following holds: for all φ, ψ ∈ CSS(Φ) ptl and for all ordinals α, φ ∼ SB α ψ if and only if
Proof. We can suppose the language L is relational. Enumerate L = (R n : n < ω), where each R n is m n -ary. Also, it suffices to consider the case where φ, ψ ∈ CSS(Φ) (i.e., are countable), since then the same argument will run in any forcing extension. Suppose φ ∈ CSS(Φ); we describe how to construct f (φ) = (S φ , ≤ φ , c φ ). For each n < ω, let S n ∞ (φ) be as defined in Definition 8.7. Then S <ω ∞ (φ) = n S n ∞ (φ) naturally forms a tree whose n'th level is S n ∞ (φ). Define a tree extension S φ ⊇ S <ω ∞ (φ) as follows: for each σ(x) ∈ S n ∞ (φ), for each n ′ ≤ n, and for each s ∈ n m n ′ such that R n ′ (x s(i) : i < m n ′ ) ∈ σ(x), let t σ,n ′ ,s be an immediate successor of σ(x) (and these are the only elements we add). Define c φ ↾ S <ω ∞ (φ) to be constantly 0, say, and define each c φ (t σ,n ′ ,s ) so as to encode (n ′ , s).
Then it is clear this works.
Since the notion of α-ary Schröder-Bernstein property highly depends on the choice of language, we cannot hope that it is a dividing line in countable model theory. The following is an abstract consequence of the α-ary Schröder-Bernstein property, which is a better candidate for this.
Definition 8.9. Suppose α is an ordinal. Then say that X ⊆ HC admits α-ary Schröder-Bernstein invariants if, for some robust Γ: X is Γ-absolute, and there is a Γ-absolute map f : X → Mod HC (CT), such that for all φ, ψ ∈ CSS(Φ) ptl distinct, f ptl (φ) ∼ ct α f ptl (ψ). Say that Φ admits α-ary Schröder-Bernstein invariants if CSS(Φ) does.
Thus, if Φ has the α-ary Schröder-Bernstein property, then Φ admits α-ary Schröder-Bernstein invariants, by Theorem 8.8. Actually, it is enough for Φ to have an L ω 1 ω -definable expansion with the α-ary Schröder-Bernstein property.
We remark on the following downward Lowenheim-Skolem result. 
Proof. To prove both (A) and (B), it suffices to show the following: suppose Γ is robust, and f :
. We prove the contrapositive; so suppose some φ = ψ ∈ CSS(Φ) ptl with f ptl (φ) ∼ ct α f ptl (ψ). Choose κ regular so that φ, ψ ∈ H(κ). Choose a possibly non-transitive elementary submodel V 0 H(κ) with |V 0 | ≤ λ so that α + 1 ⊆ V 0 , and φ, ψ ∈ V 0 , and V 0 contains parameters for f ; let V be the transitive collapse of V 0 . Let φ ′ , ψ ′ be the image of φ, ψ under the transitive collapse. Then ( Proof. This follows immediately from Theorem 8.10, except for the two moreover clauses; these follow from Lévy's Absoluteness Principle (it suffices to check that the statement holds in every countable transitive model of ZF C − or Γ, respectively).
Counting Colored Trees up to Biembeddability
In this section, we show that if Φ has the α-ary Schröder Bernstein property, then Φ is not Borel complete, assuming a certain large cardinal. Specifically, we will need the Erdös cardinals:
Definition 9.1. Suppose α is an ordinal (we will only use the case α = ω). Then let κ(α) be the least cardinal κ with κ → (α) <ω 2
(if it exists). In words: whenever F : [κ(α)] <ω → 2, there is some X ⊆ κ(ω) of ordertype α, such that F ↾ [X] n is constant for each n < ω. κ(ω) is a large cardinal: it is always inaccessible and has the tree property. On the other hand, it is absolute to V = L, and well below the consistency strength of a measurable cardinal. See [13] for a description of these results.
The following is a theorem of Shelah [24] ; see [25] for a more direct proof. As notation, given Φ ∈ L ω 1 ω , let Mod V (Φ) denote the class of all models of Φ. Also, in the following theorem, the term "antichain" is used in the sense of well-quasi-ordering theory (rather than in the sense of forcing theory), so A is an antichain of for all a, b ∈ A, a ≤ b and b ≤ a. This theorem is a fundamental constraint on the complexity of biembeddability relations, and will allow us to bound the complexity of sentences with the α-ary Schröder-Bernstein property.
Before proceeding, we want the following definition and technical lemma from [24] (see the proof of Theorem 5.3 there). These allow us to replace general colored trees by well-founded colored trees. Definition 9.3. Suppose T is a colored tree and α is an ordinal. Then let T × α denote the colored tree of all pairs (s, β), where s ∈ T is of height n, and β = (β 0 , . . . , β n−1 ) is a strictly decreasing sequence of ordinals with β 0 < α. We define c T ×α (s, β) = c T (s). 
Proof. We verify by induction on
Successor stage first implication: suppose T × (α + 1) ≤ ct α+1 T ′ × (α + 1), and let s ∈ T be an immediate successor of 0 T . Let (s ′ , β) ∈ T ′ × (α + 1) be an immediate
Thus, by the inductive hypothesis T ≥s ≤ ct α T ′ ≥s ′ . Successor stage, second implication: suppose T ≤ ct α+1 T ′ ; given (s, (β)) ∈ T × (α + 1) an immediate successor of 0 T ×(α+1) , choose s ′ ∈ T ′ an immediate successor of 0 T such that T ≥s ≤ ct β T ′ ≥s ′ , and note by the inductive hypothesis that (
By the inductive hypothesis, this implies that for all α < δ,
, hence by the inductive hypothesis again T ≤ ct α T ′ . This holds for all α < δ so T ≤ ct δ T ′ . Limit stage, second implication: suppose T ≤ ct δ T ′ . Then by definition of ≤ ct δ and the inductive hypothesis, we get that
We can now prove the following. To fix notation, if T is a well-founded colored tree and t ∈ T , then inductively define rnk(T , t) = sup{rnk(T , s) + 1 : s an immediate successor of t}. Define rnk(T ) = rnk(T , 0 T ).
Lemma 9.5. Suppose κ(ω) exists. Suppose α is a nonzero ordinal. Then there are at most |α| <κ(ω) colored trees T with rnk(T ) < α, up to biembeddability.
Proof. Note that for every number 0 < n < ω, there are exactly n−1 -many colored trees of rank less than n up to isomorphism, and for every ordinal α ≥ ω, there are exactly α -many colored trees of rank less than α up to isomorphism. Since κ(ω) = κ(ω), the lemma is true for all α ≤ κ(ω). To finish, we proceed by induction on α ≥ κ(ω).
The case α limit is trivial, since β<α |β| <κ(ω) ≤ |α| <κ(ω) . Suppose we are at stage α + 1. Write κ = |α|. Let S be a choice of representatives for well-founded colored trees of rank < α up to biembeddability; so |S| ≤ κ <κ(ω) . Suppose T = (T, <, 0, c) is given of rank α. Let X T be the set of all S ∈ S such that there is some t ∈ T of height 1 such that S embeds into the colored tree T ≥t . Note that T is biembeddable with the tree (T ′ , < ′ , 0 ′ , c ′ ), which is defined by: c ′ (0 ′ ) = c(0), and then we put a copy of each S ∈ X T above 0 ′ . Thus, T / ∼ is determined by the pair (X T , c(0 T )), where X T is a downward-closed subset of S (ordered by embeddability ≤).
Thus, it suffices to show there are only κ <κ(ω) -many downward closed subsets of S. Suppose X ⊆ S is downward closed. It is straightforward to find a subtree T of S <κ(ω) (of uncountable height) such that:
• Whenever (S β : β < α) ∈ T, then for all β < β ′ < α, S β > S β ′ , and each S β ∈ X;
• For each S = (S β : β < α) ∈ T, the set of all S ∈ S such that SS ∈ T forms a maximal antichain in {S ∈ S\X : S < S β for all β < α}.
T is of height at most κ(ω) (being a subtree of S <κ(ω) ); since (S, ≤) has no descending chains of length κ(ω), T has no branches of length κ(ω). Further, since κ(ω) is inaccessible and (S, ≤) has no antichains of size κ(ω), each level of T must have size less than κ(ω). Thus, since κ(ω) has the tree property, T must be of height less than κ(ω); thus |T| < κ(ω). Thus, it suffices to show that X is determined by T, since |S| <κ(ω) ≤ κ <κ(ω) . Define Y = {S ∈ T : there is no (S β : β ≤ α) ∈ T with S α ≤ S}; it suffices to show that X = Y .
It follows immediately from the construction of T that X ⊆ Y ; so it suffices to show that Y ⊆ X. So suppose S ∈ X; we show S ∈ Y . Define a chain (S β : β < β * ) ∈ T inductively, so that each S β > S, for as long as possible. This process must stop before κ(ω), say we cannot find S β * with β * < κ(ω). Let A = {S ′ ∈ S : (S β : β < β * ) ⌢ S ′ ∈ T}. Every element of A is either incomparable with or below S; by maximality of A, there must be some S β * ∈ A with S β * ≤ S, so S ∈ Y . This allows us to prove the following: Theorem 9.6. Suppose κ(ω) exists, α is an ordinal, and Φ admits α-ary Schröder-Bernstein invariants. Then for all λ, τ (Φ, λ) ≤ α (λ <κ(ω) ). In particular, τ (Φ, κ(ω)) ≤ α (κ(ω)). Write f * = f ×g ×h. I claim that f * witnesses that for every λ, τ (Φ, λ) ≤ α (λ <κ(ω) ). Indeed, suppose A ∈ V λ + is f * -closed, i.e. f -closed, g-closed and h-closed, and let α * = A ∩ ON, so α * < λ + .
I claim that A contains at most λ <κ(ω) -many colored trees up to biembeddability. Indeed, note that for all T , T ′ ∈ A with T ≤ T ′ , we have that T ≤ ct α * T ′ , since A is g-closed. Hence T × α * ≤ T ′ × α * , by Lemma 9.4. Hence we conclude by Lemma 9.5.
I claim that for every ordinal β, A contains at most β (λ <κ(ω) )-many colored trees up to ∼ ct β . We have just proved β = 0. Suppose we have verified β; then note that T / ∼ ct β+1 is determined by c T (0 T ) along with {T ≥s / ∼ ct β : s an immediate successor of 0 T }. Since A is h-closed, if T ∈ A then each T ≥s ∈ A so we conclude by the inductive hypothesis. Similarly, if β is limit, then T / ∼ ct β+1 is determined by c T (0 T ) along with {T ≥s / ∼ β ′ : s an immediate successor of 0 T , β ′ < β}.
Since A is f -closed, it follows that |CSS(Φ) ptl ∩ A| ≤ α (λ <κ(ω) ) as desired. 
Examples
In this section, we give some concrete examples of the preceding definitions.
For the following theorem, we need some notation (building off the notation preceding Theorem 5.1). Suppose A is an abelian p-groups. Define p α A inductively via p 0 A = A, p α+1 A = p(p α A), and take intersections at limit stages. Note then that A α = p ω·α A. Let p ∞ A = α p α . Given a ∈ A, define rk(a) = ∞ if a ∈ p ∞ A, and otherwise rk(a) = the least α such that a ∈ p α+1 A. Note that A τ (A) is the set of all elements of rank ∞.
Also: recall that our definition of embedding was designed to be flexible, with the understanding that in practice, we add in by hand whatever notions we want to preserve. Thus:
Theorem 10.1. Suppose A is a countable abelian torsion group. Then A/ ∼ = is determined by {(A, a)/ ∼: a ∈ A <ω }.
Proof. To clarify, ∼ is with respect to the language of groups {∈}, i.e. embeddings are just group homomorphisms.
First, suppose A, B are countable abelian p-groups for some prime p, and for every a ∈ A <ω there is b ∈ B <ω (necessarily of the same length) with (A, a) ∼ (B, b), and conversely. We show that A ∼ = B. Recalling the discussion prior to Theorem 5.1, it suffices to show that τ (A) = τ (B), and rnk(A τ (A) ) = rnk(A τ (B) ), and A α ∼ = B α for all α < τ (A) = τ (B).
First of all, I claim that if a ∈ A, b ∈ B satisfy that (A, a) ∼ (B, b), then rk(a) = rk(b). Indeed, it is trivial to show that if f : A ≤ B is a group homomorphism, then f [p α A] ⊆ p α B. Hence for all a ∈ A, rk(a) ≤ rk(f (a)), from which the claim follows.
Hence τ (A) = τ (B) = α say, since it is the least such that whenever rk(a) ≥ ω · α then rk(a) = ∞. Moreover, rnk(A α ) = rnk(A α ), since whenever a ∈ A <ω , b ∈ B <ω satisfy that (A, a) ∼ (B, b), then a Z-linear combination of a is equal to 0 if and only if the corresponding Z-linear combination of b is equal to 0. Thus A α has independent sets of size n if and only if B α does, for all n.
So it suffices to show that A β ∼ = B β for all β < τ (A) = τ (B). Recall that we write
. In other words, we have A β is an abelian group generated by a n,m : m < m n β (A) , subject to the conditions a Choose (a ′ i : i < k) from A β such that a ′ i + A β+1 = a n,i . Choose (b ′ i : i < k) from B such that (A, a ′ i : i < k) ∼ (B, b ′ i : i < k). Since each rk(a ′ i ) = ω · β, we have also that each rk(b ′ i ) = ω · β; in particular b ′ i ∈ B β = p ω·β (A). Write b i = b ′ i + B β+1 ∈ B β ; note that each b i ∈ pB β . It suffices to show that the subgroup of B β generated by (b i : i < k) is isomorphic to (Z/p n Z) k . For this it suffices to show that if some Z-linear combination of (b i : i < k) equals 0, then the corresponding Z-linear combination of (a i : i < k) equals 0. Equivalently, if some Z-linear combination b ′ of (b ′ i : i < k) has rank at least ω · (β + 1), then the corresponding Z-linear combination a ′ of (a ′ i : i < k) has rank at least ω · (β + 1). But it is clear that (A, a ′ ) ∼ (B ′ , b ′ ), via the same homomorphisms witnessing (A, a ′ i : i < k) ∼ (B, b ′ i : i < k); so rk(a ′ ) = rk(b ′ ). Now, suppose that A, B are countable abelian torsion groups, and for every a ∈ A <ω there is b ∈ B <ω (necessarily of the same length) with (A, a) ∼ (B, b), and conversely. Let A p denote the p-torsion part of A, so A ∼ = ⊕ p A p ; let B p denote the p-torsion part of B, so B ∼ = ⊕ p B p . It suffices to note that a group homomorphism f : A → B satisfies that each f [A p ] ⊆ B p , hence by the above special case, each A p ∼ = B p .
We also discuss the situation with jumps.
Theorem 10.2. Suppose Φ is a sentence of L ω 1 . If Φ has the α-ary Schröder-Bernstein property, then for every β < ω 1 , J β (Φ) has the α+ω ·β-ary Schröder-Bernstein property. Similarly, if φ admits α-ary Schröder-Bernstein invariants, then for every β < ω 1 , J β (Φ) admits α + β-ary Schröder-Bernstein invariants.
Proof. We prove two (closely related) claims; the theorem statement will then follow by a straightforward induction. Claim 1. Suppose Φ has the α-ary Schröder-Bernstein property. Then J(Φ) has the α + ω-ary Schröder-Bernstein property.
Proof. Suppose M = (M n : n < ω), N = (N n : n < ω) are two models of J(Φ) (recall that by this, we mean that the E-equivalence classes of M are {M n : n < ω}, and similarly for N ), with M ∼ SB α+ω N . It suffices by symmetry to show the following: suppose (n i : i < k) is an injective sequence from ω with M n i ∼ = M n 0 for each i < k. Then we can find an injective sequence (n ′ i : i < k) from ω such that each N n ′ i ∼ = M n 0 . Choose a i ∈ M n i for each i < k, and choose (b i : i < k) from N such that (M, a i : i < k) ∼ SB α (N, b i : i < k). Write b i ∈ N n i ; then (n i : i < k) is injective, since if we had that b i Eb j then necessarily a i Ea j , contradicting m i = m j . Further, by restricting the embeddings witnessing that (M, a i : i < k) ∼ SB α (N, b i : i < k), we get that M n i ∼ SB α N n i . Thus, by hypothesis, M n i ∼ = N n i , as desired.
Claim 2. Suppose Φ admits α-ary Schröder-Bernstein invariants. Then J(Φ) admits α + 1-ary Schröder-Bernstein invariants.
Proof. Let Ψ be the sentence obtained from J(Φ) by adding a home sort V 1 , and for each n > 1, adding a new, disjoint sort V n , along with a bijection from V n to (V 1 ) n . Then Ψ ∼ ZF C − J(Φ), and by the proof of Claim 1, Ψ has the α + 1-ary Schröder-Bernstein property. Hence, J(Φ) admits α + 1-ary Schröder-Bernstein invariants.
Corollary 10.3. TAG α admits α-ary Schröder-Bernstein invariants, and has the ω · α-ary Schröder-Bernstein property. If κ(ω) exists, then TAG α does not admit α + 1-ary Schröder-Bernstein invariants.
Proof. It is immediate from Theorem 10.1 and Theorem 10.2 that TAG α has the ω ·α-ary Schröder-Bernstein property. Let Φ be the sentence of L ω 1 ω describing structures (A, V n : n < ω), where A is an abelian torsion group, and each V n is a disjoint sort, equipped with a bijection A n → V n . It follows from Theorem 10.1 that Φ admits 1-ary Schröder-Bernstein invariants; since obviously Φ ∼ B TAG 1 , and hence each J α (Φ) ∼ TAG 1+α , it follows from Theorem 10.2 that each TAG α admits α-ary Schröder-Bernstein invariants.
The final claim follows from Corollary 9.7 and Corollary 5.13.
We give a concrete example. -reduction from torsion abelian groups to colored trees, which takes nonisomorphic groups to non-biembeddable trees (and hence no Borel such reduction).
In [25] we show that some large cardinal assumption is necessary for this corollary, in the sense that if there is no transitive model of ZF C − + κ(ω) exists, then there is a ≤ a∆ 1 2 -reduction from torsion abelian groups to colored trees. Whether it is consistent that there be a Borel such map is open.
Also, in [25] we prove that TFAG, the theory of torsion-free abelian groups, fails the α-ary Schröder-Bernstein property for all α < κ(ω). We left the following questions open:
Question. Suppose κ(ω) exists. Does TFAG have the κ(ω)-ary Schröder-Bernstein property? Does it admit 1-ary Schröder-Bernstein invariants?
An affirmative answer would, under the presence of large cardinals, resolve the longstanding open problem of whether or not TFAG is Borel complete.
We close with the following conjecture, supplementing Conjecture 1.8:
Conjecture 10.5. Suppose there is a supercompact cardinal κ. Suppose Φ is a sentence of L ω 1 ω and α is an ordinal. Then Φ admits α-ary Schröder-Bernstein invariants if and only if for every cardinal λ, τ (Φ, λ) ≤ α (λ <κ ).
Even the case where α = 0 is open, although in the cases I know if, it is not hard to check. For instance, we prove in [25] that each Φ α admits 0-ary Schröder-Bernstein invariants.
