Abstract. In [4] we showed that a polynomial over a Noetherian ring is divisible by some other polynomial by looking at the matrix formed by the coefficients of the polynomials which we called the resultant matrix. Using the result, we will find conditions for a polynomial over a commutative ring to be irreducible. This can be viewed as a generalization of the Eisenstein's irreducibility criterion.
Introduction
Let A be a commutative Noetherian ring with 1. Given two polynomials f, g ∈ A[X] we showed exactly when g divides f by using the matrix R(f, g) formed by the coefficients of f and g [4] . The polynomial f will be irreducible when there is no such polynomial g of degree ≥ 1 which divides f . We will show that Eisenstein's irreducibility criterion can be deduced from our result and we will show how Eisenstein's criterion can be generalized in this method.
In Section 2, we recall the notion of resultant matrix and Fitting invariant. And we deduce an immediate corollary of Fitting's Lemma and recall the main result of [4] . In Section 3, we show how Eisenstein's criterion can be deduced from our result and then we generalize Eisenstein criterion by using the resultant matrix R(f, g) in Section 4.
All rings are commutative with the identity 1.
Resultant and Fitting invariant
In this section we recall the result of [4] which we will use later. We adapted the notion of resultant from Ch.IV Sec. 6 of [1] for our purpose. To fix our notations let A be a commutative ring and F 1 , F 2 be A-free modules with bases β = {v 1 
. , n).
Here we denote the matrices of size n×m with coefficients in A by M (n×m, A). If ψ : F 2 → F 3 is another A-linear map of free modules with matrix Y , then the matrix corresponding to ψ • φ will be XY . Let A be a commutative ring. For positive integers n, m let f, g ∈ A[X] be the polynomials
Let S n be the A-submodule of A[X] consisting of polynomials of degree < n. Choose bases B 1 (resp. B 2 ) of S m × S n (resp. S n+m ) by
Let us denote R(f, g) the matrix of φ with respect to B 1 and B 2 ,
The matrix R(f, g) will be called the resultant matrix and the determinant of the resultant matrix R(f, g) is called the resultant res(f, g) of f and g.
Next we recall the notion of Fitting invariant [3, Ch. 20 ] and obtain an immediate corollary for future use.
Definition 2.1. Let F and G be free modules over a commutative ring A and let φ : F → G be an A-linear map. Then we define I j φ be the image of the map
When φ is expressed as a matrix with respect to some bases for F and G then I j (φ) is the ideal generated by all minors of size j. By convention we define
Note that we have a chain of ideals
because a minor of size j is a linear combination of minors of size (j − 1).
Let M be a finitely generated A-module and let n m and we assumed f and g to be monic. Also monic polynomials can be replaced by the polynomials with a unit leading coefficients.
Irreducibility of polynomials
We first carefully define our terms to make things clear. An element a in a ring A is said to be irreducible if a = bc, then either b or c is a unit. It is well known that a polynomial f (X) = n i=0 a i X i is a unit if and only if a 0 is a unit and a i (0 < i ≤ n) are nilpotent. We will say that g divides f (written
An element a ∈ A is a nilpotent element if there is a positive integer n such that a n = 0. The smallest such n will be called the nilpotency of a. If a is non-nilpotent, then we will say that the nilpotency of a is ∞. And we adopt the convention that ∞ larger than any integer.
. Often we will abbreviate φ(a i ) byā i .
We will make use of the following observation. 
.
Proof. Follows immediately from Theorem 2.5 and the lemma above.
We will show how Eisenstein criterion can be deduced from our result. (see for example, [Lang, Algebra, Addison Wesley, 3rd ed, 1993].) A unique factorization domain (UFD for short. Lang used the term 'factorial ring') is an integral domain in which every element has a 'unique' factorization into irreducible elements. An irreducible element of a UFD generates a prime ideal and is called a prime element.
Theorem 3.3 (Eisenstein criterion). Let A be a UFD with its quotient field
. Let p be a prime in A and assume
Since Theorem 2.5 required the ring A to be Noetherian whereas the Eisenstein criterion did not, we need to reduce the statement of Eisenstein criterion for a Noetherian ring. For this we will use the following lemma. For its proof we will use the results in [2].
Lemma 3.4. Let A be a UFD and p 0 , p 1 , . . . , p n be the prime ideals generated by the primes
Proof. Using this we can prove Eisenstein criterion by the way of Theorem 2.5. Let p 0 , p 1 , . . . , p n be the set of all prime divisors of the coefficients of f (X) and let p = p 0 . Let p i = (p i ) be the prime ideals generated by p i (i = 0, 1, . . . , n) and let S = ∪ n i=0 p i . Let B = S −1 A/p 0 (which is a field) and let φ be the composition of the maps Thus the resultant matrix R(φ(f ), φ(g)) is of the form
Proof of Eisenstein criterion.
Since we assumed g|f we see that φ(g) divides φ(f ). Hence the condition (R) of Theorem 2.5 for R(φ(f ), φ(g)) has to be satisfied namely the minors of size bigger than n has to vanish. However the determinant of R(φ(f ), φ(g)) isā m nb n 0 which is nonzero. This is a contradiction. Since φ(f ) = φ(g)φ(h), the minors of resultant matrix R(φ(f ), φ(g)) of size bigger than n must vanish by Theorem 2.5. By (ii) we have
Generalized Eisenstein criterion Theorem 4.1. Let A be a commutative ring and B be a Noetherian ring. Let
f (X) = a n X n + a n−1 X n−1 + · · · + a 0 be a polynomial of degree n ≥ 1 in A[X]. Let φ : A → B be a ring homomorphism such that (i) φ(a n ) is a unit, (ii) φ(a i ) = 0 (i = 0, 1, . . . , n − 1), (iii) if a 0 = b 0 c 0 , then either φ(b 0 ) or φ(c 0 ) is of nilpotency > n. Then f (X) is irreducible in A[X].
Proof. Suppose g(X)
where bar denotes the image under φ. The determinant of the resultant matrix
Since we assumedā n is a unit andb 0 is of nilpotency > n we see that det(R(φ(f ), φ(g))) = 0. This contradicts to the requirement that the minors of size bigger than n must vanish.
Remark. Using Theorem 4.1, we can prove Eisenstein criterion. In fact, if we choose φ and B as in the proof of Theorem 3.3, then all the conditions of Theorem 4.1 are satisfied.
The following result may be proved by the same method as the original proof of Eisenstein criterion. However we prove this by using the main result of [4] . The following rather well known result [3, Exercise 18 .11] may be proved by the same method as the original proof of Eisenstein criterion. However we prove this by using the main result of [4] . Corollary 4.2. Let A be a Noetherian ring and let f (X) = a n X n +a n−1 X n−1 + · · · + a 0 be a polynomial of degree n ≥ 1 in A [X] . Let p be a prime ideal of A and assume
Proof. We let B = A p /pA p and let φ be the composition
Then the conditions of Theorem 4.1 are satisfied. Hence f (X) is irreducible in A[X].
In order to further generalize Eisenstein criterion we will use the following fact which should be well known. 
In particular we have
Proof. One can check (i) easily and (ii) follows from (i).
The following theorem can be viewed as a generalization of Eisenstein criterion.
Theorem 4.4. Let A be a commutative ring and B be a Noetherian ring and let
We will show that this is not the case. Let M 1 be the m × m matrix on the upper left corner and M 4 be the n × n matrix on the lower right corner. And let M 3 be the n × m matrix on the lower left corner and finally let M 2 be the m × n matrix on the upper right corner. Hence R(φ(f ), φ(g)) can be written as
First suppose B is a field. We want show that R(φ(f ), φ(g)) has rank > n. Obviously the rank of
M3 M4 is the same as the rank of
by Lemma 4.3. Let's look at the lower left corner
where * denotes the entries in which we are not interested. We know that M On the other hand, we know that M 1 is an m × m invertible matrix. Hence the rank of
is bigger than or equal to m + k + 1 which is > n. Thus the rank of R(φ(f ), φ(g)) is > n. As we contended. which is nonzero sinceā n is a unit andb 0 is of nilpotency > k + 1.
Remark. Again Eisenstein criterion can be deduced from Theorem 4.4 with k = n − 1. In fact, if g is a divisor say f = gh, then we may assume p g(0). (For otherwise reverse the role of g and h.) Choose B = A/(p) (if A is not Noetherian, then we may have to localize as we did before) and φ to be the natural map A → B. Now the theorem asserts that f has no factor of degree ≥ 1.
Corollary 4.5. Let A be a commutative ring and B be a Noetherian ring. Let f (X) = a n X n + a n−1
and the possible nonzero entries are in the first m rows. And M 2 is of the form + ν 0 for some nilpotent element ν 0 . Sinceā n is a unit and b 0 is not nilpotent we see that the determinant is nonzero.
