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Abstract 
In this report we study the supremum distribution of a general class of Gaussian processes {Xt : t 2 0 )  
having stationary increments. This distribution is directly related to the steady state queue length 
distribution of a queueing system, and hence its study is also important for various applications includ- 
ing communication network analysis. Our study is based on Extreme Value Theory and we show that 
log P ( { s ~ p ~ : > ~  Xt > x)) + asymptotically grows at most (on the order of) log x, where m, corresponds 
to the reciprocal of the maximum (normalized) variance of Xt. This result is considerably stronger than 
the existing results in the literature based on Large Deviation Theory. We further show that this im- 
provement can be critical in characterizing the asymptotic behavior of P ( { s ~ p ~ > ~  Xt > x)). The types of 
Gaussian processes that our results cover also include a large class of processes that exhibit self-similarity 
and other types of long-range dependence. 
1. Introduction 
In this report, we study the supremum distribution of a Gaussian process having staticlnary increments. 
In general, a stochastic process {Xt : t 2 0) is said to have stationary increments if the distribution of 
Xt+, - Xt depends only on the time difference r, and not on t. The study of the supreinum distribution 
(the distribution of sup, Xt) of stochastic processes with stationary increments has received a lot of interest 
in large pa:rt because of its direct relation to the steady state queue length distributis~n of a queueing 
system (e.g. see 13, 12, 14, 181). Consider a queueing system, such as the one shown in Figure 1.1. Let At 
be defined in such a way that At - A, is the amount of fluid that arrives into the system during the time 
interval (s, t]. Similarly, we define Mt to be a function o f t  such that Mt - M, is the maximum amount of 
fluid that can be served during the time interval (s, t]. Then assuming that the queue is empty a t  t = 0, 
Qt, the amount of fluid in the system (workload) a t  time t can be expressed as 
Qt = sup (Nt - N,) , 
o<s<t 
where Nt :== At - Mt (see for example [12, 141). 
If we assume that At and Mt are independent stochastic processes with stationary j.ncrements, then 
P({Qt > x)) = P ({ SUP (Nt - N,) > x 
o<s<t 
Hence, P((Q > x)) := limt+, P({Qt > x)) = P ({sup,,, (No - N-t) > x)) . So if we define Xt := 
No - N-t, then {Xt : t 2 0) is a stochastic process with stationary increments, and P({Q > 2)) = 
P ({sup,,, Xt  > 2)) .  For notational simplicity, henceforth, we denote (w)@ := supeEe we, where the 
index s e t 8  will be omitted when it covers the entire domain on which we is defined. 
A large body of the work devoted to the study of the supremum distribution has focused on the 
asymptotic tail behavior of this distribution; i.e., the asymptotic behavior of P({(X) > x)) (or equiva- 
lently P({Q > 2))). The theory of Large Deviations has been widely used providing very general and 
elegant results on the asymptotic behavior of logP({(X) > x)) [5, 11, 121 (see [lo] for rnore details about 
general Large Deviation techniques). For example, in [12], using Large Deviation techniques, it has been 
shown for a large class of stochastic processes that 
logP({(X) > x)) "2, -VX, 
where the asymptotic decay rate, 77, is a positive constant that can usually be fourtd in closed form, 
and f (x) "2- g(x) means that for any E > 0, there exists an x, such that for all x > x,, f (x) lies in 
the (closed) interval enclosed by (1 - ~ ) g ( x )  and (1 + ~)g(x) .* However, for many important types of 
processes, such as self-similar or other long-range dependent processes [4, 131, the tail probability may 
not be exponential, and more generally, even the above result may not hold. To address this problem, 
in [ l l ] ,  the tremendous generality of Large Deviation techniques was exploited, and the above result was 
extended through an elegant scaling technique to obtain 
logP({(X) > 2)) "2- -9(x), (1.3) 
'This is ;t more general definition of similarity (-) than the typical definition given by lirn,+, gj = 1. Note that with 
the new definition, the similarity between two functions f (x) and g(x) can be well defined, even when there are arbitrarily 
large values of x for which f (2) = g(x) = 0. 
Infinite Buffer 
Figure 1.1:  A fluid queueing system with an infinite buffer and a server. 
where q(x) is some increasing function of x, which may not be linear in x. Since q(x) can be obtained 
in a simple form for many different types of processes, including many self-similar processes, this result 
has acce1e:rated recent progress in studying the queueing behavior of network traffic. However, the great 
generality of the results based on the Large Deviation techniques do come at a cost: poor "resolution." 
This is because the similarity relation given by (1.3) captures only the leading (most rapidly growing) 
term of log;P({(X) > x)). For example, if q(x) = x satisfies (1.3), then so does q(x) = x t & ,  even though 
it is a very different function of x. Therefore, approximations for B({(X) > x)), based on (1.3), should 
be used with some caution, since (1.3) provides relatively weak theoretical support to the asymptotic 
behavior cd these approximations. In order to address this difficulty, our objective ill this report is to 
focus on (;aussian processes, including many types of long-range dependent processes, and develop a 
considerat'ly stronger asymptotic relation. 
Recently, Gaussian processes have received a lot of attention for the modeling and arlalysis of queueing 
behavior in high-speed networks [I,  6, 7, 8, 9, 15, 161. There are many reasons for this. Due to the huge 
link capacity of high-speed network, hundreds or even thousands of network applications are likely to 
be served by a multiplexer. For example, an OC - 3 line (155.52 Mbps) can accommodate over 7700 
typical voice calls at a link utilization of 0.8. An OC - 12 line (622.08 Mbps) can a.ccommodate over 
300 MPEG-1 (1.5 Mbps) video calls at  the same link utilization. The company FORIS Systems already 
sells commercial ATM switches that support OC - 12 lines, and ATM networks with OC - 24 (1.2 Gbps) 
lines are already operational (at Cambridge University, for example). Also, switches supporting link 
capacities of several gigabits-per-second (and higher) are on the horizon, all of which. suggests that by 
appealing to the Central Limit Theorem, we can accurately characterize the input process as a Gaussian 
process.+ Moreover, when a large number of sources are multiplexed, characterizing the input process with 
traditional Markovian models results in computational infeasibility problems [17] that are not encountered 
for Gaussian processes. Finally, recent network traffic studies suggest that certain types of network traffic 
may exhibit self-similar or more generally asymptotic self-similar type of long-range d~ependence [4, 131, 
and various Gaussian processes can be used to model such processes. 
We assume that {Xt : t > 0) is a Gaussian process with stationary increments such that Xo = 0, and 
define n :=: -F and ut := Var{Xt). Since Xt is Gaussian, B({Xt > x)) can be expressed in terms of 
.2 
ut, n, and the standard Gaussian tail function *(w) := 1 Sum e-Tdz, as & 
P({Xt > x)) = * ("Zt) - . 
Assuming -that 3 + 0 as x + oo, it is not difficult to see that should attain its maximum value 
a t  some finite t = t,, and therefore, the probability P({Xt > x)) is also maximizecl at  t = t,. The 
t In earlier studies with traffic modeling we have empirically found that, typically, a couple of hundred multiplexed sources 
are sufficient for the traffic to be modeled a s  a Gaussian process [6, 7, 81. 
qualitative statement "rare event take place only in the most probable way" (e.g. see :11]) suggests that 
P({XtZ > x)) = sup, P({Xt > x)) should be a good lower bound approximation for P({(X) > x)), 
and in fact similar ideas have already been used in different ways to analyze and approximate the tail 
probability [6, 11, 121. In [6, 91, we provide a rigorous asymptotic result that theoretically supports the 
above qualitative statement (this result is both generalized and strengthened by Theorern 1 in this report). 
Also, in [B, 91, for a fairly large class of Gaussian processes where the tail probability. is asymptotically 
exponential, i.e., P({(X) > x)) N Ae-qZ, we have obtained a tight upper bound to the asymptotic 
constant A (note that q in this equation is the same as in (1.2)). In the course of that study we found 
that rn, ::= (the reciprocal of the maximum value of (,:,),) contains important information 
about the shape of the tail probability curve, and that e - y  asymptotically bounds the tail probability 
from abov's. For the class of Gaussian processes considered in [6, 91, we also found through an extensive 
simulation study using importance sampling, that e - 9  provides a very accurate e~~t imate  of the tail 
probability over a wide range of queue lengths x, including small values of x. 
In this report, we consider a more general class of Gaussian processes, including a large class of 
long-range dependent processes, to  show that 
log P({(X) > 2)) + 7 E O(l0g x), 
where O(j'(x)) denotes the set of functions g(x) such that limsup,,, 1 f(z) < m. Observe that (1.4) 
characterizes logP({(X) > x)) in much more detail than (1.3). Further, (1.4) suggests that the asymptotic 
behavior c,f logP({(X) > x)) is very similar to that of -?, and that the difference between them is 
asymptotically either a constant (as found in [6, 91 in a more restrictive setting) or a very slowly growing 
function of x. Therefore, (1.4) provides more information on the asymptotic behavior of P({(X) > x)) 
than (1.3), and suggests that the simple approximation e - 9  can be used to estima.te P({(X) > x)), 
even for long-range dependent Xt. In Chapter 4, we will show that the improvement from (1.3) to (1.4) 
can be critical for the accurate characterization of the tail probability. 
The rest of this report is organized as follows. In Chapter 2, we provide basic definitions and conditions 
that will t)e extensively referred to throughout this report, and we derive a few preliminary results. In 
Chapter 3 ,  we derive the two main theorems of this report. In Chapter 4, we provide a, useful result (our 
third theorem) that characterizes the asymptotic behavior of ? in detail, and provitles further insight 
into the asymptotic behavior of the tail probability. 
2. Preliminaries 
Throughout the report we assume that {Xt : t 2 0) is a Gaussian process with stationary increments, 
such that Xo = 0, rc = -- > 0, and vt = Var{Xt) is continuous and twice differentiable. We define 
$(t) := lo,gvt and := limt+, (we assume that the limit exists). It should be noted that from the 
stationary increments property P cannot be greater than 2. We assume that P E [I, 2) which covers the 
majority of non-trivial Gaussian processes with stationary increments. We next list a few conditions on 
vt (and $~:t)) which will frequently be referred to throughout this report. 
lim t$'(t) = P. 
t+m 
lim t2$"(t) = -P. 
t-+m 
vt '2' s t P  for some S > 0. 
vt limsup - < m .  
tJ.0 tP 
Conditions (cl)  and (c2) are a direct result of the definition of P, (i.e., P := limt,., u) log t as long as 
L1Hospital's rule can be applied. To elaborate, differentiating both numerator ($(t)) and denominator 
(logt), we get the left hand side of (cl).  Now if the limit in (cl) exists, it must esqual P. Similarly, 
differentiating twice we get the negative of the left hand side of (c2). Hence, if the limit in (c2) exists, it 
must equal to  -P. Condition (c3) is closely related to the self-similarity of Xt, i.e., if Xt is (asymptotically) 
self-similar, then (c3) holds for some P > 1 (for more about the self-similarity and its origination, see [13] 
and references therein). Also, a fairly general class of long-range dependent Xt satisfies (c3) for some 
p > 1. :Here it should be noted that strict second order self-similar Gaussian processes, i.e., Fractal 
Brownian motion processes, constitute but a very small subset of the long-range dependent processes 
covered by (c3) with P > 1. Condition (c4) is about the behavior of vt around t = 0, aind will be satisfied 
if vt decreases as fast as, or faster than tP as t 4 0. In particular, when Xt is expressecl as the integral of 
a stationary Gaussian process, (c4) holds with any P 5 2. 
The parameter P in our definition is directly related to the well known Hurst (or self-similarity) 
parameter H by p = 2H. Also, the empirical estimate of P has been popularly used to observe the self- 
similarity in various types of network traffic and to calculate the corresponding Hurst parameters [4, 131. 
We begin our analysis by introducing the following proposition that tells us that t,: is asymptotically 
a linear function of x. hmember  that t, is the index a t  which *2 attains its maximum. 
Proposition 1 Under hypothesis ( c l ) ,  
Proof of Propos i t ion  1: From the definition of t,, it is also the index at which & attains its 
maximum. Note that & t vt, as x i m .  Since vt increases to infinity as t increases, this implies 
that sup,;,, & t m ,  as x i m .  If we assume that lim inf,,, t, = o < m ,  then there exist 
arbitrarily large values of x such that 5 vt. 5 sup,,. vt < m .  Since this contradicts the fact 
that s3 = suptlo &* t m as x i m ,  t, should go to infinity as x increases. 
Since log + is differentiable wherever vt > 0, and since t, should be a local inaximum point of 
log + that lies in the open set {t : vt > 0), t, must satisfy 
This equation can be rewritten as 
x - 2 ---- 1. 
Kt, tX$'(tX) 
Since we know that t, -t m as x -t m, it follows from (cl) that - 1 "7" y. Thus, the 
proposition follows. Q.E.D. 
I t  should be noted from the proof of Proposition 1 that even if there may be multiple indices at which 
+ attains its maximum, Proposition 1 holds for any choice of t,, among these indices. In fact, all 
the following results in this report are independent of the choice of t,. Also, as will be shown in the 
following chapter, under certain conditions, t, becomes unique as x increases. 
The ntxt proposition gives us the asymptotic behavior of m, = = 1/ (suptlo +), and 
is derived using Proposition 1. 
Proposition 2 Under hypotheses ( c l )  and (c3), 
Proof of Proposition 2: Under (cl),  it follows from Proposition 1 that (x + "2" f i .  Also, 
2 -0 
from (c3) and Proposition 1, we know that vt, .Zrn &. Therefore, 
Q.E.D. 
For convenience, we define a stochastic process {Y,(=) : t 2 0) for each x > 0, as 
From the definition of Y , ( ~ ) ,  it directly follows that for all x > 0 and t 2 0, 
Xt > x if and only if YEt > Jm,. (2.2) 
Therefore, P({(X) > x)) is equal to P({(Y(~))  > 6)). This is important because we will study the 
supremum distribution of Xt through Y,'"). One can easily verify that &(") is a centered (zero mean) 
Gaussian process, and its variance and autocovariance can be obtained in terms of vt as 
mxvzt 
u:,~ := var{Y,(")) = 
x2(t + 1)2 ' and 
(since, from the stationary increments propl~rty, 
Cov{Xt, Xs) = ; (vt + U s  - ~ , t - ~ ~ ) ) .  
From the definition of m,, note that u:, attains its maximum value of 1 at Ex := gt,. We now state a 
result frotn the Extreme Value Theory for Gaussian processes which we use to derive our main results in 
the following chapter. 
Theorem A (Theorem 5.2 in [2]) Let { i e  : I3 E O )  be a centered Gaussian p;rocess, and a2 := 
supeEe Va.r{<e). Also, define a pseudo-metric d o n  8 as d(1311 02) := d w 1 ) 2 ) ,  and let N(6) 
be the m i ~ z i m u m  number of closed d-balls of  radius 6 needed to  cover O. If there exist C ,  a, and E,  such 
that N ( E )  5 C C - ~  for a11 E 5 f a ,  then  for all 6 > 0, there exist K and x, determined 15y 6, C ,  a, and E,, 
such that 
I P ( { ( ~ )  > x ) )  5 KX~+'+'Q (E) , for all x > x,. 
3. Main Results 
The first theorem in this chapter is an improved version of Theorem 4 in [9]. Informally, this theorem 
shows us how the tail probability P({(Y(")) > 6)) will become concentrated around L, as x increases. 
Theorem 1 Let S > 0 and Ex := [ix - x V t b  9 i x + x V + &  ] . Then, under hypo the st:^ (el)-(cd), 
lim P({(Y("))E~ > 6)) = 1. 
x+m P({(Y(")) > 6)) 
Proof of Theorem 1: To prove the theorem, it suffices to show for arbitrary small S > 0 that 
where Ez is the complementary set of Ex. Hence, we assume that b E (O,?) (that is, the width of Ex 
decreases to 0, as x + m )  and show (3.1). 
From (c3) and (c4), there exists a constant G > 0 such that vt 5 G ~ O  for all t 2 0. Let T := 
, then from Proposition 2 we have 
4GTp , < a. Hence, However, :from the definition of T ,  we know that spP(2-p)2- 
1 
(~:)[O,T] I 5 for all sufficiently large x. (3.2) 
On the other hand, it follows from (cl) and (c2) that when x is sufficiently large, for all t 2 T,  
x x c1P 
- $ I  ( t )  5 and 
K 
x2 c2P 
2 1 + a  where cl == > 1 and c2 = < 1. Rom these inequalities, it can be verified that for all 
2 p + y  
sufficiently large x, 
d <- - -  <O f o r t ~ [ s , m ) , a n d  dtlogo:,t = %$l  ( f t )  - - 
t + 1 -  t t + 1 -  (3.3) 
d2 x2 2 c2P 2 - -$ I1  (Et) + ---- - logo:,,  <--+- 
dt2 IC2 IC (t + 1)2 - t2 (t + 
2 Hence, from (3.2), (3.3), and (3.4), we know that for all sufficiently large x : logo,,, 5 - log2 on [O,T], 
log o:,, is non-increasing on [G, m), and is concave with & logo:, 5 -A on [T,@], where 
A : = a e - s > o .  Also, note from Proposition 1 that & = :t, '7, $5. Therefore, we 
have Ex c [T, e] for all sufficiently large x. All these facts together with the fact that [log o:,,],=& = 
log(u:) = 0 (from the definition of m,) and [$ log = 0 (since a:,, attains positive maximum at  
t = L), implies that 
(0: ) E: = m a  {u2 U2 ,,t,-zV+6' ,,t2+,W+6 
,T+" 
I ex, (1 i' A d S d t )  
A,@-2+26 5 e - 5  for all sufficiently large x. 
Now, for each x > 0, let d(,) be a pseudo-metric on [0, m) defined by 
If we assume t > s ,  then 
Jm,(XEt + xt) Jm,(XEs + xs) 
d(,)(t, s )  = + { ( %(t + 1) - x(s + 1) )'I 
Jm,(X:t + xt) Jm,(X$, + xs) I.{( x ( t + l )  - x(t + 1) )' i 
tl-Csf Now, note that 'T J& from Proposition 2 and & + 5 2 for any t,  s > 0. 
Therefore, if we let M := G 8\IsPq(2-P)2-0, then it follows from (3.6) that 
e d(,)(t, s) 5 Mlt - s(2 , when x is sufficiently large. (3.7) 
Hence, if j3iX)(t) denotes the closed d(,)-ball of radius E centered at t ,  then (3.7) implies that when x is 
large enough, 
E 1 
[t - ( t ) t , t  M + (M)@] c ~ i ~ ) ( t )  for any t > O. (3.8) 
In addition, it follows from Proposition 2 that m, 5 s$~I_"i;l-, for all sufficiently l i ~ g e  x. Hence, for 
all sufficieintly large x, we have 
Therefore, 
[M* € - A ,  m )  c B!,)(O) for all sufficiently large x. (3.9) 
Now, let N$)(E) be the minimum number of closed d(z)-balls of radius 6 needed to cover E c [0, m) .  
If we let [wl denote the smallest integer larger than or equal to w, then when x is sufficiently large, it 
follows from (3.8) and (3.9) that [MAE-& / (8) $1 = [ M h r - h ]  closed dr)-balls of radius 
6 centered a t  0, (6) $ ,  2 (&) , . . . , (&) a ,  will cover 10, a!). Hence, we have 
M h e - h  < M h e - h  + 1, for sufficiently large x. (3.10) 1 - 
Further, from the triangle inequality, it is easy to see that 
N )  < N ( )  for any E c [0, m) .  (3.11) 
Therefore. from (3.10) and (3.11), we have 
 AT&)(^) 5 ~ l ( a : ) )  (:) 5 2 h  M& 6 - h  + 1, for all sufficiently large x. (3.12) 
By applying Theorem A to { Y , ( ~ )  : t E E:), it follows from (3.5) and (3.12) that there exists a constant 
K > 0 suc:h that 
~(:{(Y("))E: > 6)) 5 Km. , for all sufficiently large x. 
On the other hand, since ~ a r { % f ) )  = (o;) = 1 (from the definition of m,), we have 
P({(Y'"') > 6)) > ~((5:) > 6)) = * ( 6 ) .  
Hence, frcm (3.13), (3.14), and the fact that 
w2 1 --
*(w) -e 2 (see [2, page 42]), 
f i w  
it follows that 
4 
Krn,P'2-P'* 
P({(Y(~))E: - > Jm,)) 
I 
(+) 
(for all sufficiently large x) 
p({(y(=)) > Jm,)) *(&I 
A P-2+26 z+m A,P-2+2d 2-,m 
Since 1 - e-7, - axP-2+26, 2 we know from Proposition 2 that (1 - e-7 )m, N 
~ A I C ~ Z ~ '  ( I C  ) po X P  A from Proposition 2 and that spP(z-p)r.a. Further, note that m,& .zm sPP(2-p)2- 
A ,P-2-+26 =+m 
2e-7 + 2. Therefore, the right-hand side of (3.16) goes to 0 as x + m and (3.1) follows. 9. E . D . 
If we rewrite Theorem 1 in terms of conditional probability as 
lim P ( { ( Y ( " ) ) ~ ~  > & ( ( Y ( ~ ) )  > 6 ) )  = 1, 
z-+00 
then its inlplication becomes more evident. Note that if we choose 6 small enough, the size of the interval 
E, around & decreases to 0 as x increases. Hence, (3.17) tells us that the rarer the event becomes, the 
more the event concentrates around the most likely time i,. Therefore, Theorem 1 car1 be interpreted as 
a rigorous verification of the statement "rare events take place only in the most probable way." Further, 
Theorem 1 more directly explains why the lower bound P({Xt2 > x)) = P({Q2 > ,lm,)) = Q(&) 
tightly bounds the tail probability P({(Y(~))  > Jm,)) = P({(X) > x)). In our previons research [6, 7, 81, 
we have numerically investigated the accuracy of this lower bound as an approximation to P({(X) > x)) 
under a m.ore restrictive setting; i.e., when Xt can be expressed as 
where tt ii3 a stationary Gaussian process with negative mean and absolutely integrable autocovariance. 
There, we have found that the lower bound is fairly accurate and matches the curve of P({(X) > x)) over 
a wide range of values of x. Further, in [6, 91, we have shown that e - y  provides an asymptotic upper 
bound to P({(X) > x)) and approximates the tail probability as accurately as the lower bound.' Note 
that it can be easily verified that the absolute intergability of the autocovariance of <, in (3.18) implies 
that the corresponding value of P should be equal to 1. In other words, our previous results do not cover 
the cases when Xt exhibits long-range dependence. However, since Theorem 1 is valid for a more general 
class of processes Xt, including those exhibiting long-range dependence, we expect that both the lower 
bound Q(&) and the asymptotic upper bound e - 7  will accurately approximate the tail probability, 
even for long-range dependent Xt. In the next theorem, we obtain an important asymptotic property of 
P({(X) > x)) that supports this conjecture. 
Theorem( 2 Under hypotheses (c1)-(cd), 
1 m, 1 
- m  < lim inf - (logP({(x) > x)) + -) < limsup - (logP({(x) > x)) + 7)  < m .  
,-+a logx 2 Z-+W logx 
Proof of Theorem 2: From (2.2), it suffices to show the theorem with P({(X) :> x)) replaced by 
V { ( Y ( ~ ) )  > fill .  
It has already been shown in (3.10), that N ~ L )  (6) 5 M* 6-* + 1 ( M  == 8 4 x 1  
for all sufficiently large x. Also, from the definition of m,, we know that (02) = 1. ~he:refore, by applying 
Theorem .A to { K ' ~ )  : t E [0, m)) ,  it follows that there exists a constant K > 0 such that 
P ( 2 - 0 )  g 
P({(y(")) > 6)) < KmZL (6) for all sufficiently large a. 
Hence, we have 
m, 4 5 l o g K +  m, l o g P ( { ( ~ ( ~ ) )  > 6)) + T log m, + log !4 ( 6 )  -k
P(2 - P) 
(for sufficiently large x) 
N 
z m  
- 2P + P2 logx (from (3.15) and Proposition 2). 
2P 
Therefore, it follows that 
1 
limsup - log^({(^(^)) > 6)) + F) < m .  
,-+a logx 
'Note from (3.15) that e - 9  is not very different from Q(m. 
In order to show the liminf part, consider the lower bound given by (3.14). In other words, from 
(3.14) we have 
~ O ~ P ( { ( Y ( ~ ) )  > 6)) + 7 t log B (6) + 7
z-+m -- -3 log x (from (3.15) and Proposition 2). 
2 
Therefore, it follows that 
1 
liminf - (~o~P({(Y(")) > &)) + 7)  > -co. 
logx 
Q.E.D. 
Note that (1.4) in the introduction is a compact form of Theorem 2. The Theorem suggests that -? 
should be a good estimation of logP({(X) > x)) = logP({(~("))  > 6)) in the sense that the error 
could at most increase as (the order of) log x. In other words, 
where T(X;I := logB({(X) > x)) + E O(1ogx). 
We next relate our result with existing Large Deviation results. Note that the leading term of m,, 
by itself, s.atisfies the Large Deviation relation (1.3), i.e., from Proposition 2 and Theo'rem 2, we have 
The right hand side of the above relation has been obtained for the specific case of Fractal Brownian 
motion [16], and we believe is can also be obtained in greater generality by using the results in [ l l ] .  If 
2nPxZ-P we define j?(x) := logP({(X) > x)) + SPP(2-p)2-~ ,  then the tail probability can also be written as 
Further, it follows from (3.20) that R(x) E o(x2-P) where o(f (x)) denotes the set of functions g(x) such 
that lim,,, (%I = 0. Since O(X'-~) is a much larger set than O(logx), as mentioned in Chapter 1, (1.4) 
characterizes the asymptotic tail behavior in much more detail than (3.20), and therefore, significantly 
improves upon the resolution of (3.20). As will be illustrated in the following chapter, this improvement 
can be crit:ical for accurately characterizing the asymptotic behavior of the tail probability. For example, 
consider the two approximations 
P({(X) > x)) = e - 9  and 
- 2KPz2-P 
P({(X) > x)) = e S P P ( ~ - P ) ~ - @ ,  
naturally suggested by (3.19) and (3.21), respectively. From the definitions of T(X) and R(x), ef(") and 
eR(") can be viewed as multiplicative factors that cause the error (i.e., its deviation from 1 reflects the 
inaccuracy of the approximation) of the above approximations (3.22) and (3.23), respectively, since 
Note that the multiplicative factor in (3.22) can increase (or decrease) at most as a power of x (e.g. on 
the order of x: or $), while that of (3.23) can increase (or decrease) as an exponential function of x 
(e.g. on the order of e f i  or e - ~ ~ ) .  This indicates that we can significantly reduce the error possibility 
by using (3.22) instead of (3.23)) for Gaussian Xt. 
As mentioned earlier, the uniqueness of t, (or &) is not a major issue in this report because all the 
results are valid for any choice of t, when there are multiple indices where & attains its maximum. 
However, from a practical viewpoint, it may be important to know whether t, is unique or not, and 
how easill. we can find t, and compute the value of m,. For example, when e - 9  has to be computed 
to approximate P({(X) > x)), its accuracy and computation time will be determined by how fast and 
accurately we can calculate m,. Since both t, and m, cannot generally be obtained in a simple closed 
form, search algorithms are likely to be used for the computation oft, and m,. In this case, the following 
proposition guarantees the accurate and fast computation oft,  and m,, for large x. 
Proposit ion 3 Under hypotheses (cl) and (12,621, for all sufficiently large x, log & is strictly concave 
on [el ?#I, and there is a unique index t, where + attains its maximum. 
Proof of Propos i t ion  3: From (3.4), we know that 
d2 - dt2 logu:,, < 0 for t E [$, w] , when x is sufficiently large. 
2 
rnz,lt 
Since we know that = =, the above inequality implies that 
d2 
- log V t  , when x is sufficiently large. 
dt2 (x + 
Therefore, log & is strictly concave on 1%. -1, for a11 sufficiently large x. 
Now, fiom Proposition 1, (,:;) should attain its maximum value in [&,-I for all sufficiently 
large x. However, since log & is strictly concave on this interval when x is large enough, there 
cannot be more than one index in the interval a t  which ( z ~ ; t ) 2  takes its maximum vallue. Therefore, for 
sufficiently large x, the index t, should be unique. Q.E.D. 
Proposition 3 tells us that when x is large, t, and m, can be computed by performing a simple local 
search algorithm starting at &. Although this proposition is valid only for large enough x, according 
to our nu7;aerical studies, local search algorithms usually find t, and m, accurately within a small number 
of iteratio;as, even for fairly small values of x. This is because &z is usually of a distinctly unimodal 
shape even for fairly small values of x. 
In the next chapter we study the asymptotic properties of m, in more detail, and the effect of its 
secondary terms on the asymptotic behavior of P({(X) > x)). 
4. The 1:mpact of Var{X,) on the Asymptotic Behavior of m, and P ( { ( X )  > x)) 
In this chapter we will introduce our third theorem, which relates the asymptotic behavior of Var{Xt) 
to that of nix and B({(X) > x)). We begin with a simple example of Fractal Brownian motion processes, 
a well known and studied set of self-similar processes [16]. 
4.1 Fracltal Brownian Motion Process 
The standard (normalized) Fractal Brownian motion process {B, (~)  : t 2 0) with Hurst parame- 
ter H E [i, 1) is a centered Gaussian process with stationary increments that possesses the following 
properties (161: 
(ii) ~ a r { ~ , ( ~ ) )  = t2H, 
(iii) BiH) is sample path continuous. 
In this section, we study the supremum distribution of Xt := SB,(~)  - tct which is often called Fractal 
Brownian rnotion with negative linear drift. 
From the above properties of Fractal Brownian motion processes, one can easily verify that Xt satisfies 
all conditions (c1)-(c4) with P = 2H. Also, in this case we can compute m, explicitly as 
Therefore, for Fractal Brownian motion processes with negative linear drift, (3.20) car1 be strengthened 
(by substituting (4.1) into (1.4)) to 
2,Px2-P 
R(x) = logP({(X) > x)) + E O(1og x) . SpP(2 - p)2-P (4.2) 
In other words, for Fractal Brownian motion with negative linear drift, the appr~xima~tion based on the 
Large Deviation techniques can in fact be better supported by Theorem 2. Of course, noi;e that in this case 
(3.22) and (3.23) results in the same approximation. Due to this fact, and our numerical studies on the 
zhP2z -P  
accuracy of the approximation (3.22) [6], we expect that e - S p P ( 2 - p ) a - P  will be an accurate approximation 
over a wide range of x. In fact, this approximation has been numerically tested for a Fractal Brownian 
motion process with negative linear drift [16] ,* and turned out to be quite accurate even for small values 
of 2. 
I t  should be noted here that the reason why (3.20) can be strengthened to (4.2) for Fractal Brownian 
motion processes with negative linear drift, is that -9 is not different from the leading term captured 
by (3.20). In fact, since we know r(x) E O(logx), one can easily see that (4.2) holds if' and only if 
Therefore, if (4.3) holds, the approximation (3.23) can be better supported by (4.2), just as strongly as 
the appro:cimation (3.22) is supported by (1.4). 
We next provide a sufficient condition for (4.3) to hold, and show the asymptotic rel.ationship between 
Var{Xt ) and m,. 
'In this paper, the author used the lower bound q to approximate the tail probability. However, 
v 2  
since the Gaussian tail function q(w) was again approximated by e- 7 ,  the resulting approximation. actually corresponds 
arcP::2-P 
to e- S p p F .  
'Ut Theorem .3 Let h(t) := - - 1. Then, under hypotheses (c1)-(cd), if there exzsts a positive constant 
St0 
C such thai! 
t(h'(t)l 5 Clh(t)J for all large t, (4-4) 
then 
Further, if h(t) E ~ ( i ? - ~  logt), then (4.3) holds. 
Proof of Theorem 3: We first obtain several simple asymptotic relations. Let i, := &, then 
through sirnple algebraic steps, (2.1) can be rewritten as 
Further, it follows from the definition of h(t) that 
Therefore, from (cl),  (4.5), (4.6), and Proposition 1, we have 
In addition, it follows from (4.7) that 
t i  = p~,P-~( t , - i , )  
(for some T, between t, and &, from the Mean Value Theorem) 
1-00 N 2pP+1~P+1 
(2 - p)P+Z,P+l h'(t,) (since T, =Zrn &). 
4nBz2-P Now, from the definition of f, and t,, it follows that spP(z-p)z-P = q Z  an,,j m, - . 
St, V t  z 
Hence, we can write 
4,Px2-0 - 
- (5 + ~ t , ) '  (x + ~ t , ) ~  mz - - 
SPP(2 - ,q2-fl 'Ut, st: 
- (x + ~ t , ) '  - (5  + ~ t , ) '  (x + ~ t , ) '  + 
'Ut* st! st: 
- (5  + ~ t , ) '  + (5 + ~ t , ) '  - (X + 
sit sif sic 
- (5 + ~ t , ) ~ ( ~ t {  - vt,) (2 + ~t,)'(if - ti:) + - 
st: 'Ut , sift! 
On the other hand, we have 
(from (c3), Proposition 1, and the definition of h(t)), 
(x + ~ t , ) ~ ( i :  - t:) z, 
N - 
s p q 2  - P)3-0 tzhl(t,) sift: 
(from Proposition 1, (4.8), and the definition of i,), 
and 
(from Proposition 1, (4.7), and the definition of i,). 
Note that (4.4), (4.11), and (4.12) imply that for any E > 0, 
for all sufficiently large x. 
Therefore: it follows from (4.4) and (4.9)-(4.12) that 
Now, ;tssume that h(t) E 0( t0-~logt) ,  then there exists a positive constant c such that Ih(t)l 5 
~ t f l - ~ l o g t  for all large t .  Hence, it follows from (4.13) that for all large x, 
0 - 2  0--210 
Since te-' log t, =zm from Proposition 1, this implies that lr(x) - R(x)l 2 $$ log x for all 
large x. Hence, we have r(x) - R(x) E O(1og x). q.E.D. 
The additional condition over (c1)-(c4) that Theorem 3 requires, is not a very restrictive condition 
since as will be illustrated in the following section, we can usually find a constant C > 0 that satisfies 
(4.4). Thwefore, Theorem 3 not only provides a sufficient condition for (4.3) to hold, but also shows how 
the asymptotic behavior of vt is is related to that of m,. Let ut be the auxiliary terrn of vt other than 
the leading term StP; that is, vt can be written in terms of ut as 
vt = s t 0  + u,. 
~ + O D  
Further assume that ut ct^( for some y E (0, P) and c # 0. From the definitions of h(t) and ut, we 
can then :;ee that h(t) = 3 'zoo st^(-0. Hence, provided that (4.4) holds for some (7 > 0, Theorem 3 
implies that 
m, 2 ~ ~ x ~ - ~  2cK2~-rx2+r-2~ - - 
= T(X) - R(x) =2m - s2~2p-1.(2 - ~ ) 2 + - , - 2 ~ .  (4.14) 2 SpP(2-p)2-P 
In other words, Theorem 3 tells us that asymptotically, the more slowly growing the auxiliary term ut 
21cPx2-0 is, the more -? behaves like -Sp0(2-p)a-P. In this sense, the Fractal Brownian motion process with 
negative linear drift that we have just studied, is an extreme case, where ut = 0 for all t and (4.2) trivially 
holds. Hence, we next consider cases when ut is not identically equal to 0, and show that (4.2) does not 
hold in general. 
4.2 Other Gaussian Processes with stationary increments 
From (4.14), if y E (2P - 2, P), then r(x) - R(x) increases as a power of x, and since r(x) E O(1og x), 
it follows that 
Therefore, :if y E (2P - 2, P), then (4.2) will not hold. Through a simple example, we now show that y 
can, in fact, be greater than 2P - 2. 
Consider a stationary Gaussian process Jt with mean and autocovariance given by 
IE{tt) = -n and (4.16) 
If we define 
~t :=lo tTd7 for t  2 0, 
then one can easily verify that Xt is a Gaussian process with stationary increments that satisfies (c1)-(c4), 
and that 
IE{Xt) = -nt and 
Var{Xt) = 2 Jt sP(P- -7)d7 = ~ ( ( t  + i )p  - 1) - s g t .  
0 2(7 + 1)2-0 
From (4.19), it can easily be verified that ut = vt - St0 '2' -SPt and that th1(t) ';Lm (1 - P)h(t) (a 
sufficient condition for (4.4) to hold for some C). Therefore, we actually have y = 1 > 2P - 2 in this 
case, and it follows from (4.15), that 
Further, from (3.24) note that the approximation (3.23) will involve an error (for large x) roughly on the 
2x2P-1,3-2P 
order of e - ' ~ p ~ P - ~ ( 2 - @ ) ~ - ~ ~  , and may result in significantly overestimating P({(X) > x)). 
To illustrate the error involved in (3.23), in Figure 4.1, we show numerical results of approximations 
28cpz2-0 
e- ~ p ~ ( 2 - p B ~  and e- 9 for P({(X) > s)), when the stationary Gaussian process Jt in (4.18) is specified 
by (4.16) a.nd (4.17) with S = 4, rc, = 1, and ,B = :. As one can see from the figure, the two approximations 
diverge from each other very fast and that their difference increases by nearly 2 orders of magnitude 
while x increases from 10 to 90. Since we know from (1.4) that the tail probability P({(X) > x)) will not 
rapidly diverge from e - y  , this numerical result shows that the approximation (3.23) based on (3.20) 
will eventiially (as x increases) result in a serious error. 
As illustrated through the preceding simple example, the auxiliary term ut can he quite arbitrary. 
Now consider another example: a fluid queue model of a high-speed multiplexer, with an infinite buffer 
and a constant service rate p,  serving L independent stationary Gaussian inputs with instantaneous input 
rate Xfn ) ( ? t  = 1 ,2 , .  . . , L); p represents the bandwidth of the output link, and Xfn)(n = 1,2 , .  . . , L) models 
the packet arrivals from the L different streams being multiplexed. Hence, Nt - N,, the net amount of 
input during the interval (s, t] can be expressed as 
Figure 4.1: Two approximations based on (1.4) and (3.20) for P({(X) > x}), when Xt is defined by 
(4.18), and tt is a stationary Gaussian process with IE{tt} = -1 and COV{[~,[~+,) = $ ( ) T I  + I)-$. 
Also, from (1.1), the tail P({Q > x)) of the steady state queue length distribution is the same as 
P({(X) > x)), where {Xt : t 2 0) is defined by Xt := f t  EL, A?) - pdr. Note that the variance of 
Xt can be expressed in terms of the autocovariance Cn(r)  := COV{X:"), A,(;!) of L input processes as 
In other v~ords, vt is composed of L terms, each of which is determined by the autocovariance of the 
t+m corresponding input process. If we assume that 2 g ( t  - r)Cn(r)dr  -  to- for ,some Sn > 0 and 
t + m  ^ - 
E [1,2), one can easily see that vt - SltPl, where ill = max{Pl, P2, . . . ,DL) and s1 = Eln dl) Sn. 
Therefore, if the values of Pn are not identical, the leading term ~ l t P 1  of vt will capture only the terms 
in (4.20) that increase on the order of tB1, and hence ut is likely to increase on the ordtsr of tB2, where b2 
is the second largest value among {PI, p2,. . , PL). If b2 is greater than 2b1 - 2 in this case, then from 
(4.15), R(.c) will grow on the order of x2+fi2-281, and the approximation (3.23) will be poor for large x. 
The fa,st growth of network bandwidth has resulted in the proliferation of a number of new network 
applications, which, together with classical network applications, generate many different types of network 
traffic. Further, empirical studies on these various types of network traffic suggest that many of them 
will exhibit different kinds of long-range dependence and/or self-similar behavior. As illustrated in the 
previous example, under this heterogeneity, the Large Deviation result (3.20) may not be precise enough 
to capture the queueing behavior of the network traffic, and an approximation like (3.23) should be used 
with caution. 
In contrast, (1.4) considerably improves the resolution of (3.20), and naturally leads to the approx- 
imation (9.22), which will not rapidly diverge from P({(X) > x}). Therefore, we hope that the results 
in this report will be important in better understanding the behavior of the supremum distribution of 
Gaussian processes with stationary increments, and in analyzing in the queue length distribution for 
heterogeneous types of network traffic. 
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