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Let functions ( ) ( )j j0 x xn,...,  be smooth enough and constitute a Chebyshev system on the 
interval ( )a b, . Let us consider a generalised polynomial on that system: 
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Denote the approximations of the k th iteration zeros of (1) with x xk m
k
1
[ ] [ ], ..., .  
The polynomial ( )f x  can be represented up to a multiplier constant in the following 
determinant form: 
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For simultaneous extraction of the roots of equation f x( ) = 0  we will apply the following 
iteration formula:  
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Comparing this iteration formula with (13) which we have obtained in our earlier work [3,7], it 
can be seen that the new formula (3) requires the evaluation of only ( )¢f x  instead of 
( )( )f xia  as in (13). Method (3) is simpler than (13) and nevertheless retains its cubic 
convergence. Besides, the proof of the theorem in [3] is quite complicated. Here we apply a 
new approach in the theoretical treatment of iterations, which leads to a considerable 
simplification of the proof of convergence. This formula is a generalization of the iteration 
formulas of Ehrlich [1] and Obreshkoff [4].  
 -  2  -
Definition. For the functions ( )p x j  and ( )q x j  we will write 
( ) ( ) ( )p x q x x x j mj j j jkº - =mod , ,[ ] g 1  ( ( )p x j  comparable with ( )q x j  modulo 
( )x x j mj jk- =[ ] , ,g 1 ), when the difference ( ) ( )p x q xj j-  can be represented as 
( )h x x j mj jk- =[ ] , ,1 , where the function ( )h y j ,  ( y x xj j jk= - [ ] ) whose derivatives of 
order up to g - 1 are equal to zero when y j = 0 . 
At g = 1 by expanding the function ( )h y j  in a Maclaurin’s series to terms of the first order 
with respect to y j  we obtain 
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As an example, we will show that  
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The second row of Q xi ( )  we represent in the following way  
( ) ( ) ( )[ ] ( ) ( ) ( )[ ] ( ) ( ) ( )[ ]( )j j j j j j j j j0 1 0 1 0 1 1 1 1 1 1 1 1 1 1x x x x x x x x xk k n n k n+ - + - + - =[ ] [ ] [ ], ,...,  
( ) ( ) ( )( )j j j0 1 1 1 1x x xn, ,..., + ( )( ) ( )( ) ( )( )( )¢ - ¢ - ¢ -j x j x j x0 0 10 1 1 1 1 10 1 1 10 1 1,, [ ] , , [ ] ,, [ ], ,...,k k k k n n k kx x x x x x .  
From which we see that ( ) ( ) ( )Q x Q x x x i mi i kº - =, [ ]mod , ,2 1 1 1 . The quantity ( )Q xi,2  
is the determinant ( )Q xi  in which the second row is replaced by ( ) ( )( )j j0 1 1x xn,..., .  
Analogously we find that ( ) ( ) ( )Q x Q x x x i mi i kº - =, [ ]mod , ,3 1 1 1 , where ( )Q xi ,3  is 
( )Q xi ,2  in which the third row is replaced by ( ) ( )( )¢ ¢j j0 1 1x xn,..., . Following this procedure we 
find that ( ) ( ) ( ) ( )Q x f x x x j m i mi jk jiº - = =a mod , , , ,[ ] 1 1 . Analogously we verify the 
formula ( ) ( )( ) ( )¢ º - = =+Q x f x x x j m i mi jk jia 1 1 1mod , , , ,[ ] . 
We transform formula (3) to get 
(5) ( ) ( )[ ]x x x x i mi k i i k i k[ ] [ ] [ ] , , ,+ -- = =1 1 1F Y  
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(6) 
( ) ( ) ( ) ( )[ ] ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
F
Y
( )
.
x x x f x f x Q x x x f x Q x
x f x Q x f x Q x
i i i i i i
i i i
= + - ¢ - - - ¢
= + ¢ - ¢
a a
a
1
1
 
From (6) it is immediately verifiable that   
(7) ( ) ( ) ( ) ( ) ( ) ( )¢ = ¢¢ = = = =-F F F Fx x x xi i i ii i... a a1 0 . 
It follows from (4) 
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Therefore from (8), we have  
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It follows from (7) and from Taylor’s formula that 
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Analogously, we find ( ) ( ) ( )¢ = = =-Y Yx xi ii... a 2 0  and 
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We substitute (10) and (11) in formula (5) and obtain  
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Thus method (3) has a third order of convergence. 
In the particular case when ( )js sx x s n= =, ,1 , i.e. ( )f x  is of the kind 
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coincides with the finding in [2,6,7]. 
Example. We will compare the newly found generalization (3) with that obtained by formula 
[3,7] 
(13)
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From the base system of functions ( ){ }1 3 12 2 1, , sin ,exp( ),x x x x- + -  a generalised 
polynomial is constructed having x1 05= - .  and x2 3=  as its double zeros. 
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 method (3) method (13) 
k x k1
[ ] x k2
[ ]  x k1
[ ] x k2
[ ]  
0 -0.4000000000 2.8000000000 -0.4000000000 2.8000000000 
1 -0.5001904855 2.9812593584 -0.5021054 2.9677106 
2 -0.5000000001 2.9999296686 -0.500000081 2.99935 
3 -0.5000000000 3.0000000000 -0.5000000000 2.9999999915 
Numerical experiments were performed applying method (3) and showed absolutely identical 
results (to the 11 th digit) as the generalization of the Obreshkoff-Ehrlich method for extraction 
of multiple roots in the particular cases of algebraic, trigonometric, and exponential polynomials 
[2,7]. 
   Finally we will point out that the method (3) and other methods from this group [5,7,8] for 
simultaneously extraction of all roots of polynomial equations are quite appropriate for applying 
to computers with parallel processors.  
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