Abstract-In this paper, we present a new Linear-Quadratic Semistabilizers (LQS) theory for linear network systems. This new semistable H2 control framework is developed to address the robust and optimal semistable control issues of network systems while preserving network topology subject to white noise. Two new notions of semistabilizability and semicontrollability are introduced as a means to connecting semistability with the Lyapunov equation based technique. With these new notions, we first develop a semistable H2 control theory for network systems by exploiting the properties of semistability. A new series of necessary and sufficient conditions for semistability of the closed-loop system have been derived in terms of the Lyapunov equation. Based on these results, we propose a constrained optimization technique to solve the semistable H2 networktopology-preserving control design for network systems. Then optimization analysis and the development of numerical algorithms for the obtained constrained optimization problem are conducted. We establish the existence of optimal solutions for the obtained nonconvex optimization problem. Next, we propose a swarm optimization based numerical algorithm towards efficiently solving this nonconvex, nonlinear optimization problem due to the strong resemblance between swarm behaviors in nature and the notion of semistability. Finally, several numerical examples will be provided to illustrate the effectiveness of the proposed method.
I. INTRODUCTION
Linear-Quadratic Semistabilizers (LQS) is a generalization of deterministic optimal semistable control proposed in [1] - [3] to the stochastic case in which the stochasticity comes from two aspects: random distribution of initial conditions and stochastic L 2 noises due to sensor noise and exogenous disturbance. LQS also has a similar mathematical formulation as the stochastic LQR control while their differences are apparent. First, LQR control guarantees asymptotic stability of the closed-loop system, that is, state convergence to the origin, while LQS control assures semistability of the closed-loop system. As discussed in [4] , semistability is the property that the limiting state is determined not only by system dynamics, but also by initial conditions, and hence, is not fixed a priori. Thus, LQS is essentially linear-quadratic control with nondeterministic steady-state regulation. Next, LQR assures one unique feedback controller while, on the contrary, LQS allows multiple feedback controllers. Actually LQS may have infinite many solutions due to the initial results for the deterministic case developed in [1] - [3] . Thus, this gap between the nonuniqueness feature of LQS and the uniqueness property of LQR leads to a huge difference in theoretical analysis and control applications of LQS. In this paper, we initiate the first, systemic control-theoretic framework for the LQS theory based on many preliminary results [1] - [3] that we have developed before. We hope this paper will stir a new tide of research attention on LQS and its related control problems for network systems. The motivation of this paper can be illustrated by the following three examples from mechanical engineering, network sciences, and electrical systems, respectively. The first motivating example is a simple mass-damper system. For mechanical systems, semistability characterizes the motion of a rigid body subject to damping and in the absence of stiffness [5] . Such a damped rigid body converges to rest at a Lyapunov stable equilibrium position that is determined by the initial conditions. Specifically, we consider the mass-damper system given by the equation of motion q(t) + cq(t) = 0 with the initial condition (q(0),q(0)) = (q 0 ,q 0 ), t ≥ 0, where q(t) ∈ R denotes the position and c > 0 denotes the viscous damping constant. Clearly the system state (q(t),q(t)) converges to (q ∞ , 0) where q ∞ is the limiting position determined by the initial position. Our control problem here is to design c such that when the initial condition (q(0),q(0)) is randomly distributed, the variance of the weighted convergence error
, where E denotes the expectation operator in this paper and k > 0 is given. The physical meaning for this control design is that we try to attenuate the stochastic effect as much as we can so that the system's response is robust to such an effect. Note that q ∞ is not a fixed point and cannot be predetermined.
The second motivating example is the consensus problem with imperfect information. In many applications involving multiagent coordination and distributed computation [4] , [6] , groups of agents are required to agree on certain quantities of interest. In particular, it is important to develop information consensus protocols for networks of dynamic agents wherein a unique feature of the closed-loop dynamics under any control algorithm that achieves consensus is the existence of a continuum of equilibria representing a state of agreement or consensus. Technically, we consider a multiagent network system consisting of n agents, whose dynamics areẋ i = u i , where x i ∈ R is the state and u i is the control input. The linear consensus protocol can be designed as
where a ij > 0 and N i denotes the set of all the neighbors for agent i. The equivalent matrix form of this consensus protocol is given byẋ(t) = −Lx(t),
where L denotes a Laplacian matrix. It can be shown that if the underlying graph for L is chosen to be undirected and connected [4] , then lim t→∞
T , where c is determined by the initial condition x(0). Now we consider the case where x(t) is imperfect and corrupted by some noise. In this case, the previous consensus protocol becomesẋ
where w(t) denotes the standard Gaussian white noise. Now the design problem becomes how to choose L such that lim t→∞ E[x(t)] = x ∞ and the variance of the weighted convergence error
is minimized, where R is a given positive semidefinite matrix.
The third motivating example comes from [7] . The physical meaning of LQG heat engines is that we want to seek an ideal current source to extract maximal amount of energy from resistors with Johnson-Nyquist noise. From a controltheoretic point of view, this becomes to design an LQG optimal controller to extract work from heat flows for a heated lossless system. Specifically, consider the linear system given byẋ(t) = Jx(t) + Bu(t) and y(t) = B T x(t) where J is skew-symmetric and (J, B) is controllable. The control aim here is to design a controller u(t) = Kx(t) + Dw(t) to maximize the expected work extracted from this linear system, that is,
T (s)Ru(s))ds, and to achieve "thermal equilibrium", that is, lim t→∞ E[x(t)] = x ∞ , where x ∞ is not necessarily the origin. This thermal equilibrium implies the temperature equipartition which is a semistable status shown by [8] .
In the first part, we generalize the above ideas of designing optimal mass-damper systems, consensus protocols, and LQG heat engines with an H 2 performance to develop a semistable H 2 network-topology-preserving control design framework for network systems by using two new notions of semistabilizability/semidetectability originating from [9] , and semicontrollability/semiobservability originating from [10] . Our proposed LQS framework not only works for the consensus problems and electrical circuits, but also applies to a wide range of applications such as chemical reaction systems, biomedical systems, and flight control systems in which semistability is the appropriate notion of stability [4] , [11] . Although H 2 optimal semistable control for linear systems has been discussed in [1] , [10] , only the deterministic, freenetwork-topology case has been considered. However, it is much more involved and important to develop a stochastic H 2 semistable network-topology-preserving control framework for network systems to address the robustness issue of such a design. To this end, we use the optimization technqiue to convert the LQS design into a noncovex, constrained optimization problem.
The second part is thus focused on the optimization analysis and numerical algorithm development of the proposed optimization problem. We utilize the semistabilizability results and the equivalent optimization formulation developed in the first part to build up a theoretic optimization analysis for the proposed nonconvex optimization problem. The existence of optimal solutions will be established for this optimization formulation by using a series of important results. To our best knowledge, this is the first attempt to answering this open question regarding the existence of optimal solutions since many optimization-based forms of semistable control have been developed in recent years [1] - [3] . Furthermore, inspired by the resemblance between swarm behaviors and semistable control, next we will propose to use a swarm optimization based numerical algorithm to solve the proposed nonconvex optimization problem. Several numerical examples will be provided to illustrate the effectiveness of the proposed method.
II. PROBLEM FORMULATION
Let G = (V, E, A) be a directed graph (or digraph) with the set of nodes (or vertices) V = {1, . . . , n}, the set of edges E ⊆ V ×V involving a set of ordered pairs, and an adjacency
) ∈ E, and 0 otherwise. Moreover, we assume that
A graph or undirected graph G associated with the adjacency matrix A ∈ R n×n is a directed graph for which the arc set is symmetric, that is, A = A T . For a graph or a set of graphs G, we consider a dynamical network in which node i has a value given by x i (t) ∈ R and a control input u i (t) ∈ R, i = 1, . . . , n, at time t ∈ R. We assume that this dynamical network is affected by n independent, additive Gaussian white noises w i (t), i = 1, . . . , n. The evolution process for this dynamical network is governed by the following interconnected differential equations [11] 
where a ij , d ij ∈ R denote the constant weights for node values and white noises associated with the graph G, respectively. We assume that
This network system is a compartmental model [11] representing a mass balance equation physically in which x i denotes the mass of the ith subsystem of the compartmental system in which
the transported mass between the ith and jth subsystems, and u i denotes the mass supplied to the ith subsystem. The compact form of (3) can be written aṡ
where
T ∈ R n is the standard Gaussian white noise vector,
n×n . The control aim here inspired by the three examples in the Introduction is to design a network state feedback controller given by
where k ij ∈ R satisfies that k ij ≡ 0 if A (i,j) = 0, or, equivalently in vector form,
where K = K(G) ∈ R n×n , such that the following design criteria are satisfied:
i) The closed-loop system (4) and (6) is semistable, i.e.,
is minimized, where
The state feedback controllers satisfying Conditions i) and ii) are called linear-quadratic semistabilizers. Note that (5) has the same network topology as (3) . Furthermore, the closedloop dynamics matrixÃ has the same network topology as (3). Hence, (5) is a fixed-structure controller which preserves the network topology G.
Recall from [12] that a matrix A ∈ R n×n is semistable if and only if lim t→∞ e At exists. Furthermore, if A is semistable, then the index of A is zero or one, and thus A is group invertible. The group inverse A # of A is a special case of the Drazin inverse A D in the case in which A has index zero or one [12] . In this case, lim t→∞ e At = I q − AA # [12] . Clearly, this control problem can be viewed as a stochastic version of semistable LQR control. However, due to the possibility of singularity ofÃ, the analysis of such a control problem is much more involved than the standard LQR theory. In fact, the three examples in [1] show that this semistable H 2 control problem could have none, one, or infinitely many solutions under the standard assumptions from the LQR theory. Hence, there is a significant difference between the standard H 2 control theory [13] , [14] and the proposed stochastic optimal semistable control problem here.
III. MATHEMATICAL PRELIMINARIES
SupposeÃ is semistable. Then it follows from (7) that
. In this paper, we make the following standing assumption. 
The following result gives an explicit expression for Q(t). Lemma 3.1: Assume that Assumption 3.1 holds. Then Q(t) satisfies the Lyapunov differential equatioṅ
Furthermore, (9) is equivalent to
Now we have the following necessary and sufficient condition on the convergence of an integral in (10 
Thus, under Assumption 3.1, ifÃ is semistable and
, then Q(0) = 0, and hence, J(K) = trQR, where tr X denotes the trace of X. One of the sufficient conditions to guarantee this scenario is that x(0) is deterministic. However, here we consider the general case where x(0) is not necessarily deterministic. Without loss of generality, we make the following assumption on x(0). Assumption 3.2: x(0) is a random variable having a co-
Note that it follows from (11) that Q has two parts:
T , which is not greater than Q(0), andQ. Hence, to minimize J(K), one has to minimize two cost functionals associated with both terms simultaneously. This is not a good strategy from the optimization point of view. To combine two separate forms in (11) into a compact form, the following result is the key. 
It is important to note that unlike the standard LQR theory, here Q given by (11) does not satisfy the standard Lyapunov equation 0 =ÃQ + QÃ T + DD T due to the fact that lim t→∞Q (t) = (I n −ÃÃ # )DD T (I n −ÃÃ # ) T . Furthermore, Q given by (11) is just nonnegative definite, not positive definite. If we define S = {K ∈ R m×n : A+BK is semistable} and S + = {K ∈ S : Q = Q T ≥ 0}, then S + is a closed set, not an open set. Hence, the standard Lagrange multiplier techniques cannot be applied to this problem.
IV. SEMIDETECTABILITY AND SEMIOBSERVABILITY

A. Semidetectability
In this subsection, we introduce two new notions of semistabilizability and semidetectability [9] to address semistability ofÃ by using the Lyapunov equation while keeping the topological structure G. Definition 4.1: Let A ∈ R n×n , B ∈ R n×l , and C ∈ R l×n . The pair (A, B) is semistabilizable if
for every nonzero ω ∈ R, where rank denotes the rank of a matrix. The pair (A, C) is semidetectable if
for every nonzero ω ∈ R.
It is clear from Definition 4.1 that (A, C) is semidetectable if and only if (A
T , C T ) is semistabilizable. Furthermore, it is important to note that semistabilizability and semidetectability are different from the standard notions of stabilizability and detectability in linear control theory. Recall that (A, B) is stabilizable if and only if rank B λI n − A = n for every λ ∈ C in the closed right half plane, and (A, C) is detectable if and only if rank C λI n − A = n for every λ ∈ C in the closed right half plane. Obviously if (A, C) is detectable, then it is semidetectable, but not vice versa. Similar remarks hold for the notions of controllability and observability, that is, if (A, C) is observable, then it is semidetectable, but not vice versa. Hence, semidetectability is a much weaker notion than observability and detectability.
Since (13) is only concerned with the detectability of (A, C) on the imaginary axis, we label this notion as semidetectability. Similar to stabilizability, state feedback control does not change semistabilizability. The proof is identical to the case of stabilizability by use of the Sylvester's inequality for rank. 
# . Now we have the main result on the connection between Lyapunov functions and semidetectability.
Theorem 4.1: Let A ∈ R n×n . Then A is semistable if and only if there exist a positive integer m, an m × n matrix C, and an n × n matrix P = P T > 0 such that the pair (A, C) is semidetectable and
Theorem 4.1 gives a necessary and sufficient condition for semistability by use of a Lyapunov equation. Since we do not assume the detectability of (A, C), asymptotic stability cannot be reached. Instead, by assuming a weaker notionsemidetectability, we can guarantee semistability. This result inspires us to design semistable H 2 controllers using this new notion and optimization methods such as linear matrix inequalities.
B. Semiobservability
Theorem 4.1 gives a necessary and sufficient condition for guaranteeing semistability of linear time-invariant systems by using a rank condition and the Lyapunov equation. However, as we mentioned in Remark ??, the statement of Theorem 4.1 cannot be generalized to the case where the pair (A, C) is arbitrary. This poses a gap between semidetectability and detectability since the classic Lyapunov condition for asymptotic stability holds for every detectable pair (A, C). To fill in this gap, next, we use the newly developed notions of semicontrollability and semiobservability in [10] to give alternative, yet new necessary and sufficient conditions for semistability of A by using the null space condition on A and the Lyapunov equation. Here the definition of semicontrollability is slightly different from the one in [10] .
where span denotes the span of subspace. The pair
As mentioned in [10] , semicontrollability and semiobservability describe the ability of the system to deal with the equilibrium manifold instead of equilibrium points. Hence, these two notions are quite different from the classic controllability and observability. However, some properties derived from controllability and observability still hold for these two notions. For example, duality between semicontrollability and semiobservability is valid. Before we present this result, we prove an equivalent test for semicontrollability. 
It is worth noting that semidetectability is weaker than semiobservability.
Lemma 4.5: Let A ∈ R n×n and C ∈ R l×n . If (A, C) is semiobservable, then (A, C) is semidetectable. Now, combining with Theorem 4.1, we have the following new series of necessary and sufficient conditions for semistability by using the Lyapunov equation, semiobservability, and semidetectability.
Theorem 4.2: Let A ∈ R n×n . Then the following statements are equivalent: i) A is semistable. ii) rank (A − ωI n ) = n for any nonzero ω ∈ R and there exist a positive integer m, an m × n matrix C, and an n × n matrix P = P T > 0 such that (14) holds. iii) For every semiobservable pair (A, C) where C ∈ R l×n , there exists an n × n matrix P = P T > 0 such that (14) holds. iv) There exist a positive integer m, an m × n matrix C, and an n × n matrix P = P T > 0 such that the pair (A, C) is semiobservable and (14) holds. The major difference between Theorems 4.1 and 4.2 is Part iii) in Theorem 4.2. As we mentioned in Remark ?? and the beginning of this subsection, this part does not hold for semidetectability. Hence, by assuming a stronger notionsemiobservability, one can obtain two necessary and sufficient conditions that are consistent with the classic Lyapunov conditions for asymptotic stability by use of observability.
V. SEMISTABLE H 2 OPTIMAL CONTROL DESIGN FOR NETWORK SYSTEMS
In this section, we use the proposed notions of semistabilizability and semicontrollability in Section IV to develop an H 2 optimal network-topology-preserving control design methodology for network systems. More specifically, we use Theorems 4.1 and 4.2 to derive the following key result for our design. 
ii) Assume that there exists an n×n matrixP =P T > −V such that (17) holds. ThenÃ is semistable if and only
Using Theorem 5.1, we can convert the semistable H 2 optimal network-topology-preserving control design proposed in Section II into the following constrained optimization problem. 
gives a solution to the semistable H 2 optimal networktopology-preserving control problem proposed in Section II. Note that Corollary 5.1 is a general optimization framework to solve the robust and optimal control of network systems. The cost functional in (18) is an implicit function of K due to the fact that S = S(K) satisfies a Lyapunov equation for the closed-loop system. Hence, it is not easy to solve this constrained optimization problem practically. The authors in [10] suggest a Linear Matrix Inequality (LMI) method to solve semistable H 2 optimal control problems for general linear systems and a Bilinear Matrix Inequality (BMI) method to solve network consensus problems. However, in general the semistabilizability constraint for (Ã, D) is not convex with respect to K, and hence, the constrained optimization problem (18) is not a convex optimization problem. Moreover, the existence of a solution to (18) remains unclear at this point. Thus, it is highly questionable that one can find an optimal solution for (18) by using the LMI method proposed in [10] . To overcome this puzzle of solving (18) , in the next section we will utilize the structure in (5) to rigorously show that the constrained optimization problem (18) indeed has a solution over a subset of K. In fact, it is based on the following corollary. See also [15] for the discussion of the classic H 2 control case. 
gives a solution to the semistable H 2 optimal networktopology-preserving control problem proposed in Section II.
VI. THEORETIC OPTIMIZATION ANALYSIS
Before solving (18) numerically, we need to answer an important theoretic question regarding the existence of optimal solutions to (18) . Next we will use the notion of semicontrollability to show that the constrained optimization problem (18) indeed has a solution over a subset of K.
Lemma 6.1: There always exists K given in the form of (5) 
To proceed, let σ(S) denote the largest singular value of S, σ(S) the smallest singular value of S, λ(S) the most positive eigenvalue of symmetric S = S T , and λ(S) the most negative eigenvalue of symmetric S = S T .
Lemma 6.4: Suppose that there exist
For the next result define the set K α {K ∈ C s : J(K) ≤ α} and note that, by Lemma 6.3, K α ⊂ S, α ≥ 0, provided thatR > 0 and K ∈ K.
Lemma 6.5: Assume R 1 > 0 and K ∈ C s . Then there exists a α > 0 such that K α is nonempty and compact relative to C s . Now we have the main result for the existence of optimal solutions to (18) .
Theorem 6.1: Assume that Assumptions 3.1 and 3.2 hold. Furthermore, assume R 1 > 0 and S ∩ C s = ∅. Then there exists K * ∈ S ∩ C s such that J(K * ) ≤ J(K), K ∈ C s .
Since it has been proved in Theorem 5.1 that solving the semistable H 2 optimal network-topology-preserving control problem proposed in Section II is equivalent to solving (18) , it follows from Theorem 6.1 that the constrained optimization problem (19) has an optimal solution and gives a solution to the original semistable H 2 optimal network-topologypreserving control problem proposed in Section II. Thus, finding an appropriate numerical algorithm to solve (18) becomes a key issue to tackle the proposed optimal and robust control design for network systems.
VII. NUMERICAL ALGORITHMS AND RESULTS
In this section, we propose a swarm optimization based numerical algorithm to solve (18) . In particular, we use an variant form of Particle Swarm Optimization (PSO) proposed by Kennedy and Eberhart [16] to deal with constrained optimization problems. The constraints are handled with the methods [17] , [18] , [21] In this paper, we assume V = 0. Furthermore, we can use the chol(S) function in MATLAB to test the positive definiteness of matrix S.
Then we can formulate our problem into the standard constrained optimization problem as follows: 
The proposed numerical algorithm is described in Algorithm 1.
Algorithm 1
Initialize matrix particles K(G) in the search space with k ij being a uniform distribution U (−100, 100). STAGE I: repeat Use the constrained PSO to optimize the problem with single constraint h 1 (K) = 0. until h 1 (K) = 0 or the exit condition is satisfied. Solve the matrix equation h 3 (K) = 0 for S and go to STAGE II.
STAGE II: repeat
Use the constrained PSO with constraint h 2 (K) = 0. If h 1 (K) = 0 then go back to STAGE I until All the particles converge to the same position or the exit condition is satisfied.
Due to the space limitation, we only give the final results here. For the 4-node graph, the best value we found is 4.1499 × 10
4 . For the 6-node graph, the best value is 6.5001 × 10 4 . For the 10-node graph, the best value is 1.6542 × 10 7 .
