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Abstract
a is a complex matrix valued 4 × 4 strongly hyperbolic operator; we state the following result: if
the reduced real dimension of a is superior or equal to 13, a is hermitian in a convenient basis.
We consider a matrix valued 4 × 4 differential operator, the coefficients of which are complex
a(D) = ID0 + a(D′);
the real reduced dimension d(a) of the operator is the real dimension of the vector space of the
matrices:{
ξ0I +
∑
1kn
(Reak + i Imak)ξk; (ξ0, ξ ′) = (ξ0, ξ1, . . . , ξn) ∈ Rn+1
}
.
We state the following theorem: if the reduced dimension: d(a) 42 − 3 = 13, if a(D) is strongly
hyperbolic, then there exist a complex invertible matrix T , such that T −1a(ξ)T is hermitian, ∀ξ .
The corresponding results for real coefficients and any m was studied in [J. Vaillant, Ann. Scuola
Norm. Sup. Pisa Cl. Sc. 5 (1978) 405; Y. Oshime, J. Math. Kyoto Univ. 31 (1991) 937; T. Nishitani,
Ann. Scuola Norm. Sup. Pisa Cl. Sc. 21 (1994) 97; J. Vaillant, Ann. Scuola Norm. Sup. Pisa Cl. Sc.
4 (XXIX) (2000) 839; J. Vaillant, Bull. Soc. Roy. Sc. Liege 70 (4–6) (2001) 407; J. Vaillant, in: Proc.
3rd International ISAAC Congress, World Scientific, 2003, pp. 1073–1080; J. Vaillant, in: Partial
Diff. Equations and Math. Physics, in memory of Jean Leray, Birkhäuser, 2003, pp. 195, 223].
In the case of complex coefficients, if we replace the assumption of strong hyperbolicity by the
assumption of real diagonalizability, if m 3, if d(a)m2 − 2, the theorems were stated in [Y. Os-E-mail address: vlnt@ccr.jussieu.fr (J. Vaillant).
0007-4497/$ – see front matter  2005 Elsevier SAS. All rights reserved.
doi:10.1016/j.bulsci.2005.01.001
416 J. Vaillant / Bull. Sci. math. 129 (2005) 415–456hime, Publ. Res. Inst. Math. Sc. Kyoto Univ. 28 (1992) 223; J. Vaillant, in: Hyperbolic and Related
Topics, International Press, 2003, pp. 403–422; J. Vaillant, Stud. Math. Bulgar. 15 (2003) 133].
In the case of real coefficients, the results were extended to the case of variable coefficients [T.
Nishitani, J. Vaillant, Tsukuba J. Math. 25 (2001) 165; ibid. 27 (2003) 389]; the authors prepare the
extension theorem to the case of complex variable coefficients.
 2005 Elsevier SAS. All rights reserved.
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1. Definitions, notations, general lemmas and results
E is a real vector space of dimension n+1; F is a complex vector space of dimension m.
a is a R-linear map from E in the vector space of the linear maps from F to F considered
as a real vector space.
Definition 1.1. The reduced dimension of a is the rank of a
d = ranka.
We denote: ξ an element of E; the value of a for ξ is a(ξ).
Definition 1.2. Let N ∈ E, N is not characteristic for a if deta(N) = 0. Let a# = a−1(N)a;
the reduced dimension of a# is d and we have a#(N) = I . More simply, we assume now
that the reduced dimension of a is d and that a(N) = I .
If we choose a basis in E of 1st vector N we have:
a(ξ) = ξ0I +
∑
1kn
akξk = ξ0 + a(ξ ′);
d is the real dimension of the subspace of the linear maps from F to F :{
ξ0I +
∑
1kn
(Reak + i Imak)ξk; (ξ0, ξ ′) = (ξ0, ξ1, . . . , ξn) ∈ Rn+1
}
.
If we choose a basis in F , we obtain the matrices:
aij (ξ) = ξ0I ij +
∑
1kn
aij ξk;
d is the real dimension of the corresponding subspace of matrices; d is also the dimension
of the subspace generated by the real linear forms:
ξ → Reaij (ξ) and ξ → Imaij (ξ)
when i and j vary.
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(i) all the zeroes in τ of det(τI + a(ξ)) = 0 are real, for any ξ ;
(ii) when τ(ξ) is a zero, the (complex) dimension of the kernel of τ(ξ)I + a(ξ) is equal
to the multiplicity of the zero τ(ξ).
Choose a basis of 1st vector N , this definition is equivalent to the following:
(i) all the proper values of a(ξ ′) are real, for any ξ ′;
(ii) the dimension of the proper subspace corresponding to a proper value is equal to the
multiplicity of the proper value.
In these conditions, we denote ∆(ξ ′)a diagonalizator of the matrix a(ξ ′):
∆−1(ξ ′)a(ξ ′)∆(ξ ′) = D(ξ ′);
D(ξ ′) is diagonal.
Definition 1.4. a is uniformly diagonalizable with respect to N if and only if:
(i) a is diagonalizable with respect to N ;
(ii) there exists a diagonalizator ∆ and ε > 0 such that:
∀ξ ′ = 0, ∥∥∆(ξ ′)∥∥= 1 and det∣∣∆(ξ ′)∣∣ ε;
this definition does not depend on the choices of the basis of E of first vector N and of the
basis of F .
Remark 1.5. The theorem of Kasahara, Yamaguti [3] states that the uniform diagonaliz-
ibility of a with respect to N is equivalent to the strong hyperbolicity with respect to N of
the differential operator a(D).
Definition 1.6. a is prehermitian with respect to N if and only if there exists a basis of E of
first vector N and a basis of F such that, in these basis, the matrices (aij (ξ)) are hermitian,∀ξ .
This definition is equivalent to the following: the matrices (aij (ξ ′)) are hermitian ∀ξ ′.
In other words, if we have a basis of E of first vector N and a basis of F such that in these
basis the matrix of a is (aij (ξ)), then there exists an invertible complex matrix T such that
T −1(aij (ξ))T is hermitian ∀ξ .
The hermitian character is evidently preserved by unitary changes of basis in F .
We state, in this paper, the following
Theorem. If a(D) is strongly hyperbolic with respect to N , if m = 4, if d  42 − 3 = 13,
then a is prehermitian with respect to N .
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We adapt and generalize [5], and we obtain the
Lemma 1.7. If a is diagonalizable with respect to N , then:
(i) for p < q , the real part and the imaginary part of apq belong to the vector subspace
V generated by the real part and the imaginary part of the apq , p > q;
(ii) for 1 i  4, aii (ξ) = ξ0 + χi(ξ ′) + iλi(ξ ′) where χi and λi are linear real valuedforms; moreover: λi ∈ V .
d(a) = dim. real vector space generated by {V, . . . , ξ0 + χi, . . .}.
The number of the linearly independent elements of this set is at more m2 = 42 = 16.
The proof of Lemma 1.8 is similar to the proofs of [1,2], because the zeroes in ξ0 of
deta(ξ) are real.
Lemma 1.8. If a is diagonalizable with respect to N , if m = 4, d  13, then there exists a
ξ ′ = 0 such that the higher proper value of a(ξ ′) has the multiplicity 3.
The characteristic manifold of a: deta(ξ) = 0 has a triple point different from the origin.
Proof. We point out the steps of the proof, specially the differences with respect to [1,
2]. 
Lemma 1.8.1. If d  9, then there exists a ξ ′ = 0, such that the higher proper value of
a(ξ ′) is at less double and equal to 1.
We denote the proper values of a(ξ ′):
λ1
[
a(ξ ′)
]
 λ2[ ] λ3[ ] λ4[ ].
Let η′ = 0, such that λ1[a(η′)] > λ2[a(η′)]; we can assume λ1[a(η′)] = 1; we choose a
basis of F such that
(
aij (η
′)
)=


1 0 0 0
0 λ2 0 0
0 0 λ3 0
0 0 0 λ4

 ;
this matrix is denoted b.
X =


1
0
0
0


is such that bX = X.
We consider the linear system in ξ ′:(
aij (ξ
′)
)
X = 0;
as d  9 and the zeroes of deta(ξ) in ξ0 are real ξ0 (cf. Lemma 1.7); it is a system of
7 linear equations with at less 8 unknowns; therefore it admits a solution χ ′ = 0, such
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independent.
Then we let: c(α) = b + αc, we vary α and we prove: there exists α∗ = 0, such that
λ1
[
c(α∗)
]= λ2[c(α∗)].
Lemma 1.8.2. We assume d  13. We assume: for any ξ ′ = 0, we have:
λ1
[
a(ξ ′)
]
> λ3
[
a(ξ ′)
]
.
Let Y1 and Y2 two linearly independent vectors of F . We consider the system in (λ, ξ ′),
λ ∈ R, ξ ′ = 0:
a(ξ ′)Yi = λYi, 1 i  2,
there exists ξ ′ = 0 and λ such that
a(ξ ′)Yi = λYi, 1 i  2,
and
λ = λ1
[
a(ξ ′)
]= λ2[a(ξ ′)].
Moreover, every (λ, a(ξ ′)) verifying (2) has the form:
a(ξ ′) = αa(ξ ′), λ = αλ, α = 0.
The proof is quite analogous to the one of Lemma 3.2 in [1]; the system which replaces (3)
is here a system of 16 equations with 13 unknowns. We prove that, in fact, the system has
its rank equal to 12, by using the reality of the proper values and the diagonalizability.
Lemma 1.8.3. We assume d  13. We assume: for any ξ ′ = 0, we have:
λ2
[
a(ξ ′)
]
> λ3
[
a(ξ ′)
]
.
Then there exists a ξ ′ = 0 such that c = a(ξ ′) verify
λ1(c) > λ2(c) = λ3(c) > λ4(c).
Condition (5) of [1] is here a linear system of 7 equations with 11 unknowns and the
proof of the lemma is analogous.
From Lemmas 1.8.2 and 1.8.3, we deduce Lemma 1.8 as in [1].
Lemma 1.9. In this lemma, the dimension of E is 3. The dimension of F is 4. We assume:
(i) a(D) is strongly hyperbolic with respect to N ;
(ii) there exists a ξ ′ = 0 such that a(ξ ′) has a proper value of multiplicity 3.Then:
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(
aij (ξ)
)= ξ0I +


1 0
0
0 0
0

 ξ1 +


0 ∗ ∗ ∗
∗
∗ C
∗

 ξ2,
where C is a 3 × 3 diagonalizable matrix (R diagonalizable);
(jj) we diagonalize C; in the new basis of F
(
aij (ξ)
)= ξ0I +


1 0
0
0 0
0

 ξ1 +


0 b1 b2 b3
b4 α1 0 0
b5 0 α2 0
b6 0 0 α3

 ξ2, (1.1)
bi ∈ C, αj ∈ R.
Notations. b > 0 is equivalent to (b ∈ R and b > 0) and signbi = signbj is equivalent to
(bibj > 0 or bi = bj = 0).
We have then:
1. if α1, α2, α3 are different two by two:
signbi = signbi+3, 1 i  3;
2. if α1 = α2 = α3
[b1b4 + b2b5 > 0 or b1 = b4 = b2 = b5 = 0]
and signb3 = signb6;
3. if α1 = α2 = α3
[b1b4 + b2b5 + b3b6 > 0 or (b1 = b4 = b2 = b5 = b3 = b6 = 0)].
(jjj) We transform (aij (ξ)) in a hermitian matrix: there exists a basis of F such that in this
basis
b1 = b¯4, b2 = b¯5, b3 = b¯6.
We denote: (aji (ξ) = a(ξ).
Proof. It is analogous to this of [6]; we detail only the principal adaptations.
We denote:
e =


1 0
0
0 0
0

 .Thanks too (i), we obtain:
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aij
)
(ξ)
)= ξ0I + eξ1 + bξ2,
b =


b11 b
1
2 b
1
3 b
1
4
b21
b31 C
b41

 ; (C) = (bij ), 2 i, j  4, (1.2)
deta(ξ) = det(ξ0I + bξ2) + ξ1 det(ξ0I3 + C), where I3 is the unit matrix 3 × 3; we divide
by ξ1 and make ξ1 tends towards infinity. We obtain by the theorem of Puiseux that 3 zeroes
in ξ0 of deta(ξ) tend to 3 zeroes of det(ξ0 +C); the reality of the zeroes of deta(ξ) implies
that the 3 zeroes of det(ξ0I3 + C) are real; as the trace of a(ξ ′) is real, we obtain that b11
is real; by change of coordinates, we obtain b11 = 0. There are 3 possible reduced forms
for C:
I C =
(
α 1 0
0 α 1
0 0 α
)
,
II C =
(
α1 1 0
0 α1 0
0 0 α2
)
,
III C =
(
α1 0 0
0 α2 0
0 0 α3
)
.
a(ξ) is given by formula (1.2); we change the coordinates and notations; in the case I, a(ξ)
is given by:
a(ξ) = ξ0I + eξ1 +


0 b1 b2 b3
b4 0 1 0
b5 0 0 1
b6 0 0 0

 ξ2,
where the bi are complex numbers; we denote now: b1j+1 = bj and bj+11 = bj+3.
We use Puiseux series and we prove as in [6] that this case is impossible because of the
assumptions of the lemma.
In the case II, a(ξ) is given by
a(ξ) = ξ0I + eξ1 +


0 b1 b2 b3
b4 0 1 0
b5 0 0 0
b6 0 0 α

 ξ2,
with α ∈ R, bi ∈ C.
On account of the reality of the zeroes of deta(ξ), we obtain easily that this case is also
impossible.
In the case III, C is diagonalizable and we have the (j) of the lemma; a(ξ) has theform (1.1).
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in ξ0 are real; we deduce that b1b4, b2b5 and b3b6 are real. As in [6], we obtain (jj) and we
construct T such that T −1a(ξ)T is hermitian.
If α1 = α2 = α3, we obtain: b1b4 + b2b5 ∈ R and b3b6 ∈ R; then we proceed as in [6].
If α1 = α2 = α3, we obtain: b1b4 + b2b5 + b3b6 ∈ R; next b1b4 + b2b5 + b3b6  0 and
we construct T . 
Lemma 1.10. The dimension of E is n + 1. The dimension of F is 4; a(D) is strongly
hyperbolic with respect to N ; d(a) 13, then:
(i) a(ξ) = ξ0I + eξ1 + b(ξ ′′);
e =


1 0
0
0 0
0

 ; b(ξ ′′) =


0 b1(ξ ′′) b2(ξ ′′) b3(ξ ′′)
b4(ξ ′′)
b5(ξ ′′) C(ξ ′′)
b6(ξ ′′)

 ;
the reduced dimension of b is 11.
(ii) C is diagonalizable.
(iii) Let an invertible matrix U(ξ ′′) be such that:
D(ξ ′′) = diag(D11(ξ ′′),D22(ξ ′′),D33(ξ ′′))= U−1(ξ ′′)C(ξ ′′)U(ξ ′′).
We denote:
U(ξ ′′) = (Uij (ξ ′′)), 1 i  3, 1 j  3
∀ξ ′′ such that the elements of D(ξ ′′) are distinct, we have:
(∗j ) sign∑i biUij (ξ ′′) = sign∑i (U−1)ji bi+3(ξ ′′)
and the consequences:
(∗′j ) Im
∑
i (U
−1)ji bi+3(ξ ′′) × 
∑
k bkU
k
j (ξ
′′) = 0;
(∗′′) If bi(ξ ′′) = 0 ∀i, we have bi+3(ξ ′′) = 0, ∀i; ∀ξ ′′ such that, for instance, D22(ξ ′′) =
D33(ξ
′′), D11(ξ ′′) = D22(ξ ′′), we have the condition (∗1); moreover, if C is diagonal:∑
2j3
bjbj+3(ξ ′′) > 0 or bj (ξ ′′) = bj+3(ξ ′′) = 0, 2 j  3.
Proof. We replace ξ ′′ by uξ ′′, u ∈ R; we obtain, ∀ξ ′′, the matrix
a(ξ1, u) = eξ1 + ub(ξ ′′);
considered as a matrix of linear forms in (ξ1, u) with complex values, it is uniformly diag-
onalizable and we can apply Lemma 1.9, hence the result. 
Remark 1.11. If C is normal (in particular hermitian), then U is unitary and U−1 = tU .
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5 reduced dimension of C  8.
Proof. If the reduced dimension of C is strictly inferior to 5, 7 among the 12 forms
Rebi(ξ ′′), Imbi(ξ ′′), Rebi+3(ξ ′′), Imbi+3(ξ ′′) are linearly independent on the forms of C;
we may, for instance, write:
C =


0 ξ6 + iξ7 ξ8 + iξ9 ξ10 + iξ11
ξ12
b5(ξ ′′) C(ξ2, ξ3, ξ4, ξ5)
b6(ξ ′′)

 .
Let ξi = 0, 2 i  11, ξ12 = 1, Lemma 1.10 implies a contradiction. As C is diagonaliz-
able, we can apply the results of Lemma 1.7; we obtain:
d(C) 32 − 1 = 8. 
Remark 1.13. As C is diagonalizable, it is easy to state that if d(C) 32 − 4 = 5, C has
a double proper value by a proof similar to the one of 1.8; then we can apply the results
of [4], for 5 d(C) (p. 278 and the following ones) and the corresponding calculus.
Consequence 1.14. In Section 2, we shall study the case where the reduced dimension of
C is 6; in Section 4, it is 7; in Section 5, it is 8. In each case, we choose a convenient basis
in E and we use the canonical forms of Oshime.
Remark 1.15. We will assume d(a) = 13; if d(a) is higher, we can apply the results of
[7,8] relative to the case where a is diagonalizable.
Notations 1.16. We denote by bi = βi + iγi .
Remarks 1.17. We consider, in each paragraph, reduced forms of the matrix a and corre-
sponding sections; in each section, we have an element of a class of equivalent matrices; so
we can replace a matrix by an equivalent matrix obtained by change of lines and columns,
or by transformation by matrices in the form: I + Ekl ; Ekl is the matrix all the entries of
which are equal to 0, except the entry in the kth line, 1th column which is equal to i.
Otherwise, we can choose in the entries of the matrix b, r linearly independent forms
in the first line and the first column (βj , γj ), with r = 11 − d(C). We can assume the r
independent forms are in the first line; in fact: (i) if we have βi (resp. γi ), 1 i  3, and
βi+3 (resp. γi+3) in the set of independent forms, we have an impossibility because, by
canceling all the other independent form, we get: βiβi+3 > 0 (resp. γiγi+3 > 0); (ii) if βi
and γi+3 belong to the set of independent forms, then βi and γi and belong to the set;
denote: βi(ξ ′′) = ξk , γi+3(ξ ′′) = ηk ; and change of coordinate; if in the transformed γi(ξ ′′)
the coefficient of ηk is different from 0, it is quite evident by change of variables; if it
is equal to zero, we have an impossibility by canceling all the independent forms, except
ηk . We can also use change of coordinates in E to decrease the number of independent
variables in some βi(ξ ′′), γi(ξ ′′).
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(ii) We denote the restrictions in the following manner:
βi(ξ2, ξ3, ξ4, ξ5,0,0,0,0,0, ξ11, ξ12) = βi(ξ2, ξ3, ξ4, ξ5, ξ11, ξ12).
2. Case where the reduced dimension of C is 5
In this case we have 4 reduced forms. The 5 coordinates in C and the 6 entries βi , γi ,
1 i  3, are chosen as coordinates.
Case 2.1 [4, p. 278].
C =

 ξ2 ξ3 − αξ5 − iξ6 ξ4 + αξ6 − iξ5ξ3 + αξ5 + iξ6 0 0
ξ4 − αξ6 + iξ5 0 0


with α: 0 α < 1
b(ξ ′′) =


O ξ7 + iξ8 ξ9 + iξ10 ξ11 + iξ12
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
Let ξi = 0, 7 i  12; Lemma 1.10, (∗′′), implies:
βi(ξ2, ξ3, ξ4, ξ5, ξ6) = γi(ξ2, ξ3, ξ4, ξ5, ξ6) = 0, 4 i  6. (2.1)
Let ξ3 = ξ4 = ξ5 = ξ6 = 0; the obtained C is diagonal; we deduce from Lemma 1.10:
(β4 + ig4)(ξ7, ξ8, ξ9, ξ10, ξ11, ξ12)(ξ7 + iξ8) > 0,
hence:
β4 + iγ4 = β47(ξ7 − iξ8), β47 > 0. (2.2)
Moreover, let ξ11 = ξ12 = 0 (resp. ξ9 = ξ10 = 0), we obtain in the same manner
β5 + iγ5 = β59(ξ9 − iξ10) + (β5 + iγ5)(ξ11, ξ12); β59 > 0, (2.3)
β6 + iγ6 = β611(ξ11 − iξ12) + (β6 + iγ6)(ξ9, ξ10); β611 > 0.
Now, we have:[
β59(ξ9 − iξ10) + (β5 + iγ5)(ξ11, ξ12)
]
(ξ9 + iξ10)
+ [β611(ξ11 − iξ12) + (β6 + iγ6)(ξ9, ξ10)](ξ11 + iξ12) > 0. (2.4)
Let ξ2 = ξ3 = ξ5 = ξ6 = 0. We diagonalize C; we get:
U =
( 1 0 1
0 1 0
)
;
−1 0 1
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β6(ξ9, ξ10) = γ6(ξ9, ξ10) = 0;
we obtain also, by (∗′1) and (∗′3): β47 = β611.
Let ξ2 = ξ3 = ξ4 = ξ6 = 0;
C =

 0 −αξ5 −iξ5αξ5 0 0
iξ5 0 0

 .
We diagonalize C:
U =


√
1 − α2 −√1 − α2 0
−α −α −i
−i −i α

 .
If α = 0, (∗′j ) implies:
β611 < 0, β47 + β59 = 0;
we have a contradiction and α = 0 is impossible.
If α = 0, let ξ2 = ξ4 = ξ5 = ξ6 = 0, we obtain easily:
β47 = β59.
We transform a by the diagonal matrix:
D = diag
(
1,
1√
β47
,
1√
β47
,
1√
β47
)
.
And we obtain the result:
D−1a(ξ)D is hermitian.
Case 2.2 [4, pp. 242, 244, 280].
C =

 ξ2 (c + id)(ξ3, ξ4, ξ5, ξ6) (e + if )(ξ3, ξ4, ξ5, ξ6)(c − id)(. . .) ξ3 0
(e − if )(. . .) 0 −ξ3

 ,
b =


0 ξ7 + iξ8 ξ9 + iξ10 ξ11 + iξ12
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
The rank of (ξ3, c, d, e, f ) is 4.
Case 2.2.1. If c, d , e, f are linearly independent, we choose them as coordinates forms;
we obtain (with new notations):
C =

 ξ2 ξ3 + iξ4 ξ5 + iξ6ξ3 − iξ4 χ(ξ3, ξ4, ξ5, ξ6) 0

 .ξ5 − iξ6 0 −χ(ξ3, ξ4, ξ5, ξ6)
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Let ξ3 = ξ4 = ξ5 = ξ6 = 0, we obtain as in Case 2.1, formulas (2.2), (2.3) and (2.4).
Let ξ5 = ξ6 = 0; ξ2 = χ(ξ3, ξ4) in C; U is hermitian; the zeroes of det(ξ0I + C) are:
ξ0 = χ(ξ3, ξ4) and ξ0 = −χ(ξ3, ξ4) ±
√
ξ23 + ξ24 ,
U =


ξ3 + iξ4
√
ξ23 + ξ24 0
−
√
ξ23 + ξ24 ξ3 − iξ4 0
0 0 1

 .
The condition (∗3) implies: β6(ξ9, ξ10) = γ6(ξ9, ξ10) = 0 then, thanks to (2.2),
β5(ξ11,12) = γ5(ξ11, ξ12) = 0.
The condition (∗1) implies:
[
(ξ3 − iξ4)β47(ξ7 − iξ8) −
√
ξ23 + ξ24 β59(ξ0 − iξ10)
]
× [(ξ3 + iξ4)(ξ7 + iξ8) −√ξ23 + ξ24 (ξ9 + iξ10)]> 0
the imaginary part of the 1st member is null, hence:
β47 = β59.
Let ξ3 = ξ4 = 0, ξ2 = −χ(ξ5, ξ6), we obtain in the same manner: β47 = β611.
In this case the theorem is proved: a is prehermitian.
Case 2.2.2. c, d , e, f are linearly dependent; ξ3, c, d , e are linearly independent.
By change of coordinates, C becomes:
C =

 ξ2 ξ4 + iξ5 ξ6 + if (ξ4, ξ5, ξ6)ξ4 − iξ5 ξ3 0
ξ6 − if 0 −ξ3

 ;
b is as in Case 2.2.1.
We have formulas (2.1). Then, let ξ4 = ξ5 = ξ6 = 0; the obtained C is diagonal, and by
(∗1):
β4 + iγ4 = β47(ξ7 − iξ8), β5 + iγ5 = β59(ξ9 − iξ10),
β6 + iγ6 = β611(ξ11 − iξ12); β47 > 0; β59 > 0; β611 > 0. (2.5)
Let ξ2 = ξ3 = 0; we have: the zeroes of det(ξ0I + C) are ξ0 = 0 and
ξ0 = ±
√
ξ24 + ξ25 + ξ26 + f 2 = ±
√
K.
We obtain:
U =


√
K
√
K 0
−(ξ4 − iξ5) ξ4 − iξ5 −(ξ6 + if )

 .−(ξ6 − if ) ξ6 − if ξ4 + ξ5
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Im(ξ6 − if )(ξ9 − iξ10)(ξ11 + iξ12)(ξ4 − iξ5)(β611 − β59) = 0,
then β59 = β611.
Let ξ11 = ξ12 = 0 and consider (∗1); we obtain: β47 = β59, and the theorem is proved.
Case 2.3 [4, pp. 265–268, 280].
C =

 ξ2 (c + id)(ξ3, ξ4, ξ5, ξ6) (e + if )(ξ3, ξ4, ξ5, ξ6)c − id ξ3 ξ4
e − if ξ4 −ξ3

 .
Case 2.3.1. (c, d, e, f ) are linearly independent; we choose them as coordinates forms,
then:
C =

 ξ2 ξ3 + iξ4 ξ5 + iξ6ξ3 − iξ4 χ(ξ3, ξ4, ξ5, ξ6) λ(ξ3, ξ4, ξ5, ξ6)
ξ5 − iξ6 λ(ξ3, ξ4, ξ5, ξ6) −χ(ξ3, ξ4, ξ5, ξ6)

 .
Formulas (2.1), (2.2), (2.3), (2.4) are valuable.
Let ξ5 = ξ6 = 0, ξ2 = −χ(ξ3, ξ4); the zeroes of det(ξ0I + C) are ξ0 = 0 and ξ0 =
±
√
ξ23 + ξ24 + χ2 + λ2 = ±
√
K ;
U =

 ξ3 + iξ4 ξ3 + iξ4 −λ√K − χ √K + χ 0
λ λ ξ3 − iξ4

 .
(∗3) implies:
β5(ξ11, ξ12) = γ5(ξ11, ξ12) = β6(ξ9, ξ10) = γ6(ξ9, ξ10) = 0;
we have: if λ(ξ3, ξ4) ≡ 0, β47 = β611 and by (∗1) the theorem.
If λ(ξ3, ξ4) = 0; let ξ3 = ξ4 = 0, ξ2 = χ(ξ5, ξ6); calculate U ; let ξ9 = ξ10 = 0 and (∗1)
gives:
β47 = β611;
the theorem is proved.
Case 2.3.2. (c, d, e, f ) are dependent.
(ξ3, c, d, e) are linearly independent.
We change the coordinates and
C =

 ξ2 ξ4 + iξ5 ξ6 + if (ξ4, ξ5, ξ6)ξ4 − iξ5 ξ3 χ(ξ3, ξ4, ξ5, ξ6)
ξ6 − if χ −ξ3

 .We obtain again formulas (2.1), (2.2), (2.3) and (2.4).
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±
√
ξ22 + χ2 + (1 + f 26 )ξ26 = ±
√
K ;
U =

 (1 + if6)ξ6 (1 + if6)ξ6 χχ(ξ2, ξ6) χ −(1 − if6)ξ6
−(√K + ξ2)
√
K − ξ2 0

 .
(∗3) implies: β5(ξ11, ξ12) = γ5(ξ11, ξ12) = 0 = β6(ξ9, ξ10) = γ6(ξ9, ξ10). If moreover
χ(ξ2, ξ6) ≡ 0, we get: β47 = β59.
(∗1) implies in all the cases β611 = β47; if χ(ξ2, ξ6) ≡ 0, the proof is ended;
If χ(ξ2, ξ6) ≡ 0, we have:
C =

 ξ2 ξ4 + iξ5 ξ6 + if (ξ4, ξ5, ξ6)ξ4 − iξ5 ξ3 χ(ξ4, ξ5)
ξ6 − if χ −ξ3

 .
If χ4 = 0, we choose ξ4 such that χ(ξ4, ξ5) = 0, ξ2 = ξ3 = 0; we diagonalize C by U
and we obtain: β47 = β59, and the result.
If χ4 = 0; let ξ2 = ξ3 = ξ5 = 0; we diagonalize C and we apply (∗3), we obtain β47 =
β59 and the theorem.
Case 2.3.3. (c, d, e, f ) are dependent; (ξ3, c, d, e) are dependent; (ξ4, c, d, e) are linearly
independent;
C =

 ξ2 ξ3 + iξ4 ξ5 + if (ξ3, ξ4, ξ5)ξ3 − iξ4 χ(ξ3, ξ4, ξ5) ξ6
ξ5 − if ξ6 −χ

 .
We have formulas (2.1), (2.2), (2.3), (2.4).
Let ξ3 = ξ4 = 0, ξ2 = χ5ξ5; we obtain the theorem by a calculus analogous to the prece-
dent ones.
If (c, d, e, f ) are dependent and (c, d, e, ξ3) are dependent and (c, d, e, ξ4) are depen-
dent then (c, d, e) are dependent. The case where (ξ3, c, d, f ) are independent can be
reduced to the precedent one; the case (ξ4, c, d, f ) independent can be reduced to the
precedent case; we have only to consider the following cases.
Case 2.3.4. (ξ3, ξ4, c, d) are linearly independent:
C =

 ξ2 ξ5 + iξ6 e(ξ5, ξ6) + if (ξ5, ξ6)ξ5 − iξ6 ξ3 ξ4
e − if ξ4 −ξ3

 .
We get easily:
β4 + iγ4 = β47(ξ7 − iξ8);
β5 + iγ5 = β59(ξ9 − iξ10);
β6 + iγ6 = β611(ξ11 − iξ12).
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the theorem.
Finally, we have only to consider:
Case 2.3.5. (c, e, ξ3, ξ4) are linearly independent and
C =

 ξ2 ξ5(1 + iλ) ξ6 + if (ξ5, ξ6)ξ4(1 − iλ) ξ3 ξ4
ξ6 − if ξ4 −ξ3

 ;
this case is quite easy.
Case 2.4 [4, pp. 280, 283].
C =

 ξ2 (c + id)(ξ3, ξ4, ξ5, ξ6) (e + if )(ξ3, ξ4, ξ5, ξ6)c − id ξ3 ξ4 + iξ5
e − if ξ4 − iξ5 −ξ3

 .
The rank of (ξ3, ξ4, ξ5, c, d, e, f ) is 4.
Case 2.4.1. (c, d, e, f ) are linearly independent.
C =

 ξ2 ξ3 + iξ4 ξ5 + iξ6ξ3 − iξ4 χ(ξ3, ξ4, ξ5, ξ6) λ + iµ(ξ3, ξ4, ξ5, ξ6)
ξ5 − iξ6 λ − iµ −χ

 .
Formulas (2.1), (2.2), (2.3), (2.4) are valuable.
Let ξ3 = ξ4 = 0, ξ2 = χ(ξ5, ξ6);
U =

 ξ5 + iξ6 ξ5 + iξ6 λ − iµλ + iµ λ + iµ −(ξ5 − iξ6)
−(√K + χ) √K − χ 0


where K = ξ25 + ξ26 + χ2 + λ2 + µ2;
(∗3) with ξ7 = ξ8 = 0, implies formulas (2.5);
(∗1) with ξ9 = ξ10 = 0 implies β47 = β611.
Let ξ5 = ξ6 = 0, ξ2 = −χ(ξ3, ξ4), K = ξ23 + ξ24 + χ2 + λ2 + µ2;
(∗1) with ξ11 = ξ12 = 0 implies β47 = β611;
the theorem is proved.
Case 2.4.2. (c, d, e, f ) are dependent; we assume, at first: (ξ3, c, d, e) linearly indepen-
dent:
C =

 ξ2 ξ4 + iξ5 ξ6 + if (ξ4, ξ5, ξ6)ξ4 − iξ5 ξ3 (λ + iµ)(ξ3, ξ4, ξ5, ξ6)
ξ6 − if λ − iµ −ξ3

 ;
formulas (2.1), (2.2), (2.3), (2.4) are valuable.
Let ξ4 = ξ5 = 0, ξ3 = ξ2, K = ξ22 + λ2(ξ2, ξ6) + µ2 + (1 + f 26 )ξ26 ; we construct U asbefore;
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Then let ξ2 = ξ3 = ξ6 = 0; we choose if f4 = 0, ξ4 such that f (ξ4, ξ5) = 0; we construct
U and we obtain β47 = β59 and afterwards the theorem; if f4 = 0, let ξ5 = 0 and we obtain
again the theorem.
Case 2.4.3. (ξ4, c, d, e) are linearly independent:
C =

 ξ2 ξ3 + iξ4 ξ6 + if (ξ3, ξ4, ξ6)ξ3 − iξ4 χ(ξ3, ξ4, ξ6) ξ5 + iµ(ξ3, ξ4, ξ5, ξ6)
ξ6 − if ξ5 − iµ −χ

 .
Formulas (2.1), (2.2), (2.3), (2.4) are valuable.
Let ξ6 = 0; if f3 = 0, we choose ξ3 such that f (ξ3, ξ4) = 0; let ξ2 = −χ(ξ3, ξ4, ξ5);
we diagonalize C and we obtain, by (∗3) formulas (2.5) and β47 = β611; (∗1) implies
β47 = β59; we consider the case: f3 = 0 and we obtain the theorem.
Case 2.4.4. (c, d, e, f ) are dependent; (ξ3, c, d, e) are dependent; (ξ4, c, d, e) are depen-
dent. (ξ5, c, d, e) are linearly independent:
C =

 ξ2 ξ3 + iξ4 ξ6 + if (ξ3, ξ4, ξ6)ξ3 − iξ4 ξ6 + χ(ξ3, ξ4, ξ6) λ(ξ3, ξ4, ξ6) + iξ5
ξ6 − if λ − iξ5 −χ

 .
Formulas (2.1), (2.2), (2.3), (2.4) are valuable.
Let ξ3 = ξ4 = 0, ξ2 = χ(ξ6). We construct U ; (∗3) implies formulas (2.5) and β47 =
β59; (∗1) implies β47 = β611 and we get the theorem.
Case 2.4.5. Two forms among (c, d, e, f ) and two forms among (ξ3, ξ4, ξ6) are linearly
independent; we reduce at first to the case where (ξ3, ξ4, c, d) are linearly independent.
The case where (ξ3, ξ5, c, d) are linearly independent is reduced to this case;
C =

 ξ2 ξ5 + iξ6 e(ξ5, ξ6) + if (ξ5, ξ6)ξ5 − iξ6 ξ3 ξ4 + χ(ξ3, ξ4, ξ5, ξ6)
e − if ξ4 − iχ −ξ3

 .
Formulas (2.1), (2.2), (2.3), (2.4) are valuable.
Let ξ5 = ξ6 = 0; let K = ξ23 + ξ24 + χ2(ξ3, ξ4). (∗1) gives:{[
ξ4 − iχ(ξ3, ξ4)
][
β59(ξ9 − iξ10) + β5(ξ11, ξ12) + iγ5(ξ11, ξ12)
]
− (√K + ξ3)
[
β611(ξ11 − iξ12) + β6(ξ9, ξ10) + iγ6(ξ9, ξ10)
]}
× {(ξ4 + iχ)(ξ9 + iξ10) − (√K + ξ3)(ξ11 + iξ12)}> 0;
(∗′1) and (∗′2) imply easily that the coefficient of
√
K is equal to 0; that means:
Im(ξ4 + iχ)(ξ9 + iξ10)(ξ11 − iξ12)(β611 − β59)
+ Im(ξ4 + iχ)(ξ9 + iξ10)
[
β6(ξ9, ξ10) + iγ6(ξ9, ξ10)
]
+ Im(ξ4 − iχ)(ξ11 + iξ12)
[
β5(ξ11, ξ12) + iγ5(ξ11, ξ12)
]
[ ]+ 2ξ3 ξ11γ6(ξ9, ξ10) + ξ12β6(ξ9, ξ10) = 0;
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Then let ξ2 = ξ3 = ξ4 = 0, and if χ5 = 0, χ(ξ5, ξ6) = 0; (∗1) implies β47 = β59; if
χ5 = 0 let ξ6 = 0; we obtain the result in the two cases.
Case 2.4.6. (ξ4, ξ5, c, d) are linearly independent; ξ3 depends linearly on (ξ5, c, d)
C =

 ξ2 ξ3 + iξ6 e(ξ3, ξ6) + if (ξ3, ξ6)ξ3 − iξ6 χ(ξ3, ξ6) ξ4 + ξ5
e − if ξ4 − iξ5 −χ(ξ3, ξ6)

 .
The proof is easy.
Case 2.4.7. c = 0; ξ3, ξ4, ξ5, c are independent:
C =

 ξ2 (1 + iρ)ξ6 (λ + iµ)ξ6(1 − ıρ)ξ6 ξ3 ξ4 + iξ5
(λ − iµ)ξ6 ξ4 − iξ5 −ξ3

 .
(2.1), (2.2), (2.3), (2.4), (2.5) are valuable.
Let ξ6 = 0; we obtain β59 = β611; let ξ2 = ξ3 = ξ4 = ξ5 = 0, we obtain β47 = β59.
3. Case where the reduced dimension of C is 6
We have 3 reduced forms of C.
Case 3.1 [4, pp. 242, 280].
C =

 ξ2 ξ4 + iξ5 ξ6 + iξ7ξ4 − iξ5 ξ3 0
ξ6 − iξ7 0 −ξ3

 ;
the rank of (ξ2, . . . , ξ7, b1, b2, b3, b4, b5, b6) is equal to 11; one of the forms bi depends
linearly on the other elements. We have 2 subcases.
Case 3.1.1.
b =


0 ξ8 + iξ9 ξ10 + iξ11 ξ12 + ig(ξ2, . . . , ξ12)
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
Let ξ4 = ξ5 = ξ6 = ξ7 = 0; we obtain easily:
β4 + iγ4 = β48(ξ8 − iξ9) + (β4 + iγ4)(ξ4, ξ5, ξ6, ξ7),
β5 + iγ5 = β510(ξ8 − iξ11) + (β5 + iγ5)(ξ4, ξ5, ξ6, ξ7),
β6 + iγ6 = ρ
[
ξ12 − ig(ξ2, ξ3, ξ8, ξ9, ξ10, ξ11, ξ12)
]+ (β6 + iγ6)(ξ4, ξ5, ξ6, ξ7);
β48 > 0; β510 > 0; ρ > 0.
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such that g(ξ2, ξ3, ξ4, ξ5, ξ6, ξ7) = 0; from (∗′′) we deduce:
(βi + iγi)(ξ4, ξ5, ξ6, ξ7) = 0, ∀i, 4 i  5;
β6(ξ4, ξ5, ξ6, ξ7) = 0; γ6(ξ4, ξ5, ξ6, ξ7) = −ρg(ξ4, ξ5, ξ6, ξ7), ρ ∈ R:
if g(ξ2, ξ3) = 0; assume ξ such that g(ξ4, ξ5, ξ6, ξ7) = 0; we deduce:
(βi + iγi)(ξ4, ξ5, ξ6, ξ7) = zig(ξ4, ξ5, ξ6, ξ7), zi ∈ C; 4 i  6.
Let ξ2 = ξ3 = ξ6 = ξ7 = 0; we diagonalize C, (∗3) implies:{
ρ
[
ξ12 − ig(ξ8, ξ9, ξ10, ξ11, ξ12)
]+ z6f (ξ4, ξ5)}
× {ξ12 + ig(ξ8, . . . , ξ12) + ig(ξ4, ξ5)}> 0;
we deduce:
(β6 + iγ6)(ξ4, ξ5) = −iρg(ξ4, ξ5).
(∗1) and (∗2) imply β48 = β510; if g(ξ4, ξ5) = 0, we get also z4 = z5 = 0; so:
(βi + iγi)(ξ4, ξ5) = 0, 4 i  5.
At last, let ξ2 = ξ3 = ξ4 = ξ5 = 0; we diagonalize C; (∗2) implies:
β5 + iγ5 = β48(ξ10 − iξ11).
(∗1) and (∗3) imply:
β4 + iγ4 = β48(ξ8 − iξ9),
β6 + iγ6 = β48
[
ξ12 − ig(ξ2, ξ3, ξ4, . . . , ξ12)
];
hence the theorem.
Case 3.1.2.
b =


0 ξ8 + ig(ξ2, ξ3, . . . , ξ8) ξ9 + iξ10 ξ11 + iξ12
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
This case is quite similar to the precedent.
Case 3.2 [4, p. 280].
C =

 ξ2 ξ5 + iξ6 ξ7 + if (ξ3, ξ4, ξ5, ξ6, ξ7)ξ5 − iξ6 ξ3 ξ4
ξ7 − if ξ4 −ξ3

 .
The sequence (ξ2, ξ3, ξ4, ξ5, ξ6, ξ7, b1, . . . , b6) has the rank equal to 11; one form bi
depends linearly on the other elements. We come down to 4 subcases.
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b =


0 ξ8 + iξ9 ξ10 + iξ11 ξ12 + ig(ξ2, . . . , ξ12)
β4 + iγ4 ξ2 ξ5 + iξ6 ξ7 + if (ξ3, . . . , ξ7)
β5 + iγ5 ξ5 − iξ6 ξ3 ξ4
β6 + iγ6 ξ7 − if ξ4 −ξ3

 .
Let ξ3 = ξ4 = ξ5 = ξ6 = ξ7 = 0; we obtain:
β4 + iγ4 = β48(ξ8 − iξ9) + (β4 + iγ4)(ξ3, ξ4, ξ5, ξ6, ξ7)
and
(β5 + iγ5)(ξ2, ξ8, ξ9, ξ10, ξ11, ξ12)(ξ10 + iξ11)
+ (β6 + iγ6)(ξ2, . . . , ξ12)
[
ξ12 + ig(ξ2, . . . , ξ12)
]
> 0. (3.1)
Let ξ4 = ξ5 = ξ6 = ξ7 = 0; we diagonalize C; denote by K = (ξ2 + ξ3)2 + 4f 23 ξ23 ,
U =

 if3ξ3 ∗ 00 0 1
− ξ2+ξ3+
√
K
2 ∗ 0

 .
(∗3) implies:
β5 + iγ5 = β510(ξ10 − iξ11) + (β5 + iγ5)(ξ4, ξ5, ξ6, ξ7). (3.2)
Then: let ξ10 = ξ11 = 0 in (3.1), we deduce:
β6 + iγ6 = ρ
[
ξ12 − ig(ξ2, ξ8, ξ9, ξ12)
]+ (β6 + iγ6)(ξ3, ξ4, ξ5, ξ6, ξ7, ξ10, ξ11).
(∗1) implies{
−if3ξ3
[
β48(ξ8 − iξ9) + (β43 + iγ43)ξ3
]
− ξ2 + ξ3 +
√
K
2
[
ρ
(
ξ12 − ig(ξ2, ξ8, ξ9, ξ12)
)+ (β6 + iγ6)(ξ3, ξ10, ξ11)]
}
×
{
if3ξ3(ξ8 + iξ9) − ξ2 + ξ3 +
√
K
2
× [ξ12 + ig(ξ2, ξ8, ξ9, ξ12) + ig(ξ3, ξ10, ξ11)]
}
> 0. (3.3)
If we replace
√
K by −√K , we obtain (∗2).
If f3 = 0, we remark (C is diagonal):
β4 + iγ4 = β48(ξ8 − iξ9) + (β4 + iγ4)(ξ4, ξ5, ξ6, ξ7), (3.4)
β6 + iγ6 = ρ
[
ξ12 − ig(ξ2, ξ3, ξ8, ξ9, ξ10, ξ11, ξ12)
]+ (β6 + iγ6)(ξ4, ξ5, ξ6, ξ7).
Assume now f3 = 0.
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ficient of
√
K in (∗′1) and the other coefficient (constant in
√
K) are equal to 0. We obtain
f 23 ξ
3
3 (ξ8γ43 + ξ9β43) +
⌊
(ξ2 + ξ3)2
2
+ f3ξ23
⌋
X1 − (ξ2 + ξ3)2 X2 = 0
and
(ξ2 + ξ3)X1 − X2 = 0;
hence:
(ξ8γ43 + ξ9γ43)ξ3 + X1 = 0, where (3.5)
X1 = ξ12γ˜ ρ6 (ξ3, ξ10, ξ11) + g(ξ2, ξ3, ξ8, ξ9, ξ10, ξ11, ξ12)β6(ξ3, ξ10, ξ11),
γ˜
ρ
6 (ξ3, ξ10, ξ11) = (γ6 + ρg)(ξ3, ξ10, ξ11), (3.6)
we deduce:
(γ˜
ρ
6 + g12β6)(ξ3, ξ10, ξ11) = 0;
(ξ8γ43 + ξ9β43)ξ3 + g(ξ2, ξ3, ξ8, ξ9, ξ10, ξ11)β6(ξ3, ξ10, ξ11) = 0;
hence:
g(ξ2, ξ3, ξ10, ξ11)β6(ξ3, ξ10, ξ11) = 0;
(i) if g(ξ2, ξ3, ξ10, ξ11) ≡ 0, then β6(ξ3, ξ10, ξ11) = 0, γ˜ ρ6 (ξ9, ξ10, ξ11) ≡ 0, X1 = 0,
β43 = γ43 = 0; (3.2) and (3.4) are valuable;
(ii) if g(ξ2, ξ3, ξ10, ξ11) ≡ 0, let ξ8 = ξ9 = ξ12 = 0, in (∗1) and (∗2); we deduce: (β6 +
iγ6)(ξ3, ξ10, ξ11) = 0; β43 = γ43 = 0; (3.2) and (3.4) are valuable.
As in 3.1, let ξ8 = ξ9 = ξ10 = ξ11 = ξ12 = 0, and if g2 = 0 (resp. g3 = 0), choose ξ2
(resp. ξ3) such that:
g(ξ2, ξ3, ξ4, ξ5, ξ6, ξ7) = 0;
from (∗1), (∗2), (∗3), we deduce:
(βi + iγi)(ξ4, ξ5, ξ6, ξ7) = 0, ∀i: 4 i  5,
β6(ξ4, ξ5, ξ6, ξ7) = 0; γ6(ξ4, ξ5, ξ6, ξ7) = −ρg(ξ4, ξ5, ξ6, ξ7).
If g(ξ2, ξ3) = 0, we obtain:
(βi + iγi)(ξ4, ξ5, ξ6, ξ7) = zig(ξ4, ξ5, ξ6, ξ7), zi ∈ C; 4 i  6.
Let ξ2 = ξ3 = ξ5 = ξ6 = 0 in C; diagonalize C;
K = ξ24 + ξ27 + f 2(ξ4, ξ7);
U =

 ξ7 + if ξ7 + if ξ4ξ4 ξ4 −(ξ7 − if )
−√K √K 0

 .(∗3) implies:
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ξ4
[
β48(ξ8 − iξ9) + z4g(ξ4, ξ7)
]− (ξ7 + if )[β510(ξ10 − iξ11) + z5g(ξ4, ξ7)]}
× {ξ4(ξ8 + iξ9) − (ξ7 − if )(ξ10 + iξ11)}> 0;
then β48 = β510. Assume g(ξ4, ξ7) ≡ 0; (∗′3) implies:
ξ24 (ξ8 Im z4 + ξ9 Rex4) + (ξ27 + f 2)(ξ10 Im z5 + ξ11 Re z5)
− Im{ξ4(ξ8 + iξ9)(ξ7 + if )z5 + ξ4(ξ10 + iξ11)(ξ7 − if )z4}= 0;
we obtain z5 = 0 and z4 = 0;
(∗′1), (∗′2) (with g(ξ4, ξ7) ± 0) imply:
ξ12 Im z6 + g(ξ8, ξ9, ξ10, ξ11, ξ12)Re z6 + ρξ12g(ξ4, ξ7)Re z6 = 0;
hence Re z6 = 0, Im z6 = −ρ; we have also ρ = β48;
β6 + iγ6 = β48
[
ξ12 − ig(ξ2, ξ3, ξ4, ξ5, ξ6, ξ7, ξ8, ξ9, ξ10, ξ11, ξ12)
]
,
β4 + iγ4 = β48(ξ8 − iξ9),
β5 + iγ5 = β48(ξ10, iξ11).
Assume g(ξ4, ξ7) ≡ 0, then
(βi + iγi)(ξ4, ξ7) ≡ 0;
let ξ2 = ξ3 = ξ4 = 0 in C, we diagonalize C; K = ξ25 + ξ26 + ξ27 + f 2(ξ5, ξ6, ξ7)
U =


√
K −√K 0
−(ξ5 − iξ6) −(ξ5 − iξ6) ξ7 + if
−(ξ7 − if ) −(ξ7 − if ) −(ξ5 + iξ6)

 .
(∗′3) implies ρ = β48; assume g(ξ5, ξ6)±0; (∗′3) implies also z5 = 0, Re z6 = 0, Im z6 =−β48.
Then, by (∗′1) and (∗′2) z4 = 0; we get again formulas (3.7).
If g(ξ5, ξ6) = 0, the result is evident.
Case 3.2.2.
b =


0 ξ8 + iξ9 ξ10 + iξ11 g(ξ2, . . . , ξ11) + iξ12
β4 + iγ4 ξ2 ξ5 + iξ6 ξ7 + if (ξ3, ξ4, ξ5, ξ6)
β5 + iγ5 ξ5 − iξ6 ξ3 ξ4
β6 + iγ6 ξ7 − if ξ4 −ξ3

 .
The proof of the theorem is quite similar to the proof of Case 3.2.1.
Case 3.2.3.
b =


0 ξ8 + iξ9 ξ10 + ig(ξ2, . . . , ξ10) ξ11 + iξ12
β4 + iγ4 ξ2 ξ5 + iξ6 ξ7 + if (ξ3, ξ4, ξ5, ξ6)
β5 + iγ5 ξ5 − iξ6 ξ3 ξ4
β6 + iγ6 ξ7 − if ξ4 −ξ3

 .The proof is quite similar to the precedent proofs.
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b =


0 ξ8 + ig(ξ2, . . . , ξ8) ξ9 + iξ10 ξ11 + iξ12
β4 + iγ4 ξ2 ξ5 + iξ6 ξ7 + if
β5 + iγ5 ξ5 − iξ6 ξ3 ξ4
β6 + iγ6 ξ7 − if ξ4 −ξ3

 .
The proof is very simple.
Case 3.3 [4, p. 280].
C =

 ξ2 ξ6 + iξ7 (e + if )(ξ3, ξ4, ξ5, ξ6, ξ7)ξ6 − iξ7 ξ3 ξ4 + iξ5
e − if ξ4 − iξ5 −ξ3

 .
One form bi depends linearly on the others forms. We distinguish 3 subcases.
Case 3.3.1.
b =


0 ξ8 + iξ9 ξ10 + iξ11 ξ12 + ig(ξ2, ξ3, . . . , ξ7, ξ8, . . . , ξ12)
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
The proof is similar to that of Case 3.2.1 and we summarize it. We get, at first:
β4 + iγ4 = β48(ξ8 − iξ9) + (β4 + iγ4)(ξ4, ξ5, ξ6, ξ7),
β5 + iγ5 = β510(ξ10 − iξ11) + (β5 + iγ5)(ξ4, ξ5, ξ6, ξ7),
β6 + iγ6 = ρ
[
ξ12 − ig(ξ2, ξ3, ξ8, ξ9, ξ10, ξ11, ξ12)
]+ (β6 + iγ6)(ξ4, ξ5, ξ6, ξ7).
Then, let ξ8 = ξ9 = ξ10 = ξ11 = ξ12 = 0, g(ξ2, ξ3, ξ4, ξ5, ξ6, ξ7) = 0 and we continue, as in
Case 3.2.1; we obtain the theorem, in the same manner.
Case 3.3.2.
b =


0 ξ8 + iξ9 ξ10 + ig(ξ2, ξ3, . . . , ξ10) ξ11 + iξ12
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
Case 3.3.3.
b =


0 ξ8 + ig(ξ2, ξ3, . . . , ξ9) ξ10 + iξ11 ξ11 + iξ12
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .These cases are analogous to the precedent ones.
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In this case, we have 2 reduced forms of C.
Case 4.1 [4, p. 280].
C =

 ξ2 ξ5 + iξ6 ξ7 + iξ8ξ5 − iξ6 ξ3 ξ4
ξ7 − iξ8 ξ4 −ξ3

 .
We distinguish 4 subcases, the others come down to which.
Case 4.1.1.
b =


0 ξ9 + iξ10 ξ11 + iξ12 (g + ih)(ξ2, ξ3, . . . , ξ12)
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
Let ξ4 = ξ5 = ξ6 = ξ7 = ξ8 = 0; we obtain:
β4 + iγ4 = β49(ξ9 − iξ10) + (β4 + iγ4)(ξ4, ξ5, ξ6, ξ7, ξ8),
β5 + iγ5 = β511(ξ4 − iξ12) + (β5 + iγ5)(ξ4, ξ5, ξ6, ξ7, ξ8),
β6 + iγ6 = ρ
[
(g − ih)(ξ2, ξ3, ξ9, ξ10, ξ11, ξ12)
]+ (β6 + iγ6)(ξ4, ξ5, ξ6, ξ7, ξ8),
β49 > 0; β511 > 0; ρ > 0.
Let ξ5 = ξ6 = 0; ξ2 = ξ3, K = ξ22 + ξ24 + ξ27 + ξ28 , we diagonalize C:
U =

 ξ7 + iξ8 ξ7 + iξ8 ξ4ξ4 ξ4 −(ξ7 − iξ8)
−(√K + ξ2)
√
K − ξ2 0

 .
(∗3) is explicited; sometimes we replace β4(ξ4, ξ7, ξ8), . . . by β4|, . . . to simplify the ty-
pography{
ξ4
[
β49(ξ9 − iξ10) + β4| + iγ4|
]− (ξ7 + iξ8)[β511(ξ11 − iξ12) + β5| + iγ5|]}
× {ξ4(ξ9 + iξ10) − (ξ7 − iξ8)(ξ11 + iξ12)}> 0.
The imaginary part of the first member is equal to 0 and we deduce: β49 = β511.
Let ξ9 = ξ10 = ξ11 = ξ12 = 0; we obtain:
β5(ξ7, ξ8) = γ5(ξ7, ξ8) = β4(ξ4) = γ4(ξ4) = 0.
Explicit partially (∗′3):
ξ24 (ξ9γ4| + ξ10β4|) + (ξ27 + ξ28 )(ξ11γ5| + ξ12β5|) − X3 = 0. (4.1)
Write (∗1)
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(ξ7 − iξ8)
[
β49(ξ9 − iξ10) + β4| + iγ4|
]+ ξ4[β49(ξ11 − iξ12) + β5| + iγ5|]
− (√K + ξ2)
[
ρ(g − ih)(ξ2, ξ2, ξ9, ξ10, ξ11, ξ12) + β6| + iγ6|
]}
× {(ξ7 + iξ8)(ξ9 + iξ10) + ξ4(ξ11 + iξ12)
− (√K + ξ2)
[
(g + ih)(ξ2, ξ2, ξ9, ξ10, ξ11, ξ12) + (g + ih)(ξ4, ξ7, ξ8)
]}
> 0.
The imaginary part of (∗1) and (∗2) are equal to zero; the coefficients of
√
K and of the
term without
√
K are equal to zero, so that
(ξ27 + ξ28 )(ξ9γ4| + ξ10β4|) + ξ24 (ξ11γ5| + ξ12β5|)
+ (2ξ22 + ξ24 + ξ27 + ξ28 )X1 + X3 − ξ2X2 = 0 (4.2)
and
2ξ2X1 − X2 = 0. (4.3)
We deduce from (4.1), (4.2), (4.3)
ξ9γ4| + ξ10β4| + ξ11γ6| + ξ12β5| + X1 = 0; (4.4)
denote:
β˜
ρ
6 (ξ4, ξ7, ξ8) = (β6 − ρg)(ξ4, ξ7, ξ8),
γ˜6(ξ4, ξ7, ξ8) = (γ6 + ρh)(ξ4, ξ7, ξ8);
X1 ≡ g(ξ2, ξ2, ξ4, ξ7, ξ8, ξ9, ξ10, ξ11, ξ12)γ˜ ρ6 | + h(ξ2, . . . , ξ12)β˜ρ6 |.
From X2(ξ2 = 0) ≡ 0; we deduce: if g(ξ2, ξ2, ξ9, ξ10, ξ11, ξ12) ≡ 0 or h(ξ2, ξ2, ξ9, ξ10,
ξ11, ξ12) ≡ 0, then ρ = β49.
We remark also that: if β4| = γ4| = β5| = γ5| = 0, then X1 = 0, X2 = 0 and the coeffi-
cient of ξ2 in X2 is null; that implies: if g2 + g3 = 0, or h2 + h3 = 0, then ρ = β410.
We come back to (4.4); we obtain easily:
(g2 + g3)γ˜ ρ6 | + (h2 + h3)β˜ρ6 | = 0.
We distinguish:
(1) If g2 + g3 = 0⌊
h(ξ4, ξ7, ξ8) − h2 + h3
g2 + g3 g(ξ4, ξ7, ξ8)
⌋
β˜
ρ
6 | = 0.
(1)1 If the bracket is ≡ 0, then:
β˜
ρ
6 | = γ˜ ρ6 | = 0 = β4| = γ4| = β5| = γ5| = 0; ρ = β49. (4.5)
(1)2 If the bracket is ≡ 0, (4.4) implies:
β˜
ρ
6 (ξ7, ξ8)
⌊
h(ξ11, ξ12) − h2 + h3
g2 + g3 g(ξ11, ξ12)
⌋
≡ 0;
(1)′2 If the new bracket is ≡ 0, we obtain
β˜
ρ
6 (ξ7, ξ8) ≡ 0; γ˜ ρ6 (ξ7, ξ8) ≡ 0;
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ρ = β49.
(1)′′2 If h(ξ11, ξ12) − h2+h3g2+g3 g(ξ11, ξ12) ≡ 0, we obtain, at first γ5| = β5| = 0; then γ4| =
β4| = 0 and
β˜
ρ
6 |
⌊
−h2 + h3
g2 + g3 g(ξ9, ξ10) + h(ξ9, ξ10)
⌋
= 0;
if the last bracket is ≡ 0, we obtain (4.5); if it is ≡ 0, (4.4) implies: β4| = γ4| = β5| = γ5| =
0; then X1 ≡ 0, X2 ≡ 0; then ρ = β49 and X2 = 0 implies β˜496 | = γ˜ 496 | = 0 and (4.5).
(2) If g2 + g3 = 0 and
(21) h2 + h3 = 0, we obtain β˜496 | = 0 and after an easy calculus (4.5).
(22) If h2 + h3 = 0, (4.3) implies X1 ≡ 0, X2 ≡ 0 and (4.4) implies: β4| = γ4| = β5| =
γ5| = 0; explicit then, X2 = 0:
Im

β˜496 | + iγ˜ 496 | − (β49 − ρ)(g + ih)(ξ9, ξ10, ξ11, ξ12)

×[(ξ7 + iξ8)(ξ9 + iξ10) + ξ4(ξ11 + iξ12)]= 0.
We deduce: β˜496 | ≡ 0; γ˜ 496 | ≡ 0. If g(ξ9, ξ10, ξ11, ξ12) ≡ 0 or h(ξ9, ξ10, ξ11, ξ12) ≡ 0, we
obtain: ρ = β49; if g(ξ9, ξ10, ξ11, ξ12) ≡ 0 or h(ξ9, ξ10, ξ11, ξ12) ≡ 0 consider C and let
ξ4 = ξ5 = ξ6 = 0, we obtain a new U :
U =

 ξ7 + iξ2 0 ∗0 1 0
− (ξ2+ξ3+
√
K)
2 0 ∗

 ;
(∗′1) and (∗′2) imply:
Im(ξ7 + iξ8)(ξ9 + iξ10)(g2 − ih2)(ξ2 − ξ3)(ρ − β49) = 0;
then, if g2 = 0 and h2 = 0, we obtain ρ = β49 and (4.5); if g2 = h2 = g3 = h3 = 0:
β6 + iξ6 = β49
[
g(ξ4, ξ7, ξ8) − ih(ξ4, ξ7, ξ8)
]+ (β6 + iγ6)(ξ5, ξ6).
In all the cases:
(β4 + iγ4 = β49(β9 + iξ10) + (β4 + iγ4)(ξ5, ξ6),
β5 + iγ5 = β49(β11 + iξ12) + (β5 + iγ6)(ξ5, ξ6),
β6 + iγ6 = β49(g − ih)(ξ2, ξ3, ξ4, ξ7, ξ8, ξ9, ξ10, ξ11, ξ12) + (β6 + iγ6)(ξ5, ξ6).
Consider C and let, at first ξ4 = ξ7 = ξ8 = 0; we construct U and we obtain easily, thanks
to (∗1) and (∗2): β4(ξ5, ξ6) = 0; γ4(ξ5, ξ6) = 0; β5(ξ5, ξ6) = 0; γ5(ξ5, ξ6) = 0; consider
again C and let ξ7 = ξ8 = 0, ξ2 = −ξ3, we construct U and we obtain (∗1) and (∗2); (∗1):{
β49(ξ5 − iξ6)(ξ9 − if10) − β49(
√
K + ξ2)(ξ11 − iξ12)
+ ξ4
[
β49(g − ih)(ξ2,−ξ2, ξ4, ξ9, ξ10, ξ11, ξ12) + (β6 + iγ6)(ξ5, ξ6)
]}
× {(ξ5 + iξ6)(ξ9 + iξ10) − (√K + ξ2)(ξ11 + iξ12)[ ]}+ ξ4 (g + ih)(ξ2,−ξ2, ξ4, ξ9, ξ10, ξ11, ξ12) + (g + ih)(ξ5, ξ6) > 0.
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√
K is equal to 0, so that
β˜496 (ξ5, ξ6) = 0, γ˜ 496 (ξ5, ξ6) = 0;
β6 + ıγ6 = β49(g − ih)(ξ2, . . . , ξ12); the theorem is proved.
Case 4.1.2.
b =


0 ξ9 + iξ10 ξ11 + ig(ξ2, . . . , ξ11) ξ12 + ih(ξ2, . . . , ξ11, ξ12)
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
We obtain easily:
β4 + iγ4 = β49(ξ9 − iξ10) + (β4 + iγ4)(ξ4, ξ5, ξ6, ξ7, ξ8),
β5 + iγ5 = β511
[
ξ11 − ig(ξ2, . . . , ξ11)
]+ (β5 + iγ5)(ξ4, ξ5, ξ6, ξ7, ξ8),
β6 + iγ6 = β612
[
ξ12 − ih(ξ2, . . . , ξ11, ξ12)
]+ (β6 + iγ6)(ξ4, ξ5, ξ6, ξ7, ξ8).
As in Case 4.1.1, let ξ2 = ξ3, ξ5 = ξ6 = 0, we obtain (∗3):{
ξ4
[
β49(ξ9 − iξ10) + (β4 + iγ4)(ξ4, ξ7, ξ8)
]}
− (ξ7 + iξ8)
[
β511
[
ξ11 − ig(ξ2, ξ2, ξ9, ξ10, ξ11)
]+ (β5 + iγ5)(ξ4, ξ7, ξ8)]
× {ξ4(ξ9 + iξ10) − (ξ7 − iξ8)[ξ11 + ig(ξ2, ξ2, ξ9, ξ10, ξ11) + ig(ξ4, ξ7, ξ8)]}> 0.
It implies β49 = β511 and
ξ24 (ξ9γ4| + ξ10β4|)
+ (ξ27 + ξ28 )
⌊
ξ11γ˜
49
5 | + β5|g(ξ2, ξ2, ξ9, ξ10, ξ11) + β5|g(ξ4, ξ7, ξ8)
⌋− X3 = 0,
where
X3 = Im
{
ξ4
[
(ξ9 + iξ10)(ξ7 + iξ8)(β5| + iγ˜ 495 |)
+ ξ4(ξ7 − iξ8)
(
ξ11 + ig(ξ2, ξ2, ξ4, ξ7, ξ8, ξ9, ξ10, ξ11)
)
(β4| + iγ4|)
]}
,
γ˜ 495 (ξ4, ξ7, ξ8) = (γ5 + β49h)(ξ4, ξ7, ξ8).
We obtain
β4(ξ4) = γ4(ξ4) = 0; β5(ξ7, ξ8) = γ˜ 495 (ξ7, ξ8) = 0.
(∗1) is:{
(ξ7 − iξ8)
[
β49(ξ9 − iξ10) + [β4| + iγ4|]
]
+ ξ4
[[
β49
[
ξ11 − ig(ξ2, ξ2, ξ9, ξ10, ξ11)
]
+ β5| + iγ5|
]+ (√K + ξ2)[[β612[ξ12 − ih(ξ2, ξ2, ξ9, ξ10, ξ11, ξ12)]
+ β6| + iγ6|
]]}
× {(ξ7 + iξ8)(ξ9 + iξ10) + ξ4[ξ11 + ig(ξ2, ξ2, . . . , ξ11) + ig(ξ4, ξ7, ξ8)]√ [ ]}+ ( K + ξ2) ξ12 + ih(ξ2, ξ2, . . . , ξ12) + ih(ξ4, ξ7, ξ8) > 0.
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ξ9γ4| + ξ10β4| + X′1 + X1 = 0, (4.6)
2ξ2X1 + X2 = 0, (4.7)
X1 = ξ12γ˜ 126 | + h(ξ2, ξ2, ξ4, ξ7, ξ8, ξ9, ξ10, ξ11, ξ12)β6|,
X′1 = ξ11γ˜ 495 | + g(ξ2, ξ2, ξ4, ξ7, ξ8, ξ9, ξ10, ξ11)β5|.
(4.7) implies β49 = β612. (4.6) implies γ˜ 496 | + h12β6| = 0;
γ˜ 495 | + β5|g11 + h11β6| = 0;
ξ9γ4| + ξ10β4| + β5|g(ξ2, ξ2, ξ4, ξ7, ξ8, ξ9, ξ10)
+ β6|h(ξ2, ξ2, ξ4, ξ7, . . . , ξ10) = 0. (4.8)
(4.8) we distinguish as before: (1◦) g2 + g3 = 0.
β5| = −h2 + h3
g2 + g3 β6|.
Let ξ7 = ξ8 = 0 in (4.8).
(i) If h(ξ4, ξ9, ξ10) − h2+h3g2+g3 g(ξ4, ξ9, ξ10) ≡ 0, then β6(ξ4) = 0; β5| = 0;
γ˜ 495 | = 0; β4| = γ4| = 0 (cf. (∗′3)); and finally β6| = 0; γ˜ 496 | = 0.
(ii) If h(ξ4, ξ9, ξ10) − h2+h3g2+g3 g(ξ4, ξ9, ξ10) ≡ 0, let ξ9 = ξ10 = 0 in 4.8; if h(ξ7, ξ8) −
h2+h3
g2+g3 g(ξ7, ξ8) ≡ 0, then β6| = 0; β5| = 0, γ˜ 496 | = 0, γ˜ 495 | = 0, γ4| = β4| = 0; if
h(ξ4, ξ7, ξ8, ξ9, ξ10) − h2+h3g2+g3 g(ξ4, ξ7, ξ8, ξ9, ξ10) ≡ 0, then β4| = γ4| = 0; (∗′3) implies
β5| = γ˜ 495 | = 0; then we obtain β6| = 0 = γ˜ 496 |.
(2◦) If g2 + g3 = 0; h2 + h3 = 0, we obtain the same result.
(3◦) If g2 +g3 = 0 = h2 +h3 = 0, then X1 ≡ 0, X2 ≡ 0; we obtain easily β4| = γ4| = 0,
β5| = 0, γ˜ 495 | = 0; we distinguish: h(ξ4, ξ7, ξ8, ξ9, ξ10, ξ11) ≡ 0 or not and we obtain the
result.
We obtain, at the end:
β4(ξ5, ξ6) = γ4(ξ5, ξ6) = 0;
β5(ξ5, ξ6) = 0, γ5(ξ5, ξ6) = −β49g(ξ5, ξ6); β6(ξ5, ξ6) = 0;
γ6(ξ5, ξ6) = −β49h(ξ5, ξ6) and the theorem.
Case 4.1.3.
b =


0 ξ9 + ig(ξ2, . . . , ξ9)ξ10 + ih(ξ2, . . . , ξ10)ξ11 + iξ12
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .We adapt the calculus of Cases 4.1.1, 4.1.2; we obtain:
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[
(ξ9 − ig(ξ2, ξ3, ξ9)
]+ (β4 + iγ4)(ξ4, ξ5, ξ6, ξ7, ξ8),
β5 + iγ5 = β510
[
ξ10 − ih(ξ2, ξ3, ξ9, ξ10)
]+ (β5 + iγ5)(ξ4, ξ5, ξ6, ξ7, ξ8),
β6 + iγ6 = β611
[
ξ11 − iξ12)
]+ (β6 + iγ6)(ξ4, ξ5, ξ6, ξ7, ξ8).
Let ξ5 = ξ6 = 0; ξ2 = ξ3; (∗3) implies β49 = β510, β4(ξ4) = 0, γ˜ 494 (ξ4) = 0, β5(ξ7, ξ8) = 0,
γ˜ 495 (ξ7, ξ8) = 0; (∗1), (∗2) and (∗3) imply easily β6(ξ4, ξ7, ξ8) = γ6(ξ4, ξ7, ξ8) = 0 (by the
analogous of formula (4.4)); now we obtain the analogous of X2 = 0; we deduce: β49 =
β611; β4(ξ4, ξ7, ξ8) = 0; γ˜4(ξ4, ξ7, ξ8) = 0: β5(ξ4, ξ7, ξ8) = 0; γ˜5(ξ4; ξ7, ξ8) = 0; finally
we obtain: β4(ξ5, ξ6) = γ˜4(ξ5, ξ6) = 0; β4(ξ5, ξ6) = 0; β6(ξ5, ξ6) = γ6(ξ5, ξ6) = 0; then
β5(ξ5, ξ6) = 0, γ˜5(ξ5, ξ6) = 0.
Case 4.1.4.
b =


0 (g + ih)(ξ2, . . . , ξ8) ξ9 + iξ10 ξ11 + iξ12
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
The proof of the theorem is quite simple.
Case 4.2 [4, p. 280].
C =

 ξ2 ξ6 + iξ7 ξ8 + if (ξ3, ξ4, ξ5, ξ6, ξ7, ξ8)ξ6 + iξ7 ξ3 ξ4 + iξ5
ξ8 − if ξ4 − iξ5 −ξ3

 .
We distinguish 5 subcases, the other cases come down to which.
Case 4.2.1.
b =


0 ξ9 + iξ10 ξ11 + iξ12 (g + ih)(ξ2, . . . , ξ12)
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
Let ξ3 = ξ4 = ξ5 = ξ6 = ξ7 = ξ8; we obtain:
β4 + iγ4 = β49(ξ9 − iξ10) + (β4 + iγ4)(ξ3, ξ4, ξ5, ξ6, ξ7, ξ8), β49 > 0
and
(β5 + iγ5)(ξ2, ξ9, ξ10, ξ11, ξ12)(ξ11 + iξ12)
+ (β6 + iγ6)(ξ2, . . . , ξ12)(g + ih)(ξ2, . . . , ξ12) > 0;
let ξ11 = ξ12 = 0; we obtain:
β6 + iγ6 = ρ(g − ih)(ξ2, ξ9, ξ10) + (β6 + iγ6)(ξ3, ξ4, ξ5, ξ6, ξ7, ξ8, ξ11, ξ12);ρ > 0.
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β4 + iγ4 = β49(ξ9 − iξ10) + (β4 + iγ4)(ξ4, ξ5, ξ6, ξ7, ξ8),
β5 + iγ5 = β511(ξ11 − iξ12) + (β5 + iγ6)(ξ4, . . . , ξ8), β511 > 0, (4.10)
β6 + iγ6 = ρ(g − ih)(ξ2, ξ3, ξ9, ξ10, ξ12) + (β6 + iγ6)(ξ4, . . . , ξ8).
Assume now f3 = 0. Let ξ4 = ξ5 = ξ6 = ξ7 = ξ8 = 0; we diagonalize C; denote: K =
(ξ2 + ξ3)2 + 4f 23 ξ23
U =

 −if3ξ3 ∗ 00 0 1
ξ2+ξ3+
√
K
2 ∗ 0

 .
(∗3) implies:
β5 + iγ5 = β511(ξ11 − iξ12) + (β5 + iγ5)(ξ4, ξ5, ξ6, ξ7, ξ8).
(∗1) is written:{
if3ξ3
[
β49(ξ9 − iξ10) + (β43 + iγ43)ξ3
]
+ ξ2 + ξ3 +
√
K
2
[
ρ(g − ih)(ξ2, ξ9, ξ10) + (β6 + iγ6)(ξ3, ξ11, ξ12)
]}
×
{
−if3ξ3(ξ9 + ıξ10)
+ ξ2 + ξ3 +
√
K
2
[
(g + ih)(ξ2, ξ9, ξ10) + (g + ih)(ξ3, ξ11, ξ12)
]}
> 0.
We remark that the imaginary parts of (∗1) and (∗2) are equal to 0 and therefore the coef-
ficient of
√
K and the constant term (in √K) in the imaginary parts are equal to 0:
f 23 ξ
3
3 (ξ9γ43 + ξ10β43) +
[
(ξ2 + ξ23 )
2
+ f 23 ξ23
]
X1 + ξ2 + ξ32 X2 = 0,
(ξ2 + ξ3)X1 + X2 = 0; (4.11)
then
(ξ9γ43 + ξ10β43)ξ3 + X1 = 0; (4.12)
denote:
β˜
ρ
6 (ξ3, ξ11, ξ12) = (β6 − ρg)(ξ3, ξ11, ξ12) = β˜ρ6 |,
γ˜
ρ
6 (ξ3, ξ11, ξ12) = (γ6 − ρh)(ξ3, ξ11, ξ12) = γ˜ ρ6 |.
Explicit (4.12):
(ξ9γ43 + ξ10β43)ξ3 + g(ξ9, ξ10)γ˜ ρ6 | + h(ξ9, ξ10)β˜ρ6 | = 0,
g(ξ3, ξ11, ξ12)γ6| + h(ξ3, ξ11, ξ12)β6| = 0,
g2γ˜
ρ
6 | + h2β˜ρ6 | = 0.
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−g + h2
g2
h
)
(ξ3, ξ11, ξ12)
]
β˜
ρ
6 (ξ3, ξ11, ξ12) = 0.
(11) If the bracket is ≡ 0, we obtain: β˜ρ6 | = γ˜ ρ6 | = 0; β43 = γ43 = 0; X2 = 0 implies
ρ = β49
β6 + iγ6 = β49(g − ih)(ξ2, ξ3, ξ9, ξ10, ξ11, ξ12)
+ (β6 + iγ6)(ξ4, ξ5, ξ6, ξ7, ξ8). (4.13)
(12) If the bracket is ≡ 0, we have
(β9γ43 + ξ10β43)ξ3 + β˜ρ6 (ξ3, ξ11, ξ12)
[(
h − h2
g2
g
)
(ξ9, ξ10)
]
= 0;
then,
(i) if (h − h2
g2
g)(ξ9, ξ10) ≡ 0
β˜
ρ
6 (ξ11, ξ12) = γ˜ ρ6 (ξ11, ξ12) = 0. (4.14)
Explicit (4.11):
(ξ2 + ξ3)β˜ρ63
[(
h − h2
g2
)
(ξ9, ξ10)
]
− f3 Im i
{
(ξ9 + if10)(g − ih)(ξ2, ξ9, ξ10)(ρ − β49)
+ (ξ9 + iξ10)(β˜496 + iγ˜ 496 )(ξ3, ξ11, ξ12) − (β43 + iy43)ξ3(g + ih)(ξ9, ξ10)
− (β43 + iγ43)ξ3g(ξ2, ξ3, ξ11, ξ12)
(
1 + i h2
g2
)}
= 0;
we deduce β˜496 (ξ11, ξ12) = γ˜ 496 (ξ11, ξ12) = 0; we compare to (4.14) and obtain: if
g(ξ11, ξ12) ≡ 0, or h(ξ11, ξ12) ≡ 0, ρ = β49; therefore, as g2 = 0: β˜ρ63 = 0; γ˜ ρ63 = 0;
β43 = γ43 = 0 and formulas (4.10) are valuable. If g(ξ11, ξ12) ≡ 0 and h(ξ11, ξ12) ≡ 0,
we return to (∗1), (∗2); let ξ9 = ξ10 = 0; g2ξ2 + g3ξ3 = 0; we have also: h2ξ2 + h3ξ3 = 0;
that implies:
if3(β43 + iγ43) +
(− g3
g2
+ 1 ±
√
(− g2
g3
+ 1)2 + 4f 23
)
2
(β63 − ρg3)
(
1 − i h2
g2
)
= 0;
then β63 = ρg3, β43 = γ43 = 0 and ρ = β49; formulas (4.10) are valuable.
(ii) If: (h − h2
g2
)(ξ9, ξ10) ≡ 0, we have β43 = γ43 = 0; X1 = 0, then X2 = 0 and β˜4963 =
γ˜ 4963 = 0; ρ = β49 and the formulas.
(2◦) If g2 = 0, h2 = 0, we have β˜ρ6 (ξ3, ξ11, ξ12) = 0; we distinguish g(ξ3, ξ11, ξ12) ≡ 0
or not, and after g(ξ9, ξ10) ≡ 0 or not and we obtain the formulas.
(3◦) If g2 = h2 = 0, (4.11) implies X1 = 0; X2 = 0; then (4.12) implies β43 = γ43 = 0.
We explicit X2 = 0 and obtain
β˜496 (ξ3, ξ11, ξ12) = 0; γ˜ 496 (ξ3, ξ11, ξ12) = 0;
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g(ξ9, ξ10)h(ξ3, ξ11, ξ12) − h(ξ9, ξ10)g(ξ3, ξ11, ξ12)
]
(ρ − β49) = 0;
if the bracket is ≡ 0, we obtain ρ = β49; if the bracket is ≡ 0, we consider X2 = 0 and we
obtain the result.
To calculate β48, γ48, β58, γ58, β68 and γ68 and compare β49 and ρ, let now ξ4 = ξ5 =
ξ6 = ξ7 = 0; we diagonalize C; denote here: K = (ξ2 + ξ3)2 +4[ξ28 +f 2(ξ3, ξ8)]; we have,
U =

 ξ8 + if 0 ∗0 1 0
− ξ2+ξ3+
√
K
2 0 ∗

 .
We obtain immediately β58 = γ58 = 0; we write (∗1) and (∗3); as before, with analogous
notations, we obtain:
(ξ9γ48 + ξ10β48)ξ8 + X1 = 0, (4.15)
(ξ2 + ξ3)X1 + X2 = 0, (4.16)
X1 =
[
g(ξ2, ξ3, ξ8, ξ9, ξ10, ξ11, ξ12)γ˜
ρ
68 + h(ξ2, ξ3, . . . , ξ12)β˜ρ68
]
ξ8,
X2 = − Im
{
(ξ8 + if )(ξ9 + iξ10)(g − ih)(ξ2, ξ3, ξ9, ξ10, ξ11, ξ12)(ρ − β49)
+ (ξ8 + if )(ξ9 + iξ10)(β˜4968 + γ˜ 4968 )ξ8
+ (ξ8 − if )(β48 + iγ48)ξ8(g + ih)(ξ2, ξ3, ξ8, ξ9, ξ10, ξ11, ξ12)
}
.
We have consequently:
g2γ˜
ρ
68 + h2β˜ρ68 = 0,
g(ξ3, ξ8, ξ11, ξ12)γ˜
ρ
68 + h(ξ3, ξ8, ξ11, ξ12)β˜ρ68 = 0.
(1◦) If g2 = 0, we have:
β˜
ρ
68
[(
h − h2
g2
g
)
(ξ3, ξ8, ξ11, ξ12)
]
= 0.
(i) If the bracket is not identical to 0, we have:
β˜
ρ
68 = γ˜ ρ68 = 0; β48 = γ48 = 0;
and, as X2 = 0; ρ = β49.
(ii) If the bracket is identical to 0: let ξ9 = ξ10 = 0, g2ξ2 + g(ξ3, ξ8, ξ11, ξ12) = 0 in (∗1)
and (∗2); we obtain β˜ρ68 = 0; γ˜ ρ68 = 0; β48 = γ48 = 0; then, by X2 = 0: ρ = β49.
(2◦) If g2 = 0, h2 = 0, we obtain again the same result.
(3◦) If g2 = h2 = 0, we have X1 = 0, X2 = 0; β48 = γ48 = 0; we distinguish the cases
where g3 = 0 or h3 = 0 and g3 = h3 = 0; in the first case, we obtain the result in an
analogous manner; in the second case: we distinguish g8 = 0 or h8 = 0 and g8 = h8 = 0
and after some calculus we obtain the result. So:
β4 + iγ4 = β49(ξ9 − iξ10) + (β4 + iγ4)(ξ4, ξ5, ξ6, ξ7),
β5 + iγ5 = β511(ξ11 − iξ12) + (β5 + iγ5)(ξ4, ξ5, ξ6, ξ7),
β6 + iγ6 = β49(g − ih)(ξ2, ξ3, ξ8, ξ9, ξ10, ξ11, ξ12) + (β6 + iγ6)(ξ4, ξ5, ξ6, ξ9).
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K : ξ24 + ξ25 + ξ28 + f 2(ξ4, ξ5, ξ8); we have:
U =

 ξ8 + if ξ8 + if ξ4 − iξ6ξ4 + iξ5 ξ4 + iξ5 −(ξ8 − if )
−√K √K 0

 .
(∗3) is written:{
(ξ4 + iξ5)
[
β49(ξ9 − iξ10) + (β4 + iγ4)(ξ4, ξ5)
]− (ξ8 + if )[β511(ξ11 − iξ12)
+ (β5 + iγ5)(ξ4, ξ5)
]}× {(ξ4 − iξ5)(ξ9 + iξ10) − (ξ8 − if )(ξ11 + iξ12)}> 0;
we obtain β49 = β511; let ξ9 = ξ10 = 0, we have β5(ξ4, ξ5) = γ5(ξ4, ξ5) = 0, and after
β4(ξ4, ξ5) = γ4(ξ4, ξ5) = 0. We consider (∗1) and (∗2) and we obtain:
β˜496 (ξ4, ξ5) = γ˜ 496 (ξ4, ξ5) = 0.
We have to calculate β4(ξ6, ξ7), . . . .
Let ξ2 = ξ3 = ξ4 = ξ5 = 0; we diagonalize C; K = ξ26 + ξ27 + ξ26 + f 2(ξ4, ξ7, ξ8),
U =


√
K −√K 0
−(ξ6 − iξ7) −(ξ6 − iξ7) ξ8 − if
−(ξ8 − if ) −(ξ8 − if ) −(ξ6 − iξ7)

 .
(∗3) implies easily: β5(ξ6, ξ7) = γ5(ξ6, ξ7) = 0; we deduce by a small calculus:
β6(ξ6, ξ7) = β49g(ξ6, β7); γ6(ξ6, ξ7) = −β49h(ξ6, ξ7);
β4(ξ6, ξ7) = γ4(ξ6, ξ7) = 0;
the theorem is stated.
Case 4.2.2.

0 ξ9 + iξ10 ξ11 + ig(ξ2, ξ3, . . . , ξ11) ξ12 + ih(ξ2, ξ3, . . . , ξ12)
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
We obtain as in (4.2.1) (let ξ3 = ξ4 = ξ5 = ξ6 = ξ7 = ξ8 = 0)
β4 + iγ4 = β49(ξ9 − iξ10) + (β4 + iγ4)(ξ3, ξ4, ξ5, ξ6, ξ7, ξ8) (4.17)
and if f3 = 0
β4 + iγ4 = β49(ξ9 − iξ10) + (β4 + iγ4)(ξ4, ξ5, ξ6, ξ7, ξ8), (4.171)
β5 + iγ5 = β511
[
ξ11 − ig(ξ2, ξ3, ξ9, ξ10, ξ11)
]
+ (β5 + iγ5)(ξ4, ξ5, ξ6, ξ7, ξ8), (4.172)
β6 + iγ6 = β12
[
ξ12 − ih(ξ2, ξ11, ξ12)
]+ (β6 + iγ6)(ξ4, ξ5, ξ6, ξ7, ξ8). (4.173)
Assume f3 = 0, let ξ4 = ξ5 = ξ6 = ξ7 = ξ8 = 0, we obtain, as in (4.2.1) the formula
(4.172).
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Im
[
ξ12 + ih(ξ2, ξ9, ξ10, ξ11, ξ12)
]
(β6 + iγ6)(ξ2, ξ9, ξ10, ξ11, ξ12) = 0;
therefore:
(i) If h(ξ2, ξ9, ξ10, ξ11) ≡ 0:
β6 + iγ6 = β612
[
ξ12 − ih(ξ2, ξ9, ξ10, ξ11, ξ12)
]+ (β6 + iγ6)(ξ3, ξ4, ξ5, ξ6, ξ7, ξ8).
(ii) If h(ξ2, ξ9, ξ10, ξ11) ≡ 0
β6 + iγ6 = β6(ξ2, ξ9, ξ10, ξ11, ξ12)(1 − ih12) + (β6 + iγ6)(ξ3, . . . , ξ8).
Let again ξ4 = ξ5 = ξ6 = ξ7 = ξ8 = 0; U was constructed in (4.2.1); (∗′1) and (∗′2) imply,
with analogous notations:
ξ9γ43 + ξ10β43 + X1 = 0,
(ξ2 + ξ3)X1 + X2 = 0,
with the assumption (i), we have:
X1 = ξ12γ˜ 1263 + h(ξ2, ξ3, ξ9, ξ10, ξ11, ξ12)β63.
If h(ξ2, ξ3, ξ11) ≡ 0, we obtain:
β63 = 0; γ˜ 1263 = 0 and β43 = γ43 = 0;
if h(ξ2, ξ3, ξ11) ≡ 0, let ξ9 = ξ10 = ξ12 = 0 in (∗′1) and (∗′2) we obtain the same result.
With the assumption (ii):
X1 = ξ12(γ63 + h12β63) + h3β6(ξ2, ξ3, ξ9, ξ10, ξ11, ξ12).
If h3 = 0, we obtain β6(ξ2, ξ3, ξ11) = 0; γ63 + β63h12 = 0; then X1 = X2 = 0 and
β6(ξ9, ξ10) = 0 and the same result as before.
If h3 = 0, let ξ12 = ξ10 = ξ12, we obtain the same result.
To calculate β48, γ48, β58, γ58, β68, γ68 and compare β49 and β612, as in (4.2.1), let
ξ4 = ξ5 = ξ6 = ξ7 = 0 at use the corresponding matrix U ; we obtain, by (∗3) β58 = 0;
γ58 = −g8β511; (∗′1) and (∗′2) imply:
ξ9γ48 + ξ10β48 + X1 = 0,
(ξ2 + ξ3)X1 + X2 = 0,
X1 = ξ12γ68 + β68h(ξ2, ξ3, ξ8, ξ9, ξ10, ξ11, ξ12) + h8β612ξ12,
we distinguish h(ξ2, ξ3, ξ8, ξ11) ≡ 0 or ≡ 0, and we obtain: β68 = 0; γ68 = −β12h8;
β48 = γ48 = 0; β49 = β612. As in (4.2.1), to obtain β4(ξ4, ξ5), . . . , let ξ2 = ξ3 = ξ6 =
ξ7; by considering (∗′3), we obtain, at first β49 = β511. We distinguish g(ξ9, ξ10) ≡ 0
or g(ξ9, ξ10) ≡ 0 and we obtain β5(ξ4, ξ8) ≡ 0; (γ5 + β49g)(ξ4, ξ5) ≡ 0; β4(ξ4, ξ5) =
γ4(ξ4, ξ5) = 0; to obtain β6(ξ4, ξ5), γ6(ξ4, ξ5), we consider (∗′1) and (∗′2); we distinguish
h(ξ4, ξ5, ξ8, ξ9, ξ10, ξ11) ≡ 0 or ≡ 0, and we obtain:
β6(ξ4, ξ5) = 0; (γ6 + β49h)(ξ4, ξ5) = 0.
Let ξ2 = ξ3 = ξ4 = ξ5 = 0; (cf. Section 4.2.1), we consider (∗′3) and we obtain:
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g(ξ8, ξ9, ξ10)β5(ξ6, ξ7) = 0.
If g(ξ8, ξ9, ξ10) ≡ 0, we have:
β5(ξ6, ξ7) = 0; γ˜ 495 (ξ6, ξ7) = 0;
β6(ξ6, ξ7) = 0; γ˜ 496 (ξ6, ξ7) = 0.
If g(ξ8, ξ9, ξ10) ≡ 0, we get
Im(1 + if8)(1 − ig11)(1 + ih12)(ξ6 + iξ7)β5(ξ6, ξ7) = 0
and the same result.
We consider (∗′1) and (∗′2) and we obtain easily:
β4(ξ6, ξ7) = γ4(ξ6, ξ7) = 0,
and the theorem in this case.
Case 4.2.3.
b =


0 ξ9 + iξ10 ξ11 + ig(ξ2, ξ3, . . . , ξ11) h(ξ2, ξ3, . . . , ξ11) + iξ12
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 ,
we remark also that we can assume f8 = 0 in C. This case is quite similar to the precedent
and we obtain the theorem.
Case 4.2.4.
b =


0 ξ9 + iξ10 (g + ih)(ξ2, ξ3, ξ4, ξ5, ξ6, ξ7, ξ8, ξ9, ξ10) ξ11 + iξ12
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
We use the same method as in the precedent cases: the calculus are more simple and we
obtain the theorem.
Case 4.2.5.
b =


0 ξ9 + ig(ξ2, ξ3, ξ4, ξ5, ξ6, ξ7, ξ8, ξ9) ξ10 + ih(ξ2, ξ3, ξ4, ξ5, ξ6, ξ7, ξ8, ξ9) ξ11 + iξ12
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
We use the same method, as in Case 4.2.2; we adapt the calculus and pay special atten-
tion to the determination of β(ξ6, ξ7), γ (ξ6, ξ7); finally, we obtain the theorem.
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The reduced form of C is:
C =

 ξ2 ξ6 + iξ7 ξ8 + iξ9ξ6 − iξ7 ξ3 ξ4 + iξ5
ξ8 − iξ9 ξ4 − iξ5 −ξ3

 .
We come down to 4 subcases:
Case 5.1.
b =


0 ξ10 + iξ11 ξ12 + iχ(ξ2, . . . , ξ12) (g + ih)(ξ2, . . . , ξ12)
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
Let ξ4 = ξ5 = ξ6 = ξ7 = ξ8 = ξ9 = 0; we have easily:
β4 + iγ4 = β410(ξ10 − iξ11) + (β4 + iγ4)(ξ4, ξ5, ξ6, ξ7, ξ8, ξ9), β49 > 0,
β5 + iγ5 = β512
[
ξ12 − iχ(ξ2, ξ3, ξ10, ξ11, ξ12)
]+ (β5 + iγ5)(ξ4, . . . , ξ9),
β512 > 0,
β6 + iγ6 = ρ(g − ih)(ξ2, ξ3, ξ10, ξ11, ξ12) + (β6 + iγ6)(ξ4, . . . , ξ9), ρ > 0.
We study β(ξ6, ξ7), . . . . Let ξ4 = ξ5 = ξ8 = ξ9 = 0; we diagonalize C; we deduce from
(∗3):
β6 + iγ6 = ρ(g − ih)(ξ2, ξ3, ξ6, ξ7, ξ10, ξ11, ξ12) + (β6 + iγ6)(ξ4, ξ5, ξ8, ξ9).
Moreover, let ξ2 = ξ3 = 0: (∗1) is:{
(ξ6 − iξ7)
[
β410(ξ10 − iξ11) + (β4 + iγ4)(ξ6, ξ7)
]
−
√
ξ26 + ξ27
[
β512
(
ξ12 − iχ(ξ10, ξ11, ξ12)
)+ (β5 + iγ5)(ξ6, ξ7)]}
× {(ξ6 + iξ7)(ξ10 + iξ11)
−
√
ξ26 + ξ27
[
ξ12 + iχ(ξ10, ξ11, ξ12) + iχ(ξ6, ξ7)
]}
> 0.
(∗2) is obtained by replacing √ by −√ . We obtain easily: β410 = β512.
The imaginary parts of the first members are equal to 0: that implies (with abbreviated
notations):
ξ10γ4| + ξ11β4| + ξ12γ˜ 4105 | + β5χ(ξ6, ξ7, ξ10, ξ11, ξ12) = 0;
then
β5|χ(ξ6, ξ7) = 0; γ˜ 4105 | + β5|χ12 = 0.
(i) If χ(ξ6, ξ7) ≡ 0; we obtain β5(ξ6, ξ7) = 0; γ5(ξ6, ξ7) = −β410χ(ξ6, ξ7).
(ii) If χ(ξ6, ξ7) ≡ 0 we have:ξ10γ4| + ξ11β4| + β5|χ(ξ10, ξ11) = 0 (5.1)
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Im(ξ6 + iξ7)(ξ10 + iξ11)(1 − iχ12)β5|
+ (ξ6 − iξ7)
[
ξ12 + iχ(ξ10, ξ11, ξ12)
]
(β4| + iγ4| = 0;
hence:
Im(ξ6 − iξ7)(1 + iχ12)(β4| + iγ4| = 0; (5.2)
we deduce from (5.1) and (5.2),
if χ(ξ10, ξ11) ≡ 0: β5| = 0; γ˜ 4105 | = 0; β4| = γ4| = 0;
if χ(ξ10, ξ11) ≡ 0: β4| = γ4| = 0 and β5| = γ˜ 4105 | = 0.
So
β4 + iγ4 = β410(ξ10 − iξ11) + (β4 + iγ4)(ξ4, ξ5, ξ8, ξ9),
β5 + iγ5 = β410(ξ12 − iχ)(ξ2, ξ3, ξ6, ξ7, ξ10, ξ11, ξ12) + (β5 + iγ5)(ξ4, ξ5, ξ8, ξ9).
To study β4(ξ4, ξ5), . . . ; let ξ2 = ξ3 = ξ8 = ξ9 = 0 and diagonalize C; K = ξ24 + ξ25 + ξ26 +
ξ27 ,
U =

 ξ6 + iξ7 ξ6 + iξ7 ξ4 + iξ5√K −√K 0
ξ4 − iξ5 ξ4 − iξ5 −(ξ6 − iξ7)

 .
Let ξ6 = ξ7 = 0 in (∗3); we obtain, at first:
β4(ξ4, ξ5) = 0; γ4(ξ4, ξ5) = 0;
we get also
(ξ26 + ξ27 )X1 − X3 = 0;
X1 = γ˜ ρ6 (ξ4, ξ5)g(ξ4, ξ5, ξ6, ξ7, ξ10, ξ11, ξ12)
+ β˜ρ6 (ξ4, ξ5)h(ξ4, ξ5, ξ6, ξ7, ξ10, ξ11, ξ12),
X3 = Im
{
(ξ4 + iξ5)(ξ10 + iξ11)(ξ6 − iξ7)(g − ih)(ξ6, ξ7, ξ10, ξ11, ξ12)(ρ − β410)
+ (ξ4 + iξ5)(ξ10 − iξ11)(ξ6 + iξ7)(β˜4106 + iγ˜ 4106 )(ξ4, ξ5)
};
we deduce:
β˜4106 (ξ4, ξ5) = 0; γ˜ 4106 (ξ4, ξ5) = 0;
then:
(i) if g(ξ6, ξ7, ξ10, ξ11, ξ12) ≡ 0 or h(ξ6, . . . , ξ12) ≡ 0, ρ = β410
β6 + iγ6 = β410(g − ih)(ξ2, ξ3, ξ4, ξ5, ξ6, ξ7, ξ10, ξ11, ξ12)
+ (β6 + iγ6)(ξ8, ξ9); (5.3)
(ii) if g(ξ6, . . . , ξ12) ≡ 0; h(ξ6, . . . , ξ12) ≡ 0,β6 + iγ6 = ρ(g − ih)(ξ2, ξ3) + β410(g − ih)(ξ4, ξ5) + (β6 + iγ )(ξ8, ξ9).
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√
K is
equal to 0; in the two cases, we deduce:
β5(ξ4, ξ5) = 0; γ˜ 4105 (ξ4, ξ5) = 0.
In the case (ii), we have to state ρ = β410.
Let ξ6 = ξ7 = ξ8 = ξ9 = 0 in C; we diagonalize C:
U =

1 0 00 ξ4 + iξ5 √K + ξ3
0 −(√K + ξ3) ξ4 − iξ5

 .
(∗1) and (∗2) imply if: g(ξ2, ξ3) ≡ 0 or h(ξ2, ξ3) ≡ 0: ρ = β410. In all the cases, we have
formula (5.3).
Let now ξ4 = ξ5 = ξ6 = ξ7 = 0; we diagonalize C; we denote:
K = (ξ2 + ξ3)2 + 4(ξ28 + ξ29 ),
U =

 ξ8 + iξ9 0
ξ2+ξ3+
√
K
2
0 1 0
− (ξ2+ξ3+
√
K )
2 0 ξ8 − iξ9

 .
(∗2) implies:
β5 + iγ5 = β410
[
ξ12 − iχ(ξ2, ξ3, ξ4, ξ5, ξ6, ξ7, ξ8, ξ9, ξ10, ξ11, ξ12)
]
.
Let ξ2 = ξ3 = ξ4 = ξ5 = 0; diagonalize C:
U =

∗ ∗ 0∗ ∗ ξ8 + iξ9
∗ ∗ −(ξ8 + iξ7)

 .
(∗3) corresponding imply β˜4106 (ξ8, ξ9) = γ˜ 4106 (ξ8, ξ9) = 0;
β6 + iγ6 = β410
[
(g − ih)(ξ2, ξ3, . . . , ξ12)
]
.
Come back to ξ4 = ξ5 = ξ6 = ξ7 = 0; we obtain easily β4 + iγ4 = β410(ξ10 − iξ11). The
theorem is stated.
Case 5.2.
b =


0 ξ10 + iχ(ξ2, . . . , ξ10) ξ11 + ig(ξ2, . . . , ξ12) ξ12 + ih(ξ2, . . . , ξ12)
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
As in Section 5.1, we obtain easily:
β4 + iγ4 = β410
[
ξ10 − iχ(ξ2, ξ3, ξ10)
]+ (β4 + iγ4)(ξ4, ξ5, ξ6, ξ7, ξ8, ξ9),
β5 + iγ5 = β511
[
ξ11 − ig(ξ2, ξ3, ξ10, ξ11, ξ12)
]+ (β5 + iγ5)(ξ4, ξ5, ξ6, ξ7, ξ8, ξ9),
β6 + iγ6 = β612
[
ξ12 − ih(ξ2, ξ3, ξ10, ξ11, ξ12)
]+ (β6 + iγ6)(ξ4, ξ5, ξ6, ξ7, ξ8, ξ9),
β410 > 0, β511 > 0, β612 > 0.
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easily: β6(ξ6, ξ7) = 0; γ6(ξ6, ξ7) = −β612h(ξ6, ξ7); moreover let ξ2 = ξ3 = 0;
(∗1) is explicited:{
(ξ6 − iξ7)
[
β410
(
ξ10 − iχ(ξ10)
)+ (β4 + iγ4)(ξ6, ξ7)]
−
√
ξ26 + ξ27
[
β511(ξ11 − ig(ξ10, ξ11, ξ12) + (β5 + iγ5)(ξ6, ξ7)
]}
× {(ξ6 + iξ7)[ξ10 + iχ(ξ10) + iχ(ξ6, ξ7)]
−
√
ξ26 + ξ27 +
[
ξ11 + ig(ξ10, ξ11, ξ12) + ig(ξ6, ξ7)
]}
> 0.
(∗1) and (∗2) imply: β410 = β511; and with the same notations, as before:
(γ˜ 4105 + g11β5)(ξ6, ξ7) = 0; g12β5(ξ6, ξ7) = 0;
(γ˜ 4104 + χ10β4 + g10β5)(ξ6, ξ7) = 0; (5.4)
χ(ξ6, ξ7)β4(ξ6, ξ7) + g(ξ6, ξ7)β5(ξ6, ξ7) = 0. (5.5)
If g12 = 0, we obtain: β5(ξ6, ξ7) = 0; γ˜ 4105 (ξ6, ξ7) = 0; β4(ξ6, ξ7) = 0: γ˜ 4104 (ξ6, ξ7) = 0.
If g12 = 0, the calculus is more delicate; we have: (5.4) and also: the terms in √ in (∗1)
(∗2) implies:
Im(ξ6 − iξ7)(1 + ig11)
[
(1 − iχ10)β4| − ig10β5|
]= 0; (5.5)
we explicit (5.5) and the last equation (5.4) imply: if the determinant:
E ≡ χ(ξ6, ξ7)(ξ6 + ξ7g11)g10 + g(ξ6, ξ7)
[−χ10(ξ6 + ξ7g11) + ξ6g11 − ξ7] ≡ 0,
then:
β4(ξ6, ξ7) = β5(ξ6, ξ7) = 0; γ4(ξ6, ξ7) = β410χ(ξ6, ξ7); (5.6)
γ5(ξ6, ξ7) = −β410g(ξ6, ξ7).
We get also:
Im
[
(ξ6 + iξ7)iχ(ξ6, ξ7)(1 − ig11) − (ξ6 − iξ7)ig(ξ6, ξ7)ig10
]
β5(ξ6, ξ7)
+ (ξ6 + iξ7)ig(ξ6, ξ7)(1 − iχ10)β4(ξ6, ξ7) = 0; (5.7)
we explicit (5.7); (5.7) and the last equation (5.4) imply: if
F ≡ g2(ξ6, ξ7)(ξ6 − χ10ξ7)
− χ(ξ6, ξ7)
[
χ(ξ6, ξ7)(ξ6 + ξ7g11) − ξ7g10g(ξ6, ξ7)
] ≡ 0,
we obtain again (5.6).
Assume g10 = 0; (E ≡ 0 and F ≡ 0) is equivalent to: E ≡ 0 and g(ξ6, ξ7)F1 ≡ 0 where:
F1 ≡ g(ξ6, ξ7)
[−χ10(ξ6 + ξ7g11) + ξ6g11 − ξ7]+ χ(ξ6, ξ7)g10(ξ6 + ξ7g11).
Assume g(ξ6, ξ7) ≡ 0; E ≡ 0 and F ≡ 0 imply:
g210(ξ6χ − χ10ξ7)(ξ6 + ξ7g11) −
[−χ10(ξ6 + ξ7g11) + ξ6g11 − ξ7 + ξ7g210][ ]− −χ10(ξ6 + ξ7g11) + ξ6g11 − ξ7 ≡ 0;
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(∗3) implies (with ξ10 = ξ11 = ξ12 = 0): β5(ξ6, ξ7) ≡ 0; γ5(ξ6, ξ7) = 0, and (5.5) implies
β4(ξ6, ξ7) = 0; then γ4(ξ6, ξ7) = 0.
Assume now g10 = 0; (5.5) implies β4(ξ6, ξ7) = 0; (5.4) implies γ 4104 (ξ6, ξ7) = 0; we
consider again the term, in √ in (∗3) and we obtain (5.6).
We calculate now β(ξ4, ξ5), . . . . Let as before ξ2 = ξ3 = 0 = ξ8 = ξ9 = 0; we obtain
(∗3) and β612 = β410; at first, let moreover ξ6 = ξ7 = 0; we obtain easily: β4(ξ4, ξ5) =
γ˜4(ξ4, ξ5) = 0; then with any (ξ6, ξ7), after some calculus: β6(ξ4, ξ5) = 0; γ˜6(ξ4, ξ5) = 0.
Finally, (∗1) and (∗2) imply: β5(ξ4, ξ5) = γ˜5(ξ4, ξ5) = 0.
To calculate β(ξ8, ξ9), . . . , let ξ6 = ξ7 = ξ4 = ξ5 = 0: (∗3) implies easily: β5(ξ8, ξ9) =
0; (γ5 + β410g)(ξ8, ξ9) = 0; let ξ4 = ξ5 = ξ2 = ξ3 = 0; we obtain β6(ξ8, ξ9) = 0:
γ˜6(ξ8, ξ9) = 0; then we obtain: β4(ξ8, ξ9) = γ˜4(ξ8, ξ9) = 0 and the theorem is stated.
Case 5.3.
b =


0 ξ10 + iχ(ξ2, . . . , ξ10) ξ1 + iξ12 (g + ih)(ξ2, . . . , ξ10)
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
This case needs some calculations, they are quite analogous to those of Case 5.1.
Case 5.4.
b =


0 (g + ih)(ξ2, . . . , ξ9) ξ10 + iξ11 ξ12 + iχ(ξ2, . . . , ξ12)
β4 + iγ4
β5 + iγ5 C
β6 + iγ6

 .
We obtain easily:
β4 + iγ4 = ρ(g − ih)(ξ2, ξ3) + (β4 + iγ4)(ξ4, ξ5, ξ6, ξ7, ξ8, ξ9),
β5 + iγ5 = β510(ξ10 − iξ11) + (β5 + iγ5)(ξ4, . . . , ξ9),
β6 + iγ6 = β612
[
ξ12 − iχ(ξ2, ξ3, ξ10, ξ11, ξ12)
]+ (β6 + iγ6)(ξ4, . . . , ξ9).
Let ξ4 = ξ5 = ξ6 = ξ9 = 0, we obtain as in Case 5.1:
β6(ξ6, ξ7) = 0; γ˜ 126 (ξ6, ξ7) = (γ6 + β612χ)(ξ6, ξ7) = 0.
We have also:{
(ξ6 − iξ7)
[
ρ(g − ih)(ξ2, ξ3) + (β4 + iγ4)(ξ6, ξ7)
]
− ξ2 − ξ3 +
√
K
2
[
β510(ξ10 − iξ11) + (β5 + iγ5)(ξ6, ξ7)
]}
{ [ ]× (ξ6 + iξ7) (g + ih)(ξ2, ξ3) + (g + ih)(ξ6, ξ7)
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√
K
2
(ξ10 + iξ11)
}
.
We deduce easily:
β5(ξ6, ξ7) = γ5(ξ6, ξ7) = 0;
if g(ξ2, ξ3) or h(ξ2, ξ3) ≡ 0, then β510 = ρ;
β4(ξ2, ξ3, ξ6, ξ7) = β510g(ξ2, ξ3, ξ6, ξ7),
γ4(ξ2, ξ3, ξ6, ξ7) = −β510h(ξ2, ξ3, ξ6, ξ7).
If g(ξ2, ξ3) = h(ξ2, ξ3) = 0 we obtain the same result.
Let ξ2 = ξ3 = ξ6 = ξ7 = ξ8 = ξ9 = 0; we diagonalize C and by the usual calculations,
we obtain:
β5(ξ4, ξ5) = 0; γ5(ξ4, ξ5) = 0;
β6(ξ4, ξ5) = 0; γ6(ξ4, ξ5) = −β510(ξ4, ξ5); β612 = β510;
let ξ6 = ξ7 = ξ8 = ξ9 = 0; if g(ξ2, ξ3) ≡ 0 or h(ξ2, ξ3) ≡ 0, we obtain:
β4 + iγ4 = β510(g − ih)(ξ2, ξ3, ξ4, ξ5, ξ6, ξ7) + (β4 + iγ4)(ξ8, ξ9); (5.8)
if g(ξ2, ξ3) = h(ξ2, ξ3) = 0, we get
β4 + iγ4 = β510(g − ih)(ξ6, ξ7) + ρ(g − ih)(ξ4, ξ5);
then, let ξ2 = ξ3 = ξ8 = ξ9 = 0; after some calculations, we obtain ρ = β510; more pre-
cisely (5.8).
Let ξ4 = ξ5 = ξ6 = ξ7 = 0; we obtain easily β5(ξ8, ξ9) = γ5(ξ8, ξ9) = 0; let now ξ2 =
ξ3 = ξ4 = ξ5 = 0; we have:{
(ξ8 − iξ9)β510(ξ10 − iξ11)
− (ξ6 − iξ7)
[
β510
(
ξ12 − iχ(ξ6, ξ7, ξ10, ξ11, ξ12)
)+ (β6 + iγ6)(ξ8, ξ9)]},{
(ξ8 − iξ9)(ξ10 + iξ11)
− (ξ6 − iξ7)
[
ξ12 + iχ(ξ6, ξ7, ξ10, ξ11, ξ12) + iχ(ξ8, ξ9)
]}
> 0;
we deduce, after some calculations:
β6(ξ8, ξ9) = 0; γ6(ξ8, ξ9) = −β510χ(ξ8, ξ9).
Let ξ4 = ξ5 = ξ6 = ξ7 = 0; we have:{
(ξ8 − iξ9)
[
β510(g − ih)(ξ2, ξ3) + (β4 + iγ4)(ξ8, ξ9)
]
−
(
ξ2 + ξ3 +
√
K
2
)
β410
[
ξ12 − iχ(ξ2, ξ3, ξ8, ξ9, ξ10, ξ11)
]}
×
{
(ξ8 + iξ9)
[
(g + ih)(ξ2, ξ3) + (g + ih)(ξ8, ξ9)
]
(
ξ2 + ξ3 +
√
K
)[ ]}−
2
ξ12 + iχ(ξ2, ξ3, ξ8, ξ9, ξ10, ξ11, ξ12) > 0.
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g(ξ2, ξ3, ξ8, ξ9)γ˜4(ξ8, ξ9) + h(ξ2, ξ3, ξ8, ξ9)β˜4(ξ8, ξ9) = 0;
Im(ξ8 − iξ9)(β˜4 + iγ˜4)
[
ξ12 + iχ(ξ2, ξ3, ξ8, ξ9, ξ10, ξ11, ξ12)
]= 0,
if χ(ξ2, ξ3, ξ8, ξ9, ξ10, ξ11) ± 0, we obtain:
β˜4| = 0 that is to say: β4(ξ8, ξ9) = β510g(ξ8, ξ9);
γ˜4| = 0 that is to say: γ4(ξ8, ξ9) = −β510h(ξ8, ξ9);
if χ : (ξ2, ξ3, ξ8, ξ9, ξ10, ξ11) = 0; let moreover ξ12 = 0; we have:[
β410(g − ih)(ξ2, ξ3) + (β4 + iγ )(ξ8, ξ9)
][
(g + ih)(ξ2, ξ3) + (g + ih)(ξ8, ξ9)
]
> 0;
if g(ξ2, ξ3) ≡ 0 or h(ξ2, ξ3) ≡ 0, we obtain (5.8); if g(ξ2, ξ3) ≡ 0 and h(ξ2, ξ3) ≡ 0, let
ξ2 = ξ3 = ξ4 = ξ5 = 0; we have (with µ ∈ R):{√
K
[
β510(g − ih)(ξ6, ξ7) + µ(g − ih)(ξ8, ξ9)
]− (ξ6 + iξ7)β510(ξ10 − iξ11)
− (ξ8 + iξ9)
[
ξ12 − iχ(ξ6, ξ7, ξ12)
]}
× {√K[(g + ih)(ξ6, ξ7) + (g + ih)(ξ8, ξ9)]− (ξ6 − iξ7)(ξ10 + iξ11)
− (ξ8 − iξ9)
[
ξ12 + iχ(ξ6, ξ7, ξ12)
]}
> 0;
we obtain, if g(ξ8, ξ9) ≡ 0 or h(ξ8, ξ9) ≡ 0 we obtain formula (5.8) if g(ξ8, ξ9) =
h(ξ8, ξ9) = 0: (β4 + iγ4)(ξ8, ξ9) = 0. Finally, the theorem is stated.
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