THE LOWEST CROSSING. Consider all occupied paths between 1 and r that stay inside H. If there is such a path, then there is a unique one closest to AB, call it R (we suppress the dependence of R on n). [See page 317 of Grimmett (1999) and Kesten (1982) for a discussion of the lowest crossing.] If R contains a site on AB, we call it a contact point.
We are only interested in contact points at criticality. This is because for p < Pc the probability of an occupied crossing from I to r decays exponentially as n --oc. Also, it is not hard to see that for p > Pc the fraction of those points on AB that are contact points is typically bounded away from 0. From now on, we set p = 1/2, the critical probability for site percolation on T. We write Prober for Probl/2. We note that by a Russo-Seymour-Welsh (RSW) argument [see Section 11.7 of Grimmett (1999), Theorem 6.1 of Kesten (1982) , Russo (1978 Russo ( , 1981 Probcr(R has a contact point) x (log n)-1 n> 1.
REMARKS. (i) Note that it is not even a priori obvious (and a new result in itself) that this probability goes to 0 as n goes to 0c [see also (iv) below].
(ii) The statement of Theorem 1 is interesting only when m is small compared to n; when m is of the same order as n, the result follows easily from an RSW argument.
(iii) As to the case where m > n, a simple RSW argument shows that there exists an e > 0 such that the probability that R has distance larger than kn from AB is smaller than .-7, uniformly in n and k > 2. (iv) The only prerequisites needed in the proof are classical percolation results and techniques, in particular, the RSW techniques. We do not use SLE processes, which were introduced by Schramm and which have, by the work of him and other mathematicians, recently led to enormous progress [see Smirnov and Werner (2001) and the references given there]. In fact, we hope that Theorem 1 will be useful in the study of SLE6. To illustrate this, note that Theorem 1 indicates that in the scaling limit when the lattice spacing goes to 0 and the length of AB is kept fixed (say 1), the distribution of the distance of R from AB satisfies Probcr(R has distance <a fromAB) x (log(1/a))-1, a <1/2. (2000) has proved that, for uniform spanning trees, the analog of the left-hand side of our Theorem 1 goes to 0 as m/n goes to 0, uniformly in n. Schramm (private communication) informed us recently that for that model the more precise behavior we obtained for percolation [i.e., the (log(n/m))-' order] also seems to hold.
Apart from the above considerations, we think that Theorem 1 is interesting in itself.
1.2. Notation, definitions and key ingredients. The theorem follows from the proposition below. This proposition uses the knowledge of the critical exponent describing the scaling of the probability that there are two disjoint occupied paths in H that start at 0 and end at distance n. First, we give some additional definitions and notation. 
PROOF OF THE LOWER BOUND IN PART (ii)
. The idea in this proof is, roughly speaking, as follows: if Ak occurs, there are from Hm (km) disjoint occupied paths to I and r, respectively. Hence, to "let also Aj occur," it (almost) suffices to have two disjoint occupied paths from Hm (jm) to the latter path, and this should, by RSW arguments, "cost" a probability of order Probcr(D(j-k)m,m(jm)), which by the lemma is of order 1/(j -k). However, if one does the conditioning in a naive way, technical difficulties arise because "negative information can seep through." Therefore, the argument has to be done very carefully and an auxiliary event (which we will call Fk* below) has to be introduced to "neutralize" this negative information. We now give the precise arguments. and where the union is over all paths Jrl from 1 to v that are disjoint from U, apart from the site v. We will, for the time being, consider v as fixed, and, to simplify notation, write Si, O(7l) and A(Jrl) instead of S1 (v), and so on. We first show that if B, occurs, then the right-hand side of (6) occurs. Take rl = R1. Then by the discussion following (5) the event {S1 = ri } occurs. Since R is the lowest crossing, there is a vacant path from a { v } to AB. Take 7r * to be the one closest to 7rl. We claim that then rl is also the occupied path closest to 7r . Let p be an occupied path from 1 to v that is closer to 7rf than l. Since 7r is below R, p is also below R. Now p together with the piece of R to the right of v forms an occupied crossing lower than R, a contradiction. This shows that O(7rl) occurs. Finally, taking 7r3 to be the piece of R to the right of v shows that A (rl) occurs.
Next, assume that the right-hand side of (6) We note that the first event we require is "almost" D4(j-k+2)m,m/2(jm). The only difference between these two events is the avoidance condition, and it is easy to see that their probabilities differ at most a constant factor. Observe that if Kk,j occurs, then there is a path rs that is occupied on w', visits Hm (jm) and has both endpoints to the left of Hm (km) on the boundary of H. Let u be a site on 7(5 that is in Hm (jm). If u is above the union of nl and 73, then 7(3 visits Hm (jm). To deal with the rest of the expression on the right-hand side of (11), we condition on the configuration o in 2 (7rl) U Q(rl, 7r3). Note that, for fixed rl, 7r3 and r , the events 6(7(l) and Fk* are decreasing in the site variables in H \ (7(rl) U Q (7rl, 7r3)). Thus, the FKG inequality implies that Probcr({S1 = 7i, S3(nl) = 7r3) n 8(7) n Fk) 
