The applicability of Navier-Stokes equations is limited to near-equilibrium flows in which the gradients of density, velocity and energy are small. Here I propose an extension of the Chapman-Enskog approximation in which the velocity probability distribution function (PDF) is averaged in the coordinate phase space as well as the velocity phase space. I derive a PDF that depends on the gradients and represents a first-order generalization of local thermodynamic equilibrium. I then integrate this PDF to derive a hydrodynamic model. I discuss the properties of that model and its relation to the discrete equations of computational fluid dynamics.
Introduction
The system of Navier-Stokes-Fourier equations is one of the most celebrated systems of equations in modern science. It describes dynamics of fluids in the limit when gradients of density, velocity and temperature are sufficiently small, and loses its applicability when the flux becomes so non-equilibrium that the changes of velocity, density or temperature on the length compatible with the mean free path are nonnegligible. The question is: how to model such fluxes?
Gorban & Karlin [1] The Navier-Stokes equations (NSE) first appeared in modern form in 1845 in a classic paper of Stokes [2] . Their derivation originated in continuum mechanics and experiment. It was more than 70 years later that Chapman and Enskog independently derived the NSE from the more fundamental point of view of kinetic theory and the Boltzmann equation [3] . As mentioned in the opening quote, there are flows for
If every point of a finite volume has a (local) equilibrium PDF for velocity with spatially varying parameters of density, bulk velocity and internal energy, what is the form of the PDF for the entire volume?
I will show that the volume-averaged PDF explicitly depends upon the spatial gradients even though those gradients are absent from single-point distributions. In §4, I will perform the spatial averaging of the balance laws over finite volumes. That averaging is complicated by the nonlinearity of the equations and by the fact that the velocity field is not necessarily smooth on length scales of the mean free path.
The remarkable result of all these calculations is that the macroscopic equations are precisely those derived in [4] by finite-scale coarse-graining of the NSE. In §5, I will describe their relation to the regularized Euler equations that form the basis of most numerical simulations of fluid flows. I will also describe an important property of those equations, enslavement, which indicates that some large-scale features of a flow may control the smaller-scale mechanisms of dissipation. I will conclude the paper in §6 with a short summary.
Balance equations
A derivation of hydrodynamic equations from the viewpoint of statistical physics begins with the Boltzmann equation, which describes the time evolution of the PDF for molecular velocity f (x i , c i , t) in the six-dimensional phase space of position x i and velocity c i : Here, C is the Boltzmann collision integral. The PDF f has the units of a (number of molecules) per volume of (physical) space per volume of (velocity) space. There are many detailed treatments of the Boltzmann equation and of the collision integral, e.g. [3, 5] . In the calculations that follow after equation (2.12), I will work in one dimension in both space x and velocity c. This is to simplify the notation. However, all results can be readily extended to three dimensions. The hydrodynamic description is a coarse-graining of the Boltzmann dynamics in terms of the lowest-order moments of the PDF f , i.e. density, macroscopic momentum and internal energy. Assume a monatomic gas of identical molecules of individual mass m, linear momentum mc and energy 1 2 mc 2 . For any PDF f , one defines the macroscopic hydrodynamic variables density (ρ), momentum density (ρv i ) and total energy density (ρE) at a point x i in terms of the integrals over the velocity phase space,
2)
where all integrals extend from (−∞, ∞), e.g. over the entire three-dimensional velocity phase space. Further, define the relative (sometimes termed the peculiar) velocity C i = c i − v i . Then one can define the macroscopic internal energy density (I), That is, the total macroscopic energy density is the sum of the kinetic energy density and the internal energy density. The derivation of the balance laws now follows easily from the definitions above and from the conservation of mass, momentum and energy. For example, multiplying the Boltzmann equation (2.1) by molecular mass m and integrating over the velocity c leads to the continuity equation:
where the integral over the collision term has vanished due to mass conservation. Similarly, multiplying equation (2.1) by the momentum mc and integrating over all components of the velocity leads to the equation for conservation of momentum:
Finally, multiplication of equation (2.1) by (m/2)C 2 and integrating over all components of velocity leads to the equation for conservation of total energy: Equations (2.6)-(2.9) are valid for any PDF f (x i , c i , t). However, they are not complete, as constitutive relations are needed for the higher-order moments that appear, namely the pressure tensor p ij , 10) and the heat flux q i ,
In the case of local thermodynamic equilibrium (LTE) at the zeroth-order CEA, the velocity PDF is the Maxwell-Boltzmann (Gaussian)
That is, the thermodynamic state of a point is described by three hydrodynamic variables, e.g. density, bulk velocity and internal energy, each of which in LTE may depend upon the spatial coordinate. In the calculations of § §3 and 4, I will work with one-dimensional flows in the xdirection, implying that there are no spatial gradients in the other two dimensions. In that case, one can integrate over the two non-essential velocity components to derive the LTE PDF at a point,
One path to the NSE was proposed by Grad [6] . The Grad moment expansion is based on 13 fields where the stress tensor p ij and the heat flux q i satisfy nonlinear balance laws (partial differential equations, PDEs). The reduction of those PDEs to constitutive relations is described in detail in [3] ; see §4 of [3] for the transition of equations (4.50) and (4.51) (PDEs) to equation (4.52) (Newton's law of viscosity) and equation (4.53) (Fourier's law of heat conduction). Here, I simply present the five-moment PDF derived from Grad's moment expansion in one dimension with a small modification to introduce the longitudinal viscosity term, σ :
Here, σ = −μ * (∂u/∂x) and q = −κ(∂E/∂x), where μ * is the longitudinal viscosity coefficient and κ = k/c v , with c v being the specific heat at constant volume and k the coefficient of heat. An essential point to note in equation (2.14) is that it is carefully constructed to ensure that the macroscopic variables ρ, v and E are the local equilibrium values.
Coarsening the velocity distribution
The critical step in constructing a hydrodynamic model is developing an approximate solution of the Boltzmann equation for the velocity distribution function. Here I return to the question posed in the introduction: If the velocity PDF at every point of a volume is the equilibrium distribution, what PDF describes the volume-averaged distribution? I will rely on two principles, namely conservation and form invariance. Form invariance requires that the functional form of the velocity distribution is preserved. The basic idea is illustrated in figure 1 . There at the top of the figure are two one-dimensional cells of equal volume δx with possibly different state variables of density, velocity and internal energy. Now suppose the cells are merged in a single cell of volume 2δx. The density, velocity and total energy of the coarsened cell are all determined by conservation. However, the partition between kinetic and internal energies is not so easily determined. Below, I will show that form invariance requires an extension of the Gaussian form that can account for unresolved kinetic energy and so includes an embedded length scale. In principle, this coarsening in coordinate space should begin with Grad's PDF in equation (2.14). However, since the basis of the coarsening is conservation and as the conserved variables are not altered by Grad's modifications, it is sufficient to assume LTE and begin with equation (2.13). I will reintroduce the Grad modifications in the final result of this section, equation (3.15) .
Referring to figure 1, the thermodynamic state of a cell is described by three hydrodynamic variables, e.g. density, bulk velocity and internal energy. For the two smaller cells in figure 1 ,
, where the subscripts L and R indicate left and right, respectively. Then the corresponding hydrodynamic variables of the coarsened cell ( ρ, v, I) are completely determined by conservation of mass, momentum and energy. In particular,
and
Note, however, that information has been lost in this mapping. To have a unique inverse mapping, three additional coarsened variables are needed:
Now equations (3.1) can be inverted:
In this section, I will assume a 'near-equilibrium' situation where the gradients are small in the sense that δρ ρ, δv I and δI I.
In the context of spatial averaging in the next section, I will show that these inequalities can always be assured. Note that, owing to the random nature of the forces due to molecular collisions, the velocity may be continuous but nowhere differentiable. I will assume all variables in equation (3. 
In principle, a strategy for testing equation (3.5) is to eliminate the small cell variables, i.e. those with subscript L or R, in terms of coarse cell variables, i.e. those with hats or with δ by using the relations of equation (3.3). Verifying form invariance would require that the l.h.s. and r.h.s. be equal to O(δ 2 ). However, for the purposes of constructing a hydrodynamic theory, it is sufficient to show that the l.h.s. and r.h.s. of equation (3.5) produce the same low-order moments.
In the case of the equilibrium distribution, it is readily seen that this condition cannot be met. One can manipulate equations (3.1), (3.2) and (3.3) to show
That is, the coarsened internal energy depends on δv 2 . In the coarsening process, some resolved kinetic energy has been converted to unresolved kinetic energy. This is in contradiction with the macroscopic statement of equation (2.6), which defines the total internal energy as a function of the thermal motion of the atoms and does not include any kinetic energy. The internal energy in equation (3.6) contains the unresolved kinetic energy because there is no other place to put it. That is, the three macroscopic variables of the equilibrium PDF are not sufficient to uniquely specify the thermodynamic state of the finite size volume to O(δ 2 ).
(c) Invariance near equilibrium
Here, I interpret near equilibrium to mean a perturbation of the Gaussian of equation (3.5) , in which the Gaussian is recovered as small macroscopic gradients vanish. Following the ideas of Grad [6] , I will focus on expansion in Hermite polynomials (e.g. eqn (4.7) in [3] ). This is a convenient, but not a unique, representation. Noting the left-right symmetry of equations (3.3), the coefficients of the odd Hermite polynomials must vanish and it is only necessary to consider even orders of the Hermite series. I will assume that, to O(δx 2 ), the form of the perturbed velocity distribution is
where, in accordance with near equilibrium, β ∼ O(δx 2 ). Inserting f β into equation (2.5) gives
Here, I have defined a new quantity, U, which represents the sum of the internal energy plus the unresolved kinetic energy. Clearly, equations (3.7) and (3.8) recover a local equilibrium form as β/a → 0. Next, let us reconsider the consequences of conservation when the PDF is f β . Conservation of mass and momentum still imply the first two relations of equation (3.1 is convenient to separate the internal energy from the unresolved kinetic energy. I will continue to define the part of the internal energy that is independent of δx 2 as I. Then, from equation (3.8),
where S is the unresolved kinetic energy. Now the conservation of energy implies, to O(δx 2 ),
To ensure that internal energy I remains independent of unresolved kinetic energy, I will break this into two separate relations:
Note, in the second relation, I have ignored δI and δρ in the coefficients of all the β-terms; their presence would only lead to terms higher than second order. Also, I have set β L = β R = β since δβ = β R − β L is higher than second order. The results for the inverse relations assuming f β are:
It remains to specify the new parameter β and to verify it is O(δx 2 ). The β-coefficient can be readily determined, either by solving the recursion relation of equation (3.12) or by requiring conservation of total kinetic energy for all resolutions. Setting δv = u x δx, where u x = du/dx is the sure velocity gradient, it is easy to verify that the following form satisfies the recursion:
Then subtracting the second equation from the first reproduces the recursion relation and verifies that β ∼ O(δ 2 ). To summarize, the one-dimensional non-equilibrium velocity PDF, f neq , in the presence of microscopic gradients and averaged over a length scale L is
where I have re-introduced the Grad modifications of equation (2.14) and where (3.15) and the hydrodynamic equations derived in the next section should be considered truncations of an infinite series of terms in (even) powers of x.
Coarse-graining in coordinate space
In this section, I will complete the process of coarse-graining in the coordinate space in two steps. First, I will perform the spatial integrations to derive the balance laws assuming spatial gradients, but keeping the form of the PDF unspecified. Second, I will substitute the PDF derived in the previous section, equation (3.15) , to derive the hydrodynamic equations.
(a) Molecular Reynolds correlation
Start by considering a point x and an interval of (at the moment unspecified) width L centred on x. Divide the interval into M 1 equal subintervals. Inside each subinterval α, α = 1, . . . , M, there is a velocity distribution characterized by a PDF f α (x α , c, t), where x α is the midpoint of subinterval α and the width of each subinterval is δx = L/M. As defined in equation (2.2), in each subinterval α there is a density and a momentum density:
Now define an average density for the entire interval by summing over subintervals:
Also, define an average velocity in terms of a Favre average for the momentum density:
(Using the Favre average avoids introducing higher-order correlations into the continuity equation.) Then the fluctuating u α in the subinterval α is defined by
Now the discussion in §2 that shows the balance laws, equations (2.7)-(2.9), is valid for these subinterval averages in every subinterval; this validity results purely from the averaging over the velocity phase space. For example, the momentum equation (2.8) in the subinterval α is written as
where the total pressure P α from equation (2.10) is
Finally, let us average the subinterval equations over the total interval L in coordinate space to derive equations for average velocity. This is most easily accomplished by substituting for u α using equation (4.4) and then summing over α. The result for the momentum equation is
The new term that appears on the right-hand side, ρ u u , is a molecular Reynolds stress. A similar calculation of the energy equation averaged over subintervals will lead to a new correlation ρ u I , However, because of the choice of Favre averaging the velocity, the continuity equation has no additional correlation term:
The final step is to insert the non-equilibrium velocity PDF of equation (3.15) into the new balance laws. After some manipulation this leads to the final form of the hydrodynamic equations:
The momentum flux P consists of the classical Newtonian viscosity, where μ * is the longitudinal viscosity coefficient and a new term of order O(L 2 ) that arises from the averaging of the momentum advection:
Similarly, the heat flux q consists of the classical Fourier heat flux, where κ = k/c v , with c v being the specific heat at constant volume and k the coefficient of heat, and a new term of O( x 2 ) that arises from the averaging of both the energy advection and the work term:
Note that, in these equations, u is the momentum velocity,
It will be convenient to refer to equations (4.10)-(4.15) as the regularized Navier-Stokes equations (RNSE) for the rest of this paper.
Length scales
It is wrong to think that the task of physics is to find out how nature is. Physics concerns what we can say about nature.
Niels Bohr [7] My opening comment about the RNSE is historical-they are not new. The appearance of a length scale in the discretized momentum equation is the major result of the classic paper of von Neumann & Richtmyer [8] in which the concept of artificial viscosity was introduced. This term is found to be necessary to regularize numerical simulations of high-Reynolds-number flows, e.g. with shocks and/or turbulence. It is explicitly added in Lagrangian programs (i.e. codes) [9] and implicitly 1 in the non-oscillatory methods of Eulerian codes [11] . The analogous term in equation (4.15) , which might be called an artificial heat conduction, is not widely used in Lagrangian codes, although Noh [12] has advocated such a term. However, like the artificial viscosity, an artificial heat conduction is an implicit term in non-oscillatory Eulerian codes. In all those 'artificial' terms, it is the square of the computational cell size that appears. In addition, the RNSE are identical to the compressible finite-scale equations derived in [4, 13] . I proposed finite-scale Navier-Stokes [11, 14] as a PDE model for finite volume codes [15] in which the discretized variables are the volume averages of fields over the computational cells (as opposed to finite difference methods in which the discretized variables are point values evaluated at the centre of the cell). In [13] , I attempted to make more precise the role of an observer in classical fluid flows. The observer is a length scale that is independent of the flow, but whose existence is necessary to quantify the smallness of the gradients, as mentioned in the opening quote. In short, the observer quantifies the 'we' in the quote above by Bohr. Now in the case of numerical simulation, it is clear how to choose the length scale L; it is the computational cell size. One would hope to choose a computational mesh so as to resolve important features of the flow, but the derivation of the RNSE is not so constrained. The choice of L is less clear in a theoretical context and its utility as a model in comparison to NavierStokes may be hard to assess. However, today most practical fluid flow problems are not solved theoretically, but rather on computers that grow more powerful each year. As pointed out by Bohr above, a principal goal of physics is to predict the results of experiments that are necessarily done with finite instruments. In this sense, one might argue that it is the discrete equations that are best suited to predict measurements of Nature. Below, I will point out several features of the RNSE as realized in computer simulations of high-Reynolds-number flows.
First of all, unlike the Knudsen number, the observer scale L appears explicitly in the RNSE. Further, it is the square of L that appears in the inviscid dissipative terms in equations (4.14) and (4.15), a direct consequence of parity invariance. Moreover, it appears in the numerator, so the inviscid terms become more important compared to the physical viscosity and heat conduction as L becomes larger. Indeed, in most practical simulations of flows with shocks and/or turbulence, the effects of physical viscosity and heat conduction are too small to be effective. Then the numerical codes simplify the equations by neglecting viscosity and heat conduction, so solving what can be called the regularized Euler equations. In such cases, the shocks become multiple cells wide while only the largest turbulent eddies are resolved. Nevertheless, the shocks exhibit the correct speed and jump conditions [8] , while the turbulent energy dissipation rate obeys Kolmogorov's 4/5th law [14] . This property that the large scales control the small scales is termed enslavement. It has a rigorous mathematical development in the theory of the inertial manifold [16, 17] .
Enslavement describes a top-down relation between hydrodynamics and kinetic theory. What happens as L gets small? Is there a lower limit below which physical viscosity and heat conduction dominate and the inviscid terms become negligible? Looking at shocks, the answer is apparently no. Analytic and numerical solutions of the NSE shock structure converge to each other [18] , but fail to predict the measured shape and width of physical shocks [19] . On the other hand, it is widely assumed that highly resolved simulations of the NSE termed direct numerical simulation (DNS) correctly represent the small-scale details of turbulent dynamics [20] . Can this assumption be justified? How much different would DNS of compressible turbulence with shocks based on a fully three-dimensional RNSE be? From a more mathematical point of view, can one address questions of stability of the RNSE and uniqueness of their solutions?
Conclusion
My principal goal in this paper has been to address two questions raised in the opening quote by Gorban & Karlin [1] , i.e. the explicit question of how to model fluxes in the situation that the gradients are large, and the implicit question of how to quantify the appellation 'large'. I have suggested in the introduction that this cannot be done in the velocity phase space with the parameter Knudsen number. Instead, I proposed to address the question in the coordinate space by introducing a length scale termed the observer. In §2, I reviewed the standard process of deriving the five-moment evolution equations for an arbitrary velocity PDF. In §3, I derived a non-equilibrium velocity PDF that explicitly depends on the gradient of velocity. That derivation relies on conservation and the form invariance of the PDF with regard to its parameters. In §4, I integrated the balance laws over finite intervals using a Reynolds decomposition to deal with velocity fields that might not be differentiable. Then I inserted the non-equilibrium PDF of the previous section to derive an explicit form for the balance laws in the presence of possibly large gradients. The new equations have the form of the NSE plus extra dissipative terms that are quadratic in the observer length scale. I termed the new equations the RNSE.
In §5, I tried to bring a new point of view to the theme of this special issue, Hilbert's sixth problem. Noting the similarity of the RNSE to the model equations solved in DNS, I cautiously suggested that the connection of kinetic theory to discrete hydrodynamics might be an interesting and important area for research.
There are many problems in compressible high-Reynolds-number fluid dynamics that require better understanding. In most cases, it appears that the constraints of local equilibrium thermodynamics do not apply. In this paper, I have tried to take one step past LTE and to develop a strategy that allows generalization for non-equilibrium fluid flows.
It is by logic that we prove, but by intuition that we discover.
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