Fluorescent microscopy in the nucleus: investigating protein diffusion and binding in live cells by Daddysman, Matthew Kyle
  
FLUORESCENT MICROSCOPY IN THE NUCLEUS: INVESTIGATING PROTEIN 
DIFFUSION AND BINDING IN LIVE CELLS 
Matthew Kyle Daddysman 
A dissertation submitted to the faculty of the University of North Carolina at Chapel Hill 
in partial fulfillment of the requirements for the degree of Doctor of Philosophy in the 
Department of Chemistry 
Chapel Hill 
2013 
 
Approved by: 
Christopher Fecko 
John Papanikolas 
Dorothy Erie 
Andrew Moran 
Linda Spremulli 
 ii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© 2013 
Matthew Kyle Daddysman 
ALL RIGHTS RESERVED 
 
 iii 
 
 
ABSTRACT 
 
Matthew Kyle Daddysman: Fluorescent Microscopy in the Nucleus: Investigating Protein 
Diffusion and Binding in Live Cells 
(Under the direction of Christopher J. Fecko) 
 
 
One of the open questions in biophysics is the process by which DNA-binding 
proteins, transcription and repair proteins, find very specific binding sites that are 
minuscule in comparison to the size of the genome.  In vitro results have provided some 
insight into the search mechanism; however, these studies simulate neither the 
complicated DNA topography nor the crowded macromolecular environment present 
inside live cells.  The focus of this dissertation is the development of microscope 
technology and experiments that build toward the ultimate goal of probing DNA-binding 
protein transport and binding in live cells. 
Fluorescence recovery after photobleaching (FRAP) is used to study anomalous 
diffusion of unconjugated green fluorescence protein (GFP) in the polytene cells of 
Drosophila larval salivary glands.  Polytene nuclei contain optically resolvable 
chromosomes, permitting FRAP experiments that focus separately on chromosomal or 
interchromosomal regions.  GFP exhibits anomalous diffusion in the chromosomal 
regions, but diffuses normally in regions devoid of chromatin.  This observation 
indicates that obstructed transport through chromatin is the source of anomalous 
diffusion in polytene nuclei and likely other cells.  In vitro studies of GFP diffusion in 
artificial crowding environments confirm normal diffusive behavior in crowded 
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environments similar to the interchromatin space.   The diffusion dynamics of two RNA 
Polymerase II subunits in the interchromatin space exhibit anomalous diffusion in direct 
contrast to the normal diffusion of unconjugated GFP.  This apparent anomalous 
diffusion in both unengaged subunits is a result of the subunits’ incorporation into a 
broad distribution of complexes, with sizes ranging from free proteins to fully assembled 
gene transcription units.  The broad distribution of macromolecular species allows for 
mechanistic flexibility in the recruitment of RNA Polymerase II.       
Perturbations of the DNA environment with an optical microscope, such as 
generating well-defined regions of ultraviolet (UV)-like photolesions, assist 
investigations into the spatiotemporal dynamics of a class of DNA-binding proteins, 
DNA repair proteins.  The production of thymine cyclopyrimidine dimers, the primary UV 
DNA photoproduct, is demonstrated using multiphoton excitation of DNA in live cells 
with visible light pulses. The spatiotemporal recruitment of GFP-tagged topoisomerase I 
to sites of localized DNA damage is investigated through this method. 
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CHAPTER 1: INTRODUCTION 
 
“Somewhere, something incredible is waiting to be known.” – Carl Sagan 
1.1. Motivation for Research 
1.1.1. Motivation for Studying Diffusive Transport in Cellular Systems 
 One of the open questions in biophysics is how DNA-binding proteins (e.g. RNA 
transcription factors and DNA repair proteins) navigate both the crowded nucleoplasm 
environment and the complicated topology of DNA in vivo to 1) locate specific binding 
sites that are only a few base pairs long, miniscule in comparison to the genome which 
consists of more than 109 base pairs and 2) conduct this search on a timescale fast 
enough to sustain metabolic processes necessary for life to exist.  The transport of 
proteins through the nucleoplasm is not unique to DNA binding proteins as many 
biological processes rely on the transport of macromolecules through the cellular milieu.  
However, this crowded environment of macromolecules, membranes, and cellular 
skeletal structures, each tailored to a specific purpose inside the cell, could present 
obstacles to transport.  This hindrance is exhibited as deviations of a particle’s mean 
squared displacement from linearity as predicted by the diffusion equation.  Although 
the observation of sublinear deviations of the mean squared displacement, termed 
anomalous subdiffusion, is ubiquitously observed in cells,1-6 the observation of 
anomalous subdiffusion does not indicate the source.7  Therefore, careful 
understanding of the nature of the transport physics must precede any investigations 
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concerning DNA-protein binding interactions.  Otherwise, hindered diffusion may be 
mistaken for binding interactions. 
1.1.2. Finding DNA binding sites 
 The spatiotemporal dynamics of the protein-DNA interaction is of particular 
interest to biophysical chemists because in vitro data indicate that the interaction occurs 
on timescales that are much faster than those predicted by simple diffusion models.  In 
1970, Riggs and coworkers found that the association rate of the Escherichia coli Lac 
repressor and a single operator site on a large DNA molecule is ~1010 M-1 s-1,8 which is 
at least two-orders of magnitude faster than predicted by the Debye-Smoluchowski one-
step diffusion limited model.  To account for this discrepancy, a two step model was 
proposed where nonspecific DNA-protein binding is followed by subsequent “facilitated 
diffusion” to a binding site.9   These models predict an ideal sliding length of ~100 bp 
and then dissociation to 3D diffusion9-15 (Figure 1.1).   However, direct experimental 
confirmation of the hypothesis of a facilitated diffusion model is limited to in vitro single 
molecule studies,16-19 with only limited results from work in vivo.20 
1.2. Background 
1.2.1. Nature of Transport in Cells 
 In a neat, homogenous solution, a particle will diffuse according to Brownian 
dynamics in which the mean squared displacement will grow linearly in time (t):  
  ۃ∆ݎଶۄ ൌ 2݀ܦݐ  (1.1)
where  ۃ∆ݎଶۄ is the mean squared displacement, d is the dimensionality of the system, 
and D is the diffusion coefficient.  However, highly heterogeneous environments, such 
as cells, complicate the transport picture which results in deviations from linearity in the  
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Figure 1.1: A schematic of a DNA-binding protein search for a binding site.  This 
proposed scheme is hypothesized to account for the faster then 3-D diffusion limit 
search observed by the Lac repressor.8  The DNA-binding protein has nonspecific 
affinity for DNA; therefore, the protein will transiently bind to the DNA nonspecifically to 
conduct a 1-D search along DNA.  This model has support from single molecule studies 
in vitro.17-19        
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mean squared displacement.  Termed anomalous diffusion, the mean squared 
displacement is now modeled by a non-linear power-law in time21,22 which modifies Eq. 
1.1 as follows:  
  ۃ∆ݎଶۄ ൌ 2݀ ߁ߙ ݐ
ఈ  (1.2)
where Γ is the transport coefficient and α is the anomalous parameter.  The anomalous 
parameter indicates the deviation from normal Brownian behavior.  If α > 1 the process 
is considered superdiffusive.  Active cellular transport of proteins is indicated by 
superdiffusive behavior.  If α < 1 the process is considered subdiffusive and the 
transport is hindered inside the cell.  Subdiffusion is the primary consideration of this 
dissertation and has been shown to be fairly universal in the cellular environment.1-6  
Theoretical studies have shown that subdiffusive behavior may increase the efficiency 
of enzymatic action.23,24   
Several underlying physical mechanisms have been proposed for subdiffusive 
behavior including interaction with a distribution of energetic traps, obstructed diffusion 
in the presence of immobile obstacles, and correlated motion that arises an interacting 
system.7,25   Each of these sources has a unique underlying physical model that gives 
rise to the anomalous behavior.  However, in order to observe these signatures single 
molecule experiments are required to distinguish between slight variations in the mean 
squared displacement.  For example, the continuous time random walk model proposed 
to model energy traps would exhibit weak ergodicity breaking; whereas, all the other 
models are ergodic.7  These variations are averaged out in ensemble measurements 
and, therefore, only discernible with single molecule imaging.  As I discuss in Chapter 2 
control of the experimental parameters can eliminate potential sources of anomalous 
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diffusion allowing ensemble measurements, such as fluorescence recovery after 
photobleaching (FRAP), to reveal the underlying source of anomalous diffusion in some 
cases.  For example, by probing a biologically inactive molecule, such as unconjugated 
green fluorescent protein (GFP), energy traps can be eliminated as a potential source of 
anomalous diffusion since unconjugated GFP should not have specific binding sites 
inside the cell.  Another method, described in Chapter 3, is creating artificial cellular 
environments crowded by high concentrations of macromolecular crowders.  Such an 
environment allows the contribution of macromolecular crowding, if any, to anomalous 
diffusion to be quantified.   
1.2.2. Assembly of macromolecular complexes  
 Most processes in the nucleus occur through the coordinated effort of several 
proteins working in concert to perform a specific task.26-28  However, these proteins are 
produced and exist as discrete entities inside the cell.  The processes by which these 
proteins assemble to form a functional macromolecular complex is blended into the term 
“protein recruitment,”  a black box of sorts which is often passed over in pursuit of the 
understanding of the function of the complex.  The two common models for the 
assemble of the multi-protein complexes are a "top-down" and "bottom-up" approach.29  
In a "top-down" approach, the proteins are assembled into a large macromolecular 
complex prior to association with a binding site, forming a long lived molecular 
factory.30,31  This is in contrast to a "bottom-up" approach, in which the complex is 
assembled piece by piece at the promoter site.  The distinct dynamics of individual 
proteins involved in a complex is cited in support the latter model;32-34 however, this 
result is debatable.35-37   
 6 
 
 The process of RNA transcription, accomplished by RNA Polymerase II (RNAP 
II) along with a large complex of transcription factors and stabilizing factors,  provides a 
system by which the two models of macromolecular complex formation can be tested.  
In previous studies of RNAP II, the diffusion of the protein has been measured near the 
promoter site32,34,38 which cofounds the ability to probe the nature of the assembly of the 
complex.  Details about the association between the proteins in a complex can be 
ascertained by measuring the dynamics of RNAP II away from DNA promoter sites.  
The proteins that assemble to form a complex may continue to have some intrinsic 
affinity even away from the promoter site, and therefore complexes may still form away 
from the DNA binding site.  A possible exception is if binding with DNA changes a 
protein conformation to stabilize an interaction with another protein.  However, it is quite 
possible that even in these circumstances the proteins still retain weak affinity.  In 
Chapter 4, I present a model that is used to analyze FRAP data collected by Michael 
Tycon on the RNAP II system in the interchromatin space of the Drosophila 
melanogaster polytenes.  This model is used to observe distribution in sizes of diffusing 
complexes of proteins.                    
1.2.3. Finding specific binding sites on DNA 
 Binding sites (energy traps) are one of the possible contributions to anomalous 
diffusion in live cells.7  However, applying a FRAP reaction-diffusion model (which has 
been derived)39 requires that the contribution of the other potential sources of 
anomalous diffusion described above are quantified so that the binding is not 
misinterpreted as another form of anomalous diffusion.  There are several strategies 
creating a binding site that is observed using live cell microscopy, such as introducing 
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an exogenous binding site,20 probing an endogenous site that is activated by an outside 
perturbation such as heat shock,40 or by introducing DNA damage that is then repaired 
by DNA repair enzymes.41-45  The last option is ideal for my research as the same tools 
that are used for imaging are only slightly modified to produce damage.  In Chapter 6, I 
develop a method for creating "UV-like" photolesons using direct multiphoton excitation 
of DNA.  The spatiotemporal recruitment of topoisomerase I (TopI) is measured to the 
damaged regions of DNA.  TopI relaxes supercoiled DNA by creating a transient single 
strand break in one strand of the DNA backbone through which the other strand can 
pass.  TopI activity is implicated in DNA transcription, replication, and repair,46 and, 
therefore, is an essential gene in the Drosophila model.47   TopI is an ideal system for 
this study as it is a monomeric system so protein complexes do not need to be 
considered.                                        
1.3. Methods 
1.3.1. Two-photon microscopy 
 All of the investigations undertaken in this dissertation use a laser scanning two-
photon microscope.  In nonresonant two-photon absorption, a molecule exposed to a 
high photon flux can simultaneously (within attoseconds) interact with two photons, 
producing an excited state equivalent in energy to the summation of the energy of the 
interacting photons.48  The probability of a two-photon absorption event depends 
quadratically on the intensity of the applied light. For light focused at an objective lens, 
the intensity drops quickly outside of the focal point, resulting in a steep drop in the 
probability of two-photon excitation.  This steeply decreasing probability of excitation 
outside of the focal point of the objective is leveraged to obtain depth discrimination in 
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two-photon microscopy (Figure 1.2).49,50  The advantage of two-photon microscopy over 
confocal microscopy is that the depth discrimination is obtained in the excitation rather 
than the imaging pathway.  Since only imaged fluorophores are excited, out of plane  
photobleaching is eliminated.  Likewise, localized photochemical reactions can be 
inducted by two-photon excitation.  An application of two-photon photochemistry to 
induce DNA “UV-like” photolesions is discussed in Chapter 6. 
 The microscope setup uses a tunable (680 – 1080 nm) Ti:sapphire laser in a 
laser scanning configuration (Figure 1.3).51   The output beam from the laser is 
attenuated by a Pockels cell and half wave plate, allowing microsecond control of the 
beam intensity.  The beam is introduced into the sample through an Olympus IX81 
inverted microscope.  A 60x, 1.20 NA objective focuses the beam into the sample and 
collects the fluorescence from the sample.  The fluorescence is separated from the 
excitation light via a dichroic mirror.  The fluorescence is detected by non-descanned 
GaAsP PMTs.  Separation into red and green channels is accomplished using another 
dichroic mirror and band pass filters for two-color imaging.  The setup also serves a 
dual purpose of creating spatially confined DNA photolesions.  As described in Chapter 
6, a separate beam pathway incorporating a nonlinear β-barium borate crystal is used to 
frequency double the output of the Ti:sapphire laser to produce the photolesions using a 
photochemical reaction.   
1.3.2. Drosophila melanogaster Polytenes  
 The model organism used for most of the live cell microscopy in this dissertation 
is the Drosophila melanogaster.  The salivary glands of Drosophila larva contain 
polytene chromosomes.  The polytene chromosome contains approximately a thousand 
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Figure 1.2: Two-photon excitation is used for depth discrimination in two-photon 
microscopy.  (A) In conventional linear excitation, a single photon with sufficient energy 
excites an electron from the ground state to the excited state of a fluorophore.  After 
excited-state vibrational relaxation, the remaining energy is released as a photon of light 
as the electron returns to the ground electronic state.  The number of excitation events 
(and, therefore, the number of fluorescent photons produced) is directly proportional to 
the intensity of the excitation light.  In two-photon excitation, two non-resonate photons 
with approximately half the energy of the electronic energy gap are absorbed 
simultaneously.  Since two photons are necessary the number of excitations events is 
quadratically proportional to the intensity of the excitation light.  (B)  The axial 
confinement of two-photon excitation is demonstrated using a cuvette of fluorescein.  
On the left, a 488 nm laser is focused into sample exciting fluorophores throughout the 
focusing cone of the object.  In contrast on the right, a 900 nm pulsed laser is focused 
into the sample.  Sufficient photon flux to excite the fluorescein only occurs it the focal 
point of the objective, where a small dot of fluorescence occurs.    
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Figure 1.3: Schematic of the laser scanning two-photon microscope used for 
experiments in this dissertation.  Details of the setup are given in section 3.1.   
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copies of the genome in contrast to the one or two copies carried by normal cells, 
depending on the stage of the cell cycle.  The chromosomes remain structurally 
organized, allowing chromosomes to be distinguished from nuceloplasm without DNA, 
and is referred to as the interchromatin space. In contrast, the diffuse chromatin of 
typical cells contains DNA and nucleoplasm in an indistinguishable mixture.  Several 
Drosophila lines stabling expressing fluorescent protein fusions are used in this 
dissertation.  The line containing TopI fused to GFP was tagged at its endogenous locus 
using a "trap strategy" as described by Morin et al.52 The remaining Drosophila lines 
express transgenes using a Gal4 upstream activation sequence.  The Gal4 driver line 
(Bloomington Fly Stock #6979) used in this dissertation activates the transgene during 
the larval stage of the Drosophila in the salivary glands only.  The unconjugated GFP 
line was purchased from the Bloomington Stock center (line #5430).  The histone 2B 
conjugated to red fluorescence protein, and the RNA Polymerase units, Rpb3 and 
Rpb9, conjugated to GFP constructs are described in Zobeck et al.53 and are a gift from 
John Lis’s lab at Cornell University.   
1.3.3. Fluorescence Recovery after Photobleaching 
 FRAP is the microscopy technique used extensively in this dissertation.  The 
principle of FRAP is simple.  A region of fluorescent protein is permanently 
photobleached by short exposure of high intensity laser light.  This region is then 
monitored for a recovery in fluorescence intensity as unbleached fluorophores diffuse 
into the region.  The boundary conditions of the bleach region can be used to solve the 
diffusion equation to back out the diffusion coefficient and other information about the 
system such as binding constants based on the speed of recovery of the fluorescence. 
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Figure 1.4: Point spread function of the two-photon microscope used as the bleach and 
observation regions of interest in a FRAP experiment.  (A) Heat map of the point spread 
function as a slice through the X, Z plane.  The 1/e2 radius used was 350 nm in X and Y 
and 1200 nm in Z.  (B) Same point spread function presented in panel A except 
showing a slice in the X, Y plane.                      
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In this dissertation, I use a flavor of FRAP, referred to as point FRAP, where the region 
of interest is the point spread function of a two-photon microscope.  The point spread 
function can be accurately approximated by a three-dimensional Gaussian54 (Figure 
1.4): 
  ۃܫሺݔ, ݕ, ݖሻۄଶ ൌ ۃܫሺ0,0,0ሻۄଶexp ቈെ 4ሺݔ
ଶ ൅ ݕଶሻ
߱௫௬ଶ െ
4ݖଶ
߱௭ଶ቉ (1.3)
where ۃܫሺ0,0,0ሻۄଶ is the peak intensity at the center (origin) of the focused beam and ωxy 
and ωz are the 1/e2 radius of the beam in the x,y and z planes respectively. Note that 
the intensity is squared since all excitation occurs due to a two-photon process.  The 
peak intensity term is time averaged since the dector averages over many pulse cycles.  
The FRAP equation for two-photon point FRAP has been solved previouly.54  In short, 
the model in Chapter 2¸ Eq. 2.4 is derived as follows. The change in concentration of 
bright fluorophore, c, due to bleaching is given by:  
   ݀ܿሺݔ, ݕ, ݖ, ݐሻ
݀ݐ ൌ െߚԢۃܫሺݔ, ݕ, ݖሻۄ
ଶܿሺݔ, ݕ, ݖ, ݐሻ  (1.4)
where β’ is a factor related to the bleach depth that depends on the quantum efficiency 
of photobleaching, the two-photon cross-section of the fluorophore, and the bleach 
pulse duration.  During a short bleach time, Δt, during which diffusion can be neglected, 
Eq. 1.4 can be solved trivially: 
    ܿሺݔ, ݕ, ݖ, ݐሻ ൌ ܿ଴exp ሺെߚԢۃܫሺݔ, ݕ, ݖሻۄଶ߂ݐሻ  (1.5)
where c0 is the prebleach concentration of fluorophore.  The intial condition after 
photobleach is expressed by combining Eq. 1.3 and 1.5 as follows and simplified using 
a Taylor expansion (β is the new bleach factor including the constants of β’, ۃܫሺ0,0,0ሻۄଶ, 
and Δt).  
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    ܿሺݔ, ݕ, ݖ, ݐ ൌ 0ሻ ൌ ܿ଴exp ቆെߚexp ቈെ 4ሺݔ
ଶ ൅ ݕଶሻ
߱௫௬ଶ െ
4ݖଶ
߱௭ଶ቉ቇ    (1.6a)
   
ܿሺݔ, ݕ, ݖ, ݐ ൌ 0ሻ ൌ ܿ଴ ෍
ሺെߚሻ௡
݊! exp ቈെ
4݊ሺݔଶ ൅ ݕଶሻ
߱௫௬ଶ െ
4݊ݖଶ
߱௭ଶ ቉
ஶ
୬ୀ଴
 (1.6b)
After bleaching, the change in concentration is given by Fick's second law:   
    ߲ܿሺݔ, ݕ, ݖ, ݐሻ
߲ݐ ൌ ܦ׏
ଶcሺx, y, z, tሻ  (1.7)
where ׏ଶ is the Laplace operator.  The fluorescence signal at any point in time after 
bleach, F(t), is given by the convolution: 
    ܨሺݐሻ ൌ  ܳி௟ මۃܫሺݔ, ݕ, ݖሻۄଶܿሺݔ, ݕ, ݖ, ݐሻ݀ݔ݀ݕ݀ݖ  (1.8)
where QFl is a constant accounting for several imaging constants such as quantum 
yield, efficiency of the collection system, etc.  Combining Eq. 1.6b, 1.7 and 1.8 and 
solving is best done in the Fourier domain.  The Fourier transform of generic function, ݂, 
is given by: 
    ݂൫ݍ௫, ݍ௬, ݍ௭, ݐ൯ ൌ  ሺ2ߨሻି
ଷ
ଶ ම ݂ሺݔ, ݕ, ݖ, ݐሻ݁ି௜௤ೣ௫ି௜௤೤௬ି௜௤೥௭݀ݔ݀ݕ݀ݖ  (1.9)
Applying Eq. 1.9 to Eq. 1.6b and 1.7 yields the following Fouier domain Eq. 1.10 and 
1.11 respectively:  
   
ܿሺݍ௫, ݍ௬, ݍ௭, ݐ ൌ 0ሻ ൌ ܿ଴ ෍
ሺെߚሻ௡
݊! ቈ
߱௫௬ଶ߱௭
8ሺ2nሻଷ ଶ⁄ ቉ exp ൥െ
߱௫௬ଶሺݍ௫ଶ ൅ ݍ௬ଶሻ
16݊ െ
߱௭ଶݍ௭ଶ
16݊ ൩
ஶ
୬ୀ଴
(1.10)
    ߲ܿ൫ݍ௫, ݍ௬, ݍ௭, ݐ൯
߲ݐ ൌ െሺݍ௫
ଶ ൅ ݍ௬ଶ ൅ ݍ௭ଶሻܦܿ൫ݍ௫, ݍ௬, ݍ௭, ݐ൯ (1.11a)
ܿ൫ݍ௫, ݍ௬, ݍ௭, ݐ൯ ൌ ܿ൫ݍ௫, ݍ௬, ݍ௭, ݐ ൌ 0൯ ൈ ݁ݔ݌ൣെ൫ݍ௫ଶ ൅ ݍ௬ଶ ൅ ݍ௭ଶ൯ܦݐ൧   (1.11b)
Eq. 1.10, the initial condition after photobleaching, is propagated in time according to 
Eq. 1.11b yielding Eq. 1.12. 
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    ܿሺݍ௫, ݍ௬, ݍ௭, ݐሻ ൌ ܿ଴݁ݔ݌ൣെ൫ݍ௫ଶ ൅ ݍ௬ଶ ൅ ݍ௭ଶ൯ܦݐ൧
ൈ ෍ ሺെߚሻ
௡
݊! ቈ
߱௫௬ଶ߱௭
8ሺ2nሻଷ ଶ⁄ ቉ exp ൥െ
߱௫௬ଶሺݍ௫ଶ ൅ ݍ௬ଶሻ
16݊ െ
߱௭ଶݍ௭ଶ
16݊ ൩
ஶ
୬ୀ଴
 
(1.12)
To obtain the final expression for the point FRAP signal, F(t), Eq. 12 is convolved with 
the point spread function of the detection beam according to Eq. 1.8 (in the Fourier 
domain) and intergrated over all Fourier space, yielding the end result:  
     
ܨሺݐሻ ൌ  ܨ଴ ෍ ሺെߚሻ
௡
݊!
∞
௡ୀ଴
ቈ1 ൅ ݊ ቆ1 ൅ 16ܦݐ߱௫௬ଶ ቇ቉
ିଵ
൤1 ൅ ݊ ൬1 ൅ 16ܦݐ߱௭ଶ ൰൨
ିଵ/ଶ
  (1.13)
which is Eq. 2.4 in Chapter 2 without modification for anomalous diffusion and with ߱௫௬ 
= ߱௥.          
1.4. Outline of Dissertation 
 The dissertation is divided into two parts.  In the first part (consisting of Chapters 
2-4), I present my work on developing FRAP methods and models for quantifying 
diffusion in live cells.  Chapter 2 presents my work perfecting the point FRAP method 
quantifying protein diffusion in live cells.  This work improves on previous FRAP 
modeling work by presenting a method for accounting for the photophysics of 
fluorophores.  The key result of this work was that obstructed transport through 
chromatin, and not macromolecular crowding, is the primary source of anomalous 
diffusion in cell nuclei.  This result is further explored in Chapter 3 in which I measure 
the diffusion of GFP in vitro in highly crowded solutions of dextran and bovine serum 
albumin.  I found that anomalous diffusion is not observed under these conditions on the 
timescale of a FRAP experiment, a result that is also predicted by theoretical 
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calculations of crowded polymer solutions.  In Chapter 4, I model FRAP data of RNA 
Polymerase II collected by Michael Tycon.  The FRAP data of RNA Polymerase II 
shows anomalous diffusive behavior in nuclei away from DNA in contrast with data 
presented in Chapter 2.  The FRAP model derived in Chapter 2 is modified to account 
for a distribution of normally diffusing species which gives rise to a FRAP signature of 
anomalous diffusion.   
 The second part (Chapters 5 & 6) concerns cellular damage, both intentional 
and unintentional, that can occur due to fluorescence imaging of live cells.  Chapter 5 
reviews potential damage mechanisms that one should be aware of when conducting 
live cell fluorescent microscopy.  Chapter 6 details a method I developed to create 
spatially localized regions of “UV-like” DNA damage with optical microscopy.  This 
method is then used to measure the recruitment of topoisomerase I to the site of DNA 
damage.   
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CHAPTER 2: REVISITING POINT FRAP TO QUANTITATIVELY CHARACTERIZE 
ANOMALOUS DIFFUSION IN LIVE CELLS* 
 
“The best way to have a good idea is to have a lot of ideas.” – Linus Pauling 
2.1. Introduction 
Many biological processes rely on the diffusive transport of proteins in cellular 
environments that are crowded by a high concentration of macromolecules.  Previous 
studies have established that proteins typically exhibit anomalous subdiffusion under 
these conditions.1-8  As opposed to normal Brownian diffusion in which mean squared 
displacement grows linearly in time, anomalous diffusion is characterized by a mean 
squared displacement that follows a sub-linear power law in time, ۃ∆ݎଶۄ ן ݐఈ .  
Theoretical studies have indicated that anomalous diffusion may increase the efficiency 
with which proteins bind to target sites,9,10 but the physical origin of this behavior is not 
entirely clear.   
Non-Brownian diffusion is predicted by several theoretical models, including 
mass transport in the presence of a broad distribution of energetic traps (specific and/or 
nonspecific binding partners), obstructed diffusion in the presence of immobile fractal 
obstacles, or correlated motion that arises in an interacting system such as a polymer 
network.11,12  Anomalous protein diffusion in cells is likely due to a combination of these 
origins, but it would be useful to devise experiments that probe individual contributions.  
                                            
* Reprinted with permission from Daddysman, M. K.; Fecko, C. J. Revisiting Point FRAP to Quantitatively 
Characterize Anomalous Diffusion in Live Cells J. Phys. Chem. B 2013, 117, 1241-1251. Copyright 2013 
American Chemical Society. 
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Previous studies that use non-interacting tracer molecules to eliminate the possibility of 
binding interactions have observed anomalous diffusion in cells.5-8  However, it is more 
difficult to separate the impact of immobile obstacles from the impact of correlations due 
to macromolecules in a biologically relevant environment.  The main purpose of the 
present study is to isolate contributions from these two physical origins in cell nuclei by 
separately probing diffusion in regions that contain chromosomes and regions that are 
devoid of chromatin.  Both regions are crowded by a high concentration of mobile 
macromolecules, but the chromosomal regions additionally contain relatively immobile 
obstacles (chromatin) that have been suggested to exhibit fractal behavior.5  We 
investigate these regions separately by applying fluorescence recovery after 
photobleaching (FRAP) to diffraction-limited regions of polytene cell nuclei.  Polytene 
nuclei contain giant, optically-resolvable chromosomes in interphase, in contrast to 
more typical cell types in which chromatin is too diffuse to be resolved with conventional 
optics.         
FRAP is used widely in live cell microscopy for assessing the movement and 
binding of fluorescent molecules.  Experiments are typically performed by 
photobleaching a spatially limited region within a fluorescent sample, and then 
observing the subsequent evolution of fluorescence from that same region.  The time-
dependent signal recovery can be related to molecular process such as diffusion, 
directed transport, binding interactions and chemical reactions.13,14  Early 
implementations of FRAP used a stationary focused laser beam to quantitatively 
measure diffusion coefficients of fluorescent species (hereafter referred to as point 
FRAP), mostly for membrane samples in which diffusion is constrained to two-
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dimensions.15  The development of commercial confocal microscopes led to the 
widespread application of FRAP methods that bleach spatial regions much larger than 
the diffraction limit by scanning the focused laser spot within the sample (hereafter 
referred to as area FRAP).16-19  Although this latter method is straightforward to 
implement, the use of arbitrarily-shaped bleach regions, three-dimensional diffusion and 
sample heterogeneities makes it technically challenging to extract meaningful 
quantitative information from the experimental data.  As a result, many FRAP studies in 
recent literature are inherently qualitative in nature.  Such qualitative measurements are 
acceptable for some applications, but it is important to recognize their limitations and to 
adopt a more rigorous approach when necessary.  This issue is often not sufficiently 
considered in studies that attempt to extract microscopic information by fitting area 
FRAP data according to a kinetic model derived using various simplifying assumptions, 
some of which may not be appropriate for the experimental conditions,20 resulting in 
poor agreement of corresponding parameters reported by various studies.  For 
example, the residence time for one transcription factor reported by two studies differed 
by about four orders of magnitude.21   
The original implementation of quantitative FRAP was intended to measure the 
mobility of fluorescence particles in a membrane,15 so the bleach region of interest is 
the microscope point spread function projected onto a two-dimensional surface.  To 
apply an analogous point FRAP technique to three-dimensional samples, it is 
advantageous to restrict the bleach volume in the axial dimension by using two-photon 
excitation.  Nonresonant two-photon absorption is the process by which a molecule 
exposed to a high photon flux interacts with two photons simultaneously, producing an 
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excited state equivalent in energy to the summation of the energy of the interacting 
photons.22  Two-photon microscopy takes advantage of this phenomenon by combining 
the nonlinear intensity dependence with a steeply decreasing intensity profile outside of 
the focal point of the objective lens to enhance imaging depth discrimination.23,24  The 
diffusion equations have been solved for multiphoton FRAP bleach and observation 
profiles previously.25-27  Although point FRAP is not commonly used currently compared 
to other FRAP methods, we see several advantages for perfecting this method, 
especially the use of a well defined bleaching-observation region and sufficiently high 
time resolution to capture all relevant dynamic processes.  The main disadvantage is a 
decreased signal to noise ratio, requiring the collection of numerous data sets to 
achieve acceptable results.  In some cases point FRAP measurements could be used to 
complement area FRAP methods and fluorescent correlation spectroscopy (FCS) in 
order to fully characterize diffusion and binding over a wide range of time scales inside 
living cells. 
 This chapter investigates the use of two-photon excitation point FRAP to 
quantitatively assess diffusion of unconjugated enhanced green fluorescent protein 
(GFP) in vitro, in HeLa cells and in polytene cells of Drosophila salivary glands.  By 
using the polytene cells and point FRAP, we are able to separately probe GFP diffusion 
in the presence (chromatin) and absence (interchromatin space) of relatively immobile 
DNA obstacles in the nucleus. In addition to extracting diffusion coefficients, we have 
examined whether a model that includes anomalous diffusion28,29 is required to fit the 
FRAP results.  The observation and degree of anomalous subdiffusion could provide 
information about the nature of molecular obstructions or transient interactions, but 
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previous studies have arrived at varying conclusions about the nature of free protein 
diffusion in cells.1-8  We find that, in addition to transport physics (diffusion), it is critical 
to carefully consider the impact of reversible fluorophore bleaching photophysics to 
accurately interpret time-dependent FRAP recoveries.30-32  If not taken into account, 
signal contributions from photophysics can cause normally diffusing fluorophores to 
appear to exhibit anomalous diffusion.  When these photophysics are properly modeled, 
GFP diffusion in the solution samples is normal but most of the cellular regions exhibit 
some degree of anomalous diffusion.  One notable exception to this trend is the 
interchromatin space of polytene nuclei, in which GFP exhibits normal diffusion. 
2.2. Materials and Methods 
2.2.1. Sample preparation  
Purified enhanced green fluorescent protein was a generous gift from Dr. Gary 
Pielak.  The GFP was diluted to a concentration of 10 μM in phosphate buffered saline 
(PBS) for the aqueous solution measurements.  For samples in glycerol, GFP was 
diluted in a solution of 62% (w/w) glycerol (nD = 1.4151 at 20oC)33 to a final 
concentration of 10 μM GFP and 60% glycerol.  Alexa Fluor 488 (Invitrogen, Carlsbad, 
CA) was diluted to a final concentration of 10 μM in PBS. Polyacrylamide GFP gels 
were made by diluting the GFP stock to a concentration of 10 μM in a 1:1 mixture of 
40% acrylamide (Fisher Scientific, Fair Lawn, NJ) and 2% bisacrylamide (Fisher 
Scientific).  To form the gel, 1 μL of tetramethylethylenediamine (Fisher Scientific) and 1 
μL of ammonium persulfate (Fisher Scientific) were added to 200 μL of the acrylamide 
GFP mixture.  The mixture was then quickly transferred to glass bottom culture dish 
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(MatTek Corporation, Ashland, MA) and sealed with another coverslip.  The gel was 
allowed to polymerize for 1 h before the experiment.        
HeLa cells stably expressing GFP (Cell Biolabs, Inc., San Diego, CA) were 
cultured in phenol-red free Dulbecco's modified Eagle's medium (Gibco, Billings, MT) 
supplemented with antibiotics and 10% fetal bovine serum (Gibco) at 37oC and 5% CO2.  
For FRAP experiments, cells were seeded on MatTek glass bottom culture dishes  at a 
density of 2.5 x 105 cells per dish ~18 h before the experiment.         
Polytene cells were imaged in intact salivary glands extracted from transgenic 
Drosophila melanogaster larvae.  The larvae were produced by crossing a transgenic fly 
line that expresses free GFP with another transgenic line that expresses a histone 2B 
(H2B)-mRFP fusion protein.  The fluorescent histones were used to permit the 
differentiation of chromosomal and nucleoplasmic regions using two color imaging.  The 
transgenic line that expresses the H2B-mRFP fusion protein under the control of a Gal4 
upstream activation sequence was described in Zobeck et al.;34 the protein was 
expressed in salivary gland cells by generating a homozygous cross with the c147 Gal4 
driver line (Bloomington Stock Center line #6979).  This homozygous cross was mated 
with the line containing a GFP transgene (Bloomington Stock Center line #5430), which 
was also under the control of a Gal4 upstream activating sequence.  Larva were raised 
at room temperature in standard cornmeal yeast medium, collected at the third-instar 
stage 8-9 days after eggs were laid, and dissected in Grace’s Insect Medium (Gibco).  
For FRAP experiments, salivary glands were transferred to MatTek glass-bottomed 
culture dish in Grace’s medium and gently sealed under another glass coverslip to 
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minimize sample movement.  All experiments were completed within 1 h after salivary 
gland extraction.    
2.2.2. Two-photon microscope setup 
FRAP experiments were performed with a home-built laser-scanning two-photon 
microscope.35  A near-infrared Coherent Chameleon Ultra II Ti:sapphire oscillator 
produced femtosecond pulses at a wavelength maximum of 950 nm and a repetition 
rate of 80 MHz.  An electro-optic modulator with a 1 μs response time (Conoptics 350-
80LA/BK) and polarizer placed directly after the laser controlled the intensity used for 
imaging and FRAP.  Note that any mention of the laser power in the procedures actually 
refers to the power transmitted by the electro-optic modulator and measured at the 
objective (e.g. turning the laser off means that the power transmitted by the modulator 
was extinguished).  Galvanometer-mounted mirrors and relay lenses in the beam path 
determined the angle with which the laser beam enters a 60X, 1.2 NA water-immersion 
objective lens mounted on an Olympus IX81 inverted microscope.  Computer control of 
this incident angle is used to raster scan images of the sample or point the beam for 
point FRAP experiments. The back aperture of the lens was slightly overfilled to 
maintain a tight focus; the point spread function was determined by imaging 100 nm 
diameter immobilized fluorescent microspheres (ωr = 293 nm and ωz = 951 nm).  The 
imaging and FRAP bleach and observation powers were measured after the objective 
using a calibrated power meter.  Epifluorescence was detected by a Hamamatsu 
H7422P-40MOD non-descanned GaAsP photomultiplier tube (PMT) module.  To detect 
GFP fluorescence, a 510/70 bandpass filer was placed in front of the PMT.  For 
multicolor experiments, the epifluorescence beam was split using a 570 dichroic mirror 
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to an GaAs PMT (Hamamatsu H7422P-50MOD) with a 630/100 bandpass filter for 
detecting mRFP fluorescence.  Signals from the PMTs were processed and enhanced 
by high gain preamplifiers.  The output from the preamplifiers was read into an A/D card 
(National Instruments) with a sampling time of 100 ns; ten samples were averaged to 
produce 1 μs time points during data collection.  We note that the high gain preamplifers 
we typically use for imaging dim samples could not recover quickly enough from the 
voltage saturation that occurred during the bleach pulse. The reduced gain, a result of 
saturation, recovered on the timescale of several milliseconds, obscuring the bleach 
recovery.  This “detector blinding” effect and the methods used to characterize it have 
been reported previously.21  One possible method of correcting for the detector blinding 
effect was to reduce the gain on the PMT during the bleach pulse, but the gain control 
on the PMT electronics was too slow.  Therefore, we used a modified current 
preamplifier (sensitivity of 20 μA/V), which was designed to minimize the impact of 
signal saturation during bleaching. 
2.2.3. FRAP procedure 
To identify regions of interests an image was acquired using Labview-based 
software developed in-house and then one or more points were selected for bleaching.  
In cellular samples, care was taken to ensure selected points were sufficiently far from 
membranes.  FRAP data were collected at each point using an intermittent data 
collection scheme designed to reduce observational photobleaching by only illuminating 
the sample for a small fraction of the time it takes the fluorescence to fully recover from 
a 20 µs bleach.  Details of this scheme are provided in Figure 2.1 and in Appendix A.  
Control data sets were taken with the same timing sequence at the observation power  
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Figure 2.1: Timing diagram of the point FRAP method.  (A) One FRAP measurement 
covered 50 milliseconds, which was broken up into four different cycles as described in 
panel B.  (B)  Timing within each cycle is shown in detail. The number of times that each 
cycle was repeated is indicated by the number of repeats followed by an x, e.g. Cycle II 
was repeated 9 times indicated by 9x.  Pre-bleach and post-bleach reads indicate that 
the observation laser power was applied and data collected, bleach indicates that the 
bleaching laser power was applied, and laser off indicates that the laser power was 
extinguished during that period. 
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except with a 20 μs mock bleach (i.e. the observation power is used in place of the 
bleach power).  Five hundred replicates were taken for both the bleach and control 
curves to improve the signal to noise ratio, which obeyed Poisson statistics (Figure A.1 
in the Appendix).  Each replicate was normalized to the average of the pre-bleach 
values before averaging replicates.  In all figures except Figure 2.3, FRAP data are 
obtained by dividing the bleach data set by the control data set.  All measurements were 
made at room temperature (22 oC). 
2.2.4. Fitting and statistical model 
FRAP data was fit to the curve in equation 2.4 or 2.6 using the lsqnonlin routine 
in MATLAB (The MathWorks, Natick, MA).  Data collected during the first 50-70 µs 
following the bleach were excluded from the fits to eliminate the influence of 
detector/preamplifier saturation (Figure A.2 in the Appendix).  The fitting equations 
included a floated parameter to measure an immobile fraction; however, we found that 
the value was always within the noise of the measurement indicating no immobile 
fraction.  The residuals were weighted to emphasize early time points in the FRAP 
recovery and to account for the gaps in data collection.  To account for a broad range of 
recovery timescales, FCS data is binned logarithmically in time.  In analogy, we 
weighted residuals of data points spaced equally in time by the inverse of the time after 
bleaching, which is mathematically equivalent to spacing the points logarithmically.  
Details on fitting are provided in Appendix A. 
When fitting for anomalous diffusion, an additional parameter (an anomalous 
exponent) was introduced into the model; as a result, fits using the anomalous diffusion 
model usually had lower residuals than normal diffusion. However, this lower residual 
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does not necessarily justify the additional degree of freedom introduced into the fitting 
model.   To statically distinguish the better of the two candidate models, we applied the 
Bayesian information criterion (BIC).36-38 The advantage of this test over other similar 
statistical tests was that for large sample sizes (n ≈ 2700) the BIC still penalizes for 
extra parameters.  The BIC value for each model, i, was calculated by  
 
)ln(*)ln(* nK
n
resnBIC iii   (2.1)
where n was the number of data points fit, resi was the square root of the sum of the 
squares of the residuals of the fit for each model i, and Ki was the number of 
parameters for each model (K = 4 for normal diffusion and K = 5 for anomalous 
diffusion).  The candidate with the lowest BIC score was considered to be the better 
model.  To quantify the likelihood that each candidate represents the true model, we 
used: 
 BICBICii min  (2.2)  
to calculate the Akaike weight, wi, of each model according to: 
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where J is the total number of candidate models (J = 2).  These Akaike weights are the 
probability that each candidate is the true model. 
2.3. Results 
2.3.1. GFP appears to exhibit anomalous subdiffusion in solution  
Particles that diffuse freely in simple systems typically exhibit normal Brownian 
diffusion, which is characterized by a mean square displacement that grows linearly with 
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time dDtr 22  , where d is the dimensionality of the system and D is the diffusion 
coefficient.  In more complex systems, particles may exhibit anomalous diffusion in 
which the mean squared displacement follows a nonlinear power law in time 

 tdr
 22 , where Γ is the transport coefficient and α is the anomalous exponent.  
(We note that previous literature contains several different definitions for the transport 
coefficient and that we have adopted the approach proposed by Kang et al.39.)  The 
signal measured in a two-photon excited point FRAP experiment derived by Brown et. 
al.25 and modified to include anomalous diffusion is: 
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where F0 is the pre-bleach fluorescence intensity, β is a factor related to the bleach 
depth, and ωr and ωz are size of the focused Gaussian beam in the radial and axial 
dimensions respectively. 
 We initially used this Eq. 2.4 to estimate the time range necessary to 
experimentally characterize diffusion in vitro and in cells.  Assuming normal diffusion 
with a diffusion coefficient typical for unconjugated GFP in solution (80 μm2s-1),31 a 
moderate bleach depth and the size of our focused laser, the fluorescence signal 
recovers halfway from its bleached value in about 140 μs and 90% from its bleached 
value in about 1 ms.  Using subdiffusive values in the range that has been reported for 
GFP in cells (α ~ 0.8 , Γ ~ 20 μm2s-1), the half and 90% recovery values are about 2 ms 
and 25 ms, respectively.  We cover this range of experimental time scales using a 
detection system with microsecond observation time bins collected over a period of 50 
ms after the initial bleach.  To avoid excessive photobleaching (and photophysical 
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processes discussed below), we adopt an intermittent data collection strategy that 
involves toggling the observation laser power on-and-off during the 50 ms period 
(Figure 2.1).  In analogy with fluorescence correlation spectroscopy (FCS), the broad 
time range over which the FRAP signal recovers lends itself to data binned 
logarithmically in time.  Rather than directly collecting data spaced in this way, we fit 
data collected according to the aforementioned sequence using a weighting algorithm 
equivalent to logarithmically binning data points (see Appendix A).  The analogy with 
FCS also prompted us to plot data using logarithmic time axes, which is beneficial for 
visualizing signals that vary over a large range of time. 
To verify that our data collection and analysis method correctly determines 
diffusion coefficients, we measured the diffusion coefficient of GFP in PBS (Figure 
2.2A).  We fit point bleach curves to Eq. 2.4 using either a value of α that was fixed to 
1.0 (normal diffusion) or floated in the fit (anomalous diffusion).  We were surprised to 
find that the FRAP curves were best fit by the anomalous diffusion model with 
exponents (α) as low as 0.8.  (According to a BIC statistical analysis, the anomalous 
diffusion model was nearly always more likely than normal diffusion, sometimes with 
100% likelihood.)  This result is clearly not consistent with simple Brownian diffusion.  In 
contrast, FRAP curves of GFP in 60% glycerol consistently exhibited recoveries that 
were nearly Brownian. 
 While the observation of anomalous diffusion in dilute solution could have been 
attributed to various experimental inaccuracies, one set of additional experiments 
revealed that the model used to fit the data was the source of the problem.  To obtain 
the GFP FRAP data, we had corrected for observational photobleaching using a 
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Figure 2.2: In vitro point FRAP data (points) and fits (lines) plotted using logarithmic 
time axes and linear time axes (insert).  For clarity, the fit residuals (lower plot in each 
panel) were averaged over 50 μs intervals from 100 to 400 μs (cycle I) and for each 
read time period of either 100 or 200 μs (cycles II-IV).  (A) GFP in a PBS solution fit by a 
FRAP model that does not account for reversible bleaching.  The data were fit to Eq. 2.4 
using a value of α that was either fixed to 1.0 (normal diffusion) or floated in the fit 
(anomalous diffusion). For the normal diffusion fit, D is equal to 76 ± 2 μm2s-1, and for 
the anomalous diffusion fit Deff is equal to 100 ± 17 μm2s-1. (B-D) FRAP data fit by a 
model that accounts for reversible bleaching (Eq. 2.6). Again, the value of α was either 
fixed to 1.0 (normal diffusion) or floated in the fit (anomalous diffusion).  The samples 
are GFP in PBS (B), GFP in 60% glycerol (C), and Alexa Flour 488 in PBS (D). 
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standard method, by dividing the fluorescence signal from a sample that had been 
intentionally bleached by the signal from a control sample that had not been 
intentionally bleached (Figure 2.3A-C).  However, this correction may not fully account 
for the photophysics observed in the data. Mueller et al.20 reported an unexpected 
signal contribution in some FRAP experiments that arises from reversible 
photobleaching.  To determine the influence of these photophysics on our data, we fixed  
GFP in a polyacrylamide gel and conducted FRAP experiments (Figure 2.3D-F).  By 
fixing the sample and thus eliminating the transport physics from consideration, signal 
contributions from reversible fluorophore photophyiscs are exposed.  Even though the 
raw bleach curve (Figure 2.3D) does not exhibit a recovery and in fact shows slow 
photobleaching, the corrected curve (Figure 2.3F) clearly exhibits a recovery.  This 
apparent recovery arises from a decay of the control curve (Figure 2.3E) at early times 
that is absent from the bleach curve.  This observation led us to question the validity of 
correcting for observational photobleaching by dividing the bleach curve by a control 
curve, a practice common to nearly all FRAP methods.  The fundamental assumption 
behind this procedure is that the photobleaching kinetics at a particular observation 
power are independent of initial conditions.  Although true for a first-order process, this 
condition is not satisfied in the case of highly non-exponential bleaching kinetics.  Thus, 
a model that accounts for more realistic bleaching photophysics is required. 
2.3.2. FRAP model that accounts for reversible photobleaching 
Single-molecule spectroscopy has established that one primary source of non-
exponential photobleaching kinetics is the intermittency (i.e. “blinking”) exhibited by 
nearly all fluorophores.40  This universal behavior can be incorporated by considering a 
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Figure 2.3: Demonstration of the importance of accounting for reversible fluorophore 
bleaching.  (A-C) Raw FRAP signals of GFP in PBS, including the bleach (A) and 
control (B) data before division.  Note that all other figures plot only the corrected 
(bleach divided by control) FRAP data (C). The necessity of this division is 
demonstrated by the rapid photobleaching of new fluorophores that have diffused into 
the observation volume during the laser off times; the division removes this rapid 
photobleaching, as demonstrated by the long time points.  (D-F) Raw FRAP signals of 
GFP immobilized in a polyacrylamide gel.  The corrected (F) curve showed a recovery 
even though diffusion was not present.  The source of this apparent recovery was that 
the slope of the control curve (E) was steeper than the bleach curve (D) due to the non-
exponential nature of the bleaching photophysics.  (G-I) The same data from D-F was 
plotted on a laser time axis showing only the laser on time and removing the laser off 
time gaps.  Note that the data are continuous demonstrating that the time-dependent 
signals are light driven and that the recovery is not due to incomplete immobilization. 
Also, the fluorescence recovery during the laser off time is negligible.  Therefore, the 
reversible photobleaching correction depends only on the laser illumination time, tlaser, 
rather than the actual time after photobleaching.        
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photophysical model in which fluorophores (Fl) can be converted to either a reversibly 
bleached (RB) or an irreversibly bleached (IB) state:41 
 
 
(2.5)  
The conceptual and mathematical impact of this photophysical process on a FRAP 
measurement is provided in Appendix A.  In brief, irradiation of a sample disturbs the 
pre-existing equilibrium of Fl and RB states, leading to a relaxation process that 
approaches a new equilibrium value with a rate constant given by the sum of the 
forward and reverse reactions.  Because these photochemical transformations depend 
on the intensity of light, the bleached sample approaches the new equilibrium much 
more rapidly (likely during the bleach pulse) than the control sample.  Thus, the control 
curve contains a decay at short times whose amplitude is absent (or greatly reduced) in 
the bleach curve.  Both curves decay similarly at longer times due to irreversible 
fluorophore bleaching.  Therefore, dividing the bleach curve by the control curve 
correctly accounts for irreversible bleaching but also introduces a signal contribution 
due to reversible bleaching.  The contribution of these processes to a FRAP signal are 
complicated by diffusion, but our reaction-diffusion model includes coupled equations 
that account for both transport physics and photophysics. 
In the presence of reversible photobleaching, the FRAP signal (derived in 
Appendix A) is:     
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In comparison to Eq. 2.4, reversible bleaching introduces an additional factor that 
depends on the photophysics decay time constant, τPP, and magnitude, δ.  This factor 
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depends on tlaser, which is the time that the laser has irradiated the sample; it differs 
from the time dependence of the diffusion factors because we applied an intermittent 
data collection scheme.  The dependence on tlaser is motivated by the observation that 
the photophysical signal varies only when the laser is on, as demonstrated by the lack 
of signal change during laser off times in immobilized samples (Figure 2.3G-I).  This 
observation is consistent with transformations driven by photon absorption. 
 To examine the influence of the photophysical correction on the FRAP signal, 
normal (Brownian) diffusion curves with a diffusion coefficient of 82 μm2s-1 or 25 μm2s-1 
were simulated using different values of τPP and δ. The curves were then fit to an 
anomalous model without a photophysics correction (Eq. 2.4).  Depending on the exact 
values of the photoswitching parameters the diffusion could appear to be normal, 
subdiffusive, or superdiffusive (Figure 2.4). 
 The most straightforward way to fit experimental data according to Eq. 2.6 would 
be to simply float the additional parameters introduced in the photophysical model, τPP 
and δ.  However, this approach introduces too many degrees of freedom into the model, 
making it challenging to separate photophysical contributions from anomalous diffusion.  
One way to isolate the photophysical parameters is to immobilize the GFP and then fit 
the resulting FRAP curve to the model with a vanishingly small diffusion coefficient.  
However, we found that δ is very dependent on the bleach depth and small variations in 
experimental conditions lead to difficulties matching the bleach depth of mobile and 
immobile samples.  After exploring these options, we found that the most reliable 
procedure to determine the value of δ is to fit the early part of the control curve (for 600 
μs) with an exponential to account for reversible bleaching equilibration.  This fit gave a  
 40 
 
 
 
Figure 2.4: When not taken into account, reversible photobleaching can cause 
fluorophores that diffuse normally appear to exhibit anomalous diffusion.  Shown are 
contour plots of the anomalous factor obtained when data simulated by a Brownian 
diffusion (α=1) FRAP model that includes reversible photobleaching (Eq. 2.6) were fit 
using the FRAP model that did not account for these photophysics (Eq. 2.4).  Delta and 
photophysics tau refer to the parameters δ and τpp in Eq. 2.6.  The data were simulated 
using diffusion coefficients of D = 82 μm2s-1 (A) or D = 25 μm2s-1 (B), the approximate 
diffusion coefficients of GFP in solution and cellular samples respectively. 
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similar value of τPP as the fixed sample and yielded a more accurate δ value for each 
sample.  Therefore, this procedure was used to obtain the values of τPP and δ, which 
were then fixed when fitting the corrected FRAP curve according to Eq. 2.6. 
2.3.3. Reversible photobleaching FRAP model indicates GFP in solution diffuses 
normally     
 
 After applying the above correction, the anomalous diffusion factor of GFP in 
PBS changes from 0.83 to 0.96 which is in the same range as the glycerol fits (Figure 
2.2B). More importantly, the BIC value indicated that the normal diffusion model 
became the more likely of the two after the photophysics correction (Table 2.1).  The 
diffusion coefficient of GFP was found to be 84 ± 6 μm2s-1 in excellent agreement with 
other sources.31,42  The glycerol fits (Figure 2.2C) did not change with the photophysics 
correction.  There are two possible explanations.  One is that polyethylene glycol has 
been shown to have photoprotectant properties43 and it is possible that glycerol as the 
monomer would reduce the impact of photophysics as well.  We did observe that our fits 
to the control curve in the glycerol samples had much larger τPP than the other samples 
because the control curve was nearly flat over the timescale of our experiment, 
indicating that the photophysics correction may not be necessary. The other possible 
explanation is that the diffusion coefficients measured in glycerol are much slower than 
any of the other diffusion coefficients measured in this study, perhaps minimizing the 
impact of rapid photophysics.  The 60% glycerol solution shows a 20-fold reduction in 
the diffusion coefficient which is larger than expected from the 10-fold increase in 
viscosity over aqueous solution.44 One possible explanation for this discrepancy is the 
distortion of the point spread function by glycerol.45 We were also able to measure the 
  
 42 
 
Table 2.1: Summary of model fits for GFP in solution 
Sample 
Photophysics 
Correction Type of Diffusion 
Anomalous 
Factor BIC wi 
GFP in PBS 
No Normal 1.00 0.0000 Anomalous 0.82 1.0000 
Yes Normal 1.00 0.8806 Anomalous 0.99 0.1194 
GFP in 60% 
Glycerol N/A* 
Normal 1.00 0.1191 
Anomalous 0.96 0.8809 
 
(*) Applying the photophysics correction did not change the fits for the glycerol 
sample.  
 
 
Table 2.2: Summary of best fit models for GFP and Alexa Fluor 488 
Sample 
BIC 
Indicated 
Best Model 
Range of BIC wi 
for Best Model 
D (μm2s-1) 
or 
Γ (μm2s-α) α 
GFP in PBS  Normal 0.8806* – 0.9797 84 ± 6 - 
GFP in 60% Glycerol Anomalous  0.8809 – 0.9973 6.2 ± 0.9 0.95 ± 0.01 
Alexa Fluor 488 in PBS Normal 0.9637* – 0.9811 438 ± 12 - 
GFP in HeLa – Nucleus Anomalous 1.0000 – 1.0000 70 ± 27 0.84 ± 0.05 
GFP in HeLa – 
Cytoplasm Anomalous 1.0000 – 1.0000 130 ± 60 0.76 ± 0.07 
GFP in Polytene – 
Chromosome Anomalous 1.0000 – 1.0000 66 ± 1 0.79 ± 0.01 
GFP in Polytene – 
Interchromatin space Normal 0.9808 – 0.9809 32 ± 6 - 
GFP in Polytene – 
Cytoplasm Anomalous 1.0000 – 1.0000 335 ± 236 0.56 ± 0.11 
 
The errors reported are the standard deviation between fits to three independent 
experiments.   
(*) One replicate for both PBS and Alexa Fluor 488 had a score of 0.0000 for the normal 
diffusion model.  These models are excluded from the weighting range but are included 
in the average.  The alpha values for both of these models were greater than 0.9. 
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diffusion coefficient of Alexa Fluor 488 in solution (Figure 2.2D).  We found a diffusion 
coefficient of 438 ± 12 μm2s-1 in excellent agreement with literature values.42       
2.3.4. GFP exhibits anomalous diffusion in most cellular environments 
For all of the unconjugated GFP in cell samples, the FRAP curves were fit with 
both the normal and anomalous model with the photophysics correction in Eq. 2.6.  
First, HeLa cells expressing unconjugated GFP were imaged (Figure 2.5A), and FRAP 
was performed on points in the nucleus and cytoplasm.  Diffusion of GFP in both the 
nucleus (Figure 2.5B) and cytoplasm (Figure 2.5C) of HeLa cells were found to be best 
fit by the anomalous model as indicated by the BIC test, even after accounting for 
reversible bleaching photophysics (Table 2.2).  The cytoplasm had a smaller anomalous 
exponent (α = 0.76) than the nucleus (α = 0.84). 
 Drosophila polytene cells were used because the large cell nuclei contained 
optically resolvable chromosomes in interphase, in contrast with HeLa cells.  Therefore, 
we could probe the difference between GFP diffusion in nuclear areas that contained 
chromosomes and in the interchromatin space.  To experimentally distinguish between 
the chromosomal and interchromatin space, the flies coexpressed a histone 2B-mRFP 
construct that marked chromosomal regions (Figure 2.6A-C).  The GFP was partially 
excluded from the chromosomes which further helped discriminate between the two 
regions.  GFP diffusion in the chromosome region in the polytene nuclei (Figure 2.6D) 
behaved similarly to the HeLa nucleus with an average anomalous factor of 0.79 (Table 
2.2) comparable to the 0.84 value in the HeLa nucleus.  In contrast, GFP in the 
interchromatin space of the polytene nuclei diffuses normally (Figure 2.7C), though its 
effective viscosity is 2.6 times that of water (comparable to a 30-40% glycerol solution) 
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Figure 2.5: Summary of unconjugated GFP FRAP data in HeLa cells. (A) Two-photon 
microscopy image of a HeLa cell expressing unconjugated GFP.  Scale bar, 5 μm.  (B-
C) FRAP data (points) and fits (lines) of GFP in HeLa cells plotted on logarithmic time 
axes and linear time axes (insert). The residuals were averaged as in Figure 2.2.  The 
data were fit to Eq. 2.6 using a value of α that was either fixed to 1.0 (normal diffusion) 
or floated in the fit (anomalous diffusion).  The data were recorded by focusing on points 
in the nucleus (B) and in the cytoplasm (C). 
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Figure 2.6: (A-C) Two-photon microscopy images of a polytene cell expressing both 
unconjugated GFP (A) and H2B-mRFP (B) to mark the chromosomes.  Panel C is the 
merge of panels A & B.  Scale bar, 5 μm.    (D-E) FRAP data (points) and fits (lines) of 
GFP in polytene cells plotted on logarithmic time axes and linear time axes (insert). The 
residuals were averaged as in Figure 2.2.  The data were fit to Eq. 2.6 using a value of α 
that was either fixed to 1.0 (normal diffusion) or floated in the fit (anomalous diffusion).  
The data were recorded by focusing on points in the interchromatin space (D) and on 
the chromosomes (E). 
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which clearly indicates that crowding is occurring (since the base solvent of the cell is 
also water); however, the crowding does not cause anomalous diffusion.  The 
observation that GFP diffuses normally in the interchromatin space but anomalously 
within the polytene chromosomes is notable, since neighboring biological regions 
unseparated by a membrane typically do not exhibit different types (anomalous vs. 
normal) of diffusion.  Unconjugated GFP should not interact specifically with DNA or 
other elements of chromatin, so it is likely that the anomalous diffusion in the 
chromosomal regions is due to the presence of obstructions.  This issue is considered 
further in the Discussion section.  We also investigated GFP diffusion in the cytoplasm 
of polytene cells (Figure A.5 in the Appendix); it exhibited diffusion that was more 
anomalous than the nucleus, in agreement with the HeLa result. 
In order to compare diffusion across samples with different anomalous factors we 
calculated an effective diffusion coefficient defined as Deff:  
 

 1222
666




 Deff
D  (2.7)  
where τD  is the residence time (as defined by Kang et al.39) for a region of interest of 
radius ω.  The effective diffusion coefficient reflects the diffusion coefficient that would 
have been measured in the experiment if diffusion were Brownian; its value is specific to 
the size of the observation region.  The transport coefficients and anomalous factors 
listed in Table 2.2 (along with the focused spot size) were used to calculate a Deff.  
These values are plotted along with normal diffusion coefficients of samples that 
exhibited Brownian diffusion in Figure 2.7.  The effective diffusion coefficients of all of  
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Figure 2.7: Summary of diffusion (or effective diffusion) coefficients for each sample.  
Brownian (or normal) diffusion is indicated by the solid bars and anomalous diffusion is 
indicated by the striped bars.  For anomalous diffusion samples, the effective diffusion 
coefficients were calculated using dimensions of the focused point spread function, and 
the average anomalous parameter is listed above the bar.  All values are the average of 
three independent fits of data sets consisting of an average of 500 samples each.  The 
errors are the standard deviation of the fit results. 
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the cellular samples were similar regardless of the environment, even though they 
differed in the magnitude of the anomalous factor. 
2.4. Discussion 
2.4.1. Revisiting point FRAP  
We have investigated the use of point FRAP with a diffraction-limited bleach and 
observation volume to quantitatively characterize fluorophore diffusion.  In addition to 
providing a well-defined region of interest, point FRAP allows for highly specific regions 
of a cell to be selected, which reduces possible sample heterogeneities within the 
region of interest.  Area FRAP methods with larger observation regions average out 
these variations.  Point FRAP can determine diffusion coefficients over a wide range of 
time scales due to its superior time resolution over other FRAP methods.  When using 
other FRAP regions of interest, it is necessary to scan over the region of interest which 
can take tens to hundreds of milliseconds.  With point FRAP we are able to measure 
diffusion coefficients ranging from 438 μm2s-1 (Alexa Flour 488) to 4 μm2s-1 (GFP in 
glycerol), a range that covers over two orders of magnitude.  It is quite possible to 
measure diffusion coefficients that are slower than the one measured for glycerol, as it 
is straightforward to increase the amount of time that data is collected.  Additionally, 
point FRAP could be used to measure binding on longer time scales.  Since binding 
dynamics can occur over a broad range of timescales, it may be helpful to augment 
point FRAP measurements with quantitative area FRAP, since this latter method is able 
to achieve long observation times with less averaging. 
 FCS can also be used to measure protein dynamics in a diffraction limited spot, 
but we believe point FRAP offers two advantages over FCS.  First, FCS requires a very 
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low concentration (nanomolar) of fluorescent species, which is not always achievable in 
cellular samples.  Point FRAP can be used at a wider range of concentrations and is 
ideal for samples in which the fluorescent species is highly expressed.   Second, in 
order to measure dynamics FCS requires constant illumination for seconds or longer, 
resulting in photobleaching and photodamage artifacts for samples in which there is 
slow diffusion or an immobile fraction.  In point FRAP, the laser may be turned off for 
periods of time to reduce photobleaching while the dynamics can still be measured. 
2.4.2. Application of the photophysics correction to general FRAP procedures  
We have demonstrated that it is critical to account for reversible fluorophore 
photobleaching to extract quantitative information from point FRAP measurements.  By 
separately considering the raw bleach recovery data and control data of an immobilized 
fluorophore sample, we determined that reversible bleaching primarily affected the 
control data.  This is not a general result; reversible bleaching may affect the raw bleach 
recovery in other FRAP implementations (including area FRAP, as discussed below).  
Therefore, we recommend that all FRAP investigations should test for the importance of 
reversible bleaching by performing control experiments similar to those in the present 
study.  First, an experiment should be preformed where diffusion is eliminated (e.g. by 
fixation) to isolate the influence of photophysics.  If the sample shows recovery, then 
reversible photobleaching needs to be taken into account, and the raw bleach and 
control curves of these samples should be carefully investigated separately to 
determine from what behavior photophysics anomaly is arising.  Another test is to 
measure the recovery in solution to ensure that the sample recovers according to 
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Brownian diffusion, though of course this test only applies to FRAP implements with 
sufficient time resolution to observe diffusion. 
The FRAP model we have derived (Eq. 2.6) can generally account for the 
influence of reversible bleaching in the raw bleach curve and/or in the control curve.  
However, because only the control curve was affected by reversible bleaching in our 
experiments, we chose to implement the model in a way that specifically accounts for 
this case.  Determining the reversible bleach parameters by fitting the initial decay of the 
control curve would not yield accurate results if the raw bleach curve were also 
influenced by reversible bleaching. 
We also note that the importance of accounting for reversible photobleaching is 
not specific to point FRAP experiments.  This assertion is substantiated by a recent 
study in which McNally and coworkers32 demonstrated the detrimental impact of 
reversible photoswitching on area FRAP experiments of nuclear proteins.  Given the 
~600 µs photophysics timescale measured in the present study, it may sound surprising 
that area FRAP measurements on much longer timescales (time resolution of 
milliseconds to seconds) would be affected by reversible bleaching.  However, the time 
scale for photobleaching reversion is affected by illumination intensity41; reversion takes 
much longer at lower light intensities and can even proceed in the absence of 
illumination with time constants of a few seconds.  Thus, FRAP experiments on much 
longer time scales can be affected by reversion.  Additionally, area FRAP experiments 
that employ high intensity focused illumination can be affected by reversion on long time 
scales because each pixel is typically only illuminated for a few microseconds per 
frame.  Raster scanning the focused laser effectively introduces an intermittent 
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illumination, similar to the intermittent scheme employed in the present point FRAP 
experiments; the cumulative experimental time after photobleaching does not accurately 
reflect the time that each pixel has actually been irradiated.  In conclusion, it is difficult 
to generally assess the importance of reversible photobleaching on various FRAP 
procedures, so it is important to test for the importance of reversible bleaching as 
discussed above. 
2.4.3. Observation of both normal and anomalous diffusion in live cells                                
The detection of anomalous diffusion in most of the cellular samples is consistent 
with several previous findings.5-8  However, the observation of Brownian diffusion in the 
interchromatin space of polytene nuclei is unique.  Unlike normal diploid cells where the 
chromatin is diffuse and occupies the entire nucleus, polytene cells contain large 
chromosomes between which are regions of nucleoplasm that is free of DNA.  Our point 
FRAP measurements indicate that unconjugated GFP diffuses normally in these 
interchromatin spaces, while it exhibits anomalous diffusion in the chromosomal regions 
of the same cell.  This result is notable for several reasons.  First, since anomalous 
diffusion is observed only in chromosomal regions of the polytene cells, it is likely that 
the primary crowding agent responsible for anomalous diffusion in the nucleus of other 
cell types is chromatin.  Although this result is not entirely surprising, it has been 
suggested that the high degree of macromolecular crowding in cells could generally 
cause anomalous diffusion.  The interchromatin space exhibits a viscosity about 2.6 
times that of water and it undoubtedly contains high concentrations of macromolecules 
other than DNA, yet GFP diffuses freely.  We therefore conclude that transport through 
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chromatin, and not crowding by other macromolecules, causes unconjugated GFP to 
exhibit subdiffusion in cell nuclei. 
A second and closely related point has to do with the molecular origin of 
anomalous diffusion within regions that contain chromatin.  Subdiffusion can result from 
various types of obstructions or binding interactions.  Since unconjugated GFP is not 
expected to have binding activity, the anomalous behavior observed in chromosomal 
regions must be due to obstructed diffusion through DNA and other elements of 
chromatin.  The anomalous exponent observed in polytene nuclei (α = 0.79) is less than 
in HeLa nuclei (α = 0.84), which is consistent with a higher obstacle concentration as 
might be expected for a relatively dense bundle of chromatin in which the polymers are 
either stationary or moving on a much slower timescale than the GFP diffusion resulting 
in transient pockets of GFP.  However, both values are well above the asymptotic 
percolation cluster limit, which is α ~ 0.53 in three-dimensions.8, 29 
Finally, the observation that GFP diffuses normally in the interchromatin space 
and measurement of its anomalous exponent in chromatin will serve as a useful basis 
for future investigations of proteins that may exhibit binding and other biological activity.  
For example, if future measurements determine that other proteins diffuse anomalously 
in the interchromatin space of polytene nuclei, it can be reasonably concluded that this 
result is due to binding heterogeneity and not crowding.  Furthermore, the analysis of 
FRAP experiments intended to probe the DNA-binding properties of other proteins will 
require a model that accounts for anomalous diffusion in chromosomal regions, in 
addition to binding. 
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2.5. Conclusion 
We introduce a new model to interpret quantitative measurements from point 
FRAP in cellular samples over a wide range of diffusion coefficients.  This model takes 
into account reversible photobleaching to distinguish between fluorophore photophysics 
and anomalous diffusion.  Reversible photobleaching plays a key role in many FRAP 
experiments, and should therefore be accounted for if accurate quantitative information 
is to be obtained.  We found that anomalous diffusion occurs in most cellular samples 
expressing unconjugated GFP, with the notable exception of the interchromatin space in 
polytene samples.  The Brownian diffusion observed in these samples were a key result 
that can be used to interpret future experiments that study binding interactions of 
biologically active proteins. 
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CHAPTER 3: FLUORESCENCE RECOVERY AFTER PHOTOBLEACHING STUDY 
OF GFP DIFFUSION IN CROWDED MACROMOLECULAR SOLUTIONS 
 
“Research is what I’m doing when I don’t know what I’m doing.” – Wernher von Braun 
3.1. Introduction 
 The interior of a cell is characterized by a high concentration of macromolecules.  
Previous studies have shown that proteins exhibit anomalous diffusion under these 
conditions which is often attributed to and used as a method of quantifying 
macromolecular crowding inside of cells.1-4   Normal Brownian diffusion, which occurs in 
homogenous samples, is described by a mean squared displacement which grows 
linearly in time.  In contrast, anomalous diffusion is characterized by a mean squared 
displacement which follows a sublinear power law in time, ۃݎଶۄ  ן ݐఈ, as a result of the 
heterogeneity in the diffusive environment.  Several potential sources of anomalous 
diffusion, characterized by α in the mean squared displacement equation above, have 
been predicted by theoretical models, including mass transport in the presence of a 
broad distribution of energetic traps (protein binding partners), obstructed diffusion in 
the presence of immobile fractal obstacles, or correlated motion that arises in an 
interacting system such as a polymer network.5,6  Ensemble microscopy techniques 
such as fluorescence recovery after photobleaching (FRAP) and fluorescence 
correlation spectroscopy (FCS)  mask the underlying mechanism of the anomalous 
diffusion.7  A recent study in our group using FRAP that eliminated the above potential 
sources of anomalous diffusion showed normal diffusion of a small protein tracer.8  
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However, it would be useful to simulate the crowded macromolecular environment in 
vitro to measure the contribution of anomalous diffusion, if any, to transport of small 
proteins.   
 Previous studies on model systems of macromolecular crowding have produced 
conflicting results between the observation of anomalous diffusion9 or Brownian 
diffusion.10-15  The theoretical community has been split if diffusion in crowded solutions 
should be normal16,17 or anomalous18,19 on the time scale of optical microscopy 
experiments (10’s of μs to 10’s of ms or longer).  However, all of the experimental 
studies used FCS as the optical microscopy technique of choice.  Therefore, studies on 
artificially crowded systems using FRAP would help settle the debate between the two 
camps.  FRAP is a widely used microscopy technique for interrogating the diffusion and 
binding of fluorescent molecules.  A FRAP experiment is typically performed by 
photobleaching a small region with a brief exposure to intense laser light, and then 
observing the time-dependant evolution of florescence signal as unbleached 
fluorophore migrate into the region.  The resulting FRAP signal can be related to 
molecular processes such as diffusion, binding interactions, active transport, and 
chemical reactions through the application of an appropriate model.20,21  Our lab has 
recently demonstrated a quantitative FRAP model that can be used to accurately 
identify anomalous diffusions both in solutions and in live cells.8  Herein, we describe 
the application of our FRAP method and model to the question of the presence of 
anomalous diffusion due to macromolecular crowding.  Our model systems consist of 
dextran and bovine serum albumin (BSA) as crowders representing an entangled and 
globular system respectively.  As a tracer we measure the diffusion of dilute 
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unconjugated green fluorescence protein (GFP) as a model for a small globular protein 
in the cellular environment.  We find that an anomalous model is not necessary to 
describe GFP diffusion in our model systems except possibly at high concentrations that 
are unrealistic for the cellular environment.  Furthermore, we compare our results to the 
recently developed theory of spherical tracers in dextran solutions by Cai et al.17 and 
find that our experimental results agree well with the theoretical predictions of the 
model.  
3.2. Materials and Methods 
 To create the crowded stock solutions, three different molecular weights of 
dextran (Sigma), and samples of dextrose (Fisher) and BSA (Fisher) were dissolved in 
PBS to a concentration of ~400 mg/mL (dextran and dextrose) and ~300 mg/mL (BSA).  
Five (BSA) or ten (dextran and dextrose) samples were produced by serial dilution of 
the stock solution.  GFP was added after the dilution to give each sample a constant 
concentration of 10 μM.  A 50 μL drop of each sample was placed on a coverslip, 
imaged, and FRAP experiments were performed as described previously (Chapter 2).8  
Each FRAP data set consisted of 500-600 bleach and control points.  Each sample had 
a FRAP data set taken in three different locations in the solution.  Each of these 
locations were individually fit using the FRAP model previously described8 to obtain 
diffusion coefficients, transport coefficients, and anomalous parameters.   
The above dilutions were completed in duplicate; therefore, a total of 6 individual 
data sets comprise each measurement.  The presented diffusion coefficients, transport 
coefficients, and anomalous parameters are the average of the fitting results of these 6 
data sets.  The error bars on the diffusion coefficients, transport coefficients, and 
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anomalous parameters were calculated from the propagated error of the 95% 
confidence interval on each fit.  In the vast majority of cases, the 95% confidence 
interval was larger than the standard deviation between the fitting results of the 6 data 
sets; therefore, the 95% confidence interval gives a fairer presentation of the error 
present on each measurement.      
3.3. Results 
3.3.1. Diffusion coefficient of GFP decreases with increasing crowder 
concentration 
 
 Crowed solutions were produced by dissolving three different molecular weights 
of dextran (average molecular weight of 38, 115, and 566 kDa) and dextrose in 
phosphate buffered saline (PBS) to create concentrated stock solutions of 400 mg/mL.  
BSA was dissolved in PBS to create a concentrated stock solution of 300 mg/mL 
(higher concentrations congealed).  The high concentration stock solution was serially 
diluted to produce ten samples for dextran and dextrose and five samples for BSA.  
GFP was added to each sample at the same concentration of 10 μM, as the fluorescent 
tracer.  FRAP experiments were then conducted and fit as previously described8 with 
modifications detailed in Appendix B.  The first model used to fit the FRAP data 
assumed normal Brownian diffusion of the tracer molecule to acquire a diffusion 
coefficient (example curve and fit given in Figure B.1 in the Appendix).  These diffusion 
coefficients are plotted in Figure 3.1.  The lines of best fit were to a phenomenological 
stretched exponential10 given by:    
  ܦ ൌ exp ሺെ݇ܿ௡ሻ (3.1)
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Figure 3.1:  Plot of the diffusion coefficient of GFP (normalized to diffusion in buffer) in 
solutions crowded with different sizes of dextran, dextrose, or BSA.  The diffusion 
coefficient is measured using FRAP and modeled by assuming Brownian diffusion.  The 
crowder concentration for all crowders is listed on the bottom x-axis with the volume 
fraction for the dextran solutions only listed on the top x-axis.  The volume fraction was 
calculated by multiplying the dextran crowder concentration by 0.625 mL/g, the specific 
volume of dextran.  The concentration of GFP is kept constant in all solutions at 10 μM.      
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Table 3.1:  Parameters used for the stretched exponential fit used in Figures 3.1 & 3.2 
 
 Figure 3.1 (Eq. 3.1) Figure 3.2 (Eq. 3.2) 
Crowder  k n k n 
Dextrose (Monomer) 0.01274 0.7719 0.02424 0.6696 
38 kDa Dextran 0.01976 0.8365 0.02422 0.7788 
115 kDa Dextran 0.03025 0.7642 0.05704 0.6317 
566 kDa Dextran 0.08355 0.6132 0.1549 0.4797 
BSA 0.01150 0.8731 0.02545 0.6957 
 
The best fit lines shown in Figure 3.1 and 3.2 are from a phenomenological stretched 
exponential equation from Eq 3.1 and 3.2 respectively. 
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where D is the diffusion coefficient and c is the concentration of the crowder and k and n 
are fitting parameters describing the decay of the diffusion coefficient with increasing 
crowder concentration and the same of the exponential respectively.  The results of the 
fit to Eq. 3.1 are given in Table 3.1. The curves followed the expected trend where the  
heaviest dextran retards the diffusion of GFP more abruptly with increasing 
concentration and the monomer of dextran, dextrose, the least.  BSA slowed the 
diffusion of GFP at an intermediated rate between the dextrans and the dextrose.  This 
was an expected result since the dextran polymers can entangle creating a mesh 
network through which the GFP must diffuse; whereas, the BSA acts more like “ball-pit” 
of hard sphere obstacles.  
3.3.2. Anomalous diffusion is not required to fit the FRAP data of GFP in crowded 
solutions  
 
 The same FRAP data used to produce Figure 3.1 were refit with a model that 
allowed for anomalous diffusion (example curve and fit given in Figure B.2 in the 
Appendix).  The resulting transport coefficients and anomalous parameters are given in 
Figure 3.2.  The transport coefficients were fit with a stretched exponential just as the 
diffusion coefficients were in Figure 3.1.  The fitting function is given by    
  ߁ ൌ exp ሺെ݇ܿ௡ሻ (3.2)
 where Γ is the transport coefficient.  The results of the fit to Eq. 3.2 are also given in 
Table 3.1.  The transport coefficient follows the same trend as the diffusion coefficient 
(Figure 3.2A).  The key result was that the anomalous parameter was within error of 1, 
indicating normal diffusion for most samples (Figure 3.2B).  For the few samples which 
were outside of the range of error of 1, none had an anomalous parameter smaller than  
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Figure 3.2: The same data presented in Figure 3.1 is refit with a model that includes the 
potential for anomalous diffusion.  The crowder concentration is varied; the 
concentration of GFP is kept constant in all solutions at 10 μM. (A) The transport 
coefficient of GFP (normalized to transport coefficient in buffer) in solutions crowded 
with different sizes of dextran, dextrose, or BSA.  The crowder concentration for all 
crowders is listed on the bottom x-axis with the volume fraction for the dextran solutions 
only listed on the top x-axis. (B) The anomalous parameter in solutions crowded with 
different sizes of dextran, dextrose, or BSA.   
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0.85.  Values of the anomalous parameter in cellular samples in the cytoplasm and 
nucleoplasm are often smaller than 0.8.8  Furthermore, the samples that potentially 
exhibited anomalous diffusion had scaled diffusion coefficients of <0.1 (<8 μm2/s) which 
is much slower than the scaled diffusion coefficient of GFP observed in cellular samples  
of 0.3 (25 μm2/s).8  Therefore, although the potential exists for macromolecular 
crowding to exhibit slight levels of anomalous diffusion of a small tracer, it is not relevant 
at cellular crowding concentrations.  Additionally, the observed anomalous diffusion may 
have been due to a secondary effect of the crowded solution such as an increased 
likelihood of GFP aggregates. 
3.3.3. Dextrose exhibits Stokes-Einstein behavior while the polymer solutions 
deviate from Stokes-Einstein.   
 
 The bulk viscosity, also referenced as the macroviscosity, was measured on the 
dextran and dextrose polymer solutions using a rheometer.  The macroviscosity data 
are shown in Figure B.3 in the Appendix.  The viscosity data was used to calculate the 
overlap concentration, c*, and for plotting the FRAP data, which probes the 
microviscosity, against the macroviscosity.  The overlap concentration is the 
concentration at which the power-law behaviors of viscosities of the system are 
expected to change due to entanglement of the dextran polymers.  In Figure 3.3A, the 
diffusion coefficients from Figure 3.1 are divided by the expected diffusion coefficient 
according to the Stokes-Einstein (SE) equation for the measured viscosity.  The SE 
equation is normalized to the viscosity in the bulk solvent in all cases so the equation is 
reduced to the following proportion:       
  ܦଵ
ܦଶ ൌ
ߟଶ
ߟଵ (3.3)
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Figure 3.3: The measured diffusion coefficient of GFP using FRAP compared to the 
bulk macroviscosity of dextran and dextrose solutions. (A) The microviscosity of the 
crowded GFP solutions is divided by the bulk macroviscosity as measured using a 
rheometer and plotted on the vertical axis.  A value of 1 indicates that the micro and 
macro viscosities are the same (as in the case of the monomer, dextrose).  Values > 1 
indicate that the microviscosity is less than the macroviscosity indicating that the 
diffusion of the particle is less hindered on the microscopic level.  (B) Plot of inverse 
viscosity verses normalized diffusion coefficient.  This plot compares the microviscosity 
to the macroviscosity regardless of the molar mass of the dextran.  Additionally, the 
monomer follows SE behavior according to the following best fit equation:  D/D0 = 
0.000736 ± 0.000032 (1/η) + 0.062 ± 0.025 with a coefficient of determination of 0.983.   
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where η is the macroviscosity.   The dextrose solutions exhibit behavior that is 
consistent with SE predictions (the microviscosity is the same as the macroviscosity 
hence all the data are 1).   However, the dextran solutions show increasing deviation 
from the SE equation with increasing crowder concentration.  This result agrees with the 
predictions of a theoretical model of the microviscosity of GFP as it is expected to 
increase with a power law of 1.5 after the overlap concentration;17 whereas, the dextran 
macroviscosity has been shown to increase with a power law of 4 after the overlap 
concentration.22  Therefore, the difference between the micro and macro viscosity 
should diverge faster with increasing crowder concentration.  Figure 3.3B is a direct 
comparison of the macroviscosity (horizontal axis) and microviscosity (vertical axis).  In 
this presentation, the dextrose is confirmed to correspond to the SE equation by the fit 
to a linear regression.  The dextran samples diverge from linearity after approximately 
the first five data points.  The overlap concentration occurs between 130-150 mg/mL 
which is where the transition from a linear to non-linear curve is observed. 
3.3.4. Quantitative comparison of microviscosity results to polymer theory 
 The theory presented in Cai et al.17 predicts a power law of 1.5 for the 
microviscosity above the overlap concentration and 0 below the overlap concentration.  
The same data presented in Figure 3.1 are plotted on a log-log scale in Figure 3.4A.  
The points after the overlap concentration are fit with a linear regression to measure the 
power-law behavior in this region. The results of the fit are shown in Table 3.2.  The 
post-overlap concentration points show good agreement with the theoretical predictions.  
However, there is a slight increase in the microviscosity observed before the overlap 
concentration which is not predicted by the theoretical calculations.  Additionally, the  
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Figure 3.4: Comparison of our FRAP viscosity results to a theoretical model. (A) The 
model presented in Cai et al.17 predicts a power law behavior of the microviscosity with 
a power of 1.5 after the overlap concentration.  Data are plotted against the volume 
fraction and the last five points of the dextran samples (corresponding to the points after 
the overlap concentration, c*) are fit to a linear regression on a log-log plot.  The results 
of the fit are shown in Table 3.2.  (B) Same data as in panel A except that the dextran 
microviscosity is divided by the microviscosity experienced in the monomer solution to 
isolate the effects of polymer entanglement only and remove any contributions due to 
changed composition of the solvent (i.e. an increase in hydrogen bonding).  Results of 
the fits are shown in Table 3.2.      
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Table 3.2: Linear regression results from the log-log plots in Figure 3.4.  The linear 
regression is taken from the last five points of the data showing the power law behavior 
after the overlap concentration c*.  The slope indicates the power of the power law.     
 
 
Average Dextran 
Molar Mass 
Overlap concentration 
(mg/mL) 
Slope in Panel A Slope in Panel B 
38 kDa 139 -1.7467 ± 0.0487 -0.8453 ± 0.0520 
115 kDa 133 -1.4963 ± 0.0787 -0.5899 ± 0.0427 
566 kDa 150 -1.9226 ± 0.0991 -1.1578 ± 0.0939 
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monomer solutions also show an increase in microviscosity with increasing 
concentration indicating that there are additional contributions to the microviscosity 
other than the polymer entanglement.  To remove these contributions, the measured 
diffusion coefficient is divided by the expected diffusion coefficient from the bulk 
viscosity measurements of the monomer dextrose solution23 (Figure 3.4B).  This 
“normalizes out” the additional contributions to the microviscosity other than the polymer 
entanglement.  As a result, the monomer solution shows no change in microviscosity 
while the power-law behavior is reduced in the dextran solutions after the entanglement 
concentration.      
3.4. Discussion 
3.4.1. Brownian diffusion describes the diffusion of GFP in crowded solutions 
 Attributing anomalous diffusion of tracer molecules to macromolecular crowding 
in crowded solutions is a controversial topic with theory16-19 and experiment9-15 
supporting both sides.  However, the experimental evidence consists mostly of FCS 
studies prompting the need for another technique to corroborate results.  Our lab has 
perfected a FRAP method and model ideally suited to answering this question.  We 
modeled our study after the main paper supporting anomalous diffusion in solutions 
crowded with dextran.9  NMR studies on a similar system have already shown 
conflicting results15 to the prior study, and our results agree with the NMR data showing 
that anomalous diffusion is not necessary to explain interpret diffusion in crowded 
solutions of dextran.  It is not clear why the Banks and Fradin study does not agree with 
our results and others; however, it has been shown that improperly calibrated FCS focal 
volumes can give rise to anomalous results.16  Finally, a few of our high concentration of 
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crowder experiments do show anomalous diffusion; however, it is not clear that this 
result is due to a direct crowding effect.  At such high concentrations interactions 
between GFP molecules become more likely (due to reduced solvent concentration) 
possibly resulting in aggregation.      
3.4.2. FRAP data confirms theoretical studies on the diffusion of spherical tracer 
particles in dextran solutions 
 
 Our results agree qualitatively, if not quantitatively, with the theory presented in 
Cai et al.17  Firstly, the theory predicts that anomalous diffusion should only be observed 
after the overlap concentration in a brief transition region between two normal diffusion 
regions of the particle at different diffusion coefficients.  This transition region can only 
be detected with methods that are sensitive for < 10 μs for particles the size of GFP.  
Therefore, our FRAP experiments should not detect anomalous diffusion which is what 
our results show.  Our microviscosity diffusion coefficients show the two regimes of 
power-law behavior (with the transition at the overlap concentration) predicted for the 
tracer particle in a dextran solution.  However, when correcting for the non-polymer 
contributions to the viscosity, the power-law observed in our experiments does not 
agree with the result predicted by the theory.          
3.5. Conclusion 
 We found that macromolecular crowding of dextrans and BSA does not 
contribute to the anomalous diffusion of GFP as measured using FRAP.  This result 
agrees with our previous work measuring the diffusion of GFP in live cell nuclei away 
from immobile obstacles such as membranes and chromatin.  Our control experiments 
measuring diffusion in dextrose solutions follow normal diffusion and Stokes-Einstein 
behavior.  Furthermore, our experimental results match a previously derived theoretical 
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model for small spherical tracers in dextran solution in both its predictions of Brownian 
diffusion on the time scale of our experiment and the observed microviscosity power-law 
transition that occurs at the overlap concentration of the dextran crowder. 
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CHAPTER 4: RNA POLYMERASE II SUBUNITS EXHIBIT A BROAD DISTRIBUTION 
OF MACROMOLECULAR ASSEMBLY STATES IN THE INTERCHROMATIN SPACE 
OF CELL NUCLEI* 
 
 “Science is a way of thinking much more than it is a body of knowledge.” – Carl Sagan  
4.1. Introduction 
A central question in modern molecular biology is the mechanism by which large, 
multi-subunit protein complexes assemble inside a cell.  Essential cellular processes 
such as transcription,1 splicing,1,2 and genome repair3 are undertaken by massive 
assemblies involving many distinct molecular modules that efficiently carry out specific 
tasks.  While “protein recruitment” is cavalierly viewed as the initial step in assembly, 
molecular-level details about how this process is initiated and through what 
intermediates such complexes form remain ambiguous.4  Two primary models have 
emerged to explain how cellular machinery assembles to handle the dynamic demands 
they must meet.5  One proposal is a top-down approach, in which the components of a 
macromolecular assembly bind one another prior to receiving an activation signal, 
forming a stable supra-assembly that is often called a molecular factory.  Such a factory 
would be poised for efficient handling of cellular tasks but would be slow to traverse the 
cellular interior and poorly suited to respond to changing external stimuli.  On the other 
extreme is a bottom-up approach, in which each component of the final molecular 
                                            
* Reprinted with permission from Tycon, M.A.; Daddysman, M. K.; Fecko, C. J. RNA Polymerase II 
Subunits Exhibit A Broad Distribution of Macromolecular Assembly States in the Interchromatin Space of 
Cell Nuclei J. Phys. Chem. B 2013, in press. Copyright 2013 American Chemical Society. 
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assembly diffuses through the cellular interior individually and stochastically encounters 
binding partners at the metabolic site (such as a transcription factor) until the entire 
complex is amassed.  This stochastic model would enable rapid movement of the 
smaller molecular modules within the cell, but the binding steps to form a full complex 
from individual components may limit the overall activation rate.  Interestingly, 
proponents of both models invoke the crowded nuclear milieu as corroborating 
evidence, either in support of factory domains or restrictive nuclear architecture.6,7  In an 
effort to distinguish between these paradigms, we decided to investigate the 
incorporation of individual components of the RNA Polymerase II (RNAPII) transcription 
complex in regions of live cell nuclei devoid of chromatin binding sites.    
The present study specifically investigates RNAPII since it is responsible for 
mRNA production and occupies a critical position in the central dogma.  While extensive 
in vitro molecular biology research has elucidated the mechanical intricacies of how the 
RNAPII complex transcribes template DNA, the advent of in vivo fluorescent labeling 
and the widespread use of fluorescent microscopy have enabled detailed observations 
of RNAPII complex interactions with chromatin in the native cellular environment.8-11  
Much work has been conducted to characterize RNAPII behavior in bacterial, insect, 
and mammalian systems; however, the majority focus specifically on subunit assembly 
and interactions on chromatin, typically in the vicinity of DNA binding sequences.  In 
studies using both RNAPI and RNAPII, polymerase subunits and transcription factors 
have been found to have distinct dynamics, arguing against preassembled 
complexes,8,9,12 though these results contradict some earlier work.13-15  Thus, it remains 
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unresolved whether the assembly is stochastic9 or stepwise,8,16 with implications for a 
generalized framework of multi-component protein assemblies.17 
No previous investigations have characterized RNAPII component diffusion 
dynamics preceding chromatin interactions in cells and most studies have completely 
neglected the importance of diffusion.  We postulated that measuring the diffusion 
dynamics of RNAPII components prior to chromatin binding could yield insights into the 
mode of assembly.  We sought to better understand the process of RNAPII complex 
assembly and nuclear mobility by investigating the dynamics of the Rpb3 and Rpb9 
subunits in the interchromatin space (nucleoplasm devoid of chromatin) of cell nuclei 
using fluorescence recovery after photobleaching (FRAP).   
We express fusions of Rpb3 and Rpb9, two subunits exclusive to RNAPII , with 
enhanced green fluorescent protein (GFP) in the polytene cells of Drosophila 
melanogaster larvae.18  These polytene cells contain many copies of the genomic DNA 
that form large chromosomal bundles during interphase (Figure 4.1a,b).  By expressing 
RNAPII subunit-GFP fusions and H2B-mRFP tagged histones in polytene cells, we are 
able to optically resolve nuclear regions containing chromatin and restrict our analysis 
exclusively to the interchromatin space (Figure 4.1).  This region is devoid of chromatin 
and therefore lacks DNA binding sites.  We find the diffusion of both RNAPII subunits 
was non-Brownian and the recovery dynamics of the two subunits are different.   
While non-Brownian diffusive behavior is often termed anomalous and attributed 
to molecular crowding,19 we propose a fundamentally different interpretation.  Through a 
comparison to the mobility of unconjugated GFP (lacking a localization sequence),20 
which does exhibit Brownian diffusion, we determine that molecular crowding is not 
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responsible for the observed diffusive behavior.  Rather, both RNAPII subunits must 
participate in heterogeneous distributions of complexes with a broad range of sizes, 
from isolated subunits to fully assembled transcription complexes.  We term this type of 
diffusive behavior apparent anomalous diffusion, in which non-Brownian behavior is 
observed by simultaneously probing many states of pre-formed complexes with different 
diffusion coefficients.    
4.2. Results 
4.2.1. Automated “shotgun ptFRAP” data collection  
  We chose to study the transport properties of the RNAPII subunits Rpb3 and 
Rpb9 in the absence of chromatin binding sites or membrane perturbations by 
restricting the region of FRAP investigation to the interchromatin space of cell nuclei.  
We used a point-FRAP (ptFRAP) method to probe diffusion, which is an implementation 
where optical diffraction-limited spots are photobleached and the fluorescent recovery 
tracked in time with sub-millisecond resolution.20  In contrast to the more common area-
FRAP in which micron-sized features are photobleached,21 ptFRAP probes smaller 
sample regions and enables several orders of magnitude higher time resolution.  To 
restrict the analysis of photobleaching recovery to the interchromatin space of polytene 
nuclei (avoiding both cellular membranes and chromatin regions) and prevent 
datapoints from overlapping in space during collection, we implemented an automated 
datapoint collection method termed “shotgun ptFRAP” (Figure 4.1).   
The method consists of a data collection program in which evenly spaced 
datapoints are collected across the entire cell nuclei (i.e. the entire cell is “hit” Figure 
4.1b), followed by a post-experiment screening step that retains only datapoints in  
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Figure 4.1: Image Collection and Automated Processing Methodology “Shotgun 
ptFRAP”.  The primary limitation of the ptFRAP method is the low SNR, requiring 
averaging over hundreds of individual bleach and control points.  Collecting sufficient 
data necessitated an automated collection method in which an image of the sample is 
collected followed by the collection of ptFRAP curves at evenly spaced grid points in the 
sample.  Only the subset of ptFRAP curves collected at grid points that meet the image 
selection criteria are used for subsequent analysis. (a,g) An initial image of both color 
channels is captured and used in subsequent thresholding operations.  The GFP 
channel corresponds to the protein of interest, the RFP channel to the labeled polytene 
chromosomes. (b) A grid with 20 µm spacing is applied to the entire field of view.  These 
grid points define the positions where FRAP data is collected.  This is several times 
larger than the 300 nm PSF of the laser beam.   A coarse threshold is applied to the 
GFP channel; only grid points contained within the thresholded region are collected 
(magenta boxes).  Alternating points of the grid correspond to bleach and control 
datapoints.  Post-processing steps are performed using MATLAB scripts developed in-
house.  (c,h) After data collection, a median filter is applied to both images to remove 
noise.  (d,i) Threshold values are carefully selected for each image to capture the 
contours of the nuclear features.  (e,f)  In the GFP channel, the largest object in the field 
of view, corresponding to the nucleus, is retained.  This eliminates any contributions 
from cytoplasmic signal.  The binary mask is processed to remove sharp edge features 
then eroded 500 nm from every periphery to eliminate grid points in the vicinity of 
cellular membranes.  (j)  The polytene binary mask is dilated 300 nm to remove any grid 
points nearby the chromatin.  (k)  The mask (red can be seen overlaid with the image) 
confirms the entire region containing the polytenes will be excluded from analysis.  (l,m)  
The RFP channel mask is subtracted from the GFP channel mask; the resulting region 
corresponds to the interchromatin space.  The open squares (green=control power, 
magenta=bleach power) indicate all grid points at which FRAP data is collected during 
the experiment, while squares enclosing dots indicate the grid points retained for 
analysis.  The distribution of the retained grid points are inspected visually to verify the 
selection criteria have been met.                 
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regions of interest that match our selection criteria (Figure 4.1l-m).  Thus all regions of 
the nuclei are probed over the course of the experiment and individual regions can be 
analyzed afterwards.  This procedure enables over a thousand datapoints to be 
collected, without user bias, and are averaged into a single FRAP dataset.  
4.2.2. RNAPII subunits exhibit apparent anomalous diffusion in cells 
Rpb3 is the third largest RNAPII subunit, having a native mass of 35 kDa; the 
GFP- fusion construct has a mass of 62 kDa.  Native Rpb9 is less massive at 14 kDa; 
the fusion construct has a mass of 41 kDa.  Both tagged subunits are incorporated into 
active transcription complexes22 and the subunits have high binding affinities for most of 
the ten remaining RNAPII subunits.23   Additionally, RNAPII has strong affinities for 
transcription factors and promoter proteins, giving rise to a large distribution of 
complexes in which Rpb3 and Rpb9 may participate.  Using the ptFRAP method, we 
compared the recovery dynamics of both subunits in the interchromatin space of 
polytene nuclei, which were then compared to the recovery of unconjugated GFP under 
the same conditions.  The GFP acts as an inert protein with no binding partners in the 
nucleus and is only subject to molecular crowding (Figure 4.2).  
We have previously shown that unconjugated GFP obeys Brownian diffusion in 
the interchromatin space20 exhibiting a reduced diffusion coefficient due to nuclear 
viscosity.  For this study, GFP serves as an approximate molecular mass standard to 
account for the effects of nuclear crowding as a reduction in the translational diffusion 
coefficient.24  However, it is apparent that differences in the FRAP curves between the 
RNAPII subunits and GFP (Figure 4.2c) indicate that the transport of these former 
species is not well described by Brownian diffusion.  This result is striking given the  
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Figure 4.2: Comparison of in vivo subunit recovery dynamics.  (a) The FRAP curves for 
the unconjugated GFP (green), the Rpb3-GFP (black), and Rpb9-GFP (blue) are 
shown.  Data are plotted as closed squares, the best-fits to an anomalous diffusion 
model are shown as black lines, best-fits to the distribution model are shown are white 
circles.  The data was collected with an intermittent collection technique that minimizes 
photobleaching while enabling long-duration interrogation.  Numerous FRAP curves 
were averaged for each sample (GFP-1505 pts, Rpb3-1694 pts, Rpb9-833 pts) to 
achieve a high SNR.  All displayed data has been treated to a 10-point rolling average 
smooth to aid clarity but all fitting was performed on the un-treated datasets starting at 
the 80 µs time-point.  (b) Evident from the immediate post-bleach datapoint, each 
protein exhibits a different bleach depth.  This reflects a sample-specific protein 
expression level effect that significantly influences the bleach depth.  To enable 
qualitative comparison of the FRAP recovery curves, we normalized the FRAP bleach 
depth for each sample to zero.  The rescaled FRAP curves clearly indicate differences 
between the recovery profiles of GFP, Rpb3, and Rpb9.  The recovery differences are 
striking given the similar molecular masses and identical nuclear environment.  (c)  For 
better comparison of short-time data, the rescaled recovery curves are displayed on a 
logarithmic time axis.  Here, the differences in the slopes of recovery curves can be 
visualized: the flatter the slope, the greater the apparent anomlity factor.  
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similar masses of the three proteins and the weak dependence of diffusional mobility 
with molecular mass predicted by the Stokes-Einstein Equation.   
Given the large differences between the recovery of GFP and the RNAPII 
subunits, we chose to initially fit the Rpb3 and Rpb9 FRAP curves with a model that 
allows for anomalous subdiffusion.  Anomalous subdiffusion equations are often 
invoked to describe mass transport in which the mean squared displacement of each 
particle is sublinear with time, which can result from heterogeneity in the molecular 
environment: 
 ۃ∆ݎଶۄ ൌ 6 ߁ߙ ݐ
ఈ (4.1)  
The particle displacement is Δr, Γ is the transport coefficient, t is the time interval, 
and α is the anomlity value.  The principle parameter describing anomalous diffusion is 
the anomlity value, bound between zero and unity, which indicates the magnitude of the 
deviation from Brownian behavior.  An anomlity factor of unity corresponds to Brownian 
behavior (for which the transport coefficient is the diffusion coefficient); smaller values 
indicate progressively larger deviations.  Such hindered molecular motion is often 
attributed to intracellular factors that retard the motion of a particle, such as binding to 
immobile traps, participation in viscoelastic complexes, and physical obstruction through 
labyrinthine corralling.25   
The ptFRAP model was previously developed by our group20 accounts for both 
anomalous diffusion26 and a reversible photobleaching correction due to dark-state 
transitions of GFP during data collection.  The FRAP signal is: 
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Here, F0 is the pre-bleach fluorescence intensity, β is a factor related to the bleach 
depth, δ and tlaser are the reversible bleaching magnitude and timescale, and ωr and ωz 
are the size of the focused Gaussian beam in the radial and axial dimensions 
respectively.  All of our data exhibited a near complete recovery on the 50 ms timescale 
indicating no immobile fractions.  We fit the averaged FRAP curves according to Eq. 4.2 
(Figure 4.2, black lines, see Table C.1 in the appendix for fit parameters from individual 
datasets); the best fit parameters are compared (Figure 4.3).  We found that both 
RNAPII subunit recoveries were well fit by the anomalous subdiffusion model.  This is in 
contrast to the GFP recovery dynamics which were well fit by Brownian diffusion.20  
Since our GFP experiments have revealed that molecular crowding is not a source of 
anomalous diffusion and these experiments restricted the analysis to an identical 
nuclear environment devoid of RNAPII binding sites or membrane induced labyrinthine 
regions, we can infer that the observed subunit recovery is not true anomalous diffusion. 
As another possible source of observed anomalous behavior, we considered the 
possibility that the simultaneous measurement of multiple diffusing species (a 
distribution) undergoing Brownian motion can produce an identical FRAP recovery 
profile to a single species undergoing anomalous diffusion.27  We term this phenomenon 
apparent anomalous diffusion.  Thus, we strongly believe that the subunits must be in a 
heterogeneous distribution of complexes resulting in the observation of apparent 
anomalous diffusion, as described in section 4.2.4.   
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Figure 4.3: Summary of the best-fit apparent anomalous modeling parameters.  The 
alpha value varies between zero and unity and is a measure of deviation from Brownian 
diffusion.  The transport coefficient is measure of translational diffusion speed, the 
effective diffusion coefficient (Deff) represents the diffusion coefficient if the particle 
obeyed Brownian diffusion.  Error bars are shown at the 95% confidence interval.  The 
GFP expressing line was found to diffuse normally with a diffusion coefficient of 32±6 
µm2/s.  The RNAPII subunits showed apparent anomalous diffusion, with each 
exhibiting different diffusive kinetics.  Rpb3 exhibited an apparent anomlity value of 
0.62±0.03 while Rpb9 exhibited an anomlity value of 0.76±0.02.  This reveals that the 
subunits are not bound in identical complexes.  To the right of the dotted line are the 
parameters for the in vitro lysate experiments.  Within experimental error, the diffusion 
of GFP is found to be Brownian and of the same magnitude as GFP in dilute buffer.  
The Rpb3 lysate continues to indicate apparent anomalous diffusion.     
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4.2.3. Rpb3 exhibits apparent anomalous diffusion in cell lysate 
We reasoned if the apparent non-Brownian transport persisted in dilute solution 
then the deviations from Brownian diffusion must be attributed to a distribution of 
complexes.  To completely eliminate macromolecular crowding as a possible source of 
anomalous diffusion, we performed FRAP experiments on cellular lysates of the salivary 
gland polytene cells expressing either GFP or Rpb3 (Figure 4.4). 
The cell lysates are whole cell preparations made by sonicating the salivary 
glands in a lysis buffer and extracting the soluble proteins.  The cell contents were 
centrifuged and the supernatant used for FRAP experiments.  A comparison of the 
fluorescence intensity between the lysates and the intact polytene cells revealed up to a 
30-fold decrease in signal.  We were unable to collect data on lysates made from Rpb9 
due to extremely low sample signal.    
The GFP lysate FRAP recovery indicated a normally diffusing species (Figure 
4.4).  Further, the diffusion coefficient determined by the FRAP model described in Eq. 
4.2 of 79.1±30.0 µm2/s, is in excellent agreement with the diffusion of free GFP (purified 
from bacteria) in solution, measured on our set-up as 84±6 µm2/s.20  Thus our lysate 
preparation recapitulated a dilute solute environment by eliminating macromolecular 
crowding.  We note that the GFP lysate yielded a slightly non-Brownian anomlity 
parameter (Figure 4.3), which is the result of the very rapid recovery of the species 
coupled with low signal strength.  Both of these factors reduce the accuracy and 
precision of the fitting algorithm.     
Despite the highly dilute solvent environment, the Rpb3 lysate FRAP recovery 
reveals very different behavior (Figure 4.4), displaying apparent anomalous diffusion 
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(Figure 4.3).  Due to the lower viscosity of the lysate solvent, both the transport and 
effective diffusion coefficients, determined by Eq. 4.1, are increased compared to Rpb3 
diffusion in vivo.  Further, the lysate recovery indicated a reduction in the measured 
anomlity value (Figure 4.3).  This reduction could stem from very large complexes no 
longer experiencing crowding effects24 and reveals the degree of apparent anomlity 
resulting solely from the distribution of species in the absence of crowding effects.  
Alternatively, this could indicate the disintegration of complexes that coalesce in vivo but 
destabilize in the absence of molecular crowding.   
4.2.4. Distribution modeling: decomposing apparently anomalous recovery 
curves into components exhibiting Brownian diffusion 
 
 In any FRAP measurement the observed signal is the sum of the signals from 
each species present in the sample.  In a many component system, if the species have 
diffusion coefficients that are sufficiently different, it may be possible to distinguish 
distinct timescales in the recovery.  More often, the observed signal takes a form that 
can appear as anomalous diffusion.28, 29  In our experimental systems, we observed that 
GFP exhibits Brownian diffusion in the interchromatin space, but Rpb3 and Rpb9 do 
not.  There is little reason to suggest that individual proteins similar in size to GFP would 
exhibit true anomalous diffusion.  Therefore, we investigated the possibility that each 
protein species is incorporated into a heterogeneous size-distribution of macromolecular 
complexes by applying a multi-component fit to the FRAP recovery that we term the 
distribution model. The distribution model was implemented as:28 
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Figure 4.4: Comparison of in vitro subunit recovery dynamics.  The FRAP curves for 
the GFP expressing control line and the Rpb3 subunit lysate experiments are shown.  
Numerous FRAP curves were averaged for each sample due to low signal intensity of 
the lysates (GFP- 6090 pts, Rpb3- 17420 pts)  (a,b,c) Data are plotted as closed 
squares, the best-fits to an anomalous diffusion model are shown as black lines; best-
fits to the Distribution Model are shown are white circles.  (c)  The flattened slope and 
slower recovery of the Rpb3 lysate is a clear indication that the sample is not 
undergoing Brownian diffusion. 
  
 90 
 
 
 
࣠ሺݐሻ ൌ ෍ ܿ௜ܨሺܦ௜, ݐ, ߙ ൌ 1ሻ
௠
௜ୀଵ
        (4.3)
The recorded FRAP recovery, ࣠(t) is a linear combination of Brownian diffusion basis 
functions, F(D,t,α=1) that are given by Eq. 4.2 with α=1 and a range of individual 
diffusion coefficients.  The coefficient c of each species is allowed to float and the 
resulting output defines a distribution of species with various diffusion coefficients (the 
robustness of the distribution model is detailed in Figure C.3 in the appendix).   
The distribution model was first tested by fitting the in vivo FRAP recovery of 
unconjugated GFP for an underlying distribution (Figure 4.5a, green).  In agreement 
with the aforementioned fits to the anomalous diffusion model that indicated a single 
Brownian diffusing component, fits to the distribution model output collapsed to a Delta 
function, yielding a single diffusion coefficient of 27 µm2/s (peak 1).  This is within 15% 
of our previously determined in vivo GFP diffusion coefficient.20  Having validated the 
distribution model (Figure C.4 in the appendix), we applied it to the cellular FRAP 
recoveries of Rpb3 and Rpb9, along with the GFP and Rpb3 lysate data.  In general, 
the breadth of the distribution for each sample qualitatively agrees with its degree of 
apparent anomalous diffusion.   For example, the protein exhibiting less apparent 
anomlity, Rpb9, exhibits a distribution of species that have Brownian diffusion 
coefficients in a peak from about 10 through 30 µm2/s (Figure 4.5a, red), while the Rpb3 
exhibits a distribution that is even broader and more structured.  However, much more 
information is contained in the shape of the distributions than is available from the 
anomlity parameter, as discussed below.  Another notable observation about the 
distributions is that none contains diffusion components faster than unconjugated GFP. 
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Figure 4.5: Brownian diffusion coefficient distributions.  The distribution model (Eq. 4.4) 
was applied to in vivo (a) and (b) in vitro FRAP recovery curves.  To implement the 
model, we defined 100 species with logarithmically spaced diffusion coefficients ranging 
from 0.20 to 1000 µm2/s.  This range of diffusion coefficients corresponds to a massive 
size range of species.  Components with diffusion coefficients slower than 0.29 µm2/ are 
below the limit of the recovery threshold of our FRAP method.  (a) The distribution of 
unconjugated GFP (green) collapses to a delta function with a diffusion coefficient of 27 
µm2/s.  The observation of a single diffusing species demonstrates good agreement 
with the apparent anomalous diffusion model.   The distributions for Rpb3 (black) and 
Rpb9 (blue) exhibit major peaks at 17 and 18 µm2/s respectively, corresponding at 
Stokes-Einstein predicted masses of 130±50 and 100±40 kDa respectively.  These 
values are in good agreement with the predicted GFP-fusion construct masses.  The 
Rpb3 distribution is bimodal, with the slower peak indicating a diffusion coefficient of 2 
µm2/s, mapping to a mass of 50±20 MDa.  This peak indicates the presence of fully 
formed transcription factories.  (b)  The in vitro distribution for unconjugated GFP is 
narrow and indicates a diffusion coefficient of 92 µm2/s, in good agreement with 
measurements of GFP in dilute buffer.  The Rpb3 lysate distribution again reveals two 
well resolved peaks, corresponding to masses of 74±20 MDa and 82±24 kDa, similar to 
the peaks in the in vivo measurements.   
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The Stokes-Einstein Equation, which predicts the diffusion coefficient of a particle 
undergoing Brownian diffusion, can be re-arranged to estimate the relative diffusion 
coefficients of the proteins (assuming globular structures and the same viscosity) based 
on their molecular masses:   
 ܦଵ
ܦଶ ൌ ൬
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ܯଵ൰
ଵ ଷൗ
  (4.4)  
Here, D is the protein diffusion coefficient and M is the protein molecular mass.  Using 
the molar mass of GFP and measured diffusion coefficient as a standard, the 
approximate mass corresponding to each diffusion component in the subunit 
distributions can be estimated using Eq. 4.4.  The peak of the Rpb9 distribution (Figure 
4.5a, peak 2) corresponds to a mass of 100±40 kDa, reasonable given the 41 kDa mass 
of the fusion construct (we confirmed that this is independent of protein expression 
level, Figure C.1 in the appendix).  The width of the distribution maps to species ranging 
in molecular mass from 27 kDa through 108 kDa.  While the enormous upper limit on 
molecular mass should be viewed with incredulity, these results indicate that species 
are present ranging from unconjugated GFP through aggregates of multiprotein 
complexes.  The upper mass limit defined by the distribution is unrealistically large and 
likely reflects components sufficiently large to be influenced by molecular crowding that 
undergo true anomalous diffusion. 
 In contrast to Rpb9, the Rpb3 subunit exhibited a wider and more structured 
distribution (Figure 4.5a, black).  Interestingly, the distribution is bimodal, with two well-
resolved peaks bridged by components of lower amplitude.  As expected, the fastest 
components are bound by an upper limit of diffusion coefficients similar to unconjugated 
GFP.  Assuming Stokes-Einstein, the “faster” peak (Figure 4.5a, peak 3) corresponds to 
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a molecular mass of 130±50kDa, in good agreement with mass of the Rpb3-GFP fusion 
construct.  The second, “slower” peak (Figure 4.5a, peak 4) corresponds to a mass of 
50±20 MDa.  The mass of a complete transcription complex30 consisting of RNAPII and 
associated transcription factors has been estimated to be ~3 MDa; the mass of full 
transcription factories (aggregates of full transcription complexes and associated 
promoters) has been estimated up to ~38 MDa.1, 31  Thus, the second major peak in the 
Rpb3 distribution is very close to the size of fully assembled gene transcription units.1, 30, 
31  Its presence indicates that these transcription units are present in the interchromatin 
space, in the absence of chromatin.  We also note that the Rpb9 distribution exhibits a 
pronounced shoulder in the same range as the 50 MDa peak in the Rpb3 distribution. 
The Rpb3 distribution also contains lower frequency components.  Our FRAP method is 
insensitive to species slower than 0.29 µm2/s (explained in Figure C.2 in the appendix).  
These species are likely contributions to the distribution but the true amplitudes are 
uncertain.   Importantly, the fit residuals are better than those produced by the 
anomalous diffusion model.  The quality of the fits can be compared in Figure 4.2 and 
Figure 4.4, where the white circles indicate the distribution model fits, in comparison to 
the anomalous diffusion model fits in black.  
As a comparison to the in vivo distributions obtained for GFP and Rpb3, we 
applied the Distribution model to the results of the lysate FRAP experiments, keeping 
the same number of components and the same bounds on diffusion coefficients (Figure 
4.5b).  By eliminating the stabilizing effects of macromolecular crowding, this analysis 
examines how the distribution of complexes is altered by a dilute solvent.  The 
distribution for the GFP lysate (Figure 4.5b, green) indicates a narrow range of diffusion 
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coefficients, with the major peak indicating a diffusion coefficient of 92 µm2/s.  This is 
within a 10% error of the previously determined diffusion coefficient of GFP in buffer 
solution (84±6 um2/s),20 confirming that the lysate provides a dilute environment that 
eliminates macromolecular crowding.   
 The results for the Rpb3 lysate (Figure 4.5b, black) are very similar to the 
distribution found in vivo, except shifted towards faster components due to the reduced 
solution viscosity.  The lysate distribution indicates two major peaks, the “faster” peak at 
65 µm2/s and the “slower” peak at 6.7 µm2/s.  These correspond to masses of 82±24 
kDa and 74±20 MDa.  Notably, the major peaks detected map to the same molecular 
masses as the in vivo fitting results, providing independent confirmation of the bimodal 
distribution.  However, the lysate distribution differs from the in vivo distribution in two 
important locations.  First, the middle range of diffusing components (inter-modal), 
between the two peaks is absent in the lysate distribution.  This indicates that the 
protein complexes present in the crowded nuclear environment are destabilized in dilute 
solvent.  These species, intermediate between complete and incomplete transcription 
factories have implications for the pre-assembly of transcription complexes.  Their 
presence suggests that the formation of large protein assemblies proceeds through 
partially-assembled intermediates whose formation is favored in the crowded nuclear 
environment.  Second, the very slow components that are technically below our FRAP 
resolution limit are largely absent in the lysate distribution.  This supports the suspicion 
that those components in vivo represent complexes sufficiently large to experience 
macromolecular crowding and truly exhibit anomalous diffusion. 
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4.3. Discussion   
4.3.1. A new perspective on in vivo diffusion of macromolecular components: 
apparent anomalous diffusion  
 
Our experiments with RNAPII subunits sought to directly probe the nucleoplasm, 
devoid of chromatin, for evidence of the holoenzyme or larger transcription complexes.  
We determined that RNAPII subunits exhibit complex transport dynamics even in the 
absence of chromatin, that can be attributed to a staggeringly large distribution of 
assembly states, ranging from fully assembled transcription factories to unengaged 
subunits.  The existence of such nuclear assemblies concerns one of the current 
fundamental dilemmas in modern biology- determining how large DNA-binding protein 
complexes assemble and subsequently find their binding sites.  Recent studies have 
supported the theory that many DNA binding complexes encounter and bind to 
chromatin through a stochastic diffusion-mediated process, but little evidence exists to 
explain what governs the assembly of these multi-component complexes away from 
binding sites.  Given the centrality of RNAP to transcription and possible mechanistic 
universality with regards to other large nuclear-localized complexes,32 this multi-subunit 
complex has been the subject of great scrutiny over the past decade. 
Information about the assembly and interactions of large protein complexes can 
be obtained by investigating transport properties of individual components, since protein 
mobility not in accordance with Brownian diffusion can indicate the presence of binding 
interactions or molecular hindrance.21, 33, 34  Two types of passive transport are typically 
identified in vivo- Brownian motion and anomalous subdiffusion.27, 35, 36  Given the 
widespread implementation of FRAP and FCS, it is interesting to note that with very few 
exceptions,27 the preponderance of eukaryotic proteins studied in vivo have been found 
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to exhibit anomalous subdiffusion, while similar sized molecules studied in aqueous or 
viscous solvents typically have been found to obey Brownian motion.24, 27, 37, 38 
We compared the transport dynamics of the RNAPII subunits Rpb3 and Rpb9 to 
unconjugated GFP.  Suspecting that the chromatin organization of typical eukaryotic 
cells could pose a potential interference to diffusion mobility, we avoided confounding 
structures present in the nuclear environment by choosing the polytene salivary glands 
of Drosophila melanogaster larvae as our model system.  Our FRAP experiments 
performed with unconjugated GFP revealed that this inert protein is subject to Brownian 
diffusion.  Nuclear molecular crowding was experienced as a change in viscosity 
resulting in a reduction of the diffusion coefficient of GFP from 84± 6 µm2/s in dilute 
solvent to 32±6 µm2/s in Drosophila cells.  In contrast to GFP, we observed apparent 
anomalous diffusion for both RNAPII subunits.  This is very surprising as the 
approximately two-fold increase in molecular mass of the fusion proteins relative to GFP 
would be expected to yield a very minor 1.2-fold change in diffusion coefficient based on 
Stokes-Einstein estimations (Eq. 4.4).  This is hardly a large enough increase in size to 
make either subunit susceptible to extreme molecular crowding.  Having eliminated all 
other contributions to anomalous diffusion, we have shown that molecular crowding is 
not a cause of anomalous diffusion for proteins in this size range.  Therefore we reason 
that the subunits are actually engaged in distributions of complexes displaying an 
extremely large range of diffusion coefficients and therefore molecular sizes.  We term 
this phenomenon apparent anomalous diffusion.    
Apparent anomalous diffusion was suggested in the 1990s and experimentally 
confirmed to affect FRAP curves by using simple two component systems with inert 
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solutes.28, 29, 39  These previous groups demonstrated that multicomponent FRAP 
recovery curves of Brownian diffusing species can be represented by an anomalous fit, 
but this was not confirmed in a living system until now.  Our experiments simultaneously 
probe the diffusion of assemblies with vastly different mobilities, from isolated subunits 
to possible aggregates of fully formed transcription units.  Observed differences in the 
recovery dynamics of the two subunits (Figure 4.2) indicates that they participate in 
different distributions of complexes (Figure 4.5).  This reflects differential affinities for 
the other RNAPII subunits and associated transcription factors, as well as suggesting 
that distribution width and subunit incorporation sequence are entwined. 
We further explored the cellular transport behavior by performing FRAP 
experiments on in vitro lysates prepared from the GFP and Rpb3 polytene samples 
(Figure 4.4).  The diluted solvent abolished macromolecular crowding and ensured that 
the proteins did not experience crowding effects or find binding partners.  This left only a 
distribution of diffusing species as the remaining source of perceived anomalous 
diffusion.36  The results indicate that many of the Rpb3 complexes remained intact 
during the lysate preparation, since it still exhibited apparent anomalous diffusion 
(Figure 4.3).       
It has been reported previously that the extent of anomalous diffusion can be 
used as a measure for environmental heterogeneity.19  We argue that having shown 
that interchromatin space represents a homogenous diffusive environment, the degree 
of anomlity can instead be a proxy for the width of the distribution in which the tagged 
protein participates.  This makes intuitive sense- if an anomlity factor of unity represents 
normal diffusion and therefore a single diffusing component, any departure from unity is 
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describing an increasingly heterogeneous mixture.  We found the Rpb3 subunit was 
associated with the highest degree of apparent anomalous diffusion (Figure 4.3) 
indicating it participates in the widest size range of complexes (Figure 4.5).  The Rpb9 
subunit was found to exhibit less apparent anomlity (Figure 4.3), corresponding to a 
more narrow distribution (Figure 4.5), while GFP, which does not interact with any other 
species, was found to show normal diffusion.   
We applied a multi-component model to extract the underlying distributions of 
nuclear Rpb3 and Rpb9 to determine their participation in pre-assembled RNAPII 
complexes.  The distribution model is advantageous as no a priori assumptions about 
the underlying distribution are made, thus protein complex sub-populations can be 
resolved.  In reality, this model faces three limitations.  The model assumes all 
component species obey Brownian diffusion- it is unable to resolve simultaneous 
diffusion of Brownian and anomalous species.  Secondly, the application of the model is 
affected by the quality of the data.  As reported by others28, 29 the SNR of the data 
impacts the ability of the model to accurately resolve separate species, even in well 
resolved binary systems.  Our implementation is sufficient to reliably predict two 
components at our experimental SNR, yet the potential complexity of the protein 
distributions means that discerning fine structure of sub-populations is difficult.  Finally, 
our FRAP implementation poses a resolution limit on how slowly diffusing a species we 
can accurately measure. 
As anticipated, the comparison of the Rpb3 and Rpb9 distributions confirm that 
the greater the degree of apparent anomalous diffusion (Figure 4.3), the wider the 
predicted distribution (Figure 4.5a).  We can immediately detect that the Rpb3 subunit is 
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involved in a wider array of complexes than Rpb9, with more of them involving very 
large molecular weight assemblies.  The distribution modeling of the Rpb3 lysate 
reveals essentially the same structure, though shifted to faster diffusion components 
due to the reduced solvent viscosity.  This provides two different experimental samples 
that confirm that same finding.  Significantly, the more massive population is identical 
between both samples and corresponds to overlapping molecular mass ranges of 
50±20 MDa in vivo and 70±20 MDa in vitro.  Given the several mega-Dalton mass of a 
complete transcription complex30  and the much larger mass of transcription factories,1, 
31 this population represents a fully assembled transcription factory.  Such complexes 
likely arise given the affinities between transcription complex subunits and the crowded 
cellular environment in which they dwell, meshing well with reports that transcription 
factories remain even in the absence of transcription.40   
While the envelope shape of Rpb3 associated complexes is preserved in the 
lysate preparation (Figure 4.5), it is noteworthy that the majority of the in vivo 
distribution components lying between the major peaks are eliminated in the lysate 
distribution.  These represent dynamic complexes that are stabilized in the crowded 
nuclear environment, where dissociation and re-binding is rapid due to partner 
proximity.  In the dilute lysate solvent, once a complex of low stability dissociates, 
rebinding is inhibited by the low concentration of binding partner.  Further, the width of 
both peaks is similar to the width of the GFP peak.  This indicates the remaining species 
show less dispersion.  Finally, the lysate data does not exhibit the same structures at 
very slow diffusion coefficients (mapping to greater than a GDa), possibly an indication 
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that Brownian diffusion was restored for very large complexes affected by 
macromolecular crowding. 
4.3.2. Broad assembly distributions allow flexibility in the mechanism of 
transcription complex formation 
 
Previous work has established the dynamic turnover of RNAPI and RNAPII 
associated proteins during transcription.  It has been shown that four subunits of RNAPI 
as well as several preinitiation factors all exhibit unique diffusion properties even in the 
vicinity of chromatin and do not diffuse as an ensemble.  Further, engaged RNAPII has 
been found to continuously exchange with nucleoplasmic RNAPII in transcriptionally 
active chromatin regions.8, 9, 16, 41, 42  These findings have led to the developing 
consensus that complexes assemble at a promoter site through stochastic interactions.  
However, the continued evidence for the formation and stability of fully assembled 
transcription factories even in the absence of transcription throws uncertainty on the 
spatiotemporal formation of such assemblies.7, 9, 13, 43, 44  Unfortunately, previous studies 
could not track the dynamics of the RNAP subunits prior to recruitment or localization.   
Using our method which is sensitive to the diffusion, and, therefore, mass of a 
complex, but not to the activity state, our experiments have probed the dynamics of 
multiple subunits within the same binding complex, enabling us to observe the degree of 
pre-assembly.  This is significant as our analysis was restricted to the interchromatin 
space, representing a cellular location that we found to precede incorporation of all 
subunits into higher order assemblies but that follows subunit mRNA translation.  Our 
work has shown that two subunits of RNAPII, including the central binding subunit 
Rpb3, exhibit different diffusion dynamics (Figure 4.2).  This casts doubt on complete 
pre-assembly of all RNAPII substituents prior to chromatin binding.6-13  For both 
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subunits, we detect a subpopulation of molecular complexes approaching a limit of a 
hundred mega-Daltons (Figure 4.5), which corresponds to aggregates of fully 
assembled transcription factories.  This indicates that transcription complex subunits 
have high affinities that experience enhanced stability conferred by the crowded cellular 
environment in which they dwell.   
These distributions indicate that the formation of large protein complexes is 
driven by stabilizing interactions even in the absence of chromatin, yet this 
subpopulation does not account for all of the RNAPII subunits present within the 
interchromatin space.  This has implications for large multi-complex assembly 
pathways, as stochastic protein-chromatin interactions can be reframed in terms of 
sampling interactions between complexes in various states of completeness.  Such a 
model is at odds with the more static, top-down view of factory formation.  While our 
results clearly indicate that large macromolecular complexes, such as transcription 
factories, are stable in vivo, the unanswered question is how long they remain 
assembled.  Most studies documenting transcription factories have relied on the 
appearance of punctuate structures observed in fixed cells or on the purification of 
stable transcription complexes in vitro4, 14  Additionally, electron microscopy 
measurements that document the size of these complexes place an upper limit of <200 
nm in diameter, still too small to be accurately resolved with optical microscopy on living 
cells.31  These complicating factors, combined with our findings of the stability of large 
protein complexes in vitro, make it difficult to determine the longevity of these species. 
As investigations into the dynamics of polymerase components and associated 
transcription factors reveal a conserved intrinsic turnover and universally accepted 
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inefficiency of transcription initiation, the previously posited model of stochastic gene 
expression has gained traction.7, 43  Mounting evidence indicates that RNAPII is not 
always recruited as a holoenzyme, though our findings clearly indicate that full 
transcription factories do form prior to RNAPII recruitment.43  RNAPII is currently seen 
as assembling at a promoter through a multi-step process marked by efficient chromatin 
capture rates of up to 50%9 but highly inefficient transcription initiation (<1%),10 leading 
to an overall transient promoter interaction prior to elongation (which is unlikely if full 
transcription factories migrated throughout the nucleus).   
We believe our findings of RNAPII subunits existing in complex distributions lend 
validity to both models.  Our essential finding is that transcription subunits form large, 
stable, and mobile complexes, indicating the true assembly behavior lies mid-way on a 
spectrum of pre-assembly.  We measured diffusion coefficients for transcription 
factories in line with those determined for other proteins involved in nuclear 
macromolecular assemblies.41  This suggests that large complexes are mobile (but 
slow) and can diffuse to binding sites, in contrast to static factory models in which 
chromatin must migrate to stationary factories.  This proposal integrates well with 
current observations, but helps to redefine the nature of assembly.  Our results provide 
experimental evidence to considerations proffered by Phair and Misteli that protein 
complexes can form stochastically, distal to their site of action, enabling rapid 
recruitment and dynamic responses to changes in binding partner availability.7, 41-43  
However, the large population of individual subunits and partially-formed complexes 
also allows de novo assembly at gene loci.   
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As opposed to a hit-and-run model of polymerase factors encountering a 
chromatin binding site, our findings show that transcription complexes assemble to 
varying levels of completion in the interchromatin space removed from and prior to 
encountering chromatin.  These partially formed assemblies, through diffusion, 
experience stochastic encounters with potential binding sites; the duration of the 
encounter depending on the completeness of the polymerase assembly.  More 
complete RNAPII complexes, having a greater compliment of binding partners, form 
more stable chromatin interactions than less well developed sub-assemblies.  As our 
distribution modeling shows, the majority of the subunits exist as incomplete 
assemblies, therefore the majority of chromatin interactions are likely aborted, leading to 
the inefficiency of transcription initiation.  Our observation of a bias towards larger 
complexes exhibited by the more massive RNAPII Rpb3 (Figure 4.5) subunit may reveal 
a measure of stepwise assembly.  In this scenario, the larger subunits complex first, 
leading to stable chromatin-binding assemblies, forming nucleation sites for smaller 
subunit assemblies.  Such a model ensures maximum flexibility in gene expression for 
different chromatin regions.  The two assembly regimes we observe mean that fully 
formed transcription complexes, in the presence of open chromatin regions are likely to 
remain stably assembled and engage in high throughput transcription.  These large 
structures experience slow diffusion and would remain relatively stationary, in alignment 
with transcription factory theory.  Conversely, the smaller sub-assembled modules, 
which account for a large fraction of the assembly states, are capable of rapid diffusion 
and permit protein recruitment to congested chromatin regions that experience lower 
basal transcription levels.  The partial pre-assembly of the transcription complex 
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enhances the efficiency of full complex assembly and is complimented by greater 
nuclear mobility than near-immobile transcription factories.  Thus through a partially 
modular assembly mechanism the cell is endowed with a flexible response to changing 
transcription demands.     
Additionally, while not the focus of this work, we have previously observed true 
anomalous diffusion due to confinement in the vicinity of the chromatin lattice even for 
small proteins.20  Coupled with the findings of other researchers concerning the role of 
molecular crowding in gene expression,45,46,47 it stands to reason that large, partially 
assembled complexes, once in the vicinity of a promoter, sample increasingly frequent 
binding events due to molecular confinement and reduced mobility.   
4.4. Conclusion  
 By applying FRAP in the polytene salivary glands of D. melanogaster as a model 
system, we show for the first time that RNAPII exists in a large distribution of partially 
assembled complexes in the interchromatin space, including fully assembled 
transcription factories.  Having determined that the Rpb3 and Rpb9 subunits exhibit 
different diffusion properties, we confirm that RNAPII is a dynamic complex, though we 
detect a population of complete pre-assembled transcription factories prior to chromatin 
binding.  Using GFP as an inert internal control protein, we have shown in vivo that the 
diffusion of the subunit distributions display apparent anomalous diffusion.  This arises 
from the simultaneous interrogation of multiple diffusing species using an ensemble 
measurement method.  When considered individually, these complexes move primarily 
by Brownian diffusion throughout the crowded interchromatin space, experiencing a 
reduction in mobility due to the high viscosity but not experiencing molecular 
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confinement.  We confirmed the existence of these subunit assembly distributions 
through the use of cell lysates, in which apparent anomalous diffusion persisted in the 
absence of macromolecular crowding.  The discovery of these partially assembled 
RNAPII complexes helps integrate current contradictory observations regarding the 
mode of transcription complex assembly.  Our findings are consistent with the 
simultaneous action of a top-down and bottom-up assembly.  While the exact nature of 
the species that initiate transcription cannot yet be determined, for the first time our data 
shows evidence for a distribution of pre-assembled complexes.  Finally, the distribution 
of assembly states suggests that a partially modular mechanism of macromolecular 
assembly enables a flexible response to gene transcription.  
4.5. Materials and Methods 
All chemicals are Fisher brand unless noted.   
4.5.1. Fly Strains 
Drosophila lines that express Rpb3-GFP, Rpb9-GFP or H2B-mRFP using the 
GAL4/UAS system have been described previously.22,44  Fly lines containing transgenes 
for unconjugated GFP and Gal4-C147 were obtained from the Bloomington Drosophila 
Stock Center (lines #5430 and #6979 respectively).  All GFP samples are enhanced 
green fluorescent protein.  To simultaneously express H2B-mRFP with GFP or GFP 
fusions for dual color imaging, the homozygous line Gal4-C140; H2B-mRFP was first 
generated and then crossed to the appropriate GFP fusion transgenic line.  Flies were 
raised using a standard cornmeal medium at room temperature; larvae were collected 
after 8-9 days.  To prepare samples for imaging, wandering third-instar larvae were 
dissected in Grace’s Insect Medium and intact salivary glands were used for imaging 
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polytene cells.  All imaging experiments were completed within one hour of dissection to 
maintain cell viability. 
4.5.2. Salivary Gland Extract Preparation 
 To prepare polytene cellular extract samples of GFP and EGFP-Rpb3, 80 larvae 
were dissected and the glands placed on ice cold Tris-HCl buffer (50 mM, pH 7.4).  The 
glands were mini-centrifuged for 60 s, the supernatant removed, and the glands re-
suspended in ice cold lysis buffer (50 µL), followed by vortexing for 45 s and sonication 
for 30 min to rupture the glands.  The lysis buffer consisted of Tris-HCl (50 mM, pH 7.4), 
NaCl (150 mM), NP-40 detergent (0.5% w/v), Pefabloc SC (1 mM in Tris-HCl buffer), 
leupeptin (2 µg/mL, in methanol), and pepstatin (2µg/mL, in methanol).  After sonication 
in ice cold lysis buffer, the sample was mini-centrifuged for 4 min.  The supernatant was 
used immediately for FRAP experiments.   
4.5.3. Two-photon microscopy configuration and FRAP procedures  
 Imaging and FRAP were done as described in our previous paper.20  In brief, 
polytene cells were imaged with a 1.2NA/60x Olympus objective using a home-built 
laser scanning two-photon microscope.  GFP and mRFP were excited at 950 nm by a 
Chameleon Ultra II Ti:sapphire pulsed laser with a 140 fs pulse duration; the fluorophore 
emissions separated with a 570 short pass dichroic mirror.  The GFP emission was 
collected with a 510/30 bandpass filter while RFP emission was collected with a 
630/100 dichroic mirror.  Quantitative bleaching studies were performed with a point-
bleaching method (ptFRAP) developed previously in our laboratory, featuring an online 
image thresholding and data acquisition procedure followed by offline image analysis 
and data modeling.  For all conditions studied, between 20-40 cells were analyzed; the 
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number of datapoints collected and averaged are indicated in Figures 4.2 and 4.4.  Data 
collection consists of two phases- recording bleach and control datapoints.  Bleach 
points are established by photobleaching a diffraction limited volume ( spot size of 300 
nm diameter and 1 µm axial length)  at a high laser power (bleach power) followed by 
recording the intensity of the spot during the diffusive recovery at a lower laser power 
(read power).  Control points are established in the same manner but with the read 
power used in place of the bleaching power.  A bleach depth of between 40-60% of the 
initial fluorescent intensity was achieved using a bleach power of 71.5 mW, while control 
measurements were taken at a read power of 11.5 mW (both values measured at the 
microscope objective using a calibrated power meter).  For all proteins studied, FRAP 
recovery data was collected for 50 ms and data fitting was applied to datapoints 
collected starting at 80 µs post-bleach.  The data was fit with a model for anomalous 
subdiffusion,20 which indicates the degree of anomlity and the diffusion coefficient (for 
normally diffusing species) or the transport coefficient of the diffusing species.  The 
anomlity factor ranges between 1 and 0, with unity indicating Brownian diffusion.  
Detailed information on the microscope configuration, FRAP timing sequence, and 
fitting recovery data to an anomalous subdiffusion model with a photophysics correction 
for observational photobleaching is described in Chapter 2.  
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CHAPTER 5: PHOTOINDUCED DAMAGE RESULTING FROM FLUORESCENCE 
IMAGING OF LIVE CELLS*  
 
“Science is a wonderful thing if one does not have to earn one’s living at it.”  
– Albert Einstein 
5.1. Introduction 
 The use of light to interrogate live-cell processes has resulted in great 
mechanistic and structural insight.  Fluorescence microscopy has become one of the 
most widely used light microscopy techniques due to inherent advantages that include 
selective labeling and imaging of low concentrations of fluorophore.1,2  However, the 
introduction of exogenous fluorophores necessary for fluorescence microscopy 
inherently modifies the photochemistry of the cell, particularly in the vicinity of the 
tagged molecule.  It is important to be aware of the potential for unnatural cellular 
damage that can be attributed to these alien molecules, which presents as a 
confounding variable in live cell microscopy experiments.  We note that the presence of 
the fluorophore may have adverse consequences even in the absence of light (e.g. 
protein inactivation due to the addition of a GFP tag3,4), but this chapter only considers 
negative photoinduced effects due to imaging the sample.     
                                            
* Reprinted with permission from Daddysman, M. K.; Tycon, M. A.; Fecko, C. J. Photoinduced Damage 
Resulting from Fluorescence Imaging of Live Cells.  Chapter in Photoswitching Proteins. in press. 
Copyright 2013 Humana Press 
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 Damage resulting from fluorescence microscopy can generally be divided into 
two broad categories, photochemical or photophysical.  The likelihood that each type of 
damage will adversely affect the experiment is determined by the choice of microscopy 
method and fluorophore.  As will be described later, the illumination parameters are 
critically important in determining the potential photoreactions that occur in a system.  
Therefore, it is important that these parameters are included in publications.  We have 
noticed that laser powers are sometimes not expressed as useful or reproducible 
quantities in the literature, e.g. including a percentage of the maximum laser power, a 
specific setting on the imaging software, or as the level of current used to operate the 
laser.  Such specifications are not useful for most outside researchers.  Even 
researchers that have the same microscope setup can experience differences in beam 
alignment and laser (or arc lamp) age that will result in different powers at the objective.  
Therefore, it is imperative that all powers should be measured with a power meter at the 
objective as part of the experiment and reported along with the objective used so that 
the experiments can be reproduced by others.           
5.2. Cellular damage 
5.2.1. Mechanisms of damage 
 Optical imaging of cells or tissue can introduce excess energy that may lead to 
biological damage of the sample.  However, it is important to note that simple exposure 
to light does not necessarily cause the deposition of optical energy into the sample.  For 
example, transmitted light microscopies are based on phenomena such as scattering 
and diffraction that typically deposit little or no energy into the sample.  On the other 
hand, fluorescence microscopy and related techniques usually require photon 
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absorption and are thus much more likely to cause photodamage.  We note that our 
discussion is restricted to biological samples that do not contain endogenous species 
that strongly absorb visible or near-infrared light, such as melanin or hemoglobin. 
 There are many mechanisms by which light-matter interactions can damage 
biomolecules, but most fall into one of two general categories.  The first category 
includes photochemical mechanisms that produce damage via absorption-induced 
generation of highly reactive chemical species, such as free radicals and reactive 
oxygen species (ROS).  The second category encompasses photophysical mechanisms 
in which photon absorption modifies the physical properties of the system, such as local 
heating due to non-radiative relaxation of excited molecules.  Damage mechanisms in 
both categories are important for all forms of fluorescence microscopy techniques, but 
some imaging methods are more prone to a particular subset, as described below. 
 In some cases, optical techniques have been developed to intentionally induce 
specific types of damage in samples.  For example, it is sometimes desirable to damage 
a small portion of genomic DNA, to investigate mechanisms of DNA damage repair.5  
However, it is more often desirable to avoid perturbing samples during optical imaging, 
so it is important to consider how to avoid introducing unwanted damage and how to 
determine if photodamage is occurring.   
 We consider specific photochemical and photophysical mechanisms in more 
detail below by first introducing several microscopy-based techniques that are 
specifically intended to generate damage.  We then discuss ways to detect and avoid 
unwanted damage during optical imaging experiments. 
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5.2.2. Photochemical mediated damage 
 Paramount among the assumptions made in the use of fluorescent reporter 
molecules is that they do not perturb the system under observation.  Unfortunately, this 
assumption is not always valid.  One common source of photodamage arises from 
chemical reactions of the fluorophore in its lowest energy electronic excited state, which 
we refer to as photochemical damage.  The usual pathway for energy relaxation from 
this excited state is photon emission, but there often exist other possible excitation 
relaxation pathways, such as the chemical reactions discussed below.  These reactions 
can also lead to fluorophore photobleaching, which is a permanent chemical 
rearrangement of the fluorophore such that fluorescence is no longer the primary 
relaxation pathway.  Most fluorophores undergo 105 – 106 excitation cycles before 
photobleaching.  As discussed below, photobleaching may indicate the production of 
reactive oxygen species;6,7 however, the production of these damaging species may be 
cryptically occurring even without a visible loss of fluorescence from the sample.  In 
either case, photochemical damage is typically cumulative as it relies upon the net 
number of excitation events (i.e. the net amount of energy deposited) only and not the 
rate at which the excitation events occur (i.e. the power or intensity).  
 Excited fluorophores can occasionally interact with their solvent environment 
creating short-lived, damaging radical species capable of destabilizing or destroying 
other biomolecules.  The process begins when molecular fluorophores, excited by an 
appropriate wavelength of visible light, are promoted to a singlet excited state.  One 
mode for the energetic relaxation of these species is to emit a photon; however, the 
high cycling rate induced by high light intensities used in confocal or MPM increases the 
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population of triplet state species (the triplet state quantum yield can be as high as 5% 
for some molecular fluorophores).  Molecular oxygen, which exists in a triplet ground 
state configuration, can readily interact with this excited state fluorophore.  Energy 
transfer between these species results in the formation of singlet oxygen, while electron 
transfer results in the formation of super-oxide and a fluorophore radical.  All of these 
species are high reactive and are generated by the favorable downhill energetics of 
electron transfer to ground state oxygen, coupled with the rapid diffusion of molecular 
oxygen and therefore frequent interactions.7  These highly unstable species are rapidly 
quenched in aqueous environments leading to the formation of hydroxyl radicals.  The 
short-lived hydroxyl radical is the prime damage mediating species, resulting in radical 
induced damage to proximal biomolecules.8   
The creation of singlet oxygen and radicals has a proximal effect on surrounding 
biomolecules.  The most intuitive directed use of this phenomenon to directly create 
damage and inactivate proteins is chromophore-assisted light inactivation (CALI) which 
directly inactivates proteins through photochemical damage.  CALI has found wide 
spread application in cell biology to selectively inactivate proteins or fragment 
chromosomes.9  Original implementations of CALI used organic molecules conjugated 
to protein specific antibodies.  However, these methods are being replaced by the use 
of encoded protein markers such as GFP.  The encoded protein markers have the 
advantage of being present in the cell without microinjection and are “background free,” 
avoiding potential complications from unbound, excess antibody.  However, GFP is not 
as effective a CALI agent as molecular fluorophores.  The GFP chromophore is 
embedded in a β-barrel structure, isolating the chromophore center from the cellular 
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milieu10 and limiting singlet oxygen production which is the primary cytotoxic mechanism 
generated by fluorescent proteins.11  To counter this problem a more phototoxic GFP 
variant, KillerRed, was evolved to increase the phototoxicity of GFP by three orders of 
magnitude.12  This protein works as an excellent genetically encoded CALI agent.  In 
general, GFP and the normal variants are excellent fluorophores for imaging while 
reducing, but not eliminating, the potential for production of ROS that are common with 
molecular fluorophores.       
ROS are also generated when imaging nucleic acids stained with intercalating 
dyes.  This can lead to widespread genomic damage, the effect of which must be 
carefully considered when using DNA stains.13  The formation of damaging hydroxyl 
radicals proximal to the site of fluorophore incorporation results in species that can 
attack DNA to produce various forms of oxidative radical photodamage,14 notably single 
strand breaks.15,16  Individual damage events typically cleave only one strand of the 
DNA sugar-phosphate backbone;17,18 the accumulation of many single-strand breaks 
leads to double-strand cleavage.19  Since many proteins involved in DNA replication and 
repair bind to single strand breaks on DNA,20-22 the presence of single strand breaks 
induced by photoexcitation of intercalating dyes could strongly bias protein-DNA 
interactions.  Additionally, wide-spread genomic damage can induce apoptotic pathways 
resulting in cell death.  While favorable in emerging cancer treatments, this is likely to 
induce artifacts in experiments probing native cellular function.   
Although the generation of damage mediating radicals is detrimental for most 
experiments, it can offer a degree of spatiotemporal user control in instances when 
initiating cellular damage is desirable.13,16  The common DNA intercalating dyes used 
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for in vivo imaging application, such as Hoechst and DAPI, are all capable of selectively 
targeting DNA for fragmentation.23  The incorporation of these intercalating dyes 
enables DNA fragmentation to be initiated at particular wavelengths and in a dose 
dependent manner.  This is useful for studies of DNA damage and repair mechanisms, 
where localized photochemical damage can be used to elucidate repair pathways.  It 
has been shown that careful selection of the type of dye and DNA binding mode can be 
applied to tune the DNA backbone cleavage, biasing damage towards double strand 
cleavage or single strand breaks.24  For clinical applications, the generation of singlet 
oxygen by fluorophore sensitization has been leveraged to treat disease states using 
photodynamic therapy.  Here, high-quantum efficiency fluorophores are engineered to 
absorb at specific wavelengths and are delivered to biological tissue that is targeted for 
destruction.25  Using a myriad of light transducers, such as NIR sources with deep 
tissue penetration or fiber-optics for the guidance of visible light, high intensity light 
sources can be brought to bear on a limited tissue region.  Through the mechanisms 
explained, apoptotic pathways are initiated following widespread genome and cell 
membrane disruption; therefore, the conditions mentioned in the above references 
should be avoided.   
Finally, ROS can be generated from other sources in a sample, such as the cell 
medium.  For example, N-2-hydroxyethylpiperazine-N’-2-ethanesulfonic acid (HEPES), 
a common buffer in cell culture medium, has the unfortunate side effect of producing 
hydrogen peroxide when used for fluorescence microscopy.26  Even ambient light can 
be enough to induce H2O2 production and the onset of cell death due to the oxidative 
stress of the cell culture medium, which was a confounding source of error in cell culture 
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experiments until the mechanism was identified (thus always confirm your buffer system 
is compatible with your imaging conditions). 
5.2.3. Photophysical mediated damage  
 Photophysical damage mechanisms involve excited states that are more 
energetic than the lowest energy singlet state from which fluorescence typically arises.  
As examples, this category includes local solvent heating due to the dissipation of 
excess vibrational energy from the initial (Franck-Condon) fluorophore excited state, 
and free electrons ejected by the fluorophore or solvent as a result of multiphoton 
ionization.  In contrast with photochemical mediated damage, photophysical damage 
mechanisms typically depend less on the total energy deposited into a sample and 
more on the intensity.  For example, thermal photophysical effects such as localized 
heating due to excited state vibrational relaxations in the fluorophore can raise the 
temperature of solvent molecules in the vicinity of the fluorophore for short periods of 
time.  Thermal energy dissipates from the ~femtoliter excitation volume on a 
nanosecond time scale.  Thus, the use of a pulsed excitation laser that transiently raises 
the local temperature by a few degrees per pulse does not cause appreciable damage if 
the repetition rate is low enough to allow for thermal relaxation between pulses. 
However, higher repetition rates (higher powers) may induce severe thermal damage 
after an equivalent number of excitation pulses.  Such thermal damage is more common 
in laser scanning experiments that use higher powers, but can also occur in widefield 
imaging experiments.27 
Local thermal energy deposition can result in the proximal denaturing of proteins, 
but in a more extreme case, it can lead the formation of microbubbles.  These 
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microbubbles form from localized solvent expansion creating unstable low pressure 
zones that rapidly implode, resulting in subsequent cavitation damage.27  Depending on 
the laser spot size and pixel-dwell time, cavitation damage may be restricted to nearly 
the laser spot region resulting in mechanical damage and bond breaking of proximal 
biomolecules.  In the cases of long dwell times and larger spot sizes, the membrane can 
become permeable or cell ablation can result.  In an imaging context, this damage can 
create significant artifacts, reduce cell viability, and alter cellular behavior.   
Another important photophysical damage mechanism is the formation of highly 
reactive radical species due to multiphoton ionization of the fluorophore or solvent (often 
referred to as solvated electrons).  Due to the involvement of a multiphoton process, this 
mechanism depends nonlinearly on the excitation intensity and is thus typically a 
problem only for microscopy techniques that used pulsed lasers.  In aqueous solution, 
solvated electrons attack biomolecules in the opposite manner of radical species, 
causing reductive as opposed to oxidative damage.28  These chemical pathways have 
been shown to be equally, if not more destructive than oxidative damage.  Further, the 
reduced mass of solvated electrons compared to more typical free radical species 
confers a larger mean free path of diffusion, and therefore larger damage radius.  Lipid 
membranes are especially vulnerable to attack due to the unstable radical fatty acids 
formed.  These residues compromise the cell membrane.29  If generated inside the 
cellular confines, nuclear material and mitochondria become vulnerable; damage to 
either species can initiate cell death.  
In some cases, the high peak intensities cause photoionization of the cellular 
material generating a large population of electrons that exist as plasma.  These 
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electrons are capable of absorbing additional light pulses sustaining the plasma and 
further propagating its production.  In water, intensities generated by femtosecond 
pulsed lasers greater than 1 TW/cm2 for ultraviolet-B (280 – 315 nm) light and in the 
range of 4-10 TW/cm2 for green light30 are required to initiate optical breakdown.  These 
high intensities are unlikely to be encountered during most imaging experiments but can 
be achieved during certain single-molecule techniques (notably optical trapping).  
However, longer duration laser pulses can reduce this high intensity threshold, as pico- 
and nano-second green laser systems can lower the threshold intensity to sub-
TW/cm2.31  Plasma generation has been harnessed for optical tissue micro-dissection 
such as creating cuts of DNA strands and microtubules inside of live cells.32-35  The 
plasma-mediated ablation occurs only at the focal point of the objective due to the high-
photon flux required for off resonance ionization.27,36  In one study, the energy onset of 
plasma mediation ablation in chromatin and microtubules was systematically confirmed 
using electron microscopy in addition to the observation of photobleaching with 
fluorescence microscopy.  The onset of ablation occurs at pulse energies of just above 
1 nJ at 790 nm and a 1.4 NA objective.34 The onset of severe photobleaching occurred 
at pulse energies slightly lower than 1 nJ; therefore, although photobleaching itself is 
not a definite indicator of ablation it can be used to show the likelihood that 
photophysical damage is occurring.  
Cellular components other than typical fluorophores can also be damaged by 
directly exciting electronic transitions in the biomolecules themselves.  Both proteins 
and nucleic acids absorb in the ultraviolet-C (100 – 280 nm) region of the spectrum.  
The DNA base thymine readily undergoes a photochemically induced dimerization 
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reaction when exposed to UV-C light.    Although these wavelengths are much shorter 
than the excitations for fluorophores used in fluorescence microscopy, these transitions 
can be accessed by a higher order non-linearity when using pulsed lasers in MPM.  The 
nonlinear absorption of biomolecules is dependent on the peak intensity not the net 
energy, just like nonlinear absorption by fluorophores.  The generation of both “UV-like” 
lesions and single and double strand breaks on DNA has been demonstrated for both 
visible37,38 and infrared39-41 pulsed laser light.  In both studies, the required powers to 
achieve damage were often at least an order of magnitude larger than the powers 
required for typical MP imaging and therefore are not typically encountered in most MP 
and confocal microscopy applications.  However, the potential for damage in 
experiments that require brief, intense flashes of light (examples include inducing 
desired phototransitions in caged proteins, switching of photoactivatable flourophores, 
or photobleaching in fluorescence recovery after photobleaching (FRAP)) cannot be 
ruled out.   
5.2.4. Checking for cellular damage due to fluorescent microscopy  
In this section, we briefly consider several approaches to detect cellular damage 
in live-cell microscopy.  Before doing so, we note that fluorescence-based imaging is 
likely to cause photodamage in nearly all biological samples, even if the damage is not 
readily apparent.  In many cases, it is possible to detect only relatively large amounts of 
damage due to a low assay sensitivity or limited dynamic range.  Thus, it is important to 
consider the impact low levels of photodamage could have on experimental results even 
if undetectable.  For example, it is commonplace to locate cell nuclei by imaging 
samples stained with Hoechst (or similar DNA-associating dyes), but this procedure 
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undoubtedly causes DNA strand breakage as discussed above.  Such damage is 
inconsequential in some types of experiments, but it may have a large impact on 
experiments intended to probe dynamics of DNA-associating proteins. 
Perhaps the simplest method to detect damage is to observe the morphology of 
cellular structures in initial and final images within an experimental sequence to 
determine if ablation or cell death has occurred.  For example, the use of high power 
near infrared pulses intended for three-photon absorption of DNA creates cavitation 
bubbles in Drosophila salivary glands and destroys cultured HeLa cells.  However, the 
lower power visible light used to excite DNA via two-photon absorption does not 
produce such damage.38  In many cases, light-induced ablation may be much less 
apparent or even undetectable after recording a single image, but may become evident 
after several frames.  Thus, it is advisable to perform control experiments in which a 
slightly higher excitation power is used or additional images of the same sample are 
collected.  If the final image in such control experiment does not contain unexpected 
morphological changes, it is generally safe to assume the actual experimental 
conditions are acceptable. 
Less severe photodamage can often be detected by observing the subsequent 
growth and division of cell populations that have been used in microscopy experiments.  
For example, unchecked cell growth without cell division can occur in Chinese hamster 
ovary (CHO) cells that were exposed to low intensity near-IR pulsed light resulting in 
oversized cells days after NIR pulsed light exposure.42  Other qualitative indicators of 
damage include long-term (hours to days) measures of cell responses like delayed 
apoptosis43 or reduction in cell reproductive viability.44,45 
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Although qualitative measures of cell damage are convenient, it is helpful to be 
aware of cryptic forms of damage that may occur, so various assays have been 
developed to test for such damage.  A large number of cell viability kits are 
commercially available.  One example is the LIVE/DEAD Reduced Biohazard Cell 
Viability Kit (Molecular Probes) that stains live cells with a green florescent dye while 
dead or dying cells are stained with a red fluorescent dye.  This simple test checks for 
membrane integrity as a sign of cell viability and can reveal membrane destruction that 
cannot be resolved using light microscopy.  As an example of other damage-specific 
assays, dyes such as Ni-3,3-diaminobenzidine or Jenchrom px blue (JenLab GmbH) 
can be used to test for ROS.46  DNA damage can be assayed using 
immunohistochemistry with antibodies specific to proteins that are markers for DNA 
damage, such as γ-H2A.X for single and double strand breaks.  Antibodies also exist to 
assay specific types of UV-induced lesions, such as thymine cyclobutane and 6-4 
dimers or oxidative stress lesions such as 8-oxoguanine.40                 
5.2.5. Preventing unwanted damage in fluorescent microscopy 
  In live cell experiments it is desirable to avoid unintentional photodamage that 
could potentially bias the results.  As stated previously, nearly all fluorescence imaging 
induces some amount of damage, so it is critical to consider what types and degree of 
damage are acceptable for a given experiment.  It is always prudent to reduce potential 
damage artifacts by optimizing imaging conditions, as described below, because such 
changes can also improve the general quality of the results (signal-to-noise, etc.).  
However, the addition of additives or other potentially perturbative measures should 
only be considered when photodamage is likely affecting the experimental outcome.  In 
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this case, it is usually beneficial to consider the type of photodamage or mechanism by 
which it is produced, in order to determine the best approach to reduce its impact. 
The best way to prevent unintentional photodamage is to maximize the efficiency 
of the microscope so that the minimal amount of incident power can be used to image 
the sample.  Rather than resorting to “turning up the power” as a solution for low signal, 
using a more efficient fluorophore, filters or better detection hardware can improve 
signal without increasing the risk of unwanted photoeffects.  At a minimum, it is 
important to ensure the optical filters are optimal for the excitation and emission spectra 
of the fluorophore.  Unless it is necessary, UV radiation should be well filtered from arc 
lamp excitation.  In general, the longest practical wavelength excitation band should be 
used for any fluorophore, since it reduces excess energy delivered to the fluorophore 
(e.g. due to excitation to higher energy electronic states or highly excited vibrational 
states) and reduces the potential of exciting endogenous fluorophores.    Single-
fluorophore experiments should utilize emission filters with a wide bandpass, while 
multicolor experiments should use the widest bandpass that still prevents crosstalk.   
The choice of fluorophore can also be important for preventing photodamage.  
Some fluorophores have a higher probability than others of producing radicals when 
excited; this probability can be correlated with the photobleaching rate since the same 
photochemical mechanisms can cause both damage and bleaching.  For example, 
Alexa 488 is less prone to bleaching and causing photodamage than fluorescein.  In 
addition to photostability, the wavelength range of a fluorophore can affect detection 
sensitivity and thus photodamage.  Photomultiplier tubes used in laser scanning 
instruments are typically most sensitive in the blue or green spectral regions, while 
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charge coupled devices used for widefield imaging experiments are often most sensitive 
in the red and near-IR spectral region.  Choosing the most sensitive detectors and 
fluorophores that are optimal for the detector wavelength sensitivity are good ways to 
reduce the amount of incident power and often the amount of photodamage. 
Chemical methods can also be undertaken to reduce photodamage.  Since one 
of the most common mediators in producing damage is singlet oxygen, reducing the 
overall oxygen concentration in the sample can reduce the presence of reactive oxygen 
species in the sample.  The simplest method is to use deoxygenated buffers and 
oxygen impermeable materials, but oxygen depletion agents such as Oxyrase can also 
accomplish this purpose.  Adding antioxidants as radical scavengers are also common 
in single molecule experiments and can be used for live cell imaging.  For example, 
compounds such as ascorbate and Trolox can decrease oxidative damage in cells.  
However, it has also been shown that ascorbate can also introduce DNA damage 
through other means,24 so it is best to introduce such chemicals only when absolutely 
necessary. 
5.3. Conclusion 
 Fluorescence microscopy is a useful tool for imaging and manipulating live cells.  
High resolution methods as well as dynamic perturbation47 and fluctuation 
spectroscopy48 have garnered unprecedented structural and mechanistic details, 
previously only accessible through electron microscopy or in vitro biochemistry.  The 
ability to specifically target cellular substructures for imaging, or genetically encode 
fluorophore tagged to proteins of interest means that fluorescence microscopy will only 
continue to grow in applications and utility.  Furthermore, the use of fluorescence 
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microscopy to selectively manipulate live cell metabolism through photoswitching 
proteins or CALI offers many exciting opportunities for research.  However, this growth 
must be accompanied by a respect for the ways in which the input of optical energy can 
alter or even destroy a biological system,  since deposition of energy into live cells can 
have unintended consequences for damaging live cell tissue.  This damage can cause 
experimental anomalies that can result in unreliable experimental data or worse, 
inducing result altering artifacts leading to incorrect conclusions.  Therefore, we 
recommend caution and consistent reporting of experimental conditions when 
undertaking florescence microscopy experiments.  A good understanding of the amount 
of energy subsumed by the cell is crucial along with an analysis of what the prime 
absorbers are in a system.  This, coupled with limiting the application of ROS 
generating dye molecules can significantly reduce the potential for tissue damage.  
However, it cannot be over emphasized that the best method to prevent damage is a 
well configured and optimized microscopy experiment to limit the required optical power.      
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CHAPTER 6: DNA MULTIPHOTON ABSORPTION GENERATES LOCALIZED 
DAMAGE FOR STUDYING REPAIR DYNAMICS IN LIVE CELLS* 
   
“There is no better high than discovery.”  – E.O. Wilson 
6.1. Introduction  
The study of DNA damage repair has long been aided by experiments that 
examine cellular responses to DNA lesions produced by ultraviolet light.  All of the 
nucleic acids absorb 200-300 nm light efficiently, but the main photoproducts that result 
from absorption of light in this spectral region are thymine cyclopyrimidine dimers 
(CPDs).1,2  It is straightforward to create CPDs by exposing cells to the ~254 light 
emitted by low pressure mercury vapor lamps, however this method results in a random 
spatial distribution of lesions.  To investigate the spatiotemporal dynamics of proteins 
involved in the repair of CPDs in live cells with fluorescence-based microscopy, it is 
more desirable to create photolesions in spatially restricted, user-defined regions of cell 
nuclei. 
 Several methods to generate localized DNA damage been investigated 
previously.3  Perhaps the most obvious option, irradiation by a focused UV laser,4 is 
somewhat limited by the relatively low numerical aperture of objective lenses that 
transmit UVC (100 – 280 nm) light.  Furthermore, chromatic aberrations of these 
                                            
* Reprinted with permission from Daddysman, M. K.; Fecko, C. J. DNA Multiphoton Absorption Generates 
Localized Damage for Studying Repair Dynamics in Live Cells Biophys. J. 2011, 101, 2294-2303. 
Copyright 2011 Biophysical Society & Elsevier. 
 
 133 
 
objectives as well as the poor UV transmission of other common optical elements 
prevent the easy paring of UV sources with a conventional microscopy apparatus.  More 
recently, localized DNA damage has been introduced by passing UVC light through 3-5 
µm pores in a polycarbonate filter placed near the sample.5-8 However, when applied to 
cultured mammalian cells, the spatial extent of DNA damage is still a considerable 
fraction of the nucleus.  It is also difficult to pre-select the nuclear region to be damaged, 
which would be advantageous for investigating repair protein recruitment to specific 
locations.  Finally, laser-based irradiation of pre-sensitized cells in the 337-405 nm 
range efficiently generates damage, but the focus of this method is to form strand 
breaks preferentially over nitrogen base photoproducts9-12 which excludes the 
investigation of processes that repair UV lesions, such as nucleotide excision repair.  
This method also suffers from the potentially serious drawback that the sensitizing 
agent could perturb the natural response of the biological system.  Ultimately, each of 
these methods only localizes the extent of DNA damage in two dimensions, but they do 
not offer confinement in the third (axial) dimension. The lack of axial confinement is 
acceptable for a thin monolayer of cultured cells; however, in order to selectively 
damage thick tissues or nuclei a method providing axial confinement is necessary.  As 
an alternative, multiphoton excitation of DNA has the potential to create spatially 
localized CPDs without the aforementioned limitations. 
 Nonresonant multiphoton absorption is the process by which a molecule exposed 
to a high photon flux interacts with two or more photons simultaneously, producing an 
excited state equivalent in energy to the summation of the energy of the interacting 
photons.13  Multiphoton microscopy takes advantage of this phenomenon by combining 
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the nonlinear intensity dependence with a steeply decreasing intensity profile outside of 
the focal point of the objective lens to enhance imaging depth discrimination.14,15  Our 
group has previously demonstrated that DNA exhibits multiphoton absorption when 
exposed to visible femtosecond pulses in vitro;16 in contrast to its application for imaging 
purposes, multiphoton absorption of DNA photochemically produces lesions that are 
subject to cellular repair mechanisms (Figure 6.1A).  Herein, we investigate the use of 
multiphoton absorption of visible light as a means to produce three-dimensionally 
localized thymine CPDs in cells, and demonstrate its utility in studying the 
spatiotemporal recruitment of topoisomerase I (TopI) to sites of DNA damage.  We refer 
to this method as Damage Induced by Multiphoton Excitation of DNA with visible light 
(DIMED-Vis). 
 We first establish that multiphoton absorption of visible light produces thymine-
thymine CPDs in HeLa cells and in the polytene chromosomes of Drosophila 
melanogaster larval salivary gland cells.  Our experiments focus ultrafast 400-525 nm 
pulses generated by frequency–doubling the output of a Ti:sapphire laser into cellular 
samples using a home-built multiphoton microscope (Figure 6.1B).  The blue-green light 
is harmless to cells directly, but multiphoton absorption at the objective lens focal point 
produces the DNA photolesions.  We use HeLa cells to characterize the wavelength 
and power dependence of our in vivo procedure and polytene chromosomes to 
demonstrate the localized nature of the lesions.  Previous studies have found that 
ultrashort near infrared pulses can also generate DNA damage in vivo17,18 via 
multiphoton absorption; however the irradiation conditions required to generate DNA 
damage with near IR pulses also introduce other types of cellular damage, including  
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Figure 6.1:  Scheme of apparatus to image and perform DIMED on cells with 
verification of immunochemical CPD assay.  (A) Simultaneous absorption of two blue 
photons by DNA leads to the production of a thymine CPD.  Interaction with a single 
blue photon does not affect the DNA.  (B) Schematic of the apparatus used to irradiate 
and image cells.  The near-IR output of a femtosecond Ti:sapphire laser is attenuated 
by a Pockels cell/polarizer and then frequency doubled by a β-barium borate (BBO) 
crystal.  Dichroic mirrors remove the fundamental before the beam, focused by a 60X 
1.2NA water-immersion objective lens, is scanned through the sample.  A 488nm CW 
laser can be introduced into the setup to perform control experiments. (C) Verification of 
thymine CPD detection using an immunochemical assay.  Samples were irradiated with 
1.6 kJ/m2 (UV+, HeLa), 6.6 kJ/m2 (UV+, Drosophila)   or no (UV-) 254 nm UV radiation.   
After staining for thymine CPDs, the UV+ cells showed immunofluorescence that was at 
least an order of magnitude brighter than the control group and showed nuclear 
localization.  Additionally, the Drosophila fluorescence shows chromosomal localization 
as indicated in the overlay with the H2B-mRFP image.  HeLa scale bar is 40 μm and 
Drosophila scale bar is 20 μm. 
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apoptosis in some cases19-22 or require long pixel dwell times which can be difficult to 
implement on conventional confocal laser scanning microscopes.  Therefore, the use of 
ultrashort visible pulses, which is relatively harmless to cells, provides an alternative 
method to near IR wavelengths for generating three-dimensionally localized CPDs in 
cells with microsecond scan times and powers commonly used for multiphoton 
microscopy. 
6.2. Materials and Methods 
6.2.1. HeLa cell culture 
HeLa cells were cultured in Dulbecco's modified Eagle's medium (Sigma) 
supplemented with antibiotics and 10% fetal bovine serum (Gibco) at 37 oC and 5% 
CO2.  For DNA damage experiments, cells were seeded on glass bottom culture dishes 
(MatTek Corporation Ashland, MA) at a density of 3 x 105 cells per dish approximately 
18 hours before the experiment.  Immediately before irradiation, the growth medium 
was removed and cells were washed and immersed in PBS. 
 6.2.2. Drosophila strains and procedures  
Three Drosophila melanogaster lines were used. The transgenic line that 
expresses the histone 2B-mRFP fusion protein under the control of a Gal4 upstream 
activation sequence was described in Zobeck et al.23; the protein was expressed in 
salivary gland cells by generating a homozygous cross with the c147 Gal4 driver line.  
The endogenous eGFP-tagged TopI fusion line was obtained from the FlyTrap stocks 
(line CC01414).24  The w1118 line and the c147 Gal4 line were obtained from the 
Bloomington Stock Center.  Larva were raised at room temperature, collected at the 
third-instar stage 8-9 days after eggs were laid, and dissected in Grace’s Insect Medium 
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(Gibco).  Salivary glands were transferred to MatTek glass-bottomed culture dish in 
PBS for irradiation. 
6.2.3. UV irradiation setup 
UV DNA damage was generated with a Spectroline Crosslinker containing low-
pressure mercury vapor lamps (λmax = 254 nm).  HeLa cells were irradiated in PBS to 
receive a dosage of approximately 1.6 kJ/m2. Drosophila salivary glands were iradiated 
in PBS to receive an approximate dosage of 6.6 kJ/m2. 
6.2.4. Laser apparatus for producing DNA photolesions 
In order to investigate multiphoton absorption-induced photolesion formation, 
HeLa cell monolayers or Drosophila salivary glands were irradiated by focused near-IR 
or visible ultrashort pulses using the apparatus diagrammed in Figure 6.1B.  Our setup 
used tunable near-infrared, femtosecond pulses produced at 80 MHz by a Coherent 
Chameleon Ultra II Ti:sapphire oscillator.  An electro-optic modulator and polarizer 
placed directly after the laser controlled the intensity used for each experiment.  The 
near-IR pulse duration was 200 fs at 750 nm, as determined by a background-free 
autocorrelator placed just after the modulator/polarizer.  As indicated, most experiments 
used pulses at the second harmonic of the Ti:sapphire output wavelength, which were 
generated by focusing the beam into a 2 mm path length β-barium borate crystal cut for 
type-I phase matching.  The residual near-infrared light was rejected with a contrast 
ratio of at least 100:1 by reflecting the visible beam off of two dichroic mirrors before 
introducing it into a home-built laser-scanning microscope.  The duration of the visible 
pulses before entering the microscope was 210 fs at 425 nm, which was determined by 
background-free cross-correlation with the near-IR pulses.  The pulses are further 
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broadened by lenses in the laser-scanner and the objective lens; we did not measure 
the pulse duration after the objective, but we estimate that the 425 nm pulse duration is 
approximately 450 fs at the sample (details of this calculation are provided in Appendix 
D).  For experiments that use the near-IR pulses directly, we estimate the 750 nm pulse 
duration is 275 fs at the sample. 
The laser-scanning setup was based on an Olympus IX81 inverted microscope 
with a dedicated laser port.  External galvanometer-mounted mirrors and relay lenses 
determined the angle with which the laser beam enters a 60X, 1.20 NA water-immersion 
objective lens.  All experiments used a 0.05 µm/µs scan rate and a 0.1 µm pixel size, 
resulting in a single-pixel dwell time of 2 µs per frame.  Most experiments generated 
damage by scanning a selected region multiple times; for each experiment, we report 
the total pixel dwell time, which is the product of the number of passes and 2 µs.  The 
back aperture of the lens was slightly overfilled to maintain a tight focus.  The irradiation 
power was measured after the objective using a calibrated power meter.  For damaging 
DNA in salivary gland cells, the mRFP-histones were excited by the same laser at a 
greatly reduced power (< 1 mW) and the resulting epifluorescence was detected by a 
GaAsP photomultiplier tube in a confocal setup.  Using Labview-based software 
developed in-house, a region of the chromosome was selected for multiple passes of a 
higher power laser beam.  For HeLa cell monolayers, phase contrast microscopy was 
used to locate and focus the cells before high power laser irradiation.  To perform 
control experiments that involved continuous-wave irradiation, a Coherent 488 nm 
Sapphire laser beam was introduced into the same setup by a dichroic mirror, as 
indicated in Figure 6.1B.  
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6.2.5. Multiphoton microscopy 
Cells were imaged by multiphoton microscopy using the aforementioned laser-
scanning microscope, except without frequency-doubling the Ti:sapphire laser output.  
Epifluorescence was detected by a non-descanned GaAsP photomultiplier tube. 
6.2.6. Immunocytochemistry 
After irradiation, cells or glands were fixed in methanol for 15 min at -20 oC, 
washed thrice with PBT (PBS, 0.1% (v/v) Triton-X-100), and then blocked in PBT with 
1% (w/v) BSA for 1 h.  Samples were incubated in mouse monoclonal anti-CPD 
antibody (Kamiya Biomedical, Seattle, WA) solution in PBT, 1% BSA overnight at 4 oC. 
After washing, immunofluorescence was accomplished with Alexa Fluor 488 conjugated 
to goat anti-mouse IgG (Invitrogen) in PBT, 1% BSA for 2 h at room temperature.  After 
washing, glands were imaged in PBT using the two-photon microscopy setup described 
above.  Alexa Fluor 488 fluorescence was excited by two-photon absorption of 900 nm 
and detected by a 535/60 bandpass filter. Likewise, mRFP fluorescence was excited by 
two-photon absorption of 1000 nm and detected by a 630/100 bandpass filter.  HeLa 
cells were imaged by phase contrast microscopy and wide-field immunofluorescence 
(470/40 excitation filter and 525/50 emission filter), both using a 20x objective. 
6.2.7. Quantification of fluorescence images 
Fluorescence images were processed using MATLAB (MathWorks, Natick, MA) 
software (see Appendix E for the code).  For HeLa cells, damaged nuclei were 
distinguished from the background by creating a mask from images that had been 
smoothed by a lowpass Gaussian filter.  The unfiltered immunofluorescence intensity 
within each masked nucleus was averaged and the nonspecific background staining 
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subtracted to generate a data set.  Error bars are the standard deviation between 
different data sets.  At least three (n ≥ 3) different data sets are averaged for each 
power or wavelength.  Each data set contains between 20 and 40 nuclei.  
Immunofluorescence in polytene cells was quantified by averaging the pixels above the 
nonspecific background threshold inside a damaged region.  The average value of the 
nonspecific background was then subtracted from the immunofluorescence intensity.  
TopI-GFP recruitment or bleaching in polytene cells were processed in a similar way, 
except that masks of the irradiated and unirradiated regions of each nucleus were 
generated from a projection of the maximum pixel intensity for all times.  The same 
masks were then applied to each image to determine the fluorescence intensity at each 
time for a given nucleus.  The plotted data are the average and standard deviation of 
intensities from three polytene nuclei, taken from different glands.   
6.3. Results 
6.3.1. Immunocyctochemistry selectively stains thymine-thymine CPDs 
We determined the amount of DNA damage in cells using an 
immunofluorescence-based assay with a CPD-specific antibody.25,26  To validate this 
method, HeLa cell monolayers were irradiated by UV light (Mercury vapor, 254 nm) at 
an approximate dosage of 1.6 kJ/m2.  Drosophila salivary glands dissected from a fly 
line that expresses mRFP tagged H2B histones23 were irradiated at an approximate UV 
dosage of 6.6 kJ/m2. The cells and glands were each fixed, incubated with the anti-CPD 
antibody and visualized after staining with an Alexa Fluor 488-labeled secondary 
antibody (Figure 6.1C).  In comparison with phase-contrast images, the 
immunofluorescence of the HeLa cells is uniformly distributed within cell nuclei.  In the 
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salivary glands, the brightest regions of immunofluorescence colocalize with the mRFP 
fluorescent protein, which mark the polytene chromosomes in cell nuclei.  In both 
organisms, immunofluorescence in the UV exposed samples was more than 10 times 
brighter than the control.  The immunofluorescence intensity increases linearly with UV 
dosage (Figure D.1 in the Appendix). 
6.3.2. Use of high intensity IR pulses results in physical damage 
Previous reports demonstrate that UV-like lesions, including thymine CPDs, 
result from multiphoton absorption of near-IR femtosecond pulses.12,17,18  However, we 
found that irradiation of unstained HeLa cells or polytene cells with near-IR pulses at 
intensities necessary to produce CPDs also disrupted their physical structure.  Figure 
6.2 presents HeLa cells and a salivary gland that had been irradiated with focused 750 
nm femtosecond pulses at an average power of 80 mW, which is approximately the 
minimal power that allowed for the detectable creation of CPDs with near-IR pulses 
(Figure D.2 in the Appendix).  Similar irradiation conditions were required to produce 
DNA damage in previous studies.12  Unfortunately, irradiated HeLa cells are either 
destroyed or exhibit pronounced morphological changes in the phase contrast images.  
Likewise, irradiation of salivary glands results in the appearance of localized structures 
that may be due to the formation of cavitation bubbles.  These results are not 
particularly surprising since several groups have performed laser-based cellular 
nanosurgery and ablation using nearly identical irradiation conditions.19-22  Previous 
studies that generated DNA photolesions with near-IR pulses have limited irradiation to 
subnuclear regions in cultured cells, which either prevented or masked this type of 
unwanted cellular damage.  However, it becomes difficult to avoid when studying  
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Figure 6.2:  Irradiation with high intensity IR pulses at 750 nm and 80 mW, which is 
approximately the minimal power required to induce thymine CPDs with near-IR light, 
results in the unintended damage of cells.  As shown by phase contrast microscopy, the 
HeLa cells in the area irradiated by the IR beam (indicated by a white box) are 
obliterated, leaving behind only portions of the cell that can be stained for CPDs.  
Portions of cells that had been partially irradiated (white arrows) survive but also show 
damage.  Likewise, Drosophila salivary gland cells exhibit pronounced morphological 
changes (black arrows) as a result of irradiation with the IR pulses.  Scale bars are 30 
μm. 
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optically thick tissue samples, such as salivary glands containing polytene nuclei.  The 
introduction of unwanted cellular damage is not desirable for imaging DNA repair 
dynamics in live cells, so there is a clear need to develop an alternative method to 
create localized lesions that does not significantly disrupt other cellular processes. 
6.3.3. Femtosecond visible pulses induce localized thymine CPD formation in 
HeLa cells 
 
Our previous in vitro study16 indicated that the two-photon absorption cross-
section of DNA is largest at 425 nm, so we started at this wavelength to investigate 
DIMED-Vis in vivo.   Visible femtosecond pulses generated by frequency-doubling the 
near-IR output of a Ti:sapphire oscillator were focused into a monolayer of unstained 
HeLa cells by a 60X, 1.2NA objective lens.  The beam (80 MHz repetition rate, 14 mW 
average power after the objective) was raster scanned over a square region of cells, 
resulting in a total pixel (~0.1 µm2) dwell time of 20 μs.  Cells were then fixed, stained 
for CPD production and imaged using widefield fluorescence microscopy (Figure 6.3A). 
The immunofluorescence clearly demonstrates DNA damage in the nuclei of cells within 
the square region that had been irradiated by visible femtosecond pulses.  Cells outside 
of the irradiated region exhibit only background fluorescence equivalent to the amount 
of nonspecific staining of unirradiated samples from the UV control.  It is notable that 
cells at the boundary of the irradiated region show a sharp intranuclear boundary 
between the damaged and undamaged regions.  Importantly, the phase contrast image 
shows no physical malformations of the irradiated HeLa cells, in contrast to irradiation 
with near IR pulses.  To demonstrate that DNA damage is caused by multiphoton 
absorption and exclude the possible involvement of endogenous sensitizers, we 
compared irradiation of HeLa cells with a beam of ultrashort visible pulses to irradiation 
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with a continuous-wave (CW) beam at the same wavelength and power (Figure 6.3B).  
The thymine CPDs were only produced when using pulsed sources of light, 
demonstrating that the high peak intensities of femtosecond pulses are necessary to 
generate CPDs.   
6.3.4. Thymine CPDs are axially localized 
We also investigated the generation of CPDs via DIMED-Vis in polytene cells.  
To locate cell nuclei, salivary glands that express histone H2B-mRFP fusion proteins 
were imaged using confocal microscopy, excited by the 425 nm beam of femtoseond 
pulses at a reduced power (< 1 mW).  Selected regions of cells were then irradiated by 
the same beam at a higher power to generate DNA damage (10 mW average power 
and a 10 μs total pixel dwell time).  The glands were subsequently fixed and stained for 
CPD production.  The immunofluorescence and mRFP were imaged using standard 
two-photon microscopy (Figure 6.3C).  The applied laser light bleaches the mRFP, 
marking the location of high-power laser irradiation.  The immunofluorescence 
colocalizes with the mRFP bleach, establishing that CPDs had been created in the 
region irradiated by the high-power beam of 425 nm femtosecond pulses.  Only a thin 
axial region (2.5 μm FWHM) contained the CPDs (Figure 6.3D), implying that the 
damage was due to multiphoton absorption.  The intensity used to ensure a strong 
staining probably saturated the multiphoton absorption, resulting in a thicker axial 
section than would be expected based on the theoretical diffraction-limited point spread 
function of the objective lens.  Note that the orientation of the gland when the 
immunofluorescence was imaged differed slightly from its orientation when the damage  
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Figure 6.3:  Production of CPDs using 425 nm femtosecond pulses.  (A) HeLa cells 
were irradiated by femtosecond pulses in a square region that included intra-and extra-
nuclear regions, then stained for CPDs and imaged with wide field epifluorescence 
(top).  Only cells inside the irradiation region show immunofluorescence, even though 
there are cells outside of this region. Furthermore, the immunofluorescence is confined 
to nuclear regions only although the entire cell was irradiated.  The overlay on the 
phase contrast image (bottom) demonstrates that CPDs are laterally confined, even in 
nuclei of cells that were only partially irradiated.  Scale bar is 20 μm. (B) The generation 
of thymine CPDs due to visible laser light is due to a nonlinear process; therefore, the 
required photon flux (GW/cm2) can only be achieved with a pulsed laser.  HeLa cells 
were irradiated with light at 488 nm and 13 mW average intensity from a 150 fs pulsed 
(blue box) and continuous wave (red box) laser source, each focused by the same 60X 
1.2NA objective lens.  Only the pulsed laser source created thymine CPDs further 
indicating that the production of thymine CPDs with visible light is a nonlinear process.  
The bounding boxes are slightly larger than the irradiated region to prevent obscuring of 
the epifluorescence.  Scale bar is 16 μm. (C) Selected slices from a z-series of a 
Drosophila polytene nucleus that had been irradiated by femtosecond pulses in a 
rectangular region before staining.  The CPDs are axially confined to a much smaller 
region than the depth of the nucleus. The orientation of the gland when it was imaged 
after the CPD staining procedure is different from when it was damaged; therefore, the 
damage and bleach shifts across the gland through the z-series.  For panel (D), the 
CPD immunofluorescence is quantified in the white box, and the mRFP fluorescence is 
quantified for the entire cell.  Scale bar is 5 μm. The contrast of images was uniformly 
enhanced to assist in viewing.   (d) Plot of the intensity of the mRFP labeled H2B 
histone (red line) and immunofluorescence labeling of CPDs (green line) as a function 
of the axial depth of the sample.  The nucleus is approximately spherical 20 μm 
(FWHM) in diameter.  The region of the production of photolesions is confined to an 
approximately 2.5 μm (FWHM) thick region of the chromosome.   
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was generated, resulting in CPDs that are localized on opposite sides of the nucleus in 
subsequent optical sections.  Chromosomes outside of the region irradiated with the 
high power beam exhibit the same amount of immunofluorescence and mRFP 
fluorescence as those in unirradiated glands.  This observation confirms that the lower 
power used for confocal imaging does not generate damage, as would be expected for 
a nonlinear intensity dependence.  Finally, since it is possible that the presence of a 
fluorescent histone protein fusion could sensitize DNA to photodamage, we confirmed 
that the same amount of CPDs are created in the nuclei of salivary glands that do not 
express a fluorescent marker (Figure D.3 in the Appendix). 
 6.3.5. Thymine CPDs are produced with 400-525 nm femtosecond pulses 
To determine the ideal wavelength for CPD production, HeLa cells were 
irradiated with various wavelengths of visible pulses, ranging from 400-525 nm at 25 nm 
intervals, and subsequently assayed for the amount of CPDs produced.  The same 
power and pixel dwell time were used at each wavelength within a particular data set.  
CPDs were created at each wavelength tested, though there is a clear maximum at 400 
nm and a general trend of decreasing efficiency with wavelength (Figure 6.4A).  The 
large multiphoton absorption cross section difference between 400 and 425 nm is 
somewhat surprising since the UV absorption spectrum is quite broad, but the similar 
cross sections from 425-475 nm agree with our previous in vitro findings.16  It should be 
noted that the lower efficiency at longer wavelengths can easily be overcome by using 
higher powers.  The ability to create CPDs over a broad range of wavelengths allows for 
the tailoring of a damage method according to the fluorophore being used in a given  
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Figure 6.4:  Characterization of the photophysical parameters that lead to the 
production of CPDs. (A) The production of CPDs were quantified in HeLa cells using 
various irradiation wavelengths from 400-525 nm in 25 nm intervals.  Error bars are 
standard deviation between the average intensity of cells in three different irradiation 
regions. (B) HeLa cells were irradiated at 425 nm from 6-24 mW and data are plotted on 
a log scale.  Data points at 6, 7, and 8 mW were below threshold of detection and are 
not plotted.  Filled square points are included in the regression.  Unfilled circle points 
are excluded due to saturation.  The fit scales with the irradiation power raised to the 
3.4±0.2 power with a coefficient of determination of 0.948.  Error bars are standard 
deviations between the average intensity of cells in three different irradiation regions 
(n=3).  
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study: the damaging wavelength can be chosen to minimize or maximize fluorophore 
bleaching depending on the experiment.   
6.3.6. Power dependence of thymine CPD production  
We examined the intensity dependence of CPD production by irradiating HeLa 
cells with 425 nm femtosecond pulses at various powers, ranging from 6 to 24 mW 
(Figure 6.4B).  Based on the strong 200-300 nm UV absorption of DNA that leads to 
CPD production and our previous in vitro results, we expected that the amount of 
damage would scale with the square of the applied laser power, indicating a 
photochemical mechanism involving two-photon absorption.  Somewhat surprisingly, we 
found that the data is fit best by a super-cubic (3.4 ± 0.2) function of incident power, 
implicating higher order nonlinearities.  The 425 nm light was tested because it allowed 
for a relatively large range of powers to be tested, but similar results were obtained at 
400 nm (3.0 ± 0.5) and 500 nm (3.5 ± 0.2). 
6.3.7. Recruitment of topoisomerase I to DNA photolesions in polytene cells  
To assess the utility of DIMED-Vis for investigating the dynamics of protein 
recruitment to spatially localized CPDs, we studied the localization of TopI in polytene 
cells following irradiation with visible femtosecond pulses.  TopI is an enzyme that 
changes the topology of DNA by introducing a transient break in one strand of its 
backbone, through which the other strand can pass.  TopI activity has previously been 
implicated in transcription, replication and repair;27 it is essential for the viability of 
multicellular organisms, including Drosophila.28  Using multiphoton microscopy, we 
imaged the localization of TopI-GFP fusion proteins in polytene cells from a GFP protein 
trap fly line.24  Prior to DNA damage induction, TopI-GFP is localized within the nucleus 
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and exhibits well-defined banding along polytene chromosomes, as well as diffuse 
localization between bands and within the nucleoplasm.23  Irradiation of approximately 
one quarter of the nucleus in a single axial plane with intense 425 nm femtosecond 
pulses (10 mW, 10 µs total pixel dwell time) completely bleaches the GFP fluorescence 
within the selected region.  Fluorescent TopI-GFP subsequently diffuses into the 
selected region, starting from its intranuclear boundaries and reaching an equilibrium 
fluorescence distribution within 3-4 min (Figure 6.5A).  Fluorescence of TopI-GFP 
outside the selected region decreases on the same timescale to a final intensity that is 
significantly less than the final intensity within the selected region (Figure 6.5B).  This 
intensity difference likely arises from the preferential accumulation of TopI-GFP at DNA 
damaged by multiphoton absorption of visible pulses, in agreement with previous 
studies that observed TopI recruitment to the site of DNA photolesions.29,30  This 
interpretation is also supported by a post-damage z-series that shows the TopI-GFP is 
axially localized to the irradiated region, similar to the axial profile of CPDs (Figure D.4 
in the Appendix).  To test our interpretation that TopI-GFP preferentially localizes to 
damaged DNA, we irradiated nuclei with a 488 nm CW laser, which bleaches GFP but 
does not damage DNA.  As expected, the bleached and unbleached regions recover to 
the same final intensity (Figure 6.5B).  Interestingly, the TopI-GFP banding pattern after 
DNA damage with visible femtosecond pulses largely antilocalizes with the banding 
pattern prior to damage.  In contrast, cells irradiated by the continuous wave laser 
exhibit the same banding pattern before and after bleaching (Figure 6.5C).  These 
observations are consistent with a model in which TopI associates with DNA transiently  
  
 151 
 
 
 
Figure 6.5:  Localization of TopI to DNA photolesions.  (A) DNA in a Drosophila 
polytene cell that expresses a TopI–GFP fusion protein was damaged using DIMED-Vis 
by irradiating the lower left quadrant of a single nuclear plane with 425 nm femtosecond 
pulses.  The irradiation also bleaches the GFP fluorescence in the damaged region.  
Multiphoton microscopy images recorded as a function of time after irradiation reveal 
that fluorescent TopI-GFP preferentially accumulates in the damaged region, beginning 
with the intranuclear edges and subsequently populating the entire region.  (B)  The 
integrated fluorescence intensity in the damaged region (top, maroon squares) recovers 
to a value close to its initial intensity, while the integrated fluorescence in the 
unirradiated region decreases below this value (top, blue circles).  By contrast, the 
fluorescence in nuclei irradiated by a 488 nm CW laser under similar conditions, which 
bleaches GFP but does not generate DNA damage, recovers to the same value in the 
irradiated and unirradiated regions (bottom plot).  Plots are normalized to the 
preirradiation intensity.  Error bars are the standard deviation between three different 
cell nuclei (n=3).  (C) For the cell damaged in panel a, the preirradiation TopI-GFP 
fluorescence distribution (top, red) within the irradiated region (white box) antilocalizes 
with the TopI-GFP fluorescence distribution in the postirradiation (after 250 s) 
fluorescence (top, green) image.  In contrast, a cell irradiated by the CW laser exhibits 
the same TopI-GFP fluorescence distribution in the pre- and post-irradiated images 
(bottom panels).  All scale bars are 5 μm.  The contrast of images was uniformly 
enhanced to assist in viewing.   
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in the absence of damage, but localizes to damaged sites more stably, as discussed 
below. 
6.4. Discussion  
For the study of DNA repair protein dynamics, it is desirable to produce spatially 
localized damage sites to observe the mechanism by which repair proteins locate 
damage sites.  The direct multiphoton absorption of DNA creates spatially confined 
photolesions ideal for the observation of the recruitment of repair proteins to the 
damage site.  In this report, we have damaged large regions of the chromosome for the 
purpose of quantifying and observing immunofluorescence, but it would be 
straightforward to create damage only in a diffraction limited spot, approximately 200 x 
200 x 500 nm.  
 Previous attempts on producing DNA damage via multiphoton absorption have 
focused on near-IR pulses, which require millisecond pixel dwell times,18 very intense 
pulses, or chemical sensitizers.12  Our current setup configuration was optimized for 
microsecond (rather than millisecond) dwell times, which is typical for multiphoton and 
confocal microscopes.  However, we did determine that the conditions required to 
create DNA damage using high intensity IR pulses also resulted in other unwanted 
damage to the cells when large scan regions were used (Figure 6.2).  We note that the 
large regions irradiated in this study created more severe damage than if a smaller 
region were chosen, but even localized, intranuclear near-IR irradiation that preserves 
the cell’s macrostructure likely causes unwanted disturbances.  Our results are 
consistent with earlier reports that similar irradiation conditions can dissect 
chromosomes22, induce strand breaks12,18 and invoke cell death21.  Thus, DIMED with 
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near-IR pulses is undesirable for the study of protein dynamics in thick tissues where 
multiple cells are damaged.  Furthermore, the chemical sensitization of DNA, while 
allowing for the usage of nonlethal irradiation intensities, can adversely affect the DNA 
repair pathway under study and preferentially results in non-UV type lesions.  By using 
25-44 ms pixel dwell times, as presented in the reports by Meldrum et al.17 and Trautlein 
et al.18, the powers needed to generate DNA photolesions may be below the threshold 
for unintended cellular damage.  However, even scanning a small area (~10x10 pixels) 
requires several seconds, thus reducing the time resolution to measure the protein 
response, and such long pixel dwell times can be difficult to implement on some laser-
scanning microscopes.   
The method characterized in this chapter, DIMED-Vis, allows for the production 
of axially localized CPD type photolesions in thick tissues without physical damage to 
the cell, providing a useful alternative to previously reported methods of creating 
damage.  Additionally, it is relatively easy to implement, by modifying an existing two-
photon microscopy setup with the addition of a frequency doubling β-barium borate 
(BBO) crystal.  We have shown that DIMED-Vis works on two very different cell types.  
It is especially powerful when paired with the polytene nucleus of Drosophila larva 
salivary gland, since the large chromosomes of the polytene nucleus allow regions of 
DNA to be distinguished from nucleoplasm.  However, the large nuclei present the need 
for axial confinement, which our method addresses.  The successful use of DIMED on 
cells containing polytene chromosomes and diffuse chromatin and with or without 
transgenic fluorescent markers indicates its flexibility.  The observed wavelength 
dependence was somewhat unexpected; in particular, it is unclear why CPDs are 
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produced more efficiently with 400 nm pulses than with the other observed wavelengths 
since such sharp transitions are not observed in the UV absorption spectrum of DNA.  
At the measured wavelengths of 400, 425 and 500 nm, the production of CPDs all 
scaled with an approximate cubic power dependence.  Therefore, it can be reasonably 
concluded that the same transition is being excited at each wavelength. However, it is 
important to note that CPDs can be efficiently produced at all wavelengths tested, 
thereby granting the flexibility to choose a damaging wavelength that is most 
appropriate considering other parts of the experiment, such as minimizing fluorophore 
photobleaching. 
 We expect DIMED to produce UV-type lesions which is why we tested for 
thymine-thymine CPDs, the primary UV photoproduct.  Several observations point 
toward the direct multiphoton absorbance of DNA as the source of photolesion 
formation, indicating that the photoreactions should be UV-like. The applied visible 
pulses are off-resonant for DNA linear absorption; the linear absorption of the nitrogen 
bases is strongest between 200-300 nm and is completely transparent in the range from 
400-525 nm.  Therefore, the damage is due either to the multiphoton absorption of DNA 
or through the sensitization of damage by other fluorophores (e.g. mRFP).  However, as 
shown in HeLa cells and polytene cells devoid of fluorophores, we can induce CPDs in 
cells without fluorescent proteins.  This evidence excludes mRFP as a possible 
sensitizing agent.  Furthermore, when using a continuous wave laser at the same 
wavelength and time averaged power as a pulsed laser, the thymine CPDs are not 
produced.  The production of the photolesions using blue light, therefore, requires the 
high peak intensities provided by an ultrashort pulsed laser, indicative of nonlinear 
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excitation of DNA and excluding linearly absorbing sensitizing agents (Figure 6.3B).   
Finally, the power series is nonlinear, indicating a multiphoton process (Figure 6.4B).  
Although the cubic power dependence was unexpected, others18 have shown higher 
order nonlinearities in the formation of thymine CPD using IR pulses.  Therefore, the 
observed DNA damage is likely due to multiphoton excitation of DNA.  We cannot be 
certain the damage is not mediated by multiphoton absorption of a secondary species, 
such as histones, but we believe this interaction is unlikely because such a mechanism 
would preferentially create strand breaks with few, if any, CPD photoproducts.  Other 
types of UV photolesions are also likely produced by DIMED-Vis, such as 6-4 
photoproducts. We do not expect to form a large quantity of double strand breaks, as 
these are not typically produced by UV exposure; however, near-IR ultrafast irradiation 
has resulted in the production of double strand breaks.  In the future, we plan to 
measure the distribution of lesions to determine how DIMED-Vis compares to other 
published methods of DNA damage induction.  
 We have demonstrated one application of DIMED-Vis by measuring the time-
resolved localization of TopI-GFP to a region of damaged DNA in polytene cells.  After 
inducing DNA photodamage, TopI-GFP accumulates within the irradiated region of the 
nucleus and is depleted in the unirradiated region (Figure 6.5), indicating TopI is 
recruited to damaged DNA (CPDs and other potential types of damage).  This 
observation strengthens earlier suggestions27 that TopI is involved in DNA damage 
repair.  However, the application of DIMED-Vis in polytene cells offers much more 
information about the spatiotemporal dynamics of TopI than is available using other 
methods.  After localized damage, the fluorescent protein is confined within a 2 μm axial 
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plane (Figure D.4 in the Appendix) and exhibits antilocalized banding compared to the 
preirradiated image.  Presumably, the TopI-GFP that had been in the irradiated region 
prior to damage associates stably with the newly damaged DNA, but is no longer visible 
since the GFP is bleached.  The TopI-GFP that had been in the unirradiated region thus 
fills in chromosomal regions that contained a lower density of TopI-GFP prior to 
damage, resulting in the observed antilocalization.  In contrast when TopI-GFP is only 
bleached without creating photolesions by using a 488 nm CW laser, antilocalization is 
not observed since the equilibrium distribution of DNA-associated TopI-GFP is 
constantly exchanging.  We also observe that the TopI-GFP initially exhibits a 
preferential localization to chromosomes near the boundary between the damaged and 
undamaged regions following damage, leaving region farther from this boundary that 
remains depleted for more than a minute.  This behavior is not observed in nuclei 
bleached by a CW laser, which recover fluorescence more uniformly (Figure D.5 in the 
Appendix), and is another consequence of the accumulation of TopI-GFP at damaged 
DNA.  Finally, we note that optical resolution limits prevent us from unambiguously 
proving that TopI is recruited to damaged DNA on a molecular length scale.  For 
example, it is also possible that DIMED-Vis changes the nuclear matrix in a way that 
causes TopI to be immobilized on chromosomes; however, we consider this unlikely 
since the morphology of H2B-mRFP is unchanged by irradiation.  We are continuing to 
investigate the spatiotemporal localization of TopI-GFP and will present a more detailed 
analysis in a future publication.  
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6.5. Conclusion   
We have developed a method, DIMED-Vis, for creating localized DNA 
photolesions ideal for the study of DNA repair.  We showed that photolesions could be 
created by laser irradiation between 400-525 nm in both HeLa cells and the polytene 
chromosomes of the Drosophila.  The creation of thymine CPDs was confirmed through 
the use of an immunocytochemistry assay.  As an example of the application of DIMED-
Vis, we showed the recruitment of TopI to DNA photolesions demonstrating the utility for 
this technique to resolve spatiotemporal dynamics of DNA repair. 
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APPENDICES 
 
APPENDIX A: SUPPORTING INFORMATION FOR CHAPTER 2 
A.1. FRAP procedure details: Intermittent data collection scheme 
           When moved over long distances, the galvanometer positions ring for as long as 
300 μs. Therefore, the laser power was turned off after image collection and the 
galvanometers were moved to focus on a point 1.0 μm away from the region of interest 
for 700 μs.  The galvanometers were then moved the short distance to the region of 
interest, the laser was adjusted to the observation power, and pre-bleach data points 
were recorded for 200 μs, beginning cycle I in Figure 2.1.  The laser power was 
increased to the bleach power for 20 μs and returned to the observation power.  The 
next 400 μs were recorded at the observation power and then the laser was switched off 
for 600 μs concluding cycle I.  From 1 - 10 ms at 1 ms intervals, the laser was turned on 
for 200 μs periods of data collectection (cycles II and III).   From 20 - 50 ms at 10 ms 
intervals, the laser was turned on for 100 μs periods of data collectection (cycle IV).  
This long time data collection was primarily to distinguish anomalous diffusion and 
check for an immobile fraction.  Observation powers were selected to achieve a signal 
of between 0.1 to 0.3 volts and ranged between 10 to 14 mW at the sample.  Bleach 
powers were selected to achieve post-bleach fluorescence signals between 50-70% of 
the pre-bleach signal; bleach powers ranged from 35 to 60 mW at the sample.   
A.2. Effect of reversible photobleaching on point FRAP measurements 
          Two unexpected experimental observations using previous point FRAP methods 
led us to consider the impact of reversible photobleaching on point FRAP 
measurements: (1) the time-dependent fluorescence recovery after photobleaching 
 162 
 
dilute solutions of free GFP was best fit by an anomalous diffusion model, and (2) 
immobilized GFP samples exhibited a apparent FRAP recovery.   Careful examination 
of the bleach and control data for immobilized samples led us to hypothesize that the 
apparent recovery can be attributed to differences in the photobleaching kinetics 
between these two experiments.  Motivated by single-molecule experiments that have 
observed nearly all fluorophores exhibit emission intermittency (i.e. “blinking”),1 we 
decided to consider the impact of reversible photobleaching on point FRAP signals. 
A.2.1. Reversible photobleaching kinetics 
Reversible bleaching can be incorporated by considering a photophysical model in 
which fluorophores (Fl) can be converted to either a reversibly bleached (RB) or an 
irreversibly bleached (IB) state: 
  (A.1) 
Rate constants for processes driven by photon absorption (k1 and k2, and likely k-1) 
depend on the intensity of incident light.  To influence experimental results, the 
reversible bleaching kinetics must be more rapid or occur on a timescale similar to 
irreversible bleaching; numerous single-molecule studies indicate that the reversible 
kinetics typically occur faster than irreversible bleaching.  We assume that division of 
the signal from the bleached sample by the signal from the unbleached control sample 
properly accounts for irreversible observational photobleaching, so this kinetic process 
can be neglected.  We are thus concerned only with the impact of the reversible 
photobleaching kinetics: 
  (A.2) 
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The influence of interconversion on the FRAP signal is determined by two coupled 
reaction-diffusion equations:2, 3 
 డ௖ಷ೗ሺ௥Ԧ,௧ሻడ௧ ൌ ܦ׏ଶܿி௟ሺݎԦ, ݐሻ െ ݇ଵܿி௟ሺݎԦ, ݐሻ ൅ ݇ିଵܿோ஻ሺݎԦ, ݐሻ (A.3a) 
 డ௖ೃಳሺ௥Ԧ,௧ሻడ௧ ൌ ܦ׏ଶܿோ஻ሺݎԦ, ݐሻ െ ݇ିଵܿோ஻ሺݎԦ, ݐሻ ൅ ݇ଵܿி௟ሺݎԦ, ݐሻ (A.3b) 
where ܿி௟ሺݎԦ, ݐሻ and ܿோ஻ሺݎԦ, ݐሻ are the concentrations of Fl and RB at the point ݎԦ in space 
and ݐ in time, and the diffusion coefficient ܦ of both species is the same.  Solutions to 
these equations can be determined most easily in the Fourier domain: 
 డ௖ಷ೗ሺ௤ሬԦ,௧ሻడ௧ ൌ െݍଶܦܿி௟ሺݍԦ, ݐሻ െ ݇ଵܿி௟ሺݍԦ, ݐሻ ൅ ݇ିଵܿோ஻ሺݍԦ, ݐሻ (A.4a) 
 డ௖ೃಳሺ௤ሬԦ,௧ሻడ௧ ൌ െݍଶܦܿோ஻ሺݍԦ, ݐሻ െ ݇ିଵܿோ஻ሺݍԦ, ݐሻ ൅ ݇ଵܿி௟ሺݍԦ, ݐሻ (A.4b) 
where ܿி௟ሺݍԦ, ݐሻ ൌ ሺ2ߨሻିଷ/ଶ ׬ ܿி௟ሺݎԦ, ݐሻ݁ݔ݌ሺ݅ݍԦ · ݎԦሻ݀ଷݎԦ.  Recast in matrix notation, Eq. A.4 
becomes: 
 డ௖ೕሺ௤ሬԦ,௧ሻడ௧ ൌ ∑ ܯ௝௟ܿ௟ሺݍԦ, ݐሻଶ௟ୀଵ  (A.5) 
where: 
 ܯ௝௟ ൌ ൬െݍ
ଶܦ െ ݇ଵ ݇ିଵ
݇ଵ െݍଶܦ െ ݇ିଵ൰ (A.6) 
Thus, the time-dependent concentrations in the Fourier domain can be determined from 
the initial concentrations using the eigenvalues, ߣሺ௦ሻ , and eivenvectors, ܺሺ௦ሻ , of the 
matrix ܯ: 
 ௝ܿሺݍԦ, ݐሻ ൌ ∑ ௝ܺሺ௦ሻଶ௦ୀଵ ݁ݔ݌൫ߣሺ௦ሻݐ൯ ∑ ሺܺିଵሻ௟ሺ௦ሻܿ௟ሺݍԦ, 0ሻଶ௟ୀଵ  (A.7) 
where ܺିଵ is the inverse of the eigenvector matrix.  The eigenvalues and eigenvectors 
for the matrix ܯ in Eq. 2.6 are: 
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 ߣ ൌ ൬ െݍ
ଶܦ
െݍଶܦ െ ݇ଵ െ ݇ିଵ൰ (A.8) 
 ܺ ൌ ቌ
݇ିଵ ݇ଵൗ െ1
1 1
ቍ (A.9) 
           Since only the fluorescent species is detected in a FRAP experiment, we are 
primarily concerned with the quantity ܿி௟ሺݍԦ, ݐሻ.  We first consider the time-dependence of 
this quantity for a system that is initially at equilibrium by defining the equilibrium 
concentration of species Fl as ܿி௟ሺݍԦ, 0ሻ ؠ ܿி௟,௘௤ and of species RB by ܿோ஻ሺݍԦ, 0ሻ ؠ ܿோ஻,௘௤ 
and noting that ݇ଵܿி௟,௘௤ ൌ ݇ିଵܿோ஻,௘௤.  These initial conditions applied to Eqs. A.7, A.8 and 
A.9 yields ܿி௟ሺݍԦ, ݐሻ ൌ ܿி௟,௘௤݁ݔ݌ሺെݍଶܦݐሻ .  Substitution of this solution into the Fourier 
expression for a point FRAP experiment (vide infra) yields the standard expression for a 
point FRAP signal derived by Brown et. al. (Eq. 2.4 in Chapter 2).  Therefore, the 
presence of a reversibly bleached fluorophore state that constantly maintains 
equilibrium with its unbleached state has no impact on a FRAP experiment. 
           We now consider a system in which the initial concentrations differ from their 
equilibrium values by a small amount: ܿி௟ሺݍԦ, 0ሻ ؠ ܿி௟,௘௤ ൅ ߜ  and ܿோ஻ሺݍԦ, 0ሻ ؠ ܿோ஻,௘௤ െ ߜ .  
These initial conditions applied to Eqs. A.7, A.8 and A.9 yields 
 ܿி௟ሺݍԦ, ݐሻ ൌ ܿி௟,௘௤݁ݔ݌ሺെݍଶܦݐሻ ൅ ߜ݁ݔ݌ሺെݍଶܦݐ െ ሺ݇ଵ ൅ ݇ିଵሻݐሻ (A.10) 
 ൌ ܿி௟,௘௤݁ݔ݌ሺെݍଶܦݐሻሾ1 ൅ ߜ݁ݔ݌ሺെݐ/߬௉௉ሻሿ  
where ߬௉௉ ൌ ሺ݇ଵ ൅ ݇ିଵሻିଵ is the characteristic equilibrium relaxation time. 
A.2.2. Point FRAP signal 
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The fluorescence signal detected from a sample of fluorescent species Fl that is excited 
by two-photon absorption of a pulsed laser, but measured using detectors whose 
response time is much longer than the pulse repetition time is given by the convolution: 
 ݂ሺݐሻ ൌ ܳி௟ ׬ۃܫሺݔ, ݕ, ݖሻۄଶܿி௟ሺݔ, ݕ, ݖ, ݐሻ݀ݔ݀ݕ݀ݖ (A.11) 
where ۃܫሺݔ, ݕ, ݖሻۄ is the spatially-varying excitation beam intensity averaged over many 
pulse cycles and QF accounts for various constants (temporal coherence factor of the 
excitation source, fluorescence quantum yield, photon collection efficiency, etc.)  In a 
FRAP experiment, the concentration of fluorescent species is altered at t=0 by the 
bleaching pulse, denoted by ∆ܿி௟ሺݔ, ݕ, ݖ, ݐ ൌ 0ሻ and the recovery is: 
 ∆݂ሺݐሻ ൌ ܳி௟ ׬ۃܫሺݔ, ݕ, ݖሻۄଶ∆ܿி௟ሺݔ, ݕ, ݖ, ݐሻ݀ݔ݀ݕ݀ݖ (A.12) 
In a standard FRAP model, ∆ܿி௟ሺݔ, ݕ, ݖ, ݐ ൌ 0ሻ is entirely due to irreversible bleaching 
that results from photon absorption, but our model also allows for absorption-induced 
changes in the concentration of Fl and RB from their equilibrium values.  In both cases, 
the change in the concentration of Fl and RB depends on the amount of light absorbed 
via two-photon excitation using the bleaching beam: 
 ∆ܿி௟ሺݔ, ݕ, ݖ, ݐ ൌ 0ሻ ൌ ܿி௟,௘௤ሺ1 ൅ ߜሻ݁ݔ݌ሾെߚۃܫሺݔ, ݕ, ݖሻۄଶሿ (A.13) 
where ߚ is the bleaching depth parameter that depends on the absorption cross section, 
the time-average excitation intensity at the center of the focal spot and bleach pulse 
duration.  We assume that the spatial beam profile has a Gaussian form and expand 
this function in a Taylor series for further calculations: 
 ∆ܿி௟ሺݔ, ݕ, ݖ, ݐ ൌ 0ሻ ൌ ܿி௟,௘௤ሺ1 ൅ ߜሻ݁ݔ݌ ቈെߚ݁ݔ݌ ൤െ ସ൫௫
మା௬మ൯
௪ೣ೤మ െ
ସ௭మ
௪೥మ ൨቉ (A.14a) 
 ൌ ܿி௟,௘௤ሺ1 ൅ ߜሻ ∑ ሺିఉሻ
೙
௡! ݁ݔ݌ ൤െ
ସ௡൫௫మା௬మ൯
௪ೣ೤మ െ
ସ௡௭మ
௪೥మ ൨
∞௡ୀ଴  (A.14b) 
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The time-dependent concentration of fluorophore Fl is given by the solution of the 
coupled reaction diffusion equations (Eq. 2.3).  To apply the solution derived in the 
Fourier domain, we must also express the initial conditions by transforming Eq. A.14b: 
∆ܿி௟൫ݍ௫, ݍ௬, ݍ௭, ݐ ൌ 0൯  
 ൌ ܿி௟,௘௤ሺ1 ൅ ߜሻ ∑ ሺିఉሻ
೙
௡! ሺ2ߨሻି
య
మ∞௡ୀ଴  
                                                ൈ ׬ ׬ ׬ ݁ݔ݌ ൤െ ସ௡൫௫మା௬మ൯௪ೣ೤మ െ
ସ௡௭మ
௪೥మ ൨ ݁
ି௜௤ೣ௫ି௜௤೤௬ି௜௤೥௭݀ݔ݀ݕ݀ݖ  (A.15a) 
 ൌ ܿி௟,௘௤ሺ1 ൅ ߜሻ ∑ ሺିఉሻ
೙
௡!
∞௡ୀ଴ ቂ ௪ೣ೤
మ ௪೥
଼ሺଶ௡ሻయ/మቃ ݁ݔ݌ ቂെ
௪ೣ೤మ ൫௤మೣା௤೤మ൯
ଵ଺௡ െ
௪೥మ௤೥మ
ଵ଺௡ ቃ (A.15b) 
This initial condition may be propagated in time according to Eq. A.7, which is 
equivalent to Eq. A.10 in the reversible bleaching model: 
 ∆ܿி௟൫ݍ௫, ݍ௬, ݍ௭, ݐ൯ ൌ ܿி௟,௘௤݁ݔ݌൫െ൫ݍ௫ଶ ൅ ݍ௬ଶ ൅ ݍ௭ଶ൯ܦݐ൯ ቂ1 ൅ ߜ݁ݔ݌ ቀെ ௧ఛುುቁቃ  
 ൈ ∑ ሺିఉሻ೙௡!∞௡ୀ଴ ቂ
௪ೣ೤మ ௪೥
଼ሺଶ௡ሻయ/మቃ ݁ݔ݌ ቂെ
௪ೣ೤మ ൫௤మೣା௤೤మ൯
ଵ଺௡ െ
௪೥మ௤೥మ
ଵ଺௡ ቃ(A.16) 
To derive the final expression for the point FRAP signal, Eq. A.16 is convolved with the 
point spread function of the detection beam (expressed the Fourier domain) according 
to Eq. A.12, yielding: 
ܨሺݐሻ ൌ ܨ଴ሾ1 ൅ ߜ݁ݔ݌ሺെݐ/߬௉௉ሻሿ ∑ ሺିఉሻ
೙
௡! ൤1 ൅ ݊ ൬1 ൅
ଵ଺஽௧
௪ೣ೤మ ൰൨
ିଵ
ቂ1 ൅ ݊ ቀ1 ൅ ଵ଺஽௧௪೥మ ቁቃ
ିଵ/ଶ∞௡ୀ଴   (A.17) 
Thus, the result of this lengthy calculation is an expression for the point FRAP signal 
including reversible bleaching differs from that of the standard expression (without 
considering reversible bleaching) only by the multiplicative factor ሾ1 ൅ ߜ݁ݔ݌ሺെݐ/߬௉௉ሻሿ.  
This factor accounts for the relaxation of the initial concentrations of Fl and RB to 
equilibrium.  If these species remain at equilibrium throughout the experiment, ߜ ൌ 0 
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and the FRAP signal is unaffected by the presence of the reversible bleached form, in 
agreement with the discussion following Eq. A.9.   
           One subtle point regarding the equilibrium of Fl and RB is that the amounts of 
these species present in solution may depend on the intensity of incident light, since 
their interconversion is driven by photon absorption.  Thus, the equilibrium constant in 
the absence of an excitation light source may differ from its value when irradiated by the 
observation or bleaching intensity.  In this case, the relative amounts of Fl and RB at the 
outset of the FRAP experiment would not be at the irradiated equilibrium value, leading 
to a nonzero value of ߜ.  Alternatively, it is possible that k1 and k-1 share the same 
excitation intensity dependence, leading to an intensity-independent equilibrium 
constant, but that the initial FRAP condition is still not at equilibrium because the 
absence of a sufficient excitation source prior to the experiment has not yet allowed the 
system to reach equilibrium.  In either case, the FRAP signal would contain 
contributions from reversible bleaching.  Importantly, the time dependence of these 
contributions would differ in the bleaching signal and control signal, since the relaxation 
rate depends on the inverse sum of the intensity-dependent rate constants.  As 
described in the text, we believe this relaxation is the source of the unexpected 
observations that motivated this section (the apparent anomalous diffusion of free GFP 
and apparent FRAP recovery of immobilized samples).  Since k1 and k-1 have a 
vanishingly small value without laser illumination (compare Figure 2.3 panels D & G and 
E & H), the τPP time constant in the photophysics correction term only depends on the 
amount of time that the sample has been illuminated by the laser for our experiments.  
Therefore, we modified eq. A.17 to reflect this dependence as:   
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ିଵ/ଶ∞௡ୀ଴  (A.18) 
This is Eq. 2.6 in Chapter 2.  
A.3. Explanation of weighting for fitting 
           Since our point FRAP method collects data at equally spaced time intervals 
during intermittent time blocks, rather than using logarithmically spaced time bins, we fit 
data using weighting factors that are equivalent to fitting logarithmically spaced time 
bins.  This requires two weighting factors: one to account for gaps in the data collection, 
and a second to account for data points spaced linearly rather than logarithmically in 
time. 
           To account for gaps in the data the residuals from each cycle were multiplied by 
a value, or weight, to account for the number of data points that should have been 
measured over that range.  The weight values are summarized in table S1 below.  The 
weight values were determined by assigning each data collection cycle to a range of 
times.  The weight is equal to the number of points collected in a cycle divided by the 
time of the cycle.  The weight then acts as if the data were taken equally spaced in that 
time interval.      
 
Table A.1: Weighting values to account for intermittent data collection blocks 
Cycle 
(Figure 
2.1)  Time range after bleach (μs)  
Time per 
cycle (μs)
Number of data 
points collected 
Weight 
applied to 
residuals  
I 1 – 400 400 400 1 
II 501 – 1500, …, 8501 – 9500 1000 200 5 
III 9501 – 15000 5500 100 55 
IV 15001 – 25000, …, 45001 – 55000  10000 100 100 
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           We now determine the multiplicative weighting factor needed to convert data 
collected at points equally spaced in time to points spaced logarithmically in time.  
Consider an expression for j data bins spaced logarithmically in time using scaling 
constants of c and c0: 
 t୨ ൌ 10ୡ·୨ାୡబ (A.19) 
As the value of j increases, the bins become more widely spaced in time.  Thus, if data 
is collected at equally spaced intervals in time and then placed into logarithmically 
spaced bins, the number of data points per bin becomes larger with time.  Instead of 
binning the data, we weight each point by the fraction of a bin it would occupy by 
calculating the number of bins per unit time: 
 ୢ୨ୢ୲ ൌ
ୢ
ୢ୲ ቀ
୪୭୥భబሺ୲ሻିୡబ
ୡ ቁ ൌ
ଵ
୲·ୡ୪୬ሺଵ଴ሻ (A.20) 
Thus, weighting the residuals of data points that are equally spaced in time by 1/time is 
equivalent to placing them into bins spaced logarithmically in time.  (The constants are 
unimportant since only relatively weighting matters.)  This 1/time weighting factor was 
multiplied by the weights listed in Table A.1 to apply logarithmical time binning to point 
FRAP data collected at equally spaced time intervals during intermittent time blocks. 
A.4. Accounting for the ringing of the preamplifier 
           During the bleach pulse we drove our preamplifier into saturation.  The readings 
of the preamplifier were restored to an acceptable value ~10 μs after the bleach pulse 
was finished.  However, the signal still displayed an anomaly that we referred to as 
ringing due to its cyclic wave appearance.  This ringing “dampened out” usually 
between 50 – 70 μs after the bleach pulse.  Therefore, we begin fitting after the ringing 
stops to prevent the fit from being influenced by the ringing structure.  Each plot was 
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examined for ringing by hand to determine the starting point for fitting.  Figure A.2 
shows the first 400 μs after the bleach pulse for a sample of GFP in PBS.  The fit for this 
sample was started at 50 μs (dashed line) after the ringing was dampened.       
          However, by removing the first several points after the bleach we lost information 
on the bleach depth.  The bleach depth was important for distinguishing between the 
anomalous and Brownian diffusion models.  In Figure A.3, a Brownian FRAP curve was 
simulated for a diffusion coefficient of 25 μm2s-1 and fitted with an anomalous model 
with different values of alpha starting the fit 50 μs after the bleach (dashed line).  As 
shown in the Figure A.3 insert, it was difficult to distinguish between Brownian and 
anomalous diffusion from 50 μs onward.  However, one key feature that did distinguish 
the curves was the bleach depth.  If we included the earliest time points, the bleach 
depth would be restricted by the data; however, the structure of this data was influenced 
by the preamplifier ringing.  Although the structure of the data was incorrect, the 
magnitude of the data was correct.  Therefore, by averaging to remove the ringing we 
gained an approximation of the bleach depth.  In the fits, we restricted the bleach depth 
to be ± 10% of the average of the points from 15 – 25 μs.   The solid line box in Figure 
A.2 contained the points that were averaged for this data set.  The height of the box 
showed the ± 10% window that was used to constrain the bleach depth.  As observed 
on Figure A.3 the fit tended to be level for physically relevant values of alpha.  
Therefore, by estimating the bleach depth in this way we did not introduce bias into our 
fits and furthermore we recovered some of the information lost by removing the earlier 
time points due to ringing. 
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A.5. Confidence intervals on the fits of alpha 
Table A.2: 95% Confidence Intervals for alpha values 
  95% Confidence Interval 
Sample  
Average 
Alpha Value
Minimu
m Value 
Maximum 
Value 
Propagation 
of 
Uncertainty 
GFP in PBS*  0.95 0.033 0.105 0.040 
GFP in 60% Glycerol 0.95 0.028 0.041 0.020 
Alexa Fluor 488 in PBS* 0.96 0.024 0.113 0.043 
GFP in HeLa – Nucleus 0.84 0.016 0.034 0.016 
GFP in HeLa – Cytoplasm 0.76 0.016 0.030 0.014 
GFP in Polytene – Chromosome 0.79 0.042 0.055 0.034 
GFP in Polytene – Interchromatin 
space* 1.00 0.061 0.116 0.050 
GFP in Polytene – Cytoplasm 0.56 0.061 0.072 0.047 
 
Confidence intervals were calculated for each parameter in each fit at the 95% level 
using the nlparci routine in MatLab.  The 95% confidence intervals for the values of 
alpha are listed in Table A.2 above.  These values were calculated with alpha being 
allowed to float.  For the three models noted with an asterisk (*), the BIC test indicated 
that the anomalous parameter did not produce a statistically better fit; however, the 
anomalous parameter did not necessarily converge to 1.0.  The alpha values listed here 
are the ones given by the anomalous model regardless if the BIC indicated that it was 
the best fit.  Three separate data sets were fit for each sample and listed in the table are 
the minimum and maximum confidence interval given on a particular replicate for a 
sample.  The propagation of uncertainty gives the 95% confidence interval for the 
average alpha value between the replicates.  It was calculated by    
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     ∆ݔҧ ൌ ට∆௫భ
మା∆௫మమା∆௫యమ
ଷ       (A.21)   
where ∆ݔҧ and ∆ݔ௡ is the uncertainty of the mean and the nth replicate respectively.   
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Figure A.1: Quantifying decrease in noise vs. number of data sets.  In order to 
determine a reasonable number of point FRAP data sets to average to create a 
replicate for fitting; we measured the decrease in noise as the number of data sets 
increased.  We quantified the noise as the standard deviation of the pre-bleach data 
points.  Since the noise present should obey Poisson statistics, the noise should 
decrease as a square root of the number of data sets.  Plotting the noise verse the 
number of data sets on a log-log plot resulted in a slope of -0.49 indicating that the 
noise does in fact decrease by the square root of the number of data sets.  We decided 
on the number of data sets to average per replicate to be 500.  Five hundred data sets 
offered a low level of noise while still being reasonable for data collection and 
processing. The correlation coefficient of the fit was -0.99892.            
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Figure A.2: Ringing in the preamplifier.  Due to driving the preamplifier into saturation 
during bleaching, a brief phenomenon that we referred to as “ringing” occurred for ~50 
μs after bleach until it “dampened out.”  In the sample above of GFP in PBS, the ringing 
stopped at 50 μs after the bleach (dotted line).  The solid line box contains the points 
(15 – 25 μs) that were averaged to approximate the bleach depth.  The height of the box 
indicates ± 10% of average of these points which was the range used to restrict the 
bleach depth for GFP samples.  Although the structure of the data was incorrect over 
the ringing range, we justified the use of the magnitude to predict the bleach depth by 
examining fixed samples.  In fixed samples the ringing occurred, but the average 
intensity during the ringing and after the ringing was dampened out was the same.     
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Figure A.3: Simulations of the importance of bleach depth to distinguishing between 
anomalous and normal diffusion.  A normal diffusion curve (D = 25 μm2s-1;  α = 1) was 
simulated using Eq. 2.4 from chapter 2 (black line).  This curve was fit with an 
anomalous model with different values of alpha using Eq. 2.4 starting the fit 50 μs after 
the bleach (dashed line).  Insert is the same data plotted after 50 μs demonstrating that 
it is difficult to distinguish between normal and anomalous diffusion based on the fitted 
data alone.  One feature that did distinguish the curves was the bleach depth; therefore, 
by restricting the bleach depth to physically relevant values, we could help ensure that 
the fits were physically realistic.   
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Figure A.4: Non-exponential nature of GFP photophysics.  GFP immobilized in 
polyacrylamide gel was continuously irradiated with 10 mW of power.  The fluorescence 
intensity is plotted on a semi-log scale revealing the non-exponential nature of the 
bleaching kinetics.      
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Figure A.5: FRAP curve of GFP in polytene cytoplasm.  The GFP in the cytoplasm was 
isolated due to exclusion from the vacuoles.  These isolated pockets of GFP (Figure 2.6 
B in chapter 2) may have been the source of the large average anomalous factor of 
0.54 ± 0.11 observed in this sample (see Table 2.2).  Additionally, the anomalous factor 
varied more from replicate to replicate than the other GFP samples.     
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Figure A.6: Fitting GFP immobilized in a gel to a FRAP recovery curve.  Point FRAPs 
of GFP immobilized in a gel were collected as described in chapter 2. (A) The raw 
bleach curve perhaps showing a small rapid recovery and then slow irreversible 
photobleaching. (B) The raw control curve showing a rapid and steep reversible 
photobleach that eventually slows at long times.  (C)  The resulting data (bleach divided 
by control) were fit with a model assuming Brownian diffusion (α = 1) that did not include 
a correction for photophysics (green line, Eq. 2.4 in chapter 2) or included a correction 
for photophysics (red line, Eq. 2.6).  The model that includes a correction for 
photophysics yields a diffusion coefficient that is ~4500 fold less than GFP in aqueous 
solution, or ~200 fold less than GFP in glycerol.  The glycerol sample took ~30 ms to 
reach full recovery; therefore, this diffusion coefficient shows a full recovery that would 
take ~6s for our region of interest size (radius is ~250 nm).  Such a slow recovery 
cannot be accurately detected by the 50 ms data collection time of the experiment and 
is best interpreted as an immobile fraction.   
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Figure A.7: Determination of δ and τPP for the application of the photoswitching 
correction. To determine the values of δ and τPP to be used in Eq. 2.6 in chapter 2, we fit 
the control curves from each sample for the first 600 μs to the equation ߜ݁௧/ఛುು ൅ ܥ 
where C is an offset used to account for the long-time non-exponential photophysics.  
Note that δ was converted to a fraction of the bleach depth before being used in Eq. 2.6.  
The parameters were dependent on the sample and the imaging parameters.  Example 
fits and data are shown for GFP in PBS (left; data from Figure 2.2B) and GFP in 
polytene chromosome (right; data from Figure 2.6E).   
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APPENDIX B: SUPPORTING INFORMATION FOR CHAPTER 3 
 
 
 
Figure B.1: Dextran FRAP data from the 38 kDa dextran crowder at a concentration of 
303 mg/mL fit to a FRAP model that only accounts for Brownian diffusion.   
 
The data were fit according to the following point FRAP model:  
 
      ܨሺݐሻ ൌ  ܨ଴ )]exp(1[
PP
lasert

 ∑ ሺିఉሻ೙௡!ஶ௡ୀ଴ ቂ1 ൅ ݊ ቀ1 ൅
ଵ଺஽௧
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ିଵ ቂ1 ൅ ݊ ቀ1 ൅ ଵ଺஽௧ఠ೥మ ቁቃ
ିభమ   (B.1)
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Figure B.2: Dextran FRAP data from the 38 kDa dextran crowder at a concentration of 
303 mg/mL (same data as Figure B.1) fit to a FRAP model that allows for the possibility 
of anomalous diffusion.   
 
The data were fit according to the following point FRAP model which allowed for 
anomalous diffusion:  
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Figure B.3: The macroviscosity of the dextran solutions as measured by a rheometer is 
plotted against concentration on a log-log axis.  This plot is used to determine the 
overlap concentration.  The lines of best fit intersect at the overlap concentration which 
is define as the point at which the scaling power changes on the viscosity vs. 
concentration power law.  The best fit slopes (powers) are listed in Table B.1 along with 
the resulting overlap concentrations.    
 
Table B.1: Fitting parameters from Figure B.3 used to determine the overlap 
concentrations of dextran solutions.   
 
Dextran Slope 1 Slope 2 Overlap 
Concentration 
38 kDa 0.594 ± 0.038 2.43 139 mg/mL 
115 kDa 0.800 ± 0.132 2.60  133 mg/mL 
566 kDa 1.26 ± 0.14 3.49 ± 0.21 150 mg/mL 
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APPENDIX C: SUPPORTING INFORMATION FOR CHAPTER 4 
 
 
 
 
Figure C.1: High expression levels of fusion proteins are not responsible for the 
observed anomalous diffusion. The Rpb3-GFP and Rpb9-GFP fusion proteins are 
exogenous insertions expressed under the control of the GAL4 driver system and 
believed to be functional due to recruitment to HSP promoter sites.4  As a result they 
are highly over-expressed compared to the native, untagged RNAPII subunits.  To test if 
the over-expression was creating a population of unincorporated subunit that was being 
manifest as apparent anomalous diffusion, we crossed our Rpb9-GFP with a GAL4 
driver under the control of a heat shock induced promoter (Bloomington Stock Center 
#1799).(d)  The expression level of this cross, Rpb9-GFPx1799, can be lowered by 
raising the fly larvae at 18°C (red bars) and was determined to reduce expression levels 
by up to 50% compared to the Rpb9-GFPxH2B-mRFP line raised at 22°C (black bars).  
The mean expression levels of these two populations were found to be statistically 
different (p<0.001).  While this construct did not have the chromatin labeled by the H2B-
mRFP histone protein, the Rpb9-GFP showed strong exclusion from chromatin regions 
(determined previously) still enabling us to restrict the FRAP analysis to the 
interchromatin space.  (a)  The FRAP recoveries and (b) normalized recoveries for the 
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high (black) and low (red) Rpb9-GFP expression levels flies are shown. (c)  Within 
experimental error, the effective diffusion coefficient and anomlity value of the reduced 
expression line matched the results found using the Rpb9-GFPxH2B-mRFP line.  Thus 
we are confident that the over expression is not responsible for the anomalous diffusion.  
This could not be repeated for the Rpb3-GFP construct since it is expressed by a GAL4 
driver sequence previously bred into the fly line.   
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Figure C.2: Determining the resolution of the point FRAP method. For slow moving 
species, determining the diffusion coefficient is difficult if the FRAP curve does not fully 
recovery to the pre-bleach level on the time course of the measurement.  Despite the 
rapid time resolution of our data collection method, we are limited in how slow a 
diffusion component we can accurately measure by the 50 ms time duration of our 
recovery collection.  If Brownian diffusion is assumed, our fitting algorithm estimates the 
final recovery extent based on the slope of the FRAP curve once it begins to level off.  
Further, the estimation of the recovery extent will strongly affect the estimated diffusion 
coefficient.  For very slow moving species, the recovery will be very shallow and the 
algorithm is unable to accurately estimate the diffusion coefficient.  This became a 
significant concern when applying the distribution model5 as a threshold for reliable 
determination of diffusion coefficients needed to be established.  We chose to 
empirically evaluate which diffusion coefficients were reliable by applying our fitting 
algorithm to simulated data and determining where the estimated diffusion coefficients 
began to deviate from the input value.  (a)  FRAP recovery curves were simulated that 
correspond to diffusion coefficients from 0.01 to 1000 µm2/s.  As can be seen, the 
majority of the curves exhibit a significant recovery, but the slow moving components 
are nearly flat on the 50 ms timescale of the simulation.  (b)  The fitting algorithm was 
applied to each curve and the estimated diffusion coefficient was plotted against the 
initial input value.  We determined the diffusion coefficient estimation was accurate with 
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as little as 10.3% recovery (a-horizontal black line), corresponding to a diffusion 
coefficient of 0.04 um2/s (b-vertical black line). (c)  Next, white noise was added to the 
FRAP curves resulting in simulated data with a signal to noise ratio (SNR) of 35 dB.  
This SNR corresponds well our experimental FRAP data.  Again, we applied the fitting 
algorithm to the noisy data and compared the estimated diffusion coefficients to the 
input values.  At this SNR, the estimations begin to deviate once the recovery is less 
than 47.6% complete (c-horizontal black line), corresponding to a diffusion coefficient of 
0.29 um2/s (d-vertical black line).  Thus we can see the accuracy of the fitting depends 
on the SNR of the data.  Erring on the side of caution, we rejected any diffusion 
components that showed less than a 50% recovery.  This method outlines a framework 
for evaluating the robustness of a FRAP fitting method as long as the SNR of the data 
can accurately be estimated.      
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Figure C.3: Establishing the robustness of the distribution model on experimental data.  
As presented in the Results and Discussion in Chapter 4, the Rpb3 datasets indicate a 
bimodal distribution.  We wanted to ensure the robustness of the Distribution model to 
predict bimodal distributions without a bias predicated on the initial component 
amplitudes.  To achieve this, we tested the output of the Distribution model in response 
to different initial amplitude profiles, as well as different fitting protocols.  Four sets of 
initial conditions were tested: (1,2-Gaussian) shaped the initial amplitudes in a Gaussian 
envelope with 35 or 15 dB noise added,  (3,4-Flat) provided 35 or 15 dB Gaussian white 
noise as the input.  To test for reproducibility, each input condition was tested three 
times.  In the first, unbiased implementation (panels b,e,h,k,n), the input profile 
amplitudes were floated to achieve a best-fit to the FRAP data.  The output distribution 
was then smoothed with a median filter.  This process was repeated five times until the 
fit residuals no longer improved.  The last step omitted smoothing to prevent distorting 
the output.  All the outputs are overlaid indicating the similarity regardless of input 
profile.  Next, the effect of biasing the distribution to a single component by 
implementing a Gaussian smoothing step was tested.  A five-step procedure was used, 
but in contrast to the previous method, between the third and fourth smoothing steps the 
output was fit to a Gaussian envelope.  The final fit output was not forced to a Gaussian 
to reveal the most stable output.  The fitting outputs from all twelve input distributions 
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are shown (panels c,f,l,n); again the outputs are (1) very similar and (2) show the same 
structure as the un-biased fitting method.  The results of the twelve outputs for both 
fitting methods were averaged and compared (panels a,d,g,j,m), indicating nearly 
identical distributions.  This indicates that random noise on the input does not affect the 
output and the distribution fit find the most stable output.  This test was significant for 
the Rpb3 distribution results.  If biasing the output to one component altered the final 
output away from a bimodal fit, then the distribution model algorithm could not be 
considered robust.  However, since even when the fit was forced to conform to a single 
peak it still “stepped away” to a bimodal fit on the next iteration, the fitting method was 
considered stable.     
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Figure C.4: Fit quality excluding diffusion components under FRAP resolution.  After 
confirming that the Distribution modeling can robustly determine the number of 
components that comprise a FRAP curve and having established the FRAP resolution 
limit, we chose to investigate how accurately the retained components recapitulated the 
original data.  The output distributions (panels b,d,f,h,j, black lines) were truncated at 
0.30 µm2/s (red lines), and renormalized so the total distribution summed to unity.  This 
slightly increased the amplitudes of the retained components.  These truncated 
distributions were used to establish a fit to the data (panels a,c,e,g,I, fit to all 
components black line, fit to truncated distribution red line).  For the Rpb3 in vivo data, 
the retained components do alter the recovery dynamics, shifting the curve to a faster 
recovery.  For all other samples, the fits are unchanged.      
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Table C.1: FRAP fitting results for each dataset 
  
Conditions Sample Set Gamma 
(um2/sα) 
D (um2/s) Alpha 
  I - 32.7±16.1 0.99±0.08
 GFP II - 36.2±20.1 1.00±0.09
  III - 27.5±20.1 1.00±0.12
  Ensemble* - 32.0±6.0 1.00 
      
  I 70.8±11.7 21.0±4.5 0.78±0.06
  II 37.3±15.9 6.2±3.9 0.73±0.07
In vivo  III 54.1±33.3 4.4±5.0 0.64±0.10
(live polytenes) Rpb3 IV 105.6±37.3 7.4±5.1 0.58±0.06
  V 271.9±130.0 9.2±13.6 0.43±0.08
  VI 90.3±23.5 5.0±2.5 0.57±0.05
  Ensemble* 69.1±10.5 5.5±1.4 0.62±0.03
      
  I 45.7±7.2 7.9±1.7 0.73±0.03
  II 38.9±14.3 9.70±4.8 0.78±0.06
 Rpb9 III 30.7±8.9 7.6±2.9 0.78±0.05
  IV 46.8±7.3 12.8±2.6 0.78±0.02
  Ensemble* 44.4±5.0 10.0±1.5 0.76±0.02
      
  I 98.0±50.0 79.8±43.0 0.96±0.07
 GFP II 75.1±33.8 71.1±32.5 0.99±0.07
  Ensemble* 112.2±37.5 79.1±29.0 0.92±0.05
In vitro      
(cell lysate)  I 69.4±11.3 43.8±7.85 0.91±0.05
  II 246±136.7 41.2±40.1 0.65±0.08
 Rpb3 III 85.4±37.4 30.6±17.2 0.81±0.07
  IV 115.4±45.9 23.2±13.7 0.72±0.06
  Ensemble* 150±36.4 33.0±11.7 0.72±0.04
      
In vivo  I 83.9±12.2 12.3±2.65 0.70±0.02
Low Expression 
Level 
Rpb9 II 118.3±21.9 10.7±3.3 0.65±0.03
  Ensemble* 97.3±12.1 11.7±2.2 0.67±0.02
*Parameters resulting from fitting the average of all the listed datasets.  This procedure 
improves the fitting results by increasing the SNR of the data. 
   
For each experiment, several datasets were collected and the resulting raw data 
averaged together to yield finalized data with a high SNR.  The finalized data was fit 
with the apparent anomalous diffusion and distribution models.  To ensure that the 
averaging of several datasets did not distort the final results, each individual dataset 
was fit with the apparent anomalous diffusion model.  Typically, the subset of the 
finalized data shows nearly the same anomlity and effective diffusion coefficient, but the 
95% confidence error intervals are larger than if the datasets are compiled.   
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APPENDIX D: SUPPORTING INFORMATION FOR CHAPTER 6 
D.1. Estimation of pulse duration at the sample 
As described in section 6.2, the durations of the near-IR and visible pulses were 
measured just before the laser-scanner using background-free autocorrelation and 
cross-correlation.  The relay lenses in the laser-scanner and objective lens introduce 
substantial dispersion, further broadening the duration of the ultrashort pulses.  In this 
section, we outline calculations to estimate the duration of these pulses at the sample.  
Because the near-IR pulses have a transform-limited duration of ~150 fs, we consider 
only the group-delay dispersion (GDD) of the optical elements.  In this regime, the effect 
of third- and higher-order dispersion is small compared with the GDD6. 
We used Sellmeier equations to calculate the GDD introduced by the two 
achromatic relay lenses, based on their materials and on-axis thicknesses; the total 
GDD of these elements is 3200 fs2 for 750 nm pulses and 9180 fs2 for 425 nm pulses.  
We estimated the GDD of the Olympus 60X/1.2NA plan apochromatic objective lens at 
750 nm to be 2000 fs2, which was based on values reported for a similar objective 
(Zeiss 40X/1.2NA plan apochromatic objective lens)6.  The objective lens GDD in the 
visible region was not available, but since the GDD of many glasses commonly used for 
objective lenses is approximately three times larger at 425 nm than at 750 nm, we 
estimated that the GDD of the objective lens at 425 nm is 6000 fs2. 
The duration of Gaussian pulses broadened only by second-order dispersion is6: 
 
௙ܶ ൌ ௜ܶඨ1 ൅ ቈሺ4݈݊2ሻ߮′′ሺ ௜ܶሻଶ ቉
ଶ
 (D.1)
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where ௙ܶ and ௜ܶ are the final and initial pulse durations respectively, and ߮′′ is the GDD.  
Since the 750 nm pulses had a transform-limited duration of 150 fs and a duration of 
200 fs after traversing the Pockels cell, polarizer and a beam-expanding telescope, we 
conclude that these elements introduce a GDD of 7200 fs2.  Therefore, the total GDD 
accumulated by 750 nm pulses at the sample is 7200 + 5200 = 12,400 fs2, resulting in a 
275 fs pulse duration.  The duration of the 425 nm pulses before entering the laser-
scanner was 210 fs, indicating the GDD to this point was 8000 fs2.  The additional 
15,180 fs2 introduced by the relay lenses and objective would broaden the 425 nm 
pulse duration to approximately 450 fs at the sample. 
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Figure D.1:  A calibration curve for the immunofluorescence assay for the detection of 
thymine-thymine CPDs.  HeLa cell monolayers were exposed to a range of UV fluences 
from mercury vapor lamps at 254 nm.  The assay was linear over the range of values 
tested with a slope of 0.034±0.003 and a coefficient of determination of 0.986.     
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Figure D.2:  Thymine CPD staining of HeLa cells irradiated with IR pulses.  A square 
region of HeLa cells were irradiated with IR pulses at 750 nm and 40, 60, 70, and 80 
mW.  The staining confirms the production of CPDs at 70 (white arrows) and possibly 
80 mW; however, it also reveals severe malformations of the cells as a result of the 
irradiation (Fig. 2).  The destruction of cells is especially relevant at 80 mW where the 
damage makes the stain hard to observe due to lack of cells.  Damage (CPD and 
physical) was not detected after irradiation with IR pulses at 750 nm at 40 mW. Physical 
malformations resulting in staining but without nuclear localization occur at 60 mW.  
Scale bar is 20 μm.  Cells were seeded at a density of 6.0 x 105 cells/mL.  The typical 
seeding concentration of 2.5 x 105 cells/mL resulting in no staining as all the cells were 
burned away at the lower density (data not shown).       
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Figure D.3:  Glands without florescence markers from the w1118 fly line were damaged 
using light at 425 nm.  The immunofluorescence indicates the production of CPDs 
demonstrating that thymine CPDs are produced as a result of direct thymine photon 
absorption and not as a result of dye mediated photochemistry in the Drosophila 
salivary glands.  Since there are not fluorescence markers on the chromosomes, wide 
laser scans were used to ensure that the DNA was damaged.  Accordingly, the entire 
chromosomes of four closely packed cells are damaged due to the challenge of the 
experiment.  The level of immunofluorescence was the same as glands with fluorescent 
proteins under the same experimental conditions.  Scale bar is 10 μm.  
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Figure D.4:  Postirradiation z-series of a Drosophila polytene nucleus expressing TopI-
GFP. The z-series was taken after 4 minutes of recovery.  The TopI is localized to a ~2 
μm thick region noting the axially localized nature of the region.  The cell was irradiated 
with 425 nm, 10 mW.  Scale bar is 5 μm.      
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Figure D.5:  Postirradiation time lapse series of a Drosophila polytene nucleus 
expressing TopI-GFP with a CW laser.  The lower left quarter of the cell was irradiated 
with 488 CW laser at 13 mW bleaching the GFP in the region.  The fluorescence in the 
irradiated region recovers uniformly.  This is in contrast with cells that contain DNA 
damage in which the recovery proceeds stepwise from the edges of the irradiated 
region towards the center (Figure 6.5).  Scale bar is 5 μm.  The image contrast was 
uniformly enhanced to aid viewing.  
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APPENDIX E: MATLAB SCRIPTS  
“Part of the inhumanity of the computer is that, once it is completely programmed and 
working smoothly, it is completely honest.” – Isaac Asimov  
E.1. FRAP Fitting Program  
The following programs were custom written in MatLab to process FRAP data in 
Chapters 2 and 3.  Raw FRAP outputs in the form of voltages are collected over several 
different points.  These output files are normalized and averaged using the 
load_multipt_autoselect.m routine.  This routine takes a number of different zones (z-
slices) and averages the points in each z-slice into one data set that it saves as 
filename.mat.  The data are normalized to the prebleach data as part of the processing.   
 
%load_multipt_autoselect.m 
%loads and saves data for different zones; 
  
filename = 'data'; 
zones =1; 
iterationsperpt = 1; 
%to make matrix with the number of points per zone: 
  
for k=1:zones; 
    ptsperzone(k)=load([filename num2str(k) 'numbp.dat']); 
end 
%define datasets=total # of points bleached 
datasets=iterationsperpt*sum(ptsperzone); 
  
%Process Bleach datapoints: 
c = 1;  
%form of name = chromosome_dim_zone2_ptbl_pt15_r0.dat 
for j =1:length(zones) 
    k = ptsperzone(zones(j))-1; 
    for i=1:k 
        for l = 1:iterationsperpt 
            %file = fopen(zone2_ptbl_pt0_r0); 
            file = fopen([filename num2str(zones(j)) '_ptbl_pt' num2str(i)  
'_r' num2str(l-1) '.dat'],'r'); 
            data1 = fscanf(file,'%f'); 
            max1 = mean(data1(801:1000)); 
            normavg1(:,c) = data1 ./ max1; 
            fclose(file); 
            c = c+1; 
        end 
    end 
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end 
avg1 = sum(normavg1,2) ./ datasets; 
  
  
clear data1 max1 normavg1 
%Process Control Datapoints 
c = 1; 
for j = 1:length(zones) 
    k = ptsperzone(zones(j))-1; 
    for i=1:k 
        for l = 1:iterationsperpt 
            file = fopen([filename num2str(zones(j)) '_ptcon_pt' num2str(i)  
'_r' num2str(l-1) '.dat'],'r'); 
            data2 = fscanf(file,'%f'); 
            max2 = mean(data2(801:1000)); 
            normavg2(:,c) = data2 ./ max2; 
            fclose(file); 
            c = c+1; 
        end 
    end 
end 
  
avg2 = sum(normavg2,2) ./ datasets; 
  
clear data2 max2 normavg2 c 
  
save([filename '.mat'],'avg1','avg2'); 
 
The averaged data file is then processed by the loadandfit_2model.m routine.  The 
data_filename parameter is set to the .mat file created using the previous script. The 
start variable specifics the time (in microseconds) after the conclusion of the bleach at 
which fitting is to begin.  The beam radius and initial guess for the fitting algorithm are 
also specified.           
 
%loadandfit_2model.m 
tic 
clear all 
close all 
global wr wz  
data_filename = 'Data_File_Name'; 
start=20; %time after bleach to begin the fit  
wr=0.305; %1/e^2 radius in um  
wz=1.092; %1/e^2 radius in um  
x0=[80 1 1];  %initial guess [D (or G) alpha F t=inf]   
              %the initial guess for F t=0 is supplied by the script 
calci = 0;  % Is the 95% confidence interval calculated? (1 = Yes; 0 = No) 
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            % Not calculating the 95% CI speeds up the fitting  
pointb_smallfile %or pointb 
FRAPfitweightedpsc_2model 
savetable_2model 
toc 
 
The above program contains three subroutines that process the FRAP data and place 
the voltages on the proper time axis (pointb_smallfile.m or pointb.m), fit the FRAP data 
to a FRAP model (FRAPfitweightedpsc_2model.m), and save the best fit parameters to 
a text file for importing into Excel for further analysis (savetable_2model.m).   Each of 
these subroutines will be discussed in further detail below.  However, after running the 
above script eight figures and one output table are produced.  There are four pre-fit 
figures which are output as MatLab Figures 1-4 (shown in Figure E.1).  The four post-fit 
figures are output as MatLab Figures 10,12-14 (shown in Figure E.2).  The output table 
is saved as the data_filename_table.dat.  An example is shown in Table E.1.  Table E.1 
shows four results.  The first two models account for photophysics using Eq. 2.6 and list 
the values of δ and τPP used in the fit (corresponding to the fits shown in Figure E.2B).  
The third and fourth model are fit using Eq. 2.4 and do not take into account 
photophysics (corresponding to the fits shown in Figure E.2C).         
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Figure E.1:  Pre-fitting figures generated by the FRAP fitting MatLab script.  (A) MatLab 
output Figure 1.  This figure plots the raw data of the bleach and control curves.  Careful 
examination of these curves is necessary to ensure that the FRAP recovery is a real 
event and not an artifact of the observational photobleaching correction as explained in 
Chapter 2 (see Figure 2.3). (B) Figure 2 output from MatLab.  Same data as shown in 
panel A except the time axis is changed to include the long time points.  (C) MatLab 
output Figure 3.  This is the entire FRAP curve plotted on logarithmic time axis (in μs).  
The plot is used to check before fitting if the curve looks qualitatively acceptable.  (D) 
MatLab output Figure 4.  This figure plots the first 300 μs after bleach on a linear time 
axis.  This plot is used to check of ringing of the preamplifier as explained in Figure A.2.   
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Figure E.2: Post-fitting figures generated by the FRAP fitting MatLab script. (A) MatLab 
output Figure 10.  This figure shows the first 620 μs of the control curve and is fit to an 
exponential decay to determine τPP and δ used in Eq. 2.6 for fitting.  (B) MatLab output 
Figure 12.  The FRAP data are fit using Eq. 2.6 (correction for photoswitching is 
included in the model) with the anomalous parameter fixed to 1 (Normal Diffusion, green 
line) or allowed to float (Anomalous Diffusion, red line).  The bottom plot shows the 
averaged residuals of each of the fits.  (C) MatLab output Figure 13.  Same data and 
color scheme as in B except data are fit using Eq. 2.4 (correction for photoswitching is 
not used).  (D) MatLab output Figure 14.  This figure plots the raw, un-averaged 
residuals from the fits in panel B.  The top plot shows the residuals from the Normal 
Diffusion fit and the bottom shows the residuals from the Anomalous Diffusion fit.       
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Table E.1: Example output table from running the FRAP fitting MatLab script.    
Data : Dextran2_tube5_run1 
 Data 
Pts: 624
 Control 
Pts: 624 
Normal  D  Alpha  F t=0  F t=inf  Delta  Tau   
Values 14.52 0.9999 0.4512 0.9942 -0.1402 390.0   
95% CI 1.297981 0.015329 0.001151 0.00174 0 0   
RN 0.696442  BIC 36.94  BIC% 0.0000     
Anomalous  Gamma  Alpha  Deff  F t=0  F t=inf  Delta  Tau 
Values 19.51 0.9484 14.35 0.4475 0.9985 -0.1390 390.0
95% CI 1.640613 0.014568 1.274654 0.001268 0.001862 0 0
RN 0.684892  BIC 0.00  BIC% 1.0000     
Normal  D  Alpha  F t=0  F t=inf       
Values 15.64 0.9999 0.4522 0.9945       
95% CI 1.158771 0.01285 0.001142 0.001762       
RN 0.783515             
Anomalous  Gamma  Alpha  Deff  F t=0  F t=inf     
Values 26.57 0.9060 15.31 0.4441 1.0041     
95% CI 1.730819 0.01154 1.104069 0.001301 0.001947     
RN 0.718548             
Start: 20  Low F0: 0.412995  High F0: 0.458883  Tau: 304.3286
 
Since the output is plain text the name of Greek variables are used in place of their 
symbols (i.e. Tau instead of τPP, the photophysics decay constant).  Additionally, F t=0 
refers to the bleach depth (the fluorescence at time 0), and F t=inf refers to the final 
fluorescence intensity (the fluorescence at time infinity).  A value of F t=inf that is less 
than ~1 indicates the presence of an immobile fraction.  RN is the squared 2 norm of the 
residual.  BIC and BIC% are the BIC score and percentage of model likelihood 
respectively (see section 2.2.4).  Low and High F0 refer to the lower and upper bounds 
placed on the bleach depth as a replacement for early time points as described in 
Appendix A.   
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The choice of the subroutine pointb.m or pointb_smallfile.m depends on how the 
raw FRAP data is stored.  The initial method stored all of florescence data even when 
the laser was off during the intermittent data collection (as explained in Figure 2.1).  
Data stored in this manner is processed using the pointb.m script.   A latter revision of 
the point FRAP LabView program only stored the florescence data when the laser is 
turned on.  Process these data using the pointb_smallfile.m script.  Each of these 
scripts use the expfit.m subroutine listed after them.     
%pointb.m  
global pstime psdata pstau psdelta xpsc 
  
data = open([data_filename '.mat']); 
avg1 = data.avg1; 
avg2 = data.avg2; 
  
xbound1 = [-200 10300]; 
xbound2 = [-200 50000]; 
ybound = [0.4 1.1]; 
  
plot1i = avg1(801:1000); 
plot1renorm = avg2(801:1000); 
  
plot1 = plot1i ./ plot1renorm; 
plot1ble = plot1i; 
plot1con = plot1renorm; 
  
%Now process the postbleach data 
  
avgpost(1:400) = avg1(1021:1420); 
avgpost(401:600) = avg1(2021:2220); 
avgpost(601:800) = avg1(3021:3220); 
avgpost(801:1000) = avg1(4021:4220); 
avgpost(1001:1200) = avg1(5021:5220); 
avgpost(1201:1400) = avg1(6021:6220); 
avgpost(1401:1600) = avg1(7021:7220); 
avgpost(1601:1800) = avg1(8021:8220); 
avgpost(1801:2000) = avg1(9021:9220); 
avgpost(2001:2200) = avg1(10021:10220); 
avgpost(2201:2300) = avg1(11021:11120); 
avgpost(2301:2400) = avg1(21021:21120); 
avgpost(2401:2500) = avg1(31021:31120); 
avgpost(2501:2600) = avg1(41021:41120); 
avgpost(2601:2700) = avg1(51021:51120); 
  
  
avgpost2(1:400) = avg2(1021:1420); 
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avgpost2(401:600) = avg2(2021:2220); 
avgpost2(601:800) = avg2(3021:3220); 
avgpost2(801:1000) = avg2(4021:4220); 
avgpost2(1001:1200) = avg2(5021:5220); 
avgpost2(1201:1400) = avg2(6021:6220); 
avgpost2(1401:1600) = avg2(7021:7220); 
avgpost2(1601:1800) = avg2(8021:8220); 
avgpost2(1801:2000) = avg2(9021:9220); 
avgpost2(2001:2200) = avg2(10021:10220); 
avgpost2(2201:2300) = avg2(11021:11120); 
avgpost2(2301:2400) = avg2(21021:21120); 
avgpost2(2401:2500) = avg2(31021:31120); 
avgpost2(2501:2600) = avg2(41021:41120); 
avgpost2(2601:2700) = avg2(51021:51120); 
  
plot2 = avgpost ./ avgpost2; 
plot2ble = avgpost; 
plot2con = avgpost2; 
   
%t1 is just 200 microseconds before the bleach 
t1=-200:-1; 
  
t2(1:400) = 1:400; 
t2(401:600) = 1001:1200; 
t2(601:800) = 2001:2200; 
t2(801:1000) = 3001:3200; 
t2(1001:1200) = 4001:4200; 
t2(1201:1400) = 5001:5200; 
t2(1401:1600) = 6001:6200; 
t2(1601:1800) = 7001:7200; 
t2(1801:2000) = 8001:8200; 
t2(2001:2200) = 9001:9200; 
t2(2201:2300) = 10001:10100; 
t2(2301:2400) = 20001:20100; 
t2(2401:2500) = 30001:30100; 
t2(2501:2600) = 40001:40100; 
t2(2601:2700) = 50001:50100; 
  
%now make the photoswitching plot 
pstime = 1:620; %620 us of photoswitching data (200 "prebleach" 20 "bleach" 
400 "postbleach")  
%take the control data 
pscon = avg2(801:1420) ./ max(avg2(801:1420));  
%create the flat bleach plot 
psble = mean(plot2(25:35))*ones(1,620); 
%now make the photoswitching plot 
psplot = psble ./ pscon';  
psdata = psplot;  
pscon2 = pscon'; 
  
x0psc = [0.1 400 0.8];  
xpsc = lsqcurvefit('expfit',x0psc,pstime,pscon2); 
fitps = expfit(xpsc,pstime);  
pstau = xpsc(2); 
psdelta = -xpsc(1);  
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figure(1) 
subplot(3,1,1); 
plot(t1',plot1,'o',t2',plot2,'o') 
xlim(xbound1) 
ylim(ybound) 
title('Corrected Curve') 
subplot(3,1,2); 
plot(t1',plot1ble,'o',t2', plot2ble,'o') 
xlim(xbound1) 
ylim(ybound) 
title('Bleach') 
subplot(3,1,3); 
plot(t1',plot1con,'o',t2', plot2con,'o') 
xlim(xbound1) 
ylim(ybound) 
title('Control') 
xlabel('time (us)') 
  
figure(2) 
subplot(3,1,1); 
plot(t1',plot1,'o',t2',plot2,'o') 
xlim(xbound2) 
ylim(ybound) 
title('Corrected Curve') 
subplot(3,1,2); 
plot(t1',plot1ble,'o',t2', plot2ble,'o') 
xlim(xbound2) 
ylim(ybound) 
title('Bleach') 
subplot(3,1,3); 
plot(t1',plot1con,'o',t2', plot2con,'o') 
xlim(xbound2) 
ylim(ybound) 
title('Control') 
xlabel('time (us)') 
  
  
figure(3) 
semilogx(t2',plot2,'o') 
ylim(ybound) 
  
figure(4) 
plot(t2',plot2,'o') 
ylim(ybound) 
xlim([0 300]) 
set(gca,'XTick',0:10:300); 
labels = 
{'0','','','','','50','','','','','100','','','','','150','','','','','200','
','','','','250','','','','','300'}; 
set(gca,'XTickLabels',labels); 
 
%pointb_smallfile.m 
global pstime psdata pstau psdelta xpsc 
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data = open([data_filename '.mat']); 
avg1 = data.avg1; 
avg2 = data.avg2; 
totalblepts = data.avg1sets; 
totalconpts = data.avg2sets; 
  
xbound1 = [-200 10300]; 
xbound2 = [-200 50000]; 
ybound = [0.4 1.1]; 
  
plot1i = avg1(801:1000); 
plot1renorm = avg2(801:1000); 
  
plot1 = plot1i ./ plot1renorm; 
plot1ble = plot1i; 
plot1con = plot1renorm; 
  
%Now process the postbleach data 
  
avgpost(1:2700) = avg1(1021:3720); 
  
avgpost2(1:2700) = avg2(1021:3720); 
  
plot2 = avgpost ./ avgpost2; 
plot2ble = avgpost; 
plot2con = avgpost2; 
   
%t1 is just 200 microseconds before the bleach 
t1=-200:-1; 
  
t2(1:400) = 1:400; 
t2(401:600) = 1001:1200; 
t2(601:800) = 2001:2200; 
t2(801:1000) = 3001:3200; 
t2(1001:1200) = 4001:4200; 
t2(1201:1400) = 5001:5200; 
t2(1401:1600) = 6001:6200; 
t2(1601:1800) = 7001:7200; 
t2(1801:2000) = 8001:8200; 
t2(2001:2200) = 9001:9200; 
t2(2201:2300) = 10001:10100; 
t2(2301:2400) = 20001:20100; 
t2(2401:2500) = 30001:30100; 
t2(2501:2600) = 40001:40100; 
t2(2601:2700) = 50001:50100; 
  
%now make the photoswitching plot 
pstime = 1:620; %620 us of photoswitching data (200 "prebleach" 20 "bleach" 
400 "postbleach")  
%take the control data 
pscon = avg2(801:1420) ./ max(avg2(801:1420));  
%create the flat bleach plot 
psble = mean(plot2(25:35))*ones(1,620); 
%now make the photoswitching plot 
psplot = psble ./ pscon';  
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psdata = psplot;  
pscon2 = pscon'; 
  
x0psc = [0.1 400 0.8];  
xpsc = lsqcurvefit('expfit',x0psc,pstime,pscon2); 
fitps = expfit(xpsc,pstime);  
pstau = xpsc(2); 
psdelta = -xpsc(1);  
  
  
figure(1) 
subplot(3,1,1); 
plot(t1',plot1,'o',t2',plot2,'o') 
xlim(xbound1) 
ylim(ybound) 
title('Corrected Curve') 
subplot(3,1,2); 
plot(t1',plot1ble,'o',t2', plot2ble,'o') 
xlim(xbound1) 
ylim(ybound) 
title('Bleach') 
subplot(3,1,3); 
plot(t1',plot1con,'o',t2', plot2con,'o') 
xlim(xbound1) 
ylim(ybound) 
title('Control') 
xlabel('time (us)') 
  
figure(2) 
subplot(3,1,1); 
plot(t1',plot1,'o',t2',plot2,'o') 
xlim(xbound2) 
ylim(ybound) 
title('Corrected Curve') 
subplot(3,1,2); 
plot(t1',plot1ble,'o',t2', plot2ble,'o') 
xlim(xbound2) 
ylim(ybound) 
title('Bleach') 
subplot(3,1,3); 
plot(t1',plot1con,'o',t2', plot2con,'o') 
xlim(xbound2) 
ylim(ybound) 
title('Control') 
xlabel('time (us)') 
  
  
figure(3) 
semilogx(t2',plot2,'o') 
ylim([-0.5 1.5]) 
  
figure(4) 
plot(t2',plot2,'o') 
ylim(ybound) 
xlim([0 300]) 
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set(gca,'XTick',0:10:300); 
labels = 
{'0','','','','','50','','','','','100','','','','','150','','','','','200','
','','','','250','','','','','300'}; 
set(gca,'XTickLabels',labels); 
  
  
%expfit.m 
function y=expfit(x,t) 
  
y = x(1).*exp(-t./x(2)) + x(3);  
 
 
The next subroutine FRAPfitweightedpsc_2model.m is listed below.  It is dependent on 
the following subroutines listed in alphabetical order: meanvals2.m, ptFRAP.m, 
ptFRAPpsc.m, ptFRAPpscweighted.m, and ptFRAPweighted.m.   
 
%FRAPfitweightedpsc_2model.m 
global time data weightvect lowpt pstime z 
  
time=t2; 
data=plot2; 
  
  
Fnotavg = mean(data(15:25)); 
Fnotmax = 1.1*Fnotavg;  
Fnotmin = 0.90*Fnotavg;  
Fnot = Fnotavg; 
  
delmin = -1; %delmin = 1.2*del;  
delmax = 0; %delmax = 0.8*del; 
  
av=1; 
timemat=reshape(t2(start:end),av,((length(time)-start+1)/av)); 
time=mean(timemat,1); 
datamat=reshape(plot2(start:end),av,((length(data)-start+1)/av)); 
data=mean(datamat,1); 
meant = meanvals2(t2); 
meand = meanvals2(plot2);  
n = size(timemat,2); 
n1 = 20;  
lowpt = 0; %0.9*mean(data(20:60));  
  
%del = 0.09; %0.0525 
fulltime = time; %start:10:50200;  
  
weightvector(1:400) = ones(1,400);%400 points in 400 us 
weightvector(401:2200) = 5*ones(1,1800);%200 points per 1000 us (500- 
1500,...,8500-9500) 
weightvector(2201:2300) = 55*ones(1,100);%100 points per 5500 us (9500-15000) 
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weightvector(2301:2700) = 100*ones(1,400);%100 points per 10000 us (15000- 
25000,...,45000-55000) 
  
weightvect = reshape(weightvector(start:end),av,((length(weightvector)- 
start+1)/av)); 
  
lb = []; 
ub = []; 
options = optimset('Display','iter','Algorithm','levenberg-marquardt', 
'TolFun',10^-11,'TolX',10^-8,'FinDiffType','central'); 
ci = zeros(4,2);  
xnot(1:2) = x0(1:2); xnot(3) = Fnot; xnot(4) = x0(3);  
%model 1 diffusion and immoble frac  
lb = [0 0.9999 Fnotmin 0];  
ub = [10000 1 Fnotmax 2]; 
  
[x,resnorm,residual,exitflag,output,lambda,jacobian]= 
lsqnonlin('ptFRAPpscweighted',xnot,lb,ub,options); 
if(calci == 1) 
    ci = nlparci(x,residual,jacobian); 
end 
plusminus=((ci(:,2)-ci(:,1))/2)'; %calculates +/- value from confidence  
intervals 
fit=ptFRAPpsc(x,fulltime); 
x1b=x; resnorm1b=resnorm; plusminus1b=plusminus; fit1b=fit; 
residual1b=residual; z1b = z; 
  
%model 2 - full anomalous diff and immobile frac  
lb = [0 0 Fnotmin 0];  
ub = [10000 1 Fnotmax 2]; 
  
[x,resnorm,residual,exitflag,output,lambda,jacobian]= 
lsqnonlin('ptFRAPpscweighted',xnot,lb,ub,options); 
if(calci == 1) 
    ci = nlparci(x,residual,jacobian); 
end  
plusminus=((ci(:,2)-ci(:,1))/2)'; %calculates +/- value from confidence  
intervals 
fit=ptFRAPpsc(x,fulltime); 
x2b=x; resnorm2b=resnorm; plusminus2b=plusminus; fit2b=fit; 
residual2b=residual; z2b = z; 
  
%model 3 diffusion and immoble frac w/o PSC 
lb = [0 0.9999 Fnotmin 0];  
ub = [10000 1 Fnotmax 2]; 
  
[x,resnorm,residual,exitflag,output,lambda,jacobian]= 
lsqnonlin('ptFRAPweighted',xnot,lb,ub,options); 
if(calci == 1) 
    ci = nlparci(x,residual,jacobian); 
end 
plusminus=((ci(:,2)-ci(:,1))/2)'; %calculates +/- value from confidence  
intervals 
fit=ptFRAP(x,fulltime); 
x3=x; resnorm3=resnorm; plusminus3=plusminus; fit3=fit; residual3=residual; 
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%model 4 - full anomalous diff and immobile frac w/o PSC 
lb = [0 0 Fnotmin 0];  
ub = [10000 1 Fnotmax 2]; 
  
[x,resnorm,residual,exitflag,output,lambda,jacobian]= 
lsqnonlin('ptFRAPweighted',xnot,lb,ub,options); 
if(calci == 1) 
    ci = nlparci(x,residual,jacobian); 
end  
plusminus=((ci(:,2)-ci(:,1))/2)'; %calculates +/- value from confidence  
intervals 
fit=ptFRAP(x,fulltime); 
x4=x; resnorm4=resnorm; plusminus4=plusminus; fit4=fit; residual4=residual; 
   
%find BIC  
rn = [resnorm1b resnorm2b];  
K = [4 5]; 
BIC = (n*log(rn/n)) + log(n).*K; 
BICF = BIC - min(BIC); 
BICPercent = exp(-0.5*BICF) / sum(exp(-0.5*BICF)); 
  
%Find center resnorm 
  
mresnorm1b = 0; 
  
mresnorm2b = 0; 
wv(1:6) = 1; 
wv(7:15) = 5;  
wv(16) = 55; 
wv(17:20) = 100;  
for i=1:20 
    index = find(time > meant(i)); 
     
    mresnorm1b = mresnorm1b + (fit1b(index(1)) - meand(i))^2*wv(i)/meant(i); 
    
    mresnorm2b = mresnorm2b + (fit2b(index(1)) - meand(i))^2*wv(i)/meant(i); 
end 
mrn = [mresnorm1b mresnorm2b];  
  
mBIC = (n1*log(mrn/n1)) + log(n1).*K; 
mBICF = mBIC - min(mBIC); 
mBICPercent = exp(-0.5*mBICF) / sum(exp(-0.5*mBICF)); 
  
  
res1b = meanvals2([zeros(1,start-1) residual1b]); 
res2b = meanvals2([zeros(1,start-1) residual2b]); 
res3 = meanvals2([zeros(1,start-1) residual3]); 
res4 = meanvals2([zeros(1,start-1) residual4]); 
  
figure(10) 
plot(pstime,pscon,'o',pstime,fitps) 
xlim([0 620]) 
legend('Data','Fit','Location','SouthEast') 
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title('Photoswitching Correction')   
ylabel('normalized intensity') 
xlabel('time (us)') 
  
figure(12) 
subplot(3,1,[1 2]) 
semilogx(time,data,'o',fulltime,fit1b,fulltime,fit2b,meant,meand,'x') 
xlim([start 50000]) 
legend('Data','Normal Diffusion','Anomalous 
Diffusion','Location','SouthEast') 
title('Photoswitching Correction') 
ylabel('normalized intensity') 
xlabel('time (us)') 
subplot(3,1,3) 
semilogx(time,zeros(1,length(time)),meant,res1b,'x',meant,res2b,'x','MarkerSi
ze',10) 
xlim([start 50000]) 
  
figure(13) 
subplot(3,1,[1 2]) 
semilogx(time,data,'o',fulltime,fit3,fulltime,fit4,meant,meand,'x') 
xlim([start 50000]) 
legend('Data','Normal Diffusion','Anomalous 
Diffusion','Location','SouthEast') 
title('No Photoswitching Correction') 
ylabel('normalized intensity') 
xlabel('time (us)') 
subplot(3,1,3) 
semilogx(time,zeros(1,length(time)),meant,res3,'x',meant,res4,'x','MarkerSize
',10) 
xlim([start 50000]) 
  
  
figure(14) 
subplot(2,1,1) 
semilogx(time,residual1b,'.',time,zeros(1,length(time)),meant,res1b,'x','Mark
erSize',10) 
xlim([start 50000]) 
subplot(2,1,2) 
semilogx(time,residual2b,'.',time,zeros(1,length(time)),meant,res2b,'x','Mark
erSize',10) 
xlim([start 50000]) 
   
x1bmat=[x1b;plusminus1b;100000*resnorm1b*ones(1,4)] 
x2bmat=[x2b;plusminus2b;100000*resnorm2b*ones(1,4)] 
x3mat=[x3;plusminus3;100000*resnorm3*ones(1,4)] 
x4mat=[x4;plusminus4;100000*resnorm4*ones(1,4)] 
  
Bounds = [Fnotmin Fnot delmin delmax]  
  
saveas(12,[data_filename '_combo_psc.fig']); 
saveas(13,[data_filename '_combo_nopsc.fig']); 
saveas(14,[data_filename '_resdual.fig']); 
 
 
 213 
 
%meanvals2.m 
function y = meanvals2(x) 
  
y(1) = mean(x(101:150)); 
y(2) = mean(x(151:200)); 
y(3) = mean(x(201:250)); 
y(4) = mean(x(251:300)); 
y(5) = mean(x(301:350)); 
y(6) = mean(x(351:400)); 
y(7) = mean(x(401:600)); 
y(8) = mean(x(601:800)); 
y(9) = mean(x(801:1000)); 
y(10) = mean(x(1001:1200)); 
y(11) = mean(x(1201:1400)); 
y(12) = mean(x(1401:1600)); 
y(13) = mean(x(1601:1800)); 
y(14) = mean(x(1801:2000)); 
y(15) = mean(x(2001:2200)); 
y(16) = mean(x(2201:2300)); 
y(17) = mean(x(2301:2400)); 
y(18) = mean(x(2401:2500)); 
y(19) = mean(x(2501:2600)); 
y(20) = mean(x(2601:2700)); 
  
 
%ptFRAP.m 
function y=ptFRAP(x,t) 
  
global wr wz  
  
%functional form from corrected Feder, et al, article BiophysJ 100, 791; 
%modified for 3D diffusion with additional denominator factor 
  
G=x(1)*10^-6; 
alpha=x(2); 
Fpre=1; 
F0=x(3); 
Finf=x(4); 
   
n=0:20; %seems to converge by 10 terms, so 20 should be plenty 
[nmat,tmat]=meshgrid(n,t); 
   
opt = optimset('Display','off'); 
  
R=(Finf-F0)/(Fpre-F0); 
beta=lsqnonlin(@(x)sum(((-x).^n)./factorial(n)./(1+n).^(3/2))-
F0/Fpre,[1],[],[],opt); 
   
%See Feder et al Biophys J 1996 70 2767  
%Brown et al Biophys J 1998 77 2837 
%Schnell et al J. Biomed Optics 2008 13(6) 064037 
Fmat=((-beta).^nmat)./factorial(nmat)./(1+nmat.*(1+16*G.*(tmat.^alpha)./ 
(alpha*wr^2)))./sqrt(1+nmat.*(1+16*G.*(tmat.^alpha)./(alpha*wz^2))); 
F=Fpre*sum(Fmat,2)*R+(1-R)*F0; 
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y=F'; 
 
 
%ptFRAPpsc.m 
function y=ptFRAPpsc(x,t) 
  
global wr wz pstau psdelta xpsc z 
   
%functional form from corrected Feder, et al, article BiophysJ 100, 791; 
  
G=x(1)*10^-6; 
alpha=x(2); 
Fpre=1; 
F0=x(3); 
Finf=x(4); 
  
n=0:20; %seems to converge by 10 terms, so 20 should be plenty 
[nmat,tmat]=meshgrid(n,t); 
l = length(t);  
s = t(1);  
tpsc = s:(l+s-1); 
[nmat2,tpscmat] = meshgrid(n,tpsc);  
  
opt = optimset('Display','off'); 
cont = 1:620;  
curve = expfit(xpsc,cont);  
fitcurve = F0 ./ curve;  
z = lsqcurvefit('expfit',[psdelta pstau 0.8],cont,fitcurve,[],[],opt); 
  
delta = z(1); 
tau = z(2);  
if(tau > 2000) 
    delta = 0; 
end 
  
R=(Finf-F0)/(Fpre-F0); 
beta=lsqnonlin(@(x)sum(((-x).^n)./factorial(n)./(1+n).^(3/2).*(1+delta))-
F0/Fpre,[1],[],[],opt); 
%assume two-photon excitation and bleaching, m=2; b=2; 
%See Feder et al Biophys J 1996 70 2767  
%Brown et al Biophys J 1998 77 2837 
%Schnell et al J. Biomed Optics 2008 13(6) 064037 
l = length(t);  
tpsc = 1:l; 
Fmat=(R+delta.*exp(-tpscmat./tau)).*((-beta).^nmat)./factorial(nmat)./ 
(1+nmat.*(1+16*G.*(tmat.^alpha)./(alpha*wr^2)))./sqrt(1+nmat.*(1+16*G.*
(tmat.^alpha)./(alpha*wz^2))); 
F=Fpre*sum(Fmat,2)+(1-R)*F0; 
  
y=F'; 
 
 
%ptFRAPpscweighted.m 
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function y=ptFRAPpscweighted(x) 
  
global wr wz time data weightvect pstau psdelta xpsc z 
t = time; 
  
%functional form from corrected Feder, et al, article BiophysJ 100, 791; 
  
G=x(1)*10^-6; 
alpha=x(2); 
Fpre=1; 
F0=x(3); 
Finf=x(4); 
   
n=0:20; %seems to converge by 10 terms, so 20 should be plenty 
[nmat,tmat]=meshgrid(n,t); 
l = length(t);  
s = t(1);  
tpsc = s:(l+s-1); 
[nmat2,tpscmat] = meshgrid(n,tpsc);  
  
opt = optimset('Display','off'); 
cont = 1:620;  
curve = expfit(xpsc,cont);  
fitcurve = F0 ./ curve;  
z = lsqcurvefit('expfit',[psdelta pstau 0.8],cont,fitcurve,[],[],opt); 
  
delta = z(1); 
tau = z(2);  
if(tau > 2000) 
    delta = 0; 
end 
R=(Finf-F0)/(Fpre-F0); 
beta=lsqnonlin(@(x)sum(((-x).^n)./factorial(n)./(1+n).^(3/2).*(1+delta))-
F0/Fpre,[1],[],[],opt); 
  
%assume two-photon excitation and bleaching, m=2; b=2; 
%See Feder et al Biophys J 1996 70 2767  
%Brown et al Biophys J 1998 77 2837 
%Schnell et al J. Biomed Optics 2008 13(6) 064037 
l = length(t);  
tpsc = 1:l; 
Fmat=(R+delta.*exp(-tpscmat./tau)).*((-beta).^nmat)./factorial(nmat)./ 
(1+nmat.*(1+16*G.*(tmat.^alpha)./(alpha*wr^2)))./sqrt(1+nmat.*(1+16*G.*
(tmat.^alpha)./(alpha*wz^2))); 
F=Fpre*sum(Fmat,2)+(1-R)*F0; 
  
y=(F'-data)./time.*weightvect; 
 
 
%ptFRAPweighted.m 
function y=ptFRAPweighted(x) 
  
global wr wz time data weightvect 
t = time; 
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%functional form from corrected Feder, et al, article BiophysJ 100, 791; 
  
G=x(1)*10^-6; 
  
Fpre=1; 
F0=x(3); 
Finf=x(4); 
   
n=0:20; %seems to converge by 10 terms, so 20 should be plenty 
[nmat,tmat]=meshgrid(n,t); 
  
opt = optimset('Display','off'); 
  
R=(Finf-F0)/(Fpre-F0); 
beta=lsqnonlin(@(x)sum(((-x).^n)./factorial(n)./(1+n).^(3/2))-
F0/Fpre,[1],[],[],opt); 
  
%assume two-photon excitation and bleaching, m=2; b=2; 
%See Feder et al Biophys J 1996 70 2767  
%Brown et al Biophys J 1998 77 2837 
%Schnell et al J. Biomed Optics 2008 13(6) 064037 
l = length(t);  
  
Fmat=((-beta).^nmat)./factorial(nmat)./(1+nmat.*(1+16*G.*(tmat.^alpha)./ 
(alpha*wr^2)))./sqrt(1+nmat.*(1+16*G.*(tmat.^alpha)./(alpha*wz^2))); 
F=Fpre*sum(Fmat,2)*R+(1-R)*F0; 
  
y=(F'-data)./time.*weightvect; 
 
 
The final subroutine listed in loadandfit_2model.m is savetable_2model.m.  This script 
saves the output table of the fitting results (Table E.1) to the file with the name 
data_filename_table.dat.  The script also calculates the value of Deff for the output table.   
 
%savetable_2model.m 
fid = fopen([data_filename '_table.dat'],'w'); 
  
tau2 = (x2bmat(1,2)*wr^2/(6*x2bmat(1,1)*10^-6))^(1/x2bmat(1,2)); 
deff2 = wr^2 / (6*tau2*10^-6); 
  
tau2err = (x2bmat(1,2)*wr^2/((x2bmat(1,1)+x2bmat(2,1))*6*10^-
6))^(1/x2bmat(1,2)); 
deff2err = (wr^2 / (6*tau2err*10^-6)) - deff2 ; 
  
tau4 = (x4mat(1,2)*wr^2/(6*x4mat(1,1)*10^-6))^(1/x4mat(1,2)); 
deff4 = wr^2 / (6*tau4*10^-6); 
  
tau4err = (x4mat(1,2)*wr^2/((x4mat(1,1)+x4mat(2,1))*6*10^-6))^(1/x4mat(1,2)); 
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deff4err = (wr^2 / (6*tau4err*10^-6)) - deff4 ; 
  
  
fprintf(fid,'Data : %s\t\t\t Data Pts:\t %f\t Control Pts:\t 
%f\n',data_filename,totalblepts,totalconpts); 
  
fprintf(fid,'Normal\t D\t Alpha\t F t=0\t F t=inf\t Delta\t Tau\n'); 
fprintf(fid,'Values\t %f\t %f\t %f\t %f\t %f\t 
%f\n',x1bmat(1,1),x1bmat(1,2),x1bmat(1,3),x1bmat(1,4),z1b(1),z1b(2)); 
fprintf(fid,'95%% CI\t %f\t %f\t %f\t %f\t %f\t 
%f\n',x1bmat(2,1),x1bmat(2,2),x1bmat(2,3),x1bmat(2,4),0,0); 
fprintf(fid,'RN\t %f\t BIC\t %f\t BIC%%\t 
%f\n',x1bmat(3,1),BICF(1),BICPercent(1)); 
  
fprintf(fid,'Anomalous\t Gamma\t Alpha\t Deff\t F t=0\t F t=inf\t Delta\t 
Tau\n'); 
fprintf(fid,'Values\t %f\t %f\t %f\t %f\t %f\t %f\t 
%f\n',x2bmat(1,1),x2bmat(1,2),deff2,x2bmat(1,3),x2bmat(1,4),z2b(1),z2b(2)); 
fprintf(fid,'95%% CI\t %f\t %f\t %f\t %f\t %f\t %f\t 
%f\n',x2bmat(2,1),x2bmat(2,2),deff2err,x2bmat(2,3),x2bmat(2,4),0,0); 
fprintf(fid,'RN\t %f\t BIC\t %f\t BIC%%\t 
%f\n',x2bmat(3,1),BICF(2),BICPercent(2)); 
  
fprintf(fid,'Normal\t D\t Alpha\t F t=0\t F t=inf\n'); 
fprintf(fid,'Values\t %f\t %f\t %f\t 
%f\n',x3mat(1,1),x3mat(1,2),x3mat(1,3),x3mat(1,4)); 
fprintf(fid,'95%% CI\t %f\t %f\t %f\t 
%f\n',x3mat(2,1),x3mat(2,2),x3mat(2,3),x3mat(2,4)); 
fprintf(fid,'RN\t %f\n',x3mat(3,1)); 
  
fprintf(fid,'Anomalous\t Gamma\t Alpha\t Deff\t F t=0\t F t=inf\n'); 
fprintf(fid,'Values\t %f\t %f\t %f\t %f\t 
%f\n',x4mat(1,1),x4mat(1,2),deff4,x4mat(1,3),x4mat(1,4)); 
fprintf(fid,'95%% CI\t %f\t %f\t %f\t %f\t 
%f\n',x4mat(2,1),x4mat(2,2),deff4err,x4mat(2,3),x4mat(2,4)); 
fprintf(fid,'RN\t %f\n',x4mat(3,1)); 
  
fprintf(fid,'Start:\t %f\t Low F0:\t %f\t High F0:\t %f\t Tau:\t 
%f\n',start,Fnotmin,Fnot,pstau); 
fclose(fid); 
 
E.2. Distribution model fitting program. 
 The following program was written and used to determine the distributions 
presented in Chapter 4.  The main program fit_to_distribution.m that is configured like 
the FRAP fitting program described in section E.1.  The data filename, point spread 
function, and fitting start point are entered at the beginning of the script.  The distribution 
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model uses a hundred FRAP curves as a basis set; therefore, the FRAP curve is over 
fitted.  To minimize the influence of the initial guess and to remove “spikes” in the curve 
several fitting iterations are performed in the script.  The initial distribution guess is 
made either as a flat line input, random noise, or as a log-normal distribution.  A total of 
six fits of FRAP curve to the distribution are made.  After the first, third, and fifth 
iterations, a mediation filter is used to smooth the distribution and the smoothed iteration 
is used as the initial guess for the next fitting iteration.  After the second and fourth 
iterations, the resulting distribution is not only smoothed but then fit to a Gaussian.  The 
resulting Gaussian is then used as the initial guess for the next round of fitting.       
The script produces nine figures as an output.  Output Figures 1-3 are the same 
as described in section E.1 (Figure E.1A-C).  The next two figures (MatLab output 
Figures 11 & 12) display an anomalous fit to the data and the basis set of FRAP 
equations that are used to produce the distribution (Figure E.3).  The final four figures 
display the fitting results and initial guesses used (Figure E.4).   The routine 
fit_to_distribution.m relies on six subroutines.  The following four subroutines are the 
same as used in the FRAP fitting program described in section E.1: pointb.m (or 
pointb_smallfile.m), ptFRAPpscweighted.m, expfit.m, and ptFRAPpsc.m.  Two new 
subroutines, distfit_weighted.m and gauss.m, are listed after the code for the main 
program.  
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Figure E.3:  Pre-fitting output figures of the distribution FRAP fitting script.  (A) MatLab 
output Figure 11 shows the anomalous curve fit to the FRAP data.  The anomalous fit is 
used to determine the photophysics parameters, the bleach depth, and the final 
recovery value that are implemented in the FRAP Curve basis set.  (B)  MatLab output 
Figure 12 shows the hundred curve basis set that will be used in the distribution 
modeling.   
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Figure E.4:  Post-fitting output figures of the distribution FRAP fitting script.  (A) MatLab 
output Figure 20 displays the initial guess used for each iteration of the fitting function.  
(B) MatLab output Figure 21 shows the resulting distribution on a logarithmic diffusion 
coefficient axes.  The squared norm of the residuals are shown above each iteration.  
(C) MatLab output Figure 22 shows the FRAP data (blue circles) with the corresponding 
distribution fit line (green line).  (D) MatLab output Figure 24 shows the same data as 
listed in panel B but now the data is shown zoomed in on a linear diffusion axis from 0 
to 100 μm2/s.     
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%fit_to_distribution.m  
clear all 
close all 
tic 
global Dvect Fdist wr wz time data weightvect pstau psdelta xpsc z 
wr = 0.305;  
wz = 1.092;  
data_filename = 'Rpb3_avg'; 
start = 80;  
  
pointb %or pointb_smallfile  
  
%Select data to be fitted and make weightvector 
time = t2(start:end); 
data = plot2(start:end); 
weightvector(1:400) = ones(1,400);%400 points in 400 us 
weightvector(401:2200) = 5*ones(1,1800);%200 points per 1000 us (500- 
1500,...,8500-9500) 
weightvector(2201:2300) = 55*ones(1,100);%100 points per 5500 us (9500-15000) 
weightvector(2301:2700) = 100*ones(1,400);%100 points per 10000 us (15000- 
25000,...,45000-55000) 
weightvect = weightvector(start:end); 
  
%First fit data to an anomalous subdiffusion model  
Fnotavg = mean(plot2(15:25)); 
Fnotmax = 1.1*Fnotavg;  
Fnotmin = 0.90*Fnotavg; 
  
options = optimset('Display','iter','Algorithm','levenberg-marquardt', 
'TolFun',10^-11,'TolX',10^-8,'FinDiffType','central'); 
xnot = [80 0.8 Fnotavg 1];  
lb = [0 0 Fnotmin 0];  
ub = [10000 1 Fnotmax 2]; 
  
[xAnom,resnormAnom,residualAnom]=lsqnonlin('ptFRAPpscweighted',xnot,lb,ub,opt
ions); 
fitAnom=ptFRAPpsc(xAnom,time); 
zAnom = z; 
  
figure(11) 
semilogx(time,data,'o',time,fitAnom) 
title('Anomalous Diffusion Fit') 
xlabel('time (us)') 
ylabel('signal') 
  
%Now take the anomalous data and plug it into the dist fit  
F0 = xAnom(3); 
Fpre = 1; 
Finf = xAnom(4);  
delta = zAnom(1); 
tau = zAnom(2);  
  
nmax=10;  
n = 0:nmax; 
opt = optimset('Display','none');  
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B=lsqnonlin(@(x)sum(((-x).^n)./factorial(n)./(1+n).^(3/2).* 
(1+delta))-F0/Fpre,[1],[],[],opt); 
  
Dvect = logspace(-8,-3,100); 
l = length(time);  
s = time(1);  
tpsc = s:(l+s-1); 
[Dmat,tmat] = meshgrid(Dvect,time); 
[Dmat2,tpscmat] = meshgrid(Dvect,tpsc); 
clear Dmat2  
Fdist = zeros(size(Dmat,1),size(Dmat,2)); 
for m=0:nmax 
    Fdist = Fdist+(1+delta.*exp(-tpscmat./tau)).*((-B).^m)./factorial(m)./ 
(1+m.*(1+16*Dmat.*(tmat.^1)./(1*wr^2)))./ 
sqrt(1+m.*(1+16*Dmat.*(tmat.^1)./(1*wz^2))); 
end 
  
figure(12) 
semilogx(time,Fdist) 
  
%Random number initial guess 
%x0 = rand(1,100);  
%Flat line initial guess 
%x0 = 0.01*ones(1,100); 
%log-normal initial guess 
mu = log(10^-4); sig = 2; 
x0 = 1./(Dvect.*sqrt(2*pi*sig^2)).*exp(-((log(Dvect)-mu).^2/2/sig^2)); 
%Normalize 
xnotD1 = x0 ./ sum(x0);  
lb = zeros(1,100); 
ub = ones(1,100);  
   
maxit=200; 
options = optimset('Display','iter','MaxIter',maxit,'TolFun',10^-10, 
'TolX',10^-10,'FinDiffType','central'); 
  
%first fit 
[x,resnorm,residual]=lsqnonlin('distfit_weighted',xnotD1,lb,ub,options); 
[FdistFITmat,tmat] = meshgrid(x,time); 
fit = sum(FdistFITmat.*Fdist,2);   
xDist1=x;  
resnormDist1=resnorm;  
fitDist1=fit;  
residualDist1=residual; 
   
%subtract baseline, smooth and fit again 
y=x(1:100); 
y2=nlfilter(y,[1,9],'median'); 
xnotD2(1:100)=y2; 
[x,resnorm,residual]=lsqnonlin('distfit_weighted',xnotD2,lb,ub,options); 
[FdistFITmat,tmat] = meshgrid(x,time); 
fit = sum(FdistFITmat.*Fdist,2);  
xDist2=x;  
resnormDist2=resnorm;  
fitDist2=fit;  
residualDist2=residual;  
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%fit Gaussian to output and fit again 
y=x(1:100); 
y2=nlfilter(y,[1,9],'median'); 
y3=nlfilter(y,[1,5],'mean'); 
idx=1:length(y3); 
over=find(y3>(max(y3)/2)); 
yy=lsqcurvefit('gauss',[max(y3) find(y3==max(y3)) over(end)-over(1)],idx,(y3-
min(y3))); 
y4=gauss(yy,idx); 
xnotD4(1:100)=y4; 
[x,resnorm,residual]=lsqnonlin('distfit_weighted',xnotD4,lb,ub,options); 
[FdistFITmat,tmat] = meshgrid(x,time); 
fit = sum(FdistFITmat.*Fdist,2);  
xDist4=x; resnormDist4=resnorm; fitDist4=fit; residualDist4=residual; 
  
options = optimset('Display','iter','MaxIter',maxit,'TolFun',10^-15, 
'TolX',10^-15,'FinDiffType','central'); 
  
%smooth again and fit again 
y=x(1:100); 
y2=nlfilter(y,[1,9],'median'); 
xnotD5(1:100)=y2; 
[x,resnorm,residual]=lsqnonlin('distfit_weighted',xnotD5,lb,ub,options); 
[FdistFITmat,tmat] = meshgrid(x,time); 
fit = sum(FdistFITmat.*Fdist,2); 
xDist5=x; resnormDist5=resnorm; fitDist5=fit; residualDist5=residual; 
  
%one more time - fit a broad Gaussian to output and fit again 
y=x(1:100); 
y2=nlfilter(y,[1,9],'median'); 
y3=nlfilter(y,[1,5],'mean'); 
idx=1:length(y3); 
over=find(y3>(max(y3)/2)); 
yy=lsqcurvefit('gauss',[max(y3) find(y3==max(y3)) over(end)-over(1)],idx,(y3-
min(y3))); 
yy2=yy; 
yy2(3)=1.5*yy(3); 
y4=gauss(yy2,idx); 
y5=(y4-y4(1)).*((y4-y4(1))>0); 
xnotD6(1:100)=y5; 
[x,resnorm,residual]=lsqnonlin('distfit_weighted',xnotD6,lb,ub,options); 
[FdistFITmat,tmat] = meshgrid(x,time); 
fit = sum(FdistFITmat.*Fdist,2); 
xDist6=x; resnormDist6=resnorm; fitDist6=fit; residualDist6=residual; 
  
%smooth again and fit again 
y=x(1:100); 
y2=nlfilter(y,[1,9],'median'); 
xnotD7(1:100)=y2; 
[x,resnorm,residual]=lsqnonlin('distfit_weighted',xnotD7,lb,ub,options); 
[FdistFITmat,tmat] = meshgrid(x,time); 
fit = sum(FdistFITmat.*Fdist,2); 
xDist7=x; resnormDist7=resnorm; fitDist7=fit; residualDist7=residual; 
   
figure(21) 
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subplot(2,3,1) 
semilogx(Dvect.*10^6,xDist1(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Amp') 
title(['Resnorm1: ' num2str(resnormDist1)]) 
xlim([0.01 1000]) 
subplot(2,3,4) 
semilogx(Dvect.*10^6,xDist2(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Amp') 
title(['Resnorm2: ' num2str(resnormDist2)]) 
xlim([0.01 1000]) 
subplot(2,3,2) 
semilogx(Dvect.*10^6,xDist4(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Amp') 
title(['Resnorm4: ' num2str(resnormDist4)]) 
xlim([0.01 1000]) 
subplot(2,3,5) 
semilogx(Dvect.*10^6,xDist5(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Amp') 
title(['Resnorm5: ' num2str(resnormDist5)]) 
xlim([0.01 1000]) 
subplot(2,3,3) 
semilogx(Dvect.*10^6,xDist6(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Amp') 
title(['Resnorm6: ' num2str(resnormDist6)]) 
xlim([0.01 1000]) 
subplot(2,3,6) 
semilogx(Dvect.*10^6,xDist7(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Amp') 
title(['Resnorm7: ' num2str(resnormDist7)]) 
xlim([0.01 1000]) 
  
figure(20) 
subplot(2,3,1) 
semilogx(Dvect.*10^6,xnotD1(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Guess Amp') 
title(['Resnorm1: ' num2str(resnormDist1)]) 
xlim([0.01 1000]) 
subplot(2,3,4) 
semilogx(Dvect.*10^6,xnotD2(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Guess Amp') 
title(['Resnorm2: ' num2str(resnormDist2)]) 
xlim([0.01 1000]) 
subplot(2,3,2) 
semilogx(Dvect.*10^6,xnotD4(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Guess Amp') 
title(['Resnorm4: ' num2str(resnormDist4)]) 
xlim([0.01 1000]) 
subplot(2,3,5) 
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semilogx(Dvect.*10^6,xnotD5(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Guess Amp') 
title(['Resnorm5: ' num2str(resnormDist5)]) 
xlim([0.01 1000]) 
subplot(2,3,3) 
semilogx(Dvect.*10^6,xnotD6(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Guess Amp') 
title(['Resnorm6: ' num2str(resnormDist6)]) 
xlim([0.01 1000]) 
subplot(2,3,6) 
semilogx(Dvect.*10^6,xnotD7(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Guess Amp') 
title(['Resnorm7: ' num2str(resnormDist7)]) 
xlim([0.01 1000]) 
  
figure(22)  
subplot(2,3,1) 
semilogx(time,data,'o',time,fitDist1) 
xlabel('time / us') 
ylabel('intensity') 
title('Fit 1') 
xlim([1 100000]) 
subplot(2,3,4) 
semilogx(time,data,'o',time,fitDist2) 
xlabel('time / us') 
ylabel('intensity') 
title('Fit 2') 
xlim([1 100000]) 
subplot(2,3,2) 
semilogx(time,data,'o',time,fitDist4) 
xlabel('time / us') 
ylabel('intensity') 
title('Fit 4') 
xlim([1 100000]) 
subplot(2,3,5) 
semilogx(time,data,'o',time,fitDist5) 
xlabel('time / us') 
ylabel('intensity') 
title('Fit 5') 
xlim([1 100000]) 
subplot(2,3,3) 
semilogx(time,data,'o',time,fitDist6) 
xlabel('time / us') 
ylabel('intensity') 
title('Fit 6') 
xlim([1 100000]) 
subplot(2,3,6) 
semilogx(time,data,'o',time,fitDist7) 
xlabel('time / us') 
ylabel('intensity') 
title('Fit 7') 
xlim([1 100000]) 
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figure(24) 
subplot(2,3,1) 
plot(Dvect.*10^6,xDist1(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Amp') 
title(['Resnorm1: ' num2str(resnormDist1)]) 
xlim([1 100]) 
subplot(2,3,4) 
plot(Dvect.*10^6,xDist2(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Amp') 
title(['Resnorm2: ' num2str(resnormDist2)]) 
xlim([1 100]) 
subplot(2,3,2) 
plot(Dvect.*10^6,xDist4(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Amp') 
title(['Resnorm4: ' num2str(resnormDist4)]) 
xlim([1 100]) 
subplot(2,3,5) 
plot(Dvect.*10^6,xDist5(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Amp') 
title(['Resnorm5: ' num2str(resnormDist5)]) 
xlim([1 100]) 
subplot(2,3,3) 
plot(Dvect.*10^6,xDist6(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Amp') 
title(['Resnorm6: ' num2str(resnormDist6)]) 
xlim([1 100]) 
subplot(2,3,6) 
plot(Dvect.*10^6,xDist7(1:100)) 
xlabel('Diffusion Coeff (um2/s)') 
ylabel('Amp') 
title(['Resnorm7: ' num2str(resnormDist7)]) 
xlim([1 100]) 
   
toc 
 
 %distfit_weighted.m 
function y=distfit_weighted(x) 
  
global Dvect time data weightvect Fdist 
  
amp = x;  
  
[ampmat,dummy] = meshgrid(amp,time); 
[Dmat,dummy] = meshgrid(Dvect,time); 
Fresult = sum(ampmat.*Fdist,2);  
  
y=(Fresult'-data)./time.*weightvect;  
 
%gauss.m 
function y=gauss(x,t) 
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y=x(1)*exp(-(t-x(2)).^2/(x(3))^2); 
 
 
E.3. Quantification of immunocytochemistry results in HeLa cells.  
The following program was written to quantify the fluorescence intensity in HeLa 
cells after immunocytochemistry staining with Alexa 488 as described in Chapter 6.  
Images for analysis were collected by epifluorescence imaging with a CCD camera.  
The images stored in png format were then processed by the 
HeLa_CellCount_Boxes.m program.   This program selects for bright regions above the 
background (damaged cell nuclei).  The program then quantifies the fluorescence 
intensity in each cell, excludes any bright regions (due to non-specific fluorophore 
clumping), averages the total fluorescent intensity of all the cells, and counts the 
number of cells present.   
The script contains several adjustable parameters.  The name of the image is set 
by the name string.  The images contain a region of damaged cells that are selected by 
adjusting the variables x and y which correspond to the coordinates of the upper left 
corner of the bounding box shown in MatLab output Figure 1 (Figure E.5A).  The length 
of the bounding box is set by the xsize and ysize parameters. Also in Figure 1 is a small 
box that is used the set the background fluorescence.   Adjusting the variables av1, av2, 
and thresh determine the thresholding requirements to determine damaged cell nuclei.  
The mask is shown in MatLab output Figure 2 (Figure E.5B).  The output variable 
meanpix1_bkgcorr gives the average intensity of the cells in Figure 2 after subtracting 
the background intensity.  Output Figure 4 (Figure E.5D) is the same mask as Figure 2 
except any cell with an average intensity greater than cutoff has been excluded from the 
analysis.  The output variable meanpix2_bkgcorr gives the average intensity of the cells 
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in Figure 4 after subtracting the background intensity.  Finally, output Figure 5 (Figure 
E.6) counts the number of cells in the region of interest.  The cell count is given by the 
output variable cells.  The minimum area for a cell is set by cellsize and the number of 
cells meeting this criterion are output in cells_threshold.      
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Figure E.5:  MatLab figure output of the HeLa cell counting program.  These figures are 
used to adjust parameters of the program to ensure that the cell region is properly 
bound and any non-specific, bright staining regions are excluded.  (A) Figure 1 output 
from the MatLab program.  This figure shows the original image with the bounding 
boxes for the cells that are to be quantified (large box) and the fluorescence background 
for background subtraction (small box in upper left hand corner).  (B)  Figure 2 output 
from the MatLab program.  This figure shows the original image multiplied by a binary 
mask to only show the cell nuclei that meet the thresholding requirements.  (C)  Figure 3 
output from the MatLab program.  This figure is a histogram of the cellular intensities.  
Bright outliers are isolated using this histogram.  For the purposes of this figure, the 
bright threshold is set to a grayscale value of 150.  (D)  Figure 4 output from the MatLab 
program.  The same data as in panel B except the cells with an average intensity above 
150 grayscale value have been excluded.  Note that the bright cell near the middle of 
the box in panel B is gone in this panel.     
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Figure E.6: MatLab figure output of the HeLa cell counting program identifying which 
cells were counted by the program.  Any cells that were exclude due to having too small 
of an area are listed at the top by number to the right of “Ex. Cells:”.   
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%HeLa_CellCount_Boxes.m 
clear all  
  
av1=7; 
av2=12; 
thresh=1.5; 
cutoff=150; 
name='point1.png'; 
  
%box  
x = 170; 
y = 30; 
xsize = 325; 
ysize = 325;  
  
xbkg = 1; 
ybkg = 1;  
cellsize = 150;  
textcolor = 'r'; 
  
A = 256*uint16(imread(name)); 
A_box = A; 
A_box(y:y+ysize,x:x+1) = 65536; 
A_box(y:y+1,x:x+xsize) = 65536; 
A_box(y:y+ysize,x+xsize:x+xsize+1) = 65536; 
A_box(y+ysize:y+ysize+1,x:x+xsize+1) = 65536; 
A_box(ybkg:ybkg+20,xbkg:xbkg+1) = 65536; 
A_box(ybkg:ybkg+1,xbkg:xbkg+20) = 65536; 
A_box(ybkg:ybkg+20,xbkg+20:xbkg+21) = 65536; 
A_box(ybkg+20:ybkg+21,xbkg:xbkg+21) = 65536; 
figure(1); imshow(A_box) 
  
H1=fspecial('gaussian',40,av1); 
H2=fspecial('gaussian',40,av2); 
a1=imfilter(A,H1,'replicate'); 
a2=imfilter(A,H2,'replicate'); 
a=a1-a2; 
  
a_bw=medfilt2(a>(thresh*256)); 
a_bw2=bwmorph(a_bw,'open',inf); 
a_bw3=imfill(a_bw2,'holes'); 
  
Amasked1=uint16(a_bw3).*A; 
Am_box1 = Amasked1; 
Am_box1(y:y+ysize,x:x+1) = 65536; 
Am_box1(y:y+1,x:x+xsize) = 65536; 
Am_box1(y:y+ysize,x+xsize:x+xsize+1) = 65536; 
Am_box1(y+ysize:y+ysize+1,x:x+xsize+1) = 65536; 
Am_box1(ybkg:ybkg+20,xbkg:xbkg+1) = 65536; 
Am_box1(ybkg:ybkg+1,xbkg:xbkg+20) = 65536; 
Am_box1(ybkg:ybkg+20,xbkg+20:xbkg+21) = 65536; 
Am_box1(ybkg+20:ybkg+21,xbkg:xbkg+21) = 65536; 
  
figure(2), imshow(Am_box1) 
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bkg=mean2(A(ybkg:20+ybkg,xbkg:20+xbkg))/256; 
meanpix1=sum(sum(Amasked1(y:y+ysize,x:x+xsize)))/sum(sum(a_bw3(y:y+ysize,x:x+
xsize)))/256; 
meanpix1_bkgcorr=meanpix1-bkg 
  
number_bins=20; 
L=bwlabel(a_bw3); 
objects=max(max(L)); 
a_bw4=logical(zeros(size(a_bw3))); 
for i=1:objects 
    av(i)=sum(sum(uint16(L==i).*A))./sum(sum(uint16(L==i)))/256; 
    if av(i)<cutoff 
        a_bw4=a_bw4+(L==i); 
    end 
end 
  
bins=(floor(0.9*min(av))):(ceil(1.1*max(av))); 
figure(3) 
hist(av,bins), axis tight 
avg=mean(av); 
stdev=std(av); 
av_2stdev=avg+2*stdev; 
  
Amasked2=uint16(a_bw4).*A; 
Am_box2 = Amasked2; 
Am_box2(y:y+ysize,x:x+1) = 65536; 
Am_box2(y:y+1,x:x+xsize) = 65536; 
Am_box2(y:y+ysize,x+xsize:x+xsize+1) = 65536; 
Am_box2(y+ysize:y+ysize+1,x:x+xsize+1) = 65536; 
Am_box2(ybkg:ybkg+20,xbkg:xbkg+1) = 65536; 
Am_box2(ybkg:ybkg+1,xbkg:xbkg+20) = 65536; 
Am_box2(ybkg:ybkg+20,xbkg+20:xbkg+21) = 65536; 
Am_box2(ybkg+20:ybkg+21,xbkg:xbkg+21) = 65536; 
figure(4), imshow(Am_box2) 
meanpix2=sum(sum(Amasked2(y:y+ysize,x:x+xsize)))/sum(sum(a_bw4(y:y+ysize,x:x+
xsize)))/256; 
meanpix2_bkgcorr=meanpix2-bkg 
  
a_interest = a_bw4(y:y+ysize,x:x+xsize); 
  
[L cells] = bwlabel(a_interest);  
cells 
STATS = regionprops(L,'basic'); 
smallcells = 0;  
scidenity = 0; 
for i=1:cells 
    centroid(i,1) = STATS(i).Centroid(1,1); 
    centroid(i,2) = STATS(i).Centroid(1,2); 
    area(i) = STATS(i).Area; 
    if(area(i) < cellsize) 
        smallcells = smallcells + 1; 
        scidenity(smallcells) = i; 
    end 
end 
cells_threshold = cells - smallcells 
figure(5) 
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imshow(uint16(a_interest).*A(y:y+ysize,x:x+xsize)) 
for i=1:cells 
    text(centroid(i,1),centroid(i,2),num2str(i),'Color',textcolor) 
end 
text(0,-10,['Ex. Cells: ' num2str(scidenity)],'Color','k') 
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