Abstract. Using an integral formula on a homogeneous Siegel domain, we show a necessary and sufficient condition for composition operators on the weighted Bergman space of a minimal bounded homogeneous domain to be compact. To describe the compactness of composition operators, we see a boundary behavior of the Bergman kernel.
Introduction
In 2007, Zhu [14] considered the composition operators on the weighted Bergman space of the unit ball. His results are extended to the case that the domain is the HarishChandra realization of irreducible bounded symmetric domain by Lu and Hu [8] . In this paper, we consider a generalization of their works for the weighted Bergman space of a minimal bounded homogeneous domain (for the definition of the mininal domain, see [7] , [9] ). Indeed, the unit ball, the polydisk and a bounded symmetric domain in its Harish-Chandra realization are minimal domains.
Let U be a minimal bounded homogeneous domain in C d , dV (z) the Lebesgue measure on C d and O(U) the space of all holomorphic functions on U. The Bergman kernel K U : U × U −→ C is the reproducing kernel of the Bergman space L 2 a (U, dV ) := L 2 (U, dV ) ∩ O(U). The Bergman kernel is a useful tool to study properties of composition operators, Toeplitz operators and Hankel operators on the Bergman space (for example, see [12] ). In this paper, we see that a necessary and sufficient condition for a bounded composition operator to be compact is described by a boundary behavior of the Bergman kernel.
For β ∈ R, let dV β denote the measure on U given by dV β (z) := K U (z, z) −β dV (z). We consider the weighted Bergman space L p a (U, dV β ) := L p (U, dV β ) ∩ O(U). It is known that there exists a constant β min such that L p a (U, dV β ) is non-trivial if and only if β > β min (for explicit expression of β min , see section 5.1). From now on, we consider non-trivial weighted Bergman spaces. For a holomorphic map ϕ from U to U, the composition operator C ϕ is a linear operator on O(U) defined by C ϕ f := f • ϕ. We conside the composition operator on the weighted Bergman space L p a (U, dV β ). Using Zhu's technique (see [14] ) together with an integral formula (see Lemma 5.2) , we obtain the following theorem, which is the main theorem of this paper.
Theorem A (Theorem 6.1). Assume that C ϕ is bounded on L q a (U, dV β 0 ) for some q > 0 and β 0 > β min . Then C ϕ is compact on L Since the unit ball and the Harish-Chandra realization of irreducible bounded symmetric domain are minimal domains, Theorem A is a generalization of [14, Theorem 4 .1] and [8, Theorem] (see section 7) . Similarly to the case of them, the assumption that C ϕ is a bounded operator on L p a (U, dV β 0 ) for some β 0 > β min is needed only for the "if" part of Theorem A.
To prove Theorem A for the case that U = B d , Zhu used Schur's theorem. To apply Zhu's method, it is important to find a positive function satisfying a certain inequality. Zhu found this function by using Forelli-Rudin inequality (see [14, Lemma 2.6] ). Instead, we find the function by using Lemma 5.2. By [10] , there exists a biholomorphic map Φ from the bounded homogeneous domain U onto a homogeneous Siegel domain D. In Lemma 5.2, we shall consider the integral
where J(Φ, z ′ ) denotes the complex Jacobi matrix of Φ at z ′ . The integral converges if and only if β > β min and α > β + β int , where β int is a constant defined from U (see section 5.1).
Before the proof of theorem A, we show that the boundedness of C ϕ on L p a (U, dV β ) is described in terms of Carleson measures. It is easy to see that C ϕ is a bounded operator on L p a (U, dV β ) if and only if the pull-back measure dµ ϕ,β of dV β induced by ϕ is a Carleson measure for L p a (U, dV β ) (see section 4.1). Using properties of Carleson measures, we obtain the following theorem.
Theorem B (Theorems 4.3 and 4.5). If C ϕ is a bounded (resp. compact) operator on L q a (U, dV β 0 ) for some q > 0 and β 0 > β min , then C ϕ is a bounded (resp. compact) operator on L p a (U, dV β ) for any p > 0 and β ≥ β 0 . By Theorem B, the assumption of Theorem A implies that C ϕ is bounded on L q a (U, dV β 0 ) for any q > 0 and β ≥ β 0 . We use the boundedness of
Let us explain the organization of this paper. In section 2, we review properties of the weighted Bergman space of a minimal bounded homogeneous domain and composition operators on the space. Theorem 2.1 plays an important role in this section. In section 3, we show some properties of Carleson measures and vanishing Carleson measures for the weighted Bergman space of a minimal bounded homogeneous domain (Theorems 3.2 and 3.3). Using them, we prove properties of the boundedness and compactness of C ϕ in section 4 (Theorems 4.3 and 4.5). In section 5, we show an important equality (Lemma 5.2). By using Lemma 5.2, we prove the characterization of the compactness of the composition operator (Theorem A) in section 6. In section 7, we apply Theorem A for the case that U is the unit ball, bounded symmetric domain in its Harish-Chandra realization, the polydisk and the representative domain of the tube domain over Vinberg cone, which is an example of nonsymmetric bounded homogeneous domain. These domains are minimal domains with a center 0. We see that D is a minimal domain with a center t if and only if
for any z ∈ D (see [6, Proposition 3.6] or [9, Theorem 3.1]). For example, the unit disk D and the unit ball B d are minimal domains with a center 0. We fix a minimal bounded homogeneous domain U with a center t. We denote by K
1+β for some positive constant C β . For z ∈ U, we denote by k
For any Borel set E in U, we define
Let d U (·, ·) be the Bergman distance on U. For any z ∈ U and r > 0, let
be the Bergman metric disk with center z and radius r.
In [7] , we proved the following theorem.
From Theorem 2.1, we obtain that K U (·, a) is a bounded function on U for each a ∈ U (see [7, Proposition 6 
is the set of all bounded holomorphic functions on U.
Moreover, we obtain useful lemmas from Theorem 2.1. First, we deduce
On the other hand, we have
by [11, Lemma 3.3] . Therefore, we have
by Theorem 2.1. Therefore, we have the following lemma.
Lemma 2.2. There exists a positive constant C such that
for all a ∈ U.
Proof. Since
we have
by (2.2). We obtain (2.4) from (2.3) and (2.5).
By (2.1), Lemma 2.2 and Theorem 2.1, we have the following lemma.
Lemma 2.3 (cf. [12, Lemma 1]).
There exists a positive constant C such that
for all a ∈ U and z ∈ B(a, ρ).
Lemma 2.2 and (2.3) yield the following;
Lemma 2.4 (cf. [12, Lemma 2] ). There exists a positive constant C such that
We have the following estimate.
Lemma 2.5 (cf. [12, Lemma 5]).
Proof. By [11, Lemma 3.5], there exists a C > 0 such that
where the lat inequality follows from (2.2). By (2.5), we have
.
Hence, we obtain (2.6).
Composition operator.
In this section, we summarize properties of the composition operator (see also [13, section 11] , [14] ). Let ϕ be a holomorphic map from U to U.
The operator C ϕ is called the composition operator induced by ϕ. It is known that C ϕ is always bounded on L p a (U, dV β ) for the case that U is the unit disk D. However, for a general minimal bounded homogeneous domain U, a composition operator is not necessarily bounded on L p a (U, dV β ) (for example, see [14] ). On the other hand, for any Borel set E in U, we define
The measure µ ϕ,β is called the pull-back measure of dV β induced by ϕ. Then, C ϕ is a bounded operator on L p a (U, dV β ) if and only if there exists a constant C > 0 such that
. Therefore, we have
We use (2.9) to characterize the compactness of C ϕ . Moreover, we have
by (2.8) . Therefore, we obtain C * ϕ C ϕ = T µ ϕ,β , where T µ ϕ,β is the Toeplitz operator with symbol µ ϕ,β . The boundedness of Toeplitz operators are discussed in [11] , [13, section 7] and [14] .
Carleson measures and vanishing Carleson measures
3.1. Berezin symbol and averaging function. For a Borel measure µ on U, we define a function µ on U by
which is called the Berezin symbol of the measure µ. For fixed ρ > 0, we define a function µ on U by
which is called the averaging function of the Borel measure µ. Although the value of µ depends on the parameter ρ, we will ignore that distinction.
Lemma 3.1. There exists a positive constant C such that
for any p > 0 and f ∈ O(U).
Proof. By Lemma 2.5, we have
for any p > 0 and f ∈ O(U). The right hand side of (3.1) is equal to
By using Fubini's theorem, (3.2) is equal to
By Lemma 2.4, (3.3) is less than or equal to
3.2. Carleson measures. Let µ be a positive Borel measure on U and p > 0. We say that µ is a Carleson measure for L p a (U, dV β ) if there exists a constant M > 0 such that
The following theorem is a generalization of [12, Theorem 7 ] to a minimal bounded homogeneous domain. (ii) µ is a bounded function on U.
(iii) µ is a bounded function on U.
Proof. First, we prove (i) =⇒ (ii). Since k
Therefore, µ is bounded. Next, we prove (ii) =⇒ (iii). Take any w ∈ U. By Lemma 2.3, there exists a positive constant C such that
holds for any w ∈ B(z, ρ). We integrate (3.4) on B(z, ρ) by dµ. Then, we have
Therefore, we have
Hence, (ii) =⇒ (iii) holds. The part (iii) =⇒ (i) follows from Lemma 3.1.
Similarly to [11, Theorem 4 .1], we can prove that these conditions are equivalent to the following condition: (iv) The Toeplitz operator T µ is bounded on L 2 a (U, dV β ).
3.3.
whenever {f k } is a bounded sequence in L p a (U, dV β ) that converges to 0 uniformly on each compact subset of U.
The following theorem is a generalization of [12, Theorem 11] to a minimal bounded homogeneous domain. 
by Lemma 3.1. Since µ(z) is a continuous function on U\U δ and U\U δ is a compact set, there exists a constant M δ > 0 such that
Therefore, the first term of (3.7) is less than or equal to CM δ ε if n ≥ N. On the other hand, since {f n } is a bounded sequence in L p a (U, dV β ), there exists a constant M > 0 such that
for all n ∈ N. Therefore, the second term of (3.7) is less than or equal to CMε. Hence, we obtain
Hence, (iii) =⇒ (i) holds.
We can show that these conditions are also equivalent to the following condition (cf. 
is bounded on U.
Proof. The equivaliance of (i) -(iv) follows from Theorem 3.2. Moreover, (iii) =⇒ (v) is trivial and (v) =⇒ (iv) follows from (3.5).
If C ϕ is bounded, we have the following estimate.
Lemma 4.2. Assume that C ϕ is bounded on L p a (U, dV β ) for some p > 0 and β > β 0 . Then there exists a positive constant C such that
for any z ∈ U.
Proof. By Lemma 4.1, it is enough to consider p = 2. By (2.8), we have
, the left hand side of (4.1) is less than or equal to a positive constant C. dV β ) ) is equivalent to the boundedness of µ ϕ,β 0 and F ρ,β 0 (resp. µ ϕ,β and F ρ,β ) by Lemma 4.1. Therefore, it is sufficient to prove
by Lemma 4.2, we have
Hence, we obtain
By the definition of the pull-back measure, the right hand side of (4.3) is equal to
Since w ∈ B(z, ρ), we have
by Theorem 2.1. Therefore, (4.4) is greater than or equal to
Hence, (4.2) holds.
Criterion of compactness. Let
holds whenever {f k } is a bounded sequence in L This follows from (4.2).
Some equalities
5.1. Equality for a homogeneous Siegel domain. In order to characterlize the compactness of the composition operators on L p a (U, dV β ), we use an integral formula on a homogeneous Siegel domain. First, we recall notation and properties of the homogeneous Siegel domains following [1] and [5] . Let Ω ⊂ R n be a convex cone not containing any straight lines and F : C m × C m −→ C n a Hermitian form such that F (u, u) ∈ Cl(Ω)\{0}, where Cl(Ω) is the closure of Ω. Then, the Siegel domain D is defined by
It is known that every bounded homogeneous domain is holomorphically equivalent to a homogeneous Siegel domain [10] . Let l be the rank of Ω. For 1 ≤ j ≤ l, let n j ≥ 0, q j ≥ 0 and d j ≤ 0 be real numbers defined in [5] (These notations are also used in [1] . Note that d j in [7] is −d j in the present notation). We write n by the vector of R l whose components are n j . The notations q and d are used similarly. By using compound power functions defined in [5, (2. 3)], it is known that the Bergman kernel of D is given by
we consider the weighted Bergman space
Békollé and Kagou showed the following integral formula.
where C D (α, β) is a positive function of α and β.
We shall obtain an equality of a minimal bounded homogeneous domain from Lemma 5.1.
5.2.
Equality for a minimal bounded homogeneous domain. Let D be a Siegel domain biholomorphic to U and Φ a biholomorphic map from U onto D. We have an isometry
Lemma 5.2. Let β > β min and α > β + β int . Then, one has
By transformation formula of the Bergman kernel, we have
Therefore, the right hand side of (5.3) is equal to
By Lemma 5.1, (5.4) is equal to
Corollary 5.3. Let β > β min and α > β + β int . For any z ∈ U, the function
Proof. We have
By Lemma 5.2, this is equal to
By using Corollary 5.3, we construct a positive function that satisfies the condition of Schur's Theorem (see [ 
Proof. It is enough to prove p = q = 2. First, we prove that (i) implies (ii). Assume that C ϕ is a compact operator on L 2 a (U, dV β ). Then, C * ϕ is also compact. Since {k
z } converges to 0 uniformly on compact subsets of U as z → ∂U, we have C *
, we obtain (ii).
Next, we prove that
Since C ϕ is a bounded operator on L 2 a (U, dV β ), we have C ϕ C * ϕ = S by (2.9). Therefore the compactness of C ϕ is equivalent to the compactness of S. Hence, it is sufficient to prove that S + is a compact operator on L 2 (U, dV β ), where
for f ∈ L 2 (U, dV β ). For r > 0, let U r := {z ∈ U | dist(z, ∂U) < r}. We define
and S + is a compact operator on L 2 (U, dV β ).
6.2. Some Lemmas. In this subsection, we show some properties of the operators defined in the proof of Theorem 6.1. Since we assumed that C ϕ is bounded on L p a (U, dV β 0 ), we have the following lemma. Proof. It is enough to prove K + 1,r and K
a (U, dV β ) and we have
a (U, dV β ) by Theorem 4.3. Hence, we have
where the last inequality follows from Lemma 4.2. Substituting (6.2) to (6.1), we obtain
Similarly, we have K
Assume that β > β 0 + β int and C ϕ is a bounded operator on L p a (U, dV β 0 ). Then, we obtain Lemma 6.3, which plays an impotant role in the proof of Theorem 6.1. The assumption β > β 0 + β int is only used to prove Lemma 6.3.
Then, one has
Proof. For z ∈ U, we have
Here, we define a holomorphic function g z by g z (w) := K U (w, ϕ(z)) 1+β det J(Φ, w)
Then, the right hand side of (6.4) is equal to by Corollary 5.3. Substituting (6.7) to (6.6), we obtain (6.3).
As we have already noted, the following lemma completes the proof of Theorem 6.1. 
Examples
We apply Theorem A for some examples. and β int = 0. Therefore, we obtain the following; , where N := q j − 2d j = a(r − 1) + b + 2 is the genus of Ω. 
