Diabetic Retinopathy (DR) is a non-negligible eye disease among patients with Diabetes Mellitus, and automatic retinal image analysis algorithm for the DR screening is in high demand. Considering the resolution of retinal image is very high, where small pathological tissues can be detected only with large resolution image and large local receptive field are required to identify those late stage disease, but directly training a neural network with very deep architecture and high resolution image is both time computational expensive and difficult because of gradient vanishing/exploding problem, we propose a Multi-Cell architecture which gradually increases the depth of deep neural network and the resolution of input image, which both boosts the training time but also improves the classification accuracy. Further, considering the different stages of DR actually progress gradually, which means the labels of different stages are related. To considering the relationships of images with different stages, we propose a Multi-Task learning strategy which predicts the label with both classification and regression. Experimental results on the Kaggle dataset show that our method achieves a Kappa of 0.841 on test set which is the 4th rank of all state-of-the-arts methods. Further, our Multi-Cell Multi-Task Convolutional Neural Networks (M 2 CNN) solution is a general framework, which can be readily integrated with many other deep neural network architectures.
I. INTRODUCTION
Diabetic Retinopathy (DR) is an eye disease caused by diabetes. Usually DR distresses people who has diabetes for a significant number of years. It will lead DR patients to blindness if untreated while treatments can be applied to slow down or stop further vision loss if the condition can be detected early. It is of great significance for people with diabetes to have a regular eye screening for DR. Clinicians often use a five-grade system as shown in Fig.  1 to describe the severity of DR. Currently the image grade is obtained manually, which is time-consuming, subjective and expensive. Therefore, automatic retinal image analysis algorithm for DR grading is in high demand.
Most automated systems [3] [5] [10] use hand-crafted image features, such as shape, color, brightness and domain knowledge of diabetic retinopathy, which includes optic disk, blood vessels and macula. Since 2012, Convolution Neural Networks (CNN) have shown remarkable performance in image classification tasks [7] . Recently, there are some works for DR diagnosis at image level based on deep learning. Machael et al. [2] compared the performance between deep learning method and previous traditional methods, and shows that deep learning achieves significantly better performance in DR diagnosis. Chanrakumar et al. [8] used Deep CNN to classify fundus images on the public Kaggle [1] dataset with image-level labels.
However, because of the characteristics of DR images, deep learning based DR diagnosis has two challenges: i) The image resolution of DR images (usually 2048 × 3072 pixels or larger) is significantly higher than that of general images (469 × 387 pixels on ImageNet benchmark [4] ). On the one hand, such high resolution is required because those small pathological tissues can be found only with high resolution images. So directly reducing the resolution of DR images with downsampling as the input of CNN would evidently reduces the sensitivity of CNN to these early stage disease. But the network training with such large resolution image is very time consuming. On the other hand, for those late stage disease, the large local receptive field is needed to identify the disease with larger regions. To increase the local receptive field, we can either reduce the image resolution for the fixed depth CNN, which is not desirable for early stage disease, or increase the kernel size or depth for the fixed resolution of image, which may lead to gradient vanishing/exploding problem and more expensive computational costs because of more parameters. To tackle this problem, we design a Multi-Cell architecture. We gradually increase the resolution of images and the depth of CNN which not only accelerates the training procedure but also improves the diseases classification accuracy. ii) For general image classification, if one image is misclassified, it's loss is fixed and it is not related to which category the image is classified to. However, for DR diagnosis, on the one hand, we want the image to be corrected; on the other hand, the diseases progress gradually, so the severities of diseases at different stages are different, so the loss of misclassifying diseases to different incorrect stages are different, either. For example, the price of misclassifying a proliferative DR (grade 4) as no DR (grade 0) is much higher than that of misclassifying a mild non-proliferative DR as no DR. In other words, even if the image is not classified, we want it's predicted label so to as close to the ground truth as possible. So both the popular softmax loss (or Cross Entropy, CE) in classification and Mean Square Error (MSE) loss in regression for general computer vision tasks are not optimal for medical imaging. Thus we propose a Multi-Task Learning strategy: we use not only CE loss for image classification to guarantee the correctness of DR diagnosis but also MSE loss for regression to guarantee the small discrepancy between the ground-truth and predicted label. We term our solution as Multi-Cell Multi-Task Convolutional Neural Networks (M 2 CNN) based DR grading. The contributions of our work can be summarized as follows: i) We propose a Multi-Cell CNN architecture which not only accelerates the training procedure, but also improves the classification accuracy; ii) We propose a Multi-Task Learning strategy to simultaneously improves the classification accuracy and discrepancy between ground-truth and predicted label; iii) Experimental results validate the effectiveness of our method. Further, our solution can be readily integrated with many other existing CNN based DR image diagnosis and other disease diagnosis.
II. OUR METHOD
The overall architecture of our M 2 CNN is shown in Fig.2 . It consists three modules: 1) Inception-Resnet-v2 module [9] . It is used as BaseNet; 2) Multi-Cell architecture module. It chooses different neural network path depending on the resolution of input medical image, and gradually increases the depth and local receptive field for higher resolution images. We use small and medial resolution images to pre-train the model to accelerate the train speed for large resolution images; 3) Multi-Task Learning module. We simultaneously conduct image classification and label regression task.
A. Preprocessing
Since the fundus retinal images are captured under different conditions, these images often vary largely from one to another in terms of lighting condition, color, the ratio of the fundus area in the image, etc. In this paper, we apply the following preprocessing to reduce the variation. We firstly remove the extra black pixels from the image and then perform the image normalization based on the min-pooling filtering [6] .
Here * denotes the convolution operation, I denotes input image and G(ρ) represents the Gaussian filter with a standard deviation of ρ. Fig.3 shows an example of the original image and its associated preprocessed one.
B. Multi-Task Learning
A commonly used loss function for classification in general computer vision is CE loss function. It outputs probabilistic predictions by using softmax activation. The loss function of CE is
The overall network architecture of our M 2 CNN. The stem proposed in Inception-Resnet-v2 [9] consists of some convolutional layers and max pooling layers. "Cell" means convolutional layers and regard these layers as a whole. The two types of cell are normal cell that returns a feature map of the same dimension and reduction cell that returns a feature map where the height and width are reduced. Multi-Cell architecture chooses the neural network path based on the resolution of input images. Training loss includes both Mean Square Error (MSE) loss and Cross Entropy (CE) loss. In testing phase, we can either use scores and probabilities to predict the label, and our experiments on Kaggle show that scores based prediction usually achieves better performance.
where m denotes the number of input instances, 1{·} denotes the indicator function, y (i) denotes the i-th label and Prob j denotes the probabilities output by softmax activation. However, if some fundus is misclassified, it doesn't consider the difference between different stages that image is classified into. However, as we before mentioned, the price of misclassifying a proliferative DR (grade 4) as no DR (grade 0) is much higher than that of misclassifying a mild nonproliferative (grade 2) DR as no DR. In other words, even if the image is not classified, we want its predicted label so to as close to the ground truth as possible. To achieve this goal, we can leverage the Mean Square Error (MSE) in the regression task, which is defined as follows:
where y is the output score. Although MSE considers the distance between a false prediction and the true label, there are two issues: i) It is usually more difficult to optimize than that of classification. For example, if the distance δ = |y − y (i) | is small the squared value δ 2 will be smaller and it will be too small to optimize. ii) MSE is sensitive to outliers. In this paper, we propose to integrate the MSE loss with CE loss. Since MSE computes the distance between different classes, it complements the CE loss. The proposed loss function is defined as follows:
where L reg denotes the regularization loss (weight decay term) used to avoid overfitting.
C. Multi-Cell Architecture
Since the downsampling of the original retinal image with large resolution often leads to information loss especially when the lesion is small, it is not optimal to down sample the image into a very small size, e.g. 224 × 224 pixels, that is often used in general computer vision. On the other side, if the input image is large and we pass it to BaseNet architectures, it will introduce more computational costs. Further, for late stage disease, the large local receptive field is needed, which would cause the increase of kernel size/depth, which may lead to the gradient vanishing/exploding problem in optimization. To facilitate the training of CNN with large resolution image, we propose Multi-Cell architecture by gradually increasing the resolution of the image and the depth of network. As shown in Fig.2 , the multi-cell architecture module chooses the convolutional neural network path (depth of network) based on the resolution of input image: i) When the input image is small(resolution < 350 × 350 pixels), the output before 'switch' goes directly to average pooling; ii) When the input image is medial size (350 × 350 pixels <= resolution < 700 × 700 pixels), it will go through the Reduction Cell-B and N 3 Normal Cell-Cs (Medial Image Cells) before arriving average pooling. Reduction Cell-B and Normal Cell-C have same convolutional architectures as them in BaseNet ; 3) When it is large (700 × 700 pixels <= resolution), it will go through the Medial Image Cells and another Reduction Cell-B, N 4 Normal Cell-Cs before arriving average pooling. We use the small resolution image to pre-train the network BaseNet, and use medial resolution image to pre-train the model of BaseNet and Medial Image Cells to accelerate the training speed with large resolution images.
The advantages of such solution can be summarized as follows: i) It accelerates the network training, and such pretraining facilitates the parameter optimization in the training phase, consequently improves the classification accuracy; ii) We use large resolution image as input which improves the sensitivity for the detection of early stage diseases; iii) We use deeper network to increase the local receptive field which helps the detection of late stage diseases.
III. EXPERIMENTS

A. Experimental Setup
Dataset. Kaggle organized a comprehensive competition in order to design an automated retinal image diagnosis system for DR screening in 2015 [1] . The retinal images were provided by EyePACS, which is a free platform for retinopathy screening. The dataset consists of 35126 training images, 10906 validate images and 42670 test images. Each image is labeled as {0, 1, 2, 3, 4} and the number represents the level of DR. Following the work [11] , we also use the Kaggle dataset to evaluate our algorithm.
Evaluation Metric. We use the quadratic weighted kappa to evaluate our proposed methods, which is used in Kaggle DR Challenge. The quadratic weighted kappa not only measures the agreement between two ratings but also considers the distance between the prediction and the ground truth.
Parameter Initialization. Following the work [11] , in our experiments, for BaseNet, it is initialized with parameters trained for ImageNet classification. For M 2 CNN, it is trained based on the weights of BaseNet+MT since it consists of BaseNet+MT and Multi-Cell.
Hyper-parameters. During the preprocessing phrase, the value of α, β, ρ, γ are empirically fixed as α = 4, β = −4, ρ = 10, γ = 128. For the overall algorithm as show in Fig. 2 , we set N 1 = 10, N 2 = 20, N 3 = 10, N 4 = 5. During the training, our network use fine-tune strategy, so we use two learning rates: LR 1 =0.0001 for fine tuning weights and LR 2 =0.001 for learning other weights in our M 2 CNN. We also list the spatial resolution of input image and feature maps in our M 2 CNN in Table I .
B. Evaluation of Different Modules
To evaluate each module of M 2 CNN, we conduct ablation experiments and the results are shown in Table II . All of these results in Table II and Fig. 4 are evaluated on validation set. Table II show that large image resolution is important for DR diagnosis. Results in Multi-Task column show no matter using scores or probabilities (prob.) test method, both performances of multi-task learning are better than that of single task. That is to say, when optimizing the multi-task loss function, MSE loss and CE loss help each other to achieve a better local optimum in solution space. Similar results can also be found in Table III by comparing BaseNet with BaseNet+MT on testing set. Further, we find that scores based evaluation usually corresponds to better performance, so we use scores based evaluation.
Multi-Cell Architecture Module: To verify multi-cell can accelerate the training speed, we conduct experiments by training with large resolution images directly, and the results are shown in Fig. 4 . We can see that the result of "448*@32k/4.0h" is better than "224@60k/4.2h" and "448@20k/4.2h", while the result of "448*@40k/5.5h" is better than "448@26k/5.5h". That is to say, using multicell architecture with fine-tune strategy, we can get a better performance. Similar results can also be found in Table III by comparing M 2 CNN with BaseNet+MT on the testing set. Fig. 4 . Comparison of different training method. "224@20k/1.4h" denotes the input resolution is 224 × 224 pixels, the number of training steps is 20,000 and it costs 1.4 hours to train. "448*@32k/4.0h" denotes it is finetuned on the model of "224@20k/1.4h" and train another 12,000 (32,000 -20,000) steps using 448 × 448 pixels input images. "448@20k/4.2h" denotes it is trained using 448 × 448 pixels input images without finetuning.
C. Performance Comparison
We also compare our M 2 CNN with the methods achieve the best performance on Kaggle challenge and the stateof-the-art method [11] for CNN based DR diagnosis. The results are shown in Table Table III . We can see that our M 2 CNN algorithm achieves 3-rd rank (top 0.45%) in Kaggle challenge, which validates the effectiveness of our method. Further, our solution is related to the input and network optimization, so it can be readily integrated with other CNN based DR diagnosis network and can be applied to the diagnosis of other diseases. 
