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ABSTRACT 
It can be shown directly from consideration of the Schur algorithm that any n X n 
semidefinite rank r Toeplitz matrix, T, has a factorization T = C,CT with 
c Cl, c, = 11 
[ 1 0 0 
where C,, is r x r and upper triangular. This paper explores the reliability of 
computing such a decomposition with O(W) complexity using the Schur algorithm 
and truncating the Cholesky factor after computing the first r rows. The theoretical 
conclusion is that, as with Gaussian elimination with partial pivoting, the algorithm is 
stable in a qualified sense: the backward error bounds can be expressed purely in 
terms of n and r and are independent of the condition number of the leading r X r 
submatrix T,, of T, but they grow exponentially in r. Thus, the algorithm is 
completely reliable when r is small, but assessing its reliability for larger r requires 
making a judgment as to how realistic the error bounds are in practice. Experimental 
results are presented which suggest that the bounds are pessimistic, and the algorithm 
is stable for many types of semidefinite Toeplitz matrices. The analysis and conclu- 
sions are similar to those in a paper by Higham dealing with general semidefinite 
matrices. 0 Elsevier Science Inc., 1997 
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1. INTRODUCTION 
The Schur algorithm computes the Cholesky factorization of a positive 
definite n X n Toeplitz matrix with O(n’) complexity. It was proven to be 
stable in [I], but despite this stability, it is possible for the algorithm to fail 
when applied to a very ill-conditioned matrix. The situation is familiar in the 
context of the Cholesky algorithm: a negative number which should be 
positive is encountered and, since a square root is required, the factorization 
can no longer proceed without using complex arithmetic. This might be only 
an annoyance if it weren’t for the fact that both the Cholesky and Schur 
algorithms suffer from instability after such a loss of positivity. The usual way 
to deal with this problem, at least for the purpose of completing an error 
analysis, is to give bounds on the condition number of the matrix to be 
factored which guarantee that the algorithm will not fail. If such bounds are 
satisfied, then it is possible to give rigorous bounds for the backward error [8]. 
This paper will take a different approach: we will assume that the matrix 
is known in advance to be semidefinite, or numerically semidefinite. We wish 
to know if it is possible to use this information to truncate the factor in a 
stable manner, obtaining a low rank factorization. Ideally, we would like to be 
able to say something when no advance knowledge of the rank is available 
and the factorization is truncated immediately after a breakdown. The latter 
problem is the more difficult, and it will be dealt with only partially. 
The contribution of this paper is in results which apply specifically to 
Toeplitz matrices, but more general questions of this sort have been asked in 
[4], a paper which studies the factorization of general semidefinite matrices. 
It is not generally possible to guarantee the existence of a decomposition 
obtained from the truncation of the Cholesky process. A simple example of 
this is 
[ 1  1 2 1  
The missing ingredient is pivoting, For any semidefinite matrix of rank T, 
there exists a permutation P such that 
PAPT = C/2,? 
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where 
c, = Cl1 Cl, 
[ 1 0 0 
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(1) 
and C,, is T x r, full rank, and upper triangular. This is the factorization 
which is dealt with in [4]. Here we will show that pivoting is not necessary to 
guarantee the existence of such a decomposition in the Toeplitz case and that 
it is frequently unnecessary for stability. 
We first need to show that an appropriate factorization exists. A positive 
semidefinite Toeplitz matrix of rank r, 
T= 
T,, T,, 
1 1 T,T, T22 ’ 
always has T,, with rank r. This follows easily from the connection between 
Toeplitz matrices and linear prediction, but instead of following this ap- 
proach, a proof based on the Schur algorithm will be presented in Section 2. 
Invertibility of T,, implies the existence of a decomposition of the form 
T = C,.C,?, (2) 
with C, as in (1). The obvious approach to computing such a decomposition 
is to use the Schur algorithm, a brief description of which will be given in the 
next section. 
2. THE SCHUR ALGORITHM 
Given an n X n semidefinite Toeplitz matrix 
T= 
1 t1 t, *** t,_, 
t1 1 t, *** t,_, 
t2 t, . . . . : . . 
. . 
t1 
t,_, t,_, *** t, 1 
(3) 
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we define the displacement of T to be 
D = T - ZTZ=, 
where Z, defined by (Zjij = 1 if i = j + 1 and (Zjij = 0 otherwise, is the 
downshift matrix. The displacement D will be an indefinite rank two matrix 
and 
where 
D = GTXG, 
[ 
1 t, *** t,_, 
G = 0 
UT 
t, a*- t,_, = u= 1 [I 
and 
The vectors u and u are referred to as generators of T. Defining Zj = Zj, 
the nilpotency of Z guarantees that the matrix T can be recovered from the 
generators using the finite sum 
n-1 
T = c ZjDZj’. (4) 
j=O 
We assume for the moment that T is positive definite. The Schur 
algorithm computes the rows of the Cholesky factor of T in 0(n2) flops by 
operating on the generators u and v rather than operating on T directly. 
Assume that we have generators 4 G/O T 
[ 1 uo 01 
where uo. and o0 are scalars. Positivity implies that U: - ui = (T),_, > 0, . _ 
and therefore it -is possible to choose -1 < p < 1 such that 
transformation applied to G gives 
a hyperbolic 
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In the context of Toeplitz factorization, p is known as a reflection coefficient. 
Since HrZH = 2, 
( HG)TZ( HG) = GTZG 
and we see that the transformed generators are also generators of T. 
Since the first row of T is l,[zi, zj;T], the vector [2i,, Z;;] is the first row 
of the Cholesky factor of T. If we let 
T,=T- 
be the Schur complement of T, we see that 
T, - ZTsZT = Z 
Thus merely applying a shift to the positive generator after the hyperbolic 
transformation gives generators for the Schur complement. An additional 
hyperbolic transformation applied to the generators of the Schur complement 
can be used to introduce a zero in the first element of $, giving the first row 
of the Cholesb factor of T,. This is the second row of the Cholesky factor of 
T. The process can be applied recursively to give the successive rows of C. At 
each stage, the positivity of the Schur complements guarantees that an 
appropriate p can be found. 
The resulting algorithm, implemented in Matlab@ code, is as follows: 
function [Cl =schur(G,n) 
C=zeros(n,n); C(l,l:n)=G(l,l:n); 
G(1,2:n)=G(l,l:n-1); 
G(l,l) =O; 
for i=2:n 
rho=-G(2,i) /G(l,i); 
G(:, i:n)= ([l rho; rho ll*G(:,i:n) / 
sqrt((l-rho)*(l+rho)); 
C(i,i:n)=G(l,i:n); 
G(l,i+l:n)=G(l,i:n-1); 
G(l,i) =O; 
end; 
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As proposed earlier, this algorithm can be used to find the truncated 
Cholesky decomposition of a semi-definite Toeplitz matrix. But to show this, 
we must give an argument for the existence of such a decomposition. When T 
is semidefinite, all its Schur complements are semidefinite or positive definite 
and at each stage of the algorithm 
2 
UO - vo” > 0. 
We concentrate on the first stage for which ui = vi. Since the hyperbolic 
transformation does not change the value of ui - 002, it is clear that the 
previous hyperbolic transformation could not have resulted in u. = 0. Since 
the second generator can be multiplied by -1, we can assume that u. = 
v. # 0. If the current Schur complement, leaving off extra zeros, is 
t11 
T 
T, = t21 
[ 1 t21 T ’ 22 
then u. = v. implies that t,, = 0. In this case, the same argument which 
shows that the largest element of a positive definite matrix must be on the 
diagonal implies that for T, to be positive semidefinite requires t,, = 0. But 
0 = tT1 = uou; - vov; = u,(u; - VT), 
so that uLL1 = vr. This implies that Ts = 0 and that the algorithm can termi- 
nate at this stage. Thus for a rank r Toeplitz matrix, there is a decomposition 
with the form of (2). It still remains to assess how accurately it can be 
computed. 
3. SENSITIVITY OF SCHUR COMPLEMENTS 
OF TOEPLITZ MATRICES 
Since truncating the decomposition throws away data contained in the 
generators which should be zero in exact arithmetic, there is an important 
sensitivity issue to consider: if these data are highly sensitive to the backward 
errors introduced by the algorithm, then there is the possibility that it is not 
negligible in finite precision arithmetic. Intuitively it seems that since the fact 
that the generators are nonzero is only due to finite precision effects, they 
should consist of pure rounding error which can be thrown away safely. 
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However, things are not so simple. A careful analysis shows that truncating 
the factorization can add a term to the error which is proportional to the size 
of the computed generators even when the exact generators should be zero. 
Thus, the sensitivity issue cannot be avoided by appealing to the fact that the 
data in the generators are just rounding error. 
Since the generators which are thrown away are the generators of the 
Schur complement of T, the real issue is Schur complement sensitivity. In [4] 
an analysis of the sensitivity of Schur complements of semidefinite matrices is 
performed as a preliminary step in the stability analysis. The conclusion 
drawn is that it is possible to bound the sensitivity when the matrix has been 
prepivoted using the obvious symmetric pivoting of always taking the largest 
diagonal element of the current Schur complement. For Toeplitz matrices, 
the situation is even better-no pivoting is required to guarantee bounds 
similar to those in [4]. We start off in the same manner as [4], with a first 
order approximation for the Schur complement of the perturbed matrix 
Assuming that T,, + E,, is invertible, we can find the Schur complement of 
T, and the first order analysis gives 
(T, + E,,) - (T1’ + E,,)& + E,J-‘G + 4,) 
= Tz - T;T;‘T12 + E,, - T:,T,‘E,, + E21T,‘T,, 
+ T,T,T,‘E,,T;,‘T,, + O(llEl12). (5) 
Clearly, IIT~1T1,112 will indicate the sensitivity. The assumption of invertibil- 
ity for T,, + E,, is awkward, but it can be characterized in terms of the 
condition number of T,, and the size of E,,. In particular, IIT;~~EJ < 1 is 
sufficient to guarantee invertibility. 
The approach developed here to bound llT~~T,,(l will utilize concepts 
from linear prediction. A detailed introduction can be found in [3], but the 
specific problem of interest is slightly different from the usual problem. It 
will prove useful to introduce a stationary sequence of real zero mean random 
variables xi with 
E[ xixj] = ti_j 
and t, = 1. 
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The most common prediction problem is to find an estimate Si + i of xi + 1 
in the form 
ci+l = :gI uj,l(z)xi-l 
for which the vector 
Uil= uj,l1 1 0 uj, l(2) “’ uj, l(j) ] 
is chosen to minimize 
Both the solution to this problem and its connection with Toeplitz matrices 
are well known. If a j X j Toeplitz matrix Tj is defined in the same way as in 
(3) and if 
then 
2;.uj,, = tj,l. 
Here we will be concerned with a slightly more general prediction 
problem. We wish to find an estimate 
i- 1 
A 
Xi+k = ‘c uj.k(z)xi-l 
I=0 
for which 
$k = [ ‘j,k(l) ‘j,kc2) “’ uj.k<j>] 
is chosen to minimize 
‘[( ‘i+k - xi+k)2]* 
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Thus, instead of making a prediction a single time step ahead, we attempt to 
predict k time steps ahead. Defining 
tj,k = tk tk+l *‘* 
it can be shown that the solution is given by 
?;aj,k = tj,k. 
1 T tk+j-l , 
The prediction probl em for k = 1 can be rewritten as 
T”,[ &] = [:;I. 
(6) 
(7) 
These are referred to as the Yule-Walker equations, and they follow directly 
from (6). To find a bound on llZ’~lTi,ll we will be interested in the properties 
of a generalized form of the Yule-Walker equations which apply for arbitrary 
k. 
Let q be positive definite for j < r and positive semidefinite for j > T. 
As demonstrated earlier, this together with the Toephtz structure means that 
the rank of T = T,, will be r. The vector a, 1 represents the filter coefficients 
for an r order linear predictor of a random process with correlation matrix 
T,.. It is a well-known fact that the positivity of T,. implies that the polynomial 
zr - i ar,l(i)z'-i 
i=l 
has all roots within the unit circle of the complex plane. This provides a 
natural bound for [la, illi. None of the coefficients contained in a,. 1 can be 
larger in magnitude that those from the polynomial 
(z + l)r = f. T zi. 0 i=l ’ 
Therefore 
(8) 
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Since the first column of Z’r2 is just a reversed version of t,, i and a Toeplitz 
matrix is persymmetric, we have a bound on the first column of Ti<‘T,,. In 
fact we have a tight bound on each of the components. Dealing with the rest 
of the matrix will be more difficult, but the character of the bounds will be 
similar-binomial coefficients will appear regularly in the results of this 
section. 
If we have a truncated Cholesky factorization of T given by (2), then 
T,‘T,, = (C;,C,,)-kT,C,, = C,%,,. 
Further, if we scale the rows of C so that c^rr = EC,, and c^,, = EC,, for 
some nonsingular, diagonal E, then 
(Cl) -?,, = C&, = T,‘T 12 
We choose E to make the diagonal elements of c^,, equal to one. Let 
T,;’ = A,r AT, be a factorization of T,J’ where A,, is upper triangular. 
Clearly C,, = A,’ and C,, A-1 = A,, = A,, E- ‘, will have ones on its diagonal. 
It is not difficult to see that the columns of A,, will contain minimum phase 
prediction filters of orders 0 to r - 1. This follows immediately from the 
Yule-Walker equations, which, together with persymmetry of ?;, imply that 
for j = 0, 1, . . . , r - 1. Therefore, an upper triangular matrix with columns 
formed from prediction filters will, when multiplied from the left by T,,, give 
a lower triangular matrix. Symmetry of T,, implies that this lower triangular 
matrix, when normalized, must be A,,. 
As discussed before concerning a,, r, the minimum phase property, 
together with the normalization of the diagonal elements, gives the bound 
I(~&,1 < (: 5 ;). 
Since 6,’ = A;i, this goes part of the way to a&eying a bound on cAG’Cr2. 
All that is needed is a bound on the elements of C,,. One approach which 
will work is implicit in [l], but another will be developed here. The main 
reason is that, while the bounds in [l] are very general and in fact apply 
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to any matrix of displacement rank 2-a broader class than Toeplitz 
matrices-more can be said for the Toeplitz case. The relation between the 
bounds given here and these in [l] will be clarified in Sect+ 4. 
Since Tfi’T,, = C,‘C,,, T,, is persymmetric, and C,, is an r X r 
triangular matrix with (C,r), r = 1, we have 
( Gl’~12),,k = (e12),,k = Ursk(l). (10) 
This strongly suggests that it might help to take a more careful look at the 
prediction problem. A key result is the following. 
LEMMA 1. Zf a,, k is defined as before, and if E,, k is the minimum value 
of 
achieved by a,. k, then 
4,kW Q 
Proof. Switching to an algebraic 
tion ar,k can be shown to minimize 
Er- l.k+l 
E ’ r-l,1 
(11) 
formulation of the problem, the solu- 
1 
1 tT r.k 1 
r.k I[ 1 T,. -ar.k 
= 1 + aF,kTrar k - 2aT ktr,k = Ersk > 0. (12) 
Substituting in arFk = Tr-‘t,,k gives 
E r,k = 1 - tT,,T,t,,, = 1 - aT,ktr,k. (13) 
We now derive some relations that are similar to those encountered when 
deriving the Levinson algorithm, a brief description of which can be found in 
[2]. To generalize the Yule-Walker equations, note that (13) can be combined 
with T,a, k = t,,, t0 fOI-ITI 
[ttk ‘;,j[ -k,k] = [“Gk]’ 
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This can be partitioned as 
MICHAEL STEWART 
1 
tk (14) 
t,- l,k+l 
From this we obtain 
ar,k(2:‘) = T;_ll[tr-,,k+l - ur.k(l)tr-l,l] 
and 
=a r-l,k+l - %,k wr- 1,1 (15) 
a&) = t, - t,‘- Llar,k(2:r) = tk - t,T_l,l[ar-,,k+l - ur,k(l)%l,l] 
so that 
%,k@) = 
tk - tT r-1.1%l,k+l 
1 - Cl,l%-1.1 * 
We also have 
E r,k = 1 - t,‘_ 1,k+l”r,k(2:r) - tk”r,k(l) 
= 1 - t,T_l,k+l[“,-,,k+l - ur,k(lh-l,l] - tk”r,k(l) 
= E r-l,k+l - ur,k<l>(tk - t,T_l,k+l”r-l,l) 
= Er-l,k+l - u:,k(l)Er-,,, a O* ??
Because of (lo), we will clearly have the needed bounds if we can bound 
the ratio E,_l,k+l/E,_l 1. To do this, we return to the stochastic formula- 
tion of the prediction problem. An algebraic proof of the following theorem 
would be possible, but it would make things more complicated. 
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THEOREM 1. For positive okjhite T,. , 
Proof. Define 
ii r.k+l = 1 I ar*k(2:r) + urJJl)ur 1. 0 
The indices on Z,., k+ 1 are so chosen because it is intended to be a suboptimal 
predictor which attempts to estimate x~+~+ 1 from xi,. . . , xi_,.+ 1. It can be 
viewed as a predictor which uses coefficients a, ,(2) **. u~,~(T) on values 
x. .a- xi_,.+s and then applies the coefficient a, ,(I> to an estimated value of I 
xi+ I to give an estimate of xi +k + 1 rather than xi + k. We assume that all 
predictors are of order r and let xi+k + 1 -ck+ ‘) be the suboptimal estimate of 
xi + k + 1 obtained from 
Since $“+:yl is a suboptimal estimate, 
E r,k+l (Xi+/c+l - Xi+k+l -(k+l) >“] 
= E[{ri+k+, - z!+k+l f ur,k(l)(xi+l - ;I:‘I)}~] 
This is the same as 
Using (11) gives 
(16) 
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f;.,k =fj-l,k +fj,k-1 
with fo, k = 1 and h. I = 1, we see that 
f. =( 1. k 
since 
Since the boundary conditions match, in that 
E O,k - = 1 
E 0.1 
and 
E r, 1 - = 1, 
E f-, 1 
it is clear that fj, k serves as an upper bound for lui, ,(l)/, 
A version of (10) is valid even for partitionings in which C!,, is j X j where 
j Q r, so it follows that 
((E)j,k(<l”j,k-j(l)I’ (;I:)* ??
The proof of this result is somewhat involved. We had to introduce 
considerable material concerning a special linear prediction problem merely 
to set the background for the proof. There are two apparent possibilities for 
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providing a simpler proof. If the boynds on the elements of c^ followed from 
the minimum phase property of A, then this would be likely to provide a 
more direct proof. However, we can see clearly from 
that the inverse of a matrix with minimum phase columns does not in general 
satisfy the bounds given in Theorem 1. 
We also might speculate that the bounds on the components of c^ result 
from a minimum phase property of the columns of C. This is not true. The 
Choleksy factor 
C= 
of the positive definite Toeplitz matrix 
provides a simple counterexample. Thus we are forced to conclude that the 
bounds given in Theorem 1 do not follow directly from the minimum phas: 
property of A or from some hypothetical minimum phase property of C 
itself. Since there is no obvious way to establish a connection between the 
bounds and any set of minimum phase polynomials, it is difficult ,to see how a 
direct recursion for a bound for the individual components of C could have 
been avoided in the proof. 
Further, although it it possible to derive recursive relations between the 
elements of C, there doesn’t stem to be any obvious way to normalize these 
relations so that they apply to C. The recursive inequality given in (16) seems 
to be more suitable than the better-known recursive equalities relating 
elements of C. 
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A careful inspection of the proof of Theorem 1 reveals that it applies to 
the semidefinite case as well. The bounds apply to any row corresponding to 
a nonzero element of the diagonal of the Cholesb factor. For rays which 
have a zero diagonal element, we don’t normalize in constructing C, so the 
bounds apply trivially. 
The next obvious questions are if the bounds are tight on each element of 
c^ and if we can come close to achieving each of them simultaneously. The 
next theorem answers both affirmatively. 
THEOREM 2. The bound on Icj, k I given in Theorem 1 is tight and it is 
possible to choose a positive definite T which comes arbitrarily close to 
achieving the bound for all the Iej, k I. 
Proof. The Levinson algorithm, for which a detailed explanation can be 
found in [3], is based on the recursion 
where the superscript, R, indicates that the order of elements in aj_ r, i has 
been reversed. Writing this in terms of the individual components gives 
for k = 1 , . . . , j - 1. It is well known that a unique positive definite Toeplitz 
matrix T,, can be generated with any set of n - 1 reflection coefficients, 
aj, ,(j> for j = 1, . . . , n - 1, which all have magnitude less than one. In 
particular we can choose 
aj,,(j) = ( -l)j-‘(1 - EJ, 
where e1 is some small positive number. Although the case does not 
correspond to a positive definite Toeplitz matrix, we will, for the moment, 
assume that we can let E = 0. In that case, we find 
uj,l(k) = uj-1,1(k) - (-l)j-‘~j_l,l(j - k). 
It is simple to verify that this recurrence implies that 
ujJk) = (-l)k-l jk . 
0 
CHOLESKY FACTORIZATION 513 
Since the values obtained for a#) depend in a continuous way on the 
values chosen for al, Jj), we can choose ??i to give 
Uj,,(k) - (-l)k-l ; 
( 11 
d E.2 
for 1 <j < n - 1, 1 Q k <j, and for any ??2 > 0. 
Forming the triangular matrix 
-1 41) +,d2) *** a,-,,dn - 1) 
-1 %(I) *** %I-,,,(n - 2) 
-1 *. 
a,_,:,(I) 
-1 
we see that c^ = A-i. Let 
( A)k,j = (-l)‘-‘+‘( [ 1 ;). 
Then 
A^=A+E, 
where K Ejk, j I < Q. Since A is nonsingular, we can make A- ’ as close as 
desired to A- ’ by choosing es to be sufficiently small. 
However, it :an be easily verified by writing out the summations in the 
product of A-IA that 
(A -^‘)k,j = {Ii . ( 1 ??
At first glance, a part of the proof of Theorem 2 seems to be somewhat 
trivial-we already knew that it is possible to construct a positive definite 
Toeplitz matrix with predictor polynomial roots arbitrarily near the unit 
circle. However, it is well known that the final column of A (the last 
predictor polynomial) is sufficient to specify a positive definite T,, and that 
the only restriction on this polynomial is that it should be minimum phase. 
Therefore, it is crucial to show that the lower order predictor polynomials w-ill 
have roots close to the unit circle at the same time. 
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Given bounds on c^ and 6’, we now return to the original question of 
Schur complement sensitivity. The following bounds make no claim to being 
tight, but they do make it clear that for fued r, the sensitivity of Schur 
complements grows as a polynomial in n. 
THEOREM 3. Zf T,, is positive definite and r- < n/2, then 
where 11 A(11 is not the matrix norm induced by the standard vector l-norm, 
but instead the actual sum of the absolute values of the matrix elements. 
Proof. Using Theorem 1 and taking advantage of the fact that r < n/2, 
we have 
< r2(n - r)(: I t)?. ??
This bound isn’t too far from being tight when r is very small, but rather than 
working with some suboptimal estimate, we will give results in terms of the 
quantity 
so that 
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Note that B,,+_i > 2”-’ > ll~,_~ll~, so although the bounds on the ele- 
ments of c^ and c^-’ are tight, we have lost something in ignoring the signs of 
their elements. But, in reality, we have a reasonable characterization of the 
qualitative behavior of Tfi’T,,. While B,, r is a polynomial in rr for fmed r, it 
grows exponentially in r. For this reason, the chief interest of the bounds 
given in this paper will be to show that there is some limit of the dependence 
of the backward errors on the condition of T,,. Although this is widely 
regarded as an essential property of any stable algorithm, it is not sufficient to 
guarantee reliability. In fact, algorithms in which there can be exponential 
growth in the errors are widely viewed as unstable unless there is some 
evidence that such growth in very rare, as is the case with Gaussian elimina- 
tion with partial pivoting. Nothing which can be presented in this paper can 
match the weight of practical experience behind the assertion of stability for 
Gaussian elimination with partial pivoting, but in Section 4 we will at least 
present results that show that an accurate factorization can be achieved in 
many cases, even when T,, is very ill conditioned. 
4. ERROR ANALYSIS 
The results from [l] provide backward error bounds for the Schur 
algorithm. Although the approach will not change, a condensed version of the 
analysis will be presented here for clarity. This is necessary because the 
results will be slightly modified to apply when only r steps of the factoriza- 
tion are carried out. Once this error analysis has been performed, the 
sensitivity results will suffice to provide bounds for the error in truncating a 
triangular factorization. 
Let C, and 6, be the generators at stage k of the Schur algorithm. 
Assume that 
uk+ &+ 1 - "k+d-+l = Z6kii;zT - 6,6,T + EGk + o( E2), (17) 
where E is the machine precision. 
Letting 
516 MICHAEL STEWART 
applying a summation to (17), and noting that ii, and 6r don’t have to be 
computed and are therefore the exact generators of T, we see that 
i;, - Zi;,ZT + i2r+lC;+1 - Ei,+16,T,1 = T - ZTZT + E i Gr + 0(e2). 
j=l 
Using (4) gives 
n-l n-l r 
fr + c Zk(fL+lz+l - ~r+l~,T,l) 2; = T + E c c Z,G,Z,T + 0( ??“). 
k=O k=O j=l 
(18) 
Together with the definition of ?r, this equation shows that the Schur 
complement of 
n-l r 
T + E c c Z,G,Z; + 0( e”) 
k=O j=l 
has displacement rank 2 and generators ii,, i and G,, r. We can write (18) as 
i,.+fs=T+E. (19) 
If the factorization stops at this point, the backward error will be E - fs. 
Since T has-rank r, the exact Schur complement is T, = 0, and it is possible 
to bound llT,ll by using the perturbation theorem of the last section by noting 
that Ts is the exact Schur complement of T + E. 
The analysis assumes that the errors G, satisfy the inequality 
where H, is the hyperbolic transformation which goes from &k to uk+ r, and 
K is a small constant. Positivity of T implies that llzj~kl12 < IIZj+,UkII2 and 
hence 
11 ZjGk ZT 112 Q K IIHk 112 IIzj+ l”k II2 IIzjuk+ 1 II,* (20) 
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At this point in [ll the inequality 
11HkIl,(IZjU”+1112 Q 2(” -k -_wj+14l2 (21) 
is used together with the fact that I(ukJl2 < IITIIY” to bound (20) and 
complete the error analysis. The result is 
II n-l r lIElIz = E c c Z,GjZ,T k-0 j=o /I 2 
n-l r 
G 2KE C C tn - k>llzkujll~ 
k=O j-o 
and the final error bound is 
lIElIz Q Ke&(n2 + 4IIT,(l,. (22) 
A short digression is in order. A l-norm variant of (21) can be derived 
directly from (16). In particular, applying a summation to (16) from 1 = 1 to 
m - k and using (10) gives 
d * Q 1 + y la,,,(Z)l I=1 
m-k 
= 
1 + c iek,k+li 
z-1 
Again, using (10) as well as (11) gives 
k+l,ml =bk+l ,m-k-dl)l d ,; lek,ll~ 
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Applying yet another summation, this time over m, gives 
Turning, our attention to 11 Hkll, we see that 
uk(k)’ - uk(k + 1)” 
%o)l = 
I%+1@ + 01. 
So, starting from (16) it is possible to show that 
IIH,II,IIC(k + l,:)z;lI1 G (n -j - k>llC(k:,Z;lll. 
The end result is essentially the same as (21); however, a great deal of 
information was thrown away in performing summations to obtain norms in 
the i?equality; in the intermediate stages, a bound for each single component 
of IC(k + 1, :)I is available. It is natural to wonder if this information about 
the components can in any way be used to improve the bounds in [l]. 
Unfortunately, this does not seem to work. It is also worth noting that (21) is 
completely general and applies to any positive definite matrix of displacement 
rank 2, while the componentwise bounds given here depend on a linear 
prediction problem and hence only apply to Toeplitz matrices. 
For a semidefinite matrix, T, = 0 and the perturbation theorem from the 
last section gives 
11+-s 112 G 11 E22 112 + 4. r(ll El2 112 + It E22 iI> + B,2, r h 11 
Q llE112( %,r + 1)’ 
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However, following the lead of [4], we note that it is not reasonable to assume 
that T is exactly semidefinite. Instead, we will assume that 
where ? is semidefinite, and AT is a small perturbation which makes T 
positive definite. Under these circumstances 
IIi;,II, < (IlEllz + llATlh)( B,,, + 1)“. 
Again following [4], we add conditions to guarantee the positivity of T,, + E,, , 
making the analysis valid and yielding the following theorem. 
THEOREM 4. Zf 
EK( r3 + r’)k,( T,,) < 1, 
for a semidefinite Toeplitz matrix of rank r, carrying out r steps of the Schur 
algorithm gives an error 
IIfr - T 11 G K&l(n2 + n) + [ Ka6(n2 + n) + IlATll,]( B,,, + 1J2, 
where for r Q n/2, 
B n,r Q r2(n - r)( “, I:)‘. 
Proof. The theorem has already been proven if T,, + E,, is positive 
definite. This is guaranteed if IITfi’E,,112 Q 1, which is certainly true if 
II% 112 lki’ 112 E. 
The error analysis implies that 
II 4, II2 G Wr3 + r2)llT11 i12, 
and it follows that the condition of the theorem is sufficient to guarantee 
positivity. W 
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5. NUMERICAL EXPERIMENTS 
The bounds from the last section suggest that the use of the Schur 
algorithm for factoring a nearly semidefinite matrix is stable in a qualified 
sense: the bounds guarantee stability for low rank Toeplitz matrices, and for 
matrices with larger rank they show that the errors cannot be arbitrarily large. 
As with [4], the sticking point is showing that the bounds for the errors are 
pessimistic so that the algorithm will be stable in most practical applications. 
Testing this premise is somewhat more complicated in the Toeplitz case 
when pivoting is not allowed. 
The problem is that it is not completely clear what constitutes a typical 
semidefinite Toeplitz matrix. If a Toeplitz matrix is nearly semidefinite due to 
a single very bad reflection coefficient and T,, is well conditioned, then the 
algorithm will be stable and no further analysis is necessary. However, it is 
possible for a matrix to be ill conditioned due to the cumulative effect of 
several reflection coefficients which are not particularly close to satisfying 
I pl = 1. This can easily be observed by constructing a Toeplitz matrix with 
I piI = 0.75. The condition number of T will be at least (F)n- ’ and possibly 
larger. Thus, we are naturally led to ask if the condition number of T,, 
typically indicates the size of lI~‘~~Ti~ll. Clearly in the limiting case the 
answer is negative: llTi~‘T,,ll is b ounded as a function of n and r, but the 
condition number of T,, can be arbitrarily large. In this section we will 
attempt to assess the stability of the algorithm and find a characterization of 
the class of Toeplitz matrices with sensitive Schur complements. 
A well-known Toeplitz matrix with sensitive Schur complements is the 
prolate matrix [7], defined by t, = 20~ and 
sin 2rwk 
t, = 
rk 
for k = l,2,..., n - 1, 0 < w < i. As w + 0 this matrix becomes very ill 
conditioned and its Schur complements become very sensitive to perturba- 
tions. Even if o = f , Schur complement sensitivity grows dramatically in r. 
This matrix serves as a demanding test for many Toephk algorithms. It 
reveals instability in the Levinson algorithm in that numerical solutions of 
linear equations defined by this matrix can have larger than expected residu- 
als [l]. It also provides a natural example for which the Schur algorithm 
performs poorly in detecting near-rank-deficiency. 
To attempt to understand what properties lead to such difticulties, we 
consider the analysis of the last section. The proof of Theorem 2 suggests that 
the bounds in Theorem 1 might only be realistic in the case in which the 
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reflection coefficients satisfy I piI = 1 and have regular sign patterns which 
prevent cancellation in the Levinson recursion. This is in fact the case. We 
will now present an example for which llTr~rT,,ll becomes quite large. After 
this we will attempt to show that this property is very delicate and will not 
typically survive minor changes in the reflection coefficients. 
It is well known that an n X n positive definite Toephtz matrix normal- 
ized to have t, = 1 is completely determined by the n - 1 reflection 
coefficients computed by the Schur algorithm. A 15 X 15 Toeplitz matrix was 
constructed from reflection coefficients as follows: 
( - P(O.9) for i=l , . . . ) 10, Pi = 0.9999999 for i = 11, 0.001, -0.43,O.l for i = 12,13,14. 
For various partitionings such that T,, is j Xj, values of k(T,,), IIT~‘T,,lls, 
and the norm of the Schur complement, Ts = T,, - T21T;‘T,,, are given in 
Table 1. Next to lIT~‘Tl,ll~ we give an equivalent, generally lower quantity 
computed when the Toeplitz matrix has been pivoted in the manner de- 
scribed in [4]. Although it is not shown, at each stage of the Schur algorithm a 
backward error was computed. The backward error was formed by subtract- 
ing from T the symmetric product of the partial Cholesky factor with j rows 
and the corresponding Schur complement, formed from the generators using 
TABLE 1 
CONDITION AND SCHUR COMPLEMENT SENSITIVITY 
_i k(T,,) llT;,‘T,,ll llT,ll k(&,) lli&‘f~,ll 11~~11 
1 1.0 3.5, 3.5 8.2 x 10-l 1.0 2.2 5.8 
2 19 2.5,2.5 2.2 x 10-l 19 6.2 4.6 
3 1.5 x 102 2.2, 2.4 2.2 x 10-l 3.6 x 10’ 23 2.3 x 10-l 
4 1.8 x lo3 5.9, 2.4 2.2 x 10-l 6.9 x lo3 9.5 1.3 x 10-z 
5 2.5 x lo4 19, 2.8 2.1 x 10-l 1.9 x lo4 5.2 2.0 x 10-3 
6 4.0 x lo5 68, 2.4 1.9 x 10-l 8.7 x lo4 4.1 1.7 x 10-3 
7 6.6 x 10” 240, 1.8 1.4 x 10-l 6.0 x lo5 12 1.7 x 1o-3 
8 1.1 x 10’ 880,4.0 6.7 x 1O-2 6.6 x lo6 48 9.1 x 1o-5 
9 1.9 x loQ 2500,2.9 1.7 x 1O-2 6.7 x 10’ 34 6.2 x 1O-6 
10 3.4 x 1010 4800,3.0 2.5 x 1O-3 6.2 x 10’ 23 3.0 x 10-6 
11 6.0 x 1011 7300, 2.6 8.6 x 10-S 5.4 x 109 
2: 
2.8 x lo-l3 
12 2.2 x 101’ 1400,2.2 2.0 x 10-10 4.1 x 10’6 - 
13 2.3 x 10” 220, 1.9 5.3 x lo-l2 7.2 x lO”j 6.3 - 
14 3.5 x 101’ 45, 1.9 3.1 x lo-l4 9.8 x 1Ol6 28 - 
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(4). In all cases of j for which a Schur complement is shown, the error was 
-(10-‘5). The quantity shown in the l]Ts]] column was also computed using 
the generators and (4). 
The sizes of the Schur complements for this matrix drop rapidly. Noting 
that if the Schur complements are not too sensitive, (21) suggests that after 
the application of pl1 we may expect the norm of the Schur complement to 
drop by roughly a factor of 1 - pfl N 10V7. However, the Schur comple- 
ments are sensitive and this does not quite happen. Because of the sensitivity 
problem pl1 does not give a reasonable indication of the loss of accuracy to 
be incurred when the factorization is truncated. 
The equivalent quantities for the pivoted decomposition are significantly 
lower. The conclusions from [4] suggest that for a typical semidefinite matrix, 
the Schur complements associated with the pivoted factorization will not be 
sensitive. However, the matrix constructed here is far from typical, and it is 
reassuring to see the evidence in Table 1 that an accurate factorization is 
possible. Given these data, it is natural to ask if a semidefinite Toeplitz matrix 
can ever display sensitive Schur complements when pivoting is used. Since 
pivoting does not preserve Toephtz structure, this question will probably be 
difficult to resolve. 
It should be obvious from the chosen reflection coefficients that this 
example is artificial. Almost any change in the reflection coefficients will 
reduce the sensitivity of the Schur complements. Such a change does not 
even have to reduce the condition of T,, by a corresponding degree. Suppose 
that we keep the same reflection coefBcients*except that we change the sign 
of pz and p7. We call the new matrix T. The condition numbers and 
sensitivities for this matrix are also shown in Table 1. The sensitivities with 
pivoting were not appreciably different from those of the original matrix, so 
they have not been shown. 
Although the new sensitivities have not dropped to theJeve1 which can be 
expected with pivoting, they are significantly reduced in T. In this case, pl1 
and the previous Schur complement do give a reasonable indication of the 
error incurred in truncating. In fact, pll caused such a drop in the size of the 
Schur complements and had such dramatic effect on the condition of k,(T,,) 
that the algorithm broke down and started displaying instability. Conse- 
quently, we have not shown the sizesaof the Schur complements for j = 
12,13,14. Since it is the square of Tlyl T,, which determines sensitivity, if we 
truncate the decomposition, we can expect the backward error to be a factor 
of roughly 100 over what is possible with pivoting. 
Further numerical experiments, although less encouraging for larger 
examples, suggest that this is typical: large values for Schur complement 
sensitivities are dependent on both the magnitude and the signs of the 
reflection coefficients. The condition number of Tll, on the other hand, stays 
large if enough of the reflection coefficients satisfy I piI = 1. 
CHOLESKY FACTORIZATION 523 
While it is definitely overstating the case to declare the process stable in 
general, these results suggest that a fairly good factorization can be achieved 
even when T,, is quite ill conditioned. Examples which aren’t artificially 
constructed to have regular reflection coefficient patterns which lead to large 
elements in the normalized Cholesky factor should be safe. Typically, in 
addition to reflection coefficients with alternating signs, reflection coefficients 
with the same sign are also quite bad. This is by no means a complete or 
rigorous characterization, but results do suggest that the sign patterns of 
reflection coefficients are something to take into account when contemplating 
the truncation of a decomposition with ill-conditioned T,,. 
For larger matrices, with n > 30, the results are less encouraging. The 
bounds of the last section are still unrealistically large for most Toeplitz 
matrices, but the Schur complement sensitivities are significantly larger than 
for smaller matrices. Under these circumstances, a greater loss of accuracy 
may be expected, even for matrices with random reflection coefficients. 
Further work is needed to assess, within the context of specific applications, 
how likely Schur complement sensitivity is to cause difficulty. 
In practice we cannot expect a matrix to be genuinely of rank r. 
Consequently we have avoided any explicit mention of numerical rank. When 
we expect a backward error of N lo-l3 from truncating a decomposition, we 
cannot show the numerical rank to be r. We have, however, shown that the 
matrix is within N lo-l3 of a rank r matrix and have given some indication 
that for many Toeplitz matrices, even with k,(T,,) N lo”, the algorithm 
might not overestimate the difference from a rank r matrix by more than a 
factor of 100 over the machine precision. The usefulness of this observation 
depends on the application. 
In Section 4 we avoided the issue of whether the matrix was really rank r 
by allowing for a small perturbation AT. Even though this dispenses with the 
assumption that T must be a matrix of exactly rank r, we still require 
knowledge that T is within a distance llATl1 of a semidefinite matrix. Since 
this is knowledge which is not typically available in advance of computing a 
decomposition, we are naturally led to the idea of trying to determine this 
information from information acquired during the factorization. There are 
several different approaches to choosing to terminate a decomposition and we 
wish to know if any one method is better than another. 
The issues are similar to those discussed in [4], and only a brief discussion 
will be given here. If, at some point during the computation of the Cholesky 
factor, fs becomes small, then (19) implies that the error P-,. - T will be 
small, even without any sensitivity analysis. This is a safe approach, but there 
are two disadvantages. The first is the extra work involved in checking Il?sll; 
the second is the possibility that if the tolerance on T, is set too low, then the 
algorithm might continue to a stage at which the generators no longer 
correspond to a positive definite matrix. To continue the process beyond such 
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a point may lead to instability: the stability proof of the Schur algorithm does 
not apply if positivity is lost. A lack of sensitivity in the Schur complements 
suggests that the algorithm should terminate properly in many cases with a 
modest increase in the tolerance, even when I’,, is very ill conditioned. 
A less sophisticated criterion is to wait until the Schur algorithm fails. This 
has the advantage of simplicity, but unfortunately it is probably not a good 
idea. A loss of positivity does not have to reveal itself immediately in the 
current pivot, and as before, to continue the factorization after the loss of 
positivity in the generators is dangerous. 
6. CONCLUSIONS 
This paper has carried out an analysis of the Cholesky factorization of 
semidefinite Toeplitz matrices. Bounds on the backward error were derived, 
and although those bounds look very bad unless the rank of the matrix is low, 
the process appears to be stable for many Toeplitz matrices of moderate size. 
However, examples for which the algorithm fails dramatically are not difficult 
to construct. Further, the practical stability of the algorithm seems to depend 
to a significant extent on the size of the matrix in many cases. 
The extent to which this is a problem seems to have a dependence on a 
regularity in the pattern of signs of the reflection coefficients. The theoretical 
analysis supports this observation, even if it does not rule out the possibility of 
problems appearing under other circumstances. 
The numerical tests were complicated by the fact that Schur complement 
sensitivity is a property which is best understood in terms of reflection 
coefficients. Yet an n X n Toeplitz matrix with randomly generated reflection 
coefficients, uniform on (-1, l), is typically very ill conditioned and, to a 
lesser extent, displays sensitive Schur complements if the matrix is sufficiently 
large. Thus, for such examples, T,, will typically be very ill conditioned. This 
raises the possibility that such a T is not a good match to the sort of matrices 
which appear in applications. For example, in a physically meaningful linear 
prediction problem T,, will be guaranteed to be full rank. In many such 
problems, while T,, might be ill conditioned, it will probably not be nearly 
singular. We have attempted to work with a nearly worst case situation in 
Section 5. It seems plausible that Schur complement sensitivity will present 
less of a problem in some applications. 
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