In this paper, a unified framework is proposed for constructing higher-order modifications of Newton's method based on the existing iteration formulas. Some recently developed iterative methods are special cases of our approach. Also, many new iterative methods can be developed by using the proposed unified framework.
INTRODUCTION
Much attention has been given to develop iterative methods for solving nonlinear equations in these years, see and the references therein. Ostrowski [1] introduced some third-order scheme. King [2] developed a family of fourth-order methods. Jisheng Kou [29] presented a method with the order of convergence five. Neta [3] developed oneparameter family of sixth-order methods for nonlinear functions. Popovski [7] showed some three-step methods, as well as Neta's methods, but have an asymptotic convergence rate 7 which is better than the 6 of Neta. Also, Popovski [8] presented a class of two-step, sixth order methods.
Among wide variuos of papers have been published in the recent years, we mention some progress about mutli-step methods. Abbasbandy [19] and Chun [22] have proposed and studied several one-step and two-step iterative methods with higher order convergence. Noor and Noor [26] , Yun [33] and Hueso et al. [34] studied some three-step iterative methods with third order convergence.
These mutli-step methods have been suggested by combining the well-known Newton method with other methods. Motivated by the research going on in this direction, we present a unified approach for constructing new higher-order methods by using the existing iteration formulas. It provides a convenient tool to develop new iteration formulas, which improve the Newton method. Also, some recently developed methods are special cases of our result.
2.
DEVELOPMENT 
is of order p and satisfies the error equation
where n n x e = and A is constant. Now we suggest and analyze the following iterative method for solving nonlinear equation: 
Our concern here is to find ) (t H for which the method defined by (3) has higher order of convergence. This can be answered in the following theorem, which gives a detailed analysis of convergence. The method is similar to the method presented in [36] 
Then, dividing (12) by (13) gives Thus, from (16) and (18), we obtain 
Thus,
this completes the proof.
As it can be seen from the The Theorem provides us with a unified frame to construct new higher-order methods, which improve the computational efficiency of the original method much better.
SOME ITERATIVE METHODS DEVELOPED BY THEOREM 1
In this section, we show some recently developed methods which are special cases of the method (3). Also, many new iterative methods can be developed by choosing different function ) (t H . 
Relations with Some Recently Developed Iterative Methods

Let
which is the known iterative function of order three [16] , then by Theorem 1 we obtain the following iterative method,
n n n n n n n n n n n n n n n n n (28) which converges with order 6. This is the main result given by S.K. Parhi and D.K. Gupta [35] .
If we take the iteration function, ), ) (
which is the iterative function of order three [21, 23] , then by Theorem 1 we obtain the following sixth-order iterative method
n n n n n n n n n n n n n n n n n (30) This is the main result given by Jisheng kou [27] . (27) and (29), by applying the theorem we obtain
x f x y n n n n n n n n n n n n n n n n n (31) and
x f x y n n n n n n n n n n n n n n n n n (32) separately. These are also new methods developed recently by Jisheng kou [27] .
Some New Iterative Methods
It is easy to find different ) (t H satisfying condition (4)- (6) , this can be done with the help of mathematical packages, such as Maple, Mathematica. Thus, many existed iterative methods belong to this unified framework. Also, many new higher-order methods can be developed by using Theorem 1. For example, we may find function 
and ) ) (
respectively. Thus, we obtain two new sixth-order methods, (34), we obtain another new sixth-order method
The Newton method (NM), Neta's 6th order method [3] (Neta), Jisheng Kou et al's method [28] (Kou), the method defined by (27) 
The results of the comparison of the number of iteration of various iterative methods and Newton's method. 0
x is the given initial point are displayed in Table 1 . Table 1 show that the computational orders of convergence of the newly proposed methods are in accordance with the theory developed in the Section 2. For most of the functions we tested, the methods introduced in the present presentation behave at least equal performance as compared to the other well known methods of the same order of convergence, and can compete with Newton's method also.
The test results in
Neta's sixth order method [3] performs well with these test problems. The three new sixth order methods are as good as Neta's 6th order method for first 7 test problems, except for the eighth test equation. It should be pointed out that these three new methods are only arbitrarily chosen illustrative examples for using the proposed framework. Thus, we do not want to claim too much about the superiority of these three new methods based on our computational tests. However, some very efficient methods might be developed by using the proposed framework. In fact, it is interesting to see that for these test functions, the algorithm AM1, proposed by S.K. Parhi and D.K. Gupta [35] , is the best. Note that AM1 is a special case of our We are taking the liberty of presenting the comment written by one of the referees. He wrote:
The reviewer, however, likes to add some comments from an engineering point of view. From this perspective the reduced number of iteration steps may be a nice feature but it is not essential for the presented examples. However, the proposed method could be a valuable contribution, if the proposed algorithm can be applied to the solution of a system of nonlinear equations, which repeatedly needs to be solved at every integration point of a FE-mesh, when nonlinear constitutive behaviour is taken into account. In this context it is extremely important that (i) no divergence occurs (as is the case for algorithm HM1 even for a nonlinear scalar equation) and that (ii) the algorithm is very efficient. The latter property is not only reflected by the number of iteration steps but also by the number of operations and computing time. E.g., if one iteration step 
