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Introduction
It can be observed that nowadays a high computing power and the great possible efficiency are required from modern computer systems. This applies not only to specialized computers, but also to personal ones. As a rule, this problem is realized by the increase of the processor clock frequency or by the number of its cores, eventually by the memory capacity expansion. Meanwhile, the computer system exhibits the characteristics of the complex systems and hence its parameters are not merely the sum of the features of individual components, but the results of both: the characteristics of these elements properties and the phenomena (processes) that occur inside them as well. There is no doubt that the computer system, as the implementation of Turing machine, is a physical device, which is governed by the laws of physics. Because it's a machine in which the processing can be considered as a transformation of energy for a useful form of work (that is for example to perform calculations), its analysis cannot be based only on mathematical models apart of physical conditions.
The considerations and results of research presented in this paper will be related to the wide context of systems analysis. Taking into account the historical background it can be said that the problem of each system analysis can be based on two possible approaches. The first one (and so far the most popular) is the approach based on the rules given by Rene Descartes, who in his Discourse de la methode [1] proposed a rule that can be related to the ancient Romans: divide and conquer [2] . In the case of systems analysis this require to divide each system into parts (subsystems), analyze their behavior and basing on this making a simple sum of part components properties to have the picture of the whole system. But nowadays it is known [3] [4] [5] that this approach can be used only in the case of simple systems. On the other hand we have systems that can be considered as the complex ones. In the case of these ones we can said, according to Aristotle [6] , that they follow a rule in which the whole is more that a sum of its parts. For such systems it's not only important what kind of properties exist for each of their parts but also how they act together [2] . In the case of computer systems such an approach can be also used-this is suggested by their complexity: for example this fact was noted by Dijkstra [7] and Murray Gell-Mann [4] . Thus in this paper this approach will be taken it in the case of hard drive behavior analysis. Obviously, only a part of this more general problem will be shown, but presented considerations will be related to a different approach than the so far is usually taken where the hard disks behavior (and further performance) is related only to their physical parameters, i.e., access time, interleave, seek time, rotational speed and latency, buffer size, data transfer rate, number of clusters, power consumption, etc.
We will follow a way, in which complex systems approach will be the main motive. It is based on the idea of holism and the research is connected with such terms as: statistical self-similarity, long-range dependencies, percolation, non-extensive thermodynamics, thermodynamic non-equilibrium, power-laws, phase transitions, small worlds, scale-free networks, motifs, hierarchy, etc. Taking into account the (presented above) definition of system the existence of power-laws in the case of hard drive behavior will be related not only to hardware properties but also to the processes that appear inside it during processing. To be more precise: a hard drive behavior will be described in terms of physical phenomena [8] and their properties but basing on the approach that from one hand will take the hard drive physical properties (a more generally: hardware features) and processed on hard drive tasks (a more generally: software features). This will be done, because if in the complex systems approach we are forced to focus on how each component behaves and acts together with other components thus in the case of computer systems, for example, we cannot separate the hardware behavior form the software behavior, the network topology from the packets flow, algorithm from the input data, etc. Generally, we cannot separate the processed tasks from the processing environment. They cooperate giving us the picture of the whole system behavior.
The paper is divided into four Sections. After the Introduction, in Section 2 we have the description of experiment, and further in Section 3 the results of research. They present a basic properties of probability distributions with scale free property and possible consequences of some parameters values interpretation. The paper is crowned in Section 4. The approach presented in this paper is a continuation of work [8] and can be considered as a further evidence of complex behavior of computer systems thus the paradigm change for their analysis is needed.
Experiment
The research presented in this paper was done basing on one personal computer, which worked under Windows 7 system. The configuration of computer was as follows:
 Dualcore Intel ® Pentium ® processor T2390 with f = 1.86 GHz;
 Cache L2 level: 1 MB;  RAM 2 GB, DDR Technology;  Hard drive: Hitachi ® Travelstar 5K250 with capacity 250 GB, 5400 rpm, SATA Interface; average latency: 5.5 ms, average time of seeking: 11 ms; max data transmission rate (buffer-host) 150 MB/s with buffer size 8 MB.
As it can be seen these parameters locate this disk among the average ones, but we are interested in its dynamical behavior in terms of physics not in terms of its technological properties. Obviously, these paremeters are very important ones because they establish its limitations, but in our approach a hard drive performance will be presented in relation to the processing that is performed in computer system.
In order to collect the necessary data for analysis there was used a Performance Monitor, i.e., an inner monitor that is available in Administration Panel in Windows operating system starting from Windows ME edition. This program (called perfmon) allows tracking many different parts of the system basing on the idea of different counters that can be configured for the computer system as a whole and also for its particular parts and even for particular processed computer programs. It is a very interesting tool in which the system administrator (but also operating system itself) basing on Windows properties not only can trace its actual behavior but also record different data sets for further statistical analysis. The time interval can be set starting from 1 s thus during one hour of system tracing 3600 samples can be obtained. Some of the counters represent the average values, but most of them show real data. One of the most important property of this monitor is a fact that its usage almost doesn't influence the overall systems performance and behavior, because perfmon shows information that is normally collected for Windows work. In other words: no matter if perfmon works or not such data are always traced because this ensures normal, stable work of Windows operating system.
During the tracing of computer system a workload was generated, but a short remark about this is needed. There are two approaches for workload generation-both of them have their own advantages and disadvantages. In the first one it can be assumed that the workload will be given basing on special tests (for example benchmarks) or other techniques-such an approach allows for different combinations of this workload generation and also guarantees that the experiment can be repeated for different configurations of the system hardware level. But it should be also noted that such a high and extreme workload can be considered as an artificial one, because normally during work the user doesn't use any special benchmarks or computer programs that constantly generate such a workload. To be more precise: if we observe a typical user that is working with the computer we can say that she/he is using a set of applications, for example: office applications, web browser, internet communicator, mail program, video player, peer-to-peer system, etc. which generate a "normal" (average) workload. Obviously, during the work a way of each program usage is dependent on the user behavior, which isn't repeatable (the weakness of this approach) but on the other hand it seems that it better reflects the typical workload for a computer. In presented analysis a second approach was taken.
The research was conducted for about 3 days, using the Performance Monitor (perfmon ver. 6.1.7600) and also written program that collects information about the active processes during the experiment. The data were recorded to a file in the floating-point format and there were collected 256,064 samples from selected counters related to the physical hard disk drive. There were the following counters (a list with short description):
 Disk Bytes/sec-it's an indicator of the rate of transfer bytes to or from the disk during the read or write operations;
 Disk Bytes Read/sec-it's an indicator of the rate of transfer of bytes from the disk during read operations;
 Current Disk Queue Length-it indicates the number of pending requests to the disk at the time of data collection. It also includes requests handled at the time of data collection. It shows the instantaneous value, not the average one. This counter may reflect the temporarily high or low queue length, but if the drive is under constant workload, this value is consistently high;
 Disk Reads/sec-it's an indicator of the rate of read operations on disk.
The above counters were taken to show a wide spectrum of physical phenomena that appear during processing in computer system. Obviously, they show only the behavior of hard drive but it is possible to configure other counters that can reflect the behavior of cache, processor, RAM, network, etc. but this is not the aim of this paper.
Results of Experiment
As it was mentioned in the Introduction the problem of hard drive behavior will be given basing on complex systems approach. We are interested in disk behavior description but our analysis will start from the simple question. Is it always possible to measure everything what we want? This seems to be a naïve question but it may turn out that it's one of the most important questions in the case of results presented in this paper and, more generally, in the case of computer system performance and behavior.
Problems with the Dimension
In the case of many aspects of engineering it seems that everything what we see can be measured. Unfortunately, this belief is not entirely justified-there are some objects in our surrounding that can't be measured. One of the most known examples are the fractals and the problems with their measurement is well-known in the literature [9, 10] . This allows to conclude that there are some objects that are scale-free. This term is also connected with the idea of power-law distributions sometimes called heavy tailed. There are many evidences of existence powerlaws in different parts of science, to mention a few: economy [11] , Internet and www [12, 13] , network traffic [14] , queue lengths [15] , etc.
This distribution is given by [16] :
where x is a some random variable and
and x min stands for the smallest x value. Because for such distributions the average value x is given by
it diverges for α ≤ 2, thus if we have power-law distributions with such exponent they don't have the mean value. For α > 2 the mean value exists but if α < 3 one cannot calculate the standard deviation. Generally, if one wants to calculate for power-law distributions a central moment of order m it must be: m ≥ α -1.
There are several problems with the interpretation whether the distribution is a power-law or not but in the case of any considerations about power-law distributions the most important problem are the calculations of α parameter [17] . In this paper the method that usually is considered as one of the frequently used, i.e. maximum likelihood estimator will be taken [16, 17] . This estimator is given by:
where {x i } are the n data points with x i ≥ x min .
Disk Analysis
In this subsection for all counters mentioned above we will show the analysis in which one will see: a graph showing counter behavior, basic statistics, a frequency count in log-log scale presenting possible existence of heavy tails and calculated power-law exponent basing on maximum likelihood estimator. This estimator is taken because the calculations of α parameter basing on frequency count give only a rough estimate. Figure 1 shows the number of bytes read from and write to the disk in each second during the observation. As one can see during the experiment there were moments with the extremely high number of transferred bytes. The basic statistics for this counter are presented in the Table 1 where we can see that the average value of transferred bytes is ≈230 kB but the standard deviation is above 1 MB indicating that the process has large fluctuations. The skewness indicates that the distribution has long right tail and the mass of the distribution is concentrated on the left; the kurtosis indicates the possible existence of heavy tailed distribution. The presumptions presented above can be confirmed basing on process frequency count (see Figure 2) plotted on log-log scale. Because the possible existence of powerlaw can be in the simplest (and usually rough) approach indicated basing on the linear fit obtained by the least mean square method, Figure 2 shows also this fit, however the answer weather the distribution has or not the power-law behavior and what is the real value of α parameter was calculated basing on the Equation (4).
Disk Bytes/s Counter
Taking into account that the x min value for Equation (4) will be equal to the min value form the Table 1 the estimated value of α parameter is indicating that for this process even the calculations of mean value can be uncertain because α < 2. Because the problem of an appropriate x min choice is quite difficult to solve [16] it was empirically checked that α > 2 when 44,000 < x min < 110,000-this is the result of specific frequency count behavior (see Figure 2 ) in this interval, but when x min > 110,000 again we can see that α < 2. As we can see basing on this short analysis it can be assumed that this distribution is governed by the power-law showing a possible scale-free behavior of disk in this experiment.
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 
Disk Bytes Read/s Counter
The next analyzed counter indicates the number of read 
Figure 2. Frequency count of transferred bytes for Disk
Bytes/s counter in log-log scale.
bytes from the disk. It's directly related to the previous counter because Disk Bytes/s = Disk Bytes Read/s + Disk Bytes Write/s, thus having this we can conclude whether the read or write operations are those which generate the workload for the disk. Figure 3 shows the number of bytes read from the disk in each second during the observation. As one can see during the experiment there were moments with the extremely high number of bytes read from the disk but also moments where bytes weren't read ( Table 2 , min value = 0). The basic statistics for this counter are presented in the Table 2 where we can see that the average value of read bytes is ≈92 kB that is less in the case of previous counter and the standard deviation ≈720 kB-that is below in comparison to the previous counter but again the skewness parameter (almost the same like in Disk Bytes/s) and the high value of kurtosis parameter (greater than for Disk Bytes/s) indicate that the distribution can be governed by a power-law. Taking into account the process frequency count (Figure 4) plotted on log-log scale and the information given in the Table 2 again it can be supposed the free-scale nature of this process. Basing on the Equation (4) with the assumption that for calculation the x min value will be set to 1, the estimated value of α parameter is . ˆ1.086
 
However, because the min value for this process is 0 there is a small problem with some calculations because for the Equation (4) there is x min ≠ 0. If the value of x min will be set close to 0, e.g. 10 -3 or even 10 -6 , the estimated . In the case of this counter we can see (Figure  4 ) that the behavior of frequency count plot is different that on Figure 2 and this influence the values of α parameter because they are smaller than 2 in a wide range of x min values, even when x min > 200,000 thus the existence of power-law seems to be a reliable assumption.
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Current Disk Queue Length
The next counter seems to have the main influence on disk performance because it shows the number of requests to be handled and its high value shows that the drive is under constant workload. Usually it is assumed that if a disk in computer has one spindle this queue length shouldn't be greater than 3 (generally no more than the number of spindles + 2), but as one can see form Figure 5 sometimes it's even greater than 100. Taking into account Table 3 we can see that the average value for this counter is less than 0.1 (standard deviation 1.1) and it may seem that in this disk we don't have any situations where there are the extreme cases but the skewness and kurtosis (especially) again indicate that if one wants to base its opinion about this disk behavior should be careful.
In the case of this counter it should be noted that the random variable x for Equation (1) is a discrete one. This implies that the estimation of α parameter can be a little bit difficult and there is no exact closed-form for α calculations but an approximate expression to Equation (4) can be used [16] : 
If in our analysis it will be assumed that x min = 1 the value of α parameter basing on the Equation (5) is ≈1.817 and for x min = 2 it is ≈1.943. But the estimator given by the Equation (5) is very sensitive on the value of x min , because this number also influence n. Nevertheless, this doesn't imply that the power-law do not exists (see Figures 6(a) and (b) )-the main problem is the real value of α parameter. In the Table 4 on can see the estimated value of α parameter depending on the x min value-in this process a standard deviation can be calculated only if for power-law exponent estimation x min > 8. 
Disk Reads/s Counter
It is not only important how many bytes are read from the disk but also how often such reads should be done. Because in nowadays computer systems there is a possibility of many task simultaneous processing it is obvious that appropriate amount of memory should be guaranteed for each process. But usually the amount of memory is less than is needed thus the mechanism of virtual memory is used. It expands the RAM memory on hard drive, but every time when there is a need to read something from the virtual memory a request to disk is send by operating system. This obviously implies that the hard drive will be used and we have the read operation that wasn't caused directly by the user (he/she doesn't directly read the data from the disk) but was caused by operating system. This is especially well visible when in computer system there is a running program, which for a long time is in an idle state and suddenly a user wants to use it. It can be expected that such a situation will cause a high number of reads from disk. Obviously, sometimes the user can create such a situation when the number of reads will be high but if he/she doesn't perform batch processing or doesn't copy many files from the disk such a situation is rather rare. In our experiment it can be seen (see Figure 7 ) that generally the number of read is quite often high. There are several reasons for such a state but here we will consider only statistic properties of this counter (see Table 5 ).
Taking into account Table 6 for values of x min < 50 it can be seen that the process is scale-free with no mean value and for x min < 180 with no standard deviation. However, again we can see the scale-free property of the process.
Conclusions
In this paper there has been shown that in the case of computer hard disk drive analysis when the workload is generated basing on the "average" (normal) user behavior it can be seen that the problem of disk performance not always can be considered in the context of classic statistics, because in the case of all counters shown in the paper a possible existence of scale-free property was indicated. Obviously, this was only a simple experiment performed on one computer with unchanged configuration and the further research is needed, but it might be supposed that such phenomena can appear in many other cases. This can be confirmed basing on further experiments where the different configurations of the system hardware will be used or different types of workload will be generated. For example the following procedure can be used: configure as much as possible different configurations of hardware basing on some number of different processors (in the simplest approach only with changing frequency, but the amount of cache memory or the number of cores can be taken into account), for each it will be available some amount of memory (e.g., 1 GB, 2 GB, 4 GB) and some number of hard drives with different parameters. For each such a configuration perform similar experiments (they can last for a longer time in order to obtain sets of data that will have at least 10 6 observations) or even experiments were the workload will be generated by benchmarks or special programs. In each case trace analyzed counters and calculate similar statistics like in this paper. Depending on the obtained results it will be possible to have:
 Further conclusions about hard disk drives behavior;  Evidences of possible existence of power-laws in the case of probability distributions;
 Measure and comparison of influence of different systems parameters on hard disk drive behavior and vice versa;
 Comparison of obtained statistics. Basing on this approach it is also possible to analyze cache, RAM or virtual memory, processor, operating system (e.g. semaphores, threads, sections, events, etc.) behavior in a similar manner.
