Ocean wave energy is a source of renewable energy that has gained much attention for its potential to contribute significantly to meeting the global energy demand. In this research, we investigate the problem of maximising the energy delivered by farms of wave energy converters (WEC's). We consider state-of-the-art fully submerged three-tether converters deployed in arrays. The goal of this work is to use heuristic search to optimise the power output of arrays in a size-constrained environment by configuring WEC locations and the power-take-off (PTO) settings for each WEC. Modelling the complex hydrodynamic interactions in wave farms is expensive, which constrains search to only a few thousand model evaluations. We explore a variety of heuristic approaches including cooperative and hybrid methods. The effectiveness of these approaches is assessed in two real wave scenarios (Sydney and Perth) with farms of two different scales. We find that a combination of symmetric local search with Nelder-Mead Simplex direct search combined with a back-tracking optimization strategy is able to outperform previously defined search techniques by up to 3%.
Introduction
Environmental concerns and declining costs are favouring the widespread deployment of renewable electricity generation. Wave energy converters (WECs), in particular, offer strong potential for growth because of their high capacity factors and energy densities compared to other renewable energy technologies [1] . However, WECs are relatively new technology, which presents design challenges in the development of individual converters and in the configuration of farms consisting of arrays of WECs. The WEC model considered in this research is similar to a new generation of CETO systems that were introduced and developed by the Carnegie Clean Energy company [2] . The CETO system is composed of an array of fully submerged three-tether converters (buoys) [3] . The aim of this research is to maximise the absorbed power of an array (farm) of these buoys. In maximising the power produced by such an array the key factors are [4] : (1) the layout of WECs in the sea, (2) the power-takeoff (PTO) parameters for each WEC, (3) wave climate (wave frequencies and directions) of a specific test site, and (4) the number of WECs.
The combined search space for optimising WECs placements and PTO settings is non-linear and multi-modal. Furthermore, because of complicated and extensive hydrodynamic interactions among generators, the evaluation of each farm configuration is expensive, taking several minutes in larger farms. These factors make the use of smart and specialised meta-heuristics attractive for this problem.
One early work [5] used a simple uni-directional wave model to compare a custom GA with an iterative Parabolic Intersection (PI) method for placing 5 buoys. Both of these search methods deployed a high number of evaluations (37000). A recent study by Ruiz et al. [6] used another simple wave model to compare a specialised GA, CMA-ES [7] , and glow-worm optimisation [8] in placing buoys at positions in a discrete grid. The study found that CMA-ES converged faster than the other two methods, but ultimately produced poorer-performing layouts. In other recent work, Wu et al. [9] studied two EAs: a 1+1EA and CMA-ES for optimising buoy's positions in an array of fully submerged three-tether WECs using a simplified uni-directional irregular wave model. That work found that the 1+1EA with a simple mutation operator performed better than CMA-ES. More recently, Neshat et al. [10] applied a more detailed wave scenario (seven wave directions and 50 wave frequencies) to evaluate a wide range of generic and custom EAs for the buoy placement. This study found that a hybrid approach (local search + Nelder-Mead) achieved better 4 and 16-buoy arrangements in terms of power produced. However, the model used by that work still embedded an artificial wave scenario. Moreover, the optimisation did not attempt to tune buoy PTO parameters to maximise the power produced by each buoy. The optimisation of PTO parameters presents another dimension for WEC farm optimisation. PTO parameters control how WECs oscillate with the frequency of incoming waves. Maximum efficiency is achieved when converters resonate with the sea waves. However, maintaining a resonant condition is not easy because real sea waves consist of multiple different frequencies [11] . In work optimising the PTO damping of one converter (CETO 6), Ding et al. [12] applied the maximum power point tracking (MPPT) control method which is a simple gradient-ascent algorithm for the online-optimisation of the deployed WEC. The results show that the MPPT damping controller can be more effective and robust than a fixed-damping system. However, when the buoy number is increased the optimisation process becomes more complicated because of the hydrodynamic interactions between buoys. In later work Abdelkhalik et al. [13] used a version of the hidden genes genetic algorithm (HGGA) to control PTO parameters. While this work raised the effective energy harvested the algorithm was not compared to other methods.
In this paper, we develop a new hybrid Evolutionary framework for simultaneously optimising both placement and PTO parameters of a wave farm. We study a broad range of meta-heuristic approaches: (1) five well-known off-theshelf EAs, (2) four alternating optimisation ideas, and (3) three hybrid optimisation algorithms. Additionally, two new real wave scenarios from the southern coast of Australia (Perth and Sydney) with a high granularity of wave direction is used (Figure 1 ) to evaluate and compare the performance of the proposed methods. According to our optimisation results, a new hybrid search heuristic combining symmetric local search with Nelder-Mead simplex direct search, coupled with a backtracking strategy outperforms other proposed optimisation methods in terms of the power output and computational time.
The rest of this paper is arranged as follows. Section 2 formulates the WEC model. Section 3 gives the details of the optimisation problem. The search methods are explained in Section 4 and a brief characterisation of the fitness landscape is given. We present our comparative studies and experimental results in Section 5. Finally, Section 6 concludes this paper.
Model for wave energy converters
In this paper, we consider a fully submerged three-tether buoy model with each tether fastened to a converter installed on the seabed. We assume an optimal tether angle of 55 degrees, which was previously observed to maximise the extraction of energy from heave and surge motions [14] . Other features of the wave energy converters (WECs) used in this investigation, such as physical dimensions and submergence depth, can be found in [10] .
Power Model
In the WEC model used here, linear wave theory is used to calculate the system dynamics [15] . This model includes three different key forces:
1. The wave excitation force (F exc,p (t)) combines the incident and diffracted waves forces from generators in a fixed location. 2. The radiation force (F rad,p (t)), derived by the oscillating body due to their motion independent of incident waves. 3. Power take-off (PTO) force (F pto,p (t)) is the control force applied to the buoy from the PTO machinery.
Through these forces, the buoys can affect each other's output through hydrodynamic interactions. The complex nature of these interactions, which can either be constructive or destructive, makes the calculation of farm layout and PTO parameter settings a challenging optimisation problem. The dynamic equation that describes a buoy motion in ocean waves has the form:
where M p is the mass matrix of a p th buoy, X p (t) is the buoy displacement expressed as surge, heave and sway. Finally, the power take-off system is modeled as a linear spring-damper system. For each mooring line two control factors are involved: the damping D pto and stiffness K pto coefficients. Therefore, Equation (1) can be written in a frequency domain for all WECs in a farm as:
The hydrodynamic parameters (A Σ (ω)) and B Σ (ω) ) are calculated from the semi-analytical model described in [16] . In addition, K pto,Σ and D pto,Σ are control factors, described above, which can be adjusted to maximise the power output of each buoy. The total power output of the layout is computed by Equation (3):
Additionally, the q-factor (q) of the array measures the efficiency of a entire wave farm as compared to the power output from N isolated WECs. For a given layout, the q-factor can be calculated as:
q > 1 indicates constructive interference between WECs. The main purpose of this study is maximising the total power output: P Σ for N buoys within a constrained farm area.
Optimisation problem formulation
The formulation of the optimisation problem in this paper can be declared as: 
is the Euclidean distance between buoys i and j. The penalty function of the power output (in Watts) is computed by (Sum dist + 1) 20 . The penalty strongly encourages feasible buoy placements. This penalty is also used to handle farm-boundary constraints. For the D pto and K pto parameters, we handle constraint violations by setting the parameter to the nearest valid value.
Computational Resources In this paper, we aim to compare a various heuristic search methods, for 4 and 16 buoy arrays, in two realistic wave scenarios. We allocate a time budget for each optimization run of three days on dedicated platform with a 2.4GHz Intel 6148 processor running 12 processes in parallel with 128GB of RAM. Note, that where the search heuristic allows, we tune algorithm settings to utilise this time budget. The software environment running the function evaluations and the search algorithm is MATLAB R2017. On this platform, parallelisation provides up to 10 times speedup.
Optimisation Methods
In this research, our search methods employ three broad strategies. The first strategy is to optimise all decision variables at once. This means that for a 16-buoy farm we search in 16 × 4 dimensions simultaneously. Here, we test five heuristics that apply this strategy. The second strategy is to optimise the positions and PTO parameters of all buoys in an alternating cooperative algorithm [17] . We test four different methods that apply this strategy. Finally, the third strategy, used in [10] is to place and optimise each buoy in sequence. Here, we deploy this strategy for three hybrid EAs. Details of the algorithms tested for each strategy follow.
Evolutionary Algorithms (All-at-once)
For the first strategy, five well-known off-the-shelf EAs are deployed to simultaneously optimise all problem dimensions. (Positions+PTOs). These EAs are: (1) covariance matrix adaptation evolutionary-strategy (CMA-ES) [7] with the default λ = 12, for 4-buoy layouts and and λ = 16 for 16-buoy layouts; (2) Differential Evolution (DE) [18] , with parameter settings of λ = 50, 30, respectively for 4 and 16-buoy layouts, and F = 0.5, P cr = 0.5; (3) a (1+1)EA [19] that mutates buoys' location and PTO parameters with a probability of 1/N using a normal distribution [20] , with λ= DE settings, c 1 = 1.5, c 2 = 2, ω = 1 (linearly decreased); (5) Nelder-Mead simplex direct search (NM) [21] is combined with a mutation operator (NelderMead+Mutation or NM-M). The mutation operation is applied when the NM has converged to a solution before exhausting its computational budget, so that it can explore other parts of the solution-space (Algorithm 1).
Alternating optimisation methods (Cooperative ideas)
Optimising both positions and PTO parameters of a WEC array simultaneously can be challenging because of the high number of dimensions and heterogeneous kinds of variables. There is a natural division of variables into two subsets ⊲ Best layout so far 7: EIRate = 0 ⊲ Energy Improvement rate 8: Iterative search 9:
while stillTime() do 10:
EIRate= ComputeEIRate(energy , bestEnergy )
12:
if energy > bestEnergy then 13: bestEnergy = energy ⊲ Update energy 14:
if EIRate = 0 then 18:
EIRate= return bestPosition , bestPTO , bestEnergy 24: end procedure which might, at least in part, be optimised separately. In this section, we describe a set of alternating optimisation techniques which combine one evolutionary algorithm idea such as CMA-ES, DE, and 1+1EA, with Nelder-Mead. In addition, a cooperative, Dual-DE (DE+DE), algorithm is also described. The details of each are given next.
(2+2)CMA-ES + Nelder-Mead
This alternating strategy applies CMA-ES with µ = λ = 2 for iter = 25 iterations to optimise buoy positions. Then the best solution is selected and NM is applied to PTO settings for iter * λ iterations. This improved setting is then given to the CMA-ES population for another round of optimisation. The CMA-ES and NM optimisation processes are alternated until the time budget expires. Algorithm 2 shows the process of the CMAES-NM approach.
DE + Nelder-Mead
(DE-NM) This method alternates DE, for buoy-positions, and NM for PTO parameters, using the same iteration settings as above until the time budget runs out.
1+1EA + Nelder-Mead
(1+1EA-NM) This method alternates a 1+1 EA, for buoy positions, and NM, for PTO parameters until the time budget runs out. The iteration settings for the 1+1EA are, respectively, 200 and 50 times, for 4 and 16-buoy layouts. The same limits are also used for the NM optimisation rounds.
Dual-DE
This method uses the same parameter settings as described for DE in subsection 4.1 to optimise both buoy positions and PTO parameters in parallel. After iter iterations the improved values from the positional and PTO optimisations are exchanged. This iterative pattern continues until the time budget runs out.
Hybrid optimisation algorithms
In other WEC-related research [10] , it was found that applying local search around the neighborhood of previously placed buoys could help exploit constructive interactions between buoys. The following methods exploit this observation by placing and optimising the position and PTO parameters of one buoy at a time.
Local Search + Nelder-Mead(LS-NM)
This method places buoys sequentially. The position of each buoy placement is optimised by sampling at a normallydistributed random offset (σ = 70m) from the previous buoy position. The sampled location giving the highest output is chosen. In our experiments we try three different numbers of samples: (N s = 2 4 , 2 5 and 2 6 ). After the best position is selected, we optimise the PTO parameters of the last placed buoy using N s iterations of Nelder-Mead search. This process is repeated until all buoys are placed. Note that, the Eval function of LS-NM is parallelised on a per-wavefrequency basis. An example of 16-buoy layout that is built by LS-NM(16s) and the sampling process used to build it, is shown in Figure 4(a) . The details of the proposed method can be seen in Algorithm 3.
Symmetric Local Search + Nelder-Mead (SLS+NM(2D))
This method also places one buoy at a time, but performs a more systematic local search. The search starts by placing the first buoy in the middle of the bottom of the field and then uses NM to optimise the PTO parameters for 25 iterations.
For each subsequent buoy placement, eight local samples are made in different sectors starting at angles: {angles = [0, 45, 90, ..., 315]} and bounded by a radial distance of between 50 (safe distance) and 50 + R ′ . Within each sector a buoy position is sampled uniformly. Our strategy for handling infeasible solutions is that we refuse them and if all symmetric solutions are infeasible, a feasible layout is produced using uniform random sampling.
After finding the best sample among the eight local samples, two extra samples are done for increasing the resolution of the search direction. The angles of these two samples are ± 15 o plus the best angle sample. The candidate position is then selected from the 8 original samples plus these two extra samples based on the buoy's energy output.
In the next step a check is done to see if the PTO optimisation process for the previously placed buoy (using NM) had a high percentage improvement in its last step. A large improvement indicates that there is scope to improve energy (S2 (1) )=NM(S1 (1 ) , S2 (1) , M axEN ) ⊲ Optimise first buoy PTO 11: bestPosition = S1 (1) 
if energy > bestEnergy then 22: S1 (i) = tP os ⊲ Update last buoy position 23: bestPosition = [S1 (1) , . . . , S1 (i−1) , S1
(
if energy > bestEnergy then 30:
return bestPosition , bestPTO , bestEnergy ⊲ Final Layout 35: end procedure production, in this environment, by giving priority to PTO optimisation. Thus, if the last PTO search step for the last buoy is greater than 0.01% then we optimise PTO parameters for 25 iterations using NM. Otherwise we check to see if the last position optimisation converged to within 0.01% and if so, we optimise position instead. Otherwise we choose between optimising PTO or position parameters for this buoy at random.
Note that this design assigns optimisation resources to PTO parameters as a first priority because we have observed stronger gains in output from tuning PTO parameters. Position parameters are given priority only when the PTO parameters for the last buoy were observed to be close to a local optimum. Algorithm 4 describes this method in detail. In addition, experiments were run with different starting buoy positions of were run with bottom center (C), bottom right (BR) and a uniform random position (r).
Symmetric Local Search + Nelder-Mead + Backtracking (SLS-NM-B)
The general idea of SLS-NM-B is like SLS-NM but with two differences. The first difference is optimising the initial buoy PTO settings by Nelder-Mead and then to share this configuration with the next placed buoys for speeding up the search process and saving computational time. Therefore, after applying symmetric local sampling and finding the best position, Nelder-Mead search tries to improve just the position (2D) of the new buoy.
The second contribution is applying a backtracking optimisation idea (described in Algorithm 5). As the search process of SLS is based on the greedy selection, we never come back to enhance previous buoys' attributes, so introducing backtracking can be effective for maximising total power output. Among all placed buoys in the array, the worst round(N × 0.25) buoys in terms of power are chosen and Nelder-Mead search is then used to optimise the position (2D) and PTO settings (2D) of these buoys in a bi-level optimisation process. This procedure is called SLS-NM-B1. We can observe the performance of SLS-NM-B1 in Figure 4(b,c) . This shows how the eight symmetric samples are done and the effect of the later backtracking process which refines buoy placements. A second version of this x1, y1, k1, d1 , . . . , xN , yN , kN , dN } ⊲ Positions&PTOs 7: S1 , S2 = Decompose(S ) ⊲ Decomposing 8: S1 = { x1, y1 , . . . , xN , yN } = ⊥ ⊲ Positions 9: S2 = { k1, d1 , . . . , kN , dN } = ⊥ ⊲ PTO parameters 10: S1 (1) = { size/2, 0 } ⊲ first buoy position 11:
⊲ first buoy k and d 12: energy = Eval([S1 (1) , S2 (1) ]) 13: (S2 (1 ) , bestEnergy )=NM(S1 (1 ) PTO optimisation 10:
Position optimisation 12:
end for 14:
return S1 , S2 , energy ⊲ Final Layout 15: end procedure The spring-damping PTO configuration step size is 10000. The black circle shows the manufacturer's PTO defaults for the predominant wave frequency and the star, cross, circle, and Pentagon markers present the k and dPTO settings of the best-discovered 4 buoys layout. Note that the search space for buoy positions is multi-modal [10] , and that we only visualise a 2D slice of the 8D PTO optimisation space here without considering interactions with buoys' positions.
Experiments
This section first presents a brief landscape analysis for PTO parameters for two wave scenarios (Perth and Sydney). We then present detailed results comparing the different search heuristics outlined in the previous section. 
Landscape analysis
For visualising the impact of PTO parameter optimisation, a simple experiment was done. First of all, we optimised the buoy positions for a 4-buoy layout using a manufacturer's PTOs defaults (k = 407510 and d = 97412) for all converters for both the Perth and Sydney test sites. The black circle in Figure 2 marks this default PTO configuration. The energy produced by this layout is 402 kW and 703 kW, respectively, for the Sydney and Perth wave climates. Next, this obtained layout is evaluated where the buoy positions are fixed and we grid-sample the energy produced when all four buoys are assigned the same PTO parameters. This process produces the contoured backgrounds shown in Figure 2 . Finally, we optimise the PTO parameters for each buoy independently and plot a marker for each of the four buoys. These markers are roughly, but not completely, coincident with the peak in the background power landscape produced by optimising buoys' PTO parameters in unison. These markers are also at a different point to that produced by the default setting. The best energy produced after optimisation has improved to 420 kW and 720 kW respectively for Sydney and Perth. Another observation from Figure 2 is that the best PTO configurations of the 4-buoy layouts are relatively alike in both wave scenarios.
Layout evaluations
In order to evaluate the effectiveness the proposed algorithms in Sections 4.1, 4.2, and 4.3, we performed a systematic comparison of the best layouts produced by each in two different real wave scenarios (Perth and Sydney), and for two different numbers of buoys (N = 4 and N = 16). Ten runs were performed for each optimisation method and the best solutions were collected for each. Table 1 : The performance comparison of various heuristics for the 16-buoy case, based on maximum, median and mean power output layout of the best solution per experiment. Figure 5 shows the box-and-whiskers plot for the power output of the best solution per run for all search heuristics, for 16-buoy layouts for the Perth wave scenario. The corresponding summary statistics are presented in Table 1 and  Table 2 for 16 and 4 converters respectively, and we illustrate the search process for three cases in Figure 4 .
It can be seen that the best mean layout performance is produced by both SLS-NM-B1 and SLS-NM-B2. Additionally, the average optimisation results of SLS-NM with various first buoy locations are also competitive. Among these, the best results arise from placing the first buoy in the bottom right corner of the search space. This results in more total power output because the farm layout this placement enables a greater number of constructive buoy interactions. Of the standard EAs, CMA-ES performs best. Interestingly, the performance of the alternating approaches is not competitive compared with other methods.
Looking more closely at Table 1 , in both wave scenarios, the SLS-NM-B2 method significantly outperforms all but the SLS-NM-B1 method using the Wilcoxon rank-sum test (p < 0.01). The SLS-NM performs better than CMA-ES for the Perth wave model, but is no better than CMA-ES or DE for the, more challenging, Sydney scenario. This can be seen in the box-plots for the Sydney scenario shown in Figure 6 . As a last observation, there appears to be some positive impact from increasing the number of samples in the LS-NM heuristic from 32 samples to 64. In all configurations, SLS-NM-B converges very fast and still outperforms the other methods. To sum up, the experimental results in Table 1 and Figure 7 reveal that SLS-NM-B succeeds in attaining higher absorbed power as well as faster convergence speed. A second important remark about Figure 7 is that the alternating optimisation methods perform worse than the standard EAs, where both positions and PTO settings are mixed as an all-in-one problem. One possible path to improving these alternating methods in the future could be to shift some of the budget for PTO optimisation to positional optimisation, which appears to be more challenging. Figure 8 tracks the convergence of just the PTO parameters for each buoy during a run for CMA-ES (graphs on the left) and Dual-DE optimisation (graphs on the right). It can be seen that both methods are able to optimise power output over time and the phased nature of the search in Dual-DE is visible in the graphs of the parameter values. It can also be observed that the parameter values for each buoy change non-monotonically as the best PTO settings interact with buoy positions over the course of optimisation. Meanwhile, Figure 9 shows the PTO optimization process of 4-buoy layouts by CMA-ES method. Figure 3 presents the most productive 4 and 16-buoy layouts attained from all the runs in the two scenarios. The best 16-buoy layouts are built by SLS-NM-B2 from the x-axis upwards with buoys labelled, in the figure, by order of placement. In all layouts, the first buoy is placed at the bottom right.
The best 4-buoy layout of the Perth wave model slopes diagonally upwards from right to left. This layout was found by DE. For 16-buoys, the best SLS-NM-B2 configuration produces a maximum power output that is 2.26% higher than the best CMA-ES configuration. Another observation is that the layouts for Sydney place buoys far from each other. This is likely to be due to the fact that the more diverse wave directions in Sydney make it harder to consistently exploit constructive interactions from having buoys in closer proximity. Figure 10 demonstrates how the ocean wave power propagates through the farm for each best-discovered solutions (4 and 16 buoy layouts) for the Sydney and Perth sites. These landscapes model interactions at the single dominant wave direction and frequency. The wave resource at the Sydney and Perth sites is 30 and 35 kW/m, respectively. While these waves propagate through the farm, the wave field is modified by the buoys and we can see that the wave energy across the farm varies between 10 and 60 kW/m. It can be seen that, in both sites, the best layout succeeds in extracting much of the energy from the surrounding environment and, in the case of Perth, the impact of extraction extends far out to sea beyond the farm. The red areas near buoys are produced by interactions of buoys with their local environment. It should be noted that, though these areas might appear to be good candidate positions for further buoy placements, destructive interference with other buoys would produce sub-optimal results from such a placement. Another observation is that at both sites at least one row of buoys is perpendicular to the dominant wave direction (232.5 deg for the Perth site, and 172.5 deg for the Sydney site). This indicates that this wave direction can inform the initialisation of buoy positions in optimising wave farm settings.
Hydrodynamic interpretation

Conclusions
In this paper, we have described, evaluated, and systematically compared twelve different heuristic methods for optimising layout and PTO parameters for wave energy converter arrays. This study included four alternating hybrid algorithms and three new methods that are specialised to this domain. The results in this study indicate that the search problem is challenging, with buoys inducing changes in the local power landscape and hydro-dynamic interactions occurring between buoys. The PTO optimisation results, also, indicate at least some interaction between buoy placement and optimal PTO settings for each buoy. Moreover, the hydrodynamic modelling required for larger buoy layouts is expensive, which constrains optimisation to take place with a limited number of evaluations.
The best performing method is a new hybrid of a symmetric local search combined with Nelder-Mead search and a backtracking strategy. In our experiments, this method out-performed other state-of-the-art algorithms, for 16-buoy layouts, in terms of power production and in terms of speed-of-convergence. Future work can further improve the fidelity of the environment including considering a mix of buoy designs, tethering configurations, farm-boundaries and sea-floor shapes. These additional factors also create a more complex cost landscape, which opens the way for multi-objective optimisation. Perth wave scenario (4-buoy) Table 2 : The performance comparison of various heuristics for the 4-buoy case, based on maximum, median and mean power output layout of the best solution per experiment (Std = standard deviation). In SLS-NM, the first buoy location in the search space is investigated and three options are evaluated including: Bottom right (BR), Bottom Center (C) and random (r).
Our code, layouts, and auxiliary material are publicly available: https://cs.adelaide.edu.au/~optlog/research/energy.php
