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Abstract
We use a topological technique based on covering relations to prove the existence of chaotic
orbits for certain Hamiltonian systems with several degrees of freedom. This paper relies on an
earlier work of Zgliczyn´ski and Gidea.
r 2004 Elsevier Inc. All rights reserved.
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In this paper, we study a simple model of a Hamiltonian system with a partially
hyperbolic ﬁxed point of general elliptic type. The tangent space at the ﬁxed point
splits into stable, unstable and center directions. The locally deﬁned center manifold
is ﬁlled with tori invariant to the Hamiltonian ﬂow. If the unstable and stable
manifolds of one of the invariant tori have a topological crossing, then, for all
sufﬁciently close tori, their unstable and stable manifolds also have topological
crossings. We use the topological method of covering relations introduced in [9] to
prove the existence of shadowing orbits to every given bi-inﬁnite sequence of such
invariant tori. This type of behavior is related to Arnold’s mechanism of instability.
The topological crossing condition replaces the usual condition on the transversality
of the stable and unstable manifolds of the tori, which can be quite difﬁcult to check
for many perturbed Hamiltonians.
Throughout this paper, we will frequently refer to the ﬁrst part of the paper [9]. In
Section 1, we recall the main constructions and results from [9]. In Section 2, we
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brieﬂy discuss the notion of topological crossing. In Section 3, we describe a
Hamiltonian system with several degrees of freedom which serves as our model for
studying Arnold instability. In Section 4, we use covering relations to prove that
there exist orbits that drift from torus to torus, in a chaotic fashion.
Our development is based on ideas in [5,6]. The novelty here is that we give a
topological argument, which is more transparent than the differentiable one, and we
replace the transversality condition by a topological crossing condition (easier to
check in many examples, see Remark 5). Topological treatments of Arnold
instability, in the case of chains of transition tori with transverse heteroclinic
connections, were also performed in [7,12].
1. Introduction
Denote by Bnðc; rÞ the open ball of radius r centered at cARn: Denote by @Z the
topological boundary, by int Z the interior, and by %Z the closure of a set Z: Denote
by bd V the boundary of a manifold with boundary V : If f : S-Rn is a continuous
function, DCRn is an open set contained in S; cARn; and f 1ðcÞ-D is compact, then
the local Brouwer degree of f at c in the set D can be deﬁned. Denote by degð f ; D; cÞ
this degree. See the Appendix of [9].
An h-set is essentially a homeomorphic copy of a multidimensional rectangle,
together with a choice of expanding- and contracting-like directions.
Deﬁnition 1. An h-set is a quadruple consisting of
* a compact subset N of Rn;
* a pair of nonnegative integers uðNÞ; sðNÞ; with uðNÞ þ sðNÞ ¼ n;
* a homeomorphism cN : R
n-Rn ¼ RuðNÞ  RsðNÞ; such that
cNðNÞ ¼ BuðNÞð0; 1Þ  BsðNÞð0; 1Þ:
With an abuse of notation, we will denote such a quadruple by N: We denote
Nc ¼BuðNÞð0; 1Þ  BsðNÞð0; 1Þ;
Nc ¼ @BuðNÞð0; 1Þ  BsðNÞð0; 1Þ;
Nþc ¼BuðNÞð0; 1Þ  @BsðNÞð0; 1Þ;
N ¼ c1N ðNc Þ; Nþ ¼ c1N ðNþc Þ:
A covering relation is, in brief, a nontrivial stretching of one h-set across another
h-set.
Deﬁnition 2. Assume that N; M are h-sets, such that uðNÞ ¼ uðMÞ ¼ u and sðNÞ ¼
sðMÞ ¼ s: Let f : N-Rn be a continuous map. Let fc ¼ cM3f 3c1N : Nc-Ru  Rs:
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Let w be a nonzero integer. We say that
N )f ;w M
(N f -covers M with degree w) iff the following conditions are satisﬁed:
1. There exists a continuous homotopy h : ½0; 1
  Nc-Ru  Rs; such that the
following conditions hold true:
h0 ¼ fc; ð1Þ
hð½0; 1
; Nc Þ-Mc ¼ |; ð2Þ
hð½0; 1
; NcÞ-Mþc ¼ |: ð3Þ
2. There exists a map A : Ru-Ru; such that
h1ðp; qÞ ¼ ðAðpÞ; 0Þ; for pABuð0; 1Þ and qABsð0; 1Þ; ð4Þ
Að@Buð0; 1ÞÞCRu\Buð0; 1Þ: ð5Þ
Moreover, we require that
degðA; Buð0; 1Þ; 0Þ ¼ w;
Note that in the case u ¼ 0; an h-set N can cover an h-set M only with degree
w ¼ 1:
The following gives sufﬁcient conditions for a covering relation:
Theorem 1 (Gidea and Zgliczyn´ski [9, Theorem 15]). Let N; M be two h-sets in Rn;
such that uðNÞ ¼ uðMÞ ¼ u and sðNÞ ¼ sðMÞ ¼ s: Let f : N-Rn be continuous. Let
fc ¼ cM3f 3c1N : Nc-Ru  Rs:
Assume that there exists q0A %Bsð0; 1Þ; such that following conditions are satisfied:
1.
fcð %Buð0; 1Þ  fq0gÞCint ðSðMÞc ,McÞ; ð6Þ
fcðNc Þ-Mc ¼ |; ð7Þ
fcðNcÞ-Mþc ¼ |: ð8Þ
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2.1. Case u40: We define a map Aq0 : R
u-Ru by
Aq0ðpÞ ¼ puð fcðp; q0ÞÞ; ð9Þ
where pu : Ru  Rs-Ru is the projection onto Ru; puðp; qÞ ¼ p: We assume that
Aq0ð@Buð0; 1ÞÞCRu\Buð0; 1Þ; ð10Þ
degðAq0 ; Buð0; 1Þ; 0Þ ¼ wa0: ð11Þ
2.2. Case u ¼ 0: We assume that
fcðNcÞCint Mc;
and set w ¼ 1:
Then
N )f ;w M:
The main result on covering relations, which we will need in the sequel, provides a
method for detecting orbits with prescribed trajectories and periodic orbits.
Proposition 2 (Gidea and Robinson [9, Corollary 8]). Let Ni; iAZ be h-sets. Assume
that for each iAZ we have
Ni1 )
fi ;wi
Ni: ð12Þ
Then there exists a point xAint N0; such that
fi3fi13?3f1ðxÞAint Ni; iAZ: ð13Þ
Moreover, if Niþk ¼ Ni for some k40 and all i; then the point x can be chosen so that
fk3fk13?3f1ðxÞ ¼ x: ð14Þ
2. Topological crossing and local Brouwer degree
We deﬁne topological crossing, following [2]. We recall that the oriented
intersection number of two oriented submanifolds W 1 and W 2 of an oriented
manifold W ; with dim W 1 þ dim W 2 ¼ dim W ; is given by
IðW 1; W 2Þ ¼
X
xAW 1-W 2
IxðW 1; W 2Þ;
where IxðW 1; W 2Þ is 71; depending on whether the orientation induced on
TxW
1"TxW 2 agrees or not with the orientation on TxW (see [10]).
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Deﬁnition 3. Let W be a n-dimensional manifold, and let W 1 and W 2 be two
submanifolds of dimensions n1 and, respectively, n2 in W ; such that n1 þ n2 ¼ n: We
say that W 1 and W 2 cross topologically if there exist a compact embedded n1-
dimensional submanifold with boundary V 1DW 1 in W ; and a compact embedded
n2-dimensional submanifold with boundary V
2DW 2 in W ; such that
(i) bd V 1-V2 ¼ bd V2-V 1 ¼ |;
(ii) For every 0oeominðdistðbd V 1; V 2Þ; distðbd V2; V1ÞÞ; there exists a homotopy
h : ½0; 1
  V-W such that
(a) h0 ¼ id and h1 is an embedding,
(b) dðhtðpÞ; pÞoe for all pAV and all tA½0; 1
;
(c) h1ðV 1Þ and V2 are transverse submanifolds, and their oriented intersection
number i :¼ Iðh1ðV1Þ; V 2Þ is nonzero.
See Fig. 1. A direct consequence of this deﬁnition is that W 1 and W 2 have a
nonempty intersection. It is important to notice that the intersection need not be
transverse and could be of inﬁnite order. The submanifolds V1 and V2 in the above
deﬁnition will be referred as a good pair for W 1 and W 2:
Let us assume that there exist a good pair V 1; V2; a coordinate neighborhood U of
V 1-V 2 in W ; with V1; V2DU ; and local coordinates z ¼ ðz1;y; zn1 ;
zn1þ1;y; zn1þn2Þ on U such that
U ¼ Bn1ð0; 1Þ"Bn1ð0; 1Þ;
V2 ¼ fz j z1 ¼? ¼ zn1 ¼ 0g;
V1 ¼ fcðz1;y; zn1Þ j ðz1;y; zn1ÞABn1ð0; 1Þg;
where c ¼ ðc1;y;cnÞ is some parametrization of V1: See Fig. 1.
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(zn1,..., zn1+n2)
Fig. 1. A topological crossing of two submanifolds.
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Let p1 : U-Rn1 be the projection given by
p1ðz1;y; zn1 ; zn1þ1;y; zn1þn2Þ ¼ ðz1;y; zn1Þ
and A : Rn1-Rn1 be the map given by
A ¼ p13c:
If 0eA½@Bn1ð0; 1Þ
; then the local Brouwer degree degðA; Bn1ð0; 1Þ; 0Þ of A at 0 in the
set Bn1ð0; 1Þ is well deﬁned.
Lemma 3. We have 0eA½@Bn1ð0; 1Þ
; and degðA; Bn1ð0; 1Þ; 0Þ ¼ i:
Proof. The fact that 0eA½@Bn1ð0; 1Þ
 follows from the deﬁnition of a good pair.
Chose 0oeominðdistðbd V 1; V 2Þ; distðbd V2; V1ÞÞ: Let h be a homotopy as in
Deﬁnition 3, which moves points by at most e=2: So h1ðV 1Þ is transverse to V2; and
h1ðV 1Þ-V 2 consists of ﬁnitely many points fp1;y; pmg: Let qi ¼ ðh13cÞ1ðpiÞ; i ¼
1;y; m: Then
Iðh1ðV1Þ; V2Þ ¼
Xm
i¼1
Iqiðh13c; V 2Þ ¼ i:
Each intersection number Iqiðh13c; V 2Þ is71; depending on whether the orientation
on dðh13cÞqiðRn1Þ"TpiðV 2Þ agrees or not with the orientation on Tpi U : Choose
0orio1 such that the disks
Di ¼ fðz1;y; zn1Þ j jjðz1;y; zn1Þ  qijjprig
are mutually disjoint and contained in Bn1ð0; 1Þ; and each p13h13cjDi : Di-Rn1 is a
diffeomorphism, as i ¼ 1;y; m: We obviously have
0eðp13h13cÞð@DiÞ; ð15Þ
and
0eðp13h13cÞð@Bn1ð0; 1ÞÞ: ð16Þ
It is easy to see that
Iqiðh13c; V 2Þ ¼ degðp13h13c; Di; 0Þ:
Let D ¼ Smi¼1 Di: By the additive property of the Brouwer degree, we have
degðp13h13c; D; 0Þ ¼ i; and by the excision property of the Brouwer degree, we have
degðp13h13c; Bn1ð0; 1Þ; 0Þ ¼ i: &
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Remark 4. Note that the deﬁnition of topological crossing is restricted to
submanifolds of complementary dimensions. We will later need to describe a
situation in which two invariant manifolds intersect along a solution curve in a
topologically crossing manner (Section 2, condition (B)). One simple way to capture
this is to produce a surface of section transverse to the solution curve, such that the
intersection of the stable and unstable manifolds with the surface of section are
submanifolds of complementary dimensions and have a topological crossing.
Remark 5. In many instances, one applies a Melnikov type of method to measure the
splitting of some stable and unstable manifolds, when a Hamiltonian system is
perturbed. The usual way of showing that small perturbations of a completely
integrable Hamiltonian system posses transverse homoclinic orbits is by verifying
that some Melnikov function has a simple zero, or some Melnikov potential has a
nondegenerate critical point. However, in order to conclude the existence of a
topological crossing of some stable and unstable manifolds (provided that they do
not coincide), one needs only to check the existence of a critical point of a Melnikov
potential. If the Melnikov potentials are deﬁned on compact manifolds, one can
ensure a priori the existence of maxima or minima, but not necessarily their
nondegeneracy (see [3]).
3. Hamiltonian systems with topologically crossing heteroclinic connections
We are interested in the general behavior of the orbits of an autonomous
Hamiltonian with d-degrees of freedom Hðq; pÞ on R2d near a nondegenerate critical
point ðq0; p0Þ: Letting
J ¼ 0 II 0
 
;
the Hamiltonian vector ﬁeld for H is XH ¼ JrH; where r denotes the gradient, and
the Hamilton equations generated by H are ð ’q; ’pÞ ¼ JrHðq; pÞ: The linearized
system at ðq0; p0Þ is given by matrix JHessðq0;p0Þ; where Hessðq0;p0Þ denotes the Hessian
of H at ðq0; p0Þ: The nondegeneracy condition means that the Hessian has no zero
eigenvalues. Suppose that this matrix has mod pairs of conjugate imaginary
eigenvalues, and that the bilinear form v-/v;Hessðq0;p0ÞvS is positive deﬁnite on the
eigenspace corresponding to the imaginary eigenvalues. In particular, the linearized
system at ðq0; p0Þ has n :¼ m  d positive eigenvalues and n :¼ m  d negative
eigenvalues. If we move to an energy level slightly above the level of ðq0; p0Þ; near
ðq0; p0Þ there exists an invariant set to the Hamiltonian ﬂow, which is diffeomorphic
to a ð2m  1Þ-dimensional sphere. Moreover, this sphere is ﬁlled with m-dimensional
invariant tori, and the whole energy surface is locally diffeomorphic to S2m1 
R2ðdmÞ: The invariant tori have ðm þ dÞ-dimensional stable and unstable manifolds.
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If the stable and unstable manifolds of one such an invariant torus intersect
transversally along a homoclinic orbit, then so do the stable and unstable manifolds
of sufﬁciently close invariant tori, and the existence of symbolic dynamics near these
invariant tori can be inferred (see, for example [12]). However, the existence of
transverse homoclinic and heteroclinic connections may be very hard to verify in
practice. Therefore, we will assume a milder topological crossing condition on the
homoclinic and heteroclinic orbits. We are interested in showing that there exist
orbits which ‘shadow’ any sequence of such tori in any prescribed order, and that
there are also periodic orbits which ‘shadow’ any ﬁnite collection of such tori.
In the sequel, we consider a simpliﬁed model that exhibits such a behavior. We
assume that the Hamiltonian vector ﬁeld XH is linear. This allows for an explicitly
description of the invariant tori and of their stable and unstable manifolds, and for a
good control on the behavior of various stable and unstable leaves under homoclinic
or heteroclinic excursions.
Ultimately, one is interested in more general models of Hamiltonians, and would
involve normal forms or averaging methods to describe the dynamics along the
invariant tori (see, for example [8,4]). In this paper, we only consider a simpliﬁed
model since our aim is to illustrate how to construct covering relations in order to
locate orbits with prescribed itineraries, in a way that could be implemented in a
numerical exploration.
Let Tm ¼ ðS1Þm denote the m-torus, U a compact neighborhood of the origin in
Rm; V a compact neighborhood of the origin in Rn: Let ðy;r; x; yÞ be a coordinate
system on Tm  U  V  V : The variables yi will be referred as angle variables, and
the variables ri as action variables. Each angle variable yiAR is determined up to a
multiple of 2p: For any rAU ; let TmðrÞ denote the torus Tm  frg  f0g  f0g:
Consider a smooth Hamiltonian function H : R2mþ2n-R which is given by
Hðy; r; x; yÞ ¼ GðrÞ þ/x; ByS ð17Þ
for ðy; r; x; yÞATm  U  V  V ; where G is a smooth function and B is a positive
deﬁnite symmetric matrix. The corresponding Hamilton equations on Tm  U 
V  V are
’x ¼ Bx; ’yi ¼ aiðrÞ;
’y ¼ By; ’ri ¼ 0; ð18Þ
where ai ¼ @G=@ri; i ¼ 1;y; m: Suppose that for some energy level hAR; the
Hamiltonian vector ﬁeld XH deﬁnes a (global) ﬂow on the constant energy surface
Mh :¼ fH ¼ hg in R2mþ2n: If an invariant torus TmðrÞ is contained in Mh; then its
unstable and stable manifolds WuðrÞ; W sðrÞ are also contained in Mh: Due to (18),
these invariant manifolds are locally given by
WulocðrÞ ¼ fðy; r; x; yÞ: r ¼ r; y ¼ 0g; ð19Þ
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W slocðrÞ ¼ fðy; r; x; yÞ: r ¼ r; x ¼ 0g: ð20Þ
We assume that the following conditions are satisﬁed:
(A) The angle variable rm can be eliminated. Assume that there exists a smooth real-
valued function g deﬁned for all ðr1;y; rm1Þ; x; and y with
ðr1;y; rm1; 0; x; yÞAU  V  V ; such that rm ¼ gðr1;y; rm1; x; yÞ when-
ever GðrÞ þ/x; ByS ¼ h:
(B) The stable and unstable manifolds of a distinguished torus have a topologically
crossing intersection within some surface of section. Let S be a surface of section
for the ﬂow of XH ; deﬁned by fym ¼ 0g  U  V  V ; and Sh ¼ S-Mh be a
surface of section for the ﬂow restricted to the energy surface Mh: Assume that
for some rAU the invariant torus TmðrÞ is contained in the energy surface Mh;
and the unstable manifold WuðrÞ of TmðrÞ crosses topologically the stable
manifold W sðrÞ of TmðrÞ within Sh: This means that there exists a good pair
VuDWuðrÞ-S; V sDW sðrÞ-S in Sh: Every point of Vu-V s lies on some
solution curve g which only intersects Sh once. See Fig. 2.
(C) An isoenergetic nondegeneracy condition is satisfied. Assume that H restricted to
TmðrÞ  f0g  f0g  f0g satisﬁes amðrÞa0 and
det
ð@ai=@rjðrÞÞi; j ðaiðrÞÞi
tðaiðrÞÞi 0
" #
a0 ð21Þ
(here t denotes the transpose of a matrix).
Condition (A) implies that there exist variables r0 ¼ ðr1;y; rm1Þ and y0 ¼
ðy1;y; ym1Þ such that ðy0; r0; x; yÞ can be used as local coordinates on Sh: In these
new coordinates, the energy equation becomes
Gðr0; gðr0; x; yÞÞ þ/x; ByS ¼ h:
We have
WulocðrÞ-S ¼ fqASh : r0 ¼ r0; y ¼ 0g; ð22Þ
W slocðrÞ-S ¼ fqASh : r0 ¼ r0; x ¼ 0g: ð23Þ
We can deﬁne two dynamics on S: The ﬁrst dynamics is given by a Poincare´ return
map f deﬁned along the ﬂow lines contained in Tm  U  V  V : It is obtained
following the solutions of (18) one circuit around, hence
f ðy; r; x; yÞ ¼ ðyþ tðrÞaðrÞ; r; etðrÞBx; etðrÞByÞ; ð24Þ
where aðrÞ :¼ ða1ðrÞ;y; amðrÞÞ; and tðrÞ ¼ 2p=amðrÞ:
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The second dynamics is given by a Poincare´ return map F deﬁned by following
orbits that approach TmðrÞ in the future and in the past. A key assumption in this
sense is (B). It is weaker than the transversality condition required in [6] or [12]. The
unstable manifold WuðrÞ crosses topologically the stable manifold W sðrÞ within S
along solution curves contained in Mh: Let g be such a solution curve. Since g is bi-
asymptotic to TmðrÞ (i.e. asymptotic to TmðrÞ in both time directions), there exists
p0 ¼ gðt0ÞAS such that the backward orbit of p0 stays in S and approaches TmðrÞ in
backward time. There also exists t14t0 such that p1 ¼ gðt1Þ is in S; and the forward
orbit of p1 stays in S and approaches T
mðrÞ in forward time. Thus both p0 and p1 are
in WuðrÞ-W sðrÞ: Let F be the Poincare´ return map that takes p0 into p1: Then F
maps an entire neighborhood U0 of p0 into a neighborhood U1 of p1:
Since WuðrÞ crosses topologically W sðrÞ within S; there exists a good pair
VuDWuðrÞ-S; V sDW sðrÞ-S with p0AVu-V s: For convenience, we make an
additional assumption, requiring that the ‘size’ of the topological crossing
intersection is reasonably small.
(B0) The topologically crossing intersection from ðBÞ is contained in some coordinate
neighborhood. Assume that there exists a good pair Vu; V s for W sðrÞ-S;
WuðrÞ-S; with p0AVu-V s; such that VuDU0; VuDU0; FðV s0ÞDU1 and
FðV s0ÞDU1:
The isoenergetic nondegeneracy condition (C) says that the restriction of dynamics
to Sh is that of a twist map in variables ðr0; y0Þ (see [1, Appendix 8]). We will need the
following result:
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Fig. 2. WuðrÞ topologically crossing W sðrÞ within the surface of section Sh:
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Lemma 6. Let a ¼ ðaiÞi¼1;y;m as before. For every ðx; yÞAV  V ; consider the map
r0-ðta0Þðx;yÞðr0Þ ¼
2p
amðr0; gðr0; x; yÞÞ ða1;y; am1Þðr
0; gðr0; x; yÞÞ ð25Þ
defined for all r0 with ðr0; gðr0; x; yÞÞAU : If the isoenergetic nondegeneracy condition
(21) is satisfied, then the matrix ð@ðtaiÞðx;yÞ=@rjðr0ÞÞi; j¼1;y;m1 is nonsingular and
r0-ðta0Þðx;yÞðr0Þ is a local diffeomorphism for r0 in a small neighborhood of r0:
Proof. Using implicit differentiation, we obtain @rm=@rj ¼ @g=@rj ¼ aj=am; and
@
@rj
ai
am
 
¼ @ai
@rj
 !
1
am
 @ai
@rm
 
aj
a2m
 @am
@rj
 !
ai
a2m
þ @am
@rm
 
aiaj
a3m
ð26Þ
for all i; j ¼ 1;y; m  1: Condition (21) can be written as
det
@ai
@rj
 !
i; j
@am
@rj
ðajÞj
@ai
@rm
@am
@rm
am
tðaiÞi am 0
2
6666664
3
7777775
a0: ð27Þ
Performing elementary operations on the above matrix, we obtain the equivalent
condition
det
1
am
@
@rj
ai
am
  !
i; j
 0
  am
0 am 0
2
66664
3
77775a0: ð28Þ
Expanding the latter determinant proves that ð@ðtaiÞðx;yÞ=@rjÞi; j is nonsingular if and
only if (21) is satisﬁed. &
4. An example
A Hamiltonian satisfying the above conditions is H : R6-R; given by
Hðx1; y1; x2; y2; x3; y3Þ ¼ 12ðr1 þ r2 þ r22Þ þ x1y1
þ mðx1; y1; x2; y2; x3; y3Þ;
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where r1 ¼ x22 þ y22; r2 ¼ x23 þ y23; and m is a smooth function that vanishes in some
small neighborhood Bð0; d1Þ of zero. Here r1 and r2 represents the action
coordinates; the angle coordinates y1; y2 are deﬁned by x2 þ iy2 ¼ r1=21 eiy1 ; and x3 þ
iy3 ¼ r1=22 eiy2 : In these new coordinates, the Hamilton equations near
zero are
’x1 ¼ x1; ’y1 ¼ 1; ’y2 ¼ 1þ r2;
’y1 ¼ y1; ’r1 ¼ 0; ’r2 ¼ 0:
Fix an energy level h for which the Hamiltonian ﬂow is globally deﬁned on Mh: One
can eliminate r1 from the equation H ¼ h: Choose d40 sufﬁciently small
such that
Mh-fðx1; y1; x2; y2; x3; y3Þ j jx1j; jy1jodgDMh-Bð0; d1Þ:
It is relatively easy to show that there exists an interval ð0; RÞ such that for all
rAð0; RÞ the equation r2 ¼ r describes an invariant torus TðrÞ; whose local stable
and unstable manifolds W slocðrÞ and WulocðrÞ are given by
W slocðrÞ ¼Mh-Bð0; dÞ-fðx1; y1; x2; y2; x3; y3Þ j x1 ¼ 0; r2 ¼ rg;
WulocðrÞ ¼Mh-Bð0; dÞ-fðx1; y1; x2; y2; x3; y3Þ j y1 ¼ 0; r2 ¼ rg:
See [6]. Consider a surface of section S given by y1 ¼ 0: Assume that the function m is
chosen so that, away from the origin, there are pieces of the stable and unstable
manifolds of TðrÞ given by
W sðrÞ ¼ fðx1; y1; x2; y2; x3; y3Þ j y1 ¼ ðx1  aÞ3; r2 ¼ rg;
W sðrÞ ¼ fðx1; y1; x2; y2; x3; y3Þ j y1 ¼ 0; r2 ¼ rg;
where a is a sufﬁciently large positive number. It is easy to check that WuðrÞ and
W sðrÞ have a topological crossing within S-Mh: Since a1 ¼ 1 and a2 ¼ 1þ r2; the
isoenergetic nondegeneracy condition is satisﬁed, since
det
0 0 1
0 1 1þ r2
1 1þ r2 0
2
64
3
75a0:
5. Existence of symbolic dynamics
For every r0AU with Tmðr0ÞDMh; the torus Tmðr0Þ is invariant to the
Hamiltonian ﬂow. By condition (C), there exists a positive d40 such that
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amðr0Þa0 and
ð@ai=@rjðr0ÞÞi; j ðaiðr0ÞÞi
tðaiðr0ÞÞi 0
 !
ð29Þ
is nonsingular for each r with jjr  r0jjod: If d is chosen small enough, condition (B)
implies that WuðriÞ and W sðrjÞ have nonempty topological crossing for all ri; rj in a
d-neighborhood of r; with TmðriÞ; TmðrjÞDMh: Moreover, due to assumption ðB0Þ;
there exists a good pair Vui ; V
s
i in U0; such that FðVui Þ; FðV si Þ is in U1: Since we have
WulocðriÞ-S ¼ fqASh : r0 ¼ ri 0; y ¼ 0g; ð30Þ
W slocðrjÞ-S ¼ fqASh : r0 ¼ rj 0; x ¼ 0g; ð31Þ
it results that for any point qijAWuðriÞ-F1ðW sðrjÞÞ in Sh; we have
yðqijÞ ¼ 0 and xðFðqijÞÞ ¼ 0:
The main theorem of this paper, stated below, says that there exist symbolic
dynamics in any sufﬁciently small neighborhood of these tori. The symbolic
dynamics is described in terms of an orbit that shadows any prescribed sequence of
tori. Since this sequence of tori is arbitrarily chosen, it means that there exist chaotic
excursions between these tori.
Theorem 7. Then, there exists d40 such that for every bi-infinite sequence of radii
frigiAZ in Rm with jjri  rjjod for all i; and every bi-infinite sequence of positive
numbers feigiAZ; there exist pi; pi 040; and an orbit fzigiAZ such that ziþ1 ¼
f pi3F3f pi
0 ðziÞ and
dðzi; TmðriÞÞoei for all iAZ:
Moreover, if the sequences frigiAZ and feigiAZ are periodic with the same period, then
the orbit fzigiAZ can be chosen with the same period. In particular, there exist periodic
orbits with arbitrarily high periods.
Proof. By Lemma 6, r0-ðta0Þðx;yÞðr0Þ is a diffeomorphism on some neighborhood
Vðx;yÞ0 of r0: By the compactness of the surface of section, one can choose such a
neighborhood V 0 of r0 independently of x and y:
Choose d40 sufﬁciently small, so that jjr  rijjod implies that ri 0AV 0:
Recall that U0 and U1 are neighborhoods of p0 and p1; respectively, on which the
homoclinic map F : U0-U1 is a diffeomorphism. For each iAZ; let Vui ; V
s
i be a
good pair for WuðriÞ-S and W sðriþ1Þ-S in Mh; such that Vui and V si are both
contained in U0: In the view of the above discussion, such a pair always exists,
provided d is chosen sufﬁciently small. Let Ki ¼ Vui -V si : There exists qˆiAKi with
yðqˆiÞ ¼ 0 and xðF qˆið ÞÞ ¼ 0: We rearrange the coordinates on Sh as a vector u; in the
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order u ¼ ðx; y0; y; r0Þ: Let ðxˆi; #yi 0; 0; ri 0Þ be the coordinates of qˆi in Sh: There exist
xi40; ki40; such that
KiDBnðxˆi; xiÞ  Bm1ð#yi 0; kiÞ  f0g  fri 0g: ð32Þ
By (24), for every p40 we have
f pðKiÞDeptðriÞBBnðxˆi; xiÞ  Bm1ð#yi 0  ptðriÞa0ðriÞ; kiÞ  f0g  fri 0g; ð33Þ
where a0 ¼ ða1;y; am1Þ: There exists pi 040 such that jjepi 0tðriÞBxˆijjoei=4 and
ep
0
itðriÞBBnðxˆi; xiÞDBnðeptðriÞBxˆi; ei=4Þ: Let xi ¼ epi 0tðriÞBxˆi and yi ¼ #yi  pi 0tðriÞaðriÞ:
Then the coordinates of qi ¼ f pi 0 ðqˆiÞ are ðxi; yi 0; 0; ri 0Þ: We have
f pi
0 ðKiÞDBnðxi; ei=4Þ  Bm1ðyi 0; kiÞ  f0g  fri 0g: ð34Þ
We have that Fi
0 ¼ F3f pi 0 maps an entire neighborhood f pi 0 ðU0Þ of f pi 0 ðp0Þ into
the neighborhood U1 of p1: Let ð0; %yi 0; %yi; riþ10Þ be the coordinates of F 0ðqiÞ in Sh:
Now we need to construct some h-sets and establish the covering relations among
them. Let
C ¼ Bnð0; 1Þ  Bm1ð0; 1Þ  Bnð0; 1Þ  Bm1ð0; 1Þ: ð35Þ
For each ‘counter’ iAZ and each ‘shrinking factor’ 0osio1; we deﬁne the h-set Ni
by
c1Ni : C-Sh; ð36Þ
c1Ni ðuÞ ¼ ðxi; yi 0; 0; ri 0Þ þ
ei
4
x; kiy0;
ei
4
siy;
ei
4
sir0
 
; ð37Þ
Ni ¼ c1Ni ½@ðBnð0; 1Þ  Bm1ð0; 1ÞÞ  Bnð0; 1Þ  Bm1ð0; 1Þ
; ð38Þ
Nþi ¼ c1Ni ½Bnð0; 1Þ  Bm1ð0; 1Þ  @ðBnð0; 1Þ  Bm1ð0; 1ÞÞ
: ð39Þ
For each iAZ and each quadruple of positive real numbers ðai; bi; gi; diÞ we deﬁne the
h-set Mi by
c1Mi : C-Sh; ð40Þ
c1MiðuÞ ¼ ð0; %yi 0; %yi; riþ10Þ þ ðaix; biy0; giy; dir0Þ; ð41Þ
Mi ¼ c1Mi ½ð@Bnð0; 1Þ  Bm1ð0; 1Þ  Bnð0; 1Þ  Bm1ð0; 1ÞÞ
,ðBnð0; 1Þ  Bm1ð0; 1Þ  Bnð0; 1Þ  @Bm1ð0; 1ÞÞ
; ð42Þ
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Mþi ¼ c1Mi ½Bnð0; 1Þ  @ðBm1ð0; 1Þ  @Bnð0; 1ÞÞ  Bm1ð0; 1Þ
: ð43Þ
We will apply the following two lemmas which describe the covering relations
between Ni and Mi; and between Mi and Niþ1: Their proofs are postponed to the
next section.
Lemma 8. For every ei40; there exist a sufficiently small si; sufficiently small ai and di
(depending on si), sufficiently large bi and gi (depending on si), such that
Ni )
Fi
0;w1
i
Mi;
for some w1ia0:
Lemma 9. For every sufficiently small siþ1; there exists a sufficiently small di40 and a
sufficiently large pi with
Mi )
f pi ;w2
i
Niþ1;
for some w2ia0:
Informally speaking, Fi
0 stretches the ðx; y0Þ directions of Ni along the ðx; r0Þ
directions of Mi; due to the topological crossing condition, and f
pi stretches the
ðx; r0Þ directions of Mi along the ðx; y0Þ directions of Niþ1; due to the twist condition.
As we will see, the degree of the covering relation between Ni and Mi is equal to
oriented intersection number of the topological crossing. This intersection number is
not equal to zero, but it is not necessarily equal to71: On the other hand, we will see
that the covering relation between Mi and Niþ1 has always a degree equal to 71:
This is due to the ‘twist’ type of condition expressed by the isoenergetic
nondegeneracy condition (C).
Remark the ‘double switch’ of the variables y0 and r0; which is the key idea of the
proof. It shows that the covering relations between the constructed h-sets are quite
complex, and they do not reduce to a lower dimensional type of covering or to a
degree 71 type of covering (as described in [9, Section 2]).
We now continue with the proof of Theorem 7. Choose and ﬁx the h-sets Ni ﬁrst
(this means that we choose the sequence si ﬁrst), then choose the h-sets Mi; as in
Lemmas 8 and 9. We obtain
y) Ni ¼)
F3f pi
0
;w1i
Mi ¼)
f pi ;w2i
Niþ1 ¼)
F3f piþ1
0
;w1
iþ1
Miþ1 ¼)
f piþ1 ;w2
iþ1
Niþ2 )y : ð44Þ
By Proposition 2, we have that there exists an orbit fzig such that ziANi; for all i;
ziþ1 ¼ f pi3F3f pi 0 ðziÞ: Since ziANi; the x-coordinate of zi; is at a distance of less ei=2
away from the x-coordinate of qi: By dðqi; TmðriÞÞoei=2; it follows that
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dðzi; TmðriÞÞoei; for all iAZ: The statement on periodicity also follows from
Proposition 2. &
Remark 10. Note that, for the class of Hamiltonian systems given by (17) and
satisfying the conditions (A), (B), (C), and ðB0Þ; Theorem 7 conﬁrms the so called
Holmes–Marsden conjecture (see [11]), on the existence of periodic motions of
arbitrarily high period, near two-way transition chains of tori.
Remark 11. If the sequence of tori is ﬁnite, or if the sequence eiþ1=ei is bounded
above and below away from zero (see [6]), such a shadowing orbit persists for all
sufﬁciently small C1-perturbations of the Hamiltonian vector ﬁeld.
6. Proofs of Lemmas 8 and 9
Proof of Lemma 8. By construction, we have that f pi
0 ðKiÞDNi; moreover
f pi
0 ðKiÞDVui -c1Ni ½Bnð0; 1Þ  Bm1ð0; 1Þ  f0g  f0g
: ð45Þ
We also have that FðVui Þ and FðV si Þ constitutes a good pair in U1 ¼ FðU0Þ; and
FðVui Þ-FðV si Þ ¼ FðKiÞ: Since FðV si ÞDW slocðriþ1Þ-Sh; it results that
Fi
03c1Ni ½@ðBnð0; 1Þ  Bm1ð0; 1ÞÞ  f0g  f0g
-W slocðriþ1Þ-Sh ¼ |:
We need to check that, for appropriate choices of the parameters, the conditions in
Theorem 1 are satisﬁed.
Condition 1: We choose si sufﬁciently small such that
ðFi 03c1Ni Þðfxg  fy0g  Bmð0; 1Þ  Bm1ð0; 1ÞÞ-W slocðriþ1Þ-Sh ¼ | ð46Þ
for all ðx; y0ÞA@ðBnð0; 1Þ  Bm1ð0; 1ÞÞ:
Then choose
ai; diodððFi 03c1Ni Þðfxg  fy0g  Bmð0; 1Þ  Bm1ð0; 1ÞÞ; W slocðriþ1Þ-SÞ
for all ðx; y0ÞA@ðBmð0; 1Þ  Bm1ð0; 1ÞÞ:
At last, choose bi; gi sufﬁciently large, in order to have FðKiÞDMi and
c1MiðBnð0; 1Þ  f%y0g  fyg  Bm1ð0; 1ÞÞ-Fi 0ðNiÞ ¼ | ð47Þ
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for all ðy; y0ÞA@ðBmð0; 1Þ  Bm1ð0; 1ÞÞ: It results that
ðFi 0ÞðNi Þ-Mi ¼ |; ð48Þ
ðFi 0ÞðNiÞ-Mþi ¼ |; ð49Þ
and
ðFi 0ÞcðBnð0; 1Þ  Bm1ð0; 1Þ  f0g  f0gÞDRn  Bm1ð0; 1Þ  Bnð0; 1Þ  Rm1:
Condition 2: Consider the neighborhood U1 of p1; containing the good pair FðVui Þ
and FðV si ÞDW slocðriþ1Þ; and the coordinate system ðx00; y00; y00; r00Þ on U1; deﬁned by
x00 ¼ ð1=aiÞx; y00 ¼ ð1=biÞðy0  %yiÞ; y00 ¼ ð1=giÞðy  %yiÞ; and r00 ¼ ð1=diÞðr0  riþ10Þ on
U1: Note that this coordinate system is deﬁned by the map cMi : We have
FðV si ÞDfðx00; y00; y00; r00Þ j x00 ¼ 0; r00 ¼ 0g; ð50Þ
FðVui Þ ¼ fðFi 03c1Ni Þðx; y0; 0; 0Þ j ðx; y0ÞABnð0; 1Þ  Bm1ð0; 1Þg: ð51Þ
Let A : Bnð0; 1Þ  Bm1ð0; 1ÞDRnþm1-Rnþm1 be the map deﬁned by
Aðx; y0Þ ¼ pðx00;r00Þ3Fi 03c1Ni ðx; y0; 0; 0Þ: ð52Þ
According to Lemma 3, we have
ð0; 0ÞeA½@ðBnð0; 1Þ  Bm1ð0; 1ÞÞ

and
degðA; Bnð0; 1Þ  Bm1ð0; 1Þ; 0Þ ¼ ia0;
where i is the oriented intersection number of FðVui Þ and FðV si Þ: Note that
A ¼ pðx;y0Þ3cMi3Fi 03c1Ni ð53Þ
and
A½@ðBnð0; 1Þ  Bm1ð0; 1ÞÞ
DRnþm1\ðBnð0; 1Þ  Bm1ð0; 1ÞÞ;
provided ai and di are chosen sufﬁciently small.
Using Theorem 1, we conclude that
Ni )
Fi
0;w1i
Mi;
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where w1i ¼ i: We emphasize that we can make the size of di arbitrarily small,
without changing ai; bi; gi and si; and still preserve the covering relation (in fact, the
same is true about ai; but we will not need that). &
Proof of Lemma 9. From (24), we have that f p restricted to Sh is given by
f pðuÞ ¼ ðe ptðx;yÞðr0ÞBx; y0 þ pðta0Þðx;yÞðr0Þ; eptðx;yÞðr
0ÞBy; r0Þ;
where tðx;yÞðr0Þ ¼ tðr0; gðr0; x; yÞÞ and aðx;yÞðr0Þ ¼ aðr0; gðr0; x; yÞÞ:
Let ðX ;Y0; Y ; R0Þ denote the components f p3c1Mi ; hence
X ðuÞ ¼ e ptðai x; %yiþgi yÞðriþ1 0þdir0ÞBaix; ð54Þ
Y0ðuÞ ¼ %yi þ biy0 þ pðta0Þðaix; %yiþgiyÞðriþ10 þ dir0Þ; ð55Þ
Y ðuÞ ¼ eptðai x; %yiþgi yÞðriþ1 0þdir0ÞBð %yi þ giyÞ; ð56Þ
R0ðuÞ ¼ riþ10 þ dir0: ð57Þ
Recall that V 0 is a neighborhood of r0 containing all ri 0; on which the mapping
r0-ðta0Þðx;yÞðr0Þ is a diffeomorphism, for all ðx; yÞAV  V : Choose di sufﬁciently
small such that riþ10 þ dir0 is in V 0 for all r0ABm1ð0; 1Þ: Fix x ¼ y ¼ 0: There exists
a positive real number h such that
Bm1ððta0Þð0; %yiÞðriþ10Þ; hÞDðta0Þð0; %yiÞðriþ10 þ Bm1ð0; diÞÞ: ð58Þ
This implies that pðta0Þð0; %yiÞðriþ10 þ Bm1ð0; diÞÞ contains a ball of radius ph; where
the size of this ball can be made arbitrarily large by choosing p large.
We need to check that the conditions in Theorem 1 are satisﬁed.
Condition 1: First, we need to take an appropriate number of iterates of f such that
the hyperbolic contraction in the y-direction and the hyperbolic expansion in the x-
direction become consistent with the desired covering relation. Choose p so that
xiþ1 þ Bn 0; eiþ1
4
 
Ce ptðaix; %yiþgi yÞðriþ1
0þdir0ÞBBnð0; aiÞ; ð59Þ
Bn 0; siþ1
eiþ1
4
 
*eptðai x; %yiþgi yÞðriþ1
0þdir0ÞBð %yi þ Bnð0; giÞÞ ð60Þ
for all x; yABnð0; 1Þ and all r0ABm1ð0; 1Þ: Notice that we still have freedom to
increase p:
The ðy0; r0Þ-coordinate section is foliated by invariant ðm  1Þ-dimensional tori.
There is a twist condition, due to Lemma 6 (see also in [1, Appendix 8]), that
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guarantees that the frequencies of rotation along these tori vary with r0AV 0: Recall
that the angle variable y0 is uniquely determined up to multiples 2pl of 2p; with
l ¼ ðl1;y; lm1ÞAZm1: We need to take an appropriately large number of iterates of
f so that the image of Bm1ð%yi 0; biÞ  Bm1ðriþ10; diÞ covers Bm1ðyiþ10; kiþ1Þ 
Bm1ðriþ10; ðsiþ1eiþ1Þ=4Þ:
First, we ﬁx dioðsiþ1eiþ1Þ=4 (we have noticed earlier that di can be made
arbitrarily small independently of the other quantities), and then we eventually
increase p; so that
ð%yi 0 þ pðta0Þð0; %yiÞðr0Þ þ Bm1ð0; biÞÞ-ðyiþ10 þ 2pl þ Bm1ð0; kiþ1ÞÞ ¼ | ð61Þ
for all r0A@Bm1ðriþ10; diÞ; and
ðyiþ10 þ 2pl þ Bm1ð0; kiþ1ÞÞCð%yi 0 þ pðta0Þð0; %yiÞðriþ10 þ Bm1ð0; diÞÞÞ; ð62Þ
for some l ¼ ðl1;y; lm1ÞAZm1: Eq. (62) results from (58). For simplicity, from
now on we will assume that li ¼ 0: Eq. (62) will be used later, in the computation of
the degree of covering.
From our choice of di we obtain
ðY; R0Þðð%yi 0 þ Bm1ð0; biÞÞ  ðriþ10 þ Bm1ð0; diÞÞÞ
-ðyiþ10 þ Bm1ð0; kiþ1ÞÞ  riþ10 þ @Bm1 0; siþ1eiþ1
4
  
¼ |: ð63Þ
From (61) we obtain
ðY; R0Þðf%yi 0g  ðriþ10 þ Bm1ð0; diÞÞÞDRm1  riþ10 þ Bm1 0; siþ1eiþ1
4
  
; ð64Þ
and
ðY; R0Þðð%yi 0 þ Bm1ð0; biÞÞ  riþ10 þ @Bm1ð0; diÞÞð Þ
-ðyiþ10 þ Bm1ð0; kiþ1ÞÞ  riþ10 þ Bm1 0; siþ1eiþ1
4
  
¼ |: ð65Þ
See Fig. 3.
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We have that f pc ¼ cNiþ13f p3c1Mi is given by
f pc ðx; y0; y; r0Þ
¼ 4
eiþ1
ðe ptðriþ1 0þdir0ÞBaix  xiþ1Þ;

1
kiþ1
biy
0 þ %yi þ ptðriþ10 þ dir0Þa0ðriþ10 þ dir0Þ  yiþ10
 
;
4
siþ1eiþ1
ðeptðriþ1 0þdir0ÞBðgiy þ %yiÞÞ;
4di
siþ1eiþ1
r0

: ð66Þ
Combine (63)–(65) with (59) and (60) to obtain
f pc ðBnð0; 1Þ  f0g  f0g  Bm1ð0; 1ÞÞ
DRn  Rm1  Bnð0; 1Þ  Bm1ð0; 1Þ; ð67Þ
f pc ððMiÞc Þ-ðNiþ1Þc ¼ |; ð68Þ
f pc ððMiÞcÞ-ðNiþ1Þþc ¼ |: ð69Þ
Condition 2: From (66), (59), and (61) we obtain that
Að0;0Þ ¼ pðx;y0Þ3f pc ðx; 0; 0; r0Þ : Rm1þn-Rm1þn;
satisﬁes
Að0;0ÞðBm1ð0; 1Þ  Bnð0; 1ÞÞCRm1  Rn\ðBm1ð0; 1Þ  Bnð0; 1ÞÞ: ð70Þ
Notice that
Að0;0Þðx; r0Þ ¼ ðpx3f pc ðx; 0; 0; r0Þ; py03f pc ðx; 0; 0; r0ÞÞ; ð71Þ
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Fig. 3. A schematic illustration of the effect of the twist in ðy0; r0Þ-coordinates.
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where
px3f pc ðx; r0Þ ¼
4
eiþ1
ðe ptðriþ1 0þdir0ÞBaix  xiþ1Þ
and
py03f pc ðx; r0Þ ¼
1
kiþ1
ð%yi þ ptðriþ10 þ dir0Þa0ðriþ10 þ dir0Þ  yiþ10Þ:
The component px3f pc ðx; ; 0; 0;r0Þ is homotopic to an afﬁne map AxðxÞ depending
only on the variable x; and the component Ay0 ðr0Þ :¼ py03f pc ðx; ; 0; 0; r0Þ depends only
on r0: Here the subscripts of Ax and Ay0 merely indicate the component places. Hence
Að0;0Þðx; r0Þ is homotopic to a product map ðAxðxÞ; Ay0 ðr0ÞÞ:
Since Ax is afﬁne, from the local degree for afﬁne maps property (see the Appendix
of [9]), we have degðAx; Bnð0; 1Þ; 0Þ ¼71:
Let us remind the reader, that the map Ay0 ðr0Þ ¼ py03f pc ð0; 0; 0;r0Þ is a
diffeomorphism onto its image, and from (62) it follows that
Bm1ð0; 1ÞCAy0 ðBm1ð0; 1ÞÞ; ð72Þ
Hence there exists one and only r0ABm1ð0; 1Þ such that Ay0ðr0Þ ¼ 0: Since the local
Brouwer degree of a mapping at a regular value equals the sum of the signs of the
determinants of the Jacobians at the corresponding regular points (Corollary 21 in
the Appendix of [9]) we have
degðAy0 ; Bm1ð0; 1Þ; 0Þ ¼ det DðAy0 Þðr0Þ ¼71; ð73Þ
where by DðAy0 Þðr0Þ we denote the jacobian matrix of Ay0 at r0: Applying the
product and the homotopy properties, we obtain
degðAð0;0Þ; Bm1ð0; 1Þ  Bnð0; 1Þ; 0Þ ¼71a0:
We conclude that
Mi )
f p;w2i
Niþ1;
where w2i ¼71: &
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