Objectives-Transcranial ultrasonography (US) is a relatively new neuroimaging modality proposed for early diagnostics of Parkinson disease (PD). The main limitation of transcranial US image-based diagnostics is a high degree of subjectivity caused by low quality of the transcranial images. The article presents a developed image analysis system and evaluates the potential of automated image analysis on transcranial US.
T ranscranial ultrasonography (US) is a relatively new method for assessment of the deep brain structures. The main purpose of transcranial US is diagnosis of neurologic movement disorders, Parkinson disease (PD) in particular. The main PD biomarker is hyperechogenicity found in a cross-sectional B-mode image of the midbrain. It is supposed that early stages of PD could be caught by a US examination. Parkin and PINK (phosphatase and tensin homolog-induced putative kinase 1) gene mutation carriers hold the hyperechogenicity property even before clinical symptoms (bradykinesia, tremor, and rigidity of muscles) can be observed. 1 Early detection is particularly important, since PD clinical diagnosis can be established only when more than 50% of dopaminergic cells are already damaged. Furthermore, it is predicted that the presymptomatic PD phase lasts about 5 years. 2 Parkinson disease detection is further complicated by the fact that clinical symptoms of PD are nonspecific and overlap with the signs of other neurologic disorders in the early stages of the disease. 3 Research by the London Brain Bank showed that in 24% of cases (24 of 100), the clinical PD diagnosis was not confirmed after a postmortem analysis. 4 At the same time, the quantity of diagnostic information provided by transcranial US is relatively small. The area of the substantia nigra region (substantia nigra size varies from 0.05 up to 0.6 cm 2 ) on 2-dimensional Bmode images serves as the main biomarker assessed by transcranial US. Transcranial midbrain images are obtained by scanning through the preauricular temporal bone. The propagation of the US beam is affected by frequency-dependent attenuation and aberrations in nonhomogeneous layers of skull bone. These effects result in a relatively poor spatial resolution and signal-tonoise ratio on the diagnostic images and limit the specificity of the examination. The axial resolution obtained on transcranial US images is 0.7 to 1.0 mm, and the lateral resolution is approximately 3.0 mm at a depth of 6 to 9 cm, where the structures of interest (SOIs) are located. 5 The SOIs of the brain are hardly recognizable, and only an experienced and scrupulous neurosonologist would be able to evaluate them accurately and precisely. Previous research 6, 7 has demonstrated noticeable variability of raters and ratings in evaluations of transcranial US images. The estimated consensus degree between two observers with different experience in transcranial US is moderate. 6 Transcranial US is a relatively new neuroimaging modality, and there are too few qualified experts and image databases for development of image-processing techniques. An analysis of the state of the art in this field has revealed a demand for automated image analysis algorithms in extraction and assessment of brain SOIs for clinical decision support. Several studies worth mentioning and discussing have been conducted in the field to date. [8] [9] [10] [11] [12] [13] [14] [15] [16] A research group in L€ ubeck, Germany, applied manual SOI segmentation and an advanced image feature extraction strategy for the evaluation and characterization of echogenicity in the midbrain. [8] [9] [10] [11] Automated segmentation could improve the accuracy of the algorithms. Only a few computer-assisted methods for midbrain segmentation on US images could be found in the scientific literature. For example, Engel and Toennies 12,13 proposed a complex 2-component deformable model for midbrain and substantia nigra segmentation. Pilot approaches for brain structure segmentation in 3-dimensional (3D) US data 14 have recently been published by Ahmadi et al 15 and Pauly et al. 16 Unfortunately, the availability of 3D US imaging is still limited in clinical practice, since 3D data are relatively complex to interpret. The purpose of the study was to evaluate the potential of automated digital image analysis on transcranial US. The results of segmentation of the brain structures and assessment of the characteristic midbrain echogenicity in PD obtained by testing a developed novel fullpipeline transcranial US image analysis and decision support system are presented and discussed.
Materials and Methods

Concept of Proposed Transcranial US Image-Processing System
This subsection presents the main components of the proposed image-processing system. The system consists of the following parts: (1) algorithm for segmentation of the midbrain, below referred to as the region of interest (ROI); (2) approach that allows extraction of a more localized intramesencephalic region, which contains higher echogenicity; (3) algorithm for extraction of the substantia nigra region; (4) quantitative metrics used for echogenicity evaluation in extracted informative regions (ROI, intramesencephalic region, and substantia nigra); and (5) clinical decision support subsystem. A scheme of the proposed image-processing system is presented in Figure 1 . Every adult participant provided written consent to participate in the study and allowed the obtained images to be used under the principle of confidentiality. All scans were performed online by a neurologist, who was trained in vascular and transcranial US.
Midbrain Segmentation
The midbrain segmentation algorithm was developed on the basis of a statistical shape model using 90 manually delineated contours of the midbrain. The statistical shape model could be constructed by having M training shapes x i aligned in a common coordinate frame. Any shape in a training set could be defined as a sum of the mean shape and a plausible deviation of the shape controlled by vector b:
where x is (x 1 , . . ., x n , y 1 , . . ., y n ) T , the 2n length vector of shape coordinates (midbrain contour); n, number of contour points; and x, mean shape obtained by averaging M aligned training shapes. P is a matrix of eigenvectors, obtained by performing a principal component analysis of the training shape set. With the statistical shape model constructed, it is possible to delineate the structure in an image by matching the model to plausible midbrain boundary points. The points were detected by using intensity projections orthogonal to the initial mean shape. The approach using local phase information was implemented for detection of the point. The local phase scalogram was extracted by decomposing intensity projections into frequency sub-bands by their convolution with a bank of wavelet filters. Local frequency information was obtained by applying a quadrature log-Gabor filter. The frequency domain log-Gabor quadrature filter is defined as 
where j is the filter bandwidth parameter; and x 0 , filter center frequency. The set of filtering scales is obtained by decreasing the fundamental frequency of filter x 0 at the predefined decrement step. Finally, the midbrain boundary is extracted in the image by solving a constrained optimization problem. Optimal contour controlling parameters (b, scale s x , s y , shift x t , y t , and orientation h) are determined by minimizing the squared sum of distances between the model and plausible boundary points: min x t ;y t ;sx; sy ;u;b
where y is a vector of the plausible midbrain boundary point coordinates in an image; and T, an affine transform. A detailed description of the method and results illustrating efficiency were comprehensively presented previously. 17 
Intramesencephalic Region Extraction
The hyperechogenicity detected in the midbrain is the main biomarker; therefore, the algorithm that allows extraction of a localized more-echogenic intramesencephalic region in midbrain cross-sectional images has been proposed. It was assumed that the intramesencephalic region should be continuous and represent relatively greater echogenicity inside the midbrain region. The 1 = 2 ROI (half of the symmetric midbrain) was split into two closed regions with an intensity threshold, which was determined applying Otsu technique. 18 The Otsu algorithm is applied for determination of the optimal threshold intensity level of an image with a bimodal distribution, with the object and background within. It has been demonstrated that the optimal threshold could be found by maximizing the interclass variance criterion: where r 2 is interclass variance; r, probability of the class (1, background; and 2, object); and l, mean of the class separated by threshold t (grayscale levels i 5 0 . . . T):
The optimal parameters of the affine transform of the initial contour X RROI 5 (x RROI , y RROI ) is found by maximizing the Otsu criterion:
where T is the affine transform; s x,y , scale parameters; t x,y , shift parameters; h, orientation parameter; and x and y of the intramesencephalic region, spatial coordinates of the contour. The initial shape was established by analyzing empirical data. The mean substantia nigra shape outlined by the expert served this purpose. The algorithm extracts a closed intramesencephalic region containing the substantia nigra anatomic region. The intramesencephalic region features are used for midbrain echogenicity assessment in the following stages.
Substantia Nigra Region Extraction Algorithm
A pixel-level classifier-based segmentation strategy was applied in extraction of the substantia nigra region. Each pixel in the 1 = 2 ROI was defined by a specific set of features carrying information about the relative location with respect to extracted midbrain boundaries, relative intensity, and intensity variability in the neighborhood. Pixels in the 1 = 2 ROI were expected to be assigned into two classes U (subregions): (1) substantia nigra surrounding tissue (tegmentum); and (2) substantia nigra region with respect to the weight of features from the training set. The features related to the intensity (4 features) and substantia nigra region location (4 features) were included in the eighth feature set. Figure 2 presents a sketch of the 1 = 2 ROI illustrating the features used for characterization of pixels. Four Euclidean distances between the reference point and pixels in the 1 = 2 ROI were included in a feature vector. The centroid of the extracted 1 = 2 ROI contour has served as the first reference point n 1 for distance estimation. The midpoint (distance n 3 ) in the notch of the contour and its leftright neighbors (n 2 and n 4 ) were selected as reference points as well. Amplitude values in the 1 = 2 ROI were normalized before estimation of gray scale-based features. Intensity values in the 1 = 2 ROI were adjusted by shifting to the same mean intensity (established 1 = 2 ROI mean, 0.14, within the range of 0 . . . 1). In total, 4 amplitudebased features were selected. First, the absolute value of the normalized amplitude I n was used. Then the local intensity spread was estimated by variance in two different 3 3 3 and 7 3 7 windows. Local variance for the ith pixel estimated in an N 3 N window:
where I is the mean intensity value in the N 3 N window. Local entropy in the sliding window (3 3 3) was also evaluated as follows: T and y 5 (y 1 , . . ., y p )
where S is the covariance matrix of the training set; and l y , mean training feature vector. The ith pixel is assigned to the closer class with respect to the Mahalanobis distance from the feature vectors (substantia nigra and surroundings groups) in the training set:
The drawback of a classifier-based approach is that, in some cases, single nonconnected pixels are assigned to the substantia nigra group or vice versa. Gentle (5 3 5) median filtering was applied for removal of these outliers.
Assessment of Segmentation Results
Experts' delineations of the ROI and substantia nigra performed manually served as the references for our study. Forty images were delineated by a moreexperienced professional neurosonographer and offline by a second expert radiologist. The Dice coefficient was used for assessment of correspondence. The coefficient shows the percentage of spatial overlap between areas extracted manually and automatically. Variability between the experts was estimated by the same metrics.
Parameters for Midbrain Echogenicity Assessment
A multiparametric approach allows the search for new sources of contrast. Various parameters carrying information about size, shape, and texture were tested for recognition of PD-related substantia nigra alterations in automatically extracted regions ( 1 = 2 ROI, intramesencephalic region, and substantia nigra). A novel set consisting of 35 features was formed. Feature sets proposed by other authors in previous studies [8] [9] [10] 19 were also tested and discrimination results compared to the proposed approach. The list of tested features (together with the parameters proposed by other authors) is presented in Table 1 . In the table, region-specific parameters are presented in separate rows (for example, the first row presents 165 estimated 1 = 2 ROI features). In addition, 8 mixed parameters measuring relative areas, intensity levels, and entropy between the extracted regions ( 1 = 2 ROI, intramesencephalic region, and substantia nigra area) were used. For instance, "substantia nigra area with an intramesencephalic region constraint" is a mixed feature obtained by combining the results of substantia nigra and intramesencephalic region extraction algorithms. There, all of the pixels outside the intramesencephalic region extracted in the substantia nigra segmentation stage were filtered out. 
Clinical Decision Support Subsystem
A clinical decision support subsystem was used to evaluate data quality and to determine the most informative attributes of the data gathered during transcranial US image analysis. Key features of the method used in the system were presented previously. 20 The main components of the system include a large number of classification algorithms, processes to evaluate data quality, rank, and select the most suitable algorithms, and the ability to select most informative data set attributes. 21 The clinical decision support subsystem has 64 classification algorithms implemented from a WEKA open-source licensed software tool. 22 The system performs the iterations that test each possible subset of features, finding the one that maximizes the algorithm's performance. The data set was formed from the features mentioned above ( Table 2) . These experiments were divided into two stages. The first was testing with the full data set containing 194 features gathered during the image analysis and established clinical diagnosis. In the second stage, the proposed new set of quantitative image features and the features proposed by the authors mentioned above were tested separately, with the aim of demonstrating the superiority of novel features. All of the data sets are presented in Table 2 . Ten-fold cross-validation was used in all experiments.
Assessment of PD (Hyperechogenicity Recognition Performance)
We opted for well-known values of sensitivity, specificity, and F measure for representation of the results.
Experimental Data
Data from 290 participants (163 PD affected and 127 age-matched healthy controls) examined by transcranial US were analyzed. The control group participants were selected from patients who were referred for extracranial or intracranial vessel US. Therefore, the control group consisted of patients with other nervous system diseases but no neurodegenerative disorders. The final clinical diagnosis according to the UK PD Brain Bank criteria after a 2-year follow-up was considered the referential diagnostic standard. DaTscan imaging served as a supportive reference standard, as well as cranial magnetic resonance imaging (1.5 T) and computed tomography exclusion.
From the 290 examined cases, the images from 191 participants were used in the study (118 patients with a clinical PD diagnosis and 73 healthy controls). Cases in which the brain structures were not clearly visible in all transcranial US planes (ie, mesencephalic, diencephalic, and sella media planes) and the expert was unable to perform manual assessment on at least one side of the substantia nigra and to measure ventricular widths were excluded from the study, with the aim of having a wellannotated set of transcranial US images. The main goal of the research was to investigate the potential of various image features for the purpose of automated PD (hyperechogenicity) recognition; therefore, the selection of a well-annotated sample for the analysis was mandatory.
Transcranial US imaging was performed with a commercial US system (Voluson 730 Expert BT08; GE Healthcare, Zipf, Austria) equipped with a PA2-5P phased array sector transducer (f 0 , 2.5 MHz; bandwidth, 1.4-4 MHz; footprint, 20 3 14 mm; 128 elements). Scanning parameters (time-gain compensation curve, gain, and zoom) were adapted manually for each participant by the physician performing transcranial US. The mechanical index was 0.7, and the thermal index was 0.3 to ensure safety for the patient. The B-scan images of all Sakalauskas et al-Transcranial US Image Analysis System for Parkinson Disease participants were stored for subsequent offline investigations in the raster graphics 8-bit bitmap image file format. A single mesencephalic image per participant was used for the digital image analysis. The image analysis was performed with MATLAB software (The MathWorks, Natick, MA) on an Intel (Santa Clara, CA) Core i7 2.93-GHz personal computer. The approximate computational time was 10 seconds per image. Midbrain (%2 seconds) and intramesencephalic region (%5 seconds) segmentation took the major share of the processing time.
Results
The mean age 6 SD of the patients with PD (n 5 163) was 64.6 6 10.8 years, and 52.8% were male. The median Hoehn-Yahr scale stage was 2, and 38.7% of cases were tremor dominant.
The averaged quantitative results for brain region (ROI and substantia nigra) segmentation are presented in Table 3 . A comparison of evaluations by both experts has revealed that the automated segmentation was comparable to the manual segmentations performed by experts (the Dice coefficient varied in a narrow range of 87.63%-89.61% for the midbrain and 64.11%-66.27% for the substantia nigra). Furthermore, the spread (standard deviation) seen across the automated segmentation results was lower compared to manual delineations of the substantia nigra (8.9% versus 16.6%). There was no direct answer for whether the accuracy of automated segmentation was higher than that of the manual approach, since the interexpert correspondence was far from the perfect, and there was no ground truth reference that could be used for the assessment, but it is obvious that the precision of the segmentation increased (lower SD in substantia nigra segmentation). Table 4 presents the main results of PD assessment (hyperechogenicity recognition) with the full data set (191 features; Table 2 ) and with only the most informative features selected from the data set. Sensitivity of 85% and specificity of 75% for PD recognition were achieved for the best-performing feature subset. The diagnostic performance was improved applying the feature selection step (sensitivity was improved by 15% and specificity by 9%). Table 5 presents the results achieved in the second stage. The results were compared to the classification ratios achievable by using features proposed by other authors for echogenicity assessment on transcranial US. The proposed approach performed better in comparison to others, reaching final sensitivity of 85% and specificity 75%. The same diagnostic performance was reached in the first stage of the experiments, which showed the Fm indicates F measure; Se, sensitivity; and Sp, specificity.
Sakalauskas et al-Transcranial US Image Analysis System for Parkinson Disease superiority of the proposed features. The echogenicity index was the second-best parameter in the comparative experiments. The performance of other feature subsets 8,9,11 was obviously lower (F < 70%).
The obtained diagnostic results of the classification test were a bit lower compared to published results. [9] [10] [11] This finding could be explained by a possibly lower signal-to-noise ratio and spatial resolution in the images used in this study.
Discussion
An image analysis system has been developed for quantitative assessment of informative regions on transcranial US brain images. The proposed system could serve as a tool for the assessment of supplementary features for echogenicity evaluations and for training of novice neurosonographers to outline the SOI as well, since transcranial US measurements require a certain degree of experience. The images are quite confusing for manual diagnostic evaluations, and the automated approach presented is a step toward repeatability and reduced variability of transcranial US measurements. The feature set tested is still far from perfect for ensuring valid and clinically acceptable fully automated estimation of the substantia nigra grade, but the sensitivity and specificity already achieved are comparable to those of manual assessment-based transcranial US approaches established by longitudinal studies. Such an image analysis system could be applied not only for PD diagnostics but also for other neurologic disorders that have the intrinsic property of hyperechogenicity as well. Examples could be essential tremors and secondary parkinsonism. 23 Hyperechogenicity is found in approximately 10% of healthy individuals, 24 lowering the limit of achievable PD (hyperechogenicity) recognition accuracy. The diagnostic accuracy of transcranial US has not been well defined to date, and further investigations are needed. Bouwmans et al 25 recently published the results of a prospective study examining 196 patients with various neurologic disorders (PD, 102; atypical parkinsonian syndromes, 24; and no parkinsonism, 22) by transcranial US. Clinical diagnosis after 2 years of follow-up served as a reference in that study. Only 40% sensitivity and 61% specificity were reported when transcranial US images were evaluated manually. These results were some controversial compared to noticeably better accuracy reported by other autors. 23, 26 Sensitivity of 94.3%
and specificity of 83.3% were established at the Department of Neurology of the Lithuanian University of Health Sciences 23 by applying transcranial US and manual evaluation. In view of these findings, the results of the proposed automated image analysis system seem to be fairly promising. Furthermore, the effectiveness of the reference standard (clinical diagnosis) is also debatable, since PD often remains unconfirmed until autopsy, 4 and even experienced experts have difficulties in differentiating PD from other movement disorders.
Digital image analysis on transcranial US is challenging because of nonlinear distortions of images induced by skull bone, and the application of such a system as the sole instrument for decisions in clinical practice remains inconclusive. The lower classification specificity values indicate that the substantia nigra region is often overestimated. Theoretically, echogenicity should highly correlate with image intensity; however, the mean intensity parameter has been found to be uninformative, coinciding with the findings of Skoloud ık et al. 7 These findings are in agreement with the fact that transcranial US is very close to the maximum resolution capabilities of the systems, and it is much more difficult to estimate a smaller substantia nigra region where hyperechogenicity is absent.
The main limitation of this study was lack of an accepted neuropathologic reference standard to reach a final diagnosis. Postmortem examinations are shown to differ substantially even from movement disorder specialists' diagnoses. 27, 28 However, for practical reasons, clinical examination after several years is a reasonable surrogate. 28 Another limitation was the 2-year follow-up to reach a clinical diagnosis. Although a longer follow-up is preferable, 2 years is enough to assess the 3 most important diagnostic criteria for PD. 29 All of the images were collected from the same US scanner and by the same neurosonographer, which was another limitation of our study. To confirm the stability and repeatability of the proposed features for hyperechogenicity pattern recognition, a heterogeneous data set must be collected. Indeed, transcranial US is a relatively new technique in routine clinical diagnostics, meaning that there are not many experienced neurosonographers capable of performing it.
It should be mentioned that the images for the study were selected from a larger database (191 of 290 cases). However, we believe that this procedure did not yield biased results because there were no objective selection criteria for estimating image quality, and the engineer who conducted the image analysis did not perform visual observations of the images. The main goal of the research was to investigate the potential of various image features of diagnostic regions in the midbrain; therefore, a well-annotated sample was selected. The size of the sample was sufficient to obtain statistically valid results.
