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OObjectives: Probabilistic uncertainty analysis is a commonmeans of
evaluating pharmacoeconomic models and exploring decision un-
certainty. Uncertain parameters are assigned probability distribu-
tions and analyses performed by Monte Carlo simulation. Correla-
tions between input parameters are rarely accounted for despite
recommendations from several guidelines. By outlining theoretical
reasons for including correlations and showing numerous examples
of existing correlations, we appeal to the analyst to consider input
dependencies. Our objective is to review the available methods to do
so, give technical details on implementation and show, by using
examples of published studies, the effect input correlations have on
model outputs. Methods: A hierarchy of methods for dealing with
correlations in Monte Carlo simulation is presented and used. The
choice of method depends on the amount of information available
on dependency and consists of functional modeling, joint distribu-
utica
al So
oi:10.1016/j.jval.2011.12.008ions/copulas, and coupling of marginal distributions. Results: We
nduced input correlation with various methods and showed that in
ost cases the choice of optimal decision remained the same as in
he independent scenario. There was, however, a significant change
n the value of further information because of inducing input correla-
ions. The results were similar for various dependency structures and
ere mainly a function of the strength of correlation, as measured by
he linear correlation coefficient. Conclusion: Probabilistic uncer-
ainty analysis reflects joint uncertainty across input parameters
nly when dependence among input parameters is accounted for.
eywords: correlation, probabilistic analysis, simulation, uncertainty.
opyright © 2012, International Society for Pharmacoeconomics and
utcomes Research (ISPOR). Published by Elsevier Inc.Introduction
Decisions about cost-effectiveness are often based on decision-
analyticmodels with uncertain input parameters, such as quality-
of-life weights, drug effectiveness, and resource use. Uncertainty
surrounding the decision problem is handled by probabilistic un-
certainty analysis (PUA) and a Bayesian view is adopted, in which
parameters are treated as random variables [1]. In PUA, the uncer-
tainty in input parameters is expressedwith their joint probability
distribution. The usual way to propagate this uncertainty is via
Monte Carlo simulation, in which random values are simulated
from input distributions and themodel is runwith each simulated
input set. This process is repeated many times to give a distribu-
tion of output values. The main strengths of PUA are its ability to
handle parameter interactions and to correctly evaluate nonlinear
models and that it reflects the effects of joint uncertainty across all
input parameters [2,3]. We argue that this is the case only when
dependence among input parameters is accounted for.
Three types of correlations are found within a probabilistic
model: 1) Input correlations address dependence among input pa-
rameters; 2) input-output correlations describe dependency be-
tweenmodel inputs and outputs and can form a part of sensitivity
analysis or a metamodel; 3) output correlations describe depen-
dencies among model outputs, such as costs and effects. Of the
* Address correspondence to: Klemen Naveršnik, Lek Pharmace
I-1000 Ljubljana, Slovenia.
E-mail: klemen.naversnik@gmail.com.
098-3015/$36.00 – see front matter Copyright © 2012, Internation
ublished by Elsevier Inc.three types, input correlations require specification before the
model is evaluated whereas input-output and output correlations
occur because of the model structure. The need to acknowledge
input correlations in PUA has been noted since the earliest uses of
the method in medical decision making [4]. Subsequent studies
[5–8] discuss the influence of input correlations, and guidelines for
Monte Carlo analysis [9,10] require discussion of dependencies
among input variables. Interestingly, a review of independent eco-
nomic evaluations for National Institute for Health and Clinical
Excellence [11] showed that virtually all analyses failed to consider
correlations within the PUA and this is a cause for concern.
Article outline
The goals of our work were to review existing methods for ac-
counting input correlations in decision analytic models and to
provide details on their implementation. In the Introduction, we
try to the build motivation for including input correlation in prob-
abilistic models. First, we give simple mathematical reasons to
show that results will in most cases be incorrect if input correla-
tions are neglected. Even in the simplestmodels, estimates of vari-
ability will be biased whereas estimates of mean will remain un-
affected by correlation only under certain conditions.We continue
by showing examples of input correlations to have the analysts
ls d.d., Sandoz Development Center Ljubljana, Verovškova 57,
ciety for Pharmacoeconomics and Outcomes Research (ISPOR).
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sumption of independence in their model really holds. Those con-
vinced will benefit from the review of available methods and a
comparison of various dependency structures in example 2. Tech-
nical details on the implementation of various methods are given
as syntax for the statistical package R. We discuss the overall in-
fluence of correlations in the “Discussion” section and include a
complexmodel withmultiple alternatives fromwhich some inter-
esting results are obtained (example 3).
Importance of Modeling Input Correlations
Expected effects and costs along with their uncertainty are cor-
rectly evaluated in PUA only when the input dependencies are
accounted for. Suppose a model can be written as a simple linear
function of its inputs. Equations 1 and 2 give expectation and vari-
ance of a linear combination of two input variables [12]. The ex-
pectation is not affected by the covariance, whereas the output
variance is influenced by the covariance between inputs (it can
either increase or decrease):
E(aX bY c) aE(X) bE(Y) c (1)
Var(aX bY c) a2Var(X) b2Var(Y) 2abCov(X, Y) (2)
Because complex decision models are rarely linear, an example of
expectation and variance of a simple nonlinear case is given by the
following equations:
E(XY)E(X)E(Y)Cov(X, Y) (3)
Var(XY)E(X2)E(Y2)Cov(X2, Y2) ((E(X)E(Y)Cov(X, Y))2 (4)
In nonlinear cases (such as a product of random variables; Equa-
tions 3 and 4), ignoring covariance will cause bias in the estimates
of output mean and variance. Higher moments could be affected
evenmore. This is particularly important in risk analysis, inwhich
the interest lies in the tails of output distributions [13].
Example 1: Impact of input correlations on acceptability
curves and value of information
We explore the influence of input correlations by using an exam-
ple of a published cost-effectiveness study of a smoking cessation
program [14]. The original study uses a probabilistic decision tree/
Markovmodel with two alternatives: structured community phar-
macist–based smoking cessation program compared with usual
care. Uncertain parameters include efficacy (probability of smok-
ing cessation for each alternative) and costs of both programs and
of smoking-related diseases (pulmonary disease, lung cancer,
stroke, infarction, angina, and chronic heart failure). The original
model assumed parameter independence, whereas we test three
alternative scenarioswith correlated inputs (although there are no
data to support the existence of actual correlations):
1. positively correlated efficacy parameters;
2. negatively correlated efficacy parameters; and
3. positively correlated cost items.
Themodel is linear in life-years gained (adjusted R2 0.98) and
omewhat nonlinear in incremental costs (adjusted R2 0.88). In-
put efficacies were modeled as probabilities of smoking cessation
(beta distributions), and costs were assigned gamma distributions
as in the original analysis. We induced perfect correlation by the
extremal distribution method.
Inducing input correlations did not change the preferred alter-
native in any case, because the original analysis strongly favored
the optimal alternative. There was, however, a notable difference
in the shape of cost-effectiveness acceptability curve (CEAC) and
expected value of perfect information (EVPI) (Fig. 1) for the corre-lated cases. Correlation among costs significantly decreased deci-
sion uncertainty (high acceptability and low EVPI). Negative corre-
lation among efficacies, on the other hand, increased decision
uncertainty by increasing the variance in life-years gained. The
maximum difference in the probability of cost-effectiveness be-
tween the independent case and four correlated cases was less
than 0.2 at any  value,with no change in the preferred alternative.
The EVPI for the negatively correlated efficacy case was, on aver-
age, about twice the value as in the independent case and almost
zero in the correlated cost case. These cases represent the maxi-
mum possible differences due to input correlations, because com-
plete dependence was assumed. There are no data to support the
actual existence of correlations in this case, and even if present,
they are not likely to be of such magnitude. The scale of EVPI
change upon inducing input correlations, however, is high enough
to warrant a second check of the assumption of independence.
Types of Input Correlations
Correlations in input data
Correlations in input data can generally be classified into two
types [15]:
1. correlations between different inputs within a given alterna-
tive; and
2. correlations for the same input between different alternatives
(e.g., efficacy for different drugs).
Costs
When treatment costs are aggregated as a sum of individual costs
(hospital day, physician visit, blood test, transportation costs,
etc.), they will likely be correlated between alternatives because
they are functions of similar underlying cost items. This is partic-
ularly true for costs of various stages of the same disease or costs
of similar treatment pathways, such as inpatient procedures and
drug monitoring and application. Such cases require simulating
values of individual cost items and aggregating them using the
same value for all alternatives in the model. Many costs are un-
certain because of outside factors, which may be common to sev-
eral parameters, such as daily costs of intensive care unit, hospital
ward, and long-term care. Similarly, surgical mortality will likely
be governed by factors such as staff experience and hospital
equipment, and so it is likely that the rates across different proce-
dures will be correlated.
Quality-adjusted life-year weights
In a recent depression model, Kaltenthaler et al. [16] use quality-
adjusted life-year (QALY) weights for four states of depression se-
verity. QALY weights are sampled from beta distributions with
mean values of 0.38 (severe depression), 0.58 (moderate), 0.78
(mild), and 0.88 (remission) and SDs between 0.2 and 0.3. To be
consistent with depression severity, the rank order of four simu-
lated utilities has to be correct for each Monte Carlo simulation.
Given the large uncertainty, independent sampling of QALY
weights is likely to result in scenarios in which the correct rank
order of QALY weights is not attained. The actual proportion of
inconsistent samples with independent sampling was as high as
71% in this case and resulted in low internal consistency of the
model. Including correlation in such a model would ensure that
only meaningful scenarios (in which the rank order of QALY
weights is aligned with depression severity) are simulated.
Parameters across different age groups or intensity levels
Cost-effectiveness of antilipemic medicines was evaluated in a
study [17] in which input parameters were modeled for various
542 V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 4 0 – 5 4 9intensity levels. Costs for a 10-, 15-, and 25-minute physician visit
weremodeled independently, where clearly correlation does exist
and would more appropriately be handled through a functional
model. A similar case is where efficacy of drugs, for instance, is
evaluated for different groups of patients (age or sex groups). An
assumption of independence in such cases is questionable.
Some further examples where input correlations might be
present are as follows:
1. treatment adherence and risk for side effects;
2. baseline risk and treatment difference/efficacy;
3. test invasiveness and compliance rate; and
4. response rate and duration of response.
The influence of correlation between pairs of variables can be as-
sessed with a two-way sensitivity analysis. It may be appropriate
to annotate the relevant area of the input space to allow just the
plausible sets of correlated variables to be evaluated. An example
based on data fromReference 14 in Figure 2 shows the influence of
correlation between two input parameters (screening test sensi-
tivity and specificity) on incremental cost-effectiveness ratio. In
the independent case, combinations of both inputs result in awide
range of incremental cost-effectiveness ratio values (the circle an-
notates the 95% probability region, assuming independent normal
marginals with mean 0.9 and variance 0.001). It is clear that in the
correlated case (annotated by the dashed ellipse; same marginals
but correlated with r0.9), the uncertainty in incremental cost-
effectiveness ratio reduces significantly.
Structural correlations
Logical relationships should be reflected in model structure, rather
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Fig. 1 – Acceptability curves for example 1. CEAC (left) and E
correlations.than artificially imposing correlation [18]. A common logical con-straint in models is that the transition probabilities sum to 1. For a
transition matrix in a Markov model, this is usually reflected as the
probability of staying in a certain state being 1 – sum of probabilities
of leaving this state. This will induce (natural) correlation between
theprobabilities, and itmaybemoreappropriate tomodel themwith
a Dirichlet distribution to obtain proper correlation structure and
avoid internal inconsistency (the simulated sum of probabilities of
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Fig. 2 – An example of a two-way sensitivity analysis.
Negative correlation between two input parameters
reduces the uncertainty of incremental cost-effectiveness
ratio. The 95% probability areas for the independent case
(solid circle) and negatively correlated case (r = −0.9;VPI (dashed ellipse) are shown.
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distributions, for instance) [19].
Strong correlation between regression coefficients can be ex-
pected where regression analysis informs the estimation of param-
eters inadecisionmodel.A typical example is thecorrelationof slope
and intercept for a linear model. Such correlation is a result of the
data-fitting process, and if not included in the subsequent Monte
Carlo simulation, it will result in internal inconsistency. Figure 3
shows 1000 simulatedfitted lineswhere the correlation between two
coefficients of the negative exponential fit is correctly accounted for
(black) or ignored (gray). It is evident that the independent case in-
correctly overestimates the uncertainty of the fit.
A similar case occurs when sensitivity and specificity are used
as measures of diagnostic accuracy. A negative correlation be-
tween sensitivity and specificity is expected because of the trade-
off between these measures as the test threshold varies [20]. This
has to be acknowledged in a Monte Carlo simulation either by
simulation of the twomeasures from a bivariate distribution or by
combining them into a functional model based on the receiver
operating characteristics approach [21].
Correlations induced by data synthesis
Instead of a priori specifying input correlations and then perform-
ing Monte Carlo simulation, this can be done in one Bayesian
Markov chain Monte Carlo simulation [22]. The basic underlying
principle of “comprehensive decision modeling” is that the corre-
lations are estimated from the data directly and accounted for in a
stochastical sense. Rather than assuming that the correlation
structure is fixed and known, Bayesian analysis estimates poste-
rior distributions not only of the model output but also of the
dependency between the input parameters. Correlations are
therefore carried through the analysis in the spirit of probabilistic
analysis. Another interesting property is that the dependency is
incorporated irrespective of its form, whereas two-stage proce-
dures typically account only for linear correlation [23]. Although
theoretically very appealing, the one-stage procedure suffers from
a limitation, which, in another sense, is also one of its greatest
powers: it synthesizes different types of data, which have to be
available for all correlated parameters we wish to estimate. Opti-
mally, the Bayesian parameter estimation (based on primary data,
expert opinion, or evidence synthesis) will be combined with an
economic evaluation within a single Markov chain Monte Carlo
simulation. If such a Markov chain Monte Carlo simulation is per-
formed only for some of the input parameters, it is possible to
combine the posterior samples with other parameters and evalu-
ate the economic model separately. Care should be taken to pre-
serve the posterior joint distribution in subsequent calculations so
that the dependency is not lost.
Approaches for Modeling Input Dependency
A hierarchy of methods for handling correlations in Monte Carlo
simulation exists, and the choice of method depends on the
amount of information on dependency available. If a causal rela-
tionship exists among the inputs, this is best represented by a
functional model [4]. Levels lower, but still requiring complete
knowledge on dependency structure and strength, are joint distri-
butions. Copulas may offer some flexibility if the dependency
structure is not completely known. If all that is known about de-
pendency is a correlation coefficient, then a simple coupling pro-
ceduremay be used. This will result in the prespecified correlation
value, but with an arbitrary dependency structure, depending on
the coupling procedure used.
Dependency among inputs is characterized by the dependency
structure and the strength of correlation. The dependency struc-
ture can be judged by looking at a scatter plot of two variables andinvolves notions such as linear correlation, rank concordance, and
tail dependence [24]. Strength of correlation (particularly for ellip-
tical distributions) can be given by a covariance matrix (), which
is amultidimensional equivalent of covariance. A valid covariance
matrix must be positive semidefinite. A covariance matrix is fea-
sible for a set of marginal distributions if random vectors can be
created that match the specified covariances and the given mar-
ginal distributions [12]. With two normal marginal distributions,
any correlation on [1, 1] can be attained (where the joint distri-
bution may or may not be multivariate normal [MVN] distribu-
tion). For other sets of marginal distributions, the absolute corre-
lation of the extremal distributions (distributions that induce
extreme possible correlations between their components) may be
smaller than 1. Maximum attainable correlation in the bivariate
case can be computed algebraically with the use of Frechet in-
equalities [25]. Strength of correlation in nonlinear dependency
structures can be expressed with rank correlation coefficients or
more advanced measures, such as mutual information or maxi-
mal correlation [26].
Functional modeling
The best way to account for dependencies between variables is to
build a mechanistic model of the functional relationship between
the variables that gives rise to the dependence naturally [4]. The
functional relationship can be modeled as a deterministic func-
tion (assuming perfect dependence) or as a conditional distribu-
tion, where the expectation of the dependent variable is a function
of the realization of the predictor variable and the strength of the
correlation dictated by the size of the conditional variance.
In a published model of the cost-effectiveness of automated
external defibrillators on airlines [27], several parameters related
to airplane usage were modeled independently, such as the num-
ber of passenger aircrafts, number of flight attendants, passenger-
hours per year, aircraft cardiac arrests per year, and probability of
an onboard physician-passenger. Because causal relationships ex-
ist between the inputs, these could be functionally linked. For in-
stance, the number of cardiac arrests and the number of passen-
gers are likely to be correlated, and so it may be useful to express
the former as a function of the latter, whereby this function could
be just a simple proportion andwould be estimated fromdata. The
probability of an onboard physician-passenger is also a function of
the number of passengers and the same applies to the number of
aircraft and flight attendants. By building a functional model, de-
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544 V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 4 0 – 5 4 9pendent parameters are incorporated into the model structure,
which more correctly reflects the underlying physical process.
A related alternative is stratification. The analysis is divided
into subgroups with similar characteristics, effectively isolating
the covariance into the difference between the subgroups. Within
the subgroups, independence can be justified easily [13].
Joint distributions
A joint distribution contains complete information on dependen-
cies among its components. Hence a powerful approach would be
to model the complete joint distribution of all input parameters.
This usually requires a lot of information and becomes impractical
when the dimension (number of parameters) is large [28].
MVN is a natural candidate for a joint distribution of parame-
ters, describing second-order uncertainty [1]. MVN is fully speci-
fied with its marginals and correlationmatrix. Simulating from an
MVN distribution is straightforward. A lower triangular C such
that CCT  can be found from the Cholesky decomposition of .
If a vector of independent standard normal variables is premulti-
plied by C, the resulting vector then has MVN distribution with
zero mean vector and covariance matrix  [29].
Generating correlated lognormal random variables is a bit
more complicated. Lognormal marginals are achieved by expo-
nentiating an MVN vector, but the mean and covariance matrix of
the underlying MVN vector are not the same as the requested
mean and covariancematrix of the outputmultivariate lognormal
vector. The required formulas are given in Reference [30]. A simple
way of generating correlated bivariate Gamma variables is de-
scribed in Reference [31].
Dirichlet distribution is a multivariate generalization of the
beta distribution, defined on the interval [0, 1] under the constraint
that the vector of Dirichlet values sums to 1. It is particularly use-
ful for modeling transition probabilities [19]. If the ith marginal is
Beta(i, 0  i), then the covariance (i, j) equals ij/0
2(0  1).
Random numbers can be generated via transformation of a num-
ber of independent gamma variables [31].
The Johnson translation system [32] offers a flexible family of
multivariate distributions of varying marginal shapes (normal,
lognormal, bounded, unbounded), which are based on a transla-
tion from the normal distribution. Estimation of marginal distri-
butions can be based on their moments [33] and the dependency
expressed by the correlation matrix of the underlying MVN distri-
bution. Monte Carlo simulation can be performed by simulating
from the underlying MVN distribution and applying the inverse
translation, which attains the correct marginals [34].
Copulas
The concept of copulas has long been recognized as a powerful
tool for modeling dependence between random variables [25].
Copula is a function that connects marginal distributions with a
joint distribution. From a practical point of view, input distribu-
tions can be linked through a suitable copula that can be selected
regardless of the marginal distributions. This way dependence
among inputs can be captured. In fact, copula is a multivariate
distribution with uniform marginals on [0, 1]. Sklar’s theorem
states that every multivariate distribution with marginals F1, . . .,
n can be written as in Equation 5, where C( · ) is the copula func-
ion. No restrictions are placed on the marginal distributions; ei-
her continuous or discrete distributions can be used, and even
mpirical distributions [35].
x1. . .xn(x1 , . . . , xn)C(F1(x1) , . . . , Fnxn)
The Gaussian copula is the dependency structure underlying the
MVN distribution with well-known properties. Student’s t copula
allows for joint fat tails and an increased probability of joint ex-
treme events as comparedwith the Gaussian copula. It is symmet-(5)
ric in its dependency structure, which means the dependence in
the positive and negative tails is the same. The Clayton copula
exhibits greater dependence in the negative tail than in the posi-
tive, and the Gumbel copula exhibits just the opposite. The degree
of (tail) dependency for the commonly used copulas is governed by
one or two copula parameters. The Gumbel copula, for instance,
implies independence when its parameter  equals 1 and perfect
ependence when  approaches 0 [36].
Randomnumber generation requires simulation from the copula
and then inverse transforming eachmarginal according to its distri-
bution function: Xi Fi
1(Ui), where Ui is the copula sample [38].
Coupling of marginal distributions
A practical alternative to specifying a complete joint distribu-
tion is to specify just the marginal distributions and a (linear or
rank) correlation matrix. There may be no other information on
the form of the joint distribution and even the correlation ma-
trix might not be completely specified. In such cases, a coupling
procedure can be used to generate random samples with pre-
specified mariginals and covariances [37]. It should be noted,
however, that apart from the correlation value(s), the depen-
dency structure is arbitrary and will depend on the method
chosen.
NORTA method
The central idea of NORTA (normal to anything) method [38] is to
transform an MVN random vector into the desired correlated ran-
dom vector. It is most useful when the marginal distributions of
the component random variables are neither identical nor from
the same family of distributions, and particularly when the di-
mension of the random vector is greater than 2 [38].
We want to generate samples of a random vector X with pre-
scribed marginals and (a feasible) covariance matrix X. The pro-
cedure is given as follows:
1. Generate joint standardnormal randomsamples (base vectorZ)
with a known base covariance matrix Z.
2. Transform the normal samples to uniform by applying the
standard normal distribution function: U  (Z). U is thus a
multivariate uniform vector—a realization from the Gaussian
copula.
. Transform the (correlated) uniform variables into the pre-
scribedmarginal distributions by applying the inverse transfor-
mation method: X  F1(U).
The output covariancematrixXwill not equalZ, although for
ome symmetric marginal distributions it may come very close
keep in mind that rank correlation, on the other hand, will stay
nchanged during monotonic transformations, such as those in
teps 2 and 3). The base matrix Z in the first phase should be
chosen so that it induces the prescribed covariance matrix X.
Computing Z is the most difficult part of the NORTA method
39]. Analytical expression exists [40], and it can also be found
y an optimization procedure because it was shown that each
omponent of X depends only on the corresponding compo-
ent in Z [39].
The NORTAmethod canmatch any feasible correlation matrix
or two-dimensional random vectors. For higher dimensions, the
ethod may not always work even for feasible covariance matri-
es and that this issue grows rapidly with dimension [39]. The
roblem lies in the preprocessing phasewhen the base covariance
atrix Z is chosen to induce the prescribed X. The matrix Z is
he solution of an optimization procedure and in larger dimen-
ions often turns out to be negative definite; thus, it is impossible
o be used for sampling from the MVN. The solution to this prob-
em is to fix the  matrix in a way that makes it positive definiteZ
and as close to the originalmatrix as possible. Although the result-
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545V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 4 0 – 5 4 9ing correlations then do not exactly match the prescribed correla-
tion matrix, they may be very close.
Several procedures to correct a negative-definite matrix exist.
A simple way is to reduce the nondiagonal values until the matrix
becomes positive definite [41]. Other procedures require more cal-
ulation but result in a newmatrix, closer to the prespecified one.
he spectral decomposition method [41] is based on the fact that
the eigenvalues (“the spectrum”) of a positive semidefinite matrix
are not negative. Thus, by setting any negative eigenvalues of the
invalid correlation matrix to zero and re-forming the matrix re-
sults in a positive-semidefinite correlationmatrix,which is similar
to the target one (themore so, the fewer eigenvalues have to be set
to zero). The “hypersphere decomposition” is an iterative method
in which the optimization variable is a set of polar coordinates,
describing vectors lying on a hypersphere, which guarantees a
positive-definite result. The goal of optimization is to find a cor-
rected matrix as similar to the initial one as possible [41].
Iman and Conover method
The restricted pairing technique by Iman andConover [42] induces
rank correlation between givenmarginal distributions by shuffling
finite-size samples fromeachmarginal distribution. The appropri-
ate shuffle is determined by ranking the input samples the same
as in a reference sample with the desired rank correlation. The
reference sample is usually based on MVN. Pearson correlation
can be used when creating the reference sample because for the
MVN distribution, the difference between Spearman and Pearson
correlation is maximally 0.02. The correlation in such a sample
might deviate from the required one owing to random variation
(especially with small samples). This can be corrected by a matrix
multiplication step in the procedure [43], so that the resulting
Spearman correlations are indeed as prespecified by the user. The
procedure is quite straightforward because it requires only the
Cholesky decomposition, some matrix algebra, and the final rear-
rangement of the original uncorrelated sample [42]. It is imple-
mented in the @Risk, ModelRisk, Simlab, and Crystal Ball software
packages. The procedure is given as follows:
1. Create a random (n k)-dimensional standardized normal ma-
trixM (reference distributions other than normal can be used).
2. Compute its correlation matrix: E  n1MTM, which is not Ik
owing to random error.
. Compute F—the Choleski decomposition of E: E  FTF.
. Compute C—the Choleski decomposition of the prespecified
rank correlation matrix S: S  CTC. To increase accuracy, the
Spearman correlation values can be transformed to Pearson
correlation by applying the following equation: p2 sin(s/6).
5. Compute the reference matrix T  MF1C, which has the re-
quired rank correlation.
. Rearrange the values in each column of X (matrix with margin-
als we wish to correlate) to have the same rank ordering as the
corresponding column of T.
his method can produce different contour plots depending on the
hoice of the reference distribution [43]. Selecting anormal reference
ype results in elliptical contours, and the result is essentially the
ame as with using a Gaussian copula. Selecting uniform or expo-
ential reference distributions will produce very different con-
our plots [43]. Another notable distinction of the Iman and Con-
ver method is that it produces a batch of correlated random
ariables as opposed to other methods, which produce samples
ne by one.
Mixtures of extremal distributions
A very intuitive procedure to form a bivariate joint distribution
with prescribed correlation and marginals is to mix distributions
corresponding to zero correlation and an extremal correlation [25].For givenmarginals, an extremal joint distribution is found, which
attains the maximum/minimum possible correlation (max and
min). Such distributions are called Frechet distributions. Building
he extremal distributions is straightforward. IfU is a uniform [0, 1]
andom number, then Fx
1(U) and Fy
1(U) attain maximum correla-
tion and Fx
1(U) and Fy
1(1  U) attain minimum correlation be-
tween x and y [29]. Random variate generation for an intermediate
correlation is achieved by mixing, with appropriate probability,
either the independent and extremal vector or two opposite ex-
tremal vectors. A similar procedure is to sample parameters inde-
pendently and then sort fractions of simulated vectors to obtain
the desired correlation.
Example 2: Impact of various input dependency structures
Our second example is based on an analysis of whether anticoagu-
lant therapy should be given to pregnant womanwith phlebitis [44].
The original study is based on a decision treewith 1 choice node and
16 event nodes. Two alternatives are anticoagulation treatment or
observation, both connected with event probabilities and utilities of
final states (health, death, and fetopathy). Input uncertainty is de-
scribed by seven independent beta distributions for probabilities,
utility, and treatment efficacy. The output (expected incremental
utility of anticoagulant therapy vs. observation) is an almost linear
(adjusted r2 0.97) functionof the inputparameters. RunningPUAon
the original uncorrelatedmodel resulted inmean incremental utility
2.4 with variance 3.5 (unitless). For illustration, two most influential
inputs (probability for pulmonary embolism and utility of fetopathy)
were then correlated by using sixmethods: mixture of extremal dis-
tributions (/0 and/), NORTA, Frank copula, Gumbel copula, and
laytoncopula.Ourgoalwas toachieve thesamePearsoncorrelation
0.75) in all cases while leaving both marginal distributions un-
hanged. The simulation was performed in R [45] by using copula
ackage and built-in functions (see Table 1 for details). Dependence
atterns vary according to the method used, as evident from the
catterplots inFigure 4.Note that asper theoriginal analysis, the two
arginals are slightly skewed beta distributions (skewness0.8 and
.5). Again, the correlation in this example is induced for illustration
nly.
Inducing correlation in the inputs affected only the variance of
he output, while themean remained roughly unchanged owing to
he high linearity of themodel (see Equations 1 and 2). For Pearson
 0.75, the output variance increased by about 43% relative to
hat of the uncorrelated case. Interestingly, even the odd pattern
ue to the mixture of  and  extremal distributions produced
imilar values as did other dependency structures (Table 2).
A second simulationwas run to evaluate the change in outputs
s a function of the degree of correlation between two input pa-
ameters. A linear correlation of various strengths was induced
ith the mixture of extremal distribution method. The change in
utput relative to the independent scenario is shown in Figure 5.
he output mean was unaffected by the input correlation,
hereas the change in variance was significant. Interestingly,
ariance of the output is a linear function of input correlation. This
s likely a result ofwell-behavedmarginals and a linearmodel. The
mplication of this is that sensitivity analysis could be performed
n the value of the correlation coefficient in the sense of analysis
f extremes and perfect (negative and positive) correlation as-
umed as the extreme case.
Discussion
PUA allows correct model evaluation under uncertainty and al-
lows the effects of joint uncertainty across all the parameters to be
considered only when dependence among input parameters (if
existent) is accounted for. Despite it being commonly recom-
mended in various guidelines, input correlations are rarely explic-
ap
d
m
546 V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 4 0 – 5 4 9itly handled in health economic evaluations. We have shown that
many methods exist to do so and do not necessarily introduce
much burden to the analyst.
Where causal relationships exist between model inputs, these
should be incorporated in the model structure. QALY weights for
different severity cases, for instance, could be modeled by basing
the simulation on one stochastic input and the rest on differences,
estimated from the data. Another case is where costs are corre-
lated, because they all depend on an uncertain base input, such as
salary levels. In this case, the model should be formulated so that
the salary levels are an input to the model and the other costs are
calculated on the basis of this input.
When thinking about dependency, one should consider the
strength of correlation and dependency structure. If information
on both is available, then a joint distribution of input parameters
can be built, which completely defines dependence. An MVN dis-
tribution is a natural candidate particularly because of its straight-
forward dependency structure (linear) and strength (correlation
matrix). In nonlinear dependency, high-dimensional cases, or
when the marginals belong to different families, however, multi-
variate distributions often lack these nice properties. Modeling
complete multivariate distributions in such cases requires a good
knowledge of the underlying process, which gives rise to depen-
dency and could present a significant burden to the analyst.
The copula approach often relaxes the amount of data needed
to construct the multivariate dependency, yet it allows for a wide
range of dependency structures to be modeled. By separately con-
sidering themarginal distributions and the dependency structure,
copulas can be used to model the dependence between distribu-
tions of various types. For a discussion on the pros and cons of the
copula approach, we refer the interested reader to Reference [46]
nd the comments thereafter [47].
Where correlation is only suspected, an arbitrary correlation
attern may be assumed by choosing a less data-hungry proce-
ure of coupling of marginal distributions, such as the NORTA
Table 1 – Source code for implementation in R.
Multivariate Distributions
library(mnormt); library(compositions)
rmnorm(n, mean, cov) #returns n samples from MVN, parametrize
rlnorm.rplus(n, mean, cov) #returns n samples from multivariate lo
rmt(n, mean, S, df) #returns -n samples from multivariate t, param
and df
Copulas
library(copula)
rcopula(claytonCopula(2, dim  3), n) # returns n samples from the
Cop -mvdc(copula  archmCopula(family  “gumbel,” dim  2, p
list(c,d))); x-rmvdc(Cop,n) #will return two beta vectors (parame
parameterized by e. The value of e that results in the prespecified
NORTA
qbeta(pnorm(x[1]),a,b); qbeta(pnorm(x[2]),c,d) # where x is bivariate
correlated random values from beta distributions with paramete
Iman-Conover
#Xm is the input data matrix we wish to correlate, and Cm is the re
library(mnormt); n-nrow(Xm); k-ncol(Xm)
M- rmnorm (n, rep(0,k), diag(k)); E-cor(M); F-chol(E); C-chol(C
Xnew-Xm; for(i in 1:k){Xnew[,i]-sort(Xm[, i]); Xnew[,i]-Xnew[ra
Iman-Conover without the random error correction:
R-rmnorm(n, rep(0,k), diag(k)); P-chol(Cm)
Rs-R%*%P #Rs is the reference sample matrix
Xnew-Xm; for(i in 1:k){Xnew[,i]-sort(Xm[, i]); Xnew[,i]-Xnew[ra
Mixture of Extremal Distributions
X-runif(n); X1-qbeta(X, a,b); X2-qbeta(X, c,d) #returns maxima
parameters a,b and c,d.
X-runif(n); qbeta(X, a,b); qbeta(1-X), c,d) #returns maximally nega
and c,d.ethod or the Iman and Conover method, and the impact of thestrength of correlation is examined as part of sensitivity analyses.
Coupling procedures do not require significant computationwhen
the target correlations are rank based and are implemented in
many software packages.
Example 3: A case with multiple alternatives
Cost-effectiveness of breast cancer screening programs was com-
pared in a recent analysis [48]. The authors used PUA to analyze 36
mutually exclusive screening regimes, varying in screening inter-
val and patient age. A time-dependent Markov model with 38 sto-
chastic input variables was built and evaluated by using PUA. The
output of the model is a multiple CEAC consisting of eight alter-
natives, which formed the efficiency frontier. All inputs were as-
sumed independent in the original analysis, except for a structural
correlation among probabilities in the Markov model.
In the first case, we examine the effect of correlation between
two input parameters (parameters A and B). These parameters
were coefficients of the negative exponential model, which was
fitted to survival data (Fig. 3). Because the fitting process induced a
strong negative correlation between these two parameters (Pear-
son r  0.99), this was then reflected in our simulation. The re-
sulting CEAC and acceptability frontier are virtually unchanged
when comparedwith those in the original (uncorrelated) scenario;
EVPI, on the other hand, decreased by 3% to 10%. The decrease in
EVPI is expected because correlation between two parameters re-
sulted in lower variability in the survival estimates, as shown in
Figure 3. This consequently resulted in lower net health benefit
variances, and because the CEAC remained unchanged, this led to
a decrease in EVPI. It should be noted that this correlation was not
induced artificially but is a structural correlation as a result of the
data-fitting process and therefore needs to be addressed in the
simulation.
In the second case, we assumed a correlation of 0.5 among all
other input parameters (in addition to the correlation between
ean and cov
mal
ed by mean, S (scale matrix; S*df/(df-2) is the covariance matrix)
e-dimensional Clayton copula with the value of its parameter2.
 e), margins  c(“beta,” “beta”), paramMargins  list(list(a,b),
ed by a,b and c,d) of length n, correlated using Gumbel copula,
elation should be used.
dard normal with prespecified correlation will return NORTA
and c,d.
d correlation matrix.
-M%*%solve(F)%*%C #T is the reference sample matrix
,i]),i]} #Xnew is the output (correlated) data matrix
[,i]),i]} #Xnew is the output (correlated) data matrix
rrelated samples (X1 and X2) from beta distributions with
orrelated samples from beta distributions with parameters a,bd by m
gnor
eteriz
thre
aram
teriz
corr
stan
rs a,b
quire
m); T
nk(T[
nk(Rs
lly co
tive cregression parameters A and B) by using the mixture of the
S
i
a
v
I
c
c
a
t
c
w
s
a
e
C
n
o
c
r
o
t
m
w
c
s
l
s
d
i
t
w
o
e
s
v
s
e
T
e
c
f
l
o
t
n
547V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 4 0 – 5 4 9extremal distribution method. The input set of 10,000 random
samples, identical to the one used in the original analysis, was
reshuffled to give the required correlations and the model rean-
alyzed by using the Gaussian process metamodel developed
earlier [49]. The resulting CEAC and EVPI are shown in Figure 6.
ome changes were observed in the shape of CEAC and, more
mportantly, in the acceptability frontier. As a result of moder-
te input correlations, the optimal decision changed for some
alues of willingness to pay. EVPI also changed as expected.
nterestingly, for some values of willingness to pay, EVPI de-
reased, and for others, it increased. In particular, EVPI de-
reased where the acceptability of single alternatives increased
s a result of input correlations.
Accounting for input dependencies may result in a change in
he output distribution (typically net health benefits). The
hange is most pronounced in the second and higher moments,
hereas mean is affected only if the model is nonlinear. As
hown in the examples, a change in the preferred alternative as
result of including correlations is possible. This was seen in
xample 3, where multiple alternatives were evaluated and the
EAC was relatively flat because of a large overlap in the output
et health benefit (NHB) distributions. A combination of the
verlap and skewness of the output distributions resulted in a
hange in the acceptability frontier when the inputs were cor-
extremal mixture (+, -) extremal mixture (+, 0)
NORTA Gumbel copula
Clayton copula Frank copula
Fig. 4 – Scatter plots of two correlated variables—horizontal
axis: p(embolism); vertical axis: U(fetopathy). Six different
methods were used to give Pearson r = 0.75 in each case.
Table 2 – Input correlation and output mean and variance
dependency structures.
Mixture of , 
extremal
distributions
M
Mean (ratio vs. uncorrelated case) 1.00
Variance (ratio vs. uncorrelated case) 1.42
Pearson r between two parameters 0.75
Spearman r between two parameters 0.80elated. Consequently, a change in the optimal alternative was
btained for some values of willingness to pay despite a rela-
ively linear model.
The main influence of input correlations is seen in the esti-
ates of value of further research. The EVPI was higher in the case
hen input correlations increased variance of the output (and
onsequently decreased the probability of cost-effectiveness as
hown in the CEAC). This may be counterintuitive, because corre-
ation between parameters means that the value of one gives us
ome information about the other one, butmay result in increased
ecision uncertainty. In another case, correlation between two
nput parameters decreased variance of the output and decreased
he decision uncertainty, which resulted in lower EVPI compared
ith that in the uncorrelated case. The size of the effect depended
n the strength of input correlation and was substantial in the
xamples. The dependency structure, however, did not have a
ignificant impact on the output. Various patterns of dependency
irtually produced the same EVPI.
An important result from the examples is that dependency
tructures with the same correlation strength but notably differ-
nt scatter plots resulted in similar estimates of CEAC and EVPI.
he focus of investigating the impact of correlations in health
conomicmodels should thus be estimating the actual strength of
orrelation in the input space. To this purpose, various methods
or inducing correlation should produce similar results, particu-
arly as the interest is in the first two central moments of the
utput distribution. Advanced concepts of dependence, such as
ail dependence, do not seem to play a major role in health eco-
omic models.
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Because input correlations might affect the results of health eco-
nomic evaluations, they deserve attention. Methods to deal with
them are available and not necessarily complicated. Ignoring
them is an implicit assumption of independence, whichmay often
be unjustified. Who is to say that an assumption of independence
is more proper than that of (at least weak) dependence, particu-
larly for parameters for which correlation could exist? Given scar-
city of data on dependency, its impact should at least be dealt with
as part of a sensitivity analysis.
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