Abstract-The focus of this paper is to present the results of our investigation and evaluation of various shared-memory parallelizations of the data association problem in multitarget tracking. The multitarget tracking algorithm developed was for a sparse air traffic surveillance problem, and is based on an Interacting Multiple Model (IMM) state estimator embedded into the (2D) assignment framework. The IMM estimator imposes a computational burden in terms of both space and time complexity, since more than one filter model is used to calculate state estimates, covariances, and likelihood functions. In fact, contrary to conventional wisdom, for sparse multitarget tracking problems, we show that the assignment (or data association) problem is not the major computational bottleneck. Instead, the interface to the assignment problem, namely, computing the rather numerous gating tests and IMM state estimates, covariance calculations, and likelihood function evaluations (used as cost coefficients in the assignment problem), is the major source of the workload. Using a measurement database based on two FAA air traffic control radars, we show that a "coarse-grained" (dynamic) parallelization across the numerous tracks found in a multitarget tracking problem is robust, scalable, and demonstrates superior computational performance to previously proposed "fine-grained" (static) parallelizations within the IMM.
INTRODUCTION

Motivation
ITH the availability and widespread usage of generalpurpose shared-memory MIMD multiprocessor systems, there is increased interest in the parallelization of new types of problems that were not addressable in the past. In particular, surface-based, airborne, and space-based surveillance are several such examples. In general, the objective of a surveillance and tracking algorithm is to detect an unknown number of targets in the presence of spurious observations and occasional missed detections, and to estimate their states (e.g., position, velocity, acceleration) using sensor measurements of (possibly) unknown origin, and contaminated by noise and clutter. To be computationally feasible, multitarget tracking algorithms often require large computational resources because of the limited performance of such algorithms on conventional uniprocessor systems [18] , [19] . Motivated by the numerous advantages offered by shared-memory multiprocessing systems, e.g., cost, availability, and widespread usage, the focus of the present work was to adapt a serial multitarget tracking algorithm developed for a sparse air traffic surveillance problem [26] to such systems.
Typical of many realistic air traffic surveillance problems are:
1) the existence of multiple targets in the surveillance region, and 2) uncertain target dynamics, namely, target motion having constant course and speed (nonmaneuvering) segments interspersed with arbitrary maneuvers (often characterized as piecewise constant).
Consequently, in developing a tracking solution to such problems, one must resolve two inherently related subproblems, namely, filtering, i.e., state estimation, of sensor data over time, and fusion, i.e., data association, of sensor data across sensor scans, wherein the main goals are overcoming the inherent limitations of real-world sensors (accuracy and reliability) due to noise and clutter, while not sacrificing computational tractability. In a typical air traffic surveillance problem, multiple targets with dynamic target motions must be tracked. Consequently, a state estimator that is flexible and adaptable is essential. The classical Kalman filter (KF)-the workhorse of state estimation-has been found to provide only marginal tracking performance for such problems because of the single motion model assumption [6] , [15] , i.e., target motion cannot be modeled well via a single set of state equations given the uncertain target dynamics inherent to such problems. However, unlike the KF, the Interacting Multiple Model (IMM) estimator [6] , [7] has proven to be very effective for such problems. To achieve superior tracking performance, the IMM estimator, consisting of a finite number of filters, each modeling different target motions, contains an explicit provision for the target's filter to probabilistically "switch" from one motion model to another [10] . However, the IMM estimator also imposes an increased computational burden in terms of additional state estimates, covariance calculations, and likelihood function evaluations.
Rarely does a realistic air traffic surveillance problem involve tracking the state of a single known target. Consequently, inherent to such problems is the data association problem. Data association is the decision process of linking measurements (from successive scans) of a common origin (i.e., a target or false alarm) such that each measurement is associated with at most one origin. The nature of the multitarget data in the surveillance region often motivates the choice of algorithm to use in solving the data association problem. For example, in this work, the FAA multitarget data can be characterized as sparse and nonstressful, i.e., uncluttered, not very noisy, absent of many crossing, splitting, merging tracks. For these types of multitarget tracking problems, a single scan processing approach for data association has been found to work rather well [9] . Consequently, in this work, we solve the data association problem by embedding a state estimator, such as a Kalman filter or the IMM estimator, into the assignment framework, i.e., two-dimensional (2D) assignment problem. In such a formulation, the state estimator provides a score (i.e., likelihood) of how likely a particular measurement from a given scan originated from a particular target track. The problem is then one of finding an assignment, in a (global) maximum likelihood sense, of measurements from the latest scan to the most likely tracks from the previous scans. Any wellknown 2D assignment algorithm can be used in finding the optimal solution, e.g., auction, shortest augmenting path, interior point methods.
Historically, the most computationally intensive aspect of multitarget tracking has been the task of solving the data association problem; that is, partitioning the scan measurements into tracks and false alarms so that accurate estimates of true tracks can be recovered. This is especially true for dense, highly cluttered, and/or highly contentious multitarget scenarios. However, as we will show in this work, contrary to conventional wisdom, for sparse multitarget tracking problems, the assignment (or data association) problem is not the major computational bottleneck. Instead, the interface to the assignment problem, namely, computing the rather numerous gating tests and IMM state estimates, covariance calculations, and likelihood function evaluations (used as cost coefficients in the assignment problem), is the major source of the workload.
Related Research
A literature survey of parallel state estimators developed for air traffic surveillance problems reveals a plethora of "fine-grained" parallelizations proposed over the years [3] , [4] , [12] , [25] . With respect to the KF, typically, many numerically intensive computations inherent to state estimation were parallelized, such as coordinate transformations, state and covariance estimates, linear algebraic operations, such as matrix multiplication, Cholesky (square root) factorization, and inner products. With respect to the IMM state estimator, Atherton and Lin [3] and Averbuch et al. [4] developed fine-grained parallelizations on a (four-processor) distributed-memory transputer and shared-memory MIMD multiprocessor architecture, respectively. Essentially, the multiple filter models of the IMM estimator are run in parallel, while the other components of the estimator (i.e., interaction, update, and combination steps) are run sequentially. Using an IMM estimator configured with nine and 13 filter models, Atherton and Lin obtained speedups (efficiencies) 1 of 2.34 (59 percent) and 2.73 (68 percent), respectively. Averbuch et al.
were able to obtain a speedup (efficiency) of three (75 percent) for an IMM estimator configured with 12 filter models. However, as we will show in this paper, a finegrained parallelization within the IMM estimator proves to be computationally inadequate in the context of a multitarget tracking problem. In particular, the performance of a fine-grained parallelization is dependent on the number of models used in the IMM, with marginal speedups obtained only when the number of filter models used is unrealistically high. In fact, when the IMM estimator is configured with a number of models considered suitable 2 for an air traffic surveillance problem (e.g., two-three), the execution time of the fine-grained parallelization is greater than sequential time. Current work documented in the literature [1] , [2] , [9] , [19] , [24] tends to view the data association problem in multitarget tracking as : 1) a nearest-neighbors problem, wherein an overall distance function between measurement and track pairings is minimized, or, 2) a statistical estimation problem, wherein a set of measurements is associated with a set of tracks and false alarms by an unknown random permutation.
Nearest neighbor data association is problematic because it causes the state estimator to become overconfident. Consequently, with some probability, incorrect measurements will be fed into the filter, thereby losing tracks [7] . Data association based on statistical estimation techniques, as exemplified by Reid's classical Multiple Hypotheses Tracking (MHT) method [24] and MHT variants, such as the track branching/splitting algorithm of [2] , and the model-based algorithms of [19] , use a deferred decision approach to data association. Final decisions pertaining to difficult data association situations can be postponed until more information, such as the next scan(s) of data, are received. For stressful multitarget scenarios, postponing these decisions works rather well, whereas the lack of information in the 2D assignment approach (single scan processing) may lead to improperly partitioned 2. Unsatisfactory tracking performance may result in an IMM estimator with a large number of filter models, since many of the models will differ significantly from the system mode in effect at a particular time, yielding excessive "competition" from the "unnecessary" filter models.
measurements into tracks and false alarms. However, for nonstressful multitarget scenarios, as is the case in the present work, single scan processing suffices. In theory, MHT can provide the optimal tracking solution; however, the computational feasibility of MHT is questionable since an enumerative search of numerous hypothesized permutations is required to determine their likelihoods, with the complexity increasing exponentially with the number of feasible tracks. As examples of MHT in parallel computing environments, in [1] , Allen describes efficient mappings of an MHT algorithm onto massively parallel computers, while, in [19] , Pattipati et al. describe efficient mappings of a model-based MHT algorithm onto generalpurpose shared-memory MIMD multiprocessors. In [2] , Atherton et al. describe an efficient parallel track branching/splitting algorithm on a distributed-memory message-passing transputer architecture.
Scope and Organization of Paper
To date, there has been a lack of efficient and practical parallelizations of the data association problem in multitarget tracking problems on general-purpose shared-memory MIMD multiprocessor systems. Filling this gap is the primary focus of the present work.
We begin this paper by describing, in Section 2, 1) our multitarget tracking problem based on two FAA air traffic control radars located in upstate New York, and 2) the multitarget tracking algorithm developed in a previous research effort [26] to solve this problem.
In Section 3, we provide a workload analysis of the sequential implementation of our multitarget tracking algorithm, while in Section 4, we describe "fine-" and "coarse-grained" parallelizations developed for a general-purpose sharedmemory MIMD multiprocessor. The fine-grained parallelization, similar to the ones described in [3] , [4] , is static and within the state estimator. The coarse-grained parallelization, as we propose in this research, is dynamic and across the numerous tracks found in our multitarget tracking problem. As we will show in this paper, the coarse-grained parallelization is a practical choice for multitarget tracking problems because it is robust, scalable, and has excellent computational performance. In Sections 5 and 6, we provide an analytical proof and various performance results, respectively, that show the superior performance of the coarse-grained parallelization over the fine-grained parallelization. In Section 7, we provide some concluding remarks concerning this research.
MULTITARGET TRACKING ALGORITHM
In this section, we provide a brief exposition of our multitarget tracking algorithm, termed IMM-2D, illustrated in Fig. 1 . The algorithm consists of four primary components:
1) Obtain Scan Measurements,
2) The Data Association Interface Problem, which, in our tracking approach, is primarily concerned with coarse and fine gating (defined shortly), and IMM state estimation,
3) The Data Association Problem (via a 2D assignment problem), and 4) Track Formation and Maintenance. Interested readers can find a more thorough presentation of IMM-2D in [20] , [21] .
Obtain Scan Measurements
Since it is not the main focus of this paper, we only present a simplified description of the air traffic surveillance problem here and refer interested readers to [20] , [21] , [26] for more details. The surveillance system is at a location referred to as the fusion center. The sensors in this surveillance system, two L-band FAA air traffic control radars located at Remsen and Dansville, New York, respectively, asynchronously transmit scans of data, approximately every 10 seconds, to the fusion center. The full database consists of 210 scans (98 from Remsen and 112 from Dansville), while a modified version of the database (for which we report in this paper) consists of 55 scans (26 from Remsen and 29 from Dansville). A particular scan, say scan k, received at the fusion center consists of M(k) detection reports containing a number of primary radar (skin) returns (i.e., slant range, azimuth angle) and secondary (beacon) returns (i.e., slant range, azimuth angle, altitude). Because state estimation is done in a three-dimensional (3D) Cartesian coordinate system, conversion from a radar's polar frame of reference is necessary [7] , [26] .
Data Association Interface Problem
In this section, we describe the two tasks that must be performed when interfacing with the data association (2D assignment) problem, specifically, state estimation, via an IMM estimator, and various coarse and fine gating tests. Of these two tasks, the former is the single most costly in terms of processing cost, and comprises a significant fraction of the workload in the IMM-2D tracking algorithm.
IMM State Estimation
For the air traffic surveillance problem used in this work, the IMM state estimator was employed for state estimation.
Since it is not the main focus of the present work, we omit a detailed exposition of the underlying theory defining the IMM and simply provide a brief discussion of the state estimation problem in general. Interested readers can refer to Appendix A and [6] , [7] for a more detailed presentation of the material. State estimation provides :
1) a score of how likely a particular measurement from a given scan originated from a particular target track, i.e., provides a measurement-to-track association likelihood that serves as the basis for an assignment cost coefficient in the 2D assignment (data association) problem, and 2) an estimate of the target state.
In the state estimation problem, we assume that the target state evolves according to a known linear dynamic model, corrupted by process noise, and driven by a known input, i.e.,
where, in the present work, the target (or track) state e j e j c h
where 
Coarse and Fine Gating
To reduce the number of likelihood functions to evaluate, which, in terms of processing cost, is the single most costly operation to perform, gating-a pruning technique to filter out highly unlikely candidate associations-is used. A track gate is the region in measurement space in which the true measurement of interest will lie, in view of all uncertainties, with some (high) probability [7] . A measurement within the gate is a candidate for association to the corresponding track. Define the set of candidate associations at the kth scan by
where
denotes the cross product of the track and measurement sets. In IMM-2D, for each (n,
which consists of a maximum velocity gate test (i.e., measurement falls within the track's maximum velocity gate), and, if applicable, a high process noise Kalman filter elliptical gate test. * c (n, m k ) = 1 denotes that measurement m k fell within both of track n's maximum velocity and elliptical gates, while * c (n, m k ) = 0 denotes that measurement m k fell outside either of track n's gates. For maximum velocity gating, we use the following test,
e j e j e j 
where L kf (◊) denotes the likelihood function provided by a Kalman filter, the detection probability P D = 0.95 is based on FAA standards [26] , and the false alarm pdf L kf (0, m k ) is the spatial density of the false measurements (assumed uniformly probable over the sensor's field of view) [7] . Define the set of candidate associations passing the coarse gating test * c (◊) by
where each (n, m k ) OE /(k) requires the application of a fine gating test (based on the IMM estimator). Denote the fine gating test by
where * f (n, m k ) = 0 denotes that candidate association (n, m k ) is not to participate in the data association (2D assignment) problem because it is more likely that measurement m k corresponds to a false alarm than to track n. Conversely, * f (n, m k ) = 1 denotes that candidate association (n, m k ) is to participate in the data association problem, where the cost of assigning measurement m k to track n is defined next.
Data Association Problem
Data association is the decision process of linking measurements (from successive scans) of a common origin (i.e., a target or false alarm) such that each measurement is associated with at most one origin. In IMM-2D, we formulate the data association problem as a 2D assignment problem. Specifically, M(k) measurements from the latest scan k are to be assigned to the N(k -1) most likely existing tracks from the previous scans using a global cost minimization function [7] (based on a maximum likelihood function). Specifically, let n = 0, º, N(k -1) denote a particular track from the set of existing tracks (including a dummy track n = 0), and m k = 0, º, M(k) denote a particular measurement from the latest set (scan) of measurements (including a dummy measurement m k = 0). Define the binary assignment variable
if measurement is assigned to track otherwise (9) Note that d n0 = 1 implies that track n is unassociated and has missed a detection at scan k. Furthermore, d m k 0 1 = implies that measurement m k is unassociated, that is, not assigned to any of the N(k -1) previously established tracks, but, instead, assigned to the dummy track (false alarm). Since measurement errors within a scan are independent of each other, maximizing the likelihood function, consisting of the joint pdf-probability [7] of measurements, given their origins and the corresponding detection events, over the set of feasible assignments, can be cast into the following 2D assignment problem min , , , , 
The numerator in the above -log(◊) expression, based on a likelihood function calculation L(◊) from the IMM estimator (via (28) in Appendix A), is the likelihood that the m k th measurement at scan k originated from the nth track, and the denominator is the likelihood that the m k th measurement corresponds to none of the existing tracks (i.e., a false alarm). The likelihood of false alarms, i.e., L(0, m k ), is assumed uniformly probable over the sensor's field of view [7] .
Track Formation and Maintenance
Unassociated measurements in the 2D assignment problem are used to initialize new tracks. Initializing (forming) tracks based on a single measurement is somewhat different from the common two point differencing technique [6] . However, in air traffic surveillance, it is beneficial, since the difference in times between scans is often relatively short. Associated measurements in the 2D assignment problem are used to extend existing tracks, i.e., the corresponding track state vector is updated via (33) in Appendix A with the new measurement at scan k based on the solution to the 2D assignment problem. Tracks that go unassociated (i.e., not assigned a measurement) in the 2D assignment problem for a specified threshold of consecutive scans are terminated (dropped). In this work, the drop track threshold spans approximately 100 seconds, which roughly corresponds to 20 consecutive scans.
WORKLOAD ANALYSIS
Historically, the most computationally-intensive aspect of multitarget tracking has been the task of solving the data association problem, that is, partitioning the scan measurements into tracks and false alarms so that accurate estimates of true tracks can be recovered. However, as shown in Table 1 , the vast majority of the workload in IMM-2D when run on the multiprocessor architectures used in this research (described in the next section) involves processing the set of candidate associations in interfacing with the 2D assignment (data association) problem. In fact, this constitutes 94.3 percent, 94.7 percent, 95.2 percent, and 96 percent of the workload when IMM-2D is configured with one, two, three, and five filter models in the IMM, respectively. Recall, as described in Section 2.2, interfacing with the 2D assignment problem consists of performing numerous gating tests and assignment cost coefficient computations (i.e., the log-likelihood function (11) based on the IMM state estimator). If one were to follow conventional wisdom, namely, parallelize the data association (assignment) problem, 1.1 percent, 0.8 percent, 0.6 percent, and 0.2 percent of the workload would have been targeted for parallelization, respectively. Clearly, for a sparse air traffic surveillance problem such as the one we have in the present work, a parallel assignment algorithm would yield, at best, minimal benefits. However, although not negating the significance of the interface problem, for dense, highly cluttered, and/or highly contentious multitarget scenarios, where data association may subsume a significant fraction of the total computation, a parallel assignment algorithm, such as those described in [5] , [8] , [13] , would provide increased benefit. In this work, since it is the significant computational bottleneck, we developed parallelizations of the interface to the 2D assignment (data association) problem in IMM-2D, of which we now describe.
IMM-2D SHARED-MEMORY PARALLELIZATION
The shared-memory computing environment used for this work consisted of several general-purpose MIMD multiprocessors, namely, a two-and four-processor SPARCstation 20, and a 12-processor SPARCcenter 2000. A simple model of the four-processor SPARCstation 20 architecture is illustrated in Fig. 2 with various hardware specifications provided. The software utilized consisted of the Solaris 2.4.2 development environment, which included the SunOS 5.4.2 UNIX operating system (OS) and the multithreaded system architecture, which we used as our parallel processing interface. Multithreading separates a UNIX process into lightweight independent threads, each of which (concurrently) executes a sequence of the process's instructions. As depicted in Fig. 2 , threads are dispatched across the processor set indirectly via a two-level scheduling hierarchy. Threads implicitly communicate via shared memory; consequently, synchronization mechanisms (e.g., mutual exclusion) must be supported to allow threads to cooperate in accessing shared data. Because of the numerous performance advantages offered by the threads model, we chose multithreading, as opposed to multiprocessing, as our avenue to exploit the multiple processor resources available in our multiprocessor system. Unlike a process, a thread requires very little interaction with the OS. Consequently, threads can be processed quickly (i.e., created, maintained, destroyed, blocked, activated, etc.), thousands can be present at one time, and synchronization and context switching between them can be accomplished rapidly. More details concerning multithreading can be found in [16] , [22] .
Coarse-Grained Parallelization
The coarse-grained shared-memory parallelization of the interface to the 2D assignment problem in IMM-2D is based on the supervisor/worker model (see Fig. 3 ). The supervisor thread initially forks a specified number of worker threads, say p, to process the set of candidate associations, (k), defined by (3) in Section 2.2.2. Once forked, the supervisor awaits processing of (k) to be completed by the p worker threads via a join operation. Worker threads, asynchronously and in parallel, process a specified number of candidate associations per serialized critical section access across mutually exclusive track and measurement data. Recall, as described in Section 3, the processing of a candidate measurement-to-track association consists of performing two coarse gating tests (the second test is performed only if the first succeeds), and, if the measurement falls within both of the track's gates, a fine gating test is applied, i.e., the log-likelihood function (11), based on the IMM state estimator. Since the processing cost corresponding to each candidate association is not uniform (depends on the results of gating), dynamic scheduling of candidate associations across threads is employed. In this way, because candidate associations are dynamically scheduled, maximum load balancing is achieved [11] . Upon processing of (k) by the worker threads, the supervisor solves the global 2D assignment problem.
Fine-Grained Parallelization
As pointed out in [3] , [4] , the IMM approach to target tracking is highly suited to parallel processing, since the different filter models may be assigned to different processors. This obvious fine-grained parallelization is apparent from the general structure of the IMM (see Fig. 10 in Appendix A). In the fine-grained parallelization, similar to those described in [3] , [4] , each candidate association in (k) passing the two coarse gating tests will have an assignment cost coefficient (i.e., log-likelihood function (11)) computed based on a parallelized IMM state estimator. However, the set (k) is sequentially iterated over and the two coarse gating tests are sequentially processed. Note that, in this approach, the parallelization is within the IMM for each track processed, i.e., the IMM estimator itself is parallelized, as opposed to across the multiple tracks found in a multitarget tracking problem, as is the case for the coarse-grained parallelization, i.e., the processing of candidate associations is parallelized.
ANALYTICAL ANALYSIS
In this section, we present analytical models for the coarse-and fine-grained parallelizations using the micro time cost analysis technique as described in [23] . We then compare the derived time cost expressions corresponding to the parallelizations, and show that the former is superior, in terms of computational performance, to the latter.
Given a particular scan k, assume that we have N = N(k -1) tracks, M = M(k) measurements, and NM = |(k)| = N(k -1)M(k) candidate associations to process at scan k. Also, assume that we have p threads (or processors), an IMM estimator with r models, and, without loss of generality, assume that r = zp, z OE + (z a positive integer). In the fine-grained parallelization, p threads in parallel process r filter models of the IMM estimator, each thread processing over z models. In the coarse-grained parallelization, p threads in parallel process the set of (k) candidate associations, sequentially iterating over the r filter models when computing assignment cost coefficients. To simplify the analysis, assume all similar computations take an equivalent amount of time. 3 The general computational structure model (CSM) [23] 3. We make this assumption primarily to simplify the analysis by avoiding minimization and/or maximization functions. Moreover, because we employ a homogeneous data partitioning strategy where each thread executes exactly the same operations, but on different data segments, and the operations executed are not data dependent, such an assumption is not unreasonable. for the fine-grained parallelization is illustrated in Fig. 4 . All the primitive operations and/or basic utility routines in this computation are specified as follows: To derive the number of times each node is executed, we utilize the flow analysis techniques as described in [23] . The time cost for the fine-grained parallel computation is branch to execute, a denotes the number of times a loglikelihood function (11) is evaluated, and 1 -a, the number of times a log-likelihood function is not evaluated due to the gating tests. The general CSM for the coarse-grained parallelization is illustrated in Fig. 5 . All the primitive operations and/or basic utility routines in this computation are specified as follows: The time cost for the coarse-grained parallel computation is 
Note that, for each of the i = 1, º, p threads in the coarsegrained computation, the time cost to access the critical section T get job i _ is nondeterministic because of a wait time cost in trying to acquire the mutex lock mutex. Therefore, define
where T W i denotes the wait time cost for the ith thread, and T A i denotes the time cost for the ith thread to execute the critical section (i.e., obtain a specified number of candidate associations and update the track and measurement indices track_id & measurement_id, respectively). Thus, T W i is a random variable for which we need to determine an expected time cost. Given p threads trying to acquire the mutex lock mutex, and, considering the worst case mutex lock access policy (i.e., assume a round-robin policy), since the thread may not necessarily acquire the mutex lock within p tries, we use a geometric distribution to model its probability distribution. Letting A denote the event "a thread acquires mutex on a given try," then
and the expected time cost for T W i (in the worst case) is
Substituting (16) into (14), we obtain
Assume that the base time costs for all assignment, decision, increment, lock, and unlock nodes have unit cost. Further, assume that the worst case time cost in executing the critical section is T A i = 5 (i.e, two assignments, two increments, and one decision node). Hence, after some algebraic simplifications, we get where R and S are insignificant constants that are dominated by the remaining terms in their respective equations.
To determine how they (relatively) compare, we form the following relationship between the two time cost equations:
Again, after some algebraic simplifications, we get
Clearly, irrespective of the number of threads (processors) p, filter models r, and the number of candidate associations NM for a given scan, the coarse-grained parallel computation has a smaller time cost than the fine-grained parallel computation. In the next section, we provide empirical evidence that further supports this assertion.
RESULTS
In this section, based on the two-and four-processor SPARCstation 20, and the 12-processor SPARCcenter 2000, we demonstrate the computational superiority of the coarse-grained parallelization of IMM-2D, making comparisons with both the fine-grained parallelization and a serial implementation of IMM-2D. In the fine-grained parallelization, the multiple filter models of the IMM estimator are evenly distributed across the processor set in a manner similar to the approach described in [3] , [4] . Since the multiprocessors used in this work are time-shared systems, the execution times of IMM-2D depended, in part, on random system events such as the system load and thread schedule order. Consequently, Monte Carlo simulations were performed, and all results presented represent the means of those simulations with standard errors less than three percent.
Execution Time
In Fig. 6 , we plot the execution times of the sequential, the coarse-and fine-grained parallelizations of IMM-2D on the two-and four-processor SPARCstation 20. Note that Mach 2 and Mach 5 simply denote the speed of an aircraft to be two and five times the speed of sound, respectively. The significance of these two parameters is as follows. As described in Section 2.2.2, one of the coarse gating policies employed in IMM-2D is based on an aircraft's maximum velocity. Increasing the magnitude of the Mach parameter will increase the spatial area of the track's maximum velocity gate, thus increasing the processing cost associated with the track since a greater number of measurements will fall within the gate.
Clearly, the coarse-grained parallelization demonstrates superior execution time performance over the fine-grained parallelization for any number of models used in the state estimator. Moreover, the performance of the fine-grained parallelization is dependent on the number of models used, yielding marginal performance improvements only when using an unrealistically large number of filter models. Furthermore, when configured with a small to moderate number of models (three or less) that would be considered practical for an air traffic surveillance problem, the finegrained parallelization yields execution time greater than sequential time.
The computational bottleneck in the fine-grained parallelization is primarily twofold: 1) Since the computations associated with the gating tests in processing candidate associations occur prior to invoking the IMM to obtain the assignment cost coefficients, the fine-grained parallelization (within the state estimator) is unable to process these independent computations in parallel, and 2) There is a large overhead cost corresponding to a substantial number of fork-join operations in computing the assignment cost coefficients. Specifically, the finegrained parallelization suffers from a poor computation-to-communication ratio.
In the coarse-grained parallelization, the bottleneck is the numerous serialized accesses to the shared task queue when aquiring candidate associations to process.
Efficiency
In Fig. 7 , we plot the parallel efficiency for both the coarse-and fine-grained parallelizations of IMM-2D. Clearly, as Fig. 7 illustrates, the computational performance of the coarse-grained parallelization is independent of the number of filter models used in the IMM estimator, whereas the fine-grained parallelization performs rather inefficiently unless the number of filter models used is unrealistically high. Furthermore, as shown in Fig. 7 , near-unity efficiency, and, given a large enough problem (e.g., two processors using Mach 5 coarse gating policy), even greater than unity efficiency (i.e., superlinear speedup) is possible. When nonalgorithmic issues, such as context switches, effective memory size and access costs, and scheduling order, are considered, superlinear speedups in practice may indeed occur [14] , [17] . In Fig. 7 , note the efficiency improvement for the finegrained parallelization as the number of filter models in the IMM estimator increases (these results are consistent with those in [3] , [4] ). However, in a real-time sense, these socalled efficiency improvements are actually misleading. In e j for the coarse-grained and fine-grained parallelizations of IMM-2D. This plot may be viewed as a measure of the real-time effectiveness (speed) of IMM-2D in terms of the number of candidate associations processed per unit time. Clearly, as this plot demonstrates, increasing the number of filter models in the IMM estimator, and, hence, increasing the processing workload, decreases the throughput of IMM-2D. However, what it also shows is that, based on the flatness of its curve, a finegrained parallelization is no better in terms of throughput when the IMM estimator is configured with many filter models, than when configured with fewer models (i.e., it does not get faster, even when it has less processing to do). The coarse-grained parallelization, on the other hand, shows significant improvement, in an absolute and relative sense, as the number of filter models in the IMM estimator decreases. This is a rather important result given that in practical air traffic surveillance problems, typically a small number of filter models are necessary in the IMM estimator [15] .
Scale-Up
Many factors determine the scale-up performance of a parallel algorithm, in particular, the multiprocessor architecture and the problem size are directly related. In the context of multitarget tracking, the problem size is a function of numerous factors, including the number of actual and false alarm tracks, noise/clutter intensity, target density, contentiousness of the assignment problem, and the number of filter models used in the IMM. When considering scalability, a highly desirable goal would be for IMM-2D to have the ability to maintain the same high level of performance (e.g., efficiency) on larger multiprocessor systems as it did on smaller ones, and do so in terms of any of the factors that can influence the problem size. Certainly, IMM-2D having this property would make it robust, and it could easily adapt, without modification, to other diverse multitarget tracking problems.
Unlike the fine-grained parallelization, the coarsegrained parallelization of IMM-2D scales when any of the factors influencing problem size increase. In particular, in Fig. 9 , we plot the speedup for the coarse-grained parallelization on a 12-processor SPARCcenter 2000 for several problem instances. In (Instance (original) ), all factors influencing the problem size are unchanged, whereas, in (Instance (+500 percent)) and (Instance (+1,500 percent) ), a more dense multitarget scenario was simulated by increasing the problem size (relative to (Instance (original))) in terms of track set size by 500 percent and 1,500 percent, respectively. From the plot, we can see marginal speedup results when the problem size is small (i.e., (Instance (original))) relative to the particular multiprocessor architecture. However, as the problem size increases, the scalability of the coarse-grained parallelization is evident, approaching near linear speedup with fewer filter models, and linear with many. 
CONCLUSIONS
We have presented our investigation and evaluation of various shared-memory parallelizations of the data association problem in multitarget tracking for generalpurpose shared-memory MIMD multiprocessor systems. A sparse measurement database, based on two FAA air traffic control radars, served as the data for our multitarget tracking problem. We showed that, for sparse multitarget tracking problems, the assignment (or data association) problem is not the major computational bottleneck. Instead, the interface to the assignment problem, namely, computing the rather numerous gating tests and IMM state estimates, covariance calculations, and likelihood function evaluations (used as cost coefficients in the assignment problem), is the major source of the workload. Because of the shortcomings associated with previously proposed fine-grained parallelizations of the IMM estimator in a multitarget tracking problem, we proposed a scalable, robust coarse-grained parallelization across tracks that has excellent performance. Analytically and empirically, we showed that the coarsegrained parallelization has superior execution time performance over the fine-grained parallelization for any number of filter models used in the IMM estimator. Furthermore, we showed that the coarse-grained parallelization can realize superlinear speedups independent of the number of filter models used in the IMM estimator. On the other hand, the performance of the finegrained parallelization, being dependent on the number of filter models used, yielded negligible throughput for any number of filter models, marginal speedups when many models were used, and worse execution time than sequential time when three or less filter models were used.
APPENDIX A IMM STATE ESTIMATION
The IMM estimator used in IMM-2D [26] , illustrated in Fig. 10 , is an augmented version of the standard IMM estimator [6] . As Fig. 10 depicts, the various computations involved in one cycle of the IMM estimator can be divided into:
1) interaction/mixing, 2) filtering, 3) update of mode and mixing probabilities, and 4) combination of mode-matched state estimates and covariances.
The IMM assumes the motion of a target for which a corresponding track will develop follows one of r possible filter models (or modes) between two successive detections. The augmented IMM estimator combines the likelihoods L j (◊), j = 1, º, r from the individual mode-matched filters to yield an overall likelihood L(◊). We omit detailed exposition of the IMM algorithm here, since it is not the main focus of this paper, and simply present a brief summary of the relevant equations. We refer interested readers to [26] for a more descriptive presentation of the material. The mixed state estimate and covariance are given by The mixing probability is given by 
