This paper decribes a general event-based approach to improve multimodal rendering of 6DOF (degree of freedom) contact between objects in interactive virtual object simulations. The contact events represent the different steps of two objects colliding with each other : (1) the state of free motion, (2) the impact event at the moment of collision (3) the friction state during the contact and (4) the detachment event at the end of the contact. The different events are used to improve the classical feedback by superimposing specific rendering techniques based on these events. First we propose a general method to generate these events based only on the objects' positions given by the simulation. Second, we describe a set of different types of multimodal feedback associated to the different events that we implemented in a complex virtual simulation dedicated to virtual assembly. For instance, we propose a visual rendering of impact, friction and detachment based on particle effects. We used the impact event to improve the 6DOF haptic rendering by superimposing a high frequency force pattern to the classical force feedback. We also implemented a realistic audio rendering using impact and friction sound on the corresponding events. All these first implementations can be easily extended with other event-based effects on various rigid body simulations thanks to our modular approach.
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Introduction
The notion of contact is a main feature of physical simulation of solid objects as the contact constrains one object's movement with respect to its environment. Such simulations of solid objects are widely used in various areas of Due to the growing complexity of simulated virtual scenes and limited computational resources, realistic haptic and audio real-time rendering of contact cannot be efficiently achieved by the physical simulation. For instance, the classical haptic feedback used to regulate the force output cannot render stiff features [Diolaiti et al. 2005] . Likewise, the vibration of colliding rigid objects cannot be directly simulated to render a contact sound in real-time. To overcome these limitations, event-based haptic contact rendering techniques and contact sound synthesis algorithms have been proposed [van den Doel et al. 2001; Kuchenbecker et al. 2006] . They are based on the discrete information of impact. However, these rendering techniques are often tied to a specific physical engine or have been demonstrated only in a simple context, for instance involving simple objects or 3DOF interaction.
In this paper, we propose a general event-based approach to integrate various rendering techniques to improve the perception of contact in complex virtual environments. Thus, the following paper begins with a review of related work on the various techniques and improvements that can be used to enhance the rendering of contact. Then, the paper describes a generic method we developed to compute the different states and events that are used to improve the rendering of contact. The different effects we implemented using this approach are then described: first, we implemented a visual rendering using particle effects, then we describe a realistic contact sound rendering and finally, we propose to improve the 6DOF haptic rendering of impact by adding high frequency force patterns.
Related work
Rigid body simulation is a wide area of reseach in virtual reality and computer graphics. Among the various collision detection algorithms used in the simulation [Jimnez et al. 2001] , we can differentiate two main categories: spatial detection algorithms providing information about object intersection on a time-step basis, and spatio-temporal detection algorithms providing information about trajectories intersection. The spatio-temporal algorithms can detect the exact time [Redon et al. 2000 ] when a collision event occurs. This time can be used to provide a more physical output (for instance conservation of momentum). This approach also referred to as event-based detection collision, is however generally more computationally expensive. Even if an asynchronous approach can be used to use event-based collision detection algorithms to achieve the requirements needed for haptic interaction [Ortega et al. 2007 ], spatial detection algorithms are more commonly used [McNeely et al. 1999; Johnson and Willemsen 2003; Merlhiot 2005] in complex real-time haptic simulations proper to virtual prototyping for instance.
Various feedback can be added to the virtual scene to improve the perception of simulated contact between solid objects, mainly visual, auditory and haptic/tactile feedback.
Visual feedback is generally the main feedback, if not the only, in many virtual simulations. The contact between two solid objects in such simulations can be often directly perceived through the sole graphical rendering of the virtual scene. However in many situations, the perception of the collisions is not easy, especially for virtual scenes involving objects with a complex geometry. To improve the perception of contact, several rendering effects have been used such as drop shadows or interreflexion effects [Hu et al. 2000] . Several studies were focused on the use of visual aids to improve the perception of contact between virtual objects. For instance, visual feedback can be used to display global information of contact such as color code applied to the colliding object [Gomes de Sá and Zachmann 1999] , e.g. red for collision, green for free-motion. In some studies visual glyphs are used to display local information of contact [Lécuyer et al. 2002; Sreng et al. 2006] . Visual effects can also be directly applied on the manipulated objects to convey proximity and contact information using color codes or illumination effects [Sreng et al. 2006] .
Auditory feedback of contact has been widely studied in many different contexts from auditory perception psychology to real-time sound synthesis. Ecological psychology studies have shown that subjects often tend to perceive sound as causing events [Warren and Verbrugge 1984] . Numerous studies have been conducted on the synthesis of impact and friction sounds using modal synthesis [van den Doel et al. 2001] . Simulations using finite element method have also been used to generate more realistic sound from the analysis of the object's shape [O'Brien et al. 2001 ] and used in real-time rendering techniques adapted to large scale environments [Raghuvanshi and Lin 2006] . When used in rigidbody simulations, the impact sounds can be generated using events, as proposed by Takala and Hahn [1992] in their description of a methodology for computer animation based on triggered events. Besides the impact event, the sound synthesis engine can also rely on more physical information such as force profiles or interaction velocities which can be given by ad hoc physical simulation or by haptic interfaces [Cadoz et al. 1984; DiFilippo and Pai 2000; Yano et al. 2004; Avanzini and Crosato 2006] to generate more accurate impact sound or continuous friction sound.
Haptic interfaces have also been used to improve the perception of contact between solid objects especially for virtual prototyping purposes [McNeely et al. 1999; Johnson and Willemsen 2003] . The realism of the haptic interaction is based on the ability of the haptic device and the underlying physical simulation to render forces at a high frequence rate up to several kilohertz [Boff and Lincoln 1988] . However it is not possible to render stiff features like a contact between rigid objects at such a framerate using the classical closed-loop feedback used to regulate force output of haptic interfaces [Diolaiti et al. 2005] . Even if efforts have been expended to overcome these limitations [Colgate et al. 1993] , closed-loop haptic feedback is inherently restricted to smooth, low-frequency forces which are unsuitable for a realistic feedback. To improve the realism of impact between rigid objects, rendering techniques based on openloop haptic feedback have been developed [Hwang et al. 2004; Kuchenbecker et al. 2006 ] by superimposing eventbased high frequency transient force pattern over the traditional force feeback. The contact interaction can also be improved by using haptic texturing [Diane and Minsky 1995; Siira and Pai 1996; Otaduy et al. 2004 ] to simulate the irregularities at the surface of a rigid object.
Many multimodal platforms using haptic, audio and visual feedback were developed. For instance, DiFilipo and Pai developed an audio and haptic interface which simulates a contact sound closely related to the haptic interaction [DiFilippo and Pai 2000] . Their approach was however limited to a simple 2DOF interaction. Lécuyer et al. proposed a multimodal prototyping platform integrating visual, haptic and audio feedback of contacts [Lécuyer et al. 2002 ] to evaluate the effect of the various feedback on user's performance. The interaction was however limited to 3DOF and the audio feedback used was an auditory alarm beep triggered on collisions. Few multimodal software frameworks that include 6DOF haptic rendering were proposed such as I-TOUCH [Pocheville and Kheddar 2004] . This framework however depends on the underlying physical simulation used to render the contact information and does not integrate event-based rendering.
Definition of contact states and contact events
Over the numerous rendering techniques that can be used to improve the perception of contact between solid objects, we can distinguish two kinds of information:
• A continous information on the interaction of the objects states such as positions or contact forces. This information is associated to a time-independent state of the simulation, i.e. it is possible to obtain this information at each time independently without considering past or future evolutions of the virtual scene. We can distinguish two contact states ( Figure 1 ) :
• A discrete event based information describing the evolution of each object for instance impact events or detachment events at the end of a contact. The different events are the transitions between the contact states ( Figure 1 ) :
The different states (free motion, friction) and events (impact, detachment) associated to a contact.
Continuous information is essential for graphic rendering or closed-loop haptic force feedback; however it may not suffice to produce a realistic audio or haptic rendering of contact, especially if the complexity of the virtual scene cannot allow a fast physical simulation. Indeed, the transient nature of an impact cannot be efficiently conveyed by the physical simulation and the rendering devices due to the limited computational update rates.
The different events and collision states can be used over the classical rendering techniques by adding more high-level information about the contact between objects. For instance, the impact event associated to the physical impact transient can be used by adapted haptic or audio algorithms to emulate the physical response associated to this event. More generally it is possible to associate any continuous state or any event with a specific rendering technique to improve the perception of contact.
The event-based approach seems to be a good solution to improve the multimodal rendering of virtual contact. To remain independent from the physical engine and collision detector used to perform the simulation and the closed-loop haptic rendering, we chose to generate the different events by using only the position of each object and each contact in the virtual scene. Thus, we can easily add any event-based feedback to an existing 6DOF haptic simulation to improve the contact rendering.
Computation of contact states and events
In this section we introduce a method to generate the different contact states and events using only the position of each object and each contact given by the simulation.
Notation
In this section, we will use the notation of [Stramigioli 2001 ] to describe the motion of rigid bodies :
Ψi Right-handed coordinate frame i.
Homogeneous transformation matrix from Ψi to Ψj.
Twist of Ψi with respect to Ψj expressed in coordinate frame Ψ k .
A(t) A at the time t ∈ R.
A[x] A at the time-step x ∈ N.
Using this notation, we can associate to each moving body i a right-handed frame Ψi. Let Ψ0 be a chosen reference coordinate frame, we can associate the position and orientation of each body i with the homogeneous matrix H 0 i (transformation matrix from Ψi to Ψ0). This homogeneous matrix is an element of a Lie group which is a matrix representation of SE(3), the special Euclidian group :
where SO(3) is the special orthogonal group which can be represented as rotation matrices R ∈ R 3×3 with R −1 = R T and det(R) = 1.
Two frames representing two bodies i and j, Ψi and Ψj moving with respect to each other can be represented as a trajectory H j i (t) ∈ SE(3), t ∈ R. We can define the instantaneous relative motion of the two bodies by using twist matrices :T
This matrix is a representation of an element of the Lie algebra se(3) corresponding to the Lie group SE(3) :
The matrixω used in the previous representation of se (3) is antisymmetric such that ∀ω ∈ R 3 , ∀u ∈ R 3 ,ωu = ω ∧ u. We can then associate each matrixT ∈ se(3) with a vector representation T ∈ R 6 :
In this representation of a twist, ω is the angular velocity and v is the linear velocity.
The change of twist coordinates from Ψ l to Ψ k can be calculated with the adjoint map:
with AdH :=
Computation of contact states and events based on object velocities
The different contact events can be determined using the movement of the bodies during contact [Ruspini and Khatib 2000] , namely the linear relative local velocity v 
The beginning and the end of a contact can be expressed as the temporal limits of the contact conditions, respectively for impact and detachment :
We can generate the impact and detachment event considering the magnitude and the direction of the normal velocity vN In the following sections, we will detail the method to determine and generate the different states and events. 
Velocity computation
The main objective is to calculate normal and tangential velocities of contact points using discrete positions H We can easily estimate the velocity v[x] using backward differentiation method :
With the previous matrix representation of SE(3) we can estimate T i,0
for each body i :
The velocity T 
We can now calculate the velocity of the point m expressed in the frame Ψ0 using Ψm, the translate of Ψ0 by m :
Time-stepping issues
Our goal is to detect efficiently the transitions of vN p,b a using the object's position given by the physical simulation. However we cannot apply the different velocity conditions straightforwardly considering only positions in a timestepped way :
• If a contact occurs between two time-steps, the object velocity at the moment of contact (the last time-step) will depend on the current and previous object position. However, the current object position can be very near to the previous one if at the previous time-step the object was very close to another one. Thus the velocity is likely to be very different for the same kind of movement depending on when the contact occurs within the timestep (Figure 3 ).
• The velocity computation using discrete positions can introduce important round-off errors, especially with high time-step or with sliding rotation-translation movements.
Figure 3: For a same movement on t1 and t2, the position on time-step t3 can lead to different velocities at the contact point depending on when the impact occurs within the timestep.
In the following section, we will discuss the method we chose to overcome these issues.
Final computation
The different contact events are generated using the normal and tangential velocity of each contact point of the moving bodies.
The impact event
The impact event is generated by evaluating the normal velocity vN can be used to generate the impact event on the condition :
The tolerance parameter is used to filter the round-off errors and can be adjusted according to the time-step and the maximum velocity permitted by the physical engine for the objects' movement. We can estimate this error by considering a simple gliding case combining translation and rotation with an angular velocity ω and a lever arm l simulated at the time-step τ :
with the round-off error of the differentiation method δerr(τ ) = τ 2
The detachment event
The detachment event is also generated by evaluating the normal velocity vN 
Preliminary conclusion
In the previous sections, we described a generic method to determine and generate the different contact states and events. The impact and detachement events are generated using Equations 9 and 12. The friction state is determined using Equation 14. In the following sections, we will decribe the multimodal feedback that we implemented using this approach.
Multimodal rendering based on contact states and events
The generated events can be used with several rendering techniques to enhance the perception of contact. Among the numerous possibilities of association between an event and a rendering technique, we chose to implement an intuitive rendering of contact for all the modalities (Table 1) to improve the realism of the interaction in a complex virtual scene. 
Contact state and contact events

Software architecture
These event-based techniques were easily integrated with a multi-refreshrate architecture using a physical 6DOF simulation and various devices (visual, audio and haptic). The rendering architecture is described in Figure 4 . The states and events generator is integrated in addition to a classical rendering architecture. The generated states and events are then used by the different devices. 
Visual feedback
We implemented two different types of visual feedback using the impact and detachment events and the friction state.
Impact event. We chose to implement an intuitive visual representation of impact based on particle effects (Figure 5) . On each impact, visual particles are emitted from the contact point with the same direction. A particle emitter can be characterized by several parameters (d, p, θ, N, T, Vmin, Vmax) :
p The position of the emitter.
(d, θ) The direction of emitted particles and the angular dispersion around the emitting direction.
(Vmin, Vmax) The velocity range of emitted particles. The velocities of particles are uniformly repartited between Vmin and Vmax.
(N, T ) The number of emitted particles and the duration while the particles are emitted.
On an impact event at the position m of normal velocity vN m,b a , an emitter is created such as :
with Vt a threshold value to guarantee the visibility even on slow impact and Vs adjusted to fit the dimensions of the virtual scene.
Detachment event. On a detachment event at the position m of normal velocity vN m,b a , we use the same technique of particles to produce a kind of "bubble blow" effect (Figure 5) : Friction state. We chose to implement two types of visual feedback on the friction state: a first feedback using the same particle effect as used for impact and detachment events and a second feedback using a pencil effect at the contact point.
The particle effect is produced by emitting the particles in the opposite direction of the tangential velocity vT m,b a : according to the classical blue-greenyellow-red color gradient. To achieve this effect using the discrete position of every contact points at each time-step, we use the tangential velocity vT m,b a to draw small rectangles that will overlap to create a continuous line. Each rectangle can be described as a thick segment (x1, x2) of width w and color hue h :
where ws is a base width parameter and vT max and fmax the upper boundaries of tangential velocity and contact force.
Audio feedback
We implemented a realistic spatialized audio feedback based on modal sound synthesis of impact and friction [van den Doel et al. 2001; Raghuvanshi and Lin 2006] to illustrate the impact event and the friction state.
We used an offline modal analysis of the different objects to produce a sound related to the material, the geometry and the location of the interaction. To each object a, we associate a modal model Ma = {f, d, A} of modal frequencies f , dampings d and amplitudes A for each location on the object. The modelled response for an impulse at a location m is given by :
The z-transform used for a real-time synthesis of the modal filter is :
The input profile given to the filter is generated with the different impact events and friction states. Friction state. During the friction state, we generate a fractal noise input profile which represents the surface roughness passed through a bandpass filter of frequency ω proportional to ||vT m,b a || to provide the perception of changing pitch at different velocities. The resulting sound output is then spatialized in the virtual sound-scape at the position m of the contact point using the VBAP algorithm [Pulkki 1997] (Figure 7 ). 
6DOF Haptic feedback
We implemented a high-frequency event-based 6DOF haptic rendering using the impact event on a Virtuose 6DOF interface [Haption 2003 ].
A classical haptic feedback was first implemented with a two channel architecture consisting of traditional closed-loop coupling and event triggered impulses. The closed-loop coupling is a simple proportional derivative control loop. For each degree of freedom i of the Virtuose 6DOF, the control torque Γi is computed with the differences between the simulation and haptic device joint positions ∆qi and velocities ∆qi. Ki and Bi are the proportional and derivative values selected to enable stability and "good haptic sensation" with the device.
Γi
This control scheme may not allow a realistic contact sensation since the virtual stiffness is bounded by stability issues [Diolaiti et al. 2005] . To overcome this limitation, eventbased haptic approaches were already proposed by [Hwang et al. 2004; Kuchenbecker et al. 2006 ] to improve the rendering of contact by superimposing high-frequency force patterns. However, these approaches were only demonstrated in a 1DOF context. Here we propose an extension of existing methods: an implementation of 6DOF event-based haptic rendering. To do so, we first compute an equivalent collision wrench with the sum of elementary forces proportional to normal impact velocity and averaged by the number Ne of events, since the number of contacts is not related to impact intensity. We chose to apply the damping term Bs to the normal local velocities to compute the elementary wrenches W l (k) associated to the impact point k at position m k .
To obtain the haptic collision impulse, we multiply our event wrench by a simple 250 Hz decaying sinusoid s(t) and we compute the corresponding torques with the jacobian matrix J of the Virtuose 6DOF kinematic model. Thus we obtain a torque array Γe(t) representing the event element in our haptic command:
Eventually the final torques Γ f (t) applied to the haptic device is the sum of this new event impulse and the set of closed-loop torques Γ cl (t):
Γ f (t) = Γe(t) + Γ cl (t) (24)
Hardware setup
Theses implementations have been successfully tested on a multimodal virtual reality platform (Figure 8 ). The hardware setup used was a 3.4GHz Pentium 4 PC used with a Techviz immersive visualization platform, a RME Fireface sound card with 12 speakers and a Virtuose 6DOF haptic device from Haption. The virtual simulation engine was XDE software of the CEA and the visualization software was Ogre3D. Preliminary testings are promising, suggesting that these implementations can successfully improve the user's perception of contact but future work is necessary to formally evaluate the impact on the user's manipulation. 
Conclusion
We have proposed a general event-based approach to improve multimodal rendering of 6DOF contact between objects in interactive simulations. We used impact and detachment events and friction state to generate an integrated visual, audio and haptic feedback. We proposed a method to generate the different events using only the position information of each virtual object to reduce the dependence on a specific collision detection engine. Several feedback were implemented using this event-based approach: first, we described a visual feedback implementation based on particles and pencil effect. Second, we implemented a realistic audio feedback of impact and friction sounds. Then we introduced a novel 6DOF haptic rendering algorithm based on the impact event. These first implementations can be easily extended with other event-based effects on various rigid body simulations thanks to our modular approach. These implementations were successfully integrated in a multimodal simulation dedicated to virtual assembly.
Future work. Future work will first deal with a formal evaluation of the different rendering techniques of contact. This evaluation is expected to quantify the impact on the user manipulation in complex virtual scenes, especially in virtual assembly context. We would also like to test some other feedback on the different contact states and events. First we would like to investigate the use of 6DOF haptic texture [Diane and Minsky 1995; Siira and Pai 1996] on the friction state. We would also like to improve the realism of the haptic impact using a 6DOF acceleration matching based method [Kuchenbecker et al. 2006] instead of a decaying sinusoid. Then, we would like to test more varied feedback for instance audio and haptic feedback on the detachment events.
