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ABSTRACT
We have designed a powerful new algorithm to detect stellar streams in an automated
and systematic way. The algorithm, which we call the STREAMFINDER, is well suited for
finding dynamically cold and thin stream structures that may lie along any simple or
complex orbits in Galactic stellar surveys containing any combination of positional and
kinematic information. In the present contribution we introduce the algorithm, lay out
the ideas behind it, explain the methodology adopted to detect streams and detail its
workings by running it on a suite of simulations of mock Galactic survey data of simi-
lar quality to that expected from the ESA/Gaia mission. We show that our algorithm
is able to detect even ultra-faint stream features lying well below previous detection
limits. Tests show that our algorithm will be able to detect distant halo stream struc-
tures > 10◦ long containing as few as ∼ 15 members (ΣG ∼ 33.6 mag arcsec−2) in the
Gaia dataset.
Key words: Galaxy : halo - Galaxy: structure - stars: kinematics and dynamics -
Galaxy: kinematics and dynamics
1 INTRODUCTION
Stellar streams around galaxies are of great importance as
their orbital structures are sensitive tracers of galaxy for-
mation history and the underlying gravitational potential
(Eyre & Binney 2009; Law & Majewski 2010). The number
of streams in principle places a lower limit on the number
of past accretion events, allowing one to quantify the num-
ber of stars that are a result of hierarchical merging events.
Moreover, in the case of the Milky Way, where we can obtain
a full phase-space picture, knowing the orbits of a sample of
streams can shed light on the distribution function of halo
accretions (and hence probably of the halo itself). Dynami-
cal modelling of such stellar streams is a promising avenue
to constrain the dark matter distribution of the Milky Way
and measure the lumpiness in its distribution (Ibata et al.
2002a; Johnston et al. 2002; Dalal & Kochanek 2002; Carl-
berg et al. 2012; Erkal et al. 2016; Sanders et al. 2016).
Streams that are a result of tidal disruption of low mass
progenitors tend to be dynamically cold and thin and are
in particular of great interest for probing the dark matter.
Dynamical modelling of their well defined and simple orbital
structures is one of the best ways to constrain the dark mat-
ter distribution in the Galaxy (Koposov et al. 2010; Ngan &
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Carlberg 2014; Bovy et al. 2016). However, the general lack
of reliable tangential velocities and distance measurements
of the stream stars can be consistent with multiple (degen-
erate) solutions (see, e.g., Varghese et al. 2011). Dynamical
modelling of the known streams using the quality of velocity
information that will soon be made available in the second
data release (DR2, scheduled for April 2018) of the Euro-
pean Space Agency’s Gaia mission (de Bruijne 2012; Gaia
Collaboration et al. 2016) can be used in combination with
distance estimates (derived from Gaia photometry or other
surveys like the Canada-France Imaging Survey, Ibata et al.
2017) to resolve this degeneracy to some extent. But, in or-
der to significantly improve the estimates of the Galactic
mass distribution and the distribution function of the halo
out to large Galactic radii, where the potential is basically
unconstrained by other tracers, more stream detections are
required. The present contribution aims to construct an op-
timised algorithm to detect stream structures.
There already exist some effective stream detection
methods that have been successful in detecting the streams
that we know of so far in the Milky Way. These include:
(i) Matched filter: The matched filter (MF) technique
(Rockosi et al. 2002; Balbinot et al. 2011) incorporates
colour-magnitude weighting of stars to find structures that
belong to a specific Single Stellar Population (SSP) model.
The Palomar 5 stream (Odenkirchen et al. 2001), GD-
1 (Grillmair & Dionatos 2006), Orphan (Belokurov et al.
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2006), Lethe, Cocytos, and Styx (Grillmair 2016), and most
recently the Eridanus and Palomar 15 streams (Myeong
et al. 2017) and the 11 new streams detected in the DES
(Shipp et al. 2018) were all found with this technique. How-
ever, the drawback of this method is that it does not incor-
porate kinematics and its performance is expected to drop
significantly if the structure possesses a significant distance
gradient.
(ii) Detection of co-moving groups of stars: Several halo
substructures were initially identified as groups of stars of
similar type (e.g. RR Lyrae, Blue Horizontal Branch Stars)
that are contained within a small phase-space volume. Sev-
eral streams in the Milky Way have been detected by em-
ploying this or a variation of this technique (Aquarius by
Williams et al. 2011, Arcturus by Arifyanto & Fuchs 2006
and the Virgo stream by Duffau et al. 2006). The drawback
of this approach lies in the fact that it requires the stars to
have complete kinematic information. This requirement will
not be completely fulfilled in the Galactic halo (where the
streams of interest for dark matter studies lie) even in Gaia
DR2.
(iii) Pole counts: The Pole Count technique (Johnston
et al. 1996), works well for identifying substructures that
are on great circle paths around the Milky Way and are of
high contrast (it was useful in detecting structures like the
Sagittarius stream Ibata et al. 2002b). This method can be
further improved by supplying the algorithm the available
kinematic information (Mateu et al. 2017). The method is
expected to reveal only those streams that lie almost along
great circular paths on the sky, and the streams on rather
complex orbits can again go undetected.
However, in light of the revolutionary dataset that Gaia
will deliver, we desired to build an algorithm that is able
to use as much as possible of our prior knowledge of stel-
lar streams to maximise the detection efficiency. In this pa-
per we introduce the STREAMFINDER algorithm that we have
built, explain the physical motivation behind it and demon-
strate its workings by running a suite of test simulations. We
find that our algorithm can detect very faint stream features
in the dataset of the quality that will soon be delivered by
Gaia DR2.
This paper is arranged as follows. In Section 2 we
present the motivation and the basic idea behind the work-
ings of our algorithm. Section 3 gives a proof of concept
of our method through the detection of a simplistic orbital
stream model. Section 4 presents the success of our tech-
nique by demonstrating the detection of an N-body tidal
stream structure. Section 5 exhibits the ability to detect
multiple streams criss-crossing each other in a given patch
of sky. In Section 6 we detail additional criteria incorporated
into the algorithm that improve the contrast of the streams.
We test the detection limit of our algorithm in finding ex-
tremely faint stream structures in Section 7. In Section 8 we
study the effect of assuming a wrong Galactic mass model.
Finally, in Section 9 we discuss the implications of our study.
2 STREAMFINDER
Different surveys of the Milky Way cover different sky re-
gions, probe different depths of the sky and deliver different
combinations of phase-space measurements. We sought to
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Figure 1. The STREAMFINDER concept. (a) The red dots represent
schematically the spatial positions along a segment of an orbit,
part of a stream that we are interested in detecting. The dots
labelled ‘1’ and ’2’ mark, respectively, the beginning and the end
of this orbit segment. The blue dashed curve represents the orbit
integrated using the 6D phase-space value of stellar point ‘1’ as
initial conditions. This trial orbit passes close to other stream
members, allowing them to be associated with the structure. (b)
The red dots now represent a more realistic scenario of a stellar
stream where the tidal arms and the progenitor possess slightly
different energies and hence lie along different orbits. Therefore,
the trial orbit (blue-dashed curve) calculated using the phase-
space measurement of some stream star corresponding to some
(E, Lz) value fails to fit the entire stream structure. But if the
same 6D orbit is upgraded to a 6D hyper-dimensional-tube (black
cylinder), then the stream becomes circumscribed within it.
develop a generic algorithm that would work with any mix of
datasets containing any combination of positions and kine-
matics. We also desired the algorithm to have the property
of being able to handle datasets with partial sky coverage
and incomplete information on some parameters, so as to
make the most of the available surveys.
Since we suspect that the most massive star streams
in the Milky Way have already been discovered, we decided
to design the STREAMFINDER algorithm to detect primarily
narrow low-mass tidal streams, and we expect these faint
structures to lie hidden under a dominant “background” of
contaminants (in most cases the contaminants will actually
be in the foreground).
MNRAS 000, 1–16 (2018)
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2.1 Stream Detection Concept
The tidal disruption of low-mass progenitors leads to the for-
mation of thin and dynamically cold streams. These streams
closely delineate orbits in the underlying gravitational po-
tential of the Galaxy (Dehnen et al. 2004).
Consider an ideal scenario where we have a segment of
an orbit (Figure 1a). The red dots represent the positions
of the stars (members of a hypothetical stream that per-
fectly delineates this orbit) along their orbital structure in
6D phase-space. Suppose we have access to perfect 6D po-
sition and velocity values (x, v) for all these stream stars
and that we also know the underlying gravitational poten-
tial. Then, if one integrates a trial orbit (blue-dashed curve)
using the given 6D phase-space value (xi, vi) of one of these
stream stars, then this trial orbit would sew through the
remaining stars in the 6D phase-space, revealing the entire
stream structure.
In reality, streams do not delineate perfect orbits (Fig-
ure 1b). Stars in a tidal stream have slightly different (E,
Lz) values, and therefore lie along slightly different orbits
(see, e.g., Eyre & Binney 2011). The slight differences in en-
ergies and orbital trajectories of the stream stars as they are
lost from their progenitor lead to a finite structural stream
width (s) in real space and velocity dispersion (σv) in veloc-
ity space.
Our method makes use of the realisation that the mem-
bers of a stream can be contained within a 6D hyper-
dimensional tube (or hypertube) in phase-space, with width
in real and velocity space similar to the size and velocity
dispersion of the progenitor cluster. N-body disruption sim-
ulations show that the length of the stream, depends on the
mass distribution of the progenitor, and the orbit and time
of accretion onto the host galaxy.
This suggests that a way to detect streams is to con-
struct 6D hypertubes, with plausible phase-space width and
length, and then count the number of stars that are encap-
sulated within them. This scenario is depicted in Figure 1b
where red dots represent the stream stars, and the black
cylinder is the hypertube surrounding the trial orbit (blue
dashed curve).
3 ORBITAL STREAM MODELS
We first present the algorithm applied to an idealised sit-
uation where streams follow perfect orbits. The very low
contrast streams are added into a realistic mock dataset for
Gaia (the Gaia Universe Model Snapshot, or GUMS, Robin
et al. 2012), and then we try to detect this faint stream
feature from the stellar contamination using STREAMFINDER.
The mock stream was modelled by degrading an orbit
as follows. We selected a random 6D phase-space position
to give the initial conditions of the orbit. This initial con-
dition was then integrated for T = 0.1 Gyr, in the realistic
Galactic potential model 1 of Dehnen & Binney (1998), to
form an orbit (the value of T was chosen so that the orbit
appears long enough to mimic observed streams found in the
SDSS). The transformation of this orbit into the heliocentric
observable frame was accomplished using Sun’s Galactocen-
tric distance of 8.5 kpc and adopting the peculiar velocity
of the Sun V = (u, v, w) = (11.1, 12.24, 7.25) km s−1
(Scho¨nrich et al. 2010). The resulting orbit model is shown
in Figure 2.
To give this orbit a stream-like appearance, we need
to provide a structural width and a velocity dispersion. For
this, we chose s = 50 pc and σv = 2 km s
−1. These val-
ues are adopted in accordance with the values of some of
the currently known dynamically cold streams (Grillmair &
Carlin 2016, and references therein). To smear the data in
phase-space, every orbital point was then convolved with a
Gaussian with dispersion equivalent to these values.
The stream stars were assigned GBP −GRP colour and
G magnitude in the Gaia bands, using a Padova SSP model
(Marigo et al. 2008) of metallicity [Fe/H] = −1.5 and age
10 Gyr, appropriate for a typical halo globular cluster. A
lower limit of G0 = 19 was chosen so as to mitigate against
variations in extinction in the high latitude fields of inter-
est for halo studies, which would otherwise cause variations
in survey depth. Given the assigned magnitude, we gener-
ated an uncertainty in proper motion (µl, µb) according to
the “End-of-mission” sky average1 as shown in Figure 2.
The dependency of the proper motion errors on the G-band
magnitude is shown in Figure 4.
The detection limit for radial velocities in Gaia DR2 is
expected to be only G = 13 mag, but even in the later data
releases, most Gaia halo stars will not have measured radial
velocities. Likewise, virtually no distant halo stars will have
well-measured parallaxes with Gaia. We therefore omit both
the radial velocity and distance information from our sim-
ulated streams, retaining only 4D astrometric information
of the mock stream stars in the form of (`, b, µl, µb) along
with the stellar photometry (G,GBP,GRP) and associated
observational errors (Figures 2 and 4).
The GUMS data were degraded in proper motion based
on their G-band magnitudes and once again we retained
only 4D phase-space information of the data in the form of
(`, b, µl, µb) along with the photometry (G,GBP , GRP ) and
the observational errors.
The GUMS data with the mock stream model added
in are shown in Figure 3. This particular orbit was chosen
as its position in proper motion space lies in a region of
high contamination from Galactic field stars, so that it is
effectively indistinguishable from Galactic field stars. The
CMD and the dependency of the proper motion errors on
the G-band magnitude is shown in Figure 4. Comparing
the number of Galactic stars to those in the mock stream
(nstream/ndata ≈ 0.015%), one can appreciate that the mock
stream is an ultra-faint feature.
3.1 STREAMFINDER in action
The mock Gaia dataset is fed into the algorithm to detect
the ultra-faint stream model that we have introduced into
the GUMS data. We now detail the steps that the algorithm
takes.
Since we are interested here in identifying halo streams,
we first reduce the number of disk contaminants by rejecting
those sources whose parallax differs from 1/3000 arcsec at
more than the 2σ level (i.e. objects that are likely to be
closer than 3 kpc). This makes it natural to set 3 kpc as the
1 See https://www.cosmos.esa.int/web/gaia/sp-table1
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Figure 2. Orbit stream model. The left panels show the perfect orbit model that we integrated, represented in position (a) and in
proper motion (c) space. The right panels display the same orbit smeared-out to match the properties of a typical cold stream and also
convolved with errors in proper motion consistent with the expected end-of-mission Gaia uncertainties. We retained only ∼ 50 stellar
points in order to obtain a low contrast structure. This structure represents the mock orbital stream model.
lower distance limit for analysis. To avoid having to consider
objects that venture arbitrarily far, we also impose an upper
distance limit in our analysis of 200 kpc. These cuts removed
49% of the sample.
3.1.1 Step 1: Assigning distances based on a stellar
population model
The algorithm uses a trial SSP model of single age and
metallicity to calculate the possible solutions to the abso-
lute MG magnitude value given the “observed” GBP −GRP
colour. With old metal-poor isochrones, there are at most
three absolute magnitude values (MG) possible for a given
colour value. The algorithm then estimates the possible dis-
tance values (Di, i = 1,2,3) of a given star based on the
“observed” apparent G magnitude value. If at least one of
the possible distance values lies within the chosen distance
range [Dmin, Dmax], then this particular star is retained for
further study. Table 1 lists the parameter intervals that we
adopted for the purpose of our analysis. By virtue of this
procedure, the data that lie outside the colour range of the
selected isochrone model are thrown away (in this case, leav-
ing 42% of the initial sample). We emphasise that this pro-
cedure does not follow from the Match Filter technique and
was applied only to reduce the number of contaminants and
so boost the signal to noise of the stream detection.
The algorithm then uses the derived distances of the
given star along with its proper motion value to calculate
the possible tangential velocities vt that it might have, cor-
rected for solar reflex motion. Since we are interested in
finding structures that are bound to the Galaxy, the total
3D velocity v of the member stars of the structures must be
less than the escape velocity of the Milky Way (vesc), i.e.,√
v2t + v
2
r = v < vesc , (1)
where vr is the radial velocity of the star. Since Gaia will
not give us access to the entire 3D velocity of halo stars, we
require only that vt < vesc.
Then for a given star, which has already satisfied the
distance criterion, if the condition vt < vesc, is satisfied for
any distance solution Di, then this star is retained in the
sample. We adopt vesc = 600 km s
−1, which corresponds to
the upper limit derived by Smith et al. (2007).
The sample after the application of these parameter
cuts is shown in Figure 5.
MNRAS 000, 1–16 (2018)
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Figure 3. Mock Gaia data. The stream orbit model (shown in Figure 2) was plunged into the GUMS dataset. The left panels represent
this mock dataset in (a) position and (c) proper motion space. The right panels represent the same dataset with the stream stars
highlighted in blue. The stream is an ultra-faint feature containing only 0.015% of the stars in this region of sky (the total number of
stars shown is ∼ 330, 000 stars). Given the variable extinction over the field, we trimmed the data below G0 = 19 to ensure homogeneous
depth.
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Figure 4. Mock Gaia data. The colour-magnitude diagram of the mock Gaia dataset is shown in panel (a) where the stream stars are
highlighted in blue. (The vertical stripes in the CMD are GUMS simulation artefacts). Panel (b) shows the variation of the proper motion
errors in σµl as a function of G-band magnitude (orange line). The bigger blue dots represent σµl for the stream stars. For the purpose
of these tests, we assume that the uncertainties in σµb mirror those in σµl .
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Figure 5. Data filtering. The data are first cleaned as described in the text to remove objects with high parallaxes. Next, using the
adopted SSP model to derive the distance, the algorithm rejects stars with distances and tangential velocities outside of the chosen
ranges. This filtering procedure allows the algorithm to diminish the contamination from field stars, making the stream search easier. In
this example, the number of stars dropped from ≈330,000 to ≈140,000. Panels (a)–(d) are identical to Figure 3, while panel (e) shows
the Gaia CMD of the contamination and stream, with the stream highlighted in blue in panel (f).
3.1.2 Step 2: Orbit Sampling and integration
The next task that the algorithm executes is the calcula-
tion of trial orbits for each star in the sample. Integration
of trial orbits requires specifying a potential as well as the
precise initial 6D phase-space position. For a given star, the
algorithm has access to the 4D data astrometric informa-
tion (`, b, µl, µb) along with the distance solutions Di. The
algorithm is not provided any radial velocity information
(although we note that it would be trivial to include any vr
measurements, if they were available).
The proper motions have associated errors and this also
does not allow us to pin-point a specific phase-space lo-
cation of each star. We circumvent this issue by sampling
orbits choosing parameter initial positions in the coordi-
nates of the observables that are consistent with the cor-
responding uncertainty distributions. The on-sky 2D posi-
MNRAS 000, 1–16 (2018)
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Table 1. Parameter ranges used to integrate orbits in the Galaxy.
Parameter minimum maximum
d 3.0 kpc 200 kpc
Dhelio 3.0 kpc 200 kpc
tion measurements (`, b) are extremely accurate and hence
are kept fixed. The same star has at most three possible
distance values, giving three sampled distance values. Fur-
thermore, every star has two proper motion components
(µl, µb). The corresponding measurement uncertainties force
us to sample values from the proper motion space as well.
So for a given (`, b,Di) combination, the algorithm samples
proper motion values between [−3σµ,+3σµ]. Finally, we also
sample linearly over radial velocity with a resolution of 10
km s−1 in such a way that the total velocity covers the range
[−vesc,+vesc].
In this way for every data point we get ∼ 30000 sampled
values (nD(∼ 3)×nµl(∼ 10)×nµb(∼ 10)×nvr (∼ 100)). Thus
the uncertainty associated with the astrometric and photo-
metric measurements, as well as the essentially completely
unconstrained radial velocity, is reflected as 30,000 possible
6D positions where a given star could lie in 6D phase-space.
Although this may appear to be a crude sampling of phase
space, we were surprised to find that it was adequate to
detect the artificial streams we simulated. To check if this
given data point has other associated coherent members that
share a similar orbital path, we try all of the 30,000 orbits
integrated using these sampled initial conditions. The pro-
cedure is sketched in Figure 6.
The sampled phase-space points are integrated using a
symplectic leapfrog integrator. We model the acceleration
field of the Milky Way with the flexible multipole expansion
software of Dehnen & Binney (1998); for these particular
tests, we again adopt their mass model 1.
3.1.3 Algorithm Parameters
The algorithm is provided with some generic control pa-
rameters that allow one to tune the size of the hypertube
in phase-space according to the morphology of the stream
structure that one aims to detect. These controls allow the
algorithm to be tuned and are discussed below.
(i) Hypertube width: We predefine the width of the hyper-
tubes in phase-space in terms of the allowed dispersion in
the velocity space (parameter σv) and the allowed structural
width in real space (parameter σw). These two parameters
define the morphology of the stream that the algorithm then
tries to detect.
To make reasonable assumptions about σw and σv, we
refer to Grillmair & Carlin (2016) and references therein,
where these properties of known cold streams are listed.
Based on this, we set σw = 100 pc and σv = 2.0 km s
−1,
which are appropriate for a stream derived from a low mass
progenitor cluster. For comparison, this value of σw when
projected on the sky gives an angular width of the stream of
0.30◦ at 20 kpc. For example, the GD1 stream has an angu-
lar width of 0.5◦ at a distance of ∼ 9 kpc, implying a width
of 70 pc (Carlberg & Grillmair 2013).
pi
p
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Figure 6. Orbit sampling. Due to measurement uncertainties and
the missing phase-space information of the stars, their current 6D
phase-space position cannot be pinned down precisely. This un-
certainty in information is illustrated here as tiny red dots around
star ‘1’ which are also the sampled phase-space positions of this
star. Using these sampled phase-space positions we integrate trial
orbits (cyan dashed curves) along which the streams (large red
dots) are searched for in the dataset. If we had used the “ob-
served” phase-space values directly for orbit-integration, instead
of sampling phase-space, that might launch an orbit that is mis-
aligned with the true trajectory of the star (black dashed curve)
and hence may not yield a detection.
(ii) Hypertube length: Stellar streams that are detected in
Milky Way surveys have different lengths that depend on
the detailed structure and mass of the progenitor, its orbit
and merging history. We therefore did not fix the orbits to a
particular length, but rather we integrated them until they
moved out of the chosen sky window under study.
3.1.4 Step 3: Stream Finding
For every trial hypertube, the algorithm tests all survey data
points to establish those that are compatible with this tra-
jectory. The orbit compatibility test is done in a 5D param-
eter space. Four of these dimensions come directly from the
astrometry of the data in the form (`, b, µl, µb). The remain-
ing dimension is one of the distance solutions Di, as derived
from the photometry. In practise, the algorithm uses dis-
tance moduli DM to encode the distance information, in
order to account easily for Gaussian uncertainties in pho-
tometry.
We model the stream as a structure that has a Gaussian
distribution perpendicular to the orbit, in each of the ob-
served dimensions of the data, and convolve this model with
the corresponding observational uncertainties. For a given
data point j, STREAMFINDER calculates the closest point k
along the trial orbit as
ωsky =
√
cos2(bjd)(`
j
d − `ko)2 + (bjd − bko)2 , (2)
where the ` and b are Galactic coordinate values and the
d subscript denotes “data”, while the o subscript denotes
the calculated “orbit”. If this angular distance is greater
than the chosen angular model hypertube width, then this
data point is considered to be incompatible with the given
MNRAS 000, 1–16 (2018)
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orbit and deemed to be a contamination star. If the datum
satisfies the angular width criteria, then for the given datum
j and closest orbital point k, the algorithm calculates the
following statistic, based on kinematics and structure:
Lkinematics = − ln(σskyσµlσµbσDM )−
1
2
(ω2sky
σ2sky
+
(µjl,d − µkl,o)2
σ2µl
+
(µjb,d − µkb,o)2
σ2µb
+
(DM jd −DMko )2
σ2DM
)
,
(3)
where µjl,d, µ
j
b,d and DM
j
d are the observed proper motion
and distance modulus values, and the corresponding model
values are marked with the subscript o. As stated before, the
Gaussian dispersions σsky, σµl , σµb , σDM are the convolution
of the intrinsic dispersion of the model together with the
observational uncertainty of each data point.
While we have constructed our statistic deliberately to
resemble the logarithm of the likelihood of a model, we stress
that Lkinematics is not a likelihood, as that would require one
to model properly the contaminating field-star population.
Such modelling would be computationally very costly and
hence impractical for the present purpose of finding streams.
If Lkinematics is found to be greater than the floor value
Lkinematics, floor (a parameter of the algorithm), then this
data point j is considered to be compatible with the or-
bit and hence qualifies as a candidate member. The same
orbit is compared to all the other stars in the dataset to
find all the compatible stars. If q stars out a total of nd in
the survey are retained as members of the orbit, we derive
the total statistic (based on the kinematics and structure),
as:
Lk = (nd − q)× Lkinematics, floor +
∑
q
Lkinematics . (4)
The first term on the RHS is designed to allow streams with
different numbers of encapsulated stars to be compared.
This procedure is carried out for all the trial orbits
through datum j. The trial orbit with the highest value of
Lk is considered to be the best orbit, and is then assigned
to datum j.
After processing all the data stars in this manner, the
output of the algorithm can be summarized in a density
plot such as that shown in Figure 7, where the input stream
model can be clearly seen. This means that despite the fact
that the stream model was an ultra-faint feature, the mul-
tidimensional analysis done by STREAMFINDER allows it to
detect even extremely low contrast objects. This procedure
using orbital models as streams gives us a proof of concept
of our algorithm.
4 N-BODY SIMULATED STREAM MODEL
In reality, star streams do not follow perfect orbits. So we
next test whether our hypertube search algorithm works well
with more plausible structures derived from the tidal disrup-
tion of low mass clusters. To this end we decided to produce
N-body models of streams for which we used the GyrafalcON
N-body integrator (Dehnen 2000) from the NEMO software
package (Teuben 1995).
Although we have tested our algorithm on various mock
N-body streams, we decided to present here a structure on
an orbit similar to that of the Palomar 5 globular cluster
stream (Odenkirchen et al. 2001; Rockosi et al. 2002). This
feature is a “poster child” case (Ku¨pper et al. 2015) of a
thin cold stream of the type that STREAMFINDER aims at
detecting.
The mock stream was created by choosing an initial
phase-space point for the progenitor cluster such that the
resulting stream matches the current position, distance, and
extension of the Pal 5 stream. The progenitor was built us-
ing a King model (King 1966), with mass, tidal radius and
ratio between central potential and velocity dispersion of
Msat = 2× 104 M , rt = 50 pc and Wsat = 2.5, respectively
(Thomas et al. 2016). Once the progenitor was initialised in
phase space, it was then evolved forwards for 3.0 Gyr in the
adopted Galactic mass model. In order to make the detection
more challenging, at the end of the simulation we removed
the stars within 50 pc from the progenitor remnant from the
sample. Our N-body stream closely follows the structure and
kinematics of the true Pal 5 stream, though we stress that
the purpose here is not to make a quantitative comparison
with the real stellar structure.
A similar procedure as before was followed to assign
Gaia-like proper motion uncertainties and Gaia colour-
magnitude values to the N-body particles. The degraded
version of the simulated stream was immersed in the same
degraded contamination (GUMS) model as used previously
in Section 3. The simulated data with the mock N-body
stream immersed in it is shown in Figure 8. We chose to
incorporate only 50 stream stars in this test (< 4% of the
probable 2×104 M progenitor of Pal 5), which amounts to
0.015% of the sample. The equivalent surface brightness of
the mock stream candidate is ΣG ∼ 32.5 mag arcsec−2.
This data was then fed to the STREAMFINDER algorithm
to detect this ultra-faint stream feature following exactly
the same procedure and analysis as described in Section 3.
The output of the algorithm is the map of the stream Lk
statistic shown on the bottom panels of Figure 8. The stream
members can be clearly identified above the contamination
in this map.
This case-study demonstrates the success of our algo-
rithm in detecting realistic and extremely faint stream fea-
tures in a Gaia-like dataset.
5 MULTIPLE STREAMS
In the hierarchical picture of galaxy formation, galaxies like
the Milky Way grow by repeated merging and accretion of
their satellites. Some of the disrupted satellites will have con-
tained star clusters (Bellazzini et al. 2003), which themselves
will eventually tidally disrupt to form long streams in the
Galactic halo. The “Field-of-Streams” image presented by
Belokurov et al. (2006) and the halo substructures map cre-
ated by Bernard et al. (2016), both show a Galactic sky full
of stream-like sub-structures. These images, along with the
many other detections of streams over the past few years,
strongly suggests that a significant fraction of the stellar
halo population is a result of hierarchical merging. As the
timescales for phase-mixing are extremely long, it may turn
out the Milky Way halo is a patchwork of criss-crossing
streams. This may be verified once Gaia DR2 delivers its
MNRAS 000, 1–16 (2018)
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Figure 7. STREAMFINDER density plot, showing the detection of an ultra-faint mock stream feature introduced into the GUMS data.
(a) The patch of sky shows no hint of the structure in density, however, it is clearly detected via the Lk statistic calculated by the
STREAMFINDER algorithm (b). The colour axis marks the relative value of Lk. The corresponding proper motion distribution is shown in
(c). Selecting only those stars with Lk > Lk,max − 150 reveals the stream very clearly.
excellent astrometric solutions for the stars over the entire
sky.
Therefore, we also test the ability of our algorithm to
make detections in this much more interesting case where a
patch of sky contains multiple streams laid over each other.
For this test, we again use the Dehnen & Binney (1998) mass
model 1 and the GyrafalcOn N-body integrator to produce
mock streams. We chose to model three such structures. We
keep the same (Palomar 5-like) mock stream as previously,
and add two new random streams.
The initial phase space distribution of the three pro-
genitors of the streams were selected as follows. The ini-
tial position of each satellite was drawn at a random di-
rection as seen from the Galactic centre, and with a uni-
form probability of lying in the Galactocentric distance
range of [10–30] kpc. The mean velocity of each satellite
was selected randomly from an isotropic Gaussian distribu-
tion with (one-dimensional) dispersion of 100 km s−1 (Har-
ris 1976). At these phase space positions, each progenitor
was constructed using a King model (King 1966). The mass,
tidal radius and ratio between central potential and veloc-
ity dispersion were sampled uniformly between the ranges
Msat = [2–4]× 104 M , rt = [20–80] pc and Wsat = [2–4].
Once the progenitors were initialised in phase space,
they were then evolved independently over a time period
between [2–6] Gyr in the same Galactic mass model men-
tioned above. We re-sampled the initial conditions of those
progenitors that did not disrupt or did not fall into the cho-
sen sky region. Each of the three streams was assigned an
SSP isochrone model of age and metallicity (10 Gyr,−1.28),
(10 Gyr,−1.58) and (10 Gyr,−2.28), which cover plausible
values for halo globular clusters. These streams were de-
graded in their astrometric measurements and were intro-
duced into a common contamination model in the same man-
ner as in Section 3. The data provided to the algorithm is
shown in Figure 9.
The algorithm was re-run three times with these data,
each time using one of the three isochrone models to assign
distances to the stream stars. Figure 10 shows the resulting
stream maps, where the first row uses the correct stellar
populations model for stream m1, the middle row for stream
m2, and the third row for stream m3.
This shows that the procedure needs to use the correct
trial SSP model to successfully detect the input streams.
With the real Gaia data it will be necessary to run the al-
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Figure 8. N-body stream case. The top panels (a) and (b) show the simulated stream in Galactic coordinates and proper motion
space. We have purposely removed the progenitor to challenge the algorithm. Figures (c) and (d) show the degraded version of the
stream where the quality of the data is degraded in accordance to expected Gaia errors and only 50 data points are retained (equivalent
surface brightness of ΣG ∼ 32.5 mag arcsec−2). (e) and (f) represent the GUMS data with the mock stream superposed. There are
around ∼330000 contaminating field stars, so nstream/ndata ≈ 0.015%. Panel (g) displays the relative likelihood Lk obtained from the
STREAMFINDER, revealing the low contrast stream feature, while (h) represents the subsample with the highest values of Lk.
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Figure 9. Multiple stream case. The top panels show the degraded version of the three N-body simulated streams in Galactic coordinates.
The middle panels show the GUMS data with the three streams immersed. The bottom panels show the colour-magnitude distribution
of these data: (e) shows the data along with the streams within it, while in (f) the stream is highlighted in blue. We chose 3 isochrone
models appropriate for halo globular clusters with age and [Fe/H] = (10 Gyr,−1.28), (10 Gyr,−1.58) and (10 Gyr,−2.28) for, respectively,
models m1, m2 and m3. Though not explicitly shown here, the streams probe distances between 10 to 28 kpc. Each stream possesses 50
stars, and has an equivalent surface brightness of ΣG ∼ 32.5 mag arcsec−2.
gorithm over a grid in metallicity and age (our tests suggest
that intervals of 0.1 dex and ∼ 1 Gyr are appropriate).
6 LUMINOSITY FUNCTION AND
CONTINUITY: ADDITIONAL STREAMFINDER
CRITERIA
So far, we have discussed searching for sub-groups of stars
in a sample whose kinematic and spatial properties mirror
a plausible orbit. We will now also include two additional
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Figure 10. STREAMFINDER results for the case of multiple streams in a given patch of sky. The left panels show the spatial distribution
of the statistic Lk obtained using different isochrone models, and the right panels show the data points with the highest Lk values. The
upper, middle and lower panels are derived using, respectively, the SSP models with age and [Fe/H] = (10 Gyr,−1.28), (10 Gyr,−1.58)
and (10 Gyr,−2.28). As expected, a given isochrone model enhances the detection strength of the stream structures corresponding to
that particular isochrone. (The Lk values shown here are values relative to the minimum).
criteria that will help improve further the contrast of faint
structures.
Our algorithm aims to find thin and cold stream struc-
tures. These structures are expected to be remnants of a
globular cluster and are formed by their disruption and
dissolution. The member stars of most star clusters follow
closely stellar evolutionary models of a single age and metal-
licity, and although now totally disrupted, the stream stars
share similar age and metallicity as that of the progenitor
and hence must follow a similar isochrone track. We incor-
porate this concept into our algorithm, thus making use of
the photometric information of each candidate group of stars
identified by the algorithm.
To this end we use as a template the G-band cumu-
lative luminosity function of the same SSP model as was
used to derive the distance solution with the hypertube tech-
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nique. For each candidate group of stars, we calculate the
Kolmogorov-Smirnoff Test probability PKS,LF that the stars
are drawn from this model luminosity function.
We further expect that stellar streams are extended
structures, yet so far the criteria that have been described
do not allow us to distinguish an extended stream from a
small-scale localized over-density. To remedy this, we incor-
porated an additional criterion into the algorithm to calcu-
late the Kolmogorov-Smirnoff Test probability PKS,continuous
that the member stars of a candidate structure are uniformly
distributed along the orbit segment contained within the sky
window under study.
The final statistic we use is then:
L = Lk + ln(PKS,LF) + ln(PKS,continuous) . (5)
Figure 11 is an improved version of Figure 10 after in-
corporating the luminosity function and the continuity cri-
teria into the L statistic used by the algorithm. As can be
seen by comparing the colour axes of the two figures, the
additional criteria improve the contrast of the detection.
7 TESTING THE DETECTION LIMIT
It is useful to gauge the faintest stream structure (in terms
of number of stream stars) the algorithm can detect. To
this end we reran our algorithm over the m1 mock dataset,
which shares the orbital properties of the Palomar 5 globu-
lar cluster. We reran the algorithm, removing one star at a
time from the stream to see at what point the structure be-
comes lost in the noise. We found that with an initial stream
containing 15 stars, 10 were recovered with values of the L
statistic higher than 1 in 150000 among the contaminat-
ing population (i.e., ∼ 4.3σ). The corresponding stream has
an equivalent surface brightness of ΣG ∼ 33.6 mag arcsec−2
over this > 10◦ region, and is shown in Figure 12. This is
very promising and means that the application of our algo-
rithm onto the actual Gaia dataset could reveal the presence
of ultra-faint streams.
We must point out that this limit depends on the num-
ber of contaminants, the observational errors and on the
morphology of the structures that are present in the halo.
However, the test case that we simulated here shares the or-
bit of the real Palomar 5 (albeit with a much lower surface
brightness), and so we think it provides a useful preview of
the detectability of a very tenuous stream at an advanced
stage of tidal disruption.
8 EFFECT OF ADOPTING A WRONG
GALACTIC POTENTIAL
Hitherto we have presented test cases where the trial or-
bits were integrated in the same Galactic potential model
in which the mock streams were originally simulated. Al-
though the Dehnen & Binney (1998) mass model 1 we have
employed here was a reasonable fit to available data in 1998,
the Milky Way potential may in reality be fairly different.
To gauge the effect of adopting a wrong mass model,
we reran the STREAMFINDER on exactly the same stream as
shown previously in Section 4, but this time we incorporated
the Dehnen & Binney (1998) mass model 4 in the detection
algorithm. The resulting distribution of the statistic L is
shown in Figure 13, which can be seen to be similar to the
counterpart in Figure 8.
We suspect that by iterating over different mass models
it should be possible to find the potential that maximises the
contrast of stellar streams in the Milky Way. However, we
would like to stress that the STREAMFINDER is intended as an
initial detection tool. Once a sample of streams have been
found, we intend to use other more accurate methods (e.g.
N-body simulations) to model them.
9 DISCUSSION AND CONCLUSIONS
In this contribution we have presented the STREAMFINDER, a
new algorithm that aims to efficiently detect stellar stream-
like features. It has been optimised to identify very faint
structures using data of the quality that will soon be de-
livered by Gaia DR2. At its heart, STREAMFINDER shoots
trial orbits within a realistic Galactic potential, using the
astrometric and photometric measurements of the stars to
select initial conditions for the orbits. These orbits are then
adjusted to find the local maxima in star counts that are
compatible with the trial orbit in 2D position and 2D kine-
matics (nevertheless, the algorithm can be easily modified
to explore the full 6D phase-space information available for
any sub-sample of the data).
Every star is assigned a likelihood value based on how
coherent it is with an extended stellar stream. Our tests us-
ing N-body simulated streams superimposed on the GUMS
dataset with kinematics degraded to Gaia DR2-like qual-
ity and precision show that the algorithm can detect struc-
tures lying well below previous detection limits. Because our
method relies on detecting stream candidates along orbits,
the algorithm can detect structures that lie along radial or
other complex trajectories.
The algorithm returns a statistic that is similar to a
likelihood, which must be calibrated locally to determine
the structure significance, as it depends on the (varying)
“background” population. The expected distribution of the
statistic in the absence of a stream-structure may be esti-
mated via the application of the STREAMFINDER to artificial
data (such as the GUMS simulation) or completely empir-
ically via the examination of the behaviour of the statistic
in neighbouring regions of sky.
The design of the algorithm is such that along with the
stream detection, it renders other useful insights about the
detected candidate structures that can be used for further
analysis.
(i) The algorithm delivers the orbital structure along
which the stream lies: This is the primary by-product that
the algorithm naturally returns and gives the possible set
of orbital solutions that the stream might lie along. Radial
velocities and distance information of the stars will be miss-
ing for the great majority of halo stars in the Gaia DR2
(and later) catalogues. However, since the algorithm gives
the possible orbital solutions for a given stream structure, it
therefore provides a means to complete the 6D phase-space
solutions that are possible for a given stream star.
(ii) Phase-space distribution of streams: The algorithm
delivers a complete 6D phase-space distribution of possible
orbital solutions that a given stream might be on. When
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Figure 11. Luminosity function and continuity criteria. These plots are improved versions of those shown in Figure 10, after incorporating
the luminosity function and the continuity criteria in the likelihood calculation. The contrast of the streams is further improved by the
additional discriminating information.
executed over the entire sky, the end product would be
the distribution function of stream stars in the Galactic
halo. This solution could be extremely useful for re-creating
the pre-merging history of the Milky Way, or to perform
Schwarzschild modelling to constrain the dark matter dis-
tribution in the Galaxy.
(iii) The SSP test is intrinsically incorporated into the al-
gorithm: Most of the coherence-based detection schemes do
not always take into account the best suited stellar popula-
tion model for the candidate stream structure. However, our
algorithm calculates the likelihood of every stream candidate
based on SSP models, thus our approach also returns a pos-
sible set of SSP models that the stream might correspond to.
This can be viewed as a low-resolution “chemical tagging”
approach, where stars can be tagged based on their age and
metallicities giving an orbit-age-metallicity distribution of
stars in the Milky Way halo.
(iv) Length of the structure: The algorithm also allows
us to estimate the linear length of the candidate structures
simply by summing along the orbit until some lower detec-
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Figure 13. Galaxy mass model mismatch. (a) shows the same data and the superposed stream model as shown in Figure 8. The stream
model was simulated in DB model 1. (b) shows the corresponding L statistic obtained by using DB model 4 for integration of the trial
orbits in the STREAMFINDER algorithm. It can be seen that the algorithm was easily able to detect the stream even after we forced the
code to employ a wrong Galactic potential model.
tion threshold is reached. Through subsequent modelling,
this can be converted into an estimate of the minimum age
since the disruption of the progenitor.
(v) Calculating orbital properties: Since the algorithm of-
fers orbital solutions for every stream, one can easily calcu-
late simple orbital properties of the stream structure such
as the eccentricity or energy of the streams.
Motivated by these results, and to test the machinery on
real data, we have applied it to the Pan-STARRS1 dataset
(Kaiser et al. 2002; Chambers et al. 2016a,b), the results
of which will be presented in the next contribution in this
series (Malhan et al. 2018, in prep.).
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