Compressed Sensing is a novel approach to bypass the Nyquist sampling limits whenever the signals are sparse, and to compress them simultaneously. In this paper, improving our previous results, we will propose a compressed sensing algorithm based on the high-quality lossless unbalanced vertex expander graphs, with a fast and simple quantum decoding algorithm. Exploiting the unique neighborhood property of the lossless expander graphs in combination with the efficient quantum algorithm for finding distinct elements among a set we will prove the validity and efficiency of the algorithm and will show how the combination of the lossless expander graphs and quantum recovery algorithm leads to a general compressed sensing framework which is as good as the previous results in terms of the sketch size, encoding time, update time, and having explicit construction; furthermore, it is superior to the previous recovery algorithms in both the recovery time and simplicity of implementation. Finally we will show how the algorithm can be modified to be robust for a well-structured family of almost sparse signals. The robust algorithm will first find the position of the largest elements of the signal, and then using this information finds efficiently an explicit sparse approximation for the original signal.
Introduction

Compressed Sensing
The goal of compressive sampling or compressed sensing [19, 20, 22] is to replace the conventional sampling and reconstruction operations with a more general combination of linear measurement and optimization in order to acquire certain kinds of signals at a rate significantly below Nyquist. Formally, suppose we have a signal x which is sparse. We can model x as a n dimensional vector that has at most k non-zero components . We desire to find an m × n matrix A such that m , the number of measurements, becomes as small as possible ( and can be efficiently stored ) and x can be recovered efficiently from y = Ax. Furthermore, it will be desirable if the algorithm can be modified easily to handle the almost sparsity cases, in which we have a signal with at most k significant elements and the remaining elements are near-zero, and we wish to find a sparse signal approximating it with high precision. The Geometric approach was the first approach for solving the problem. The original approach was through the use of dense random matrices and random projections. It has been shown that if the matrix A has restricted isometry property (RIP-2), that is, it almost preserves the Euclidean norm of all 3k − sparse vectors, then A can be used in compressed sensing and the decoding can be accomplished using linear programming and convex programming methods [21] [20] . This is a geometric approach based on convex optimization 1 , and the interior point methods are used to solve the problem [31] . The problem in practice is that the linear and quadratic programming algorithms have complexity O(n 3 ) and become inefficient, as n becomes very large; furthermore, in order to store the whole matrix in memory we still need O(m × n) which is inefficient too.
Following [2, 6, 7, 4, 5 , 1], we will show how random dense matrices can be replaced by the adjacency matrix of a high quality family of expander graphs, thereby reducing the space complexity of matrix storage and, more important, the recovery time complexity to a few iterations.
If the signal x is k sparse in R n and the expander graph is d regular where d = O (log(n)), the simplest implementation of the algorithm takes O(knd) = O(kn log n) recovery time. However, [1] and [2] show that by using good data structures such as red-black trees and sorting the data set, in the classical version of the algorithm the overall recovery time will be O (kd log(kd) + k (d log(d) + kdM )) . Where M is the time required to add two rows of the adjacency matrix of the expander graphs. For all practical application, since the adjacency matrix is very sparse and consists of only zeros and ones, it is reasonable to assume that M is a constant time. Even for N = 10 6 and k = 10 4 where other recovery algorithms almost fail to give a result in a reasonable time M will be just a couple of minutes. So the overall bottleneck for many of the today's applications will be O(kd
However, in this paper we will consider the most general assumption to handle much much larger n and k as well. We will assume that adding two rows of the adjacency matrix needs O(D) recovery time 2 . So by this assumption the overall recovery time of the [1] will be O(k 2 dD) = O(kn log(n/k)). Even with this assumption this algorithm is faster than most of the previous algorithms. However, in this paper we show how the Quantum version of this algorithm only needs O(n) recovery time which is superior to the previous algorithms.
In this paper we will show how each iteration of the recovery algorithm can be performed very efficiently and easily using the Quantum Computation model. This indicates that quantum computers are also efficient for the compressed sensing problem. Hence, this paper, for the first time indicates the relation between the Compressed Sensing and the Quantum Computation model, and shows that in the Quantum World compressed sensing can be implemented more efficiently than previous classical algorithms. More precisely, using a family of high-quality expander graphs for which explicit construction exists, one can reduce the recovery time to O(kn) which is superior to previous approaches, and have the explicit construction for the sketch without increasing the sketch size so much. Furthermore, the recovery algorithm will be as simple as [1] , which has an advantage over the other recovery algorithms. In summary, we will show how by using lossless unbalanced expander, one can achieve the best known values for the sketch size, encoding time, update time, explicit construction, and a recovery algorithm with just a few iterations and then using efficient quantum walk algorithms it is possible to perform each iteration very efficiently. Figure 1 .1 shows different approaches to the compressed sensing, in addition to the Quantum approach which is introduced in this paper.
The remainder of the paper is organized as follows. In Section 2 we will define lossless unbalanced vertex expander graphs precisely, and we will state some properties of these combinatorial structures that are used in this paper. Especially the Restricted Isometry Property, and the Unique Neighborhood Property that are essential for the validity and efficiency of the recovering algorithm. Then in section 3 we will briefly define the Quantum Computation model, its properties and advantages. Then we will define the distinctness problem and we will state how quantum walks can be used to solve the distinctness problem and its generalization which is used in this paper to perform each iteration efficiently. Next, in section 4 we will propose the recovery algorithm are stated precisely. The classic part of the algorithm is very similar to our similar work in [1] and also [2] . Just for completeness we will very briefly argue why the algorithm only needs just a few iterations. Then we will exploit the efficiency of the Quantum part of the algorithm to show that each iteration can be implemented very efficiently using a Quantum computer. In section 5 we will show how the algorithm can be slightly modified to be robust for a structured family of almost k-sparse signals. 1 linear and second order cone programming 2 D is the right regularity degree of the graph as we will explain it more later The algorithm will be the Quantum version of the algorithm in [1] and [2] and will find the position of the largest elements of the signal. Then exploiting this information and the properties of expander graphs, we will show how one can find an explicit solution for a very precise sparse approximation for the original signal, in sub linear time. Section 6 is the conclusion, which compares the Quantum Compressed Sensing that we proposed in this paper with the previous algorithms and demonstrate that this algorithm is very efficient in memory, encoding, updating, and decoding time, and having explicit construction. The following claim can be derived using the Chernoff bounds [7] and gives the expander graphs with the highest expansion property:
Unbalanced Lossless Vertex Expander
Claim 0.1 for any n 2 ≥ l ≥ 1 , > 0 there exists a (l, 1 − ) expander with left degree:
and right set size:
Furthermore, any random graph with very high property satisfies the expansion property.
Guruswami et al in [9] proved the following Lemma: 
Though, there is no efficient explicit construction for the expander graphs of Definition 0.1, there exists an explicit construction for a class of expander graphs which are very close to the optimum expanders of Definition 0.1 and Corollary 1. Recently [17] , Guruswami et al based on ParvareshVardy codes [18] , proved the following theorem:
Theorem 2 (Explicit Construction of expander graphs) For any constant α > 0, and any n, k, > 0, there exists a (k, 1 − ) expander graph with left degree:
and number of right side vertices:
which has an efficient deterministic explicit construction. Also by Lemma 1 we can assume that the expander is right regular as well.
In this paper we will show how using the adjacency matrix of Corollary 1 and Theorem 2 will lead to a O(kn) Quantum recovery algorithm without influencing the sketch size so much.
One important property of the expander graphs that is used in compressed sensing [7, 4, 1] is the Restricted Isometry Property for Norm 1 (RIP-1) property. This property is known to be equivalent to the expansion property [4] .
Lemma 3 (RIP-1 property of the expander graphs) Let A m×n be the adjacency matrix of a (k, ) unbalanced vertex expander graph E, then for any k-sparse vector x ∈ R n we have:
We will use this property in section 4 for proving the validity of the recovery algorithm, and in section 5 to analyze the precision of the sparse approximation.
Unique Neighborhood Property
Another useful property of the expander graphs that is introduced in [1, 2] and will be used in the quantum recovery algorithm is the unique neighborhood property:
Lemma 4 (Unique Neighborhood Property) Suppose (A, B, E) is a (k, 1 − ) unbalanced vertex expander graph. Let S be any subset of the left side nodes with at most k elements, i.e S ⊂ A, |S| ≤ k, like the coding theory naming, call the left side nodes as variable nodes and right side nodes as check nodes, then always there exists a variable node x j such that there exists a subset of size at least (1 − 2 )d of its neighbor check nodes such that x j is the only variable node in S that is connected to that subset, in other words no other variable node in S is connected to these nodes.
Since |S| < k by the expansion property of the graph N (S) ≥ (1 − )d|S t |. Now we are going to count the neighbors of S in two ways.
We partition the set N (S) into two disjoint sets:
The vertices in N (S) that are connected only to one vertex in S.
• N >1 (S): The other vertices (that are connected to more than one vertex in S).
By double counting the number of edges between variable nodes and check nodes we have:
so by the pigeonhole principle, at least one of the variable nodes in S must be connected uniquely to at least (1 − 2 )d check nodes.
3 Efficient Quantum algorithm for the Distinctness Problem
Quantum Computation
The Quantum computation model [24, 27, 26] which is a generalization of the randomized computation model suggests efficient algorithms for some computational problems. Efficiency of computing the Quantum Fourier transform [26] solves some classic hard problems such as integer factoring, discrete logarithm, and any Abelian hidden subgroup problem [26] . Rules of Adiabatic quantum mechanics suggests Adiabatic quantum computation [29] , the quantum version of the simulated annealing algorithm, for solving NP-hard problems. Exploiting the Hilbert space model of the quantum computation; the Grover's search algorithm [26] uses O( √ n) iterative reflections of the Hilbert space, in order to do efficient search in a database. This approach also can be modified to solve similar problems such as finding the minimum element in a database. Throughout this paper we will assume that the reader is familiar with the principles of quantum computation.
In the next subsection we will define another problem which has efficient quantum algorithm using quantum walks, and then we will show how this algorithm can be modified to give a recovery algorithm for the compressed sensing problem which is more efficient than the known classic recovery algorithms. Before mentioning the problem we state a useful principle in quantum computation known as the principle of deferred measurement. This principle will help us in the next section to make the analysis of the recovery algorithm for compressed sensing precise.
Quantum measurement may be regarded as entangling the qubit with a qubit in the environment and then isolating that environment. This will lead to the Principle of deferred measurement [26] which states that any measurement can be deferred to any time in future without affecting the final result. Another way of stating this principle is by observing that the measurement transforms a pure state |φ to a mixed state of |0 and |1 with density matrix |α|
Quantum Random Walk and Distinctness Problem
Element distinctness is the problem of indicating whether there is a repeated element in a superset. More precisely, given numbers x 1 , ..., x n ∈ {1 ..., m}, are they all distinct? In [30] Ambainis proposed a quantum algorithm to solve the problem with O n 2 3 queries.
The algorithm combines the quantum search on graphs and quantum random walks [28] by first reducing the element distinctness to searching a certain graph with the set of vertices S ⊆ {1, ..., n} . The graph is then searched by quantum random walk with an idea similar to the amplitude amplification in the Grover's algorithm; starting in a uniform superposition over all vertices of a graph and performing a quantum random walk with one transition rule for unmarked vertices of the graph and another transition rule for marked vertices of the graph makes the amplitude amplifies in the marked vertices and, after O n 2 3 steps. Ambainis in [30] then improves the idea to solve a generalization of the problem in which we are given n elements and the goal is to find a subset of the elements with at least k identical elements if at least one such subset exist. This problem is called the k-distinctness problem and the following Lemma from [30] gives an upper bound on the number of required queries to solve the problem:
Lemma 5 (Number of queries required to solve the k-distinctness problem) Given a query access to a set A = {x 1 , ..., x n } if there exists at least one subset B = {y 1 , ..., y k } ⊆ A such that ∀y i , y j ∈ B : y i = y j , there exists a quantum algorithm that finds a subset S ⊆ A with
and B ⊂ S after r = O n k k+1
iterations (each iteration is a query evaluation with a few simple operations).
After finding the subset S, the k-distinctness problem will be reduced to this set instead of the original set A. So the following corollary can will be obtained from the lemma 5:
Proof: using Lemma 5, in O(r) iterations one can find a set S of size r such that B ⊂ S. So now the k-distinctness problem is reduced to the set S and can be solved by sorting S in O(r log r) time. Furthermore if the elements in A are bounded, it is possible to perform the bucket sort in O(r) and so in this case the running time will be O(r).
We will use this Corollary several times in the next section to prove the efficiency of the recovery algorithm for the compressed sensing problem, however we will only use blackbox access to the quantum k-distinctness solver algorithm. In other words, we assume a blackbox algorithm with a set A of size n as its first input and a value k as its second input and takes O(r log r) = O n k k+1 log n time to output a set B ⊂ A of size k with identical elements, and moreover, if all of the elements in A are in the range {0, ·, n} then the algorithm using bucket sort instead of the general sorting algorithms needs only O(r) = O n k k+1 running time. We will not care about how this algorithm works anymore in the following section, and only use blackbox query access to the algorithm. 
Efficient Compressed Sensing and Fast Quantum Recovery Algorithm
Recovery Algorithm
In this section, we show that the lossless unbalanced bipartite expander graphs in combination with the blackbox quantum k-distinctness problem solver algorithm lead to a very simple and efficient recovery algorithm for the compressed sensing problem.
Before proving the result, we introduce some notations used in the recovery algorithm and in the proof. These definitions are in correspondence with the definitions in [1] and [2] , and for more discussion please refer to those papers. Definition 2 (gap) At each iteration t, let G t be the support 3 of the gaps vector at iteration t :
A ij x j } = support(y −ŷ t ).
Definition 3
At each iteration t, we define S t an indicator of the difference between the estimatex and x :
Now we are ready to state the new quantum recovery algorithm:
Theorem 6 (Efficient and Certain Compressive Sampling with simple Quantum Bilateral Recovery algorithm) Let = 1 8 and suppose A m×n , as defined in definition 2 4 in which m = O k 2 log 2 n , is the adjacency matrix of a (3k, ) expander graph. As we mentioned before without loss of generality we can assume that the expander is right regular with right-side degree D and left-side degree d. If we use A as the measurement matrix in compressed sensing of k-sparse signals, the following algorithm 1 will recover the original k-sparse signal x from its measured sketch y = Ax with certainty using at most 2k simple iterations and each iteration can be accomplished using blackbox access to the quantum k-distinctness problem solver in two directions. 3) ELSE run the blackbox Quantum k-distinctness solver algorithm with G t as its first input, and (1 − 2 )d as its second input. Then traverse all the elements to handle the cases in which more that k identical elements exist. Repeat "3" several (at most 2k) times to find all k identical subsets. 4) For each B ⊂ G t of recovered elements of step "3", run the blackbox Quantum k-distinctness solver algorithm but this time with bucket sort, on the D|B| variable nodes that are neibors of the check nodes in |B| as its first input and (1 − 2 )d as its second input. 5) Pick any variable node x j from the output set of "4". This input has at least (1 − 2 )d neighbors with identical gap g. let x j ← x j + g. Goto "2".
In order to prove the validity and efficiency of the algorithm we need a set of chain Lemmas:
Lemma 7 (Replacement) At each iteration t, if |S t | < 2k, lines 3,4, and 5 of algorithm 1 are a quantum method of implementing the following single line: ELSE find a variable node say x j such that at least (1 − 2 ) d of the measurements it participate in, have identical gap g. Set x j ← x j + g, and go to 2.
Proof: Line 3 partitions G t to sets of size at least (1 − 2 )d with identical elements 5 . Then for each of these subsets of G t line 4 looks for a variable node that is connected to at least (1 − 2 )d elements of that subset. This means that if there exists a variable node such that at least (1 − 2 )d of its neighbor check nodes have identical gap, the lines 3 and 4 of the algorithm 1 will find that variable node. Now lemme 8 below guarantees that at each iteration at least one such variable node exists and hence the algorithm will never get stuck.
Lemma 8 (progress) Suppose at each iteration t, S t = {j :x j = x j }. If |S t | < 2k then always there exists a variable node x j such that at least (1 − 2 )d of its neighbor check nodes have the same gap g. 3 set of nonzero elements 4 with explicit construction. 5 
plus a final set for the remaining elements
Proof: we will prove that there exists a coordinate j, such that x j is connected to at least (1 − 2 )d check nodes uniquely, in other words no other variable node is connected to these nodes. This immediately implies the lemma. Since |S t | < 2k unique neighborhood property of Lemma 4 directly implies that at least one of the variable nodes in S t must be connected uniquely to at least (1 − 2 )d check nodes.
Proof: By the previous lemma, if |S t | < 2k, there always exists a node x j that is connected to at least (1 − 2 )d nodes with identical nonzero gap , and hence to at most 2 d nodes possibly with zero gaps. Setting the value of this variable node to zero, sets the gaps on these uniquely connected neighbors of x j to zero, but it may make some zero gaps on the remaining 2 d neighbors non-zero. So at least (1 − 2 )d coordinates of G t will become zero, and at most 2 d its zero coordinates may become non-zero. Hence
Lemma 10 (Sandwich) At each iteration t, if
Proof: At each iteration by the unique neighborhood property of Lemma 4,
However by definition of N 1 (S t ) and G t we have N 1 (S t ) ⊆ G t which directly implies the lemma.
Lemma 11 (preservation) At each step t if |S t | < 2k, after running the algorithm we have |S t+1 | < 2k.
Proof: Since at each step we are only changing one coordinate of x, we have |S t+1 | = |S t | + 1, so we only need to prove that S t+1 = 2k.
• |N 1 (S t+1 )| ≤ |G t+1 | : Coordinates in N 1 (S t+1 ) are connected uniquely to coordinates in S t+1 , hence each coordinate in N 1 (S t+1 ) has non-zero gap.
• |G t+1 | ≤ |G 1 |: gap elimination from Lemma 9.
• |G 1 | ≤ kd: x,x differ in at most k coordinates, so Ax, Ax can differ in at most kd coordinates.
As a result we have:
This implies ≥ Proof: At lines 3 and 4 the following steps are performed sequentially 6 :
3d/4+1 log(kd) + O(kd) time is needed to obtain the first set of at least 3d 4 identical check nodes. Since this will remove at most 
iteration.
6 since = Putting the lemmas together we can prove the validity and efficiency of there recovery algorithm:
Theorem 13 After at most 2k iterations the recovery algorithm will recover the original sparse signal and the overall time complexity of the algorithm is O(n).
Proof: Preservation (Lemma 11) and progress (Lemma 8) together immediately imply that the algorithm will never get stuck. Also by Lemma 9 we had shown that |G 1 | ≤ kd and |G t+1 | < |G t | − (1 − 4 )d. Hence after at most T = k 1−4 steps we will have |G T | = 0 which by Sandwich lemma implies |S t | = 0 and this together with the preservation lemma implies that we have discovered a signal x such that x is 2k-sparse and Ax = y. Now since we had used a (3k, ) expander, the RIP-1 property of the expander graphs guarantees the recovery of the original signal.
Robustness and almost k-sparse signals
Very similar to what we did in [1] based on [2] , it is possible to slightly modify the recovery algorithm in order to make it robust for a family of structured signals.
Definition 4 (almost k-sparse signal) A signal x ∈ R n is said to be almost k-sparse iff it has at most k large elements and the remaining elements are very close to zero and have very low magnitude. In other words, the entries of the near-zero level in the signal vector are near-zero elements taking values from the set [−λ, λ] while the significant level of entries take values from the set S = {x : |L − ∆| ≤ |x| ≤ |L + ∆}. By the definition of the almost sparsity we have |S| ≤ k. The general assumption for almost sparsity is intuitively the fact that the total magnitude of the almost sparse terms should be small enough that so that it does not disturb the overall structure of the signal which may make the recovery impossible or very errornous. Since x / ∈S |x| ≤ nλ and the total contribution of the 'near-zero' elements is small we can assume that nλ is small enough. We will use this assumption throughout this section.
Like the previous section, we use a lossless right-regular unbalanced vertex expander with left degree d and right degree D for measurement. The following algorithm generalizes the k−sparse recovery algorithm 1 and can be used to find the position and sign of the k largest elements of an almost ksparse signal x from y = Ax. Throughout the algorithm at each iteration t let ρ t = 2t∆ + (D − t − 1)λ and φ t = 2t∆ + (D − t)λ. Throughout the algorithm we will assume that L > 2k∆ + Dλ. Hence the algorithm is appropriate for a family of well-structured structured almost k-sparse signals. Like the previous section, the proposed recovery algorithm is the first quantum recovery algorithm for robust compressed sensing. It is the quantum version of the classical algorithm used in citeJXHC and citeXH1 and is more efficient than previous classic algorithms in running time, and as efficient as those algorithms in other properties. The analysis of this Quantum algorithm is very similar to the exactly k-sparse algorithm of the previous section. Lemma 7 and Lemma 12 can be applied directly here as well, and after that, the analysis of the classical algorithm in [1] is applicable here as well. The Quantum algorithm efficiently finds the position of the k significant elements of the original signal. Now as stated precisely in [1] , the explicit solution "u" of the regression problem of minimizing |A x − y 2 |, in which A is a k × m matrix can be found efficiently in sub linear time, and the recovered signal will be a k-sparse signal approximating the original signal with very high precision |u − x| 1 ≤ nλ.
conclusion
In this paper, for the first time we showed how Quantum computation model can lead to efficient recovery algorithm for the compressed sensing problems. We showed that using a high quality combinatorial structure called lossless vertex expander graph, in combination with efficient quantum search algorithms will lead to a very efficient and simple compressed sensing framework. The highquality of the expander graphs leads to efficiency in memory, sketch size, encoding time, update time, and explicit construction. Furthermore, the strong model of computation that quantum world offers can be used to improve the running time of the recovery algorithm. The unique neighborhood property of the expander graphs was combined with efficient quantum algorithm for k-distinctness Algorithm 2 The O(k) iteration, robust recovery algorithm to find the position and sign of the k largest elements of an almost-k-sparse signal x and then a close k-sparse approximation for it. 1) Initializex = 0 n×1 . 2) At each iteration t, if |y − Ax| ∞ ≤ φ t determine the positions and signs of the significant components in x as the positions and signs of the non-zero signal components inx; go to 6. 3) ELSE, define a generalization of the equality of two elements in which two elements are identical if they both have the same sign and have absolute values between 2L − 2∆ − ρ t and 2L + 2∆ + ρ t . run the blackbox Quantum k-distinctness solver algorithm with G t as its first input, and (1 − 2 )d as its second input. Then traverse all the elements to handle the cases in which more that k identical elements exist. Repeat "3" several (at most 2k) times to find all k identical subsets. Also repeat the whole step with another generalized equality in which two elements are identical if they both have the same sign and have absolute values between L − ∆ − λ − ρ t and L + ∆ + λ + ρ t . 4) For each B ⊂ G t of recovered elements of step "3", run the blackbox Quantum k-distinctness solver algorithm but this time with bucket sort, on the D|B| variable nodes that are neibors of the check nodes in |B| as its first input and (1 − 2 )d as its second input. 5) Pick any variable node x j from the output set of "4". This output has at least (1−2 )d neighbors with generalized identical gap Pick a number G ∈ {0, L + ∆, L − ∆} such that |y − A.x| are all ≤ φ t over these (1 − 2 ) d measurements if we changex j to G, and go to 2 for next iteration. 6) pick the set of k significant elements of the candidate signalx T . Let A O(k log n)×k be the sketch matrix A restricted to those elements, output the solution of the regression problem : find a vector u to minimize |A u − y| 2 . which has explicit solution (A T A ) [21] No k log n k nk log n k LP:(n 3 ) Yes: RIP-2 [21] No k log c (n) nk log c (n) LP: (n 3 ) Yes: RIP-2 [9] Yes k(log n) c log log log n kn 1−α LP: (n 3 ) Yes: NSP [7] No k log n k n log n k LP:(n 3 ) Yes: RIP-1 [8] No k log n k nk log n k nk log n k log D Yes [7] : Explicit Yes k 1+α (log(n/k)) Yes n n log n kn Conditioned [10] Yes k log n n log n nk n(log(n/k))
k log 2 n(log log n + M ) Conditioned Quantum Yes k 1+α (log(n/k))
n(log(n/k))
n Conditioned problem which lead to an efficient and very simple recovery algorithm. Finally we showed how the algorithm will simply be modified to be robust conditioned that the almost k-sparse signal has good structure. The algorithm finds the position of the k significant elements of the signal and then the compressed sensing problem will be reduced to a regression problem with explicit solution in a sub linear space. One important future work will be to make the algorithm robust in a more general case. In this paper we assumed that the almost k-sparse signal contains a good structure, but in many applications the signals may not obey this structure, so trying to solve the most general problem may be an interesting future work. In addition, combining the quantum approach with other compressed sensing methods may be an interesting problem for the the compressed sensing and quantum computing communities. Table 1 compares the quantum compressed sensing algorithm of this paper with the previous results.
