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Understanding the influence of structure of dispersal network on the species persistence and mod-
eling a much realistic species dispersal in nature are two central issues in spatial ecology. A realistic
dispersal structure which favors the persistence of interacting ecological systems has been studied
in [Holland & Hastings, Nature, 456:792–795 (2008)], where it is shown that a randomization of the
structure of dispersal network in a metapopulation model of prey and predator increases the species
persistence via clustering, prolonged transient dynamics, and amplitudes of population fluctuations.
In this paper, by contrast, we show that a deterministic network topology in a metapopulation
can also favor asynchrony and prolonged transient dynamics if species dispersal obeys a long-range
interaction governed by a distance-dependent power-law. To explore the effects of power-law cou-
pling, we take a realistic ecological model, namely the Rosenzweig-MacArthur model in each patch
(node) of the network of oscillators, and show that the coupled system is driven from synchrony to
asynchrony with an increase in the power-law exponent. Moreover, to understand the relationship
between species persistence and variations in power-law exponent, we compute correlation coeffi-
cient to characterize cluster formation, synchrony order parameter and median predator amplitude.
We further show that smaller metapopulations with less number of patches are more vulnerable to
extinction as compared to larger metapopulations with higher number of patches. We believe that
the present work improves our understanding of the interconnection between the random network
and deterministic network in theoretical ecology.
I. INTRODUCTION
What determines the persistence of interacting spa-
tially separated sub-populations? Or in other words,
how long will these interacting sub-populations survive
in a given time frame? This is indeed an important
question in landscape ecology, where spatially separated
sub-populations or patches of the same species cre-
ate metapopulation structure via dispersal network [1].
Metapopulations are generally dynamic in nature [2] with
frequent local extinctions, and dispersal within patches
to allow recolonization, thereby preventing global extinc-
tion [3]. Metapopulation dynamics can be used to under-
stand various ecological processes, including a variety of
ecological and evolutionary dynamics that includes popu-
lation size [4], species persistence [5], spatial distribution
[6], epidemic spread [7], gene flow [8] and local adapta-
tion [9]. It is necessary to understand the consequences
of dispersal network structure because depending on it
the metapopulation dynamics evolve [10].
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Dispersal is crucial for the survival of metapopulation
as species that are connected through dispersal are less
prone to extinction than that of disconnected ones [11].
On the contrary, there is a very high chance of global ex-
tinction if the patches are synchronized due to dispersal
[12]. Dispersal can be called a “double-edged sword” [13]
because it can facilitates persistence at the local scale,
but also leads to synchrony, and hence an increased prob-
ability of extinction. Therefore, there should be suffi-
cient asynchrony in the patches to ensure species persis-
tence [14, 15]. During asynchrony, as the species pop-
ulations among the patches are different, so species can
move from patches with higher abundance to connected
patches thereby supporting the destination patches.
There has been a large number of studies including
experimental [16, 17] and theoretical [18] on the ways
to introduce asynchrony in metapopulation. Most sig-
nificantly, Holland & Hastings [18] have shown the role
of dispersal network heterogeneity in species persistence
by inducing asynchrony in the system. They have in-
stigated asynchrony among the sub-populations by vary-
ing the network topology from regular to random and
demonstrated that in general heterogeneous networks
have longer periods of asynchronous dynamics, leading
typically to lower amplitude fluctuations in population
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2abundances.
The main question we address here is: Is there some
other way to induce asynchrony and hence increased per-
sistence in the system without using a heterogeneous
network topology? Incorporating long-range interactions
obeying distance-dependent power-law between the habi-
tat patches we probe this question. In contrast to [18],
here we have considered the role of distance between
patches in the model with a regular network topology.
The motivation behind this is that in nature species are
not likely to move to all the patches equally. Generally,
species dispersal is dependent on the distance between
habitat patches. Dispersal can be classified into “short-
distance dispersal” (SDD) and “long-distance dispersal”
(LDD). In nature, both SDD and LDD are prevalent with
large intensity of short dispersals as compared to long
dispersals. Long-distance dispersers greatly suffer from
dispersal mortality as in a large ecological network not
all the patches are likely to be accessible from a partic-
ular patch [19]. Hence, the density of species moving to
furthest patches decreases with increasing distance be-
tween patches, which can be seen in species like amphib-
ians [20], butterflies [21], mites [19], etc. Although LDD
events are typically rare, they are crucial to metapopu-
lation survival [22, 23].
Most metapopulation models consider only SDD while
underestimating LDD [21, 24]. This leads to falsely es-
timating the scale of a metapopulation effect by reduc-
ing the extent of global dynamics to regional dynamics.
Therefore, it is necessary to correctly incorporate LDD
together with SDD into studies. One can incorporate
both SDD and LDD into spatial ecological models by
using distance-dependent power-law coupling. Previous
empirical studies have shown that inverse power-law gave
a better fit to empirical dispersal data [25–27]. Power-law
dispersal is more general and universal coupling scheme
which is motivated by many real-world systems. In the
long-range coupling, each patch is connected to all the
other patches with an effective dispersal strength ac-
cording to power-law whose interaction strength is gov-
erned by an exponent (denoted by s). Studies have been
performed using long-range interaction obeying power-
law coupling in ferromagnetic spin models [28], hydrody-
namic interaction of active particles [29, 30], ecological
networks [31], biological networks [32], etc. The power-
law exponent s represents how likely the species is to
travel to a further habitat. A higher value of s suggests
that the likelihood of a species to travel to a further habi-
tat is less as compared to a lower value of s.
Here we analyze an ecological network of habitat
patches whose local dynamics are governed by the
Rosenzweig-MacArthur model [33] and the dispersal be-
tween the patches is governed by a long-range interac-
tion obeying a distance-dependent power-law. The ef-
fective strength of long-range interaction between habi-
tat patches decreases with increasing power-law expo-
nent. In this paper, we show the dramatic transformation
in the spatiotemporal dynamics when species are con-
nected by power-law. We compute numerical measures
like cluster distribution, interpatch synchrony, predator
amplitude and transient time to understand species per-
sistence. Our key finding is the asynchronicity that is
generated, surprisingly, even in a regular network by in-
corporating power-law dispersal. Furthermore, by vary-
ing the network size we find that metapopulations with
larger number of patches are more persistence (hence less
prone to extinction) in comparison with metapopulations
with less number of patches.
We organize the paper as follows: First, we discuss the
structure of ecological network and the model used to
govern the local dynamics, along with the coupling used
to model dispersal dynamics between patches in Sec. II.
Then, we present the effects of power-law on the spa-
tiotemporal dynamics of the model in Sec. III by calcu-
lating several dynamical measures. Here, we also show
the effect of network size in species persistence. Finally,
in Sec. IV we discuss the importance of our findings.
II. THE NETWORK MODEL
We consider an n-patch/node prey-predator system
where uncoupled dynamics in each patch are governed by
a non-dimensional form of the well known Rosenzweig-
MacArthur model [33]. A schematic picture of the eco-
logical network is depicted in Fig. 1. In the network,
we assume that dynamics within each patch are identical
and the dispersal dynamics of prey-predator are modeled
as follows:
dhi
dt
= hi(1− θhi)− pihi
1 + hi
+ dh
(
1
ξ(s)
m∑
r=1
hi−r + hi+r
rs
− hi
)
, (1a)
dpi
dt
=
φpihi
1 + hi
− ηpi + dp
(
1
ξ(s)
m∑
r=1
pi−r + pi+r
rs
− pi
)
,
(1b)
where i = 1, 2, . . . , n is the patch index, the prey and
predator density are represented by hi and pi, respec-
tively for the i-th patch with all indices are taken modulo
n (the total number of patches in the network). The lo-
cal (uncoupled) dynamics in each patch are governed by
the following parameters: θ is the strength of prey self-
regulation, φ is the predator conversion efficiency, and
η is the predator mortality rate. The spatial dynam-
ics are governed by: dispersal rate dh and dp for prey
and predator, respectively, the dispersal range m, and
ξ(s) = 2
∑m
r=1 r
−s is the normalization constant. The in-
teraction between the neighboring patches follows a dis-
persal rate whose intensity decays with the distance r
between patches as inverse power law r−s. Here, s ≥ 0 is
the power-law strength [32] and r (r = 1, . . . ,m) is the
distance between i-th and j-th patches, which is defined
to be the minimum number of edges required to move
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FIG. 1. (Color online) All patches are connected to all patches in the network, and dispersal is bi-directional following the
long-range interaction as modeled in Eq. (1). Color of the edges represents power-law strength (r−s) between patches with: (a)
s = 0.5 and (b) s = 1.5. Higher s suggests that the species is less likely to move to further patches. Each spatially separated
patches are marked with filled circles. Here we consider an ecological network with 11 patches.
from the i-th patch to the j-th patch along the arc with
m = (n− 1)/2 for odd number of patches.
The significance of this model (1) of ecological net-
work with long-range coupling is that one can take into
account both SDD and LDD along with their intensities.
Also it is possible to control the effective LDD by vary-
ing the parameter s only. For instance, when s = 0, a
species is equally likely to move into any patch resulting
in the equal intensities of SDD and LDD, whereas when
s > 0, a species is less likely to move to a farther patch
as compared to a nearby patch resulting in less intensity
of LDD as compared to SDD. However, this form of con-
nectivity is different from the usual ecological network
models with a fixed dispersal rate [18, 34–37].
III. RESULTS
We explore the spatiotemporal dynamics of the cou-
pled Rosenzweig-MacArthur model (1) with variations
in the parameter s. We always fix the dispersal range
to be m = (n − 1)/2 (i.e., we consider a globally cou-
pled network) and vary s. In other words, all the patches
are accessible by a disperser from any patch, however
the dispersal density between them will depend on the
distance between the patches and hence on the value of
s. Therefore, we start with a globally coupled network
(s = 0) and vary the s, effectively reducing the strength
of long-range interactions.
Our main goal is to show that asynchrony can be intro-
duced into the system by varying the power-law exponent
s. We investigate the effect of s on species persistence
and calculate measures like cluster identification, param-
eter of synchrony, median predator amplitude and mean
transient fraction to justify our key findings. We also
study how predator dispersal dp and φ affect the results.
Before we proceed, let us discuss the integration scheme
we used to solve Eqs. (1). We perform the numerical in-
tegration using backward-differentiation formula method
in CVODE [18, 38]. Prey initial conditions are indepen-
dently and identically distributed, with log10(hi(0)) uni-
formly distributed on the interval (−5, 1 + log10 hˆ). Sim-
ilarly, predator initial conditions are independently and
identically distributed, with log10(pi(0)) uniformly dis-
tributed on the interval (−5, 1+log10 pˆ), where, hˆ = ηφ−η
and pˆ = (1 + hˆ)(1− θhˆ) [18].
A. Cluster analysis
It is interesting to observe that Eqs. (1) can show a va-
riety of spatial dynamics, ranging from global synchrony
to global asynchrony. Cluster analysis is used to study
the synchronous dynamics of the system. To compare
the dynamics between a pair of patches (i, j), linear cor-
relation coefficient ρij of prey time series at time t is
calculated as follows:
ρij =
< hihj > − < hi >< hj >√
< h2i > − < hi >2
√
< h2j > − < hj >2
,
where, < · · · > is average over the window [t, t + 4T ],
with T as the mean period of a predator-prey cycle for a
given simulation, averaged over all patches. We calculate
the linear correlation coefficient ρij at each unit time.
Two patches would behave identically with time if they
have ρij > 0.999. So, we segregate the patches into
clusters and define a cluster to be a set of patches with
ρij > 0.999. We call a k-cluster to be the maximum num-
ber of clusters. In this way, a k-cluster solution could be
formed where the n patches could be assigned to k (≤ n)
clusters of patches with identical dynamics. We compute
the frequency of k-cluster solution with time, where the
frequency at time t is defined as:
Frequency of k-cluster solution =
No. of ≤ k-clusters
No. of simulations
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FIG. 2. (Color online) Time series of ((a), (d), (g), (j)) total predator amplitude and ((b), (e), (h), (k)) predator species,
and ((c), (f), (i), (l)) phase portrait of predator vs prey for different cluster solutions. Local dynamics are governed by strong
prey self-regulation θ = 0.3 and predator mortality rate η = 1 comparable to prey birth rates. Dispersal rates are: dh = 2
−5
and dp = 2
−6. Other parameters are: ((a), (b), (c)) s = 0, φ = 2, k = 1; ((d), (e), (f)) s = 0, φ = 3, k = 2; ((g), (h), (i))
s = 1, φ = 3, k = 6; and ((j), (k), (l)) s = 2, φ = 3, k = 11.
Apart from global synchrony (we may call one clus-
ter solution) and global asynchrony (n-cluster solution),
Eqs. (1) can result in intermediate solutions between two
and (n − 1)-clusters of synchronous patches with varia-
tions in s. These k-cluster solutions may vary over time
thereby converging to a single k-cluster solution with
higher asynchrony in the initial transient phase. We ob-
serve different kinds of cluster behaviors which can be
clearly seen in Fig. 2. It is important to keep in mind that
there might be several k-cluster solutions (c.f. Fig. 3) for
2 ≤ k ≤ n even for same parameter values. This is due to
the fact that the network being a higher dimensional sys-
tem it has multiple steady states, thereby making it nec-
essary to carry out a large ensemble of simulations with
a collection of different initial conditions. Figure 3 shows
the variation in solutions for different power-law expo-
nent s. Surprisingly we see that the system is driven from
synchrony to asynchrony by varying the long-range inter-
action through s even with a regular network topology.
We can say that the species is more persistent when s is
increased, as asynchronous patches are less prone to ex-
tinction than synchronous patches because synchronous
patches are more vulnerable to environmental perturba-
tion as minimum level of all sub-populations occur si-
multaneously at some time [11]. Asynchrony also results
in rescue effect as the species can move from a patch
with higher population to a patch with lower population
thereby recolonizing the population.
B. Measure of interpatch synchrony
We also measure the amount of change in interpatch
synchrony with variations in s (see Fig. 4). To quantify
the effect of change in long-range interaction in system
dynamics, we apply a synchrony order parameter (de-
noted by σ) [39] for a time period of 10000 and vary s,
where:
σ =
√√√√1−〈∑ni=1[hi(t)− h(t)]2∑n
i=1 hi(t)
2
〉
,
with h(t) = 1n
∑n
i=1 hi(t) and
〈
. . .
〉
denotes the average
over mentioned time. The value of the parameter σ varies
between 0 and 1. It is equal to 0 when there is no syn-
chrony and 1 if the patches are perfectly synchronized.
The value is in between 0 and 1 when the patches are
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FIG. 3. (Color online) Distribution of cluster states for differ-
ent values of s: (a) s = 0; (b) s = 0.3; (c) s = 0.6; (d) s = 0.9;
and (e) s = 1.2. The local dynamics are governed by weak
predation (φ = 2.7), strong prey self-regulation (θ = 0.3)
and predator mortality rate (η = 1) comparable to prey birth
rates. The spatial parameters are dh = 2
−5 and dp = 2−6.
Number of clusters increases with increasing values of s. The
above results in each sub-figures correspond to 100 numerical
simulations carried out independently.
partially synchronized. We find that with an increase in
s, the synchrony order parameter decreases. As shown
in Fig. 4, the interpatch synchrony decreases with in-
creasing s and hence species persistence increases as we
increase s. We fit a curve with the synchrony parameter
values σ for visual guidance.
C. Total predator amplitude
As the species in a patch is oscillating with time there
will be instances of time when the population would be
at its minimum. The species would be at risk if the mini-
mum densities occur at the same time instance for all the
patches. However, the chances of extinction can be re-
duced if the minimum populations corresponding to dif-
ferent patches occur at considerably different time. In
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FIG. 4. (Color online) Synchrony order parameter (σ) with
variations in s. The other parameters are dh = 2
−10, dp =
2−10, φ = 2, η = 1, and θ = 0.3. Network size is 11. Points are
fitted by a polynomial of degree 4 (blue curve). The synchrony
order parameter (σ) decreases with increasing s. The above
result corresponds to 100 numerical simulations carried out
independently.
other words, we could say that a population would have
higher extinction risk if the fluctuations are high. To
quantify these fluctuations we calculate total predator
amplitude, following [18] which is defined as:
Total predator amplitude = log10
(
max(
∑n
i=1 pi)
min(
∑n
i=1 pi)
)
,
over the window of interest 4T . The way the total preda-
tor amplitude is defined, we could say its value would be
high when the populations are synchronized while the
value would be low if the populations are asynchronous.
Figures 2(a), (d), (g) and (j) shows the amplitude fluc-
tuations with time for different parameter values. The
amplitude fluctuations would depend on the number of
clusters as higher number of clusters would correspond
to lower total predator amplitude which can be clearly
seen in Fig. 2.
We divided the time series into two phases: transient
and asymptotic phases, where transient phase is defined
as the time before all the patches display constant or
periodic phase evolution. The remaining time is defined
to be the asymptotic phase. There are instances when
the populations would have never reached the asymptotic
phase for the given duration (t = 10000). We used an
automated algorithm as described in Ref. [18] to estimate
transient time from numerically integrated solutions of
Eqs. (1).
The main idea behind dividing the time into two phases
rather than only considering the asymptotic phase is be-
cause studies [36, 40] have shown the necessity to con-
sider both of them. In most of the studies it is assumed
that ecological systems that are observed in nature cor-
respond in some way to stable equilibria [40]. This is
not the case because for example, if we want to study
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FIG. 5. (Color online) Predator amplitude and transient du-
ration: ((a), (c), (e)) Median total predator amplitude dur-
ing transient (triangles, solid lines) and asymptotic (open
circles, dashed lines) solution phases for a regular network;
((b), (d), (f)) mean transient fraction for different parame-
ters. The cyan line in ((a), (c), (e)) corresponds to global
synchronous solution for the chosen parameter values: ((a),
(b)) φ = 3.0, η = 1, θ = 0.3, dh = 2
−5, dp = 2−6; ((c),
(d)) η = 1, θ = 0.3, dh = 2
−5, dp = 2−6; and ((e), (f))
φ = 3.0, η = 1, θ = 0.3, dh = 2
−5. The color coding’s are
as follows: s = 0.0 (dark blue); s = 0.5 (green); s = 1.0
(red); s = 1.5 (light blue); and s = 2.0 (pink). The above
result corresponds to 150 numerical simulations carried out
independently.
the persistence of plankton species [41], the seasonality
effectively reduces the relevant timescale to less than one
year especially in temperate lakes, then we have to con-
sider the model behavior within a singe season and then
restart the model the next season, rather than looking
at the long term result of the model. Also in the case of
adaptive management of renewable resources, it is nec-
essary to understand the short-term responses than the
long-term outcomes [40].
As we have divided time into two phases: transient
and asymptotic, we separate the total predator ampli-
tude into two time series and then we take the median
of these time series which we call as median predator
amplitude (MPA) for transient and asymptotic phases.
Figure 5 depicts MPA and transient time for different
parameters. It is important to note that here MPA is
taken to be the average of 150 ensemble of simulations
because different initial conditions might lead to different
spatiotemporal dynamics. As MPA tells us how much the
total population is fluctuating, so a higher MPA would
correspond to a lower species persistence and vice versa.
Figures. 5(a) and 5(b) represent variations in MPA and
transient time respectively with s. Interestingly, near
s = 0 (i.e., when dispersal is independent of distance) we
observe both transient and asymptotic MPA to have a
higher amplitude closer to that of a global synchronous
solution which has a high extinction risk because pop-
ulations in all the patches have identical dynamics and
any perturbation when the population is very low might
lead to global extinction. This global extinction can be
avoided if populations in all the patches do not behave
exactly the same with time (i.e., they are asynchronous).
Importantly, with increasing s, there is a decrease in am-
plitudes leading to higher species persistence. Surpris-
ingly, MPA at transient phase is lower than MPA at
asymptotic phase which suggests that the species have
higher extinction risk during asymptotic phase than at
the transient phase. The reason behind missing data
point for MPA in asymptotic phase is that for higher
values of s the system never reaches asymptotic phase in
10000 units of time. For lower values of s, we see very low
transient time in Fig. 5(b) and with increasing s, mean
transient fraction saturates to 1. These higher transient
time corresponds to asynchronous solutions with large
number of clusters as also depicted in Fig. 3.
We also investigate the effect of predator efficiency φ
on MPA and transient time. Therefore, we plotted MPA
and transient time for different values of s with respect to
φ in Figs. 5(c) and 5(d). One can conclude that by vary-
ing predator efficiency, φ, the system can be driven from
low to high MPA. For higher predator efficiencies, the
global synchronous solution has higher order of magni-
tudes thereby making global extinction very much likely.
An important result is, for any value of φ, MPA decreases
and transient fraction increases or saturates to one with s
from which it can be concluded that the system is driven
to higher persistence. However, for a very low value of φ
(i.e., φ = 2), the system has globally synchronous solu-
tion for any value of s, thereby having a very high chance
of global extinction. From Fig. 5, one might say that the
system with higher values of s spend much more time on
lower-amplitude transient solutions.
Another important parameter to consider in this study
is the predator dispersal rate dp. Increasing the predator
dispersal from a low value, the system moves from longer
to shorter transients. For almost all dispersal rates in
Figs. 5(e) and 5(f), the system moves from high to low
MPA and shorter to longer transients when s has in-
creased. For s = 0, there is almost no transient resulting
in no transient MPA for some predator dispersal rate, as
shown in Figs. 5(e) and 5(f). The transient fraction sat-
urates to one for higher values of s. However, for high
value of dispersal rate, we observe global synchronous
solution irrespective of s.
70.0 0.5 1.0 1.5 2.0
s
2
3
4
5
6
φ
(a)
10
20
30
40
50
60
70
80
90
100
N
u
m
b
e
r 
o
f 
cl
u
st
e
rs
0.0 0.5 1.0 1.5 2.0
s
-8.00
-6.75
-5.50
-4.25
-3.00
lo
g
2
(d
p
)
(b)
10
20
30
40
50
60
70
80
90
100
N
u
m
b
e
r 
o
f 
cl
u
st
e
rs
FIG. 6. (Color online) Variation of cluster solutions with
spatial and dispersal parameters: (a) Dispersal rates are dh =
2−5 and dp = 2−6) and (b) prey dispersal rate dh = 2−5.
Local dynamics are governed by weak predation φ = 3.0,
strong prey self-regulation θ = 0.3 and predator mortality
rate η = 1. Each grid summarizes 120 numerical simulations
carried out independently.
D. Combined effect of system parameters and s in
a large network
Until now we performed our study with an ecological
network of 11 nodes. Here, we consider a relatively large
network of 101 nodes and study their dynamics. In this
case, we see a variety of k-cluster solutions varying from
global synchrony (k = 1) to global asynchrony (k = 101).
We varied the predator efficiency and predator dispersal
rate and took the mean of k-cluster solutions at time t =
5000 for 120 simulations. Figures 6(a) and 6(b) represent
how the cluster solutions depend on a local parameter φ
and a dispersal parameter dp for a large network of size
101 nodes. For a very low value of predator efficiency
(φ = 2) in Fig. 6(a), we see the least number of clusters
as compared to other values of φ. Increasing the predator
efficiency φ leads to higher number of clusters, however
this is not true when s is very low. With increasing s, the
number of clusters increases thereby making the system
asynchronous leading to higher persistence. Surprisingly,
at s = 0, the number of clusters is very low irrespective
of φ. This tells us that when dispersal is independent of
distance, the rate of synchronization is very high and as
a consequence it may lead to global extinction.
Figure 6(b) depicts how the average number of k-
clusters vary with predator dispersal rate (dp) and power-
law exponent (s). Higher predator dispersal leads to
lower number of k-clusters as compared to lower predator
dispersal, which is also intuitive because higher dispersal
leads to higher synchronization in sub-populations lead-
ing to less number of clusters. However, for higher values
of s (i.e., near s = 2), the population is asynchronised,
which is independent of the predator dispersal rate. At
s = 0, irrespective of the dispersal rates the number of
clusters is very low from which we can infer that even
in low dispersal rate the synchrony is very high when
dispersal is independent of distance.
E. Effect of network size
Next, we study the influence of network size on the
MPA and transient time. Figure 7 illustrates how the
MPA and transient time vary with the network size for a
particular s. It can be seen that the transient fraction in-
creases and MPA during transient regime decreases with
increase in the network size. For s > 0, the transient frac-
tion saturates to one as the network size increases. Re-
markably, we find that with increasing network size the
MPA decreases thereby suggesting that smaller networks
have higher MPA and thus a lower species persistence.
The motivation behind considering variable network
size in our study is to understand the effect of metapop-
ulation size in the dynamics of the considered ecological
network [42]. We find that small metapopulations (i.e.,
with less number of patches) further increases the risk
of global extinction because smaller networks are much
easier to synchronize as compared to larger networks.
Since, a small network will have less number of k-cluster
solution as compared to a large network. Hence, large
metapopulations which are spread over large landscapes
(with more spatially separated patches), more known ar-
eas and connectivities are less prone to extinction as they
are difficult to synchronize and hence carries the charac-
teristic of higher species persistence.
IV. DISCUSSIONS AND CONCLUSIONS
Synchrony and stability are often considered as con-
flicting outcomes of dispersal [43]. Stability here refers to
the state when populations linked by dispersal are more
persistent and hence less prone to extinction than the iso-
lated ones. However, synchrony on the other hand can
result in global extinction. In many studies it has been
80.5
1.5
2.5
(a)
0.5
1.5
2.5
(c)
0.5
1.5
2.5
M
e
d
ia
n
 P
re
d
a
to
r 
A
m
p
lit
u
d
e
(e)
5 21 41 61 81 101
n
0.5
1.5
2.5
(g)
0.0
0.5
1.0
(b)
0.0
0.5
1.0
(d)
0.0
0.5
1.0
M
e
a
n
 T
ra
n
si
e
n
t 
Fr
a
ct
io
n
(f)
5 21 41 61 81 101
n
0.0
0.5
1.0
(h)
FIG. 7. (Color online) Predator amplitude and transient du-
ration as a function of network size. Median total predator
amplitude during transient (triangles, solid lines) and asymp-
totic (open circles, dashed lines) solution phases for a regular
network. The cyan line corresponds to global synchronous so-
lution for the chosen parameter values: η = 1, θ = 0.3, dh =
2−5, and dp = 2−6. (a,b) φ = 3, s = 0; (c,d) φ = 3, s = 0.3;
(e,f) φ = 3, s = 0.5; and (g,h) φ = 3, s = 1.0. The above
result corresponds to 150 numerical simulations carried out
independently.
shown that heterogeneous network is required to generate
stability and asynchrony simultaneously [18, 43–45]. On
the contrary, we use a regular network with power-law
coupling to induce stability and asynchrony.
We have presented the importance of distance-
dependent dispersal in the ecological dynamics. We have
shown how the ecological dynamics vary when the power-
law exponent s is changed. For s = 0, the species has
equal likelihood of going to any habitat patch result-
ing in high synchrony. In other words, considering the
same intensity of both SDD and LDD can lead to a
high synchronous solution which has a high chance of
global extinction. One might argue why not consider
only SDD, i.e, to allow the connection between patches
that are the nearest ones. But that would underestimate
the metapopulation effect. Because in reality, one cannot
deny the fact that there are some rare LDD that play a
key role in patch recolonization. So, we have incorpo-
rated power-law dispersal in our model with s > 0, as it
takes into account the fact that the intensity of dispersal
reduces with distance [20].
Keeping in mind the intensity of both SDD and LDD,
we have introduced heterogeneity in the system through
dispersal strength which is distance-dependent power-
law. Using cluster analysis by calculating correlation co-
efficient, we have shown that changes in the power-law ex-
ponent s can surprisingly change the ecological dynamics.
As there is a consistent increase in the number of clus-
ters when the power-law exponent is increased. Larger k-
cluster solutions have a longer period of asynchronous dy-
namics and most of these solutions have longer transients,
which indicates the species persistence in metapopula-
tions in ecologically relevant time scales [36, 40]. There
are also several measures to quantify how good is the syn-
chronization. In this paper, the interpatch synchroniza-
tion is quantified by using the synchrony order param-
eter. Our results indicate that with an increase in the
power-law exponent the synchrony order parameter re-
duces, resulting lower synchrony/higher asynchrony with
increase in s.
In addition, we have also shown how the MPA for
transient time decreases with increasing power-law ex-
ponent. Hence, for larger values of power-law exponent
the species has less likelihood of extinction during the
transient phase rather than the asymptotic phase as the
amplitudes are higher at the asymptotic phases. More-
over, we also explore the combined effect of system pa-
rameters and power-law exponent on the species persis-
tence in a large network by calculating the number of
clusters. Once we have a larger value of power-law ex-
ponent it always supports higher asynchrony by forming
more number of clusters with variations in either local or
spatial parameters.
We further demonstrated that a larger network size
supports a lower MPA in comparison with small net-
work size. This suggests that large metapopulations have
less risk of global extinction in comparison with small
metapopulation with few connectivities. This finding is
significant in the context of biodiversity as larger connec-
tivity supports species persistence.
Future research can be initiated to observe these re-
sults experimentally using the network of microcosms
similar to the experimental setup in [11], where it has
been experimentally shown how asynchronicity enhances
species persistence with a different network topology.
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