[1] Because of transverse pore-scale dispersion, a mixing layer develops along the interface between a lighter fluid (fresh water) that flows toward a well or sink above a heavier fluid (seawater) in a steady axisymmetric configuration. The Peclet number characterizing mixing, Pe = L/a T , where L is the aquifer thickness and a T is transverse dispersivity, is generally much larger than unity. The existence of a narrow transition zone calls for a boundary layer solution, which is obtained by the following steps: (1) the potential flow solution of the upper fluid above a sharp interface is assumed to be known; (2) the equations are reformulated with the potential and Stokes stream function of this flow serving as independent variables; (3) boundary layer approximate equations are formulated in terms of these variables; and (4) simple analytical solutions are obtained by von Kármán integral method. Approximate solutions are presented for a few configurations: a confined aquifer of constant thickness, a phreatic aquifer with constant recharge, and a point sink above the interface in an unbounded domain. In each case the thickness of the boundary layer and the salinity of the pumped water are determined analytically or by quadratures. The results are illustrated for a few particular cases.
Introduction
[2] Flow of a lighter liquid overlying a heavier one in porous media occurs in a few important applications, e.g., seawater intrusion in coastal aquifers, flow of fresh water above brine bodies at the bottom of deep formations, upconing due to pumping of fresh water underlain by salt water or to pumping of oil floating above water. Here we are concerned with the modeling of upconing, which has received renewed attention recently because of its relevance to the proposed injection of supercritical CO 2 over brine bodies in deep formations [Nordbotten and Celia, 2006] . The present study is limited to steady axisymmetric flow and we shall refer to fresh water and seawater as the two fluids, though the concepts are valid for other fluids as well.
[3] The flow pattern is stable and a common approximation is to regard the two fluids as separated by a sharp interface. Then, the problem becomes one of free-surface flow and solutions have been derived in the past analytically, either exactly by using various approximations (for a recent review, see Nordbotten and Celia [2006] ), or numerically (see, e.g., Zhang and Hocking [1997] and the literature survey of Zhou et al. [2005] ). If only the lighter fluid is in motion and the heavier one is in rest, the problem is mathematically similar to the one of a water table separating a liquid and air.
[4] In reality, a transition zone develops between the two fluids because of mixing by molecular diffusion and by transverse pore-scale dispersion. Mixing is responsible for salinity of water pumped by wells, even if their screens are sufficiently far above the seawater body.
[5] The intensity of mixing between seawater and fresh water depends on the Peclet number, Pe = UL/D T , where U is a freshwater velocity scale, L is a length scale (e.g., the thickness of the aquifer) and D T is the transverse dispersion coefficient (the additional effect of molecular diffusion is generally negligible). The latter can be written as D T = Ua T , where a T is the transverse pore-scale dispersivity. In any conceivable field-scale application Pe = L/a T is generally much larger than unity.
[6] Modeling of flow in the presence of mixing is difficult since the flow is influenced by density variations, and as a result, it is not possible to separate the flow and transport equations. Most of the solutions in the past were obtained by numerical methods and various codes and semianalytical approximations were developed for this purpose (e.g., the classical solution of Henry [1964] ). A recent development based on a perturbation scheme is presented by Dentz et al. [2006] , who also provide a comprehensive review of the literature. In these studies, relatively small values Pe = O(10 1 Ä 10 2 ) were assumed. This choice was motivated primarily by numerical constraints, namely the need to render numerical dispersion smaller than the actual one. As a result, relatively thick transition zones and high rates of flushing were present in the solutions and the salient question is whether the adopted values of a T were realistic. In any case, numerical solutions that include mixing in thin transition zones are quite difficult to carry out as they require adopting a very fine mesh near the interface.
[7] The experimental determination of a T under laboratory conditions [List and Brooks, 1967] and at large scale [Fiori and Dagan, 1999; Rügner et al., 2004] arrived at small values of a T , and to Pe = O(10 3 Ä 10 4 ). It seems, therefore, that the numerical codes used so far are not well suited for solving problems characterized by these values.
[8] Similar problems, of a thin transition zone, are encountered in various fields of fluid mechanics and the appropriate tool to tackle them is the boundary layer (BL) approximation, that simplifies the problem considerably and makes possible the derivation of accurate analytical or numerical solutions. The boundary layer approximation was applied to interface problems in porous media by, e.g., Wooding [1963 Wooding [ , 1964 , Rubin and Pinder [1977] and Rubin [1983] . However, these studies adopted simplifying assumptions, like constancy of dispersion coefficient, twodimensional flow or quasi-horizontal flow.
[9] A general approach to the mixing problem, was presented by Van Duijn and Peletier [1992] , who accounted for density effects as well as the dependence of the dispersion coefficient on the velocity. In their pioneering work, they solved the simple case of uniform flow of fresh water above a planar sloped interface separating it from salt water. One of the major results is the computation of the rate of entrainment of salt water along the boundary layer. The problem could be solved exactly by self-similarity, owing to the idealized configuration. Nevertheless, the results are of a considerable interest in establishing the procedure and in gaining insight in the mixing mechanism. We have extended recently the approach of Van Duijn and Peletier [1992] to solve the two-dimensional problem of seawater intrusion in coastal aquifers [Paster and Dagan, 2007] . In that case the flow above the interface is nonuniform and we have used the approach developed by Cole [1968] for viscous flow past bodies, in order to generalize the mixing zone boundary layer equations. The basic idea is to rewrite the equations of flow and transport in terms of the specific discharge potential and stream function of the interface flow as independent variables and to use the ratio between the specific discharge in the boundary layer and that of the potential flow as the dependent ones. Subsequently, the boundary layer approximation was applied to the equations written in terms of these variables. We also adopted Glover's analytical solution [Glover, 1959] for the interface freshwater potential flow and von Kármán integral method to solve the BL equations. We were able to derive simple analytical solutions for the boundary layer thickness and the rate of salt water entrainment, as well as the related marine discharge, in terms of two dimensionless parameters: the flatness of the interface (e.g., aquifer thickness versus length of intrusion) and the Peclet number.
[10] The aim of the present study is to extend the approach of Paster and Dagan [2007] to the upconing problem, the main difference being the three-dimensional axisymmetric nature of the problem. The plan of the paper is as follows: the problem is stated mathematically in a general form; boundary layer equations are developed for general axisymmetric flows; next we apply the procedure to the upconing problem by using Dupuit assumption and subsequently by using a flat interface approximation.
Mathematical Statement of the Problem

General Equations
[11] The general system of equations of steady flow of a mixture of variable density of salt water and fresh water consists of (1) Darcy's law (representing the balance between pressure gradient, viscous stresses and gravity), (2) the equation of mass conservation of the mixture, (3) the equation of mass conservation of the salt (representing the balance between advection, molecular diffusion and pore-scale dispersion), and (4) a state equation for the mixture's density, function of the salt mass content.
[12] The equations may be simplified in the case of weak concentrations, as pertinent to mixtures of fresh water and seawater. With densities denoted by r f , r s respectively, the relative density difference factor is quite small
Consequently, the following widely used assumptions are adopted: (1) the viscosity coefficient is constant, (2) Boussinesq approximation (i.e., density variations are neglected in the equation of mass conservation and they interact with flow through the gravity term of Darcy's law only [Holzbecher, 1998] ), (3) in the state equation, the density depends linearly on the salt mass content, and (4) the dispersion coefficient depends on the flux as in the case of a tracer. We further assume that the medium is homogeneous and isotropic, so that permeability and dispersivities are constants.
[13] Thus, with these simplifications, and with application of the rot operator to eliminate the pressure from Darcy's law, the following dimensionless equation system is obtained for steady flow [Van Duijn and Peletier, 1992; Paster and Dagan, 2007] 
[14] Denoting the variables with dimensions as primed, the following dimensionless variables were used in (2) -(5): x = x 0 /L is the Cartesian coordinate vector, q = q 0 /U is the fluid flux (specific discharge) and q = jqj, r = (r 0 À r f )/ (r s À r f ) is the density, k is a unit vector in the upward vertical direction,
, n is the porosity, K 0 f = kgr f /m is the freshwater hydraulic conductivity, g is the gravity acceleration, k is the isotropic permeability, m is the coefficient of viscosity, D 0 0 is the effective coefficient of molecular diffusion, a T and a L are the transverse and longitudinal dispersivities, respectively.
We adopt U = K 0 f d as a flux scale, whereas L is a length scale of the aquifer.
[15 ] Equations (2) - (5) were the starting point of Van Duijn and Peletier [1992] and Paster and Dagan [2007] . Unlike the case of a tracer, the solution of the flux cannot be separated from that of the density because of the presence of r in (2). Furthermore, the system is nonlinear because of both advective and dispersive fluxes in (4) and (5). The parameters D 0 and e are much smaller than unity, calling for a boundary layer solution of this system.
Sharp Interface Solution (r 0 , q 0 )
[16] Since D 0 and e are very small, their neglect in (5) leads to the zero-order approximation F = 0, i.e., q 0 Á rr 0 = 0 in (4). The ensuing sharp interface solution is the one pertinent to two fluids, with r 0 = 0 beneath and r 0 = 1 above the interface, respectively. It is seen from (2) and (3) that the freshwater flux satisfies
and potential and Stokes stream function can be defined in axisymmetric flow by
where r and z are cylindrical coordinates (Figure 1 ). It is seen that the surfaces of constant f 0 and y 0 are orthogonal since rf 0 Á ry 0 = 0.
[17] In the case of salt water in rest, the two fluids have to be separated by a stream surface which for convenience is taken as y 0 = 0. Integration of (2) across the interface, for continuous p but discontinuous r, leads to the relationships
where q 0f is the freshwater flux tangent to the interface, q 0fz is its vertically upward component and q 0f = tan
À1
(dz/ dr) is the angle between the tangent to the interface z = Àz(r) and the horizontal axis in the r, z plane.
[18] We assume that the freshwater potential flow has been derived numerically or by analytical approximate methods such that z(r) as well as the fields f 0 (r, z), y 0 (r, z) and q 0 (r, z), are known. (5) becomes unbounded for the sharp interface solution, similarly to the case of viscous shear flow between two streams or past a body. This is a typical BL problem and Van Duijn and Peletier [1992] were the first to tackle it in a comprehensive manner, while maintaining the density effect in Darcy's law. Their solution, pertaining to uniform flow and a planar interface, as well as the one applying to seawater intrusion [Paster and Dagan, 2007] , were of a two-dimensional, planar, nature. Our aim is to solve the upconing problem (Figure 1 ), which is axisymmetric. This extension is pursued by following the procedure developed by Cole [1968, chapter 4 .2] for planar viscous flow past a body. The basic idea is to incorporate the BL approximation in a singular perturbation expansion, with f 0 , y 0 (the potential and the stream function of the potential flow) rather than r, z, serving as independent variables (a similar procedure was applied in the past for mixing of a tracer by Dagan [1971] ). The advantage of this general formulation for viscous flow past bodies is that it is applicable to any 2D flow without separation. Toward its extension for our case, the first step is to rewrite the equations of flow and mixing (2) - (5) in terms of f 0 , y 0 as independent variables. This implies extending the mapping of the r, z plane onto the f 0 , y 0 plane slightly beneath the sharp interface. This may pose some delicate problems at the intersection between the interface and an impervious bottom, but this local effect can be neglected and in any case it is not encountered in the problems discussed here.
Reformulation of the Mixing Problem in the
[20] In order to reformulate (2) - (5) we use the standard expressions of the operator r in an orthogonal curvilinear system [see, e.g., Batchelor, 1967, Appendix 2] . In the present case the metric coefficients are
where w is the azimuthal about the axis r = 0, whereas ds f 0 , ds y 0 and ds w are infinitesimal displacements along the curves defined by the intersection between surfaces of constant f 0 , y 0 and w.
[21] By using the expressions of the operator r in curvilinear coordinates, we get for the left-hand side of (2)
while the RHS becomes
so that the flow equation (2) becomes
Figure 1. Definition sketch for a sharp interface solution of upconing near a well pumping from a confined aquifer.
[22] Here, q f and q y are the components of q along the streamlines and equipotentials of the q 0 field, respectively, while q 0 = jq 0 j. Similarly, q 0 = sin À1 (q 0 Á k/q 0 ) is the angle between the tangent to a streamline and the horizontal direction. As mentioned above, the solution of the sharp interface problem is supposed to provide q 0 and q 0 as functions of f 0 , y 0 through the intermediate of r, z. In particular, along the sharp interface y 0 = 0 the relationship (8) between q 0f and q 0f prevails. It is reminded that f 0 , y 0 are extended beneath y 0 = 0, with q 0 (f 0 , y 0 ) and q 0 (f 0 , y 0 ) analytically continued there (as a matter of fact we need q 0 and q 0 to be differentiable at y 0 = 0, as shown in the sequel). This is different from the problem of viscous flow past a body considered by Cole [1968] , that dealt with the exterior flow y 0 > 0 only.
[23] Similarly, the continuity equation (3) becomes
while the transport equation (4) renders
[24] The components of the solute flux (5) are transformed into
by using the relationships @r/@s f = q 0 (@r/@f 0 ) and @r/@s y = r q 0 (@r/@y 0 ). Following Cole [1968] we switch to the normalized fluxes w f = q f /q 0 , w y = q y /q 0 , w = q/q 0 as dependent variables in (12) - (15) to arrive at the final formulation of the governing equations
[25] The nonlinear system (16) -(19) expresses the flow and mixing problem in terms of w f , w y and r as functions of f 0 , y 0 with known q 0 (f 0 , y 0 ), q 0 (f 0 , y 0 ) and r (f 0 , y 0 ) and given constant parameters D 0 , e and l. It has to be solved under appropriate boundary conditions. While its structure is not simpler than that of the original system (2) -(5), it permits to formulate the BL equations in a general manner for any regular sharp interface solution.
Boundary Layer Equations
[26] The general approach followed by Cole [1968] for viscous flow is to expand (16) -(19) in outer and inner perturbation expansions for D 0 = o(1) and e = o(1). The leading-order term of the outer expansion is the limit D 0 = 0 and e = 0 in (16) -(19), i.e., the sharp interface solution. Assuming that the latter is defined by y 0 = 0, the solution is given in a compact form by
where H stands for the Heaviside function. It is worthwhile to emphasize that this solution applies to any sharp interface solution that provides a particular q 0 field. The expansion is singular because of the presence of the derivatives of r with respect to y 0 in (18) - (19).
[27] Before proceeding further, we make the additional simplification of neglecting the effect of molecular diffusion term D 0 as compared to e, since the ratio D 0 /e = nD 0 0 / Ua T ( 1. The subtle, but negligible, effect of molecular diffusion on the BL solution was discussed by Paster and Dagan [2007] .
[28] Following Cole [1968] we define BL (inner) variables as follows:
As an additional preparatory step we notice that near y 0 = 0 we have
and similarly for sin q 0 , cos q 0 and r, with q 0f = q 0 (f 0 , 0), q 0f = q 0 (f 0 , 0) and r 0f = r(f 0 , 0). These are precisely the relationships used in order to continue the flow beneath Y = 0 and all what is needed for the first-order BL approximation is that the normal derivatives of q 0 and q 0 are bounded at y 0 = 0.
[29] Substitution of (21) and (22) into (16), expanding in e and retaining the leading-order term O(1), the only one to be considered here, leads to
Since by (8) q 0f = sinq 0f , equation (23) becomes
In a similar manner, equations (17) - (19) yield, with neglect of D 0 ,
where we used w = (W f 2 + eW y 2 ) 1/2 = W f + O(e) in the expansion of (19).
[30] Assuming that the BL is developing along the interface defined by Y = 0, F > 0 (as in Figure 1) , matching with the outer solution (20) requires that for F > 0,
Similarly to Van Duijn and Peletier [1992] we further simplify the system by integrating (24) with the use of (27) to obtain
This result is identical to the one pertaining to stratified flow and it implies that a hydrostatic pressure distribution prevails across the boundary layer, which is consistent with the well known property of viscous boundary layers. Equation (28) expresses in a simple manner the interaction between flow and density which is otherwise neglected in Darcy's law (1), if salt is regarded as a tracer.
[31] Elimination of r from (26) by using (28) leads to the final form of the BL equations for the modified flux vector
where r(@/@F, @/@Y) operates in the F, Y plane and e q 0f = r 0f 2 q 0f .
[32] These boundary layer equations are identical to those obtained for planar flow [Paster and Dagan 2007, equations (4.18) -(4.19) ] if r is omitted, i.e., f W = W and e q 0f = q 0f . Besides, the zero-order approximation of the sharp interface flow that shows up through the functions q 0f and r 0f are different for the two types of flow.
[33] Equations (29) and (30) may serve for deriving the unknown vector f W(W f , rW y ) numerically. In line with our previous work [Paster and Dagan, 2007] , we proceed with solving them approximately in a simple manner, by using the von Kármán integral method. As we showed there, the result was very accurate when compared with the self similar solution for uniform flow of Van Duijn and Peletier [1992] . This approximation was also shown to yield accurate results in the similar problem of a shear layer in viscous flow [Lock, 1951] .
Approximate Solution of the Boundary Layer Equations by von Kármán Method
Solution by von Kármán Method
[34] We adopt the von Kármán integral equation method as applied to the related viscous problem by Lock [1951] for two-dimensional flow. We refer to the well upconing problem (Figure 1 ) and we seek the solution of the BL equations (29) and (30) [35] To formulate the boundary conditions, we select the line defined by F = f 0 = 0 as the equipotential at the toe of the interface r = R (Figure 2a (F, ÀD ' ) = 0 and W y' (F) = W y (F, ÀD ' ), the rate of salt water suction by the BL. These conditions are specified on the boundaries of the control volume in Figure 2b .
[36] Integration of the BL equations (29) and (30) in the control domain (Figure 2b ) with the given boundary conditions leads for W f , W y to
where r u = r(F, D u ) and r l = r(F, -D l ) can be approximated by r 0f = r(F, 0) under the BL approximation.
[37] These equations are exact, the assumption that the BL upper and lower edges are at finite Y, notwithstanding. Differentiation with respect to F and elimination of W yu leads to the single integrodifferential equation
for the unknown functions W f , W y' , D ' and D u .
[38] An additional boundary condition is obtained by observing that the slope @r/@Y = À@W f /@Y is discontinuous at Y = ÀD ' , as @W f /@Y > 0 at ÀD ' + and @W f /@Y = 0 at ÀD ' À ( Figure 2b ). Hence, taking the limit of the transport equation (26) for Y ! ÀD ' + we obtain
since W f ! 0, while @r/@F and @ 2 r/@Y 2 are finite at Y = ÀD ' + .
[39] This relationship is consistent with the similar equation obtained by Van Duijn and Peletier [1992] for uniform flow, expressing the balance between the vertical dispersive flux term and the advective one at the lower edge of the BL.
[40] By von Kármán's approach, equations (33) and (34) are further simplified by assuming a similarity solution for the velocity profile
where D = D ' + D u is the total thickness of the BL such that 0 < x < 1 in the BL. Substitution of (35) into (33) and (34) and differentiation leads to
where the constant I is given by
and integration in (36) yields the final solution which express in a simple form the dependence of D and W y' upon q 0f (f 0 ), the flux along the sharp interface solution, and r 0f , the radius at a point on the interface, as follows:
where
and we replaced F = f 0 .
[41] The von Kármán method implies selecting a suitable analytical expression for F(x) that satisfies the matching conditions F(0) = 0, F(1) = 1 and F 0 (1) = F 00 (1) = . . . = 0 at an appropriate order, fixing therefore the values of I, F 0 (0) and b in (38) and (39).
[42] While D and W y' are determined uniquely as functions of F = f 0 in a simple manner for a selected shape F and for a given sharp interface solution, the relative position of the BL edges D ' , D u = D À D ' with respect to Y = 0 is left undetermined, unless W yu is specified in (31) and (32). The latter represents the freshwater flux into the BL and it is equal to zero for the case of upconing with an imposed freshwater inflow. Then, it is easily seen from (31) or (32) that
[43] These findings are consistent with those of Lock [1951] for two-dimensional viscous shear layers. Finally, to determine the BL location in the physical plane r, z we need to project y 0u = e 1/2 D u (f 0 ) and y 0' = Àe 1/2 D ' (f 0 ) by using the sharp interface solution (Figure 2a) . Similarly, the flux of salt water into the BL at the lower edge is given by q y = e 1/2 q 0 (f 0 , y 0' )W y' (f 0 ), which at the leading order can be also written as q y = e 1/2 q 0f (f 0 )W y' (f 0 ), with q y normal to the sharp interface. By using this last expression we can determine the total salt water discharge between r = R and any point along the interface by
where s is the length along the interface and we used the relationship ds f = df 0 /q 0f . By substituting (39) we get in (42)
We assume that the salt water entrained by the BL from below is discharged into the well, and is pumped out. Hence, the salinity of the water discharged by the well is given by
where f 0w = f 0 (r w ) and Q w is the dimensionless discharge at the well.
[44] The flux profile within the BL is obtained from q f = q 0 (y 0 ) F(x), with x given by (35) D ' and e 1/2 D u . As for the function F(x), we adopt the fourth-order polynomial proposed by Lock [1951] for viscous shear flow, namely F(x) = 2x À 2x 3 + x 4 such that F 0 (1) = F 00 (1) = 0. We also used this polynomial for the 2-D problem of seawater intrusion [Paster and Dagan, 2007] . As shown there, this choice led to a very good agreement with the self-similar solution of Van Duijn and Peletier [1992] for uniform flow. For this choice of F(x) we get
[45] To summarize the procedure, the first step is to solve the sharp interface problem, either numerically or in analytical approximate manner, and to derive the shape of the interface z = Àz(r) and the flux along the interface q 0f (s). Here, s, the coordinate along the interface, is measured from the point of inception of the boundary layer, and is defined by
dr. Subsequently, the BL thickness is given by (38) and (40) . It is convenient to represent the solution in the curvilinear coordinates s and n (the normal to the interface) by using the relationship dn/dy 0 = ds y 0 /dy 0 = 1/(r 0f q 0f ). Thus, the BL thickness in the normal direction b n is given by Dn(s) = [e 1/2 /(r 0f q of )] D(f 0 ), valid at leading order in e. We therefore get from (38), (40), and (45) for the BL thickness
[46] To compute the function K(s) it is convenient to operate with r = r 0f rather than s as independent variables by observing that ds = Àdr/cosq 0f . We then write (47) and (44), as
where q 0fr = q 0 0fr /U is the radial component of the specific discharge.
First-Order Correction to the Outer Flow
[47] In the case of viscous flow past a body, Cole [1968] determined in a systematic manner the next correction to the outer flow w 1 . The well known result is that the correction manifests as a potential flow with boundary condition w y1 (f 0 , 0) = e 1/2 W Y (F 0 ) along the body, which can be interpreted as flow due to the displacement thickness.
[48] In the present case, since there is no throughflow through the upper edge of the BL, the correction applies to the salt water body only. The correction flux field q 1 (r, z) satisfies
with boundary condition
with W Y' (f 0 ) given by (39). In words, the potential flow in the salt water body is caused by the given flux (51), normal to the sharp interface. Unlike the BL problem, in order to solve for f 1 we need to know the shape of the domain of the salt water body and the appropriate conditions on the other boundaries, besides (51). 
is the nondimensional discharge of the well. Unlike the seawater intrusion case, the problem does not have an analytical solution and we adopt therefore Dupuit approximation, which implies that q 0fr is independent of z. The continuity equation reads r Á Q = 0, with Q(r) = q 0fr z the vertically integrated freshwater specific discharge. Darcy's law, constancy of head in the saltwater body and continuity lead to the well-known solution for the dimensionless z(r) and q 0fr [see, e.g., Bear, 1979] 
[50] Dupuit assumption implies a slow change of z, satisfying, for instance, the requirement R c ( 1, where R c is the nondimensional radius of curvature of the interface profile. In any case Dupuit assumption, does not apply to the zone of three-dimensional flow beneath a partially penetrating well. Still, the total salt water discharge is a result of salt entrainment along the entire boundary layer extent and this integrated effect is presumably not sensitive to the local conditions near the well, if the interface is sufficiently flat.
[51] In line with Dagan [1968] and Nordbotten and Celia [2006] , we adopt a correction to the radial flow, by adding a vertical flux component to Dupuit solution q 0z = À(z/r) d(rq 0fr )/dr, such that the continuity equation is satisfied exactly and q 0 is tangent to the interface. Thus, we get q 0f = (q 0fr 2 + q 0z 2 ) 1/2 = Àq 0fr /cos q 0f , with cos
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[52] Hence, with (52) and with q 0fr = Àdz/dr, equation (48) becomes
which has to be determined by a numerical quadrature.
Substituting (53) in (46) and (49), we obtain Dn and C w as functions of r and the parameters e, R and b. The result is illustrated in section 6. 
for r w r 1, with I = I 0 /U, R 2 = Q w /(pI) + r w 2 and Q w = Q 0 w /UL 2 . Because of the presence of the water table, the thickness of the freshwater domain is defined by Àz < z < h f = dz. Hence,
The boundary layer function K(r) is found from (53), while the salinity in the well is determined by (49), the results being illustrated in the sequel.
Application to Upconing by Flat Interface Approximation
[54] Another type of approximation is based on a perturbation expansion in the interface raise relative to rest [Dagan and Bear, 1968] . It can be easily explained by considering the schematic, but simple case of a point sink that withdraws fresh water above an interface (Figure 4 ) at a discharge Q 0 w . The only length scale of the problem is D 0 , the height z 0 = D 0 of the sink above the unperturbed planar interface, and we render z 0 , r 0 and z 0 dimensionless with respect to it. In a similar manner we define as before q 0 = q
), which is assumed to be small. With z = funct(r; Q w ) an expansion in Q w is adopted, such that at the leading-order z = 1 À Q w z
(1) (r) while the flux potential f 0 (r, z; Q w ) = f
(r, z). The simple solutions [Dagan and Bear, 1968] are given by
[55] In this approximation the flow pertains to a point sink at z = 1 above a rigid wall at z = 0, whereas the interface elevation is proportional to the pressure head along the wall [Dagan and Bear, 1968] . Unlike Dupuit approximation, the flow is three dimensional and the interface flattens quickly with r since the flow domain is unbounded and the specific discharge q 0 decays like r À2 for r ! 1. Higher-order approximations for the similar problem of free-surface flow were pursued by Dagan [1967] , but we shall adopt here (57) and (58) toward solving the mixing problem by the boundary layer approximation. The required flow variable is
and K(r) is given by (53), as shown below.
Illustration and Discussion of Results
[56] For each of the applications described in section 5 we have to determine by a quadrature the function K(r), as given by (53), using each time the appropriate radial flux component along the interface q 0fr . In turn, the boundary layer thickness and the pumped water salinity, as given by (46) and (49) respectively, are determined in a simple manner with the aid of K(r).
[57] Starting with the first application (Figure 1 ), K(r) was computed by a numerical quadrature with q 0fr given by (52). The most relevant results are the boundary layer thickness Dn, given by (46) and the salinity C w at the well, given by (49). Focussing on the latter, it is seen in (49) that C w /(be 1/2 ) depends on three dimensionless parameters (Figure 1 ): R, which can be regarded as the radius of influence of the well, the discharge Q w and the well radius r w . We have represented in Figure 5 graphs depicting the dependence of C w upon R for a few values of r w and Q w . Each graph was drawn by solid lines for values of the parameters for which the interface is sufficiently flat near the well such that Dupuit assumption presumably holds (we selected the criterion z(r w ) 0.75). It is seen that the dependence on either Q w or r w is quite weak, for the selected values. This result has a simple interpretation: the interface is quite flat and the rate of entrainment is close to the one pertaining to a horizontal interface (Q w ! 0) for which q 0fr , given by (52), is proportional to Q w /r, and by (49), C w ! 2be
. For the values of Q w < 1 for which Dupuit assumption holds, the differences ( Figure 5 ) are small. In a similar vein, the difference in r w manifests in the additional entrainment near the well, which becomes relatively small for large R. To further grasp the results we consider the following example, pertinent to a sandy aquifer: Figure 5 (inset) the dimensionless BL thickness, Dn/e 1/2 as function of r for the same values of parameters r w = 0.01, Q w = 0.2, R = 4. It is seen that the maximal value is attained at r ' 0.3, where Dn/e 1/2 = 10.5, i.e., Dn 0 = DnD 0 = 1.5 m.
[58] Turning now to the case of a well pumping at the center of an island (section 5.2 and Figure 3) , the computation is similar except q 0fr which is given by (56). We have represented the salinity C w as a function of the dimensionless well discharge Q w for a few values of the dimensionless recharge I and well radius r w in Figure 6 . It is emphasized that this time the reference length is the island radius R [59] Last, in the case of a concentrated sink pumping above a flat interface, we substitute (59) into K(r), and integrate in (53) from r = 0, the stagnation point beneath the sink, to R = 1, in order to obtain K(0). Practically, C w is independent of Q w for the adopted first-order approximation, and a numerical quadrature leads to . However, the flat interface approximation requires that the upconing in the well is small, e.g., z (0) > 0.9, leading to Q w < p/5; that is, for the considered data, Q [60] It is emphasized that in this case the thickness of the boundary layer cannot be determined by (46) at the stagnation point r = 0, z = 0 although D(f 0 ), given by (38), is finite. This local effect near a stagnation point is well known in similar solutions of viscous boundary layer equations for flow past a body and is not considered here as it has a negligible effect upon C w .
Summary and Conclusions
[61] We investigate the problem of mixing between flowing fresh water and a stagnant body of seawater, under conditions of steady axisymmetric flow pertaining to well upconing. It is assumed, in line with field findings, that the transverse dispersivity is small, a T = O(10 À3 m), and consequently the Peclet number is large, Pe = O(10 3 ). As a result, mixing occurs in a thin zone around the sharp interface solution. We solve the problem approximately by the boundary layer approach, which simplifies it considerably. The starting point is the solution of the sharp interface problem that is assumed to be known, in terms of the potential and stream function of the freshwater flow. Subsequently, the boundary layer equations are formulated for the variable density flow by following the procedure of Cole [1968] as adapted by Paster and Dagan [2007] to the 2-D planar interface problem. These equations may serve as the starting point for approximate numerical solutions. We simplify them further by using von Kármán's integral method, to obtain in a general manner the velocity profile, the thickness of the boundary layer and the rate of entrainment of salt water. The latter leads to one of the important results of interest in applications: the salinity of the pumped water due to flushing.
[62] The general procedure is applied to a few particular cases for which the freshwater flow is solved analytically by either Dupuit assumption (well upconing in a confined aquifer, well at the center of a circular island with distributed discharge replenishing the water table) or by a flat interface approximation (a point sink of constant discharge above the interface). The well salinity and the boundary layer thickness are derived by a numerical quadrature for each case. The results are illustrated for a few values of aquifer parameters and for relatively flat interfaces. It is found that well salinities are of order of 1% in these particular cases. The procedure may serve in applications in which the mixing mechanism is important and the use of existing numerical codes encounters difficulties because of numerical dispersion. 
