ABSTRACT An image may be influenced by noise during capturing and transmitting process. Removing the possible noise from the image has always been a challenging issue due to this fact that further processing will not be possible unless by diminishing the noise from images. Many researchers attempted to remove the noise to improve the qualitative and also the quantitative results but these methods could not preserve the quality of images after applying de-noising techniques. In this paper, in the first stage, we utilized the most recent nature-inspired meta-heuristic optimization algorithm to get the optimal solutions for the parameters of thresholding function. Using the Harris hawk optimization (HHO) algorithm results in obtaining the optimized thresholded wavelet coefficients before applying the inverse wavelet transform. In the second stage, we proposed the improved adaptive generalized Gaussian distribution (AGGD) threshold, which is a data-driven function with an adaptive threshold value. This function can be fitted to any kind of images without using any shape tuning parameter. It is clear that the calculation of the threshold value does not require any optimization and LMS learning algorithm. The qualitative and quantitative results validate the superiority of the proposed method.
I. INTRODUCTION
Image de-noising is one of the crucial and challenging issues in image processing. Images may be affected by a wide variety of noises. The major characteristic of the noise is disturbing the efficiency and perfection of the pixels of an image. Various types of noises in acquisition and transmitting procedures may damage the level of details of an image which consequently results in remarkable lessening the quality of the observed pixels. Therefore, the further image analyzing and understanding will not be possible unless by getting rid of these noises and also making the quality and appearance of the image better so that the researchers will be more benefited from the facilitated image analyzing due to the noise The associate editor coordinating the review of this manuscript and approving it for publication was Sudhakar Radhakrishnan.
suppression. In this case, the critical task in noise removal is keeping the most important characteristics and features of the image while discarding the non-important components [1] . Hence, image de-noising has turned into a basic and principle pre-processing step in various applications of image processing, such as medical, hyperspectral remote sensing and satellite image processing.
Practically, one of the most common noises which can damage the qualitative and quantitative representation of an image is additive white Gaussian noise (AWGN). This is a fundamental model for simulating the impact of numerous noises affecting the image during the processes of capturing and transmission. Some techniques have been done to tackle this noise. J. Portilla et al., in 2003 proposed scale mixture of Gaussians based image de-noising [2] . Sparse coding for image de-noising with spike and slab prior [3] was conducted in a study proposed by X. Lu et al., in 2013 . In [4] authors suggested using a new SURE approach for noise suppression. Another type of noises influencing the quality and appearance of an image is impulse noise. This noise is not continuous and also it is categorized among one of the most difficult noises to be removed since it occurs instantaneously or randomly. To get over impulse noise, the median filter is the most desirable approach among researchers. Dong and Xu [5] proposed a new impulse noise detector based on the difference between the current pixel and its neighbors. Additionally, median type noise detector and detail preserving regularization have been introduced in [6] . In this study, Lin applied an adaptive center weighted median (ACWM) filter with an adjustable central weight obtained by partitioning the observation vector space to enhance the quality of median based filter [6] . A. S. Awad proposed a new technique for de-noising the images contaminated by random-valued impulse noise [7] . In this technique, we should acquire the optimum direction using estimating the standard deviation in different directions. Shao Miura et al., introduced randomly valued impulse noise reduction with Gaussian curvature of image surface [8] . For efficiently removing the visual effects caused by impulse noise from noisy images, Yin et al. [33] proposed highly accurate image reconstruction for multimodal noise reduction with semi-supervised learning on big data. In [34] , weighted couple sparse representation with classified regularization was conducted in a study for impulse noise removal. Additionally, total variation based noise removing is proposed in [35] to eliminate the impulse noise. Besides, there is a wide range of wavelet-based image de-noising techniques which can discard the noise properly and keep the most important characteristics of images. Wang et al. [9] introduced a new wavelet-based image de-noising with un-decimated wavelet transform. Wavelet image de-noising algorithm based on local adaptive Wiener filtering is conducted in a study proposed by Dan et al. [10] . In [11] , Song et al. proposed mean filter and wavelet transform for image de-noising. In addition, Bayesian wavelet-based image de-noising, bivariate shrinkage function and wavelet domain noise removal utilizing support vector regression are proposed in [12] , [13] and [14] , respectively. On the other hand, wavelet thresholding techniques have become very popular among researchers. A vast literature has emerged on removing the noises using thresholding functions. Donoho in [15] proposed de-noising by soft thresholding. In 1996 Donoho and Johnstone tried to recover a function of unknown smoothness from noisy data so that they proposed SureShrink to discard the noise using thresholding technique [16] . De-noising using orthogonal or decimated wavelet transform causes some drawbacks like Gibbs phenomena, so Coifman and Donoho [17] proposed Cycle spinning to get over this problem and in another study it is proved that using un-decimated wavelet transform combined with soft thresholding technique [18] could enhance the results in terms of PSNR value. In [19] Zhang introduced a thresholding neural network with new types of soft and hard thresholding as activation functions.
In this network, these improved versions of soft and hard thresholding functions are differentiable so that gradientbased learning algorithm is used to determine the optimal threshold value [19] . In 2007, Sahraeian et al., attempted to improve the results of Zhang's proposed method by using an improved model of non-linear thresholding function [20] . In [21] Nasri and Nezamabadi-Pour proposed an improved version of the thresholding neural network using a new sub-band adaptive thresholding function. Additionally, Golilarz and Demirel [22] used smooth sigmoid based shrinkage as activation function of TNN for noise reduction. Qian [23] introduced improved wavelet threshold function and median filter for image de-noising, moreover; adaptive generalized Gaussian distribution (AGGD) oriented thresholding function is proposed in [24] .
What is the drawback of using steepest descent gradient in the thresholding neural network (TNN) based noise reduction? It is clear that using this gradient-based learning algorithm to find the optimum value for threshold and also finding other threshold parameters is time-consuming so that to overcome this problem, Bhandari et al. [25] proposed optimal sub-band adaptive thresholding technique using JADE optimization algorithm. In this paper, a new method is proposed for image de-noising to improve the results of Bhandari's method. In this method, we used Harris Hawk Optimization algorithm (HHO) based adaptive thresholding approach and then we compared the result with de-noising based on previous optimized adaptive thresholding function based framework using JADE optimizer [25] . Continuously, we proposed a unique thresholding function which is the improved version of adaptive generalized Gaussian distribution (AGGD) oriented thresholding function introduced in [24] . This function is data-driven and totally dependent on the images so that for different images its shape changes automatically. In this correspondence, the threshold value is also optimal and derived from data. Thus, there is no need to use any kind of optimization or learning algorithm to find the optimum solution. The efficient results of de-noising based on the cited threshold function instead of using optimization and gradientbased learning algorithms corresponds to the superiority and performance of this technique.
The rest of the paper is established as follows: In section II wavelet-based image de-noising is described. Part III is about threshold function including hard, soft and nonlinear thresholding. In section IV we explained JADE and HHO optimization algorithm and section V deals with the proposed image de-noising techniques. Section VI is experimental results and finally, we conclude in section VII.
II. IMAGE DE-NOISING IN THE WAVELET DOMAIN
The procedure of image de-noising using wavelet transform is as follows. At first, applying wavelet transform will result in wavelet coefficients which some of them carrying the most important characteristics of the image and some holding the non-important features. The most important coefficients are also called as the detail coefficients and the non-important components called as the noisy coefficients. Secondly, the obtained wavelet coefficients need to be adjusted and tuned by a proper threshold value to keep the significant attribute of the image and remove the nonessential constituents. These coefficients called as thresholded wavelet coefficients. Lastly, inverse wavelet transform needs to be applied on the thresholded wavelet coefficients. As a result, we will get the output de-noised image. In the wavelet-based noise reduction method, the role of threshold function and its value are very important so that the appearance and the visual characteristic of an image are mostly dependent on this function.
A. NOISE
Suppose the data vector which is contaminated by noise as follows:
T which is influenced by additive white Gaussian noise:
where, x i denotes the wavelet noise-free coefficients and n i is the iid (independent and identically distributed) Gaussian noise.
Here, let us suppose the data vector of the noise-free signal
T represents the output vector obtained after applying thresholding function. The objective of image de-noising is discarding the noise from y i and minimizing the mean square error [21] . The MSE risk is given as follows:
where, N is the sub-band size, x i is the noise-free wavelet coefficients and x i is the thresholded wavelet coefficients. In de-noising using thresholding functions, finding a suitable threshold is an important task. Therefore, numerous techniques have been proposed to develop an appropriate threshold function. In VisuShrink method, the universal threshold is defined as follows:
where, σ is the standard deviation of noise and also it is called as robust median estimator [26] which is given by (4)
where, D i,j is the is wavelet coefficient in HH sub-band [24] .
III. THRESHOLD FUNCTIONS
Hard and soft threshold are the most common threshold functions. Using hard thresholding technique, wavelet coefficients, ω having higher absolute values than the threshold t, are kept while the lower ones become zero [27] , [28] . The hard threshold function is given by (5) .
On the other hand, using soft thresholding technique, wavelet coefficients ω larger than the threshold value t, will be shrunk according to the threshold function, P Soft (ω) given in (6) [27] , [28] . The other coefficients will be set to zero.
Hard thresholding is called ''keep or kill'' process while the soft thresholding is known as 'shrink or kill'' process [29] . Hard thresholding is discontinuous while soft is continuous. There were some drawbacks while using standard hard and soft thresholding functions which soft threshold function is weakly differentiated and there is no higher order derivative. The hard threshold cannot be differentiated due to its discontinuity [19] . Researchers attempted to enhance the functionality and flexibility of these thresholding functions by adding some values such as shape tuning parameters so that these standard soft and hard thresholding functions will turn to non-linear differentiable functions. Zhang in 1998 [30] and 2001 [19] proposed the following functions:
where, F is(1998) (ω, t) is the improved soft thresholding function, ω is wavelet coefficients, t is threshold value and k is the order of function 0 < k < ∞. Concerning the increased value k we have a smoother soft threshold function. For k = 0 threshold, the function becomes the identity function not changing the original image. When k = ∞ the function becomes the soft threshold function. For the interval of 0 < k < ∞, we observe the nonlinear version of the soft threshold function which is referred to the improved soft threshold function [30] .
where, F st(2001) (ω, t) is the improved soft threshold function, ω is the threshold and λ > 0 is a user-defined (fixed) function parameter. The shape of this function is totally dependent on the parameter λ so that when λ = 0 the function is standard soft threshold [19] .
where, F ht(2001) (ω, t) is the improved hard threshold function, ω is the wavelet coefficients, t is the threshold and µ > 0 is a user-defined (fixed) function parameter. The shape of this function is totally dependent on the parameter µ so that when µ = 0 the function is standard hard threshold [19] .
Sahraeian et al., in 2007 proposed another improved hard thresholding function. Their proposed smooth differentiable non-linear hard thresholding function could properly preserve the image edges [20] . This function is formulated as follows:
where, parameter q changes the shape of this function and also parameters p and u are for continuity and derivative of the function [20] . The above thresholding functions set the insignificant wavelet coefficients below the threshold value to zero. Nasri and Nezamabadi-pour in [21] proposed an adaptive threshold function with three shape tuning parameters which in this threshold function the non-important coefficients can be adjusted using a polynomial function. Accordingly, the capability of the function will be improved. The function is defined as follows:
where, ω is wavelet coefficients and t is the threshold value.
To enhance the flexibility and capability of the above nonlinear thresholding function, three shape tuning parameters are added to it. Thus, the new non-linear threshold function is given by (12) . In [21] , the authors have shown that the following function performs well in de-noising the images. Thus, in this study we used the Nasri's adaptive threshold function with three shape tuning parameters to be combined with HHO algorithm to eliminate the noise from satellite images.
where, ω is the wavelet coefficient, parameters n and m tune the shape of the function and also k calculate the asymptote of the function. Here, for k = 0 and k = 1, the function turns to the soft and hard threshold, respectively [21] . Figure 1 shows the Nasri and Nezamabadi-pour's proposed threshold functions.
IV. NATURE INSPIRED OPTIMIZATION ALGORITHMS A. JADE ALGORITHM
This algorithm is an improved version of DE optimizer. Zhang and Sanderson [31] introduced JADE algorithm which is an adaptive differential evolution algorithm. This optimizer is proposed to improve optimization performance by implementing a new mutation strategy ''DE/current-to-pbest'' with optional external archive and updating control parameters in an adaptive manner [31] . This optimizer has a parameter adaptation manner so that the control parameters can be updated to the suitable values. The main steps of JADE algorithm are as follows [25] .
Step 1 : Choose the population size, n.
Step 2 : Solution set need to be started randomly based on the population size.
Step 3 : Perform fitness evaluation for every solution set.
Step 4 : Initialize iteration and calculate crossover probability (CR i ) using µ cr the mean and standard deviation of 0.1. Besides, calculate the mutation factor F i using location (µ f ) and scale parameter 0.1.
Step 5 : Generating the donor individual which is given by (13) .
where, F i is the mutation factor, x i is the parent individual, x p best is among the excellent 100p% individuals which is chosen randomly in the existing population (p) with p ∈ (0, −1], x r1 is an individual chosen from existing population p and x r2 is also an individual chosen from p ∪ A which p is current population and A is archived.
Step 6 : Perform crossover to set the last trial.
Step 7 : Generate offspring [31] as follows: (1, D) x i,j , otherwise (14) where, Randint(1, D) is integer random numbers in the interval (1, D) which D is the dimension of the problem.
Step 8 : Arrange the new set including the best individuals from parent and trial vector according to the fitness values.
Step 9 : Update the optimal and best solutions. This step is also called a developed step due to the fact that the trial vectors are better than parent vectors.
Step 10 : Repeat until to obtain the best fitness and values.
B. HARRIS HAWK OPTIMIZATION (HHO)ALGORITHM
Heidari et al. [32] proposed a nature-inspired optimization algorithm called Harris Hawk Optimizer (HHO). This algorithm is population-based meta-heuristic which mimics the natural phenomena mathematically. In addition, this algorithm is motivated by the Harris's Hawks cooperative manner in chasing and surprising the prey. Based on this algorithm, several hawks together attempt to attack a prey in different directions causing the prey being astonished. It is clear that the prey's escaping patterns are totally correlated to the chasing patterns of Harris' Hawks. During this process, Harris Hawks may show different chasing patterns including the switching activity cooperatively. In this case, the leader of the group makes a quick dive approaching to the target, follows it for a while and then disappears suddenly, and the chase will be continued by another hawk. This activity will make the prey exhausted and confused which results in increasing the probability of capturing the hunt. Based on what is mentioned above, there are three phases for HHO. First, one is called exploration phase which is the process of chasing and detecting the target. This phase is formulated in (15) .
where, is the number of iteration, y(τ + 1) is the location of hawk in the iteration τ +1, y t arg et (τ ) is the current location of our target, LB and UB are the lower bands and upper band, respectively, r 1 , r 2 , r 3 , r 4 and q are random numbers in the interval (0,1), y rand (τ ) is the hawk which is chosen randomly from the population, y a (τ ) is the average position of hawk which is defined as follows:
where, y i (τ ) is the position of each hawk and N is the number of all the hawks. The second phase is the transition from exploration to exploitation. It is clear that the hunt's energy will be lessened during the process of chasing and capturing. The energy is modeled as follows:
where, En 0 is the energy at the first stage, T is the maximum iteration number and En is the escaping energy. The transition procedure can be summarized as the following. When |En| ≥ 1, exploration occurs and when |En| < 1 exploitation happens [32] . The third phase is called exploitation. In this phase, the hawks arrange the astonishing and confusing attacks to capture the prey. There are four steps to describe the attacking pattern. Here, let us consider r as the chance of the target's escaping probability.
Step 1 : Soft besiege: If r, |En| ≥ 0.5 , this manner can be formulated by (18) .
where, y(τ ) is the difference between the target's position and the current location, J = 2(1 − r 5 ) is the prey's random jump power and r 5 is a number in the interval (0,1) which is chosen randomly.
Step 2 : Hard besiege: If r ≥ 0.5 and |En| < 0.5 , the target becomes tired and does not have enough energy to escape. This step is modeled by (20) .
Step 3 : Soft besiege with progressive rapid dive: If r < 0.5 and |En| ≥ 0.5, the prey still have enough energy to escape successfully so that the hawk should perform the next move which is given by (21)
where, D is the dimension, S is the random vector with the size of 1 × D and LF(D) is the Levy Flight function [32] . Thus we have
Step 4 : Hard besiege with progressive rapid dive: If r, |En| < 0.5, the prey does not have enough energy to escape successfully. This step is modeled using the (24) .
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V. PROPOSED IMAGE DE-NOISING METHODS

A. OPTIMIZED IMAGE DE-NOISING USING HHO ALGORITHM
Applying additive white Gaussian noise with zero mean and standard deviation of provides us with input noisy image. Then, applying the discrete wavelet transform on this image will result in noisy coefficients. Besides, we can arrange the factors and parameters for the optimization algorithm and put the noisy components obtained from the previous step into HHO algorithm which includes adaptive threshold function to find the solution for the optimization algorithm, and after calculating it through adaptive function, best fitness values for each specific solution can be obtained. In this study, we utilized HHO algorithm whereas A. K. Bhandari et al., in 25] used JADE optimization algorithm. After finding the most fitted values or parameters (t, m, n, k) using the optimization algorithm, and routing it to the Nasri and Nezamabadipour's proposed adaptive threshold function along with the noisy components [25] , we can acquire the optimized thresholded wavelet coefficients. Finally, applying inverse discrete wavelet transform will provide us with the output de-noised image. The whole process of obtaining a de-noised image using optimization technique is shown in Figure 2 .
B. DE-NOISING USING IMPROVED ADAPTIVE GENERALIZED GAUSSIAN DISTRIBUTION ORIENTED THRESHOLD FUNCTION
Adaptive generalized Gaussian distributed (AGGD) oriented thresholding function is proposed in [24] . This strong function performs well in de-noising any kind of images due to its flexibility in being shaped in different images. It is clear that the threshold value is also derived from the data and for different images we will get different threshold values. This threshold function is modeled utilizing the distribution of high-frequency wavelet coefficients. This function also focuses on the wavelet coefficients in the interval of [-t,t] which is tuned using the adaptive generalized Gaussian oriented threshold function instead of setting them to zero. AGGD threshold function is modeled by (25) .
where, x is wavelet coefficients, σ n is the robust median estimator and t is the estimated adaptive data driven threshold value which is obtained using (26) . This value is the intersection between the AGGD threshold function in the interval [−t, t] and the identity function.
σ n (e t 2 2σ 2 n
To solve this equation and obtain the threshold value, t, we perform as follows. We can write the above equation as e t 2 2σ 2 n 
Here we can multiply both sides by e 
The final form of the equation will be as
which u = 0 is one solution that is not acceptable. Another numerical solution is u ≈ 1.6099, then u = t σ n ≈ 1.6099, so t ≈ 1.6099σ n which is the estimated adaptive data-driven value. In this paper, we proposed an improved version of AGGD oriented thresholding function to enhance the quality and appearance of the images. The proposed function includes AGGD threshold function in the interval [-t, t] and also it is powered by another smooth nonlinear function beyond this interval to make the whole function totally nonlinear and differentiable. This function is formulated in (31) . The proposed function along with AGGD function is shown in Figure 3 .
The main difference between this function and others are its capability to be adjusted and fitted to any images without adding any tuning parameters. Additionally, it is possible to find the adaptive threshold value without any optimization and LMS algorithm so that this facility can improve the speed and also the quality of de-noised images. The main steps of obtaining the AGGD threshold function is explained in [24] . Figure 4 shows the proposed function for varying different images.
VI. EXPERIMENTAL RESULTS
To show the superiority of the proposed methods over other alternative techniques available in the literature, several experiments have been performed here. In this regard, Db4 wavelet with one decomposition level is used in all the experiments. We used 6 satellite images, shown in Figure 5 , to display the experimentations [38] . In the first experiment as can be seen from Table 1 we used 6 test images to compare the performance analysis of different methods quantitatively in terms of PSNR values with Here the swarm size and maximum iteration for all optimizers are set to be 30 and 500, respectively. The parameters used for HHO are the same as original work in [32] . The setting of JADE is also the same with those set in [25] .
In the second experiment, we compared the proposed methods with Zhang [19] , Nasri and Nezamabadi-Pour [21] and JADE optimization based method for satellite image denoising [25] . The visual comparison shows the superiority of the proposed technique. Here we used four different test images. In this experiment, AWGN with zero mean and σ = 20 is added to the images to get the noisy images. Figure 6 shows a comparison between different image de-noising methods.
In the third experiment, we used band 25 of Indian pine hyper-spectral image. The dataset for this image is available in [1] . In this experiment as can be seen in Figure 7 , we compared de-noising using improved AGGD threshold function with AGGD based image de-noising [24] and Noorbakhsh's proposed smooth nonlinear threshold function [1] for σ = 10, 15, 20, 25, 30. The PSNR comparison shows that the improved AGGD function performs promising in de-noising the hyperspectral images as well.
In the fourth experiment we compared the proposed methods with BM3D [36] and WNNM [37] for larger σ values to evaluate the robustness of the proposed techniques in terms of PSNR values. Test image 5 is used in this experiment. For evaluation of the performance of the proposed methods, we also utilized MSSIM in the way it is used in [25] and then we made a comparison between different noise removal techniques. Figure 8 demonstrates that the proposed methods, improved AGGD and HHO based noise reduction, give better PSNR values compared with WNNM and BM3D. Furthermore, MSSIM results in Figure 9 show the same scenario for eliminating the noise from the noisy image. Hence, it is obvious that the results show the robustness of the proposed techniques over other methods. Additionally, in this section, the computational time for different de-noising algorithms has been shown in Table 2 to evaluate and compare the processing speeds of different methods. Here, the consuming time for HHO based noise reduction is the average of 10 runs. As can be seen from this table, improved AGGD is the fastest method for processing the data. All the implementations and 57466 VOLUME 7, 2019 experimental results have been done by Matlab programming on a computer with Intel core i7 and 16 GB Ram.
VII. CONCLUSION
In this study, optimized adaptive image de-noising and improved version of the AGGD oriented threshold function are proposed to remove the AWGN from the images. To process the de-noised image data, we used Harris Hawk Optimizer (HHO) which is a nature inspired meta-heuristic optimization algorithm for obtaining the optimized parameters of the thresholding functions. Furthermore, we proposed a data-driven threshold function with an adaptive threshold value which can be fitted to any kind of images without using any shape tuning parameter. We compared the results with other alternative techniques and found out that using HHO algorithm performs much better than JADE algorithm visually and quantitatively. Additionally, applying improved AGGD on the noisy image, provides us with better performance than de-noising based on the optimization algorithm. The experimental results have shown that utilizing improved AGGD with the estimated adaptive data driven threshold value achieved better accuracy and faster time of processing the data. In the future work, eliminating the different noises such as impulse noise and salt and pepper noises from the images using the proposed technique and different optimization algorithms will be studied. 
