Abstract. We characterize the tempered part of the automorphic Langlands category D(Bun G ) using the geometry of the big cell in the affine Grassmannian. We deduce that, for G non-abelian, tempered D-modules have no de Rham cohomology with compact supports. The latter fact boils down to a concrete statement, which we prove using the Ran space and some explicit t-structure estimates: for G non-abelian and Σ a smooth affine curve, the Borel-Moore homology of the indscheme Maps(Σ, G) vanishes.
[2n] ≃ 0.
1.1.6. The proof of Theorem B will be discussed in Section 1.4. Meanwhile, let us explain how to deduce Theorem A from Theorem B. For this, we digress to recall the definition of the tempered condition.
1.2. Tempered objects. The phenomenon of temperedness (and non-temperedness) was first observed in [1] . It arises as a consequence of three facts: the Hecke action on D(Bun G ), the derived Satake theorem, and the discrepancy between ind-coherent sheaves and quasi-coherent sheaves on a quasi-smooth stack. Let us review these facts in order. In the above formula, Ωǧ denotes the derived scheme 0 ×ǧ 0 ≃ Spec Sym(ǧ * [1] ), equipped with the adjoint action ofǦ. The quotient stack Ωǧ/Ǧ is quasi-smooth with space of singularities equal toǧ/Ǧ. Hence, we can consider ind-coherent sheaves on Ωǧ/Ǧ with singular support contained in any chosen closed conical G-invariant subset ofǧ. In particular, the choice of the nilpotent cone N ⊆ǧ yields the DG category appearing in the derived Satake equivalence. On the other hand, the choice of 0 ∈ǧ yields the DG category QCoh(Ωǧ/Ǧ). These two DG categories are related by a natural adjunction QCoh(Ωǧ/Ǧ) IndCoh N (Ωǧ/Ǧ),
Let G(K) := G((t)) and G(O)
with fully faithful left adjoint.
Define
temp Sph G to be the full subcategory of Sph G corresponding to QCoh(Ωǧ/Ǧ) under derived Satake. By construction, there is a colocalization
where, abusing notation, we have denoted the two adjoint functors with the same symbols as above.
1.2.4.
For C a DG category with a left action of Sph G , we set
As above (and abusing notation again), there is a colocalization temp C C.
We always regard temp C as a full subcategory of C via the functor Ξ 0 N . Definition 1.2.5. We say that an object of C is tempered if it belongs to temp C. We say that an object of C is anti-tempered iff it is annihilated by the projection Ψ 0 N : C ։ temp C. Equivalently, c ∈ C is anti-tempered iff Hom C (t, c) ≃ 0 for all t ∈ temp C.
1.2.6. In fact, it is clear that temp Sph G is a principal monoidal ideal of Sph G , generated by the object
where i : pt/Ǧ ֒ Ωǧ/Ǧ is the natural closed embedding and 0 ∈ QCoh(pt/Ǧ) the trivialǦ-representation.
Hence, the following facts are immediate:
• an object c ∈ C is tempered iff it is of the form ½ temp Sph G ⋆ c ′ for some c ′ ∈ C;
• an object d ∈ C is anti-tempered iff ½ temp Sph G ⋆ d ≃ 0.
1.2.7.
In view of the second item above, the idea of the proof of Theorem A is clear: as a first step, describe ½ temp Sph G explicitly (that is, without appealing to geometric Satake) and then, as a second step, prove that
The first step is exactly the content of Theorem C below, the second one will turn out to be a quick consequence of Theorem B in the special case of Σ = A 1 .
1.3.
The tempered unit of the spherical category. The explicit description of ½ temp Sph G is the subject of our next main result.
1.3.1. Let G(R) ⊆ G(K) denote the negative part of the loop group, that is, the group indscheme Maps(
. Consider the obvious map
Theorem C. There is a canonical isomorphism ½ Sph T . This is consistent with the fact that any object of D(Bun T ) is tempered.
1.3.3. Let us describe the functor (f ! ) R more explicitly. Recall, [15] , that the map is an open embedding, the inclusion of the "big cell" of the affine Grassmannian. Hence f is the composition of an open embedding with a quotient by a pro-unipotent group:
• j * . See e.g. [5] for more information on the adjunction (oblv, Av * ) in the framework of loop group actions on categories.
Remark 1.3.4. Even though the statement of the theorem involves only the automorphic version of the spherical category, most of the work takes place on the spectral side: it amounts to computing the Serre functor of the DG category IndCoh N (Ωǧ/Ǧ). Such computation will be transferred to Sph G using derived Satake and its relation with geometric Langlands for X = P 1 . A detailed outline of the proof of Theorem C appears in Section 2.2.
1.3.5. We will use Theorem C to see that Theorem A is a quick corollary of the following vanishing result: Theorem D. For G a reductive group of semisimple rank ≥ 1, the dualizing sheaf
Theorem D has the following immediate consequence: Corollary 1.4.2. For G as above, the dualizing sheaves of Gr G and of Gr
• G are infinitely connective.
Proof. Indeed, since the t-structure of D(Gr G ) is Zariski local, it suffices to prove the claim for Gr gives a sufficient (but certainly not necessary) condition.
Theorem E. Let Y ⊆ A N be a closed subscheme defined as the zero locus of k polynomials of degrees
is infinitely connective.
1.4.5. Obviously, Theorem E settles Theorem D in the cases G = GL n and G = SL n . For more general groups, we take a completely different route, which uses the Ran space and a bit of representation theory.
The proof is outlined in Section 6.1.
1.5. The structure of the paper.
1.5.1. In Section 2, we discuss geometric Langlands for X = P 1 and outline the proof of Theorem C. 1.6.2. The conventions regarding derived algebraic geometry follow [22] . For a quick review of the conventions regarding formal completions and the de Rham construction, the reader might consult [7] . 
The tempered unit of the spherical category
In this section, we start the proof of Theorem C. The key ingredients are the geometric Langlands equivalence for X = P 1 and the explicit computation of the Serre functor of QCoh(N/G).
2.1. Geometric Langlands for P 1 . For X = P 1 , it is known that the two Langlands DG categories are related by an explicit equivalence
The functor realizing such equivalence is the composition of:
• the derived Satake equivalence Sat G : IndCoh N (LSǦ(P 1 )) ≃ Sph G of [11] and [1, Section 12];
• an explicit functor γ : Sph G D(Bun G (P 1 )), introduced in [25] , which turns out to be an equivalence.
The goal of this section is to fill in some details regarding the functor γ.
2.1.1. We start by defining the renormalized version
The equivalence γ will be obtained later by imposing nilpotent singular support on both sides. 
2.1.3. Similarly, consider the non-cocomplete full subcategory
Karoubi-generated by objects of the form (
The natural correspondence
inspires the definition of the following functor:
Such functor is a priori only partially defined, as Av
is only partially defined. However, it turns out that γ ′ is well-defined on the entire Sph 
2.1.6. On the Bun G (P 1 ) side, there is an exhaustion by quasi-compact open substacks parametrized again by Λ dom :
where j ≤λ : Bun ≤λ G ֒ Bun G is the open embedding of the locus of G-bundles of Harder-Narashiman weight ≤ λ. By [13] , the (fully faithful) functor (
is well-defined on the entire source category.
Lemma 2.1.7. For any λ ∈ Λ dom , the functor γ ′ restricts to a functor
where
Proof. By construction, the restriction of γ ′ to Sph
is the functor of (!-pull,!-push) along the corre-
We claim that m λ lands inside the open substack Bun ≤λ G . Indeed, this is immediate from the following relation between G(O)-orbits and G(R)-orbits on Gr G (see, e.g., [28] ):
Thus, for any F ∈ Sph ≤λ,loc-cpt G , we have
It suffices to prove that the object (j ≤λ ) ! (γ ′ (F)) is coherent. This is clear: p λ behaves on D-modules like a smooth fibration, while any !-pushforward preserves coherence.
2.1.8. In particular, we have a functor γ ′ : Sph
The main result of this section reads:
Theorem 2.1.9. The functor γ ren is an equivalence of DG categories.
Proof. In [25] , V. Lafforgue uses the contraction principle to prove that γ ren is fully faithful on locally compact objects. This is enough to guarantee that γ ren is fully faithful. Hence, it remains to prove the essential surjectivity.
The plan is to show that, for any λ ∈ Λ dom , the restriction 
≤λ By induction, we may assume that the left vertical arrow is an essentially surjective. Hence, it remains to show that the composition
coh is essentially surjective. Let E λ be the G-bundle corresponding to λ. Since Bun
coh is Karoubi generated by a single object: the constant sheaf k Bun λ G . We now claim that
This is enough to conclude the proof of the theorem. The proof of the claim is a straightforward base-change, combined with the fact that Gr is Karoubi-generated by Av
where pt
To verify the induction step, it suffices to find F ∈ Sph ≤λ G such that
where e λ : pt Bun
is the obvious map and V ∈ Vect cpt . Indeed, any such object
We claim that the choice of
For starter, Sph G -linearity and base-change yield
is the natural map. From here, another base-change shows that
is of the required form.
Proof. We have proven that γ is an equivalence, written explicitly as the functor Av
Hence, γ −1 equals the right adjoint functor, which is Av
Proof. Since γ ren is an Sph ren G -linear equivalence, it preserves singular support. Hence, it induces an equivalence
On the other hand, we have already proven that γ ren restricts to an equivalence Sph G ≃ D(Bun G (P 1 )).
2.2.
Overview of the proof of Theorem C. Let us explain our strategy of the proof of Theorem C.
2.2.1.
Step 1: the setup. The construction of the previous section and derived Satake show that the functors
ren are equivalences, compatible with the obvious actions by Sph ren G on the three DG categories. By taking their subcategories of objects with singular support contained in N, and thanks to (Sph
, we obtain the chain of equivalences
By construction, the unit ½ Sph corresponds to Ψ N (i 
2.2.3.
Step 3: the Serre functor on the spectral side. Thanks to properness, it makes sense to consider the Serre functors of the three DG categories of (2.3). On the spectral side, we will prove that
2.2.4.
Step 4: the Serre functor on the automorphic side. On the automorphic side,
More generally, it is easy to check that T BunG (see below for the definition) equals the Serre functor on
2.2.5.
Step 5: the conclusion.
. Using the explicit formula for γ
from Corollary 2.1.11, a straightforward diagram chase along
Only Step 3 and
Step 4 need further details. The latter is treated immediately below, the former is the content of Section 3.
2.3. The Serre functor on the automorphic side. In this short section, we prove (2.4). For this, we need to review a few facts on Drinfeld's miraculous duality functor. U,! , where we use the equivalence Ps-Id U, * to identify D(U ) with its dual. For F ∈ D(Bun G ) and
we have:
The assertion of the lemma follows. 
Proof. It suffices to notice that Ps-
3. The Serre functor on the spectral spherical category
In Section 2.2.2, we have shown that the DG category IndCoh N (LS G (P 1 )) is proper. Hence, the Serre functor on IndCoh N (LS G (P 1 )) makes sense and our goal is to describe it: the final result is that the Serre functor equals the temperization functor up to a cohomological shift. We start with a preliminary result, which might be of independent interest: the computation of the Serre functor of the DG category QCoh(N/G). 
where j : N × /G ֒ N/G is the inclusion of the punctured nilpotent cone.
Proof. Denote by A λ := π * V λ the obvious compact generators, where π : N/G BG and λ ∈ Λ dom . It is clear that Serre(A λ ) = A λ ⊗ Serre(A 0 ). Hence, we just need to show that the displayed object S 0 equals Serre(A 0 ). I.e., we need to establish a functorial isomorphism
where we have set R := H 0 (N, O) and R × := H * (N × , O), both regarded as G-representations in the natural way.
Recall now the Springer resolution µ : T * (G/B) N and the induced isomorphism
where T * (G/B) × is the cotangent bundle with the zero section removed. Hence,
and, by birationality, R ≃ H 0 (T * (G/B), O). In view of the isomorphism T * (G/B) ≃ G × B n, we obtain the following decomposition of R as a sum of irreducible G-representations:
On the other hand, B. Kostant proved ( [24] , see also [12, Theorem 6.7.4] ) that there is a G-equivariant
Since H 0 (R × ) ≃ R for codimensional reasons, it suffices to show that R × has higher cohomology only in degree 2 dim n − 1, and that such higher cohomology decomposes (as a G-representation) as
To prove this, we first need to recall that the B-equivariant isomorphism
Then, as in (3.1), we compute:
By [23, Section 1.3.3], the Serre functor for Rep(B) equals the functor − ⊗ Λ dim n n[dim n]. We use this fact to manipulate the RHS above as follows:
Thanks to (3.2), we know that Hom RepB (V −w0(λ) , Sym n * ) is finite dimensional: in particular, we can replace the direct sum with a direct product. Hence,
where the last step used (3.2) again. This concludes the proof. Proof. Denote by R ⇒ and R ×,⇒ the shifts of the graded algebras R and R × . Arguing as before, it suffices to construct, for each ν, an isomorphism
To determine both sides explicitly, we need to decompose both R and R × as (G × G m )-representation. In view of (3.1), the (G × G m )-decomposition of R is the tautological one:
It follows that
so that the RHS of (3.3) can be rewritten as
On the other hand, the (
with the expression in parentheses of weight (−m − dim n). Hence,
From this, we see that the LHS of (3.3) equals
Comparing this equation with (3.4), it remains to exhibit, for each ν and m, an isomorphism
Such isomorphism is the one induced by the Serre functor of Rep(B). 
With that said, the reader not willing to dig into the shifts of gradings can ignore them altogether and still follow the proof. This way, one gets the assertion of the theorem up to an unknown cohomological shift.
Some easy examples (e.g., the case of G = T ) show that the claimed shift is likely to be correct.
Proof. By Koszul duality, IndCoh
Under this equivalence (and omitting the decoration ⇒ on functors), the comonad Ξ 0 N • Ψ 0 N goes over to the comonad
∧ N/G the obvious maps. Note that they are G mequivariant, so that their associated pullback and pushforward functors can undergo a shift of grading. As λ runs through Λ dom , the objects (3.6)
Thus, we just need to establish, for any pair (λ, µ) of dominant weights, a functorial isomorphism
Let us discuss the LHS first. Base-change gives ι
are the natural maps. Then
, we perform a base-change along the fiber square
Next, notice that the composition (N/G)
Such formula needs to be applied in its grading-shifted version: this amounts to apply ⇒ to the functors, and to replace the vector space Γ IndCoh (ω ΩcG ) with
We obtain that
where j : N × /G ֒ N/G is the inclusion of the punctured nilpotent cone. Let R := H 0 (N, O N ) and
-representations as discussed in the previous sections. We thus have:
where the last step used Corollary 3.2.3. Hence, the LHS of (3.7) equals
Now, let us compute the RHS of (3.7). Thanks to the fact that f is a nil-isomorphism (see [22, Chapter III]), we obtain
To compute the relative tangent complex, we use again the fact that N/G = g * /G × cG 0, so that
Consequently, the functor underlying the monad U(T (N/G)/(g * /G) ) is just the functor of tensoring with the graded vector space Sym(T cG,0 [−1]). Under the usual shift of grading, the functor
Passing to duals, the RHS of (3.7) equals
It remains to show that
For this, we need to recall the weight decomposition of T cG,0 :
we have
where z G = Lie(Z G ) is in weight 1, and each l ei is a line in weight e i (the i-th exponent of G). It follows that
Now, the claim is immediate from the formula dim G = dim(Z G ) + i (2e i − 1).
Proof of Theorem A
In this section, we deduce Theorem A from the combination of Theorem B and Theorem C. In more detail:
given by Theorem C, we obtain an explicit formula, see (4.1), for the Hecke
. In particular, we obtain an explicit formula for the object ½ 
4.1.1. Let us first prove that the DG category D(G\G(R)/G) is monoidal under convolution. To begin with, it is tautologically comonoidal. For example, the comultiplication is given by pull-push along the correspondence
the de Rham pushforward p * ,dR being defined as p is schematic (indeed, it is even smooth). Next, notice that D(G\G(R)/G) is self-dual, whence it is monoidal, with convolution product induced by m * ,ren , the renormalized de Rham push-forward along m (see [14] ).
Denote by Bun
-torsor of G-bundles equipped with a trivialization of the formal disc around x. We regard Bun G as being acted by G(K) on the left; in particular, G(O) acts and we have
We denote such action by the symbol * . As above, the pushforward along the action map needs to be renormalized.
on F is given by the formula 
3 More precisely, one first writes down the coaction functor
This completely tautological. Then one uses the self-duality of D(G\G(R)/G) only to turn the coaction into an action.
Proof. The Hecke action is, by definition, the pull-push along the correspondence
where the push-forward along m is the !-pushforward (defined, as m is ind-proper). The proof is straightforward from the definitions and base-change along the following commutative diagram, with cartesian left square: ⋆ω BunG ≃ 0 ∈ D(Bun G ) whenever G has semisimple rank ≥ 1. In view of (4.1), this amounts to showing that
In fact, we will prove that
is already the zero object.
Denoting by
After pulling back along Bun G G\ Bun G , the map π splits as a product. Thus, it is enough to prove that
, by the definition of Borel-Moore homology.
It is easy to check that H BM (G\G(R)) ≃ 0 if and only if H BM (G(R)) ≃ 0, and the latter vanishing statement is exactly the content of Theorem B for the affine curve A 1 .
Proof of Theorem E
In the previous part of the paper, we have shown that Theorem A follows from an instance of Theorem B. In this section, we deduce Theorem B from Theorem D, and then prove the latter in some special cases. 
. Thus, it suffices to prove that, for such C, we have
This is evident: the object in question is isomorphic to (p Y k ) * (C), and (p Y k ) * : Coh(Y k ) Vect is t-exact.
5.2.
Proof of Theorem E. Let G = SL n . In this case, G is a closed subscheme of A n 2 determined by the vanishing of one equation of degree n. Thus, Theorem D for G = SL n is covered by the following general result, which went under the name of Theorem E in the introduction. 
In particular, we have 
If d is large enough (precisely: larger than (2g − 2)/h), the latter is a vector scheme of dimension N (dh + 1 − g).
5.2.3.
Assuming d is large enough as above, let us compute the number of equations needed to spec-
Since N − n > 0 and h > 0 by assumption, C d goes to infinity with d, as desired.
Lemma 5.2.5. If Z is an affine scheme of the form
Proof. We proceed by induction on p. The case of p = 0 is obvious: indeed,
Assume now that p > 0. We can write Z ≃ Z ′ × A 1 pt, for an affine scheme Z ′ of the form A m × A p−1 pt. Since i * ,dR is t-exact and fully faithful, it suffices to prove that
Observe that i * ,dR (ω Z ) sits in the fiber sequence
Moreover, j ! and j * ,dR are both t-exact (the latter because j is affine), so that
Combined with the bound for ω Z ′ , this yields the assertion.
Proof of Theorem D in general
In this section we prove that, for G a non-abelian reductive group and Σ a smooth affine curve, the
is infinitely connective. Here is an example of such a variant: for I ∈ fSet, denote by G[Σ]
the indscheme whose S-points are those pairs (x ∈ Σ I S , φ : Σ S G) with two properties:
• the I-tuple x have pairwise disjoint graphs in Σ S ;
• φ sends Σ S − x to G • . Section 6.3 is devoted to deducing Theorem 6.1.3 from the following statement.
Proposition 6.1.5. For any I ∈ fSet, the dualizing sheaf of G[Σ]
6.1.6. It remains to prove this proposition. To simplify the exposition, we will rather prove a related, but easier, result: instead of x being an I-tuple of disjoint moving points of Σ S , we take x to be a single fixed point of Σ. Precisely, choosing x ∈ Σ( ) once and for all, consider the indscheme
This indscheme parametrizes those maps Σ G that send Σ − x into the big cell. In formulas:
The following result is a simplified version of Proposition 6.1.5, on which we now focus. 6.1.8. Let t be a local coordinate at x ∈ Σ, and denote by Gr G = Gr G,x the affine Grassmannian at x. The indscheme in question can be expressed using the loop group at x, as well as Gr G :
6.1.9. By definition,
Consider the map T [Σ − x]
Gr T,x . Since, at the reduced level, the T -Grassmannian Gr T,x is discrete and isomorphic to Λ, any element T [Σ − x] has a well defined "type" in Λ. It is clear that the following implies (in fact: it is equivalent to) Proposition 6.1.7.
Proposition 6.1.10. For any λ ∈ Λ, the dualizing sheaf of G • [Σ − x] λ × Gr G pt is infinitely connective.
We prove this statement via an explicit analysis in the next section.
6.2. Proof of Proposition 6.1.10. The coweight λ is regarded as fixed from now on.
Let us represent elements of G • [Σ − x]
λ as triples φ = (φ − , φ T , φ + ) in the obvious manner. In turn, φ ± = (φ − , φ + ) can be viewed as a map Σ − x A |R| , where |R| is the number of roots of G. We say that φ ± has poles at x bounded by n (with n ≥ 0) if each of the maps Σ − x A 1 comprising φ ± is an element of H 0 (Σ, O(nx)). Obviously, this condition says nothing about the poles of φ ± at the points at infinity of Σ.
We will use the same notation and terminology for elements of G • ((t)) λ .
We have:
The following observation is the important bit of representation theory we need:
Lemma 6.2.3. There exists a number e(λ) ∈ N with the following property: if φ = (φ − , φ
, then φ ± has poles bounded by e(λ). 
