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Abstract
Let A and B be ground term rewrite systems over some ranked alphabet  with $A $B.
We say that a ground term rewrite system C over  is a congruential complement of A for
B, if $A[C =$B and $A \$C is the identity relation over T. We show that, given ground
term rewrite systems A, B, C over some ranked alphabet  with $A $B, one can eectively
decide if C is a congruential complement of A for B. c© 2000 Elsevier Science B. V. All rights
reserved
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1. Introduction
We show that a reduced ground term rewrite system over some ranked alphabet 
has a good property: if we omit any rules, the omitted rules and the remaining rules
generate congruence relations such that their intersection is the identity relation on T.
In general, given two ground term rewrite systems A and B over some ranked alphabet
 with $A$B, one may want to eliminate all nontrivial pairs of $A from $B.
In other words, one may want to construct a ground term rewrite system (gtrs for
short) C over  such that $A[C = $B and that $A \$C is the identity relation
on T. Let A and B be gtrs’s over some ranked alphabet  with $A$B. We say
that a gtrs C over  is a congruential complement of A for B, if $A[C = $B and
$A \$C is the identity relation over T. We note that A may have more than one
congruential complement for B, which are pairwise nonequivalent. Consider the follow-
ing example. Let  = f a; b; f g, where a; b are of rank 0, and f is of rank 1. Consider
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the gtrs’s
A = ff(a)! a; f(b)! b g ;
B = ff(a)! a; f(b)! b; a! b g ;
C = f a! b g ;
D = f a! f(b) g ;
E = ff(a)! f3(b) g
over . Then each one of C, D, and E is a congruential complement of A for B.
Moreover, $C 6=$D, $C 6=$E , and $D 6=$E .
Our main result is the following. Given gtrs’s A, B, C over some ranked alphabet
 with $A$B, one can eectively decide if C is a congruential complement of A
for B.
The paper is organized as follows. In Section 2 we introduce and recall the notations
and basic concepts to be used.
In Section 3 we adopt some concepts and results from [11]. Among these, we adopt
the concept of the trunk of the congruence relation $R induced by a gtrs R. Then
we study the trunks of the congruence relations induced by gtrs’s and their relation
with the congruential complements of gtrs’s for gtrs’s. Among several results, we
show that trunk($R) =
Sf [t]$R j t 2 SUB(R) g. That is, the trunk of R is equal to
the union of all classes [t]$R , where tree t appears as a subtree in some rule of R.
Furthermore, we show that for a reduced gtrs B and for an arbitrary gtrs A with AB,
trunk($A) trunk($B).
In Section 4, we show our main results. Let B be a reduced gtrs over some ranked
alphabet , and let AB. Then C = B− A is a congruential complement of A for B.
Then we show that for any gtrs’s A and C over a ranked alphabet , it is decidable
if $A \$C = id. Here id stands for the identity relation over T. Finally we
show that, given gtrs’s A, B, C over some ranked alphabet  with $A$B, one can
eectively decide if C is a congruential complement of A for B.
In Section 5, we present an example which illustrates the most important construc-
tions of the proof of the second main result of Section 4.
In Section 6, rst we show that the ternary relation ’gtrs C is a congruential com-
plement of gtrs A for gtrs B’ is a modular relation for the class of all gtrs’s. Then we
show that, given reduced gtrs’s A and C over a ranked alphabet , it is decidable if
!+A \!+C 6= ;. Finally we show that, given convergent linear monadic term rewrite
systems A, C over a ranked alphabet , it is undecidable if !+A \!+C 6= ;.
2. Preliminaries
In this section we present a brief review of the notions, notations and results used
in the paper.
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Relations. We denote the cardinality of a set A by card(A). A relation over a set
A is a subset  of A A. Let −1 denote the inverse of . We denote by k the kth
power, by + the transitive closure and by  the reexive, transitive closure of ,
respectively. We write ab for (a; b) 2 . Let  be an equivalence relation on A. Then
for every a 2 A, we denote by [a] the -class containing a, i.e. [a] = f b j ab g.
For a set A0A, [A0] = f [a] j a 2 A0 g. Let H be a set of -classes, then
S
H =S
(C j C 2 H).
Strings. Let N be the set of all positive integers. The set of words over N is denoted
by N .
A Post Correspondence System (PCS for short) over an alphabet  is a pair hw; zi =
h(w1; : : : ; wn); (z1; : : : ; zn)i, n>1, of lists of nonempty words from the alphabet . We
associate a problem, called Post Correspondence Problem and denoted by PCPhw; zi,
with the PCS hw; zi. This problem is to determine whether or not there exist k>1 and
i1; : : : ; ik , where 16i1; : : : ; ik6n such that
wi1 : : : wik = zi1 : : : zik :
Here we call the index sequence i1; : : : ; ik a solution of the PCS hw; zi, cf. [7].
Proposition 2.1 (Davis and Weyuker [7]). The Post Correspondence Problem is un-
solvable. That is; there is no algorithm which takes a PCS hw; zi as input and deter-
mines whether or not there is a solution of the PCS hw; zi.
Terms. A ranked alphabet  is a nite set in which every element has a unique rank
in the set of nonnegative integers. For each integer m>0, m denotes the elements
of  which have rank m. We assume that 0 6= ;. We need a countably innite
set X = f x1; x2; : : : g of variable symbols kept xed throughout the paper. The set
of the rst n elements x1; : : : ; xn of X is denoted by Xn. For an arbitrary n>0, we
denote by T;n the set of terms over  indexed by Xn. It is the smallest set U for
which
(i) 0 [ XnU and
(ii) f(t1; : : : ; tm) 2 U whenever f 2 m with m>1 and t1; : : : ; tm 2 U .
The set T;0 is written simply as T and called the set of ground terms over . The
identity relation over T is denoted by id. We distinguish a subset ~T;n of T;n as
follows: a tree t 2 T;n is in ~T;n if and only if each variable symbol of Xn appears
exactly once in t and the left-to-right order of the variables in t is x1; : : : ; xn. For
example, if  = 0[2 with 0 = f a g and 2 = ff g, then f(x1; f(a; x1)) 2 T(X1)
but f(x1; f(a; x1)) 62 ~T(X1). On the other hand, f(x1; f(a; x2)) 2 ~T(X2).
A tree t = f1(f2(: : : (a))) in T0[1 , with f1; f2 2 1 can be written as the string
f1f2 : : : a.
A tree language L is any subset of T.
The tree substitution operation is dened in the following way. Given a tree t 2
T;n (n>0) and trees t1; : : : ; tn 2 T, we denote by t[t1; : : : ; tn] the tree which can
be obtained from t by replacing each occurrence of xi in t by ti for 16i6n. If
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n = 1, then let t  t1 denote t[t1]. Given a tree t 2 T;n (n>0); and tree languages
L1; : : : ; Ln over , we denote by t[L1; : : : ; Ln] the tree language f t[t1; : : : ; tn] j ti 2 Li for
16i6n g.
For a term t 2 T(X ), the set sub(t) of subtrees of t is dened by recursion as
follows:
(i) if t 2 0 [ X , then sub(t) = f t g,
(ii) if t = f(t1; : : : ; tm) for some m>1, f 2 m, and t1; : : : ; tm 2 T(X ), then we have
sub(t) =
S
(sub(ti) j 16i6m) [ f t g.
For a tree language LT, the set sub(L) of subtrees of elements of L is dened
by the equation sub(L) =
S
( sub(t) j t 2 L ). We say that L is closed under subtrees
if sub(L)L.
For a term t 2 T(X ), the set of occurrences O(t)N  is dened by recursion:
(i) if t 2 0 [ X , then O(t) = f  g, and
(ii) if t = f(t1; : : : ; tm) with m>1 and f 2 m, then O(t) = f  g [ f i j 16i6m and
 2 O(ti) g.
For any t 2 T(X ) and  2 O(t), we introduce the subterm t= 2 T(X ) of t at  as
follows:
(i) for t 2 0 [ X , we dene t= = t;
(ii) for t = f(t1; : : : ; tm) with m>1 and f 2 m, if  =  then t= = t, otherwise, if
 = i with 16i6m, then t= = ti=.
The height h(t) of a term t 2 T is dened by
h(t) = maxf length() j  2 O(t) g :
For any t 2 T(X ) and  2 O(t), we introduce the label lab(t; ) 2  [ X of t at 
as follows:
(i) for t 2 0 [ X , we dene lab(t; ) = t;
(ii) for t = f(t1; : : : ; tm) with m>1 and f 2 m, if  =  then lab(t; ) = f, otherwise,
if  = i with 16i6m, then lab(t; ) = lab(ti=).
Finally, for any t 2 T,  2 O(t), and r 2 T, we dene t[ r] 2 T.
(i) If  = , then t[ r] = r.
(ii) If  = i, for some integer i, then t = f(t1; : : : ; tm) with f 2 m and 16i6m.
Then t[ r] = f(t1; : : : ; ti−1; ti[ r]; ti+1; : : : ; tm).
Let f 2 1, t 2 T be arbitrary. The tree fk(t) 2 T, k>0, is dened by recursion:
f0(t) = t, and fk+1(t) = f(fk(t)) for k>0.
Algebras. Let  be a ranked alphabet, then a -algebra is a system B = (B; B),
where B is a nonempty set, called the carrier set of B, and B = ffB j f 2
 g is a set of operations over B such that for every f 2 m with m>0, fB is a
mapping from Bm to B. For any f 2 m and B1; : : : ; BmB, let fB(B1; : : : ; Bm) =
ffB(b1; : : : ; bm) j bi 2 Bi for each 16i6m g. An equivalence relation B  B is a
congruence on B if, for every f 2 m with m>0 and a1; : : : ; am; b1; : : : ; bm 2 B, the
conditions a1b1; : : : ; ambm imply fB(a1; : : : ; am)fB(b1; : : : ; bm). Each relation B
B generates a congruence  on B, called the congruence generated by , which is the
smallest congruence on B containing . A congruence  on B is nitely generated if
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it is generated by a nite relation B  B. Let H be a subset of B. We say that
H is congruential if it is the union of nitely many classes of a nitely generated
congruence on B.
In what follows we shall deal with the algebra T = (T; ) of terms over , where
for all f 2 m with m>0 and t1; : : : ; tm 2 T, we have fT(t1; : : : ; tm) = f(t1; : : : ; tm).
Congruential subsets of T are called congruential tree languages.
In the rest of the paper, we write f(C1; : : : ; Cm) for fT(C1; : : : ; Cm).
Term rewrite systems. Let  be a ranked alphabet. Then a term rewrite system (trs
for short) R over  is a nite subset of T(X ) T(X ) such that for each (u; v) 2 R,
each variable of v also occurs in u. Elements (u; v) of R are called rules and are
denoted by u! v.
Let R be a trs over . Given any two terms s and t in T(X ) and an occurrence
 2 O(s), we say that s rewrites to t at  and denote this by s!R t if there is some
rule u ! v in R, where u; v 2 T(Xm), m>0, such that s= = u[s1; : : : ; sm] t = s[  
v[s1; : : : ; sm]] for some trees s1; : : : ; sm 2 T(X ). Here we also say that R rewrites s to
t applying the rule u! v at .
A linear trs is one in which no variable occurs more than once on any left-hand
side and no variable occurs more than once on any right-hand side. Gallier and Book
[12] introduced the notion of a monadic trs. A trs is monadic if each left-hand side is
of height at least 1 and each right-hand side is of height at most 1. For results on a
monadic trs and on the generalizations of this concept, one is referred to the papers
[21, 4, 15].
 A trs R is noetherian if there exists no innite sequence of terms t1; t2; t3; : : : in
T(X ) such that t1!R t2!R t3!R    .
 A trs R is conuent if for any terms t1; t2; t3 in T(X ), whenever t1!R t2 and t1!R t3,
there exists a term t4 in T(X ) such that t2!R t4 and t3!R t4.
 A trs R is convergent if it is noetherian and conuent.
For the the concept of a critical pair, the reader is referred to [16]. The following
proposition is a well known consequence of Huet’s results, see [16].
Proposition 2.2. Let R be a noetherian trs over . If R has no critical pairs; then R
is convergent.
Let R and S be trs’s over the disjoint ranked alphabets  and , respectively. Then
the disjoint union R S of R and S is the trs R [ S over the ranked alphabet  [ .
Let C be a class of trs’s, let C be closed under disjoint union. A ternary relation
REL over C is modular for C if the following holds. For any trs’s R1; R2; R3 2 C
over  and for any trs’s S1; S2; S3 2 C over ,  \  = ;, R1, R2, R3 are in relation
REL, and S1, S2, S3 are in relation REL if and only if R1  S1, R2  S2, R3  S3
over  [  are in relation REL. For a short survey on the disjoint union of trs’s, see
the introduction of [2]. Moreover, see [23], [19], and [15] for recent results in this
area.
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Ground term rewrite systems. A ground term rewrite system (gtrs) over a ranked
alphabet  is a nite subset R of T  T. The elements of R are called rules and a
rule (u; v) 2 R is written in the form u ! v as well. Moreover, we say that u is the
left-hand side and v is the right-hand side of the rule u ! v. Note that for a gtrs R,
the set R−1 is also a gtrs. The elements of R can be used only in one direction given
by the system to dene a rewriting relation !R. This is introduced as follows: for any
p; q 2 T, we have p!R q if and only if there exist an  2 O(p) and a rule u! v in
R such that p= = u and p[ v] = q. Here we say that R rewrites p to q applying
the rule u! v at . By the relation $R we mean the symmetric closure of !R.
It is well known that the relation $R is a congruence on the term algebra T. We
call $R the congruence induced by R.
 A gtrs R is equivalent to a gtrs A, if $R =$A holds.
 A gtrs R is noetherian if there exists no innite sequence of terms t1; t2; t3; : : : in T
such that t1!R t2!R t3!R    .
 A gtrs R is conuent if for any terms t1; t2; t3 in T, whenever t1!R t2 and t1!R t3,
there exists a term t4 in T such that t2!R t4 and t3!R t4.
 A gtrs R is convergent if it is noetherian and conuent.
Let R be a gtrs over a ranked alphabet . A ground term t 2 T is irreducible for
R if there exists no t0 such that t!R t0. The set of irreducible ground terms for R is
denoted by IRR(R). It is well known that for any convergent gtrs R and class C of
$R, C contains exactly one term t in IRR(R), and that for any term p in the class C,
p!R t. We call t the R-normal form of p.
Let  be a ranked alphabet, let R be a gtrs over , and let L be a tree language
over . Then R(L) = fp j q!R p for some q 2 L g is the set of descendants of trees
in L. When  is apparent from the context, we simply write R(L) rather than R(L).
A gtrs R is reduced if for every rule l ! r in R, l is irreducible with respect to
R−f l! r g and r is irreducible for R. We recall the following important result from
[22].
Proposition 2.3 (Synder [22]). Any reduced gtrs R is convergent.
The following result is a simple consequence of the claim on p. 167 in [17] and of
Propositions 2.2 and 2.3 in [24].
Proposition 2.4. Let R be a gtrs over a ranked alphabet ; and let p; q 2 T. It
is decidable in O(n log n) time if p$R q; where n is the number of occurrences of
symbols in R; p and q.
Proposition 2.5. Let R and S be gtrs’s over a ranked alphabet . Then it is decidable
if $R =$S .
Proof. It is not hard to see that R is equivalent to S if and only if R$S and S $R.
Hence by Proposition 2.4 it is decidable if R is equivalent to S.
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Denition 2.6. Let R be a gtrs over a ranked alphabet . Let
lhs(R) = f t 2 T j t is the left-hand side of some rule t ! v in R g
be the set of left-hand sides of the rules in R, and
rhs(R) = f t 2 T j t is the right-hand side of some rule u! t in R g
be the set of right-hand sides of the rules in R. Let
SUB(R) = sub(lhs(R) [ rhs(R))
be the set of subterms occurring in R. Let
R =
$
R
\ SUB(R) SUB(R)
and
loop(R) = card(f [t]R j t 2 SUB(R) g) :
It should be clear that R is an equivalence relation on SUB(R). Moreover, R can
be eectively constructed, see the note after Algorithm 3.6 in [10]. Hence loop(R) can
be eectively computed.
For recent results on ground trs’s one is referred to [3, 6, 8, 13, 17, 18, 20, 22, 25].
Recognizable tree languages. Here we introduce the deterministic bottom-up tree
automaton with the terminology appearing in [5]. A deterministic bottom-up tree au-
tomaton over a ranked alphabet  is a system A = (Q;; R; Q0), where the following
conditions hold.
(a) Q is a nite nonempty set of states, where each state is a symbol of arity 0.
(b)  \ Q = ;.
(c) R is a gtrs over  [ Q, each rule in R is of the form
f(q1; : : : ; qm)! q ;
where m>0, f 2 m, and q; q1; : : : ; qm 2 Q. Moreover, it is required that for any
m>0, f 2 m, and q1; : : : ; qm 2 Q, there is exactly one rule of the above form in
R.
(d) Q0 is a subset of Q, called the set of nal states.
The transition relation !A over the set T[Q is dened as the rewriting relation !R
of R. Then the tree language recognized by A is
L(A) = f t 2 T j t !
A
q for some q 2 Q0 g:
From now on we abbreviate the expression ‘deterministic bottom-up tree automaton’
simply by ‘tree automaton’. A tree language LT is recognizable if there exists a
tree automaton A such that L = L(A).
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Proposition 2.7 (Gecseg and Steinby [14]). Let  be any ranked alphabet; and let
t 2 T. One can eectively construct a tree automaton A over  recognizing the sin-
gleton tree language f t g. Furthermore; one can eectively construct a tree automaton
B over  recognizing the empty set ;.
Proposition 2.8 (Gecseg and Steinby [14]). For any ranked alphabet  and tree au-
tomata A and B over ; one can eectively construct tree automata C1; C2; and C3
over  such that L(A)\ L(B) = L(C1); L(A)[ L(B) = L(C2); and L(A)− L(B) =
L(C3).
Proposition 2.9 (Gecseg and Steinby [14]). For any ranked alphabet  and tree au-
tomata A and B over ; it is decidable if L(A)L(B).
Proposition 2.10. For any ranked alphabet  and tree automaton A over ; it is
decidable if L(A) = ;; and if card(L(A))>2.
Proof. The rst statement appears in [14]. The second one is an easy consequence of
the proof of Theorem 10.4 in Chapter II of [14].
The following result was shown by Brainerd [1]. A proof was also presented for
generalizations of gtrs’s in Coquide et al [4], and Gyenizse and Vagvolgyi [15].
Proposition 2.11. Let R be a gtrs over a ranked alphabet ; and let L be a tree
language over . Then R(L) is recognizable. Moreover; for a given gtrs R and a given
tree automaton A recognizing L; one can construct a tree automaton recognizing
R(L).
Brainerd [1], Kozen [17], and Fulop and Vagvolgyi [9] have shown that congruential
tree languages are the same as recognizable tree languages.
Proposition 2.12. [1, 17, 9] Recognizable tree languages are the same as congruential
tree languages.
Adopting the results of Fulop and Vagvolgyi [10], Vagvolgyi [24] showed the fol-
lowing result.
Proposition 2.13. Given a gtrs R over a ranked alphabet  and ground terms p1; : : : ;
pk 2 T of size n; a tree automaton can be constructed in O(n log n) time which
recognizes the congruential tree language [p1]$R [    [ [pk ]$R .
By Proposition 2.13, we obtain the following result.
Proposition 2.14. Let R be a gtrs over a ranked alphabet ; and let t 2 SUB(R).
Then one can eectively construct a tree automaton A over  recognizing [t]$R .
S. Vagvolgyi / Theoretical Computer Science 238 (2000) 247{274 255
3. Trunks and congruential complements
In this section we adopt some concepts and results from [11]. Among these, we adopt
the concept of the trunk of the congruence relation $R induced by a gtrs R. Then we
study the trunks of the congruence relations induced by gtrs’s and their relations with
the congruential complements of gtrs’s for gtrs’s. First we introduce the concept of a
set of representatives for a congruence  and a set of -classes.
Denition 3.1. Let  be a congruence on T and let Q be a set of -classes. A set S
of trees is called a set of representatives for Q if
 S SQ,
 S is closed under subtrees, and
 each class Z 2 Q contains exactly one tree t 2 S.
The forthcoming notions are fundamental in the paper. We introduce the concepts
of a simple class and of a compound class of a congruence  on the term algebra
T. Informally, these concepts are dened as follows. Clearly, every -class Z can be
written as the union of sets of the form f(Z1; : : : ; Zm) for some suitable f’s and classes
Z1; : : : ; Zm. Especially, if the union has only one member, i.e., Z = f(Z1; : : : ; Zm), then
Z is called a simple class. If a class is not simple, then it is compound.
Denition 3.2. Given a congruence  on T, a -class Z is called simple if for any
function symbols f 2 m; g 2 n, with m; n>0 and -classes Z1; : : : ; Zm; Z 01; : : : ; Z 0n, if
f(Z1; : : : ; Zm)Z and g(Z 01; : : : ; Z 0n)Z , then f = g, m = n, Z1 = Z 01; : : : ; Zm = Z 0m. If
a -class Z is not simple then it is called a compound class. The set of all compound
classes is denoted by comp().
We note that a -class Z is simple if and only if there exists exactly one f 2 m
with m>0 and there exists exactly one sequence Z1; : : : ; Zm of -classes such that
Z = f(Z1; : : : ; Zm).
Denition 3.3. Let R be a gtrs over a ranked alphabet , and let Z be a compound
class of $R. Let trees p = f(p1; : : : ; pm) and q = g(q1; : : : ; qn) be in Z with f 2 m,
m>0, g 2 n, n>0, p1; : : : ; pm; q1; : : : ; qn 2 T. We say that trees p and q show that
Z is a compound class of $R, and write p$R;comp q if f 6= g or (f = g, m = n, and
there is an integer 16i6m such that [pi]$R 6= [qi]$R ).
Lemma 3.4. Let R be a reduced gtrs over a ranked alphabet . Let trees p; q 2 T
with p$R;comp q. Then p!R z and q!R z for the right-hand side z of some rule in R.
Proof. By Proposition 2.3, R is convergent. Hence there is a tree z 2 T and there are
trees u1; : : : ; uk 2 T, k>1, v1; : : : ; vl 2 T, l>1, such that
p = u1!
R
  !
R
uk = z ; (1)
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and
q = v1!
R
  !
R
vl = z : (2)
By Denition 3.3,
(i) k>2 and R applies a rule at  in some step um−1!R um, 26m6k, of (1), or
(ii) l>2 and R applies a rule at  in some step vm−1!R vm, 26m6l, of (2).
Since R is reduced, Condition (i) implies m = k, and Condition (ii) implies m = l.
Hence z is the right-hand side of some rule in R.
Lemma 3.5. Let A be a reduced gtrs over a ranked alphabet . Let the terms
p; s 2 T be arbitrary such that p$A s. Then a tree u 2 ~T(Xk); k>0; and trees
t1; : : : ; tk ; w1; : : : ; wk 2 T exist such that
(i) p = u[t1; : : : ; tk ],
(ii) s = u[w1; : : : ; wk ] ;
(iii) ti 6= wi for 16i6k, and
(iv) for each 16i6k, ti!A zi and wi!A zi for the right-hand side zi of some rule
in A.
Proof. Consider a tree u 2 T(Xk), k>0, such that Conditions (a){(c) hold.
(a) p = u[p1; : : : ; pk ] for some p1; : : : ; pk 2 T.
(b) s = u[s1; : : : ; sk ] for some s1; : : : ; sk 2 T.
(c) For each 16i6k, pi$A;comp si.
For each 16i6k, let ti = pi, and wi = si. Then by (a) and (b), Conditions (i) and
(ii) holds. Condition (c) implies (iii). By Lemma 3.4, (c) also implies (iv).
The following denition was motivated by [22]. We introduce the concept of a gtrs
determined by a congruence , a nite set Q of -classes, and a set of representatives
for Q.
Denition 3.6. Let  be a congruence on T; Q be a nite set of -classes; and S be
a set of representatives for Q. Then ; Q; and S determine a gtrs R as follows. The
rewrite rule p! q is in R if
 p = f(p1; : : : ; pm) for some m>0; f 2 m; and p1; : : : ; pm 2 S;
 q 2 S,
 p 6= q and pq.
The following result appears as a comment after Theorem 2.21 in Section 2 in [22].
Proposition 3.7 (Snyder [22]). For a gtrs R one can eectively construct an equiva-
lent reduced gtrs R0.
In the proofs of Theorem 3.18 and Theorem 4.6 in [22], Snyder showed the following
important result.
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Proposition 3.8 (Snyder [22]). Let R be a reduced gtrs; and let R0 be an arbitrary re-
duced gtrs equivalent to R. Then there exists a set S of representatives for [SUB(R)]$
R
such that the gtrs determined by $R; [SUB(R)]$R ; and S is equal to R0.
The following result is an important consequence of Proposition 3.8.
Proposition 3.9 (Snyder [22]). Let R be a reduced gtrs. Then there exists a set S of
representatives for [SUB(R)]$R such that the gtrs determined by $R; [SUB(R)]$R ;
and S is equal to R.
Observation 3.10. Let R be a reduced gtrs over a ranked alphabet . Let p; r 2 T
such that p!+R r. Then p 6= r.
Proof. By Proposition 2.3, R is noetherian. This simply implies the observation.
Observation 3.11. Let A and C be reduced gtrs’s over a ranked alphabet . Then
!
A
\ !
C
= id if and only if
+!
A
\ +!
C
= ;
Proof. Let !A \!C = id. Let us assume that p!+A r for some p; r 2 T. Then by
Observation 3.10, p 6= r. Hence (p; r) 62 !+C .
Conversely, !+A \!+C = ; implies that !A \!C = id.
Example 3.12. Let  = 0 = f a; b g, let the gtrs A over  consist of the rule a! b.
Let gtrs B over  consist of the rule b ! a. It should be clear that !A \!B = id
and $A \$B 6= id.
Fulop and Vagvolgyi showed the following result, see Lemma 3.11 in [11].
Proposition 3.13. Let R be a gtrs and C be a compound class of$R. Then C contains
both sides of a rule in R.
Lemma 3.14. Let R be a reduced gtrs over . Then for any rule p! q of R; [p]$
R
is a compound class of $R.
Proof. By Proposition 3.9, there exists a set S of representatives for [SUB(R)]$
R
such
that the gtrs determined by $R, [SUB(R)]$R , and S is equal to R. Since the rewrite
rule p! q is in R, by Denition 3.6,
 p = f(p1; : : : ; pm) for some m>0, f 2 m, and p1; : : : ; pm 2 S,
 q 2 S,
 p 6= q and pq.
Let q = g(q1; : : : ; qk) for some g 2 k , k>0, and q1; : : : ; qk 2 S. As p 62 S and q 2 S,
p 6= q. Hence f 6= g or pi 6= qi for some 16i6m. Since S is a set of representatives
for [SUB(R)]$R , f 6= g or [pi]$R 6= [qi]$R . Hence [p]$R is a compound class of$R.
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Now we dene the trunk of a congruence , and recall results from [11] on the
trunk of a congruence generated by a gtrs.
Denition 3.15. Let  be a congruence on T; the trunk trunk() of  is the set
sub(
S
comp()).
We now present examples for the trunk of a congruence generated by a gtrs.
Example 3.16. Let  = 0 [ 1, where 0 = f a g, and 1 = ff g. Consider the gtrs
A over  consisting of the only rule f2(a)! a. Let the gtrs B over  consist of the
only rule f(a) ! a. It should be clear that A and B are reduced and $A$B. By
Lemma 3.14 and Denition 3.15, trunk($A) = trunk($B) = T.
Observation 3.17. Let ; A; and B be the same as in Example 3.16. There is no gtrs
C over  such that C is the congruential complement of A for B.
Proof. By contradiction. Let us asssume that there is a gtrs C such that $A[C =$B
and $A \$C = id. Since $A$B, C 6= ;. By Proposition 3.7, we may assume
that C is reduced. Hence C contains a rule fk(a)! fl(a) such that k > l. Now
f2k−l(a)$
C
fk(a)$
C
fl(a) :
As 2k − 2l is even, f2k−l(a)$A fl(a), which is a contradiction.
Example 3.18. Let  = 0 [ 1, where 0 = f a; b g, and 1 = ff g. Let the gtrs
A over  consist of the rule f(a) ! f(b). Let the gtrs B over  consist of the
rule a ! b. Then both A and B are reduced, and $A$B. By Lemma 3.14 and
Denition 3.15, trunk($A) = f a; b; f(a); f(b) g, and trunk($B) = f a; b g. Hence
trunk($B) trunk($A).
We now adopt Lemma 3.13 in [11]. It will be useful when proving the main results
in the next section.
Proposition 3.19 (Fulop and Vagvolgyi [11]). Let R be a gtrs and Z be a class in
[trunk($R)]$R . Then Z contains a tree in SUB(R).
Finally, we show that for any reduced gtrs R, trunk($R) is the set of all trees s
with s$R t for some subtree t of a left-hand side or a right-hand side of a rule in R.
Lemma 3.20. Let R be a gtrs over a ranked alphabet . Let s; t 2 T such that
s$R t and t 2 trunk($R). Then s 2 trunk($R) too.
Proof. As t 2 trunk($R), there is a tree u 2
S
comp($R) and there is an occurrence
 2 O(u) such that u= = t. Let u0 = u[  s]. As s$R t, u0$R u. Hence, u0 2S
comp($R). Since s 2 sub(u0), we get that s 2 trunk($R).
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Lemma 3.21. Let R be a reduced gtrs over a ranked alphabet . Then
trunk(
$
R
) =
[
f [t]$R j t 2 SUB(R) g :
Proof. Let s 2 trunk($R). By Proposition 3.19, s$R t for some t 2 SUB(R).
Conversely, let s 2 T and let s$R t for some t 2 SUB(R). Then t is a subtree of
the left-hand side u or the right-hand side v of some rule u! v in R. By Lemma 3.14,
the class [u]$R is compound. Hence t 2 trunk($R). By Lemma 3.20, s 2 trunk($R).
Lemma 3.22. Let R be a reduced gtrs over a ranked alphabet . Then trunk($R) is a
recognizable tree language. Moreover; one can eectively construct a tree automaton
A over  such that A recognizes trunk($R).
Proof. The lemma is a simple consequence of Lemma 3.21 and Proposition 2.13.
The following result is a simple consequence of Denition 2.6 and Lemma 3.21.
Consequence 3.23. Let R be a reduced gtrs. Then loop(R) = card([trunk($R)]$R ).
Theorem 3.24. Let R be a gtrs over . Let R1 = R\(trunk($R) trunk($R)). Then
(i) R1 can be eectively constructed; and
(ii) $R1 =$R holds as well.
Proof. (i) By Proposition 3.7, for the gtrs R, one can eectively construct an equivalent
reduced gtrs B over . Then
trunk(
$
R
) = trunk(
$
B
) : (3)
By Lemma 3.22, one can eectively construct a tree automaton A over  such that
A recognizes trunk($R). Hence, R \ (trunk($R)  trunk($R)) can be eectively
constructed.
(ii) It is sucient to show that $R$R1 . Let p ! q be an arbitrary rule in B.
Then p$R q holds. Hence
p = u1$
R
u2$
R
  $
R
un = q (4)
for some n>1, u1; : : : ; un 2 T. Let 16i6n−1 be arbitrary. Then for some tree t 2 ~T;1
and rule r ! s in R, ui = t  r, ui+1 = t  s or ui = t  s, ui+1 = t  r. As $R = $B,
p$B ui and p$B ui+1. As p 2 SUB(B), by Lemma 3.21 ui; ui+1 2 trunk($B). Hence
r; s 2 trunk($B). Thus, by (3) and the denition of R1, the rule r ! s is in R1. Thus
ui$R1 ui+1 holds. As 16i6n−1 is arbitrary, p = u1$R1 u2$R1   $R1 un = q holds
as well.
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Theorem 3.25. Let A and B be reduced gtrs’s over some ranked alphabet  with
$A$B. Let C be a congruential complement of A for B. Let C1 = C\trunk($B)
trunk($B). Then C1 is eectively constructable; and is also a congruential complement
of A for B.
Proof. By Lemma 3.22, one can eectively construct a tree automaton A over  such
that A recognizes trunk($B). Hence, C\ (trunk($B) trunk($B)) can be eectively
constructed.
As C1C, and $A \$C = id, we have
$
A
\ $
C1
= id (5)
as well. Let p! q be any rule of B. Since$B =$A[C , there are trees w1; w2; : : : ; wn 2
T, n>1, such that p = w1, wi$A[C wi+1 for 16i6n − 1, and wn = q. By Lemma
3.14, [p]$B is a compound class of $B. Since $B = $A[C , for each 16i6n,
[wi]$B = [p]$B . Thus, for each 16i6n, sub(wi) trunk($B). Thus wi$A[C1 wi+1
for 16i6n − 1. Hence p$A[C1 q. As the rule p ! q is an arbitrary rule of B,$B$A[C1 . Since $B =$A[C and C1C, we have $B =$A[C1 . Hence by (5),
C1 is a congruential complement of A for B.
One might believe that if a gtrs A over  has a congruential complement for a gtrs
B, then trunk($A) trunk($B). However, we now show by an example and a lemma
that this belief is not justied.
Example 3.26. Let  = f a; b; f; g; h g, where a; b are of rank 0, and f; g; h are of
rank 1. Consider the reduced gtrs’s
A = ff(a)! a; g(b)! b; h(f(g(a)))! h(b) g ;
B = ff(b)! b; g(b)! b; a! b g ;
C = f a! b g
over . Then by Lemma 3.21, h(f(g(a))) 2 trunk($A) and trunk($B) = T−f h g.
Hence trunk($A) is not a subset of trunk($B).
Lemma 3.27. Let the ranked alphabet  and gtrs’s A; B; C be the same as in Example
3.26. Then C is a congruential complement of A for B.
Proof. It is not hard to see that B$A[C . Furthermore, A [ C − B = ff(a) !
a; h(f(g(a)))! h(b) g. It is not hard to see that
f(a)
$
B
a; h(f(g(a)))
$
B
h(b) :
Thus $B =$A[C .
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By direct inspection of A, we have
(i) For all p; q 2 T, if p$A q, then
 p = u  fk(a) and q = u  fl(a) for some u 2 ~T(X1) and k; l>0, or
 p = u  gk(b) and q = u  gl(b) for some u 2 ~T(X1) and k; l>0, or
 p = u  h(f(g(fk(a)))) and q = u  h(gl(b)) for some k; l>0.
By direct inspection of C, we have
(ii) for all p; q 2 T, p$C q, if and only if p = q or (p = u  a and q = u  b) or
(p = u  b and q = u  a) for some u 2 ~T(X1).
By Conditions (i) and (ii), if (p; q) 2 $A \$C , then p = q. Thus $A \$C = id.
Lemma 3.28. Let B be a reduced gtrs over some ranked alphabet  and let AB.
Then trunk($A) trunk($B).
Proof. As AB, A is reduced, SUB(A) SUB(B), and $A$B. By Lemma 3.21,
trunk(
$
A
) =
[
f [t]$
A
j t 2 SUB(A) g ;
trunk(
$
B
) =
[
f [t]$B j t 2 SUB(B) g :
Thus trunk($A) trunk($B).
Theorem 3.29. Let B be a reduced gtrs over some ranked alphabet  and let AB.
Then trunk($A) trunk($B).
Proof. By Proposition 3.9, there exists a set S of representatives for [SUB(B)]$B such
that the gtrs determined by $B, [SUB(B)]$B , and S is equal to B. By Denitions 3.1
and 3.6, S  IRR(B). As AB,
(i) S  IRR(A),
and there is a rule f(p1; : : : ; pm)! q in B−A, where f 2 m, m>0, p1; : : : ; pm; q 2 S.
Hence by Denitions 3.1 and 3.6,
(ii) f(p1; : : : ; pm) is irreducible for A.
(iii) f(p1; : : : ; pm) 62 S.
By the denition of S and A,
(iv) if t 2 SUB(A), then t 2 S or t!A s for some s 2 S.
By Lemma 3.21,
trunk(
$
A
) =
[
f [t]$R j t 2 SUB(A) g : (6)
Since B is reduced, A is reduced as well. By Proposition 2.3, A is convergent. Hence
by Eq. (6) and by Conditions (i) and (iv), if p 2 trunk($A), then p!A s for some
s 2 S. Thus by Conditions (ii) and (iii), f(p1; : : : ; pm) 62 trunk($A). By Lemma 3.21,
f(p1; : : : pm) 2 trunk($B). Thus trunk($A) trunk($B).
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4. The main results
In this section rst we show the following. Let B be a reduced gtrs over some
ranked alphabet , and let AB. Then C = B−A is a congruential complement of A
for B. Then we show that for any gtrs’s A and C over a ranked alphabet , it is
decidable if $A \$C = id. The constructions of the proof are illustrated by an
example in Section 5. Finally we show that, given gtrs’s A, B, C over some ranked
alphabet  with$A$B, one can eectively decide if C is a congruential complement
of A for B.
Lemma 4.1. Let B be a reduced gtrs over some ranked alphabet . Let AB and
C = B− A. For any w; w0 2 T; if w!A w0 and w0 is irreducible for the gtrs C; then
w is also irreducible for C.
Proof. Since w!A w0, w = z[p] and w0 = z[q], where
 z 2 ~T(X1), p; q 2 T, and
 p! q is a rule in A.
Since w0 is irreducible for the gtrs C, for each path  2 O(w0), w0= 2 IRR(C).
Let the path  2 O(w) be arbitrary.
 If  2 O(z) and z= 2 T, then w= = w0=. Hence w= is not a left-hand side of a
rule in C.
 If  2 O(z), and the variable x1 occurs in z=, then p is a subtree of w=. Recall
that p is a left-hand side of a rule in A, that AB and C = B − A, and that B is
reduced. Hence w= is not the left-hand side of any rule in C.
 If  62 O(z) then w= is a subtree of p. Since p is a left-hand side of a rule in A,
w= is not the left-hand side of any rule in C.
Thus, for each path  2 O(w), w= is not the left-hand side of any rule in C. That is,
w is also irreducible for C.
Lemma 4.2. Let B be a reduced gtrs over some ranked alphabet . Let AB and
C = B−A. For any terms w1; : : : ; wm 2 T; m>1; if w1!A w2!A   !A wm; and wm
is the right-hand side of some rule in A; then w1 is irreducible for C.
Proof. Base step, m = 1. Then w1 is irreducible for C, because B is reduced.
Induction step. See Lemma 4.1.
Theorem 4.3. Let B be a reduced gtrs over some ranked alphabet ; let AB. Then
C = B− A is a congruential complement of A for B.
Proof. It should be clear that $A[C =$B. We now show that $A \$C = id. We
proceed by contradiction. Assume that $A \$C 6= id. Let the terms p; s 2 T be
arbitrary such that p 6= s, p$A s and p$C s. Then by Lemma 3.5,
p = r[t1; : : : ; tk ];
s = r[w1; : : : ; wk ] ;
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where r 2 ~T(Xk), k>1, t1; : : : ; tk ; w1; : : : ; wk 2 T, ti 6= wi for 16i6k. Moreover, for
each 16i6k, ti!C zi and wi!C zi for some right-hand side zi 2 T of some rule
in C.
Again by Lemma 3.5,
p = r0[t01; : : : ; t
0
m];
s = r0[w01; : : : ; w
0
m] ;
where r0 2 ~T(Xm) m>1, t01; : : : ; t0m; w01; : : : ; w0m 2 T, t0i 6= w0i for 16i6m. Moreover,
for each 16i6m, t0i !C z0i and w0i!C z0i for some right-hand side z0i 2 T of some
rule in C.
Let q 2 ~T(Xn), n>1, be dened as follows.
 O(q) = O(r) \ O(r0), and
 for each path  2 O(q), if lab(q; ) 2 , then lab(q; ) = lab(r; ).
Hence p = q[p1; : : : ; pn], s = q[s1; : : : ; sn], where p1; : : : pn 2T, s1; : : : ; sn 2T, pi 6= si
for 16i6n. By the denition of q, for each 16i6n, pi$A si and pi$C si. Further-
more, for each 16i6n,
 pi!A ui, si!A ui, where ui 2 T is the right-hand side of some rule in A, or
 pi!C vi and si!C vi, where vi is the right-hand side of some rule in C.
Without loss of generality, we may assume that p1!A u1 and s1!A u1 for some right-
hand side u1 of some rule in A. By Lemma 4.2, p1 and s1 are irreducible for C. Since
C B, gtrs C is also reduced. By Proposition 2.3, C is convergent. As p1 6= s1, we
obtain that
[p1]$C 6= [s1]$C :
A contradiction.
We now show that, given gtrs’s A, B, and C over some ranked alphabet , it is
decidable if $A \$C = id. From now on, let  be a ranked alphabet, and let
A and C be arbitrary gtrs’s over . By Lemma 3.21, the sets [trunk($A)]$A and
[trunk($C)]$C are nite. Without loss of generality we assume that for any $A-
classes Z1; Z2 2 [trunk($A)]$A , and for any $C-classes W1; W2 2 [trunk($C)]$C ,
the pairs (Z1; Z2) and (W1; W2) are not in . We dene the ranked alphabets
  =  0[trunk( $
A
)]$
A
 [trunk( $
A
)]$
A
and
 0 =  00[trunk(
$
C
)]$
C
 [trunk( $
C
)]$
C
as follows. For any $A-classes Z1; Z2 2 [trunk($A)]$A , (Z1; Z2) is in   if and only if
there are trees p 2 Z1 and q 2 Z2 with p 6= q and there is a $C-class W 2 comp($C)
such that p; q 2 W . Note that here Z1 and Z2 may be equal. Similarly, for any $C-
classes W1; W2 2 [trunk($C)]$C , (W1; W2) is in  0 if and only if there are trees
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p 2 W1 and q 2 W2 with p 6= q and there is a $A-class Z 2 comp($A) such that
p; q 2 Z . Note that here W1 and W2 may be equal.
Consider the tree automaton A = (QA;  [   [  0; RA; A0), where
(a) QA = f hZ1; Z2i j Z1; Z2 2 [trunk($A)]$A g [ [trunk($A)]$A ,
(b) RA consists of the following rules:
(1) (Z;W )! hZ;W i; where (Z;W ) 2  .
(2) f(Z1; : : : Zm)! Z; where m>0, f 2 m, and f(Z1; : : : ; Zm)Z .
(3) f(q1; : : : ; qm)! hZ;W i; where Conditions (i) and (ii) hold.
(i) m>1, f 2 m, and for all 16i6m, qi = hZi;Wii or qi = Zi 2
[trunk($A)]$A , and for some 16i6m, qi = hZi;Wii.
(ii) For each 16i6m, if qi = Zi 2 [trunk($A)]$A , then we dene Wi to be
equal to Zi. Then, f(Z1; : : : ; Zm)Z and f(W1; : : : ; Wm)W .
(c) A0 = f hZ; Zi j Z 2 trunk($A) g.
Intuitively, the rules of type (2) are used on input subtrees over . Here any nullary
symbol f 2 0 is rewritten into the state [f]$A applying the (2)-rule f ! [f]$A .
Then the computation continues towards the root of the input subtrees over  by
applying rules of the form
f(Z1; : : : Zm)! Z ;
where m>1. If for a tree t 2 T[  and a state hZ;W i, t!AhZ;W i holds, then t
contains leaves in  , and we can construct two trees r 2 Z and s 2 W from t by
replacing each leaf (Z1; Z2) in   as follows. There are trees p 2 Z1 and q 2 Z2 with
p 6= q and there is a $C-class W 2 comp($C) such that p; q 2 W . We obtain r from
t by substituting p for the leaf (Z1; Z2), and we obtain s from t by substituting q for
the leaf (Z1; Z2). In this way, r$C s. By the construction of RA, if Z = W holds, then
r$A s holds as well, implying that (r; s) 2 $A \$C . Hence $A \$C 6= id.
Consider the tree automaton C = (QC;  [   [  0; R; B0), where
(a) QC = f hZ1; Z2i j Z1; Z2 2 [trunk($C)]$C g [ [trunk($C)]$C ,
(b) RC consists of the following rules:
(1) (Z;W )! hZ;W i; where (Z;W ) 2  0.
(2) f(Z1; : : : Zm)! Z; where m>0, f 2 m, and f(Z1; : : : ; Zm)Z .
(3) f(q1; : : : ; qm)! hZ;W i; where Conditions (i) and (ii) hold.
(i) m>1, f 2 m, and for all 16i6m, qi = hZi;Wii or qi = Zi 2
[trunk($C)]$C , and for some 16i6m, qi = hZi;Wii.
(ii) For each 16i6m, if qi = Zi 2 [trunk($C)]$C , then we dene Wi to
be equal to Zi. Then, f(Z1; : : : ; Zm)Z and f(W1; : : : ; Wm)W .
(c) B0 = f hZ; Zi j Z 2 trunk($C) g.
Lemma 4.4. $A \$C = id if and only if L(A) [ L(C)T.
Proof. It is sucient to show that$A \$C 6= id if and only if L(A)[L(C)−T 6= ;.
Suppose that $A \$C 6= id. Then there are trees t; t0 2 T such that t 6= t0, t$A t0,
and t$C t0. Then a tree u1 2 ~T(Xk1 ); k1>0; and trees t11; : : : ; t1k1 ; t011; : : : ; t01k1 2 T
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exist such that
 t = u1[t11; : : : ; t1k1 ],
 t0 = u1[t011; : : : ; t01k1 ];
 t01i$A;comp t01i for 16i6k1.
Moreover, a tree u2 2 ~T(Xk2 ), k2>0, and trees t21; : : : ; t2k2 ; t021; : : : ; t02k2 2 T exist such
that
 t = u2[t21; : : : ; t2k2 ],
 t0 = u2[t021; : : : ; t02k2 ];
 t02i$C;comp t02i for 16i6k2.
Let tree u 2 T(Xl), l>0, be dened as follows. Let O(u) = O(u1) \ O(u2), and for
all  2 O(u), let lab(u=) = lab(u1=). Hence t and t0 are of the forms
t = u[v1[z11; : : : ; z1m1 ]; : : : ; vl[zl1; : : : ; zlm1 ]] ;
t0 = u[v1[z011; : : : ; z
0
1m1 ]; : : : ; vl[z
0
l1; : : : ; z
0
lm1 ]] ;
respectively, where
(ii) for all 16i6l, vi 2 T(Xmi) for some mi>1,
(iii) for all 16i6l, 16j6mi, zij; z0ij 2 T, and
(iv) for all 16i6l, (vi[zi1; : : : ; zim1 ]$A;comp vi[z0i1; : : : ; z0im1 ] and zij$C;comp z0ij for
16j6mi) or (vi[zi1; : : : ; zim1 ]$C;comp vi[z0i1; : : : ; z0im1 ] and zij$A;comp z0ij for 16j
6mi).
Here we distinguish two cases.
First assume that v1[z11; : : : ; z1m1 ]$A;comp v1[z011; : : : ; z01m1 ] and for all 16j6m1, z1j$C;comp z01j. Then [z1j]$C is a compound $C-class for 16j6m1. Hence by the de-
nition of  , for all 16j6m1,
([z1j]$A ; [z
0
1j]$A ) 2   :
By the denition of A,
v1[([z11]$A ; [z
0
11]$A ); : : : ; ([z1m1 ]$A ; [z
0
1m1 ]$A )]!
A v1[h[z11]$A ; [z011]$A i; : : : ; h[z1m1 ]$A ; [z01m1 ]$A i] (applying rules of type (1))!
Ah[v1[z11; : : : ; z1m1 ]]$A ; [v1[z011; : : : ; z01m1 ]]$A i 2 Q0 (applying rules of type (2)
and (3)).
Thus,
v1[([z11]$A ; [z
0
11]$A ); : : : ; ([z1m1 ]$A ; [z
0
1m1 ]$A )] 2 L(A)− T :
Second, assume that v1[z11; : : : ; z1m1 ]$C;comp v1[z011; : : : ; z01m1 ] and for all 16j6m1,
z1j$A;comp z01j. Then [z1j]$A is a compound $A-class for 16j6m1. Hence by the
denition of  0, for all 16j6m1,
([z1j]$C ; [z
0
1j]$C ) 2   :
By the denition of C,
v1[([z11]$C ; [z
0
11]$C ); : : : ; ([z1m1 ]$C ; [z
0
1m1 ]$C )]!
C v1[h[z11]$C ; [z011]$C i; : : : ; h[z1m1 ]$C ; [z01m1 ]$C i] (applying rules of type (1))
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!
Ch[v1[z11; : : : ; z1m1 ]]$C ; [v1[z011; : : : ; z01m1 ]]$C i 2 Q0 (applying rules of type (2)
and (3)).
Thus,
v1[([z11]$C ; [z
0
11]$C ); : : : ; ([z1m1 ]$C ; [z
0
1m1 ]$C )] 2 L(C)− T :
Thus in both cases, L(A) [ L(C)− T 6= ;.
Conversely, let us suppose that L(A)[L(C)−T 6= ;. First assume that L(A)−T 6=
;. Then there is an integer m>1 and there are trees v 2 ~T(Xm), z1; : : : ; zm 2 T, and
z01; : : : ; z
0
m 2 T such that Conditions (a){(d) hold.
(a) zi 6= z0i for 16i6m;
(b) zi$C z0i for 16i6m;
(c) ([zi]$A ; [z
0
i ]$A ) 2   for 16i6m,
(d) v[([z1]$A ; [z
0
1]$A ); : : : ; ([zm]$A ; [z
0
m]$A )]!A
v[h[z1]$A ; [z01]$A i; : : : ; h[zm]$A ; [z0m]$A i]!A
h[v[z1; : : : ; zm]]$A ; [v[z01; : : : ; z0m]]$A i 2 Q0:
By (d) and the denition of the tree automaton A,
v[z1; : : : ; zm]
$
A
v[z01; : : : ; z
0
m] :
By (a) v[z1; : : : ; zm] 6= v[z01; : : : ; z0m]. By (b) v[z1; : : : ; zm]$C v[z01; : : : ; z0m]. Thus $A \$C
6= id.
Second, assume that L(C)− T 6= ;.
Then there is an integer m>1 and there are trees v 2 ~T(Xm), z1; : : : ; zm 2 T, and
z01; : : : ; z
0
m 2 T such that Conditions (a0){(d0) hold.
(a0) zi 6= z0i for 16i6m;
(b0) zi$A z0i for 16i6m;
(c0) ([zi]$C ; [z
0
i ]$C ) 2  0 for 16i6m,
(d0) v[([z1]$C ; [z
0
1]$C ); : : : ; ([zm]$C ; [z
0
m]$C )]!C
v[h[z1]$C ; [z01]$C i; : : : ; h[zm]$C ; [z0m]$C i]!C
h[v[z1; : : : ; zm]]$C ; [v[z01; : : : ; z0m]]$C i 2 Q0:
By (d0) and the denition of the tree automaton C,
v[z1; : : : ; zm]
$
C
v[z01; : : : ; z
0
m] :
By (a0) v[z1; : : : ; zm] 6= v[z01; : : : ; z0m]. By (b0) v[z1; : : : ; zm]$A v[z01; : : : ; z0m]. Thus$C \$A
6= id.
Lemma 4.5. Tree automata A and C are eectively constructable.
Proof. By Proposition 3.19, each class Z in [trunk($A)]$A contains a tree t in
SUB(A). By Proposition 2.4, for all trees p; t 2 SUB(A), it is decidable if p$A t. Hence
we can construct a set REP SUB(A) such that for each class Z in [trunk($A)]$A ,
there is exactly one tree t 2 REP \ Z . In this way we can give each class Z in
[trunk($A)]$A , by a tree t 2 REP with Z = [t]$A . That is, we can refer to Z as
[t]$
A
.
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We construct   as follows. By Proposition 3.13 and Lemma 3.14, for each $C-class
W 2 comp($C), there is a tree t 2 lhs(C) [ rhs(C) such that W = [t]$C . Hence by
the denition of the ranked alphabet  , the following holds.
Claim 4.6. For any trees t1; t2 2 REP, ([t1]$A ; [t2]$A ) 2   if and only if there is a
tree t3 2 lhs(C) [ rhs(C) such that
 card([t1]$A \ [t3]$C ) 6= ;;
 card([t2]$A \ [t3]$C ) 6= ;, and
 card(([t1]$A [ [t2]$A ) \ [t3]$C )>2.
By Claim 4.6, and by Propositions 2.14, 2.8, and 2.10, we can eectively construct
the ranked alphabet  . One can construct ranked alphabet  0 similarly as  .
Recall that we refer to a class Z in [trunk($A)]$A as [t]$A , where Z = [t]$A .
Hence the components Q; [   [  0; RA; A0, of A can be constructed. For example,
consider a rule
f(Z1; : : : Zm)! Z (7)
introduced in (b) (2) of the denition of A. Here we give the class Zi through a tree
ti 2 REP for 16i6m. By Proposition 2.4, we can eectively construct the unique tree
t 2 REP such that f(t1; : : : ; tm)$A t. Then we represent class Z by the tree t. We write
the rule (7) as
f([t1]$A ; : : : ; [tm]$A )! [t]$A :
Tree automaton C can be constructed in a similar way as the tree automaton A.
Theorem 4.7. Given gtrs’s A; B, C over some ranked alphabet ; it is decidable if
$A \$C = id.
Proof. Recall that we took arbitrary gtrs’s A, B, and C after the proof of Theorem 4.3.
Observe that one can give a tree automaton over [ [ 0 recognizing T. Hence by
Lemmas 4.4, 4.5, and Propositions 2.8, 2.9, the proof is complete.
Our main result is a simple consequence of Theorem 4.7 and Proposition 2.5.
Theorem 4.8. Given gtrs’s A; B; C over some ranked alphabet  with $A$B; one
can eectively decide if C is a congruential complement of A for B.
5. Example
In this section we present an example which illustrates the constructions of tree
automataA, B, and C which play a key role in the previous section. Let  = f a; b; fg,
where a; b are of rank 0, and f is of rank 1. Let reduced gtrs A consist only of the
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rule a! b. Let reduced gtrs C consist only of the rule f(a)! f(b). Then by Lemma
3.21,
 trunk($A) = f a; b g,
 trunk($C) = f a; b; f(a); f(b) g,
   = ;,
  0 = f ([a]$
C
; [b]$
C
) g.
A = (QA;  [   [  0; RA; A0), where
 QA = f h[a]$A ; [a]$A i; [a]$A g,
 RA consists of the only rule a! [a]$A , and
 A0 = f h[a]$
A
; [a]$
A
i g.
It should be clear that L(A) = ;.
C = (QA;  [   [  0; RC; A0), where
 QC = f h[a]$C ; [a]$C i; h[a]$C ; [b]$C i; h[a]$C ; [f(a)]$C i,
h[b]$
C
; [a]$
C
i; h[b]$
C
; [b]$
C
i; h[b]$
C
; [f(a)]$
C
i; [a]$
C
; [b]$
C
; [f(a)]$
C
g,
 RC consists of rules of three types.
− A rule of type (1): ([a]$
C
; [b]$
C
)! h[a]$
C
; [b]$
C
i,
− Rules of type (2): f([a]$
C
)! [f(a)]$
C
, f([b]$
C
)! [f(b)]$
C
.
− Rules of type (3): f(h[a]$
C
; [a]$
C
i)! h[f(a)]$
C
; [f(a)]$
C
i,
f(h[a]$
C
; [b]$
C
i)! h[f(a)]$
C
; [f(a)]$
C
i,
f(h[b]$
C
; [a]$
C
i)! h[f(a)]$
C
; [f(a)]$
C
i,
f(h[b]$
C
; [b]$
C
i)! h[f(a)]$
C
; [f(a)]$
C
i.
 B0 = f h[a]$
C
; [a]$
C
i; h[b]$
C
; [b]$
C
i; h[f(a)]$
C
; [f(a)]$
C
i g.
We now present a reduction sequence of the tree automaton C implying that the
tree f(([a]$
C
; [b]$
C
)) is in L(C).
f(([a]$
C
; [b]$
C
))!
C
f(h[a]$
C
; [b]$
C
i)!
C
h[f(a)]$
C
; [f(a)]$
C
i :
Hence L(C) contains a tree in T[ [ 0 − T. Thus by Lemma 4.4, $A \$C 6= id.
6. Miscellaneous results
First we show that the ternary relation ‘gtrs C is a congruential complement of gtrs
A for gtrs B’ is a modular relation over the class of all gtrs’s. Then we show that,
given reduced gtrs’s A and C over a ranked alphabet , it is decidable if !+A \!+C 6=
;. Finally, we show that, given convergent linear monadic trs’s A, C over a ranked
alphabet , it is undecidable if !+A \!+C 6= ;.
Observation 6.1. Let R and S be gtrs’s over the disjoint ranked alphabets  and ;
respectively. Then for all p; q 2 T[; if p$RS q; then there is a tree u 2 ~T[(Xm);
m>0; and there are trees p1; : : : ; pm 2 T; q1; : : : ; qm 2 T such that
 p = u[p1; : : : ; pm];
 q = u[q1; : : : ; qm]; and
 for each 16i6m; (pi; qi 2 T; and pi$R qi) or (pi; qi 2 T and pi$S qi).
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Theorem 6.2. Let A1; B1; C1 be gtrs’s over some ranked alphabet  with $A1 $B1
and C1 being a congruential complement of A1 for B1. Similarly; let A2; B2; C2 be
gtrs’s over some ranked alphabet  with $A2 $B2 and C2 being a congruential
complement of A1 for B1. Let  \  = ;. Then; over the ranked alphabet  [ ;
$A1[A2 $B1[B2 ; and the disjoint union C1  C2 is a congruential complement of
A1  A2 for B1  B2.
Proof. Consider A1 [ A2, B1 [ B2, and A1 [ A2 [ C1 [ C2 as gtrs’s over the ranked
alphabet  [ . Then by Observation 6.1,
 $A1[A2 $B1[B2 ,
 $A1[A2[C1[C2 =$B1[B2 , and
 $A1[A2 \$C1[C2 is the identity relation over T[.
Here we recall from the Preliminaries that for a gtrs R over  and a tree language
L over , R(L) = fp j q!R p for some q 2 L g is the set of descendants of trees in
L. When  is apparent from the context, we simply write R(L) rather than R(L).
Theorem 6.3. Let A and C be reduced gtrs’s over a ranked alphabet . Then !+A \
!+C 6= ; if and only if there is a tree t 2 rhs(A) [ rhs(C) such that
(A−1)(f t g) \ (C−1)(f t g)− f t g 6= ; :
Proof. Let us assume that !+A \!+C 6= ;. Then there are trees r; s 2 T such that
r
+!
A
s and r
+!
C
s :
Hence there are trees u1 2 ~T(Xn), n>1, u2 2 ~T(Xm), m>1, r11; : : : ; r1n 2 T,
s11; : : : ; s1n 2 rhs(A), r21; : : : ; r2m 2 T, s21; : : : ; s2m 2 rhs(C) such that
 r = u1[r11; : : : ; r1n], s = u1[s11; : : : ; s1n],
 r = u2[r21; : : : ; r2m], s = u2[s21; : : : ; s2m],
 r1i!A s1i for 16i6n,
 r2i!C s2i for 16i6m.
We dene u 2 ~T (Xk), k>1, as follows.
 Let O(u) = O(u1) \ O(u2), and
 for each occurrence  2 O(u1) \ O(u2), let lab(u=) = lab(u1=).
Then
 r = u[r1; : : : ; rk ] for some r1; : : : ; rk 2 T.
 s = u[s1; : : : ; sk ] for some s1; : : : ; sk 2 T.
 ri!A si for 16i6k.
 ri!C si for 16i6k.
 For each 16i6k,
− si 2 rhs(A) and si = v[ti1; : : : ; til] for some v 2 ~T(Xl), l>1, ti1; : : : ; til 2 rhs(C)
or
− si 2 rhs(C) and si = v[ti1; : : : ; til] for some v 2 ~T(Xl), l>1, ti1; : : : ; til 2 rhs(A).
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As A and C are noetherian, r 6= s. Hence, there is a 16j6k such that rj 6= sj. Thus
the tree rj is in the set
(A−1)(f sj g) \ (C−1)(f sj g)− f sj g :
As si 2 rhs(A) [ rhs(C), the rst part of the proof is complete.
Conversely, assume that there is a tree t 2 rhs(A) [ rhs(C) such that
(A−1)(f t g) \ (C−1)(f t g)− f t g 6= ; :
Then there is a tree r in the set (A−1)(f t g)\ (C−1)(f t g)−f t g. Hence r!+A t and
r!+C t. Thus !+A \!+C 6= ;.
Theorem 6.4. Let A and C be reduced gtrs’s over a ranked alphabet . Then it is
decidable if !+A \!+C 6= ;.
Proof. The theorem is a simple consequence of Theorem 6.3 and Propositions 2.7,
2.11, 2.8, and 2.10.
Theorem 6.5. Given convergent linear monadic trs’s A,C over a ranked alphabet ;
it is undecidable if
+!
A
\ +!
C
6= ;: (8)
Proof. Let hw; zi = h(w1; : : : ; wn); (z1; : : : ; zn)i; n>1, be a PCS over an alphabet .
We construct convergent linear monadic trs’s A and C and show that PCPhw; zi has
a solution if and only if (8) holds. Let  = 0 [ 1 [ 2, where 0 = f a g, 1 =
 [ f 1; : : : ; n g, and 2 = ff g. Let the trs A consist of the rules
f(i(x1); wi(x2))! f(x1; x2) for 16i6n :
Let the trs C consist of the rules
f(i(x1); zi(x2))! f(x1; x2) for 16i6n :
By direct inspection we obtain that both A and C are linear monadic trs’s. In each
computation step p!A q, we erase at least two function symbols. Thus, card(O(p))>
card(O(q)), i.e., the cardinality of the set of occurrences strictly decreases.
Thus A is noetherian. Similarly, C is noetherian. By direct inspection we obtain that
there are no critical pairs for A and there are no critical pairs for C. By Proposition
2.2, both A and C are convergent.
Assume that PCPhw; zi has a solution. Then there exist k>1 and i1; : : : ; ik , where
16i1; : : : ; ik6n such that
wi1 : : : wik = zi1 : : : zik :
Then
f(a; a) 6= f(i1 : : : ik(a); wi1 : : : wik (a)) = f(i1 : : : ik(a); zi1 : : : zik (a)) : (9)
S. Vagvolgyi / Theoretical Computer Science 238 (2000) 247{274 271
Furthermore,
f(i1 : : : ik(a); wi1 : : : wik (a))
!
A
f(a; a) (10)
and
f(i1 : : : ik(a); zi1 : : : zik (a))
!
C
f(a; a) : (11)
Hence by (9){(11), Condition (8) holds.
Conversely, assume that (8) holds. We dene the mapping  : T(X ) ! T(X ) as
follows.
 (a) = a,
 (x) = x for any x 2 X ,
 ((x1)) = (x1), for any  2 1,
 (f(p1; p2)) = f((p1); (p2)).
Intuitively, we obtain (p) from p by deleting all symbols in 1. Let p; q 2 T(X )
be arbitrary. If p!A q or p!C q, then (p) = (q). Thus
(a) for all p; q 2 T(X ), if p!A q or p!C q, then (p) = (q).
In the light of Condition (a) and our assumption (8), it is tedious but not hard to show
that Condition (b) holds.
(b) There exist k>1 and integers i1; : : : ; ik , where 16i1; : : : ; ik6n such that wi1 : : : wik
= zi1 : : : zik .
Here we only give a sketch of the proof of Condition (b). Each tree in t 2 T(X )
can be divided into forks. The topmost symbol of a fork is the symbol f, and the
two branches are trees in T0[1 (X ). A fork can be described by three occurrences
; ;  2 O(t), where
 lab(t; ) = f, lab(t; ) 2 2 [ 0 [ X , and lab(t; ) 2 2 [ 0 [ X .
 For all  2 O(t) − f ; ;  g, if  is a prex of  and  is a prex of  or , then
lab(t; ) 2 1.
By our assumption that (8) holds, there are trees p; q 2 T(X ) such that
p
+!
A
q and p
+!
C
q : (12)
As A is noetherian,
p 6= q : (13)
In each computation step p!A q, we erase a number i on the top of the left branch
and erase the word wi on the top of the right branch of a fork. Similarly, in each
computation step p!C q, we erase a number i on the top of the left branch and erase
the word zi on the top of the right branch of a fork. Hence by Conditions (a), (12),
and (13), there is a fork FORK1 in p and there is a fork FORK2 in q such that
FORK1 6= FORK2 and FORK2 is obtained from FORK1 in the following two ways.
The rst way: A erases a word i1 : : : ik on the top of it’s left branch and at the same
time A erases the word wi1 : : : wik on the top of it’s right branch. The second way:
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C erases a word i1 : : : ik on the top of FORK1’s left branch and at the same time
C erases the word zi1 : : : zik on the top of FORK1’s right branch. Hence k>1 and
wi1 : : : wik = zi1 : : : zik . The proof of Condition (b) is complete.
Condition (b) means that PCPhw; zi has a solution.
7. Conclusion
Let A and B be gtrs’s over some ranked alphabet  with $A$B. We introduced
the notion of a congruential complement of A for B. We showed that for an arbitrary
reduced gtrs B over some ranked alphabet , and any gtrs AB, the gtrs C = B− A
is a congruential complement of A for B. Then we showed that, given gtrs’s A, B,
C over some ranked alphabet  with $A$B, one can eectively decide if C is a
congruential complement of A for B. Furthermore, we showed that the ternary relation
‘gtrs C is a congruential complement of gtrs A for gtrs B’ is a modular relation for
the class of all gtrs’s. We showed that, given reduced gtrs’s A and C over a ranked
alphabet , it is decidable if !+A \!+C 6= ;. Finally, we showed that, given convergent
linear monadic trs’s A, C over a ranked alphabet , it is undecidable if !+A \!+C 6= ;.
The following problems are still open.
Problem 7.1. Given gtrs’s A and B; over some ranked alphabet , with $A$B;
decide whether or not there exists a gtrs C over  such that C is a congruential
complement of A for B.
Problem 7.2. Let A and C be gtrs’s over a ranked alphabet . Is it decidable if
!+A \!+C 6= ;? Is it decidable if !A \!C = id?
We associate a problem, called Erasing Writing Post Correspondence Problem and
denoted by EWPCPhw; zi, with a PCS hw; zi = h(w1; : : : ; wn); (z1; : : : ; zn)i, n>1, over
a ranked alphabet . This problem is to determine whether or not there exist k>0,
l>0, i1; : : : ; ik , and j1; : : : ; jl, where 16i1; : : : ; ik ; j1; : : : ; jl6n, and words u; u1; u2 2 
such that
 u = u1wi1 : : : wik ,
 u = u2zi1 : : : zik ,
 u1wj1 : : : wjl = u2zj1 : : : zjl , and
 i1 : : : ik 6= j1 : : : jl.
Here we call the system of index sequences i1; : : : ; ik , and j1; : : : ; jl and of the words
u; u1; u2 2  a solution of the EWPCPhw; zi.
Intuitively, one can think of the EWPCPhw; zi as follows. One starts from a word
u 2  and erases k ‘w’-words and in this way one gets u1. Moreover, one gets u2
from u by erasing k ‘z’-words with the same index sequence. Here k may be zero as
well. Then one starts adding l ‘w’-words to u1 and l ‘z’-words to u2 again with the
same index sequence. The resulting words are equal again. Here we again allow that
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the number of the added words be zero. However, we require that the index sequence
of the ‘w’-words deleted from u is dierent from the index sequence of the ‘w’-words
added to u1.
Problem 7.3. Is the Erasing{Writing Post Correspondence Problem solvable? That
is to say; is there an algorithm which takes a PCS hw; zi as input and determines
whether or not there is a solution of the EWPCPhw; zi?
Consider a PCS hw; zi. If PCPhw; zi has a solution, then EWPCPhw; zi has also a
solution. The other direction is still open.
Problem 7.4. Consider a PCS hw; zi such that EWPCPhw; zi has a solution. Does
PCPhw; zi also have a solution?
Assume that the Erasing{Writing Post Correspondence Problem is unsolvable. Then
one can show that Problem 7.5 is undecidable by simply modifying the proof of The-
orem 6.5.
Problem 7.5. Given convergent linear monadic trs’s A,C over a ranked alphabet ;
is it decidable if $A \ $C is equal to the identity relation on T(X )?
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