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Particle methods are those in which the problem is represented by a discrete number of particles. Each
particle moves accordingly with its own mass and the external/internal forces applied on it. In this paper
the Particle Finite Element Method based on finite element shape functions is used to solve the contin-
uous fluid mechanics equations in the case of heterogeneous density. To evaluate the external applied
forces to each particle, the incompressible Navier–Stokes equations are solved at each time step using
a Lagrangian formulation. All the information in the fluid is transmitted via the particles. All kinds of den-
sity heterogeneous fluids and multiphase flows with internal interfaces including or not free-surfaces,
breaking waves and fluid separations may be easily solved with this methodology.
 2009 Elsevier B.V. All rights reserved.1. Introduction
Over the last 20 years, computer simulation of incompressible
fluid flow has been based on the Eulerian formulation of the fluid
mechanics equations on continuous domains [1]. However, it is
still difficult to analyze problems in which the shape of the
free-surfaces or internal interfaces changes continuously or in
fluid–structure interactions where complicated contact problems
are involved.
More recently, particle methods in which each fluid particle is
followed in a Lagrangian manner have been used [2–5]. The first
ideas on this approach were proposed by Monaghan [2] for the
treatment of astrophysical hydrodynamic problems with the so
called Smooth Particle Hydrodynamics Method (SPH).
This method was later generalized to fluid mechanic problems
[2–5]. Kernel approximations are used in the SPH method to inter-
polate the unknowns. More particle methods have been developed
based on similar ideas and applied to multiphase flows [6–8, and
references therein].
SPH belongs to a family of methods called meshless methods.
All these methods use the idea of a polynomial interpolant that fits
a number of points minimizing the distance between the interpo-
lated function and the value of the unknown point. These ideas
were proposed first by Nayroles et al. [9], later used in structuralll rights reserved.
+34 93 401 6517.
).mechanics by Belytschko et al. [10] and in fluid mechanics
problems by Oñate et al. [11–13]. Lately, the meshless ideas were
generalized to take into account the finite element type approxi-
mations in order to obtain the same computing time in mesh gen-
eration as in the evaluation of the meshless connectivities [14].
This method was called the Meshless Finite Element Method
(MFEM) and uses the Extended Delaunay Tessellation [15] to build
the mesh in a computing time which is linear with the number of
nodal points.
It must be noted that particle methods may be used with both:
mesh or meshless shape functions. The only practical limitation is
that the connectivity in meshless methods or the mesh generation
in methods with mesh need to be evaluated at each time step. For
these reason the evaluation of the connectivity must not consume
much computing time.
The Particle Finite Element Method (PFEM) [16,17] combines
the particle precept with the finite element shape functions using
an auxiliary finite element mesh that is quickly built at each time
step. PFEM has been successfully used to solve the Navier–Stokes
equations [16–20] and fluid–structure interactions problems
[21–23]. In this paper the advantages of PFEM for the tracking of
internal interfaces will be explored and used to solve fluid mechan-
ics problems including immiscible heterogeneous flows. Although
in [24] we have solved already some multi-fluids problems using
PFEM, there the density jump was small. In this work we have
developed a special stabilization technique and interface definition
that allow arbitrary jumps in density.
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neering practice. Nevertheless, they still pose a major research
challenge from both, theoretical and computational points of view.
Contrary to heterogeneous solid materials where the main cause of
variation in the physical properties are the Young modulus or the
anisotropy of the different materials involved, in fluids the main
reasons for the heterogeneity are the variations of the density
and the viscosity.
Density variations for incompressible flows may be due to a
change in the temperature field or due to the presence of several
immiscible flows with different densities. For the first case, most
works in the field have used the Boussinesq approximation [25]
in which momentum effects due to density variation are ignored
and the temperature dependence on the density is taken into ac-
count via a linearized force term as a buoyancy force. When the
variation of the density with temperature is important, Boussinesq
approximation may not be applied. The second case, that is the
presence of two or more immiscible flows, represents a bigger
challenge from the numerical point of view because now there is
a real jump in the physical properties. Furthermore the most
important difference between solids and fluids is perhaps, the large
deformation and mobility in a fluid compared with a solid. In pres-
ence of immiscible flows, this large mobility produces a strong
mixing of every fluid with the others leading to multiple interfaces.
Typically the different fluids start totally unmixed and they be-
come totally mixed after a few time steps (Fig. 1.1). Until now
the only way to treat this kind of mixing fluids is via homogeniza-
tion procedures [26]. Nevertheless, a homogenization technique is
possible when there is a relative homogeneous distribution of all
the fluids involved (Fig. 1.1b), but it cannot be used when the fluid
starts to separate (Fig. 1.1a).
In the method described in this work the Boussinesq approxi-
mation is introduced in all terms of the momentum equations:
the sources and the inertial ones. Furthermore, the method allows
solving the problem of mixing different fluids without any homog-
enization approach.
Viscous variations of the fluid can be again due to variation of
the temperature. Jumps in the viscosity value between two or more
fluids may be also involved but they are not so important in gen-
eral. In this paper only heterogeneity due to changes or jumps in
the density will be considered.
Computing the interface between two immiscible fluids or the
free-surfaces is difficult because neither the shape nor the position
of the domains between the fluids are known a priori. There are
basically two approaches for computing interfaces in this kind of
flows: interface-tracking and interface-capturing methods. The for-
mer computes the motion of the flow particles via a Lagrangian ap-
proach, where the numerical domain adapts itself to the shape and
position of the interfaces. Standard interface-capturing methods
consider both fluids as a single effective fluid with variable proper-
ties [27–29]. The interfaces are considered as a region of sudden
change in the fluid properties. This approach requires an accurate
modelling of the jump in the properties of the two fluids taking
into account that the interfaces can move, bend and reconnect inFig. 1.1. Two phase-flows with a fluid of lower density at thearbitrary ways. Furthermore, prescribing exact boundary condi-
tions in the interface is usually approximated.
The PFEM belongs to the category of interface-tracking meth-
ods. At each time step a new mesh is generated that tracks exactly
the interface. Contrary with other tracking techniques where a spe-
cial mesh is built around each interface [30,31], PFEM rebuilds the
complete mesh with a fast mesh generator. The method becomes
competitive when the interfaces between the different fluids are
dominant (see Fig. 1.1).
The Lagrangian fluid flow equations for the Navier–Stokes
approximation will be revised in the next sections including an im-
plicit fractional-step method for the time integration. Then, the ba-
sis of PFEM will be summarized. Finally, the PFEM will be used to
solve some heterogeneous flows problems including interfaces,
free-surfaces and breaking waves.
2. Governing equations and fractional-step method in
Lagrangian formulations
In the final xi position, the mass and momentum conservation
equations can be written as:
Mass conservation : Dq
Dt
þ q oui
oxi
¼ 0; ð2:1Þ
Momentum conservation : qDui
Dt
¼  o
oxi
pþ o
oxj
sij þ qfi; ð2:2Þ
where q = q(x) is the density, ui are the Cartesian components of the
velocity field, p the pressure, sij the deviator stress tensor, fi the
source term (normally the gravity) and D/Dt represents the total or
material time derivative of a function /.
For heterogeneous materials q is a function of the position
q = q(x). For incompressible flows the material time derivative
Dq
Dt ¼ 0. Nevertheless the spatial time derivative is not oqot –0
 
. This
is the reason why heterogeneous materials are more easily solved
with Lagrangian formulations.
From Eq. (2.1), for incompressible flows the mass conservation
in Lagrangian formulation may be simply written as: ouioxi ¼ 0, while
in Eulerian formulation mass conservation must be written as:
oq
ot þ ui oqoxi ¼ 0.
For Newtonian fluids the stress tensor sij may be expressed as a
function of the velocity field through the viscosity l by
sij ¼ l ouioxj þ
ouj
oxi
 2
3
oul
oxl
dij
 
: ð2:3Þ
For incompressible or near incompressible flows
oui
oxi
¼ 0 or ouioxi 
ouk
oxl
 
the term:
2l
3
oui
oxi
¼ 0 or  0 ð2:4Þ
and it may be neglected in Eq. (2.3). Then:
sij  l ouioxj þ
ouj
oxi
 
: ð2:5Þbottom part. (a) Initial position and (b) position after 1 s.
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flow with constant viscosity can be further simplified given the
well known Laplace form of the Navier–Stokes equations. This
approximation will be used in this work because then the equa-
tions to be solved separate in each velocity component. It must
be noted however that this formulation may be used only for fluids
with constant viscosity in the entire domain. This approximation
does not hold for fluids with variable viscosity or element by ele-
ment constant viscosity [32]. In the Laplace form the term ooxj sij
in the momentum equations is simplified as:
o
oxj
sij ¼ ooxj l
oui
oxj
þ ouj
oxi
  
¼ l o
oxj
oui
oxj
 
þ l o
oxj
ouj
oxi
 
¼ l o
oxj
oui
oxj
 
þ l o
oxi
ouj
oxj
 
 l o
oxj
oui
oxj
 
: ð2:6Þ
Then, the momentum equations can be finally written as:
q
Dui
Dt
¼  o
oxi
pþ o
oxj
sij þ qfi   ooxi pþ l
o
oxj
oui
oxj
 
þ qfi: ð2:7Þ
As stated before, Eq. (2.7) show that only the ui velocity compo-
nent is present in each ‘‘ith” equation. When using pressure segre-
gation methods as the fractional-step method, this implies that
each velocity component may be solved independently from the
others, which leads to considerable savings in computing time.
For variable viscosity however the fully coupled Navier–Stokes
equations (Eq. (2.2)) must be used in all cases.
2.1. Boundary and interface conditions
The standard boundary conditions for the Navier–Stokes equa-
tions are:
sijmj  pmi ¼ rni on Cr; uimi ¼ un on Cn; uifi ¼ ut on Ct ;
where mi and fi are the components of the normal and tangent vec-
tors to the boundary.
On the internal interfaces the conditions are:
ðsþij mj  pþmiÞ ¼ rþni ¼ ðsij mj  pmiÞ ¼ rni; uþi ¼ ui on Ci;
where super indices (+) and () represent the variable value at each
side of the interface.2.2. Implicit time integration
Eq. (2.7) will be integrated implicitly in time as:
q
Dui
Dt
 quiðxi; t
nþ1Þ  uiðXi; tnÞ
Dt
¼ qu
nþ1
i  uni
Dt
¼  o
oxi
pþ l o
oxj
oui
oxj
 
þ qfi
 	nþh
; ð2:8Þ
where [/(x, t)]n+h means h/(x, tn+1) + (1  h)/(x, tn) = h/n+1 +
(1  h)/n and /n = /(x, tn) represents the value of the function at
time tn but at the final position x.
Only the case of h = 1 (full implicit) will be considered next.
Other values as for instance h = 1/2 can be considered without ma-
jor changes.
Then, the time integrated equations become:
q
unþ1i  uni
Dt
¼  o
oxi
p
 	nþ1
þ l o
oxj
oui
oxj
 
þ qfi
 	nþ1
: ð2:9Þ
The mass conservation is also integrated implicitly by:
Dq
Dt
 q
nþ1  qn
Dt
¼ qnþ1 oðu
nþ1
i Þ
oxi
: ð2:10Þ2.2.1. The time splitting
The time integration of Eq. (2.9) presents some difficulties as it
is a full coupled equation involving four degrees of freedom for
each node. When the fluid is incompressible or nearly incompress-
ible advantages can be taken from the fact that in Eq. (2.9) the
three components of the velocity are only coupled via the pressure.
A fractional-step method has been proposed [16] which consists in
splitting each time step in two pseudo-time steps. In the first step
the implicit part of the pressure is avoided leading to a decoupled
equation in each of the velocity components. The implicit part of
the pressure is added in a second step. The fractional-step algo-
rithm is:
Dui
Dt
 u
nþ1
i  uni
Dt
¼ u
nþ1
i  ui þ ui  uni
Dt
¼  1
q
o
oxi
pnþ1 þ 1
q
osnþ1ij
oxj
þ fi; ð2:11Þ
where ui are intermediate variables defined by the split:
ðAÞ ui ¼ uni þ fiDt 
Dt
q
o
oxi
cpn þ Dt
q
o
oxj
snþ1ij ; ð2:12Þ
ðCÞ unþ1i ¼ ui 
Dt
q
o
oxi
ðpnþ1  cpnÞ; ð2:13Þ
c is a parameter between 0 and 1 defining the amount of pressure
splitting.
Taking into account (2.6), the last term in (2.12) may be approx-
imated as:
o
oxj
snþ1ij ¼ l
o
oxj
ounþ1i
oxj
 
 l o
oxj
oui
oxj
 
;
which allows to write Eq. (2.12) as:
ðAÞ ui ¼ uni þ fiDt 
Dt
q
o
oxi
cpn þ Dt
q
lh o
oxj
oui
oxj
 
:
The mass conservation equations may be also split as:
Dq
Dt
 q
nþ1  qn
Dt
¼ q
nþ1  q þ q  qn
Dt
¼ q o u
nþ1
i  ui þ ui
 
oxi
; ð2:14Þ
where q* is again an intermediate variable defined by the split:
q  qn
Dt
¼ q ou

i
oxi
; ð2:15Þ
qnþ1  q
Dt
¼ q o u
nþ1
i  ui
 
oxi
: ð2:16Þ
From Eqs. (2.13) and (2.16) the coupled mass–momentum
equation becomes:
ðBÞ q
nþ1  q
Dt2
¼ o
2
ox2i
ðpnþ1  cpnÞ: ð2:17Þ
Taking into account Eq. (2.15) the above expression can be writ-
ten as:
ðBÞ q
nþ1  qn
Dt2
þ q
Dt
oui
oxi
¼ o
2
ox2i
ðpnþ1  cpnÞ: ð2:18Þ
In Eq. (2.18) the incompressibility condition has not be intro-
duced yet. The simplest way to introduce the incompressibility
condition in a Lagrangian formulation is to write:
qnþ1ðxÞ ¼ qnðxÞ ¼ q0ðxÞ ¼ qðxÞ: ð2:19Þ
Then, the first term of Eq. (2.18) disappears, remaining
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Dt
oui
oxi
¼ o
2
ox2i
ðpnþ1  cpnÞ:
The three-step fractional method for a Lagrangian formulation
may be summarized as:
ðAÞ ui 
Dt
qðxÞ
l o
oxj
oui
oxj
 
¼ uni þ fiDt 
Dt
qðxÞ
o
oxi
cpn ) ui ;
ðBÞ qðxÞ
Dt
oui
oxi
¼ o
2
ox2i
ðpnþ1  cpnÞ ) pnþ1;
ðCÞ unþ1i ¼ ui 
Dt
qðxÞ
o
oxi
ðpnþ1  cpnÞ ) unþ1i :
ð2:20Þ
It must be noted that although Eqs. (2.20) seem linear they are
not because they are all evaluated at the final position. The algo-
rithm must be necessarily iterative. Once unþ1i is evaluated during
each iteration, then the coordinates are updated to the new posi-
tion as described in a next section and the three steps A, B and C
are repeated until convergence.
3. The Particle Finite Element Method
Particle methods aim to represent the behavior of a physical
problem by a collection of particles. Each particle moves accord-
ingly to its own mass and the internal/external forces applied on
it. External forces are evaluated by the interaction with the neigh-
bor particles by simple rules [16,17].
Another characteristic of particle methods is that all the physi-
cal and mathematical properties are attached to the particle itself
and not to the elements as in FE methods. For instance physical
properties like viscosity or density, physical variables like velocity,Fig. 3.1. Mixing two different fluids. Recognition of the internal interfaces and free-sutemperature or pressure and also mathematical variables like gra-
dients or volumetric deformations are assigned to each particle
and they represent an average of the property around the particle
position.
Particle methods are advantageous to treat discrete problems
such as granular materials but also to treat continuous problems
for which possibilities exist of internal interfaces, frictional-contact
problems in fluid–solid interactions or free-surfaces with breaking
waves.
The most relevant characteristic of a particle method is that
there is not a specified solution domain. The problem domain is de-
fined by the particle positions and hence, there is not a boundary
contour. This is the reason why, when a differential equation is
to be solved in order to evaluate the forces, the boundary needs
to be identified in order to impose the boundary conditions. In
addition, the particles can be used to generate a discrete domain
within which the integral forms of the governing differential equa-
tions are solved (see Fig. 3.1).
In this paper, the Particle Finite Element Method (PFEM) [16,17]
is used to deal with the incompressible Navier–Stokes equations
for heterogeneous fluid flows. Different fluids acting together will
be modelled by an arbitrary number of particles. On each particle
the forces will be the gravity force (internal force of the particle)
and the interacting forces with the neighboring particles (external
force to the particle). The external forces will be evaluated by solv-
ing the Navier–Stokes equations. For this purpose an analysis do-
main needs to be defined at each time step with a known
contour where the boundary conditions will be imposed.
Also at each time step a new mesh is generated in order to de-
fine the new interfaces between the different fluids and the corre-
sponding shape functions to solve the differential equations. Thisrfaces of the analysis domain and mesh update for successive point distributions.
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vanishes once the forces are evaluated (see Fig. 3.1).
The interpolation functions are a particular case of the finite
element shape functions [14,15]. The boundary surface is defined
using the alpha-shape technique [16,17].
3.1. Particle position update
The particle positions are updated by solving the Lagrangian
form of the Navier–Stokes equations.
Let Xi be the initial position of a particle at time tn.
Let xi be the final position of a particle at time tn+1 and the time
increment Dt = tn+1  tn.
Being uiðx; tnþ1Þ ¼ unþ1i the velocity of the particle at time tn+1,
the final position can be evaluated by:
xi ¼ Xi þ
Z tnþ1
tn
ui dt  Xi þ unþ1i hDt þ uni ð1 hÞDt: ð3:1Þ
In the same way the displacement of the particle is computed
as:
diðx; tnþ1Þ ¼ dnþ1i  unþ1i hDt þ uni ð1 hÞDt ð3:2Þ
with h between 0 and 1.
3.2. Generation of a new mesh
One of the key points for success of the Lagrangian formulation
described here is the fast regeneration of a mesh at every time step
on the basis of the position of the nodes in the space domain. In
this work the mesh is generated using the so called Extended Del-
aunay Tessellation (EDT) presented in [15]. The EDT allows gener-
ating meshes of elements with arbitrary polyhydric shapes
(combining triangles, quadrilaterals and other polygons in 2D
and tetrahedra, hexahedra and arbitrary polyhedra in 3D) in a com-
puting time of order n, being n the total number of nodes in the
mesh. Details of the mesh generation procedure and the shape
functions for arbitrary polyhedra can be found in [14,15]. Once
the new mesh has been generated at each time step the numerical
solution is found using the standard finite element method (FEM).
3.3. Spatial discretization
Using FEM, the unknown functions are approximated using an
equal order interpolation for all variables in the final configuration:
ui ¼
X
l
NlðX; tÞuil;
p ¼
X
l
NlðX; tÞpl:
ð3:3ÞFig. 5.1. Interface aIn compact form:
ui ¼ NTi ðX; tÞui;
p ¼ NTpðX; tÞP
ð3:4Þ
or in matrix form:
ui ¼ NTu ¼
NTi
NTi
NTi
2
64
3
75u; ð3:5Þ
where Ni and Np are the FEM shape functions and u, P the nodal val-
ues of the three components of the unknown velocity and the pres-
sure, respectively.
It must be noted that the shape functions N(X, t) are functions of
the particle coordinates. Then, the shape functions may change in
time following the particles position. During the time step a mesh
update may introduce change in the shape functions which must
be taken into account. During the time integration there two times
are involved: tn and tn+1. The following notation will be used to dis-
tinguish between N(X, tn) and N(X, tn+1):
NðX; tnÞ ¼ Nn and NðX; tnþ1Þ ¼ N:
The following hypothesis will be introduced: the mesh is not
updated during the iterations within each time step. This means
that if a mesh update is introduced at the beginning of a time step,
the same mesh (but deformed) will continue until the end of the
time step. Mathematically expressed, N(X, tn) = N(X, tn+1). Unfortu-
nately, this hypothesis is not always possible to satisfy for all
meshes, and this introduces small errors in the computations
which are neglected in this paper.3.4. Discrete equations
Using the Galerkin weighted residual method to solve the split
equations, the following integral forms are obtained:
ðAÞ 1
Dt
Z
V
Niqui dV
1
Dt
Z
V
Niquni dV
Z
V
NifiqdVþ
Z
V
Ni
o
oxi
cpndV

Z
V
Nil
o
oxj
oui
oxj
 
dV
Z
Cr
Niðrni sijmjcpnmi
 
dC¼0; ð3:6Þ
ðBÞ
Z
V
Np
q
Dt
oui
oxi
 
 o
2
ox2i
pnþ1  cpn 
( )
dV
þ 1
Dt
Z
Cu
Npq unþ1i mi  unþ1i mi
 
dC ¼ 0; ð3:7Þcross elements.
Fig. 5.2. Nodal interface.
Fig. 5.3. Pressure approximation of the different interface definitions.
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Z
V
Ni
q
Dt
unþ1i  ui
 þ o
oxi
ðpnþ1  cpnÞ

 
dV

Z
Cr
Niðpnþ1  cpnÞmi dC ¼ 0; ð3:8Þ
where the boundary conditions have been also split and V is the vol-
ume at time tn+1.
Integrating by parts some of the terms, the above equations
become:Fig. 6.1. Initial mesh (4305 nodes).ðAÞ
Z
V
Ni
q
Dt
ui  qfi
 
dV 
Z
V
Ni
q
Dt
uni dV þ
Z
V
Nic
opn
oxi
dVþ
þ l
Z
V
oNi
oxj
ounþhi
oxj
dV 
Z
Cr
Ni rni þ cpnmið ÞdC ¼ 0; ð3:9ÞFig. 6.2. Relative wave height (black dots) compared to references.
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Dt
Z
V
oNp
oxi
qui dV þ
Z
V
oNp
oxi
oðpnþ1  cpnÞ
oxi
dV
þ 1
Dt
Z
Cu
Npqunþ1n dC ¼ 0; ð3:10ÞFig. 6.3. Pressure contour linesðCÞ
Z
V
Ni
q
Dt
unþ1i  ui
 þ o
oxi
ðpnþ1  cpnÞ

 
dV

Z
Cr
Niðpnþ1  cpnÞdC ¼ 0: ð3:11Þfor two-fluid sloshing 2:1.
Fig. 6.4. Wrong interface equilibrium with the standard stabilization method (Eq.
(3.22)) which does not take properly into account the density jump at the interface.
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p ¼ 0 on Cr; ð3:12Þ
unþ1  m ¼ 0 on Cu: ð3:13Þ3.5. Compact form
Using the approximations (3.4) the discrete equations become
in compact form:
ðAÞ ðMq þ DtlKÞu ¼ Mqun þ DtF cDtBTPn; ð3:14Þ
ðBÞ LPnþ1 ¼ 1
Dt
ðBqu  uÞ þ cLPn; ð3:15Þ
ðCÞ Mqunþ1 ¼Mqu  DtBTðPnþ1  cPnÞ; ð3:16Þ
where
L ¼
Z
V
oNi
oxi
oNTi
oxi
dV ; Mq ¼
M11 0 0
0 M22 0
0 0 M33
2
64
3
75;
Mii ¼
Z
V
NiqðxÞN
T
i dV ; K ¼
L 0 0
0 L 0
0 0 L
2
64
3
75; ð3:17Þ
B ¼
Z
V
oNp
ox
NT1
 
dV ;
Z
V
oNp
oy
NT2
 
dV ;
Z
V
oNp
oz
NT3
 
dV
 	
;
ui ¼
Z
Cu
Niunþ1n dC; ð3:18Þ
Bq ¼
Z
V
oNp
ox
qðxÞN
T
1
 
dV ;
Z
V
oNp
oy
qðxÞN
T
2
 
dV ;
Z
V
oNp
oz
qðxÞN
T
3
 
dV
 	
;
ð3:19Þ
Fi ¼
Z
V
NifiqðxÞ dV þ
Z
Cr
Ni rni dC: ð3:20Þ
The Lagrangian split scheme described has two important
advantages:
(1) Steps A and C are linear. The Lagrangian formulation elimi-
nates the standard convection terms present in Eulerian for-
mulations. The convection terms are responsible for non-linearity, non symmetry and non self-adjoint operators
which require stabilization terms to avoid numerical oscilla-
tions. All these problems are not present in this formulation.
Only the nonlinearity due to the unknown final positions of
the particles remains.
(2) Steps A and/or C may be solved explicitly with relative large
time steps lumping the mass matrix Mq and approximating
the viscous term DtlKu* by Dtl Kun.
(3) In all steps the above systems of equations are solved for
evaluation of the velocity components (steps A and C) and
the pressure (step B). These systems are scalar (only one
degree of freedom by node), symmetric and positive definite.
Then, it is very easy to solve them using a symmetric itera-
tive scheme (such as the conjugate gradient method).3.6. Stabilization of the incompressibility condition
In the Eulerian form of the momentum equations, the discrete
form must be stabilized in order to avoid numerical wiggles in
the velocity and pressure results. This is not the case in the
Lagrangian formulation where no stabilization parameter must
be added in steps A and C. Nevertheless, the incompressibility con-
dition must be stabilized for equal-order approximations to avoid
possible pressure oscillations in some particular cases.
For instance, for small pressure split (c– 0) or for small time
step increments (Courant number much less than one) it is well
known that the fractional step does not stabilize the pressure
waves. In those particular cases, stabilization term must be intro-
duced in step B in order to eliminate pressure oscillations [33].
On the other hand, examples where the c parameter is always fixed
to zero and the time increments correspond to Courant number 1
avoid all the stabilization problems.
Pressure stabilization means to add a term into step B that in
compact form represents a matrix S in such way that:
ðL þ SÞPnþ1 ¼ 1
Dt
ðBqu  uÞ þ cLPn: ð3:21Þ
Residual-based stabilization methods like Finite Calculus (FIC)
[34,35] propose a stabilization term of the form:

Z
V
Np
o
oxi
s op
oxi
 pi
  	
dV ; ð3:22Þ
where the term in brackets is interpreted as an approximation of
the residual of the momentum equations and pi is a continuous
function obtained from the projection of the pressure gradient on
the velocity field and s is a stabilization parameter.
In order to take into account for jumps on the interfaces for the
density, the pi functions will be defined as projections of the pres-
sure gradients divided by q(x). The new stabilization term becomes:

Z
V
Np
o
oxi
s op
oxi
 qðxÞpi
  	
dV : ð3:23Þ
The projection vector pi is obtained from its definition using the fol-
lowing weak expression:
Z
V
Ni
op
oxi
 qðxÞpi
 
dV ¼ 0
with pi ¼ NTi Pi being Pi the vector with the nodal values of pi.
Then,Z
V
Ni
oNTp
oxi
dVP
Z
V
NiqNTi dVPi ¼ 0) BTP ¼MqP) P ¼M1q BTP:
ð3:24Þ
Fig. 6.5. Interface position and velocity vectors (fixed length) for two-fluid sloshing 1000:1 during the first three periods. Bottom fluid: water. Top fluid: air.
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(3.23)) is integrated by parts and the boundary term is neglected
here. This boundary term however may be important for preserv-
ing the total volume in free-surface flow problems [34]:

Z
V
Np
o
oxi
s op
oxi
 qðxÞpi
  	
dV 
Z
V
oNp
oxi
s op
oxi
 qðxÞpi
 
dV
¼
Z
V
oNp
oxi
s
oNTp
oxi
dVP
Z
V
oNp
oxi
sqðxÞN
T
i dVPi: ð3:25Þ
The stabilization term may be written in compact form as:SP ¼ Ls  BsqM1q BT
 
P; ð3:26Þ
where Ls and Bsq are the samematrices defined previously but mul-
tiplied element by element by s and sq(x), respectively, and then
assembled.
Eq. (3.21) with the stabilization terms becomes:L þ Ls  BsqM1q BT
 
Pnþ1 ¼ 1
Dt
Bqu  u
 þ cLPn: ð3:27Þ
Fig. 6.6. Water mass variation due to remeshing for a large time period (5 s) for
different mesh sizes (same time step).
Fig. 6.7. Contour lines of temperature at steady state.
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1
q B
T , this term
is solved explicitly using Pn for the first iteration or the last pres-
sure Pn+1 obtained during the last iteration. Let us call it for sim-
plicity P. Then
ðL þ LsÞPnþ1 ¼ 1Dt Bqu
  u þ cLPn þ BsqM1q BTP: ð3:28Þ
In two sub-steps:
MqP ¼ BTP; ð3:29Þ
ðL þ LsÞPnþ1 ¼ 1Dt ðBqu
  uÞ þ cLPn þ BsqP: ð3:30Þ
The value used for s is s ¼ 1Dt þ lh2q
 1
which is evaluated ele-
ment by element [34]. The final algorithm reads:
ðAÞ ðMq þ DtlKÞu ¼Mqun þ DtF cDtBTPn ) u;
ðB0Þ MqP ¼ BTP) P;
ðBÞ ðL þ LsÞPnþ1 ¼ 1Dt Bqu  u
 þ cLPn þ BsqP) Pnþ1;
ðCÞ Mqunþ1 ¼Mqu  DtBT Pnþ1  cPn
 
) unþ1:
ð3:31Þ
Steps B0 and C may be solved explicitly with a lumped Mq matrix.
Step A may be solved explicitly for small time steps and a small va-
lue of the viscosity parameter. For incompressible flows however
step B must be solved implicitly with the full Laplace matrix (L + Ls).
4. Heat conduction equation in Lagrangian formulation
In a Lagrangian description, the conduction–convection heat
equation reads:
qC
DT
Dt
¼ o
oxi
j
oT
oxi
 
þ Q ; ð4:1Þ
where T is the temperature, j the thermal conductivity, C the heat
capacity and Q a possible source terms contributions. The problem
definition is completed with standard boundary conditions includ-
ing heat convection and radiation fluxes, and imposed temperature
boundaries.
The term DTDt means the Lagrangian or material derivative and q
the density corresponding to the material points. For this reason,
the convective terms are not present in Eq. (4.1).
After discretization of the temperature field T ¼ NTTT, Eq. (4.1)
reads:
ðMqC þ DtLjÞTnþ1 ¼MqCTn þ DtQ ð4:2Þ
with:MqC ¼
Z
V
NTqðxÞCðxÞN
T
T dV ; Lj ¼
Z
V
oNT
oxi
jðxÞ
oNTT
oxi
dV ;
Q ¼
Z
V
NTQ ðxÞ dV þ
Z
Cq
NTqn dC:
Boussinesq approximation for small variations in the density
due to thermal dilatation of the materials stands:
q ¼ qr½1 aðT  TrÞ; ð4:3Þ
where Tr is a reference temperature, qr is the density of the material
with temperature Tr and a is a dilatation parameter (in general a is
also a function of the temperature).
The Boussinesq approximation is usually modelled by introduc-
ing a buoyancy force in the right hand side of the momentum
equations. Effectively, when the main forces of source terms in
Eq. (2.1) are the gravity forces, (e.g. fi = gi, with gi the gravity
acceleration), the momentum equations with the standard Bous-
sinesq approximation read:
qr
Dui
Dt
¼  o
oxi
pþ o
oxj
sij  giqr½1 aðT  TrÞ; ð4:4Þ
while the mass conservation equation remains unchanged:
Dqr
Dt
þ qr
oui
oxi
¼ 0:
For incompressible flows this implies ouioxi ¼ 0.
In this work, the Boussinesq approximation will be introduced
in all the terms of the momentum equations, not only in the
source terms but also in the inertial terms. This is easily per-
formed with the Lagrangian formulations where each particle will
change their own density using the Boussinesq approximation.
This means:
qr ½1 aðT  TrÞ
Dui
Dt
¼  o
oxi
pþ o
oxj
sij  giqr½1 aðT  TrÞ: ð4:5Þ
In problems for which the dilatation effect is large, the Bous-
sinesq approach may be also introduced in the mass conservation
equation as
Dq
Dt
þ q oui
oxi
¼ D
Dt
fqr ½1 aðT  TrÞg þ q
oui
oxi
¼ qra
DT
Dt
þ q oui
oxi
¼ 0; ð4:6Þ
which implies:
Fig. 6.9. Fluid densities.
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oxi
¼ qr
q
a
DT
Dt
¼ eT : ð4:7Þ
In this case, the fluid remains incompressible due to the pres-
sure forces but becomes compressible for temperature dilatation.
The temperature volumetric variation eT is explicitly introduced
as an initial volumetric variation at the beginning of each time
step.
The density variation due to the temperature dilatation intro-
duces a change in step B of the fractional-step method described
previously. In fact, Eq. (2.19) does not hold anymore as qnþ1ðxÞ –qnðxÞ.
It may be replaced by:
Dq
Dt
 q
nþ1  qn
Dt
¼ qnþh oui
oxi
¼ qnþheT : ð4:8Þ
Eq. (2.18) for h = 1 remains:
qnþ1ðxÞ
Dt
oui
oxi
 eT
 
¼ o
2
ox2i
ðpnþ1  cpnÞ: ð4:9Þ
The volumetric temperature strain eT may be evaluated explic-
itly from the previous time step or from the previous iteration
using (4.7):
eT ¼ qrq a
DT
Dt
 aðT
nþ1  TnÞ
½1 aðTnþ1  TrÞDt
; ð4:10Þ
where Tn+1 is the last temperature evaluated.
It must be noted that the case of an incompressible flow inside a
closed recipient may not be computed with this theory.Fig. 6.8. Contour plots of temperatureAfter discretization, this term introduces in equations (B) a new
vector En+1:
Enþ1 ¼
Z
V
Np
q
Dt
ðeTÞ
n o
dV ð4:11Þ
and Eq. (B) remains:
ðL þ LsÞPnþ1 ¼ 1Dt ðBqu
  uÞ þ cLPn þ BsqPþ Enþ1: ð4:12Þ5. Nodal or element interfaces?
One of the main features of particle methods is that all the
physical properties are attached to the nodes instead to the ele-
ments. The mesh is permanently updated and hence, it is difficult
to keep physical properties at element level. In heterogeneousfield and mesh at different times.
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ders of magnitude. We must decide where the internal interface
between two different materials occurs. The most natural solution
for a particle method is to have the interface inside the elements
sharing particles with different densities, so that in the element
integration points k density takes the mean value qk ¼ 1nv
Pnv
a¼1qa
(where nv is the number of nodes of the element). We will call this
possibility as interface across elements (Fig. 5.1)
Other possibility is to impose that the interfaces between differ-
ent materials are between two elements, which will be called nodal
interface (Fig. 5.2). To achieve this we must accept that elements
sharing particles with two different densities have one or the other
particular density value. Now the density in the element integra-
tion points k takes the value
qk ¼
q1 if k 2 Fluid1;
q2 if k 2 Fluid2:

Fig. 6.10. Three different density fluids.Both possibilities have advantages and disadvantages. Element
interfaces are more stable as they do not change much when reme-
shing is performed. On the other hand, nodal interfaces are more
accurate because they allow representing exactly the gradient
pressure gap that normally occurs when there is a jump in the den-
sity value (see Fig. 5.3).
Two different kinds of problems will be considered:
(1) problems in which the density varies through the domain in
a smooth way. This is the case for instance of thermal vari-
ations of the density due to dilatations. In these cases ele-
ment interface will be used (as in the numerical examples
6.2 and 6.5).
(2) problems in presence of immiscible different materials
where there are jumps in the density properties. In these
cases nodal interface will be used (as in numerical examples
6.1, 6.3 and 6.4).
The second case is more difficult to solve numerically because
the solution has a discontinuity in the pressure gradients at theFig. 6.11. Impinging jet: particle positions.
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be solved using the nodal interface algorithm in order to be able to
represent exactly the pressure gradient jumps. As a consequence of
remeshing, the interface position may change suddenly from one
time step to the next one introducing small instabilities in the flow.
Nevertheless these changes in the interface position between two
time steps are of order h. This means that they decrease linearly
with the mesh size and are of the same order than the alpha-shape
technique used for the determination of the free-surface. In spite of
this drawback, nodal interface method improves substantially the
results and becomes essential in immiscible fluids.Fig. 6.12. Impinging jet6. Numerical results
The capabilities of the formulation described above will be
shown in several examples with two types of heterogeneities: den-
sity jump and continuous variable density. A first example is a
sloshing test for which other numerical tests are available. The
example is also used to test the stabilization proposed and the abil-
ity of the method to deal with large density jumps. In the second
example the classical Boussinesq cavity is tested and compared
with existing results. Boussinesq cavity is an interesting test for
lagrangian formulations because the problem never reaches a sta-: temperature field.
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mains at a stationary value. In order to test the ability of the meth-
od to carry out with several heterogeneous materials a three
density fluid is solved without showing any particular drawback.
The fourth example consists in a strong mixing of two immiscible
materials. At the beginning, both fluids mix strongly due to the ini-
tial kinetic energy. After some time, both fluids separate due to the
gravity forces. Finally, the case of two different fluids including
thermal dilatation representing a magma chamber is presented.
6.1. Two-fluid sloshing
This numerical test for two-fluid interface flows was first pro-
posed by Tezduyar et al. in [30] and deeply investigated in [31].
It consists in a closed rectangular cavity with two immiscible fluids
and small different density. The interface between both fluids is
tilted in the initial configuration (Fig. 6.1).
The bottom fluid has a density q = 2 kg/m3, the top fluid has
q = 1 kg/m3, and the dynamic viscosity is l = 103 Pa s for both flu-
ids. Gravity force is set to 0.294 in the vertical direction. Vertical
walls are considered free-slip while horizontal walls are no-slip.
This is a typical example where there is a jump in the pressure
gradient on the interface between the two materials. This means
that it is better to use nodal interfaces to allow the pressure gradi-
ents reproduce exactly this possibility.
The free-slip condition is not trivial in Lagrangian methods. We
have modelled it assigning l = 0 in the elements adjacent to the
free-slip walls.
Fig. 6.2 shows the interface relative height at the vertical walls
(side A and B) for previous works [30,31] compared with PFEM.
PFEM results reproduce well both the interface amplitude and
oscillation frequency.
When the flow reaches the steady state, the interface height is
0.2998 instead of the correct value of 0.3. Notice that no mass cor-
rection algorithm was implemented. Neither was necessary to use
enhanced element integration nor shape function enrichment as in
interface-capturing methods. The pressure field and the interface
discretization are shown in Fig. 6.3.
This example is interesting to test the correct use of the stabil-
ization term of the incompressibility condition for equal order for-
mulation as the presented here. Effectively, as stated before,
standard stabilizations based on residual projections like FIC [34]
propose a stabilization term based on Eq. (3.22). This stabilization
is based on the difference between the pressure gradient and the
continuous pressure gradients. Nevertheless, in many cases such
as density heterogeneous materials, the pressure gradients are
physically discontinuous along the interface. The introduction of
a continuous vector p produces an error in the incompressibilityFig. 6.13. Density variation with temperature.condition along the interface that can be observed in Fig. 6.4. The
results shown previously have been obtained using the new stabil-
ization term (Eq. (3.23)) where the density jump for heterogeneous
materials has been taken into account in the definition of p.
A very interesting advantage of the present formulation is to al-
low arbitrary large jumps in density between the materials used.
For example, in a water–air sloshing problem the density jump is
1–1000. This kind of problems is normally treated as a single flow,
neglecting the air flow. Nevertheless, in many situations the influ-
ence of air must be taken into account, especially when bubble
production is important and the air incompressibility conditions
must be considered. The present method allows carrying out large
density jumps without any drawback.
For instance the interface position and fluid velocity for a
water–air sloshing problem are shown in Fig. 6.5. The density jump
is 1:1000 and the gravity was set to g = 10 m/s2. Not even from the
jump of pressure gradient nor from the stability algorithm the
method has presented any difficulty.
However, this problem defined with the same geometry and ini-
tial condition than the previous test, has now a very strong move-
ment of all the internal particles and the interface includes the
possibility of breaking waves. Now remeshing is necessary and
connectivity changes, in particular near the interface. During reme-
shing the algorithm to define the interface between the two mate-
rials (see Section 5) introduces an error which is of order h (the
average distance between two neighbor particles) in the volume
definition of each material.
In order to check the volume variation due to the remeshing
process, the water mass conservation was measured. Fig. 6.6 shows
the water mass for different mesh sizes and fixed time step during
a large time period (5 s). We can observe that mesh sizes of order
h = 0.005 are necessary in order to preserve the mass during all this
period at a reasonable level (less than 5% of mass loss).
6.2. Boussinesq cavity
This example deals with one fluid only, but now density
changes as a function of temperature: q = qr[1  a(T  Tr)]. We
have applied the Boussinesq approximation as described in Section
4.
The problem domain is a square cavity with vertical walls at
T = 20.5 and 19.5 C, and adiabatic horizontal walls. Fluid proper-
ties are the following: q = 1 kg/m3, l = 103 Pa s, g = 10 m/s2,
a = 0.1  C1, k = 103 m2/s, DT = 1 C, L = 1 m. It gives a Rayleigh
number of Ra ¼ qgaDTL3lk ¼ 106. All walls are considered no-slip.
This is a standard problem used for verification of thermal
codes. However we must note that for the Lagrangian formulation
it is a difficult test because although the temperature distributionFig. 6.14. Viscosity variation with temperature.
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cles is never stationary.
A benchmark solution can be found in [36]. Fig. 6.7 shows a
good agreement between ref. [36] and PFEM’s solutions. Fig. 6.8
shows the temperature field evolution to the steady state during
the first 50 s.Fig. 6.15. Temperature field6.3. Heterogeneous flow with several materials
The formulation proposed can be applied with no modification
to any arbitrary number of fluids with different densities. In this
example we check the behavior with three different fluids with dif-
ferent densities and same viscosity (l = 0.1 Pa s). The computa-at different time steps.
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force g = 10 m/s2.
In the initial configuration (see Fig. 6.9), fluid A is in a stable po-
sition, but fluids B and C will move to find the stable horizontal
stratification. Fig. 6.10 shows the particle positions at different
time steps. During the first time steps fluid C moves from right
to left by the bottom part of the domain while fluid B moves from
left to right by the upper part. The movement is so sudden that at
time t = 15 s some particles of fluid C get trapped inside fluid A on
the right hand side. Due to their higher density, they move down-
wards until they reach fluid C.
There is not any comparison result to test the validity of this
example. However the results show clearly the ability of the meth-
od to deal with any kind of heterogeneous material.Fig. 6.16. Variation of the temperature in time for four different particles.6.4. Impinging jet
The objective that motivated this work from the beginning is to
be able to track the movement of one fluid inside another. We be-
lieve that particle methods are especially well suited for this kind
of problems, where the fluids fragment and the multiple interfaces
become too complex for interface-capturing methods.
In this example a fluid of density q = 800 kg/m3 and tempera-
ture T = 50 C, is poured into a 2  2 m container filled 3/4 with
water (q = 1000 kg/m3) at T = 20 C. Both fluids are immiscible
and have the same viscosity, l = 103 Pa s. Density is considered
here as constant and independent of temperature. Thermal diffu-
sivity k = j/qC has been set to k = 102 m2/s and inflow jet velocity
to v = 1 m/s.
Fig. 6.11 shows how one of the fluids with smaller density pen-
etrates in the other (namely water) with higher density. The jet
generates some vorticity and mingling, and at the end fluids sepa-
rate due to their different densities. The temperature field is also
represented in Fig. 6.12.6.5. Heterogeneous fluids with bouyant thermal effects
The last example represents an application of the method to the
study of a magma chamber in which two different fluids with dif-
ferent properties and temperature mix and evolve to a more stable
position.Magmas are molten rock below the earth’s surface. Their prop-
erties depend mainly on their composition (SiO2, Al2O3, FeOT, H2O,
etc.) and temperature. Typically at the beginning the chamber is
filled with one fluid only (fluid A) that cools due to the lower tem-
perature of the surrounding crustal rock. The decrease in tempera-
ture produces that some chemical components start to crystallize
and deposit at the bottom. The crystallization process changes
the density and the composition of the remaining melt. At some in-
stant new magma (fluid B) enters the chamber. It is hotter, denser
and less viscous than fluid A. The difference in temperature and
properties between both fluids triggers the convective transport,
and A and B start to mingle. Molecular diffusion is of order
1010 m2/s and can be neglected. Fluids are considered as
immiscible.
We assume in our simulation that the chamber (of radius
680 m) contains 50% of each fluid and they are at rest at t = 0. Initial
temperature of fluid A is 850 C and of fluid B, 1150 C. Walls are
considered no-slip, adiabatic and initially at 200 C. Gravity takes
the usual value 9.81 m/s2.
Magma density can be linearized as q = qr[1  a(T  Tr)] with
[37]Fluid A Fluid B
Tr = 1000 Tr = 1000
q0 = 2575 q0 = 2725
a = 4.52e5 a = 6.34e5Viscosity is modelled as logl ¼ Aþ BTC [38] with
Fluid A Fluid B
A = 4.55 A = 4.55
B = 8106.06 B = 5432
C = 162.34 C = 377.94At temperature lower than 600 C viscosity is so high that mag-
ma would behave as solidified. However, in this temperature range
we model magma as a fluid with constant viscosity (see Figs. 6.13
and 6.14).
Thermal diffusivity is set to k = 104 m2/s constant (two orders
of magnitude higher than realistic values).
Although our formulation is not complete for variable viscosity
terms (see discussion on Section 2, Eqs. (2.6) and (2.7)), numerical
results are quite reasonable: fluid B cools rapidly at the material
interface and chamber boundary (see Fig. 6.15). Its density in-
creases and moves downwards due to gravity and low viscosity.
This movement drags fluid A downwards too, but fluid A is less
Fig. 6.17. Density field at different time steps.
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tion and fluid mixing. The evolution of the mixing of the two mate-rials may be seen in Fig. 6.17 representing the density field at
different time steps.
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the simulation. The initial positions of the four particles can be
seen in Fig. 6.15 at t = 0. Their temperature history with time is
shown in Fig. 6.16.
The capability of the Lagrangian formulation to track any
physical parameter and the ability of particle methods to handle
this kind of problems is demonstrated in this example.
7. Conclusions
The Particle Finite Element Method (PFEM) has been used to
solve the incompressible Navier–Stokes equations for heteroge-
neous fluid flows. The results show the ability of the method to
deal with problems from the simple case of fluids with a single
interface to the case of strong mixed fluids with multiple inter-
faces. Problems with a big difference between the two materials
were also performed without showing any instability.
Many of the previous works for incompressible Navier–Stokes
equations have been thought for homogeneous materials. For het-
erogeneous fluids there are two main differences: one is the possi-
bility to have a discontinuity on the pressure field. The other
drawback is to have discontinuous pressure gradients. The first
case appears when there is a jump in the viscosity parameter (vis-
cous heterogeneous flows). The second case is typical when there
is a density jump (density heterogeneous flows). In this paper we
do not treat the first one (we solve problems with viscous variation
but without a jump in the viscosity). For the case of density jumps
however, we conclude that standard stabilized methods such as
pressure projection methods are not accurate because they all
work with a continuous pressure gradient projection. To include
a discontinuous pressure gradient projection is fundamental to
achieve acceptable results.
Finally we conclude that in such cases where there is a jump in
the density properties it is essential to force the interface to match
the nodes (nodal interfaces). Otherwise very poor approximations
are obtained and cases with large density jumps cannot be solved.
The disadvantage to use nodal interfaces is the lack of mass pres-
ervation during the remeshing process. Nevertheless this mass var-
iation is order h and may be reduced decreasing the mesh size.
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