Histograms are a lossy compression technique widely applied in various application contexts, like query optimization, statistical and temporal databases, OLAP applications, data streams, and so on. In most cases, accuracy in reconstructing from the histogram some original information, plays a crucial role. Thus, several proposals for constructing histograms trying to maximize their accuracy, have been given in the recent past. Besides bucket-based histograms (i.e., histograms whose construction is driven by the search of a "good" domain partition), there are different new histograms, characterized by more complex structures (like, for instance, wavelet-based histograms). This paper presents a new histogram, called nLT, belonging to the latter class. It is based on a hierarchical decomposition of the original data distribution kept in a full binary tree. This tree, containing a set of pre-computed hierarchical queries, uses bit saving for representing integer numbers, so that the reduced storage space allows us to increase the tree resolution and, consequently, its accuracy. Experimental comparison shows the superiority of nLT w.r.t. the state-of-the-art histograms.
Introduction
Histograms are a lossy compression technique widely applied in various application contexts, like query optimization [20] , statistical [12] and temporal databases [23] , and, more recently, OLAP applications [19, 10, 11] and data streams [7, 6, 21, 25] . In OLAP and data streams, compression allows us to obtain fast approximate answers by evaluating queries on reduced data in place that original ones. Histograms are well suited to this purpose, especially in case of range queries. Indeed, buckets of histograms basically correspond to a set of pre-computed range queries, allowing us to estimate the remaining possible range queries. Estimation is needed for range query partially overlapping a bucket. As a consequence, the problem of minimizing the estimation error becomes crucial. There are two different approaches for facing the above problem:
-finding the optimal partitioning (w.r.t. estimation accuracy) -designing techniques for improving the estimation of the portion of the queries involving partially a bucket (possibly by enriching the bucket with small additional information).
Both the above approaches were adopted in the literature. While researchers have been devoted large attention on the first aspect [22, 20] , the second approach has been received interest just recently in [2] , where authors add to traditional buckets 32 bit tree-like indices for improving the internal data description. It is worth noting that, beside classical histograms, whose structure consists of just a set of buckets, new different construction paradigms of histograms have been recently proposed. The most important example is represented by wavelet-based and binary-tree histograms. Wavelet histograms [13] use wavelet decomposition applied on the original data distribution producing a set of coefficients. The binary-tree histogram [1] uses a quad-tree like decomposition (adapted to the mono-dimensional case) of the data distribution. Drawbacks of such histograms, that we call here non bucket-based, concern complexity of both query evaluation and histogram updating. Indeed, such operations imply, in general, the (possibly partial) reconstruction of the histogram. Actually, we may observe that also bucket-based histograms do not support updating well, since the change might invalidate the current partition, forcing the reconstruction of the entire histogram.
In this work we propose a new non bucket-based histogram, called nLT, consisting of a tree-like index, with a number of levels depending on the fixed compression ratio. Nodes of the index contain, hierarchically, pre-computed range queries, stored by an approximate encoding (obtained by bit saving). Compression derives from both aggregation implemented by nodes of the tree and bit saving obtained by representing range queries with less than 32 bits (assumed enough for exact representation). The number of bits used for representing range queries decreases as the tree level increases. Peculiar characteristics of our histogram are the following:
(1) Due to bit saving, the number of pre-computed range queries embedded in our histogram is larger than a bucket-based histogram occupying the same storage space. Observe that such queries are stored in an approximate form. However, hierarchical organization of the index, allows us to express the value of a range query as a fraction of the range query including it (i.e., corresponding to the parent node in the tree), and this allows us to maintain a small numeric approximation. In case of absence of the tree, values of range queries would be expressed as a fraction of the maximum value (i.e., the query involving the entire domain). (2) The histogram supports directly hierarchical range queries, representing a meaningful type of queries in the OLAP context [10] . (3) The evaluation of a range query can be executed by visiting the tree from the root to a leaf (in the worst case), thus with a logarithmic cost on the number of smallest pre-computed range queries (this number is the counterpart of the number of buckets of a classical histogram, from which the cost of the evaluation of the query depends linearly). (4) Updating the histogram (we refer here to the case of the change of a single occurrence frequency) involves only nodes of the path connecting the updated leaf node with the root of the tree. Hence, also this task is feasible in logarithmic time.
While the three last points above describe evidently positive characteristics of the proposed method (recall also discussion previously given about drawbacks of non bucket-based histograms), the first point needs some kind of validation, to be considered effectively a point in favor of our proposal. Indeed, it is not apriori clear if having a larger set of approximate pre-computed queries (even if this approximation is reduced by the hierarchical organization) is better than having a smaller set of exact pre-computed range queries. In this work we try to give an answer to this question through experimental comparison with the most relevant histograms proposed in the literature. We conclude that keeping pre-computed approximate hierarchical range queries, advances accuracy of histograms, not only when hierarchical decomposition is applied to buckets of pre-existing histograms (as shown in [2] ), but also when the technique is applied to the entire data distribution.
The paper is organized as follows. In the next section we present bucket-based histograms. In Section 3 we describe histograms (called non bucket-based) whose structure is more complex than a set of buckets. In Section 4 we overview the most relevant research contributions in the topics of histograms for query estimation. Our histogram is described in Section 5. Therein, we show how to exploit the histogram for estimating range queries as well as the histogram updating algorithm. Section 6 reports results of experiments comparing accuracy of our technique with a number of other histograms. Finally, we give conclusions in Section 7.
Bucket-based Histograms
Histograms are used for compressing relations in order to give approximate answers to range queries on such relations. Let X be an attribute of a relation R. Without loss of generality, we assume that the domain U of the attribute X is the interval of integer numbers from 1 to |U | 1 . The set of frequencies is the set F = {f (1), ..., f (|U |)} where f (i) is the number of occurrence of the value i in the relation R, for each 1 A histogram H on X is a h-tuple B 1 , ..., B h of buckets such that (1) for each 1 ≤ i < h, the upper bound of B i precedes the lower bound of B i+1 and (2)
Given a histogram H and a range query Q, it is possible to return an estimation of the answer to Q using information contained in H. At this point, the following problem arises: how to partition the domain U into b buckets in order to minimize the estimation error? According to the criterion used for partitioning the domain, there are different classes of histograms (we report here only the most important ones):
(1) Equi-Depth Histograms [14] : the domain of attribute values is divided in b equal-size buckets. (2) Equi-Height Histograms [17] : buckets are obtained in such a way that the sum of occurrences in each bucket is equal to 1/b times the total sum of occurrences. (3) MaxDiff Histogram [18] : each bucket has the upper bound in V i ∈ V (set of attribute values actually appearing in the relation R), if |φ( [9] : boundaries of each bucket, say lb i and ub i (with 1 |U | denotes the cardinality of the set U
2 and avg i is the average of the frequencies occurring in the i-th bucket.
In the part of the work devoted to experiments (i.e., Section 6), among the above presented bucket-based histograms, we have considered only MaxDiff and V-Optimal histograms, as it was shown in the literature that they have the best performances in terms of accuracy. Recent papers, concerning VOptimal, confirm this claim also when histograms are applied in the context of data streams [7, 6] . In addition, we will consider also two further bucketbased histograms, called MaxDiff4LT and V-Optimal4LT. Such methods have been proposed in [2] and consist of adding a 32 bit tree-like index, called 4LT, to each bucket of MaxDiff and V-Optimal histogram, respectively. The 4LT is used for computing, in approximate fashion, the frequency sums of 8 non overlapping sub-ranges of the bucket. In [2] it is shown that adding 4LT buckets improves meaningfully accuracy of Max-Diff and V-Optimal. We observe that the idea underlying the proposal presented in this paper takes its origin just from the 4LT method, extending the application of such an approach to the construction of the entire histograms instead of single buckets.
Non Bucket-Based Histograms
There are other kinds of histograms whose construction is not driven by the search of a suitable partition of the attribute domain and, further, their structure is more complex than simply a set of buckets. We call such histograms non bucket-based. In this section we present two important examples of histograms of such a type, that are wavelet-based [13] and binary-tree [1] histograms. Wavelets are mathematical transformations implementing hierarchical decomposition of functions originally used in different research and application contexts, like image and signal processing [16, 24] . Recent studies have shown the applicability of wavelets to selectivity estimation [13] as well as the approximation of OLAP range queries over datacubes [27, 26] . A wavelet-based histogram is not a set of buckets; it consists of a set of wavelet coefficients and a set of indices by which the original frequency set can be reconstructed. Histograms are obtained by applying one of the wavelet transformations to the data set and selecting, among the N wavelet coefficients, the m < N most significant coefficients, for m corresponding to the desired storage space. The binary-tree histogram [1] is also based on a hierarchical multiresolution decomposition of the data distribution operating in a quad-tree fashion, adapted to the mono-dimensional case.
Beside the bucket-based histograms described in the previous section, both the above types of histograms are compared experimentally in this paper with our histogram, which is a non bucket-based histogram too.
Related Work
In the database community, the problem of approximating a given data distribution by means a succinct data structure has been investigated for its great importance in the context of query optimization and selectivity estimation for relational operators. Beside parametric techniques and sampling, the most commonly used in practice are histograms. Classical histograms (V-optimal, MaxDiff, Wavelets) have been described in detail in the two previous sections. In this section we overview the most recent papers proposing some improvements of classical histograms, in order to obtain a reduction of approximation error or time construction. [10] has shown the insufficient accuracy of classical histograms in evaluating hierarchical range queries, then a polynomial-time algorithm for constructing optimal histograms with respect to such queries is proposed. In [5] the selectivity estimation problem for (not hierarchical) range queries is studied, and optimal and approximate polynomial (in the database size) algorithms with provable guarantees for constructing histogrambased summary values are also presented. In [4] the viability and effectiveness of wavelets as a generic approximated query processing tool is established. Moreover, Haar wavelets for constructing compact synopses of general relational tables are exploited. [8] 
proposes O(N )
O (1) -time algorithms (denoting by N the domain size), for the problem of approximating the distribution of measure attributes organized into hierarchies; such algorithms are based on dynamic programming and a notion of sparse intervals. In [15] algorithms returning both optimal and sub-optimal solutions for approximate range-sum histograms are provided, considering also the problem of their dynamic maintenance by additive changes. The best algorithm with respect to the time construction returning an optimal solution, takes polynomial-time.
From the complexity point of view, our technique represents an improvement w.r.t. the above methods. Indeed, building our histogram takes O(N logN)-time whereas the estimation of a range query is feasible in O(logN )-time.
The nLT Histogram
In this section we describe the proposed histogram, called nLT. As wavelet and binary-tree histograms, nLT is a non bucket-based histogram.
The following preliminary notations will be used in the sequel of this section:
Notations:
(1) N j i denotes the i-th node (starting from the left side) belonging to the j-th level of a full binary n-level tree, with 0 ≤ j ≤ n − 1 and 1 ≤ i ≤ 2 j ; (2) x and x denote the application of the operator ceil and the application of the operator floor to x, respectively.
Let us start with the definition of nLT histogram.
Given a positive integer n, the nLT histogram H (on the attribute X) is a full binary tree with n levels such that each node N is a 3-tuple , while the right-hand child node, say N rc , is such
Informally, H is a full binary tree such that:
-the root node contains the sum of all the frequencies belonging to the domain; -for each non leaf node N , the left-hand child node of N contains the sum of frequencies belonging to the left-hand half of the interval r(N ), and the right-hand child node of N contains the sum of frequencies belonging to the right-hand half of r(N ).
Next, we provide an algorithm for constructing H.
Building the nLT Histogram
The construction of the nLT H starts by dividing the domain of X into 2
equal-size sub-ranges and by associating to each sub-range a left node of H. The value of each leaf is computed as the sum of frequency occurrences belonging to the associated sub-range. By proceeding in a bottom-up fashion, for each pair of sibling nodes the sum of their values is inserted into the parent node, until the root is reached.
Algorithm 1, provided below, implements the above approach. Concerning the implementation of the nLT, we observe that it is not needed to keep lower and upper bounds of nodes, since they can be derived by the knowledge of n and the position of the node in the tree. Moreover, we don't have to keep the value of any right-hand child node too, since such a value can be obtained as difference between the value of the parent node with the value of the sibling node. Figure 1 an example of nLT with n = 3 is reported. It refers to a domain of size 12 with 3 null elements. For each node (represented as a box), we have reported boundaries of the associated interval (on the left and the right side, respectively) and the value of the node (inside the box). Grey nodes can be derived by white nodes. Thus, they are not stored. 2 The storage space required by H, in case node values are encoded using t bits, is t · 2 n−1 . We assume that t = 32 is enough for representing each value with no scaling approximation. In the following we will refer to this kind of nLT implementation as exact implementation of the nLT, or, for short, exact nLT. In the next section, we will illustrate how to reduce the storage space by varying the number of bits used for encoding the value of the nodes. Of course,
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beside approximation due to linear interpolation needed for obtaining all the non pre-computed range queries, we add further approximation by saving bits in node encoding.
Approximate nLT
In this section we describe the (k-)approximate version of H. It consists of the nLT with n levels obtained from H by encoding node values through lengthvariable representations and using k bits for encoding the left-child node of the root. We denote by H the approximate version of H. We often refer to H as the approximate nLT. H is obtained as follows:
(1) The root is encoded by 32 bits (we assume that anyway the sum of all the frequencies belonging to the entire domain of X can be represented by 32 bits with no scaling error). Recall that, right-hand children of nodes are not stored since they can be derived from parent and sibling nodes. Observe that this bit saving allows us to increase the H depth (w.r.t. the H depth), once the total storage space is fixed, and to have a larger set of pre-computed range queries and thus higher resolution. Substantially, the approach is based on the assumption that, in the average, the sum of occurrences of a given interval of the frequency vector, is twice than the sum of the occurrences of each half of such an interval. This assumption is chosen as a heuristic criterion for designing the approximate nLT, and this explains the choice of reducing by 1 per level the number of bits used for representing numbers. Clearly, the sum contained in a given node is represented as a fraction of the sum contained in the parent node. Observe that, in principle, it could be used also a representation allowing possibly different number of bits for nodes belonging to the same level, depending on the actual value contained into nodes. However, we should deal with the spatial overhead due to these variable codes. The reduction of 1 bit per level appears as a reasonable compromise.
We describe now in more details how to encode with a certain number of bits, say i, the value of a given node N , denoting by P the parent node of N . With such a representation, the value of the node N (val(N )) will be recovered not exactly, in general. It will be affected by a certain scaling approximation. We denote by val i (N ) 
the encoding of val(N ) done with i bits and by val i (N ) the approximation of val(N ) obtained by val i (N ).
We have that:
Concerning the approximation of val(N ) it results:
The absolute error due to the i-bit encoding of the node N , with parent node P is:
It can be easily verified that 0
The relative error is defined as:
.
Define now the average relative error as:
In Figure 2 we report the dependency of the average relative error on the value val(P ), for 4 values of i (i.e., 10, 11, 12, 13). We note that the error is null until val(P ) reaches the value 2 i and then, after a number of decreasing oscillations, converges to a value independent of val(P ) and depending on i.
In the next example we show how the nLT of Figure 1 becomes when the approximation method described above is applied in case k = 7. Figure 3 the 7-approximate version of the exact nLT depicted in Figure 1 is showed. The number of bits per level is reported on the right side of the figure. Grey nodes are not stored since they can be derived. Inside each white node N we have reported the value val i (N ), where i is the number of bits used for encoding N . val(N ) and val i (N ) are shown on the left side of N , respectively up and down. The size of an approximate nLT, in terms of n and k, is:
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recalling that the root node is encoded with 32 bits.
Example 3
The approximated nLT shown in Figure 3 (having n=3 and k=7) uses 32 + 2 0 · 7 + 2 1 · 6 = 51 bits for representing its nodes. 2 Before proceeding to the implementation of an approximate nLT, we should set the two parameters n and k, that are, we recall, number of levels of the nLT and number of bits used for encoding the left child node of the root (for the successive levels, as already mentioned, we drop 1 bit per level). Observe that, according to the above result about the average relative error, setting the parameter k means fixing also the average relative error due to scaling approximation. We have performed some experiments on synthetic data sets in order to test the error dependence on the parameters n and k. Figure 4(a) shows that the error decreases for n increasing and Figure 4(b) shows that error decreases when k increases until k = 11 and then it remains near constant. Indeed, the error consists of two components: the error due to the interpolation inside the leaves nodes partially involved in the query, and the scaling approximation. For k > 11, the last component is negligible, and the error keeps a quasi-constant behavior since the first component depends only on n, which is fixed in this experiment. Thus, in order to reduce the error, we should set k to a value as large as possible in order to represent leaves with a sufficient number of bits (not to much lower than the threshold heuristically determined above). However, for a fixed compression ratio, this may limit the depth of the tree and, thus the resolution determined by the leaves. As a consequence, the error arising from linear interpolation done inside leaf nodes increases. Thus, the choice of k plays the role of solving the above trade-off. These criteria will be employed in the experiments reported in Section 6 for choosing the value of n and k, respectively, on the basis of the storage space amount. 
Evaluation of a Range Query
In this section we describe the algorithm used for evaluating the (approximate) answer to a range query
The algorithm visits tree nodes starting from the root in the following way: for each visited node N , we go down to the child N such that b ∈ r(N ) (recall that r(N ) is the interval of X associated to the node N ). The iteration halts in case b coincides with the upper bound of the visited node N or N itself is a leaf node. Each step, corresponding to going to a right-hand child, increases the range query result. The last contribution is determined by applying linear interpolation to the portion of the leaf node bounded by b. The algorithm is reported below.
Algorithm 2:
( 
Updating the nLT
Updating a bucket-based histogram, even though just one occurrence has to be changed, may be an expensive operation, since it might be necessary to reconstruct the entire histogram. Indeed, the old partition could be invalidated by the change of the frequency distribution. In this section we discuss about the update of a nLT, showing that, in general, the nLT H overcomes the above mentioned limitation of bucket-based histograms (note that all the issues discussed in this section are orthogonal w.r.t. approximation introduced by H, thus the proposed solution could be identically applied also in case of the exact nLT H).
Consider the case of change of just one frequency. The algorithm proceeds by determining the path which connects the root with the leaf node involved in the change and by computing, for each node of this path, the new value, inserting it. This is implemented by Algorithm 3 below. Therein, the leaf node involved in the change is assumed to be the b-th one (starting from the left side). Thus, according to the notation introduced at the beginning of Section 5, , and sb(N ) denotes the sibling node of N .
Algorithm 3:
In the next example, we show the execution trace of Algorithm 3.
Example 4
Consider the approximate nLT depicted in Figure 3 and suppose that the updating of the tree replace the value 122 of the leaf node N The approximate nLT after the updating operations is reported in Figure 5 . The above considerations about efficiency of updating the nLT in case of a single update, can be applied also in case some kind of "locality principle" holds and, as a consequence, only a few leaves of the nLT are involved. Conversely, for a bucket-based histogram, many updates concentrated in a small portion of the data distribution, mean high probability of invalidating the current partition and, thus, the necessity of reconstructing entirely the histogram itself.
Experiments on Histograms
In this section we describe several experiments on synthetic and real-life data comparing a number of histogram-based techniques.
Test Bed
Let us start with the description of data sets, error metric and query set adopted in our experiments.
Available Storage: For our experiments, we shall use a storage space that is 42 four-byte numbers.
Techniques:
We compare the approximated nLT (simply denoted here as nLT) with 6 new and old histograms, fixing the total space required by each technique:
-MaxDiff (MD) and V-Optimal (VO) produce 21 bucket; for each bucket both upper bound and value are stored. -Max-Diff with 4LT (MD4LT) and V-Optimal with 4LT (VO4LT) produce 14 bucket; for each bucket is stored the upper bound, the value and the 4LT index. -Wavelet (WA) are constructed using the bi -orthogonal 2.2 decomposition of the M AT LAB 5.2 wavelet toolbox. The wavelet approach needs 21 fourbyte wavelet coefficients plus another 21 four-byte numbers for storing coefficient positions. We have stored the 21 largest (in absolute value) wavelet coefficients and, in the reconstruction phase, we have set to 0 the remaining coefficients. -Binary-Tree (BT) produces 19 terminal buckets.
-nLT is obtained fixing k = 11 (recall the considerations about error done in Section 5.2) and, consequently of n = 9. Indeed, using (1) shown in Section 5.2, the stored space is about 41 four-byte numbers.
Data Distributions:
A data distribution is characterized by a distribution for frequencies and a distribution for spreads. Frequency set and value set are generated independently, then frequencies are randomly assigned to the elements of the value set. We consider 3 data distributions: (1 Histograms Populations: A population is characterized by the value of three parameters, that are T , |U | and t and represents the set of histograms storing a relation of cardinality T , attribute domain size |U | and value set size t (i.e., number of non-null attribute values).
Population P 1 . This population is characterized by the following values for the parameters: |U | = 4100, t = 500 and T = 100000.
Population P 2 . This population is characterized by the following values for the parameters: |U | = 4100, t = 500 and T = 500000.
Population P 3 . This population is characterized by the following values for the parameters: |U | = 4100, t = 1000 and T = 500000.
Data Sets:
We use both synthetic and real-life data sets in our experiments. Each synthetic data set is obtained by generating under one of the above described data distributions 10 histograms belonging to one of the populations specified below. We consider the 9 data sets that are generated by combining all data distributions and all populations. Real-life data sets are obtained from the Census database [3] and are described in detail in Section 6.3.
Query set and error metric:
We use the query set
for evaluating the effectiveness of the various methods. We measure the error of approximation made by histograms on the above query set by using the average of the relative error
, where q is the cardinality of the query set, and e rel i is the relative error , i.e., e
, where S i and S i are the actual answer and the estimated answer of the query i-th of the query set.
Results of Experiments on Synthetic Data
In this section we present results obtained by experiments introduced earlier.
For each population and distribution we have calculated the average relative error. Figure 6 shows good accuracy on the distribution Zipf max of all index-based methods. In particular, nLT has the best performances, even if there is no a high gap w.r.t. the other methods. The error is considerable low for nLT (less than 0.25%) although the compression ratio is very high (i.e., about 100). With the second distribution, that is Zipf rand (see Figure 7) , methods behave differently each other: Wavelets and MaxDiff show an unsatisfactory accuracy, V-Optimal has better performances but errors still high, while index-based methods show very low errors. Once again, nLT reports the minimum error. In Figure 8 we report results of experiments performed on Gauss data. Due to the high data variance, all methods become worse. Also nLT presents a slightly higher error, w.r.t. Zipf data, but still less than 1% (in the average), and still less than the error of the other methods. In Figure 9 , average relative error versus data density and versus histogram size are plotted (in the left-hand graph and right-hand graph, respectively). For data density we mean the ratio
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between the cardinality of the non null value set and the cardinality of the attribute domain. For histogram size we mean the amount of 4-byte numbers used for storing the histogram. This measure is hence related to the compression ratio. In both cases nLT, compared with classical bucket-based histograms, shows the best performances with a considerable improvement gap. 
Results of Experiments on Real-Life Data
In this section we present results obtained by experiments done on real-life data. We have considered the following attributes of the Census database cpsm95p [3] : In Figure 10 , average relative error versus histogram size (the amount of 4-byte numbers used for storing the histogram) respectively for WSAL and WSALVAL dataset is plotted. In both cases nLT, compared with classical bucket-based histograms, shows the smallest error even in case of high compression rate.
Conclusion
In this paper we have presented a new non bucket-based histogram, which we have called nLT. It is based on a hierarchical decomposition of the data distribution kept in a complete n-level binary tree. Nodes of the tree store, in an approximate form (obtained via bit saving), pre-computed range query on the original data distribution. Beside the capability of the histogram to directly support hierarchical range query and efficient updating and query answering, we have shown experimentally using both synthetic and real-life data, that it improves significantly the state of the art in terms of accuracy in estimating range queries. Algorithms for constructing, updating and exploiting the histogram as well as their complexity analysis are also provided.
