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Abstract
In this paper, we suggest a convergence analysis for solving Fredholm integral equations of the
first kind using Tikhonov regularization under supremum norm. We also provide an a priori parameter
choice strategy for choosing the regularization parameter and obtain an error estimate.
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1. Introduction
Many inverse problems in science and engineering lead to the solution of Fredholm
integral equations of the first kind, namely
b∫
a
k(s, t)x(t) dt = y(s), a  s  b,
where k(s, t) is a non-degenerate kernel and x and y belong to suitable function space X.
The equation above can be written as an operator equation
T x = y, (1.1)
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(T x)(s)=
b∫
a
k(s, t)x(t) dt, a  s  b. (1.2)
In this paper we take a = 0, b = 1, X = L2[0,1], and k(· , ·) ∈ C([0,1] × [0,1]). Since
R(T ) ⊆ C[0,1], we can treat T not only as an operator from L2[0,1] to L2[0,1] with
R(T ) ⊆ C[0,1], but also as an operator from C[0,1] to C[0,1]. In both cases, T is a
compact operator with non-closed range R(T ) and Eq. (1.1) is ill-posed, i.e., the problem
of finding the ‘generalized solution’ xˆ := T †y is ill-posed. Here T † is the Moore–Penrose
generalized inverse of T .
It is known that for obtaining stable approximate solution for ill-posed problems,
regularization procedures are employed and Tikhonov regularization is one such procedure
(cf. [1]). In Tikhonov regularization, one solves the well-posed equation
(A+ αI)xα = T ∗y (1.3)
for each α > 0. Here and in what follows we denote T ∗T by A, i.e.,
A= T ∗T .
In practice, the actual data y may not be available, instead inexact data y˜, with
‖y − y˜‖ δ, δ > 0,
is available. Using this approximate date one then solves
(A+ αI)x˜α = T ∗y˜, α > 0. (1.4)
In order to obtain numerical approximations for xˆ := T †y , it is desirable to consider an
approximate form of Eq. (1.4). For doing this, Rajan [5] has recently considered
(An + αI)x˜α,n = Fny˜ (1.5)
and carried out the convergence analysis in the L2 norm. Here (An) and (Fn) are sequences
of bounded operators approximating A and T ∗ in such a way that ‖An − A‖ → 0,
‖Fn − T ∗‖→ 0 as n→∞.
The main idea of this paper is to extend work of [5] under a supremum norm setting.
A special form of (1.5) was considered by Groetsch [3] with Fn = T ∗ and An as a degen-
erate kernel approximation of A. The convergence analysis was done with respect to both
L2-norm and supremum norm. The rationale behind this approach was approximating the
kernel
k˜(s, t)=
1∫
0
k(u, s)k(u, t) du
of the operator A := T ∗T with the degenerate kernel
k˜n(s, t)=
n∑
wjk(uj , s)k(uj , t)j=1
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In this case, we have
‖A−An‖→ 0 as n→∞. (1.6)
Convergence of this method with respect to L2-norm and supremum norm, and the error
estimate under L2-norm are obtained by imposing additional conditions on the sequence
(‖A−An‖). But no error estimate under supremum norm was investigated. In this paper,
we investigate this idea under a general setting (1.5). Our approach not only includes, as a
special case, the results of [3], but also obtains the same with weaker assumptions. For the
convergence ‖xˆ − x˜α,n‖∞→ 0, the conditions required in [3] are
xˆ ∈R(T ∗) and ‖A−An‖∞ + δn = o
(
α2n
n
)
,
while our requirements are
xˆ ∈R(T ∗), ‖A−An‖∞ =O
(
α
3/2
n
)
,∥∥(An −A)xˆ∥∥∞ = o(α3/2n ), and δn = o(αn).
Note that the later conditions are weaker than the previous one. In fact with xˆ ∈ R(T ∗),
our conditions can be satisfied if
‖A−An‖∞ =O
(
α
3/2
n
)
,
∥∥(An −A)T ∗∥∥∞ = o(α3/2n ), and δn = o(αn),
or in the worst case, it will be satisfied with
‖A−An‖∞ = o
(
α
3/2
n
)
and δn = o(αn),
which is better than [3]. We also prove that if xˆ ∈ R(AνT ∗), 0 < ν  1, then one can obtain
the rate ‖xˆ − x˜α,n‖∞ =O(δν/(ν+1)).
We shall use the following conventions for norm notation: ‖ · ‖ or ‖ · ‖2 for norms
of functions in L2[0,1] as well as norms of operators on L2[0,1]. As usual, we use the
notation
‖x‖∞ := sup
{|x(t)|: 0 t  1}
for norms of functions in C[0,1]. The notation ‖B‖∞ is used for the operator norm of
bounded operators B :C[0,1]→ C[0,1], i.e.,
‖B‖∞ = sup
{‖Bx‖∞: x ∈C[0,1], ‖x‖∞  1}.
The notation ‖B‖L2→C is used for the operator norm of the operator B :L2[0,1] →
C[0,1], i.e.,
‖B‖L2→C = sup
{‖Bx‖∞: x ∈L2[0,1], ‖x‖ 1}.
Whenever there is a change it will be mentioned. Throughout this paper we assume that
y ∈R(T ) so that T xˆ = y , where xˆ = T †y is the generalized solution of (1.1). We also want
to stress the fact that approximate data y˜ can still lie near y in L2 sense though we carry
out the the analysis in supremum norm.
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In this section, we take (An) as a sequence of bounded operators on C[0,1] such that
‖A−An‖∞→ 0 as n→ 0, where A= T ∗T . First we prove that A+αI is invertible as an
operator from C[0,1] to C[0,1]. We note that, although A+ αI is invertible for all α > 0,
An+αI does not need to be invertible for every n ∈N , α > 0. So, we shall impose certain
conditions on ‖A−An‖∞ such that An + αI is invertible as an operator on the respective
spaces so that Eqs. (1.5) and
(An + αI)xα,n = Fny (2.1)
are uniquely solvable and well-posed for each α > 0. Here, (Fn) is a sequence of operators
on L2[0,1] such that ‖Fn − T ∗‖L2→C → 0 as n→∞. The adjoint T ∗ of the integral
operator T in (1.2) is given by
(T ∗x)(s)=
1∫
0
k(t, s)x(t) dt, 0 s  1.
We make use of the following result
‖T ∗w‖∞ M‖w‖2, w ∈ L2[0,1], (2.2)
where
M = sup
0s1
( 1∫
0
∣∣k(t, s)∣∣2 dt
)1/2
, (2.3)
which follows from the Schwarz inequality.
To obtain the error estimate under supremum norm, we derive the following result which
is very crucial in our analysis.
Proposition 2.1. For each α > 0, A + αI is invertible as an operator from C[0,1] to
C[0,1] and
∥∥(A+ αI)−1∥∥∞ 
√
α +M/2
α3/2
,
∥∥(A+ αI)−1T ∗w∥∥∞  Mα ‖w‖2, ∀w ∈L2[0,1],
where M is as in (2.3). If n ∈N is such that
‖A−An‖∞  12
α3/2√
α +M/2 ,
then An + αI :C[0,1]→C[0,1] is invertible and∥∥(An + αI)−1∥∥∞  2(
√
α +M/2)
α3/2
.
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one from C[0,1] to C[0,1]. Since R(A) ⊆ C[0,1] and A + αI is ‘onto’ from L2[0,1]
to L2[0,1], we see that A+ αI is ‘onto’ as an operator from C[0,1] to C[0,1]. Hence,
A+ αI is invertible as an operator from C[0,1] to C[0,1].
Now we derive the required estimate for ‖(A+ αI)−1‖∞. For this, let u ∈ C[0,1] and
let
v = (A+ αI)−1u and z= (T T ∗ + αI)−1T u.
From the above expressions for v and z we see that
v = 1
α
(u−Av)= 1
α
[
u− T ∗T (T ∗T + αI)−1u]
= 1
α
[
u− T ∗(T T ∗ + αI)−1T u]= 1
α
(u− T ∗z).
Using the relation ‖(T T ∗ + αI)−1T ‖ 1/2√α, we get
‖z‖2 =
∥∥(T T ∗ + αI)−1T u∥∥ ‖u‖2
2
√
α
 ‖u‖∞
2
√
α
.
Therefore, by using this result and (2.2), we get
∥∥(A+ αI)−1u∥∥∞ = ‖v‖∞  1α
(‖u‖∞ + ‖T ∗z‖∞) 1
α
(
1+ M
2
√
α
)
‖u‖∞.
Hence
∥∥(A+ αI)−1∥∥∞ 
√
α +M/2
α3/2
.
For proving the second result, let z = (T T ∗ + αI)−1w. By using the result (2.2) and the
inequality ‖(T T ∗ + αI)−1‖ 1/α, we have
∥∥(A+ αI)−1T ∗w∥∥∞ = ‖T ∗z‖∞ M‖z‖2 =M∥∥(T T ∗ + αI)−1w∥∥2  Mα ‖w‖2.
In order to prove the third result, we use the identity
An + αI = (A+ αI)
[
I + (A+ αI)−1(An −A)
]
.
Using the assumption on ‖A− An‖∞ and the estimate for ‖(A+ αI)−1‖∞, we see that
‖(A+ αI)−1(An − A)‖∞ < 1. This implies that I + (A+ αI)−1(An − A) is invertible.
Hence An + αI is invertible as an operator from C[0,1] to C[0,1]. Thus, we have
(An + αI)−1 =
[
I + (A+ αI)−1(An −A)
]−1
(A+ αI)−1
and hence
∥∥(An + αI)−1∥∥∞  ‖(A+ αI)−1‖∞1− ‖(A+ αI)−1‖∞‖A−An‖∞ 
2(
√
α +M/2)
α3/2
. ✷
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‖A−An‖∞  12
α3/2
(
√
α +M/2) .
Then
‖xα − xα,n‖∞  ‖xˆ − xα‖∞ + 2(
√
α+M/2)‖(An − FnT )xˆ‖∞
α3/2
.
Proof. From (1.3) and (2.1), and using the fact that y = T xˆ, we see that
(An + αI)(xα − xα,n)= (An −A)xα + (T ∗ − Fn)y
= (An −A)xα + (T ∗T − FnT )xˆ
= (A−An)(xˆ − xα)+ (An − FnT )xˆ,
so that
xα − xα,n = (An + αI)−1(A−An)(xˆ − xα)+ (An + αI)−1(An − FnT )xˆ.
Using Proposition 2.1 and the assumption on ‖A−An‖∞, we get
‖xα − xα,n‖∞  ‖xˆ − xα‖∞ + 2(
√
α+M)‖(An − FnT )xˆ‖∞
α3/2
. ✷
Lemma 2.3. In addition to the assumption of Lemma 2.2, suppose
‖Fn − T ∗‖L2→C 
√
α√
α +M/2 .
Then
‖xα,n − x˜α,n‖∞  2(M + 1) δ
α
,
where M is defined as in (2.3).
Proof. We have from (1.5) and (2.1)
(An + α)(xα,n − x˜α,n)= Fn(y − y˜),
which is same as
(A+ α)(xα,n − x˜α,n)= T ∗(y − y˜)+ (Fn − T ∗)(y − y˜)+ (A−An)(xα,n − x˜α,n),
so that
xα,n − x˜α,n = (A+ αI)−1T ∗(y − y˜)+ (A+ αI)−1(Fn − T ∗)(y − y˜)
+ (A+ αI)−1(A−An)(xα,n − x˜α,n).
Thus, from Proposition 2.1 and the assumptions on ‖A−An‖∞ and ‖Fn − T ∗‖L2→C , we
get
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∥∥T ∗(T T ∗ + αI)−1(y − y˜)∥∥∞ + ∥∥(A+ αI)−1(Fn − T ∗)(y − y˜)∥∥
+ ∥∥(A+ αI)−1(A−An)(xα,n − x˜α,n)∥∥∞
 M
α
‖y − y˜‖2 +
∥∥(A+ αI)−1∥∥∞‖Fn − T ∗‖L2→C‖y − y˜‖
+ ∥∥(A+ αI)−1∥∥∞‖A−An‖∞‖xα,n − x˜α,n‖∞
M δ
α
+ δ
α
+ 1
2
‖xα,n − x˜α,n‖∞,
i.e.,
‖xα,n − x˜α,n‖∞  2(M + 1)δ
α
.
Hence the proof is complete. ✷
For the convergence and to obtain the error estimate, we make use of the following
results from Groetsch [2].
Lemma 2.4 [2]. If xˆ ∈R(T ∗), then
‖xˆ − xα‖∞→ 0 as α→ 0,
and if xˆ ∈R((T ∗T )νT ∗), 0 < ν  1, then
‖xˆ − xα‖∞ =O
(
αν
)
.
Theorem 2.5. With the assumptions of Lemmas 2.2 and 2.3, we have
(i) ‖xˆ − x˜α,n‖∞ 
(
‖xˆ − xα‖∞ + ‖(An − FnT )xˆ‖∞
α3/2
+ δ
α
)
for some c > 0.
(ii) Let (δn) and (αn) be sequences of non-negative reals such that δn → 0 and αn → 0 as
n→∞. Suppose δ = δn and α = αn are such that
δ = o(α), ‖A−An‖∞  12
α3/2
(
√
α +M/2) ,∥∥(An − FnT )xˆ∥∥∞ = o(α3/2), ‖Fn − T ∗‖L2→C 
√
α√
α +M/2 .
If xˆ ∈R(T ∗), then
‖xˆ − x˜α,n‖∞→ 0 as n→∞.
Proof. In view of Lemmas 2.2 and 2.3, we see that there exists c > 0 such that
‖xˆ − x˜α,n‖∞  ‖xˆ − xα‖∞ + ‖xα − xα,n‖∞ + ‖xα,n − x˜α,n‖∞
 c
(
‖xˆ − xα‖∞ + ‖(An − FnT )xˆ‖∞
α3/2
+ δ
α
)
.
Using Lemma 2.4 and the assumptions in the theorem we get the required result. ✷
M.P. Rajan / J. Math. Anal. Appl. 279 (2003) 522–530 529Remark. For the convergence ‖xˆ − xα‖∞→ 0, Groetsch [3] required
‖A−An‖∞ + δn = o
(
α2n
n
)
,
whereas Nair [4] observed that one gets the convergence under the assumptions
‖A−An‖∞ =O
(
α2n
)
and δn = o(αn).
From Theorem 2.5, we see that our requirement on ‖A−An‖∞ is weaker than the condi-
tions imposed by Groetsch as well as Nair when Fn = T ∗.
Now we give an estimate for ‖xˆ − x˜α,n‖∞, in terms of a power of δ, under an a priori
parameter choice strategy.
Theorem 2.6. Suppose xˆ ∈ R(AνT ∗), 0 < ν  1. Let n ∈N be such that
‖A−An‖∞  α
3/2
√
α+M/2 , ‖Fn − T
∗‖L2→C 
√
α√
α+M/2 ,∥∥(An − FnT )xˆ∥∥∞  cαν+3/2 for some c > 0.
Then
‖xˆ − x˜α,n‖∞ =O
(
αν + δ
α
)
.
In particular, if α = c1δ1/(ν+1) for some c1 > 0, then
‖xˆ − x˜α,n‖∞ =O(δν/(ν+1)).
Proof. We know by Theorem 2.5(i) that
‖xˆ − x˜α,n‖∞  c
(
‖xˆ − xα‖∞ + ‖(An − FnT )xˆ‖∞
α3/2
+ δ
α
)
,
where c is some constant. Thus, by using Lemma 2.4 and the assumption∥∥(An − FnT )xˆ∥∥∞  cαν+3/2,
we get
‖xˆ − x˜α,n‖∞  c0
(
αν + δ
α
)
for some c0 > 0. If we take α = c1δ1/ν+1, then we get
‖xˆ − x˜α,n‖∞ =O(δν/(ν+1)). ✷
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