Abstract. We consider the scheduling of mixed-criticality task systems, that is, systems where each task to be scheduled has multiple levels of worst-case execution time estimates. We design a scheduling algorithm, EDF-VD, whose effectiveness we analyze using the processor speedup metric: we show that any 2-level task system that is schedulable on a unit-speed processor is correctly scheduled by EDF-VD using speed φ; here φ < 1.619 is the golden ratio. We also show how to generalize the algorithm to K > 2 criticality levels.We finally consider 2-level instances on m identical machines. We prove speedup bounds for scheduling an independent collection of jobs and for the partitioned scheduling of a 2-level task system.
Introduction
We study a scheduling problem occurring in safety-critical systems that are subject to certification requirements. Our work is motivated by the increasing trend in embedded systems towards integrating multiple functionalities on a common platform -consider, for example, the IMA (Integrated Modular Avionics) initiative for aerospace and AUTOSAR (AUTomotive Open System ARchitecture) for the automotive industry. Such platforms may support functionalities of different degrees of importance or criticalities. Some of the more safety-critical functionalities may be subject to mandatory certification by statutory certification authorities (CAs). The increasing prevalence of platform integration means that even in highly safety-critical systems, typically only a relatively small fraction of the overall system is actually of critical functionality and needs to be certified. The definition of procedures that will allow for the cost-effective certification of such mixed-criticality systems has been identified as a challenging collection of problems [1] . As a recognition of the importance of these challenges we mention the Mixed Criticality Architecture Requirements (MCAR) program led by several federal agencies and by industry in the US, aimed at streamlining the certification process for safety-critical embedded systems with the long term goal of devising efficient and cost-effective certification processes.
During the certification process, the CA makes certain assumptions about the worst-case run-time behavior of the system. We focus on one particular aspect of run-time behavior: the worst case execution time (WCET) of pieces of code. CAs tend to be very conservative, and hence it is typically the case that the WCET-analysis tools, techniques, and methodologies used by the CA will yield WCET estimates that are far more pessimistic (i.e., larger) than those the system designer would use during the design process. On the other hand, while the CA is only concerned with the correctness of the part of the system that is subject to certification the system designer wishes to ensure that the entire system is correct, including the non-critical parts. We illustrate this by an example from the domain of unmanned aerial vehicles. The functionalities on board such vehicles may be classified into two levels of criticality:
-Level 1: the mission-critical functionalities, concerning reconnaissance and surveillance objectives, like capturing images from the ground, transmitting these images to the base station, etc. -Level 2: the flight-critical functionalities: to be performed by the aircraft to ensure its safe operation.
For permission to operate such vehicles over civilian airspace, it is mandatory that its flight-critical (i.e., level 2) functionalities be certified by statutory CAs such as the Federal Aviation Authority (FAA) in the US, or the European Aviation Safety Agency (EASA) in Europe. These CAs are not concerned with the mission-critical functionalities, which must be validated separately by the clients and the vendor-manufacturer. The latter are also interested in the level 2 functionalities, but typically to standards that are less rigorous than the ones used by the civilian CAs. In Section 2 we will formally define the scheduling problem that we study in this work but as an example of the previous scenario let us consider a simple instance of two jobs, J 1 of criticality level 1 and J 2 of criticality level 2. Job J 1 is characterized by a release time, a deadline and a WCET c 1 (1), while job J 2 is characterized by a release time, a deadline and a pair (c 2 (1), c 2 (2)) giving the WCET for level 1 and level 2, respectively -c 2 (1) is the WCET estimate used by the system designer, whereas c 2 (2) is the (typically much larger) WCET estimate used by the CA. The scheduling goal is to find a schedule such that the following conditions are both verified
(Validation by client/ manufacturer).
If the execution time of J 1 is no larger than c 1 (1) and that of J 2 no larger than c 2 (1) then we require that both J 1 and J 2 complete by their deadlines.
(Certification by CA).
If the execution time of J 2 is no larger than c 2 (2) then we require that J 2 must complete by its deadline. (Since the CA is not concerned with the level 1 job J 1 , it follows that if J 2 executes for more than c 2 (1) but no more than c 2 (2), then it is not mandatory anymore to complete J 1 by its deadline.)
The difficulty in finding such a schedule is that scheduling decisions must be made before knowing whether we are in case 1 or 2 above: the scheduling algorithm becomes aware of J 2 's actual execution time only by executing it (i.e. if the job does not finish after c 2 (1) execution time).
If there are more than two jobs then we require that if all jobs of level 2 meet their level 1 WCET estimates then all jobs must be completed by their deadline; otherwise we require that only level 2 jobs should meet their deadlines. This model is easily generalized to more than two criticality levels (see Sect. 2 for a formal definition);
Many real-time systems are better modeled as collections of recurrent processes (known as sporadic tasks) rather than as a finite set of jobs. We refer to [3] for an introduction to sporadic task systems; mixed-criticality sporadic task systems are defined in Section 2 below. We observe that schedulability analysis of such systems is typically far more difficult than the analysis of systems modeled as collections of independent jobs, since (i) a sporadic task system can generate infinitely many jobs during any one run; and (ii) the collection of jobs generated during different runs of the system may be different: in general, a single system may legally give rise to infinitely many different collections of jobs.
One focus of this paper is to study this more difficult problem of scheduling mixed-criticality systems modeled as collections of sporadic tasks, upon a single shared preemptive processor.
Related work.
The mixed-criticality model that we follow was studied, for independent collections of jobs, in [4] . The authors considered a finite collection of jobs of two criticality levels to be scheduled on one machine. They analysed, using the processor speedup factor (cf. resource augmentation in performance analysis of approximation algorithms, as initiated in [6] ), the effectiveness of two techniques that are widely used in practice in real time scheduling. They proposed an algorithm called OCBP and showed that OCBP has a processor speedup factor equal to the golden ratio φ. These results were later extended [2] to any number of levels showing also that OCBP is tight for two levels.
The mixed-criticality model has been extended to recurrent task systems in [7] ; however the proposed algorithm has a pseudopolynomial running time per scheduling decision and, therefore, cannot be applied in practice.
To the best of our knowledge no results are known for multiple machines.
Our results. Our main result concerns the scheduling of a mixed-criticality task system on a single machine. We design a sufficient schedulability condition and a scheduling algorithm (EDF-VD) whose effectiveness we analyze using the processor speedup metric. We show that any 2-level task system that is schedulable by any algorithm on a single processor of unit speed is correctly scheduled by EDF-VD on a speed φ processor; here φ < 1.619 is the golden ratio. We then show how to generalize the schedulability condition and the algorithm to K > 2 criticality levels. The other main contribution is the study of 2-level instances on multiple identical machines. We generalize the OCBP algorithm for an independent collection of jobs to the case of m machines, proving a speedup bound of φ+1−1/m. Finally we consider the partitioned scheduling of a 2-level task system, in which the tasks are assigned to the machines and then scheduled on each machine independently, without migration; we extend the results for the single machine case to derive a φ + speedup algorithm for any > 0.
Organization of the paper. We give a formal description of the mixed-criticality model along with basic concepts and notation in Section 2. In Section 3 we treat the case of a single machine, for two (Section 3.1) and more than two (Section 3.2) criticality levels. Section 4 is devoted to the case of multiple machines; collection of independent jobs are treated in Section 4.1, while the partitioned scheduling of a task system is considered in Section 4.2.
Model
MC jobs. A job in a K-level MC system is characterized by a 4-tuple of parameters: . . . , C n ) is defined as the smallest integer such that C j ≤ c j ( ) for each job J j . (We only consider scenarios where such an exists; i.e. C j ≤ c j (K), ∀j.) The crucial aspect of the model is that, in a scenario of level , it is necessary to guarantee only that jobs of criticality at least are completed before their deadlines. In other words, once a scenario is known to be of level , the jobs of criticality − 1 or less can be safely dropped.
MC task systems. Let
Task τ j generates a potentially infinite sequence of jobs, with successive jobs being released at least p j units apart. Each such job has a deadline that is p j time units after its release (implicit deadlines). The criticality of such job is χ j , and its WCET vector is given by c j .
MC-schedulability. An (online) algorithm schedules a sporadic task system T correctly if it is able to schedule every job sequence generated by T such that if the criticality level of the corresponding scenario is , then all jobs of level at least are completed between their release time and deadline. A system is called MC-schedulable if it admits some correct scheduling algorithm.
Define the total utilization at level k of jobs with criticality level i as
It is well-known that in the case of a single criticality level, an (implicit-deadline) task system is feasible on m processors of speed σ if and only if U 1 (1) ≤ σm and u j (1) ≤ σ for all j. The following necessary condition for MC-schedulability is an easy consequence of that fact.
Proposition 1. If T is MC-schedulable on a unit speed processor, then for each
In particular, when K = 2,
Proof. For each k, consider the scenario where each task j ∈ L k ∪ · · · ∪ L K releases jobs with execution time c j (k).
In the sequel we will call a job active if it has been released but has not yet been completed. In the case of a single criticality level and a single machine, it is known that the Earliest Deadline First algorithm, which schedules, preemptively, from among the active jobs the one with earliest deadline first, is optimal [8] . 
Single Machine
The scheduling of a collection of independent mixed-criticality jobs on a single processor has already been treated in reference [2] , where an algorithm with a speedup bound of 1.619 has been provided. Thus, in this section we focus on task systems. To facilitate understanding we start exposing the case of only 2 criticality levels and then we present the general result.
Two Criticality Levels
We consider a variant of the Earliest Deadline First algorithm that we call EDF with Virtual Deadlines (EDF-VD). Algorithm EDF-VD. We distinguish two cases. Case 1. U 1 (1) + U 2 (2) ≤ 1. Apply EDF to the unmodified deadlines of the jobs. As soon as the system reaches level 2, that is a job executes for more than its WCET at level 1, cancel jobs from tasks in L 1 . 1−U1 (1) . Then, while the system is in level 1: define for task i ∈ L 2 ,p i = λp i ; redefine deadlines by addingp i to the release time of each job of task i ∈ L 2 , leaving the deadlines of jobs of tasks in L 1 as they were, and apply EDF to the modified deadlines. As soon as the system reaches level 2: cancel jobs from tasks in L 1 ; reset the deadlines of each job of task i ∈ L 2 , by adding p i to its release time; apply EDF to these (original) deadlines.
We give the following sufficient condition for MC-schedulability by EDF-VD.
Theorem 1. Assume T satisfies
U 1 (1) + min U 2 (2), U 2 (1) 1 − U 2 (2) ≤ 1.
Then T is schedulable by EDF-VD on a unit-speed processor.
Proof. If U 1 (1) + U 2 (2) ≤ 1, it is clear that EDF-VD schedules the task system correctly. Therefore assume
First we show that any level-1 scenario is scheduled correctly. The utilization of the task system with the modified deadlines is
Thus, as long as the system is in level-1 it is scheduled correctly by Proposition 2, even satisfying the modified deadlines. Now we have to show that level-2 scenarios are scheduled correctly. Let t * denote the time-instant at which the system reaches level 2. Suppose that a job of level-2 task τ j is released at t * and is active (i.e., has been released but not yet completed execution). Let r j denote its arrival time. The real deadline of this job -the time-instant by which it must complete execution -is d j := r j + p i ; however, it is EDF-scheduled by EDF-VD assuming a deadlined j := r j +p i . Since the job is active at t * , it must be that t * ≤d j , since, as we argued above, all jobs would meet their modified deadlines in the schedule for any level-1 scenario. Note that
This implies that at time t * for each level-2 job i at least (1 − λ)p i time is left to finish the job in time. We will show that the artificial task system with only level-2 tasks (hence with only a single criticality level) having periods (1 − λ)p i has total utilization less than 1, implying that this system is scheduled correctly by EDF, which implies that the original system can be scheduled correctly from time t * onwards. From (3) we obtain
Hence, the total utilization of the artificial task system is i∈L 2
The above schedulability condition can now be used to obtain a speedup guarantee. Let φ = ( √ 5 + 1)/2 < 1.619, the golden ratio.
then it is schedulable by EDF-VD on a speed φ processor. In particular, if T is MC-schedulable on a unit-speed processor, it is schedulable by EDF-VD on a speed φ processor (cf. Proposition 1).
Proof. We show the equivalent claim: if
then it is schedulable by EDF-VD on a speed 1 processor. Let Φ := 1/φ. We distinguish two cases.
This gives
and by Lemma 1, EDF-VD correctly schedules T on a processor of speed 1.
Rewriting gives U 2 (1) ≤ Φ 3 . Then
and by Lemma 1, EDF-VD correctly schedules T on a unit-speed processor.
K Criticality Levels
As we have seen, the cases defining the EDF-VD algorithm are directed by the sufficient conditions of Theorem 1. Therefore before defining the algorithm for the K-level problem we first state the sufficient conditions for this case.
For the K-level problem there are K − 1 conditions, any of which being satisfied is a sufficient condition for schedulability by EDF-VD(K). 
where λ 1 = 0 and, for j > 1,
Then T is MC-schedulable on a unit-speed processor.
We define the algorithm by presenting the actions if condition k is satisfied for each k = 1, . . . , K − 1. In the description of the algorithm we use next to the scaling parameters λ defined in (6), scaling parameters µ k defined by
Denote by t * −1 the time instant where the system leaves level − 1 and enters level . The periods of the tasks are modified in many levels. Once the system switches to level , an active job of task τ i can be seen as a task with a new (virtual) period, denoted by p
Algorithm EDF-VD(K). Suppose that condition k of (5) holds and that conditions 1, . . . , k − 1 do not hold.
. Then, while the system is in level ≤
; apply EDF to the modified deadlines. As soon as the system reaches level k, cancel jobs from tasks in L 1 , . . . , L k−1 and reset the deadlines of each job of task τ i ∈ L j , for j = k, . . . , K, by adding p i to its release time; apply EDF to these (original) deadlines.
. Then, while the system is in level ≤ 
Multiple Identical Machines

Scheduling a finite collection of independent jobs
For a single machine, Baruah et al. [2] analyzed the Own Criticality Based Priority (OCBP) rule and showed that it guarantees a speedup bound of φ on a collection of independent jobs. We show that this approach can be extended to multiple identical machines at the cost of a slightly increased bound.
The OCBP rule consists in determining, before knowing the actual execution times, a fixed priority ordering of the jobs and for each scenario execute at each moment in time the available job with the highest priority.
The priority list is constructed recursively. First the algorithm searches for a job that can be assigned the lowest priority: job J k is a lowest priority job if there is at least c k (χ k ) time in [r k , d k ] assuming that each other job J j is executed before J k for c j (χ k ) units of time. This procedure is recursively applied to the collection of jobs obtained by excluding the lowest priority job J k , until all the jobs are ordered or a lowest priority job cannot be found. A collection of jobs is called OCBP-schedulable if the algorithm finds a complete ordering of the jobs. Proof. Let J be a minimal instance that is MC-schedulable on a processor and not OCBP-schedulable on m processors that are s times as fast for some s > 1.
Let A work-conserving schedule is a schedule that never leaves a processor idle if there is a job available. For each ∈ {1, 2}, we define Λ as the set of time intervals on which all the processors are idle before d for any work-conserving schedule and λ as the the total length of this set of intervals.
Lemma 2. For each ∈ {1, 2}, and for each job
Proof. Any job J j in J such that χ j ≤ and [r j , d j ] ∩ Λ = ∅ would meet its deadline if it were assigned lowest priority. As J is not OCBP-schedulable on a speed-s processor, then the collection of jobs obtained by removing such J j from J is also not OCBP-schedulable. This contradicts the minimality of J.
Since J is MC-schedulable on m speed-1 processors then γ 1 cannot exceed (d 1 − λ 1 ) · m in any criticality 1 scenario. Moreover, in scenarios where all jobs executes for their WCET at criticality 1, γ 1 + γ 2 (1) cannot exceed (d 2 − λ 1 ) · m and in scenarios where all jobs execute for their WCET at criticality 2, γ 2 (2) cannot exceed (d 2 − λ 2 ) · m. Hence, the following inequalities hold:
Since J is not OCBP-schedulable on m speed-s processor, j 1 and j 2 cannot be the lowest priority jobs on such a processor. This implies that By the MC-schedulability, we have:
By inequalities (7), (9), (11), we obtain 
Hence, 
Scheduling a sporadic task system
We finally turn to the scheduling of a two-level mixed-criticality sporadic task system on multiple identical machines. We consider partitioned algorithms, that is, scheduling algorithms that partition the tasks on the machines and then schedule each machine independently (no migration). Using Theorem 2, the partitioning problem becomes a two-dimensional vector scheduling problem [5] where the vectors to be packed are the utilization vectors (u j ) of the tasks. The two-dimensional vector scheduling problem can be approximated in polynomial time within a factor 1+ for any > 0 [5] , and we are able to derive the following theorem.
Theorem 5. For any > 0 there is a polynomial-time partitioning algorithm P such that any task system that is MC-schedulable by some partitioned algorithm on m unit-speed processors can be scheduled by the combination of P and EDF-VD on m speed φ + processors.
