The normal form and the coset correlation function of an arbitrary linear recurring m-array over F2 are introduced.
Introduction
Nguyen [3] studied the coset correlation of m-sequences and pointed out that the coset correlation provides an attractive technique for detecting the normal form when m-sequences are corrupted by noise. In this paper we will generalize the concept on coset correlation of m-sequences to linear recurring m-arrays. Furthermore we will calculate the coset correlation function of any linear recurring m-array. In Section 1, we will give the basic concepts and properties of linear recurring m-arrays which we need; in Section 2, discuss the coset correlation on linear recurring m-arrays; in Section 3, show the proof of the main theorem.
Basic concepts and properties of LR m-arrays
An array A of period (I, s) means an infinite matrix A = (ai, j)i > 0, j 2 O over the finite field F2 such that 
where r, s are the smallest positive integers for which the condition (1) is satisfied.
AnmxnsubmatrixA(i,j) = (ai+~~,j+j~)o~i~<m,O~j,<nofAiscalledanm~nwindow or state of A at (i,j). Definition 1.1. Let A be an array of period (r, s) over F2. If all m x n windows (or states) in a period of A are different and exactly all the nonzero m x n matrices over F2, then we call A an m-array ofperiod (r, s) and order (m, n) or (r, s; m, n) 
then we call A a linear recurring array of order (m, n) or LR array in short.
If an LR array of order (m, n) is also an m-array of order (m, n), then we call it an LR m-array of order (m, n). 
Coset correlation of LR m-arrays
For an m-sequence S(k), k = 0, 1, . . , of period 2" -1, there exists the unique translation 1, 0 i 1 -=c 2" -1 such that S,(k) = S(k + 1) and S,(k) = S,(k.2') for all k, where t is an arbitrary positive integer, i.e., the 2-sample of S,,(k) is equal to itself. S,(k) is called the normal form [3] (or natural state [l] ) of S(k). For an LR m-array, we will show that there also exists the "normal form".
Let H = Z/(r) 0 Z/(s) be the direct sum of two rings Z/(r) and Z/(s), where Z/(n) is the ring of integers modulo n. Let (Z/(n))* denote the set of all invertible elements of the ring Z/(n). Then G = (Z/(r))* @ (Z/(s))* IS a multiplicative group. Suppose that rs = 2"" -1, gcd(r, s) = 1, r = 2" -1 and the order of 2 in the group (E/(s))* is mn, i.e., Or(2 mod s) = mn. Let C,, = ((2', 2i+mj ) E(Z/(r))* 0 (Z/(s))* 10 I i < m, 0 I j < n}.
Then Co is a subgroup of G. It is easy to check that Co = ((2,2)), i.e., Co is generated by the element (2,2).
Remark 2.1. In fact, the condition 0r(2 mod s) = mn is trivial. Since rs = 2"" -1, Or(2 mod r) = mn or 0r(2 mod s) = mn (see [2] ). 
Corollary 2.6. Suppose A = (aij) is an (r, s; m, n) m-array and is in the normalform. Then for any two elements (iI, j,) and (iz, j,) of the ring H, I$ there is an element 6 of the subgroup Co such that (iI, j,) = (i2, j,)S, then ail,jI = Uiz,j2.
Let rl, r2 be two nonzero elements of H. We say that r1 is equivalent to r2 if and only if there exists an element 6 of Co such that
It is obvious that this relation is an equivalence relation on the set H\{(O, 0)). 
Then Gi is a multiplicative group and Ct) is the subgroup of Gi for i = 1,2. Suppose Ci"( = C&l'), C$" , . . . , C (l) are all cosets of G (l) where eI = (r -1)/m an; Ci"( = Ca)), Cc2) with respect to the subgroup C&r', 2 , . . . , C!s' are all cosets of Gc2) with respect to the subgroup Ch2), where e2 = (s -l)/mn. Therefore, for all r~ H, Theorem 2.8. Let A be an (r, s; m, n) 
It is easy to check that A is the (3,5; 2,2) m-array, and e = 2, el = 1, e2 = 1, Table 1 , A(2, 1) is in the normal form, ~((2, 1)) is much bigger than other v(r).
Remark 2.10. Notice that n 2 2 in Theorem 2.8, since s is a prime. Remark 2 To sum up, Theorem 2.8 has been proved. 0
Remark 3.1. If r and s in Theorem 2.8 are not primes, then it is very hard to give the formula of v(z), However, the maximum value of v(t) is much larger than other values of v(r), for example,
