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Abst raet - -A  new twin fixed-point heorem is applied first to obtain the existence of at least 
two positive solutions for the right focal boundary value problem y" + f(y) = 0, 0 _< t < 1, 
y(0) = y'(1) = 0. It is applied later to obtain the existence of at least two positive solutions for 
the analogous discrete right focal boundary value problem A2u(k) + g(u(k)) = O, k 6 {0, . . . ,  N}, 
u(O) = Au(N + 1) -- 0. @ 2001 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Fixed-point heorems and their applications to nonlinear problems have a long history, some of 
which is documented in Zeidler's book [1]. There seems to be increasing interest in multiple 
fixed-point theorems and their applications to boundary value problems for ordinary differential 
equations or finite difference quations. Such applications can be found in the papers [2-6], and 
the recent book by Agarwal, O'Regan and Wong [7] contains an excellent summary of the current 
results and applications. 
In one direction, an interest in triple solutions has evolved from the Leggett-Williams multiple 
fixed-point heorem [811. And lately, two triple fixed-point theorems by Avery [9] and Avery and 
Peterson [10] have been applied to obtail~ triple solutions of certain boundary value problems 
for ordinary differential equations as well as for their discrete analogues. A second direction 
has involved finding twin fixed points of an operator via dual applications of the Krasnosel'skii 
fixed-point heorem [11] for a compression-expansion operator. One primary application in this 
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way has been to show the existence of at least two positive solutions of nonlinear boundary  value 
problems for an ordinary differential equation or for a finite difference equation; see [12-15]. 
Recently, Avery and Henderson [16] used fixed-point index theory in establishing a twin fixed- 
point theorem for a completely continuous operator on a cone in a Banach space. In the same 
paper,  they included an application of the new fixed-point theorem for two-point conjugate 
boundary  value problems for a second-order ordinary differential equation. 
In this paper, we apply the twin fixed-point theorem from [16] to obtain at least two positive 
solutions of the right focal boundary value problem for the ordinary differential equation 
y" + f (y )  = 0, 0 < t < 1, (1) 
y(0) = y'(1) = 0, 
and of the right focal boundary value problem for the finite difference equation 
(2) 
A2~(k) + g(~(k)) = 0, k • {0 , . . . ,  X},  (3) 
u(0) = &(x  + 1) = 0, (4) 
where f : R --+ [0, oc) and g : R -+ [0, oo) are both continuous. In the respective cases of (1),(2) 
and (3),(4), growth conditions will be imposed on f and g in later sections so that  our twin 
fixed-point heorem is applicable. 
In Section 2, we provide some background results and we state the twin fixed-point theorem. 
Then in Section 3, we impose growth conditions on f which allow us to apply the fixed-point 
theorem in obtaining twin positive solutions of (1),(2). Finally, in Section 4, we impose growth 
conditions on 9 which yield a remarkably analogous result for (3),(4). 
2. BACKGROUND DEF IN IT IONS AND 
A TWIN F IXED-POINT  THEOREM 
In this section, we provide some background material  from the theory of cones in Banach 
spaces, and we then state a twin fixed-point theorem for a cone preserving operator.  
DEFINITION 2.1. Let (13, [1" [1) be a real Banach space. A nonempty, closed, convex set 7) C 13 is 
said to be a cone provided the following are satisfied: 
(a) i f  y E 7-) and A >_ O, then Ay E 7); 
(b) i f  y • 7) and -y  • 79, then y = O. 
Every cone 7) C 13 induces a partial ordering, <_, on 13 defined by 
x _< y if and only if y -  x E 7 9 . 
DEFINITION 2.2. Given a cone 7) in a real Banach space 13, a functional ~ : 7) ~ R is said to be 
increasing on 7 ), provided ~b(x) < ga(y), for all x, y E 7 ) with x < y. 
DEFINITION 2.3. Given a nonnegative continuous functional "7 o12 a cone 7) of  a real Banach 
space 13 (/.e., ~/: 7) -+ [0, oc) continuous), we define, for each d > O, the set 
~('r, d) = {x e ~ 1 ~(x) < d}. 
Our main results concerning multiple positive solutions of (1),(2) and of (3),(4) will arise as 
~pplications of the following fixed-point heorem due to Avery and Henderson [16]. 
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THEOREM 2.1. Let 7) be a cone in a real Banach space 13. Let a and 7 be increasing, nonnegative, 
continuous functionals on J~, and let 0 be a nonnegative continuous functional on 7) with 0(0) = 0 
such that, for some c > 0 and M > O, 
7(:r) < O(z) <_ ct(z) and Ilxll _< MT(z), 
for a11 z E 7)(7, c). Suppose there exist a completely continuous operator A : 7)(7, c) --~ 7 ) and 
0 < a < b < c such that 
~(Ax) <_ AO(x), fo r0<A < 1 and xc  07)(0, b), 
and 
(i) 7(Ax) > c, for all x E 07)(7, c); 
(ii) O(Ax) < b, for ali x E 07)(0, b); 
(iii) 7)(c~, a) 7 ~ O, and a(Ax) > a, for all x E 07)(ct, a). 
Then A has at/east two fixed points Xl and x2 belonging to 7)(7, c) such that 
a < a(z : ) ,  with O(x,) < b, 
and 
b < O(z2), with 7(z2) < c. 
3. TWIN POSIT IVE  SOLUTIONS OF  (1 ) , (2 )  
In this section, we impose growth conditions on f and then apply Theorem 2.1 to establish 
the existence of twin positive solutions of (1),(2). We note that from the nonnegativity of f ,  a 
solution y of (1),(2) is both nonnegative and concave on [0, 1]. We will apply Theorem 2.1 to a 
completely continuous; operator whose kernel, G(t, s), is the Green's function for 
-y"  -- o, (s) 
satisfying (2). In this instance, 
f t ,  0<t<s<l ,  
G(t, s) 
s, O<_s<_t<_l. 
Properties of G(t, s) for which we will make use are 
(6) 
a( t ,  s) _< a(s ,  s) = s, 0 _< t, s <_ 1, 
1 G(s,  s) = s_ 1 < t < c(t ,  s) >_ -5 2 -2 - - 1, 
In particular, from (8), we have 




min G(t,s) _> 2' 0 < s < 1. (9) 
tC[1/2,1] 
Next, let the (classical) Banach space B = C[0, 1] be endowed with the norm Ilyll = max0<t<l 
ly(t)l, and choose the cone 7) c B defined by 
7 ) = {y c B I y is concave, nondecreasing and nonnegative-valued on [0, 1]}. 
For the remainder of this section, fix 
1 
0<~<r<l ,  
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and define the nonnegative, increasing, continuous functionals, 7, 0, and c~, by 
O(y) = O<t<l/2Inax y(t) : y (1 )  , 
cA(y) = max y(t)= y(r). 
0<t<r 
and 
We observe that, for each y • 7), 
7(Y) = 0(y) <_ ~(y). 
In addition, for each y • 7), 7(Y) = y(1/2) _> (1/2) y(1) = (1/2)Ilyll. Thus, 
(10) 
Finally, we also note that 
tlyll _< 27(y), for all y • 7). (11) 
O(Ay) = AO(y), 0 < A < 1, and y • 07)(0, b). (12) 
We now state growth conditions on f so that  (1),(2) has at least two positive solutions. 
THEOaEM 3.1. Let 0 < a < (4r2/3)b < (2r2/3)c,  and suppose that f satisfies the following 
conditions: 
(A) f (w)  > 4c, if c < w < 2c, 
(B) f (w)  < 8b/3, ifO < w < 2b, 
(C) f (w)  > 2a/r  2,, i f0  _< w <_ a. 
Then, the right focaI boundary" value problem (1),(2) has at least two positive solutions, Xl 
and x.2, sud~ that 
a < max xl(t) ,  with max Xl(t) < b, 
0<t<r 0<_t_<l/2 
and 
b < max x2(t), with rain x2(t) < c. 
0<t<l /2  1/2<t<r 
PROOF. ~Ve begin by defining the completely continuous integral operator  A : B --~ B by 
/o 1 Ax(t)  = G( t , s ) f (x (s ) )ds ,  x • B, O < t < l. 
It is well known that  solutions of (1),(2) are fixed points of A and conversely. We proceed to 
show that  the conditions of Theorem 2.1 are satisfied. 
First, let x c P(7,  c). By the nonnegativity of f and G, for 0 < t < 1, 
Ji 1 
nz( t )  = a(t ,  s ) f (x(s) )  ds >_ O. 
In ~ddition, (Ax)"(t )  = - f (x ( t ) )  <_ O. This implies (Ax)(t)  is concave on [0, 1], and also (Ax)'(t)  
is nonincreasing. Since G(t, s) satisfies boundary conditions (2), we have that  (Ax)'(1) = 0, and 
so (Ax) '(t)  >_ 0 on [0, 1]. This implies (Ax)(t)  is nondecreasing on [0, 1]. Again, since a(t ,  s) 
satisfies (2), (Ax)(O) = 0, and so (Ax)(t)  >_ 0 on [0, 1]. Consequently, Axc  7 ). We conclude A :  
7)(7, c) -~ p .  
We now turn to property (i) of Theorem 2.1. So choose x • 07)(7, c). Then 7(x) = minl/2<t<,- 
x(t) = x(1/2) = c. Since x • 7), z(t) > c, 1/2 < t < 1. If we recall that  Ilzll _< 27(z)  = 2c, we 
have 
1 
c <_ x(t) <_2c, -~ <_ t <_ l. 
Boundary Value Problems 699 
As a consequence of (A), 
Also, Ax E 7 ), and so 
1 
f (x (s ) )  > 4c, - < s < 1. 2 -- -- 
7(Ax)  = (Ax) (2  ) 
= G ,s f (x (s ) )ds  
1 
fl /2 -2 f(x(s)) ds 
fl l l  > 4c ds 
/2 
z C. 
We conclude that  (i) of Theorem 2.1 i$ satisfied. 
We next address (ii) of Theorem 2.1. So, let us choose x E OP(O, b). Then O(x) = max0<t<l/2 
x(t) = x(1/2) = b. This implies 0 _< x(t) < b, 0 <_ t <_ 1/2, and since x E P,  we also 
have b <_ x(t) <_ ]lxll = x(1), 1/2 < t < 1. Moreover, IIx[I _< 27(x ) _< 20(x) = 2b. So, 
0 < z ( t )  < 2b, 0 < t < 1. 
From (B), 
Ax E )9, and so 
8b 
f (x(s))  < -~-, 0 < s < 1. 
< (8~b3) ~01G (~,s )d8  
(~'~-b-b) (~01/2 as /1 ) l  ds = s + a 
/2 
=b.  
In particular, (ii) of Theorem 2.1 holds. 
For the final part, we turn to (iii) of Theorem 2.1. For this part, if we first define y(t) = a/2, 
for all 0 < t < 1, then a(y)  = a/2 < a, and 7)(c~,a) # 0. 
Now, let us choose z c OP((~, a). Then c~(x) = max0<t<r x(t) = x(r)  = a. This implies 
O<z( t )<_a ,  O<t<r .  
From assumption (C), 
2a 
f (x (s ) )  > - -  0 < s < r. 7.2, 
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As before, Ax E "P, and so 
a(Ax)  = (Ax)(r) 
,~01 G(,', s)f(x(s))  ds 
/0' _> a(,., s)f(x(s)) ds 
> G(,,., s) ds 
2a ,/o r 
Thus, (iii) of Theorem 2.1 is satisfied. Hence, there exist at least two fixed points of A which are 
positive solutions x~ and x2, belonging to P('~, c), of the boundary value problem (1),(2) such 
that 
a < ct(xl),  with O(Xl) < b, 
and 
The proof is complete. 
EXAMPLE. 
defined by 
b < 0(x2), with 7(x2) < c. 
For 1/2 < r < 1 fixed and for 0 < a < (4r2/3)b < (2r2/3)c, if f : R + [0, oc) is 
br2+ a 
- - - rT -  , w <_ 2b, 
f( 'w) ~(w), 2b < w < c, 
4c + 1, c <_ w, 
where g(w) satisfies g" = 0, g(2b) = (br 2 + a ) / r  2, and g(c) = 4c + 1, then by Theorem 3.1, the 
boundary vahle problem (1),(2) has at least two positive solutions. 
4. TWIN POSIT IVE  SOLUTIONS OF (3) , (4)  
In this section, we now impose growth conditions oil g such that the boundary value problem 
for the finite difference quation (3),(4) has at least two positive solutions. The methods and 
existence result are remarkably analogous to those of Section 3. As in Section 3. we note that from 
the nonnegativity of 9, a solution of (3),(4) is both nonnegative and concave on {0, 1~..., N + 2}. 
For the case of this discrete boundary value problem, we will eventually apply Theorem 2.1 to a 
completely continuous ummation operator whose kernel is the Green's function, H(k ,  ~), for 
-A2v  = 0, (13) 
satisfying (4). In this instance, 
u(~, e )= 
k, 
[ t~+l,  
,: s {0,. . . ,el ,  (~4) 
For the remainder of this section, for notation, we set 
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Then 
~(k,g)<_H.(e+l,g)=g+l, k=0 . . . .  ,N+2,  g=O,...,N, (15) 
H(k ,e )> lH(e+l ,Q  -g+l  k=h, . .  N+2,  e=0, .  N. (16) 
Next, let the /3  = {v : {0 , . . . ,  N + 2} --+ R} be endowed with the norm llvll = maxk<o ..... N+2} 
Iv(k)l, and choose the cone 5 ° C B defined by 
7 ) = {v E B [ v is nondecreasing and nonnegative-valued on {0, . . . ,  N + 2}, 
and A2v(k) < 0, k E {0 , . . . ,N}} .  
Note that,  if v E 7 ), then 
1 1 
~(k) > ~ II~ll = ~ v(N + 2), k e {h , . . . ,N+2}.  
Also, for the remainder of this section, fix an integer r with 
h<r<N+l  
and define the nonnegative, increasing, continuous flmctionals, 7, 0, and a on P,  by 
G(v) = min v(k) = v(h), 
kE{h ...... } 
0(v)= max v(k )=v(h) ,  
k~{0 ..... h/ 
c~(v) = max v(k )=v( r ) .  
ke{o ..... ~} 
and 
We observe that,  for each v E 7 ), 
~(v) = o(v) <_ ~(v). (17) 
In addition, for each v c 7 9, 7(v) = v(h) >_ (1/2) v(N + 2) = (1/2)Ilvtl, so that  
Ilvll ~ 2~(v), for all v E T ). (18) 
Finally, we again have 
O(~v) = ~O(v), 0 < )~ < 1, and v C OP(0, b). (19) 
As in the previous section, we now put growth conditions on g such that  (3),(4) has at least 
two positive solutions belonging to the cone P. 
THEOREM 4.1. Let 
0<a< 4(r+l)(r+2) b< 
a(X + 1)(x + 2) 
2(r + 1)(r + 2) 
3(N + 1)(N + 2) c, 
and suppose that g satisfies the following conditions: 
(A) g(w) > 8c / (3N + 5)(N + 1), i f c  < w < 2c, 
(B) g(w) < 8b/3(N + 1)(N + 2), ifO < w < 2b, 
(C) g(w) > 2a/(r 4- 1)@ + 2), ifO < w < a. 
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Then, the discrete right focal boundary value problem (3),(4) has at least two positive solutions, 
'tq and u2, such that 
and 
a < max ul(k), with k6(o ..... h} ke{O ...... } mast Ul(k) < b, 
b < max u2(k), with rain u2(k) < c. 
~{0 ..... h} k~{h ..... ~} 
PROOF. Define the summat ion operator A :/3 --+ 13 by 
N 
A~(k) = ~ U(k,e)g(,#)), ~ c ~, k e {0,. . . ,  N + 2}. 
g=0 
It is immediate that  A is completely continuous, and it is well known that  u E /3 is a solution 
of (3),(4) if and only if u is a fixed point of A. We now show that the conditions of Theorem 2.1 
hold with respect to A. 
If we let u < 70(7, c), then Au(k) N = ~e=0 H(k, g)g(u(g)) >_ O, on {0 , . . . ,  N + 2}. In addition, 
A2(Au)(k)  = -.q(u(k)) < O, and so A(Au)(k) is nonincreasing on {0 , . . . ,  N+I} .  From propert ies 
of H(k,g), A(Au)(N + 1) = 0 and so A(Au)(k) > 0 on {0 , . . . ,N  + 1}. Thus, (Au)(k) is 
nondecreasing on {0 , . . . ,  N + 2}. In addition, (Au)(O) = 0, and so (Au)(k) >_ 0 on {0 , . . . ,  N + 2}. 
This implies Au ~ P, and so A : 70(% c) --+ 70. 
To verify (i) of Theorem 2.1 is satisfied, we choose u E 070(% e). Then, ~'(u) = minke{h ...... } 
u(k) = u(h) = e. This implies u(k) > c, k c {h,. . . ,  N + 2}. Recalling that  Hull _< 27(u) = 2c, 
we have  
c_<~(k)<2e, k~{h ... .  ,N+2}.  
By property (A), 
v(~(e)) > 
8c 
(aN + 5)(N + 1)' 
Since Au c 70, we have 
7(Au) = (Au)(h) 
N 
= Z H(h, e)g(~(e)) 
g=O 
N 
>- Z ~(i,,, e)g(~(e)) 
g=h 
( )N 
(3N+5) (N+1)  Z H(h,g) 
~=h 
(3N + 5)(N + 1) ~(e+ 1) 
g=h 
> 
ec  {h , . . . ,N+2}.  
= ( (aN 8c 
-> (aN + 5)(N + 1) 2 J (N+1)/2 
C. 
Thus, part  (i) of Theorem 2.1 is satisfied. 
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Turning to (ii) of Theorem 2.1, we choose u • 07)(0, b). Then, O(u) = maxke{0 ..... h} u(k) = 
u(h) = b. So 0 <_ u(k) < b, k ¢ {0,...,h}, and sinceu E 79 , it follows that b <_ u(k) < Ilull = 
u(N + 2), k c {h , . . . ,N  + 2}. Recall that [lull < 27(u) < 20(u) = 2b. So, 
o < ~(k) <_ 2b, 
This time, from hypothesis (B), 
8b 
g(u(e)) < 
3(N + 1)(N + 2)' 
If we apply 0 to An, we have 
O(Au) = (A~)(h) 
N 
= ~ H(t~,e)~((e)) 
k e {0, . . . ,X+2}.  
e c {0,..., x}. 
~=0 
( 8b )N 
< 3(N+1)(N+2) ~H(t~,e) 
g=0 
=(  8b ) (g+l )+Eh 
3(N + 1)(N + 2) Xe=O e=h 
( 8b ) (h (h21)  ) 
= 3(N+1) (N+2)  - -  +h(N+l -h )  
( 8b ) (.((N+2)/2)((N+2)/2+l)2 ( -~)  ( ( -~) ) )  
-< 3(N + 1)(N + 2) + N+I -  
zb .  
In particular, (ii) of Theorem 2.1 is satisfied. 
We now show thai; (iii) of Theorem 2.1 also holds. To see that P(a, a) ¢ 0, we observe 
that v(k) = a/2 E 7)(a, a). 
Now, let u ¢ 07)(a., a). Then a(u) = maxke{0 ...... } u(k) = u(r) = a. So 
o _< ~(k) <_ ~, k e {o,..., d.  
Using hypothesis (C), we have 
g(~(e)) > 
2a 
( r+ l ) ( r+2) '  
e ~ {o , . . . ,d ,  
from which 
a(Au) = (A~)(~) 
N 
E g(r,  g)g(u(e)) 
g=0 
> ~ H<,e)g(~(e)) 
g=o 
( > (~+l ) ( r+2)  } - -~(e+l )  
~=0 
- > (~.+1- (~+2)  + 2 + 
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So part (iii) of Theorem 2.1 holds. Thus, A has at least two fixed points which are positive 
solutions Ul and u,), belonging to P(7,  c), of the boundary value problem (3),(4) such that 
a < o/(Ul) , with 0(u~) < b, 
and 
b < O(u2), with "/(u2) < c. 
The proof is complete. 
EXAMPLE. With h = [(N + 2)/2J, an integer r with h < r < N + 1 fixed, and 
2(,,+ 1)(~ + 2) 0<(~< 4<+1)<+2))  b< ~, 
3(N + 1)(x + 2) 3(x  + 1)(x + _9) 
if g : R ~ [0, oo) is defined by 
4b a 
3 (N+l ) (N+2)  + ( r+ l ) ( r+2) '  w<_2b, 
g(w) = p(w),  2b < w < ~., 
8c+ 1 
(3N + 5)(N + 1)' ~: -< '~'' 
where p(w) satisfies p" = 0, p(2b) = 4b/(3(N + 1)(N + 2)) + a/((r + 1) ( r+ 2)), and p(c) = 
(8c + 1)/((3N + 5)(N + 1)), then by Theorem 4.1, the boundary value problem (3),(4) has at 
least two positive solutions. 
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