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ABSTRACT 
We propose numerically reliable state-space algorithms for computing several 
coprime factorizations of rational matrices: (1) factorizations with factors having poles 
in a given stability domain; (2) factorizations with proper stable factors; (3) factoriza- 
tions with inner and J-inner denominators. The new algorithms are based on a 
recursive generalized Schur algorithm for pole dislocation. They are generally applica- 
ble whether the underlying descriptor state-space r presentation is minimal or not, 
and whether it is stabilizable/detectable or not. The proposed algorithms are useful in 
solving various computational problems for both standard and descriptor system 
representations. © 1998 Elsevier Science Inc. 
1. INTRODUCTION 
Let G(A) be a given p × m rational matrix. In this paper we address the 
problem of computing fractional reprezentations of G in the form G = NM- 1 
with N and M rational matrices which are stable and coprime. Such a 
factorization is called a right coprime factorization (RCF) of G. Occasionally 
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additional requirements on the factors may be imposed. Analogously, a 
fractional representation f G in the form G = M-1N with N and M stable 
and coprime rational matrices is called a left coprime factorization (LCF) of 
G. The main applications of the right and left coprime factorizations are in 
solving various factorization problems encountered in the theory of linear 
systems. Therefore usually we assimilate G(A) with the transfer-function 
matrix (TFM) of a linear time-invariant continuous-time or discrete-time 
descriptor system (or generalized state-space model), and ~ is either s or z, 
the complex variable appearing in the Laplace or Z transform, respectively, in
accordance with the type of system. 
The simplest factorization to obtain is when the only requirement on M 
and N is to have poles in a given stability domain F. The resulting 
denominator M can be determined always as a proper TFM [with M(oo) 
finite], but N turns out proper or improper according as the original G is 
proper or not. This factorization, with M having possibly least order, is useful 
as a preliminary or as a final step in computing some, other more special 
factorizations. 
Factorizations in which both N and M are polynomial matrices or both 
are proper rational matrices can be viewed as alternative representations of 
rational matrices. Factorizations with polynomial factors are important in 
several system-theoretical omputations [7], as for instance in obtaining 
equivalent polynomial representations of linear systems. Factorizations in 
which both N and M are proper are potentially useful in performing order 
reduction of descriptor systems by using the coprime-factors eduction ap- 
proach analogously to the case of standard systems [8, 22]. The factorization 
with proper factors also represents a preliminary step in a recently developed 
algorithm to compute normalized coprime factorizations of rational matrices 
[26]. 
A special category of factorizations is when the denominator M is inner. 
This factorization has several important applications, as for instance in 
evaluating norms of TFMs or in computing spectral factors of TFMs. 
Coprime factorizations ofgeneralized inverses of G are useful in determining 
factorizations of G with minimum-phase factors or the inner-outer factoriza- 
tion [24]. A more general RCF is when M is J-inner. As above, such 
factorizations can be used to comput J-spectral factorizations or the J-inner- 
outer factorization [27]. 
In this paper we propose numerically reliable algorithms to compute 
three of the above mentioned RCFs of rational TFMs, namely the RCFs with 
a specified stability domain F, the proper right coprime factorization (PR- 
RCF) with both M and N proper, and the factorization with M inner or 
J-inner. The first algorithm can be however employed to compute PRRCFs 
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too, as well as polynomial right coprime factorizations (PORCFs), where 
both factors are polynomial matrices. All computational lgorithms use the 
equivalent descriptor-system (or generalized state-space) representations of 
rational matrices. The proposed algorithms belong to the class of recursive 
descriptor state-space methods, and some of them represent generalizations 
of similar algorithms for proper TFMs (represented asstandard state space 
systems) [22, 23]. All new algorithms are based on a recursive pole dislocation 
technique achieved by means of a generalized Schur method for pole 
assignment of descriptor systems [25]. The new procedures are generally 
applicable whether the original descriptor state-space r presentation is mini- 
mal or not, and whether it is stabilizable/detectable or not. They are well 
suited for robust software implementations. The same algorithms can be also 
employed to compute LCFs by applying them to the dual TFM G r. 
We give now a short survey of previous work on recursive factorization 
techniques, which is by no means complete. The recursive approach to 
rational matrix factorization goes back to Belevitch [1] and more recently 
Vandewalle and Dewilde [17] and Zhang and Freudenberg [30, 31]. The 
general technique mployed in this so-called transfer-function approach is 
the dislocation of poles or zeros by using pre- or postmultiplications with 
elementary first- or second-order rational factors. The major disadvantage of 
the above approach, as pointed out in [16], is its computational complexity. 
Typically, the computations involved consist of the computation ofpoles and 
zeros, the computation of zero directions, rational matrix divisions, and 
updating. These disadvantages suggested an alternative state-space approach, 
as advocated by Van Dooren [16]. Another early reference on recursive 
factorization using the state-space approach is the work of Kimura [6] in the 
control iterature. The techniques developed in this paper can be seen as 
extensions" and refinements ofthe general recursive pole dislocation approach 
described in [16]. 
The paper is organized as follows. The main definitions and notation used 
throughout the paper are presented in a preliminary section. General descrip- 
tor-system techniques to compute and update fractional representations are 
discussed in Section 3. In Section 4 we present a recursive procedure for 
computing RCFs for arbitrary stability domains. This procedure can be also 
employed to compute proper as well as polynomial RCFs. It further serves as 
a postprocessing tool for the factorization algorithm of Section 5 to compute 
proper RCFs. Necessary ingredients of this algorithm are algorithms to 
eliminate impulsive behavior by using state feedback and to remove uncon- 
trollable modes at infinity of descriptor systems. In Section 6 we discuss the 
computation of RCFs with inner or J-inner denominators. Some conclusions 
summarize the main aspects of the proposed computational methods. 
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Given a region F of the complex plane, we call G F-stable if all its poles 
lie in F, and we call G F-minimum-phase if all its zeros lie in F. The usual 
interpretation of F related to the standard stability concept is F = C-, 
where C-  is the open left complex half plane for a continuous-time system or 
the open unit disk at the origin for a discrete-time system. We denote by C O 
the appropriate boundary of the stability region C-,  and by C + the comple- 
ment of C-  t3 C O with respect o C. 
It is well known that any rational matrix G (even improper or polynomial) 
has a descriptor realization G = (E, A, B, C, D), where AE - A is regular 
[det(AE - A) ~ 0] and 
c(x )  = C(XE - A ) - IB  + O. (1) 
For the above descriptor realization we shall also use the alternative notation 
G= [A-AE  
The descriptor representation f G is minimal if the order n of the square 
matrices E and A has the least value among all possible realizations of G. 
Well-known criteria for minimality of a descriptor realization (E, A, B, C, D) 
are [28]: (i) rank[ A - AE B] = n VA ~ C, A finite (finite-mode controllabil- 
ity) and rank[ E B] = n (infinite-mode controllability); (ii) rank[A r -  AE T 
Cr]  r = n VA ~ C, A finite (finite-mode observability) and rank[E r Cr]  r = 
n (infinite-mode observability); (iii) A kerE_  range E (no nondynamic 
modes). The descriptor ealization G = (E, A, B, C, D) is F-stabilizable if 
rank[A - AE B] = n VA ~ F, A finite, and is F-detectable if rank[A r - 
AE r Cr]  r = n VA ~ F, A finite. The McMillan degree 8u(G(A)) of a 
rational TFM G(A) is the number of finite and infinite poles of G(A). If the 
descriptor ealization G = (E, A, B, C, D) is minimal, then the finite and 
infinite poles of G(A) are the finite and infinite zeros of the pencil A - AE, 
respectively. Notice that for a minimal descriptor ealization of order n we 
have n = 8M(G(A)) + K, where K is the number of infinite elementary 
divisors of A - AE. By A(E, A) we denote the set of generalized eigenvalues 
of the pair (E, A). 
OTHER NOTATION AND DEFINITIONS. We denote by G ~ the conjugate of 
G, where G ~ (s) = Gr ( - s )  in continuous time and G ~ (z) = Gr(1/z) in 
discrete time. We denote the hermitian conjugate Gr(-A) by G*(A). G is an 
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inner TFM if G is stable and G ~ G = I. For a given signature matrix J 
satisfyi.'ng j = j*  = j - l ,  G is J-inner (or J-unitary) if G ~JG = J. A J-inner 
matrix G is J-lossless if G*JG ~< J VA ~ C +. G is outer if it is stable and 
has a stable right inverse. A fractional representation of G in the form 
G = NM -1 with N and M F-stable rational matrices is called a right 
coprimefactorization (RCF) if there exist F-stable rational matrices U and V 
such that UN + VM = I. Of particular interest for us are also the right 
coprime factorizations with inner, J-inner, or J-lossless denominator (RCFID, 
RCFJID, or RCFJLD), where the denominator factor M is inner, J-inner, or 
J-lossless, respectively. We say that the denominator M of a RCF G = NM- l 
has /east order if the McMillan degree of M equals the number of unstable 
poles of G. 
3. FRACTIONAL REPRESENTATIONS: BASIC FACTS 
Let G = (E, A, B, C, D) be a regular descriptor realization of the ration- 
al matrix G, and let r = rank E. The factorization algorithms proposed in 
this paper rely on simple facts concerning fractional representations. The first 
result shows how to compute RCFs by using proportional state feedback. 
FACT 1. Any rational matrix G with a F-stabilizable and F-detectable 
descriptor ealization (E, A, B, C, D) has a RCF given by the following 
choice of the factors [29]: 
A + BF - hE BD~ ]
F 
(2) 
where the state feedback F is chosen such that all finite eigenvalues of the pair 
(E, A + BF) (at most r) lie in F, the pencil A + BF - AE is regular, and 
W is an arbitrary invertible matrix. 
The matrices F and W can be viewed as free parameters which deter- 
mine a particular factorization. Factorizations with special properties, as for 
instance with inner denominator r with proper factors, can be determined 
by suitably choosing the matrix pair (F, W). In some factorizations the input 
scaling matrix W can be simply chosen as W = L The algorithms proposed in 
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this paper use implicitly the more general expressions for the factors 
U(A+BF-AE)V  UBW] 
(3) 
where U and V are orthogonal transformation matrices (usually not explicitly 
accumulated). Although general, nonsingular matrices U and V could be also 
considered as additional free parameters of RCFs, their role in the proposed 
algorithms is only to allow us to obtain the resulting matrices in particular 
condensed forms or to preserve convenient condensed forms of matrices 
which ensure an efficient implementation f the algorithms. 
More flexibility can be achieved by using proportional + derivative feed- 
back. The following result represents an extension of the previous one for the 
case of a feedback matrix of the form F + AK. 
FACT 2. Any rational matrix G with a F-stabilizable and F-detectable 
descriptor ealization (E, A, B, C, D) has a RCF given by the following 
choice of the factors [4]: 
C+DFF (4) 
where the state feedback matrices F and K are chosen such that all finite 
eigenvalues of the pair (E - BK, A + BF) lie in F, the pencil A + BF - 
)t(E - BK) is regular, and W is an arbitrary invertible matrix. 
To simplify notation, we shall use in what follows instead of (4) the more 
compact notation 
A + BF-  A(E - BK) 
F+AK 
(5) 
It is easy to observe that both (4) and (5) reduce to (2) if K = 0. 
Notice that the proportional + derivative feedback can be easily general- 
ized to a more general polynomial feedback. In fact, because ach rational 
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matrix G can be represented as[11] 
G(  A) = C(  A )T (  A ) - I  B (  A) + D(A), 
with C, T, B, D polynomial matrices, a RCF of G can be determined by the 
factors 
T(X) - 8(X)F(X) 
C(A) -D(A)  F(A) 
-F (A)  
B(X)W(A) 
D(h)W(h) 
W(A) 
(6) 
where F(A) is chosen such that T (A) -  B(A)F(A) is nonsingular, having 
zeros only in F, and W(A) is an arbitrary invertible polynomial matrix. 
FACT 3. I f  G = N 1 M~ 1 and N 1 = N 2 M~ 1, then G has the fract ional  
representation G = NM 1, where  N = N 2 and M = M 1 M z. 
This simple fact allows us to obtain explicit formulas to update partial 
factorizations by using simple state-space formulas. Let N 1 and M 1 be the 
factors computed as 
A + BF  1 - A(E - BKI )  
= C + DF  1 + A DK 1 
F 1 + AK  1 
Bwa] 
DW 1 , 
wl 
(7) 
and let N 2 and M 2 be the factors of N 1 computed as [ Bw] 
= DW , M2 C + DF  + ADK 
F 2 + AK  2 W2 
(8) 
where 
F= F 1 + W1F 2 , 
K = K 1 + W1K2,  (9) 
W = W1W2. 
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It is easy to verify that the product M1M 2 is given by M1M 2 = (E - BK, 
A + BF, BW, F + AK, W)  and thus the equations (9) serve as explicit up- 
dating formulas for fractional representations. These formulas can be ex- 
tended in a straightforward way to include arbitrary coordinate transformation 
matrices. 
Updating formulas can be also used at the level of the system matrices, 
which defines a coprime factorization. If we denote E = E - BK l, A = A + 
BF l, B = BW1, C = C + DF1, B = BW1, and/~ = DW1, then the following 
formulas can be used simultaneously to update /~, A, B, C, and D: 
6w . (lO) 
All factorization algorithms presented in this paper rely on the use of such 
updating formulas. If W 1 = I and W 2 = I, then the updating formulas (9) 
reduce to a very simple additive form 
F = F 1 + F 2 , 
K = K 1 + K 2 , 
(11) 
which is used in some of proposed algorithms. 
FACT 4. An implicit updating technique of fractional representations is 
based on the foUowing trivial identities: 
(12) 
It can be easily seen that the two successive numerator factors 
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of the extended TFM [ G ] contain the elements of the successive factoriza- 
1 [ I J  1 
tions G = NxM ~ = N2(M1Mz)- . This implicit updating procedure is espe- 
cially useful when combining different factorization algorithms because it is 
applicable ven if the factors computed by different algorithms have different 
orders or if coordinate transformations are present in the representations of 
factors. Notice that the use of the updating formulas (9) requires that the two 
successive state-space representations (7) and (8) have the same order. 
Otherwise it is not possible to obtain explicit updating formula as in (9) for 
the state feedback matrices. 
4. RCF WITHIN A SPECIFIED STABILITY REGION 
Let G be a given rational matrix, and let F be a given stability region of 
the complex plane. We assume that F is a symmetric region with respect to 
the real axis, that is, if A ~ F then h E F. In this section we propose an 
algorithm to compute a RCF G = NM -1 with the factors N and M having 
poles only in F. This algorithm isbased on numerically reliable computations, 
and additionally it can even handle the case when the original descriptor 
representation is not F-stabilizable. The basis for our algorithm is a pole 
assignment procedure first described in [20] (see also [25]), which is extended 
to handle proportional + derivative state feedback. This algorithm has the 
ability to keep unaltered the eigenvalues ofthe pair (E, A) which lie in F and 
to move only those outside of F to locations within F by choosing appropri- 
ate proportional nd derivative feedback matrices F and K, respectively. An 
additional useful feature of this algorithm is that simultaneously with the 
stabilizing pair (F, K), it determines the generalized Schur form of the pair 
(E - BK, A + BF). This makes possible to extract easily a minimal realiza- 
tion for the denominator factor M. 
The main steps of the generalized Schur algorithm are shortly explained 
below. Assume that the pair (E, A) is already in a generalized real Schur 
form (GRSF), and the matrices E, A, and B are partitioned conformally as 
.:['0 ::.1 1.1] Ez~]' A = 0 , B = B2 , 
where the pair (Ez~, Az2) has only generalized eigenvalues outside F. By 
choosing feedback matrices of the form 
F= [0 F21 , K= [0 K21 ' (14) 
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partitioned conformally with the matrices in (13), we see that 
1 Ez~ - B 2 K2 ' A +BF= A22+B2F2] 
and thus the feedback perturbs only the generalized eigenvalues of the pair 
(E~2, A22), the rest of generalized eigenvalues of the pair (E, A) remaining 
unperturbed. In particular, if E22 and A22 are the last diagonal blocks in the 
GRSF (of order one or two), then the pair (E - BK, A + BF) is still in a 
GRSF. Provided B 2 ~ 0, the generalized eigenvalues of the pair (E22 - 
B 2 K2, A22 + B2F 2) can be arbitrarily modified by suitably choosing F 2 and 
K 2 • 
The stabilization within F of a given system can be performed by 
iteratively modifying the generalized eigenvalues of the pair (E, A) as in the 
following conceptual gorithm: 
1. Reduce the system matrices by using orthogonal similarity transforma- 
tions such that the pair (E, A) is in an ordered GRSF (13) with the pair 
(E22, A22) having only generalized eigenvalues in F and the pair 
(En, A u) having only generalized eigenvalues in C \ F. 
2. Determine the feedback matrices F and K of the form (14) which move 
the generalized eigenvalues of the pair of last diagonal blocks of the pair 
(E, A) to locations within F. 
3. Update E as E - BK and A as A + BF; by using orthogonal similarity 
transformations, bring another pair of diagonal blocks with eigenvalues 
outside F into the last diagonal position of the pair (E, A), and resume 
the previous tep. 
Notice that if F includes at least one finite element, then proportional 
state feedback alone is sufficient o move the finite eigenvalues of the pair 
(E, A) to finite locations within F. If F = {~} and A is nonsingular, then 
derivative feedback alone is sufficient o move all finite eigenvalues to 
infinity. However, in this latter case generally both proportional nd deriva- 
tive feedback are necessary to ensure the regularity of the resulting factors. 
To ensure more generality, a deflation mechanism can be included in the 
factorization algorithm to remove automatically the unstabilizable part of the 
system. Such deflation is possible by observing that if the generalized 
eigenvalues corresponding to the last diagonal blocks E22 and A22 are not 
controllable, then the corresponding B 2 should be zero. If we partition the 
matrix C conformably with the matrices in (13) as 
c = [c ,  
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then we can replace the original system (E, A, B, C, D) with an input-output 
equivalent realization of lower order ( E n, A n, B l, C 1, D) by simply deleting 
the rows and columns in matrices E, A, B, and C which correspond to the 
unstabilizable part. In this case the resulting coprime factorization has order 
less than n. 
The following implementable state-space algorithm to compute a RCF of 
a rational TFM G materializes the above ideas. 
. 
ALGORITHM GRCF-PD. 
Reduce the pair (E, A) by an orthogonal similarity transformation to the 
ordered GRSF [10, 15] 
= QEZ = E22 j ,  A22 
where Ell, All E ~q×q, Q and Z are orthogonal matrices, A(E u, A u) 
cF ,  and A(Ez~,Ae2) cC \F .  Compute B =QB, C=CZ,  and set 
/7=0and K---0. 
2. I fq  =n,  goto7.  
3. Let (8, a) be the pair of last elementary diagonal blocks of order k 
(k = 1 or 2) of the pair (E, A) in GRSF, and let/3 be the matrix formed 
from the last k rows of B. If II/311 ~< ~ (a given tolerance), then 
n e -n -k  andgoto2.  
4. Compute ~andr  such that A(~ -- i lK, a + /3~)C F. 
5. Compute E ~E- /3 [0  K], A*--A +B[0 ~0], F* - -P+[0  q], /(*-- 
K+[0  K]. 
6. Compute the orthogonal similarity transformation matrices Q and Z to 
reorder thediagonal b ocks of the pair (/~, A) in GRSF, such that the last 
block of (E, A) is moved by successive interchanging of di'agonalblocks 
to row position .q + 1. Compute E *-- QEZ, A *-- QAZ, B ~ QB, C *-- 
CZ, F ~ FZ, K *-- KZ. Put q ~ q + k, and go to 2. 
7. Set 
C + D F + * D K  D " 
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Algorithm GRCF-PD can be easily constrained to use only proportional 
or only derivative state feedback. We shall refer to the corresponding 
algorithmic variants as Algorithm GRCF-P and Algorithm GRCF-D, respec- 
tively. 
This algorithm can be viewed as a recursive procedure for updating an 
initial fractional representation G = N O M o 1 with N O = G and M 0 = I, by 
using the updating formulas (9) combined with orthogonal coordinate trans- 
formations performed on the matrices of partial factorizations. The matrix 
pair (E, A) in the initial factorization of G is in a GRSF (computed at step 
1), and this form is preserved at subsequent steps. The resulting final pair 
(/~,z0 is in a GRSF too, and if the original system is F-stabilizable, then /~ 
and A contain the matrices U(E - BK)V and U(A + BF)V, respectively, 
where U and V are the accumulated orthogonal transformations performed at 
steps 1 and 6 of the algorithm, and F and K are the stabilizing feedback 
matrices ffV r and KV T, respectively. If the original system is not F-stabiliz- 
able, then the unstabilizable blocks are detected at step 3 and the correspond- 
ing unstabilizable parts are deflated by simply decreasing the order of system 
by k. If unstabilizable blocks are detected by the algorithm, then the resulting 
state-vector dimension of the numerator N is less than n. 
The particular structures of matrices resulting from the above algorithm 
allow us to determine asily a minimal realization of M. The resulting F and 
/( have always the forms 
if= [0 ff~l' /(= [0 /(~], (16) 
where the number of columns of if2 and /(2 equals the number of F-unsta- 
ble controllable generalized eigenvalues of the pair (E, A). If we partition 
accordingly the resulting E, A, and B 
(17) 
then (]~m, A2~, B2, F~ + A/( 2, I)  is a minimal realization of M. Notice that 
if E~ is invertible, then M is proper, while if/~22 is nilpotent hen M is 
polynomial. 
Algorithm GRCF-PD is quite flexible in coping with different computa- 
tional tasks. Notice that if all assigned eigenvalues from F are finite, then Ez~ 
is invertible and the TFM M is always proper. However, generally the factor 
N is not proper if the original G is not proper. Too ensure N is proper too, 
we can first use Algorithm GRCF-D to compute a fractional representation 
G = N 1M~-I with N1 and M 1 proper but possibly F-unstable, and then we 
COPRIME FACTORIZATIONS 
can apply Algorithm GRCF-P to the TFM to obtain the RCF 
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from which the PRRCF of G results as G = NM-1 .  
The first step of this approach requires the reliable numerical separation 
of the finite and infinite structures of the regular pencil A - AE at step 1 of 
Algorithm GRCF-D. For this purpose, instead of eigenvalue reordering, a
more robust numerical approach (see Algorithm 2 in Appendix 2) is recom- 
mended. The resulting McMillan degree of M is usually larger then the 
minimal one (see next section). An alternative approach to computing a
PRRCF by using only proportional feedback is presented in the next section. 
Another interesting application is the computation of PORCFs. In this 
case, on setting F = {oo}, both factors N and M become polynomial matrices 
because E becomes nilpotent. The role of the derivative feedback is to move 
all eigenvalues of E - BK  to the origin, while the proportional feedback is
used only occasionally toensure the regularity requirement in the case when 
G has poles at the origin. The McMillan degree of the resulting M is the 
least one provided the original descriptor ealization of G has all finite 
eigenvalues observable (uncontrollable finite eigenvalues are automatically 
removed). In this case the least possible McMillan degree is precisely the 
number of finite poles (counting multiplicities) of G. 
Algorithm GRCF-P can be generally used if F contains finite elements. 
In this case, if in the descriptor representation f G the F-unstable control- 
lable eigenvalues of the pair (E, A) are observable, then the order of the 
minimal realization of M equals the least possible McMillan degree for M, 
which is precisely the number of F-unstable poles of G. Notice however that 
although the resulting descriptor representation f M is always minimal, the 
McMillan degree of M can be higher then the least possible McMillan 
degree if some F-unstable igenvalues of (E, A) are controllable but not 
observable. For example, consider the nonminimal descriptor representation 
of the transfer function G(s)  = 1 / (s  + 1) given by 
 o[1 011 A [10 0] B c ,1 01 
D=0.  
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The least-McMillan-degree proper denominator of a RCF of G is evidently 
M = 1. By choosing a feedback matrix F = [0 -2 ]  which assigns the eigen- 
values of the pair (E, A + BF) in { - 1, - 1}, we obtain the following factors 
of G: 
s -1  s -1  
N(s) = M(s )  = - - .  
(s + 1) e'  s + 1 
The increase of the McMillan degree of M happens because the chosen 
feedback makes the modified eigenvalue observable. In this way non-coprime 
fractional representations of arbitrary McMillan degrees (greater than the 
least one) can be determined by simply adding unobservable but controllable 
F-unstable igenvalues to a given descriptor epresentation of G. 
Algorithm GRCF-PD is based on a generalization of a pole assignment 
algorithm for standard systems [18]. The roundoff error analysis of that 
algorithm [19] indicates that if each partial feedback matrix ~ (that computed 
at step 4, for instance) satisfies the condition II ~11 ~< II AII/II nil, then the pole 
assignment algorithm is numerically backward stable. It is likely that similar 
conditions on the partial feedbacks ~ and K can guarantee the numerical 
reliability of the proposed algorithm too. This possibility needs further 
investigation. We note however that unfortunately such conditions cannot be 
always fulfilled if large gains are necessary to stabilize the system. This can 
arise either if the unstable poles are too far from the F region or if these 
poles are weakly controllable. 
5. RCF WITH PROPER FACTORS 
Let G be a given TFM, and let F be a given symmetric stability region 
containing finite elements. A PRRCF of G as G = NM -1 with N and M 
proper and F-stable always exists and can be computed by using Algorithm 
GRCF-PD. Generally this algorithm employs both proportional and deriva- 
tive feedback and the resulting denominator factor M has no least McMillan 
degree. In this section we develop two new approaches to compute PRRCFs. 
Both methods use only proportional state feedback. The first approach is 
computationally more efficient, but in general the resulting McMillan degree 
of M is not the least possible one. The second approach is computationally 
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more involved, but can be used to determine M with least possible McMillan 
degree. Notice that the least possible McMillan degree for M is the number 
of F-unstable and infinite poles of G. 
The general approach to computing the PRRCF was conceptually already 
described in the previous ection. It consists of the following two steps: 
1. Compute a factorization of G in the form G = NIM~ 1, where both 
factors are proper but possibly F-unstable. 
[ N1 1 
2. Compute a RCF of / / in the form 
t M1 ] 
by using Algorithm GRCF-P. 
It is easy to see that G = NM -I is the desired PRRCF. 
The above two steps can be related to the two main steps of a strong-sta- 
bilization (S-stabilization) algorithm proposed recently in [25]. Assume for the 
moment hat the given descriptor representation f G is strongly F-stabiliz- 
able, that is, rank[AE - A B] = n for all finite A ~ F and rank([E AS= 
B]) = n, where the columns of S= span the null space of E. In the 
mentioned algorithm a preliminary state feedback F1 is determined to move 
all impulsive modes to finite locations in F. Then a second partial feedback 
F 2 is used to perform the F-stabilization of the perturbed system resulting 
from the previous step. With these partial feedback matrices we form the 
global feedback F = F 1 + F 2, which can be used with W = I to express the 
PRRCF of G according to (2). The two procedures presented in this section 
differ in the way the preliminary feedback F1 is computed. 
We sketch briefly the first approach to computing F1, which identifies the 
factors N 1 and M 1 at the first step of the above procedure. We can assume 
the stronger condition that the given descriptor system has no uncontrollable 
infinite poles, that is, rank[ E B] = n. If this condition is not fulfilled, then 
the given descriptor epresentation of the TFM G is not minimal and 
contains uncontrollable infinite eigenvalues. These eigenvalues can be re- 
moved by using Algorithm 1 presented in Appendix 1. In order to make the 
proposed algorithm general, we embedded in it this computation as a 
preliminary preprocessing step. The computation of the partial feedback F 1 
which moves the impulsive modes to finite locations is based on using a 
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special condensed form of the system matrices. With the help of two 
orthogonal matrices U and V we can bring the system matrices E, A, and B 
to the forms 
= UEV = J Ell 0 i ]  o , 0 
,A11 AI A3] 
X= UAV= A23 , B = UB = B2  , (18) 
LA31 0 0 B 3 
] has maximal row Be rank, and is where E n ~ R r' r is nonsingular, 3 A22 
J 
also nonsingular. This reduction is always possible if the condition rank[E 
B] = n is fulfilled, that is, the system is controllable at infinity. The state 
feedback matrix F 1 can be computed now as F 1 = [0 0 F13]V T, where F13 is 
chosen such that the matrix B 3 F13 is nonsingular. We have immediately the 
condition rank[E (A + BF1)Sj = n, and thus the system (E, A + 
BF 1, B, *, *) is regular and has r finite and n - r infinite poles [2]. The 
main steps of the overall approach are given below. 
ALGORITHM PRRCF1. 
1. Apply Algorithm 1 (see Appendix 1) to the descriptor system G = 
(E, A, B, C, D) to determine a possibly reduced-order system representa- 
tion G = (El, A1, B 1, C1, D) with the matrices E 1, A1, and B 1 of the 
forms 
E1 = 1 , A1 -= [ All A12 ' = L B~ J' 
where Ell1 E R r' r is nonsingular and upper triangular, and B 1 has full 
row rank. 
2. Find orthogonal matrices U and V such that 
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with A~2 nonsingular, and set 
IE I ° IL 
~[0 0° 
A~I A~2 
A~I 0 
a~3 
A~3 , 
0 
B2 I'r°IB I:i] cell 
o v ~ L~ o 
o] 
3, Determine F 1 = [0 0 Fla] such that B~F13 is nonsingular. 
4. Apply Algorithm GRCF-P to the descriptor system 
~o com~.te [;11]= I~1~1, w~ere 
~:  (~, x,~,~,i). 
This algorithm uses at steps 1 and 2 exclusively orthogonal transforma- 
tions. The details of step 1 are discussed in Appendix 1. The row compres- 
sions at step 3 can be performed by using the rank-revealing QR decomposi- 
tion [31. 
Algorithm PRRCF1 is intended for an efficient modularized implementa- 
tion. Many algorithmic details, as for example exploiting and preserving 
particular (triangular) shapes of various submatrices, can further improve the 
eficiency of computations. For example, before performing step 4, it is 
possible to reduce first the pencil AE 2 -A  2 -B~F 1 to a block upper 
triangular form by annihilating the submatrices A~I and A~x of A 2 + B z F 1 
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and by preserving simultaneously the upper triangular shape of E. This form 
allows one to extract immediately the nondynamic part of the system by 
including it in an appropriate feedthrough matrix. Step 4 can then be 
performed on a descriptor representation f smaller order. This approach can 
be particularly useful when the computed PRRCF is intended to be used for 
coprime-factors model reduction [8] or to compute normalized coprime 
factorizations of rational matrices [26]. 
The McMillan order of the resulting M is generally not the least possible 
one, because the preliminary feedback can also perturb the finite eigenvalues 
lying in F so that some of them move outside F. The resulting M must also 
cancel these newly created F-unstable igenvalues, and in this way its order 
can be artificially increased. 
The second approach which we propose avoids this difficulty by using a 
preliminary separation of the finite and infinite eigenvalues. Using this 
splitting, the preliminary feedback F1 can be determined to keep the finite 
eigenvalues unaltered and to move only the impulsive modes to finite 
locations, some of them however possibly F-unstable. In the second step we 
can compute the PRRCF by moving all F-unstable igenvalues to F-stable 
positions. We give below the main steps of this procedure. 
ALGORITHM PRRCF2.  
. Apply Algorithm 1 (see Appendix 1) to the descriptor system representa- 
tion G = (E, A, B, C, D) to determine a possibly reduced-order system 
representation G = (E l ,  A1, B 1, C 1, D)  with the matrices E 1, A 1, and 
B 1 of the forms 
 1:[ 101 AI: A I 0 ' [A l l  A12 ' [B  1 ' 
. 
where Elll ~ ~r, r is nonsingular and upper triangular, and B~ has full 
row rank. 
Apply Algorithm 2 (see Appendix 2) to reduce the pair (E 1, A 1) by using 
the orthogonal transformation matrices Q and Z, to the block upper 
triangular form 
E 2 =QE1Z= E~ 2 ' A~ 2 ' 
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where the pair (E~I, A~I) has only finite generalized eigenvalues and the 
pair (E~2, A~2) has only infinite generalized eigenvalues. Compute 
B2 = QBI = [ B~ ] 
' C 2 = CIZ. 
3. Compute F 1 = [0 F221 such that the pair (E~2, A~2 + B~F22) has 
rank E~ finite eigenvalues and the pencil A~2 + B~F22 - hE22 is regu- 
lar. (With a random F22 this is always possible, or use steps 1-3 of 
Algorithm PRRCF1.) 
4. Apply Algorithm GRCF-P to the descriptor system 
w ero 
This algorithm, although somewhat more involved than Algorithm 
PRRCF1, is appropriate oobtain a minimal realization of a least-order factor 
M. If the descriptor realization of G is minimal, then a least-order minimal 
realization for M results from the above alKorithm as follows. Assume that G 
[ ] at step 4 has order - [ N1 n. The has n s F-stable poles and the realization of M  
resulting CM at step 4 (the out-put of Algorithm GRCF-P) is given by 
6., = F v?v  + g, 
where V 1 is the orthogonal matrix used to reduce the pair (E2, A 2 + B2F 1) 
to the GRSF and V 2 is the orthogonal matrix used to perform the required 
interchange of the diagonal blocks of the GRSF in Algorithm GRCF-P. 
Because the pair (E2, A~ + BzF 1) is already in a block upper triangular 
form, the reduction to GRSF produces V1 in a block diagonal form too; thus 
F1Va r has the same structure as F 1 = [0 F22 ]. Additionally, a partial reorder- 
ing of the finite eigenvalues contained in the pair (Ea21, A~I), to split them 
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into those in I" at the top and those outside of F at the bottom, can be also 
included in V 1 without any influence on the structure of F1V ~. Thus after 
performing any necessary reordering, the first n s columns of F1V~vV r will be 
still zero and the computed F has at most n - n s trailing nonzero columns. 
Thus a reduced-order ealization of M can be constructed as 
(p~pr, e,~e r, p~,~upT,  I), where e = [0 In_n]. This realization is not 
minimal, because usually a nondynamic part is also present. This part can be 
however easily extracted, for instance using the form resulting from Algo- 
rithm 1 (see Appendix 1). 
6. RCF WITH INNER, J-INNER, AND 
J-LOSSLESS DENOMINATOR 
In this section we discuss the computation of RCFs with inner, J-inner, 
and J-lossless denominators (RCFID, RCFJID, RCFJLD). Because the 
underlying computations in these algorithms are very similar, we present only 
a single algorithm which covers all three cases. Let J be a given signature 
matrix satisfying J = J* = j -1.  In the case of computing the RCFID we 
simply take J = I. We will not assume that G has no poles on the imaginary 
axis in the continuous-time case or on the unit circle in the discrete-time 
case. If such poles are present, then they will be automatically included in the 
numerator factor N by the proposed algorithm. 
It is easy to extend Fact 3 (see Section 3) to fractional representations 
with inner, J-inner, and J-lossless denominators. 
FACT 3. I f  G = N 1M~ 1 and N 1 = Nz M~ 1 are fractional representa- 
tions with J-inner (inner, J-lossless) denominators, then G has the fractional 
representation G = NM -1, where N = N 2 and M = M1M 2 is J-inner (inner, 
J-lossless). 
The corresponding updating formulas for the feedback matrices and input 
scaling are those given in (9). Elementary first- or second-order J-inner 
(inner, J-lossless) factors are used to reflect he unstable poles of G to stable 
symmetric positions with respect o the imaginary axis or the unit circle, 
depending on the type of system. This pole conjugation can be done with 
proportional feedback alone. The above pole dislocation technique is em- 
ployed recursively in our algorithms and is conceptually similar to the 
conjugation technique proposed by Kimura [6]. 
Formulas to compute elementary J-inner denominators are established 
below. 
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FACT 5. Let G = (E, A, B, *, *) be a controllable descriptor epresen- 
tation with E nonsingular and A(E, A) ~ C +. Then the proper denominator 
factor M = (E, A + BF, BW, F, W)  is J-inner on choosing F and W as 
AYE  r + EYA r - BJB r = 0, 
F = - ]Br (YEr )  -1, W = I 
for  a continuous-time system, and 
AYA v - BJB T = EYE  T, 
r = YE + BJB ) A, 
for  a discrete-time system, where the symmetric matrix Y must be invertible. 
In the discrete-time case, W can be computed easily by observing that the 
symmetric matrices Z = J + Br (EYEr ) - IB  and J have the same inertia. 
Thus if Z = UHU r is the orthogonal symmetric decomposition of Z with H 
diagonal and HJ > 0, then W is simply W = U(HJ) -1/2. 
The invertibility of Y guarantees the existence of a proper ]-inner 
denominator. If Y > 0, then the ]-inner factor M is J-lossless [6, 12], and if 
J = I then M becomes inner. In the last case the positiveness of Y is 
automatically guaranteed. However, in computing the elementary ]-inner 
(J-lossless) factors the invertibility (positive definiteness) of Y must be 
checked. If this check fails, then the given TFM has no RCFJID (RCFJLD) 
with proper denominator. However, nonproper ]-inner denominators can still 
exist. As a simple example consider the TFM 
of a continuous-time system, and let 
j=[0 ° 
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be the given signature matrix. It is not possible to compute for G a RCFJID 
with a proper denominator, because for any realization of G the term BJB r 
is identically zero and thus the resulting Y is also identically zero. However, a 
RCFJID still exists if we allow a nonproper denominator. In this case, we can 
take 
l 1 ] I  N= -s+2 - - -  0 - - -  s+2 , M= s+2 , 
s+ l  0 s -2  0 
which gives G = NM-1, with M J-inner. 
The following algorithm to compute tile RCFJID (RCFID, RCFJLD) is a 
generalization of an algorithm to compute right coprime factorizations with 
inner denominators for standard systems [23]. 
1. 
ALCOmTHM RCFJID (RCFID, RCFJLD). 
Find orthogonal matrices Q and Z to reduce the pair (E, A) to the 
ordered GRSF (/~, A) = (QEZ, QAZ) such that 
0 E22 ' A22 ' 
where Ell , All E R qxq, A(E,1 , All) C C -U  C O U {~}, and 
A(E2z , A22) c C +. Compute /~ = QB, 6 = CZ. Set /7 = 0, W = I. 
2. I fq  =n,  goto7.  
3. Let (6, a)  be the pair of last elementary diagonal blocks of order k 
(k = 1 or 2) of the pair (/~, A) in GRSF, and let /3 be the k × m matrix 
formed from the last k rows of/~. If [113 II ~< ~ (a given tolerance), then 
n ~n-k  and go to 2. 
4. For the system (6, a,/3, *, *) compute ~, V, and Y (the solution of the 
corresponding Lyapunov equation) such that (6, a +/3~,/3V, ~, V)  is 
J-inner (inner). If Y is not invertible (or not positive definite for the 
J-lossless case), then error and exit, else, go to 5. 
5. Compute A ~ A + /~[0 ~p], F ~- F + W[0 ~], VV ~ V¢'V. 
6. Compute the orthogonal matrices Q and Z to reorder the diagonal 
blocks of the pair (/~, A') in the GRSF, so that the last block of (/~, A) is 
moved by successive interchanging of diagonal blocks to row position 
q + 1. Compute /~Q/~Z,  A~QA'Z ,  /~Q/3 ,  6~ cz,  /~F 'Z .  
Put q ~q +k and go to 2. 
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7. Set 
A minimal realization of M can be easily determined. The resulting/~ has 
always the form 
e = [0 (19) 
where the number of columns of if2 equals the number of controllable 
unstable generalizedeigenvalues of the pair (E, A). By partitioning accord- 
ingly the resulting E, A, and B as in (17), then M has the minimal-order 
descriptor realization 
(20) 
Because /~z2 and V¢ are invertible, the TFM M is always biproper. The 
resulting M has least McMillan degree if all unstable igenvalues of the pair 
(E, A) are observable. 
Algorithm RCFJID and its variants RCFID and RCFJLD utilize reliable 
numerical techniques. Steps 2-6 can be viewed as a recursive pole assign- 
ment procedure based on generalized Schur technique (similar to that of 
Reference [25]), which assigns the unstable poles in symmetrical positions 
with respect o the imaginary axis in the continuous-time case or the unit 
circle in the discrete-time case. Because practically there is no freedom in 
assigning the poles, it is to be expected that the algorithm performs in a 
numerically stable way only if the norms of the elementary feedback matrices 
~p computed at step 4 are not too high [19]. 
7. CONCLUSIONS 
We have proposed in this paper efficient, numerically reliable descriptor- 
state-space algorithms for computing several RCFs of rational matrices. The 
proposed algorithms are based on a recursive generalized Schur technique for 
pole dislocation by using proportional or proportional + derivative state 
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feedback. The use of the derivative feedback allows one to compute, for 
instance, RCFs with polynomial factors. The new algorithms are completely 
general and have no restrictions on the properties of the underlying descrip- 
tor representations. They are well suited for robust and modular software 
implementations. 
APPENDIX 1 
Let (E, A, B, C, D) be a given nth-order egular descriptor system. The 
following algorithm determines a reduced n'th-order descriptor representa- 
tion (E, A, B, C, D) with the same TFM asthe given system, and with no 
uncontrollable infinite poles. The matrices E, A, and B have the following 
conformally partitioned forms: 
 [.010] .[.] 
o A~J /~2' 
where /~n ~ Rr×r is nonsingular and upper triangular and /~2 has full row 
rank. We have that rank[ E B ] = n', that is, the resulting system is control- 
lable at infinity. 
ALGORITHM 1. 
1. Find orthogonal matrices U 0 and V 0 such that 
00] 
where Ell E R r' r is nonsingular and upper triangular. Set 
C ~- CV o. 
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2. Find an orthogonal matrix U 1 such that 
 1.1 [.o] 
where B~ ~ ~qXm has full row rank q. I f  q = n - r, then stop; else set 
E := 0 , 
0 
A~ U1 A := 
A~I A~2 
A~ A~ 
A21 A~2 
A~3 
A~3 , 
A~3 
B 
3. Find orthogonal matrices U 2 and V 2 such that 
with A 3 ~ ~ '  x ~ nonsingular, and set 
A ~- [ O]A[ l '°q ~ ~ I ~ o o 
E := i o o B= IBgl  C~-C 'r o 
0 0 ' I I ' 0 V 2 " 
0 0 l°o]  
4. Find orthogonal U 3 and V 3 such that JAI l  0 0 A]4]V 3 = [0 0 0 A44] 
with a~ nonsingular and U3[E~ 0 0 0]V 3 = [E41 0 0 0 E~4] with E~I 
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. 
. 
nonsingular and upper triangular. Set 
[~ o o ~¢,1 
°1 li o o i l 0 In_ r EV3 := 0 0 ' 
0 0 
A A142 A43 ]1 
A~ [ Ua 0 lAVa:= A4t A422 A4a 
0 In- r /.441 0 0 
Lo 0 0 
0 In_r B:= C~ 
L°I 
Remove the uncontrollable part: n ~ n - s, and set 
[ E41 0 0 ] [ A41 A42 
E := [ ~ 0 0 ,j A := 1A421 A42 
0 0 LA]I o 
A'~4] 
A~4 |
A~4|' 
A4~j 
:= [cI  c; c; c 4] 
A43] 
A:31 
If n = r + q then stop. 
Find orthogonal matrices U 4 and V 4 such that A41V4 = [0 A~2] with A~ 
nonsingular and U 4 E41V4 upper triangular. Set 
~1 ~f~ o o 
o][,  o I E 4-- In_r E := , 0 In- r 0 0 0 
0 0 0 
IA~ 1 A~2 A153 A~4 1 °]Iv ° 0] 
0 in_r A In-r := 1 A52 A53 A54 ' 
A 542 0 0 
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B o] 0 I,_r B:= S~, 
C <- C I._,. 
7. Remove the uncontrollable part: t = n - r - q, n ~ n - t, r ~ r - t; 
set 
E ..= 
010j  l ° 00 
A := 
[Alll All2 ] [ A51 A53 A54 ]
:= I A~l A~3 A~4 I' 
[ All A~2 J [ A531 A533 A~34 J 
B=LB ] LB J 
and go to 2. 
The matrices of the reduced-order descriptor system (/~, A,/~, C, D) are 
obtained in place of the corresponding matrices of the original system. The 
dimension is updated accordingly. No computational overhead occurs when 
using Algorithm 1 on a system with no uncontrollable infinite poles. In such a 
case, the algorithm exits at step 2 and determines the system matrices in the 
forms required by either Algorithm PRRCF1 or PRRCF2. Note that Algo- 
rithm 1 applied to the system (A, E, B, C, D) (notice that A and E are 
interchanged) can be used to remove the uncontrollable poles in the origin. 
This algorithm uses exclusively orthogonal transformations and is numeri- 
cally backward stable. The rank-revealing orthogonal decompositions, as for 
instance the complete orthogonal decompositions at steps 1 and 3 or the row 
compression at step 2, can be computed either by using the singular-value 
decomposition or the rank-revealing QR decomposition [3] combined with 
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the RQ decomposition. The latter alternative is substantially cheaper than the 
first one and usually possesses the same reliability in determining the ranks of 
matrices [5]. The special column compressions at steps 4 and 6 in which 
simultaneously the upper triangular shape of E is preserved can be per- 
formed by using a technique similar to that described in detail in [21]. 
Algorithm 1 can be seen as a simplified variant of a procedure proposed 
in [9] to compute system zeros, applied to the particular system matrix 
[A -  AEIB]. Note however that while Algorithm 1 performs a system 
similarity transformation to separate the uncontrollable part at infinity of a 
descriptor epresentation, the algorithm of [9] performs a pencil similarity 
transformation, which in general cannot be turned into a system similarity 
transformation. 
APPENDIX 2 
Consider the pair (E, A) with E, A ~ R n'", and assume the pencil 
A - )rE is regular. The algorithm given below determines the orthogonal 
transformation matrices Q and Z such that the orthogonally similar matrices 
= QEZ and A = QAZ have the forms 
,[, 
' 0  f2 j, (21) 
where the pair (/~11, All) has only finite generalized eigenvalues and the pair 
(/~22, "~22) has only infinite generalized eigenvalues. 
ALGORITHM 2. 
1. Find orthogonal matrices Q and Z such that 
°ol E 4-- pEZ = 1 , A 4-- QAZ = [A l l  A122 , 
where E~I ~ ~r, r is nonsingular and upper triangular. Set j = 1, n x = n, 
/'1 ~F .  
/ 
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2. Compute the orthogonal matrices Qj and Zj such that 
o oO z 
0 E~J3 "['1) ] }rj+l O0 E(2~l)]}nj--rj}la,j 
[ [A(I~ ) A(lJ2 ) ] A(lJI+ 1 ) eJLa,i~, A~'JZJ = a~ o" A(lJ~ +1) A(lJ3+ l) ] } rj÷, A (,2J; 1) A(~l )  l}n l - r  1 
0 A~I )  J }v'J 
. 
where E~ +l) and A~z +1) are 
EL+ 1) has full column rank• 
Set 
nonsingular and upper triangular, and 
o] [,, o] o1,[,, o] 
E 0 I. _.j A <'- In - -  nj 0 In - -  n j  ' E <-'- In- nj 
o] 01 
Q ~ in -"j Q, Z ~-- Z 0 I n_ n1 
4. If/zj > 0, then nj+ 1 = nj - ~j, rj+ 1 = rj - / z j ,  j <---j + 1, and go to 2; 
else, go to 5. 
5. Find orthogonal matrices U and V such that [A~ +1) A~I ) ]V  = [0 f f '+1 ~ f 
422], where A22 is nonsingular, and Uf[E{Sl ) O]Vf = [Ell El2], where 
E n is nonsingular and upper triangular. Set 
[:, o] o]  12] 
/~= i ._r  j E I._. j  := /~z~ 
A= in_r j A in_n j := z~22 , 
[:, 0] o 1 
Q ~ i ._b Q, z + z 0 In_n1 
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At step 1 a complete orthogonal rank-revealing decomposition of E is 
computed. This can be done using the already mentioned rank-revealing 
techniques, the singular-value decomposition, or the more efficient but 
slightly less reliable rank-revealing QR decomposition [3]. 
The reduction performed at step 2 can be more easily explained if we 
introduce the following notation: /~ = E~ ), A = A~lJl ), B = A~Jz ~, C = A~/,  
and D = A~2 ). The descriptor system (E ,  A ,  B ,C ,  D)  has order rj, and 
n, - rj inputs and outputs. Moreover the matrix E is nonsingular and upper j 
triangular. The reduction is performed _in two steps. First we determine an 
orthogonal W to compress the rows of D so that 
El -- o J l , ,  
where D1 ~ R P~×(nJ-rJ) has full row rank pj = nj - rj - ~j. If ~'j = 0, then 
we set lzj = 0 Q~ = I n , Zj  = I n and we finished. Otherwise, we determine ' J j j - -  i - -  × 
the orthogonal matrices U and V such that C__2V = [0 C22 ], with C22 ~ • ~J ~J 
nonsingular and upper triangular, and UEV further upper triangular. We 
partition the transformed matrices compatibly as follows: 
m 
Notice that Cz2 comes out square and nonsingular because we assumed that 
the pair (E, A) is regular. With the matrices computed above, we can define 
the submatrices computed at step 2 of Algorithm 2 as 
] (22a) 
LOPj×~sj , 
A(lJl + 1) =/~1,  A(J2+ 1) = n l ,  A(J3+ 1) = z~2,  (22b)  
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A(2Jl+ 1) = C l l  ' A(2J; 1) t D1 ] 
= C-12]' A~3+1) = C-22" 
(23) 
The transformation matrices Qj and Zj can be assembled as 
o] 00] 
Algorithm 2 is a more efficient version of computational complexity 
O(n 3) of an algorithm initially proposed by Van Dooren [14]• The reduction 
technique is similar to that used in the recently developed algorithm for 
computing the zeros of descriptor systems [9]. If the algorithm stops at step 
k, then at the end of the algorithm the submatrices E22 and A2~ have the 
following forms: 
0 Ek,k_ 1 "-" Ek,1 / 
- 0 0 ... Ek_l. 1 
E22 = . ' 
0 0 .-. 0 
t~22 = 0 Ak_ l ,k_  1 "'" Ak_ i ,  1 
0 0 "'" A1,1 
where the diagonal matrices Ai, i ~ ~m×g,, i = 1 . . . . .  k, are invertible and 
upper triangular, and the principal superdiagonal matrices Ei+ 1, i ~ R ~,+1 ×~,, 
i = 1 . . . . .  k - 1 have full row rank. This last property can be easily seen by 
observing that at step j + 1 the matrix A~2 + 1) has the structure in (23), 
where D 1 has full row rank p~. The row simultaneously applied to the compression performed on A~2 + 1) is 
matrix E~ + 1) which has the form in (22), 
where Ez2 of order/~j is invertible. Thus the matrix [A~ + 1) E(J+z3 1)] has full 
row rank, and the row compression of A~2 + 1) produces a full-row-rank matrix 
in the last ~-j+ 1 rows of the transformed E~ + 1). By defining /~k+ 1= 0, from 
the structure of the pencil A2~ - A/~22 we have that [13] the pencil A - AE 
has /z i - / z i+  1 infinite elementary divisors of degree i, i = 1 . . . . .  k. 
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Notice that the finite-infinite splitting of the spectrum of the pair (E, A) 
is done without performing any reordering of eigenvalues. Therefore, this 
approach is numerically more robust han techniques based on reordering of 
GRSFs, especially when multiple infinite eigenvalues are present. In such 
cases reordering can easily fail, because due to inherent roundoff errors, 
multiple infinite eigenvalues can become finite ones and thus can lead to 
incorrect splitting. 
By interchanging the roles of E and A, Algorithm 2 can be used to 
separate nonzero and zero eigenvalues of the pair (E, A), revealing simulta- 
neously the Jordan structure of the zero eigenvalue. A dual version of 
Algorithm 2 can be easil, y,derived to perform the infinite-finite splitting, that 
is, the leading pair (E n, A n) in (21) contains the infinite eigenvalues of the 
pair (E, A). 
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