In this paper, we investigate a delayed predator-prey system with Holling IV functional responses and harvesting terms on time scales. By using coincidence degree theory, we establish the existence of at least two positive periodic solutions for the above model.
Introduction
The predator-prey interactions play the most important role in the functioning of ecosystems. There are many different kinds of predator-prey models in the literature (Arditi and Ginzburg, 1989; Berryman, 1992; Ma, 1996; Li, 1993; Fan et al., 2003) . According to different kinds of species on the foundation of experiments, many authors have concentrated on predator-prey systems with Holling IV functional response. For example, Chen and Zeng (2004) In order to unify continuous and discrete analysis, the theory of time scales was introduced by Hilger (1990) . By choosing a time scale, general results can be applied to ordinary differential equations, and by choosing the time scale to the set of integers, they yield similar results for difference equations. So, He et al. (2009) considered the following periodic predator-prey system with a type IV functional response on time scale T: 
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where for i=1,2,and T is an ω-periodic time scale,   t y 1 and   t y 1 stand for the prey's and predator's density at time t, respectively; c,
, and
, n and a are positive constants. By means of coincidence degree theory, they establish the existence of at least two periodic solutions for the above model. Since the exploitation of biological resources and the harvest of population species are commonly practiced in fishery, forestry and wildlife management, the study of population dynamics with harvesting is an important subject in mathematical bioeconomics, which is related to the optimal management of renewable resources (Clark, 1990; Leung, 1995; Trowtman, 1996) . This motivates us to consider the following delayed predator-prey system with harvesting terms and Holling IV functional responses on time scales: 
Where T is an ω-periodic time scale,   t y 1 and   t y 2 stand for the prey's and predator's density at time The purpose of this paper is to obtain sufficient conditions for the existence of at least two periodic solutions to (1.3) by applying the method of coincidence degree. This is the first time that a delayed predator-prey system with a type IV functional response and harvesting terms has been studied by using this method.
Preliminaries
In this section, we shall recall some definitions and state some lemmas which will be used in the later section.
A time scale T is an arbitrary nonempty closed subset of the real numbers, and it inherits the topology from the real numbers with the standard topology. Throughout this paper, the time scale we considered is always assumed to be  -periodic (i.e., T t  implies T t   ) and unbounded above and below. Set
Definition 2.1: [Bohner and Peterson (2001) 
, where  denotes the empty set. A point t is said to be left- 
Definition 2.2:
In this case, c is called the delta derivative of f at T t  , and is denoted by
Definition 2.3: 
is called an antiderivative of
Lemma 2.1: 
The following lemma cited from Agarwal et al. (2001) ; Bohner et al. (2006) which is useful for the proof of our main results of this paper.
Lemma 2.2: Let
For convenience, we denote 
Lemma 2.3: [Gaines and Mawhin (1977) ] Let L be a Fredholm mapping of index zero and let N be
Existence of periodic solutions
In this section, our emphasis is focused on the existence of at least two periodic solutions for (1.3). Before formulate the main result, we first embed our problem into the frame of Lemma 2.3. Set
Then X , Z are Banach spaces endowed with the norm
where X y  , and 
Hence, L is a Fredholm mapping of index zero. Furthermore, the generalized inverse (to 
Then system (1.3) has at least two  -periodic solutions.
Proof: Corresponding to the operator equation
, is a solution of system (3.1) for a certain , there exist
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(3.6) From (3.2) and (3.6) we obtain In view of (3.4), (3.6) and Lemma 2.2, we also have 
(3.13)
Then from (3.12) and (3.13), we have
(3.14)
On the other hand, from (3.2), (3.4), (3.6) and (3.14), we also have With the help of (3.9)-(3.11), (3.13), (3.14) and (3.17)-(3.23), it is not difficult to show that Finally, we will verify that condition (3) 
