Abstract: This paper formulates an unsupervised algorithm for symbolization of signal time series to capture the embedded dynamic behavior. The key idea is to convert time series of the digital signal into a string of (spatially discrete) symbols from which the embedded dynamic information can be extracted in an unsupervised manner (i.e., no requirement for labeling of time series). The main challenges here are: (1) definition of the symbol assignment for the time series; (2) identification of the partitioning segment locations in the signal space of time series; and (3) construction of probabilistic finite-state automata (PFSA) from the symbol strings that contain temporal patterns. The reported work addresses these challenges by maximizing the mutual information measures between symbol strings and PFSA states. The proposed symbolization method has been validated by numerical simulation as well as by experimentation in a laboratory environment. Performance of the proposed algorithm has been compared to that of two commonly used algorithms of time series partitioning.
Introduction
Symbolic time series analysis, as a data interpretation technique, has been studied in the open literature for over a century [1] . The concepts of symbolic dynamics-based analysis have been applied to many research topics such as: communication encoding in information theory by Shannon [2] , information extraction in supervised data-mining by Lin et al. [3] , symbolic time series analysis of experimental data by Daw et al. [4] , anomaly detection and pattern recognition by Ray [5] and Mukherjee and Ray [6] , and Markov decision processes in discrete dynamical systems by Puterman [7] . In such processes, changes in the statistical patterns of dynamic behavior may often occur over a slow time scale with respect to the fast time scale of process dynamics. from this perspective, the concept of two time scales is succinctly presented below.
Definition 1. (Fast Scale)
The fast scale is defined to be a time scale over which the statistical properties of the process dynamics are assumed to remain invariant, i.e., the process is assumed to have statistically stationary dynamics at the fast scale.
Definition 2. (Slow Scale)
The slow scale is defined to be a time scale over which the statistical properties of the process dynamics may gradually evolve, i.e., the process may exhibit statistically non-stationary dynamics at the slow scale.
In view of Definition 1, statistical variations in the internal dynamics of the process are assumed to be negligible at the fast scale. Thus, sensor time series data are acquired based on the assumption of statistical stationarity at the fast scale. In view of Definition 2, an observable non-stationary behavior 1.
Coarse-graining of time series to convert the scalar or vector-valued data into symbol strings, where the symbols are drawn from a (finite) alphabet [8] .
2.
Encoding of probabilistic state machines from the symbol strings [5, 6, 9] .
In this context, information loss is often a concern in symbolization of a continuous time series that is discretized into the corresponding symbol series. This issue has been addressed by Beim Graben [10] in the sense that symbolization can directly improve signal-to-noise ratio (SNR) in noise-contaminated signals. In addition, symbolization makes digital communication and numerical computation more efficient and effective as compared to similar operations with continuous-valued data. Discussions on advantages of working with symbolized data can be found for different applications (e.g., see [5, 6, 11, 12] ).
There are two main tasks in time series symbolization [4, 13] , namely, (i) definition of symbols, and (ii) construction of words (i.e., symbol blocks) that have relevance for information representation [5, 6] . A commonly used approach is to partition the range of time-series data into a finite number of mutually exclusive and exhaustive segments. Each segment is associated with a unique symbol, to which all data points in that segment are mapped accordingly. The choice of the total number of symbols (i.e., alphabet size) may range from 2 to the number of distinct data points in the time series. In ideal (e.g., noise-free) data, more information is retained as the alphabet size is increased; however, the effects of any spurious disturbances (e.g., measurement noise) in the data could be detrimental if the alphabet size is arbitrarily increased [10] . After the symbols are defined, the next task is to determine the (finite-length) symbol blocks, also called words, which represent meaningful temporal patterns. This step is crucial for generating dynamical models from the symbol series that can be used for event prediction [14] . Construction of words is analogous to time-delay embedding in the phase space [15] , where a combination of words may contain "complete" dynamical information of the symbol series. The results, generated from word construction, can be represented as a context tree in a variable-order Markov model [16] , where the symbols in a series with Markov property depend on the previous symbol blocks (i.e., words). Naturally, some words may not exist since they do not appear at all for a given symbol series, and some existing words may not have any significant contribution to the system dynamics. Therefore, instead of investigating all possible words with (or up to) a fixed length, it is desirable to explore the potentially meaningful words with adaptive and individual length increments to achieve variable embedding [14] .
Several researchers (e.g., Sarkar et al. [13] ) have shown that both alphabet size and partitioning map would influence preservation of the original information in the generated symbol series; therefore, the choice of both the number of symbols and partitioning locations are crucial for subsequent signal analysis. To appropriately choose partitioning locations in the time series generated by a dynamical system with unknown noise, several ad hoc methods have been reported in the literature. For example, Rajagopalan and Ray [9] investigated two partitioning schemes, namely, maximum entropy partitioning (MEP) (which is based on equal frequency of symbol occurrence) and uniform space partitioning (USP) (which is based on equal partitioning segment width) for one-dimensional data. Ahmed et al. [17] investigated a data discretization technique called frequency dynamic interval class (FDIC), which is based on the data statistical frequency measure and k-nearest neighbor (kNN) algorithm [18] . To obtain "optimal" partitioning locations, Shannon entropy measure [2] has been used by researchers to maximize the dynamic information level in the symbol series. For example, Lehrman et al. [19] defined an entropy measure of information contents in the symbol series and maximized it by an optimization process based on the number of symbols and locations of partitions. Mörchen et al. [20] proposed an unsupervised discretization algorithm based on the Kullback-Leibler divergence [21] between the marginal and self-transition probability distribution of the symbol series. Other studies have been reported to address word construction with variable embedding. For example, Kennel and Mees [14] , motivated by the minimum description length (MDL) principle [22] and context tree weighting (CTW) algorithm [23] , constructed a compact and robust context-tree predictive model via a finite-state automaton with probabilistic emission probabilities. Mukherjee and Ray [6] proposed a state splitting (i.e., increment of word length) and merging (i.e., decrement of word length) algorithm by minimizing the conditional entropy measures between symbols and potential words in the symbolic series.
To the best of the authors' knowledge, a majority of symbolic time series analysis approaches reported in literature treat symbol definition and word selection as two separate tasks. In contrast, the current paper proposes an algorithm that chooses the symbols and words simultaneously in an unsupervised way by maximizing their mutual information measures. In this procedure, a set of potential partitioning boundary locations is assumed as an initial condition; then, more segments are iteratively created in the existing partition to accommodate an additional symbol in the alphabet. For each potential partition location, the corresponding word set is obtained by maximizing the mutual information measure between the respective symbol and the word. The potential partitioning boundary location with the highest mutual information is chosen and added to the existing partition. Based on a stopping rule, new symbols are added until the mutual information stops increasing.
The proposed method has been validated by numerical simulation as well as by experimentation in a laboratory environment, and its performance has been compared with those of several commonly used methods of signal discretization. In the context of dynamic data-driven application systems [24] , major contributions of the work reported in this paper are delineated below:
• Unsupervised symbolization of time series: Simultaneous selection of symbols and words based on information-theoretic measures.
• Word selection for a given symbolic series: Adaptive variable embedding based on the mutual information between symbols and potential words.
•
Determination of symbol alphabet size: Prevention of excessive symbolization for information extraction.
Validation on both simulation and experimental data: Demonstration of performance robustness with presence of added zero-mean Gaussian noise and background noise of varying environment.
The rest of the paper is organized as follows. Section 2 presents the underlying mathematical concepts and principles applied in this paper. Section 3 formulates the time series symbolization problem in the framework of information-theoretic Markov modeling. Section 4 elaborates the technical approach of unsupervised time series symbolization adopted in this paper. Section 5 validates the proposed concepts on a number of artificial and realistic experimental data sets by comparison with two commonly used methods of time series partitioning. Section 6 concludes the paper along with recommendations for future research.
Mathematical Preliminaries
This section presents the basic concepts and principles in finite automata and information theory, which are applied in this paper for time series symbolization. The details of proofs can be found in Chapters 1, 2 and 6 of Lind and Marcus [8] as well as in [25, 26] . Remark 1. The above structure of PFSA allows a rich library of possible words with a small alphabet. For example, if the alphabet Σ = {0, 1} and the maximum length of each word is 3, then one may have a mixture of words from length 1 to 3 such as, 0, 10, 110, and 111. More elaborate examples are given by Mukherjee and Ray [6] .
A special class of PFSA is now introduced, which is called D-Markov machine. This class of models has a simple algebraic structure and is computationally efficient for construction and implementation. [5, 6] ). Let S = {. . . s 1 s 2 s 3 . . . } be a discrete symbol string that is assumed to be a statistically stationary stochastic process. The probability of occurrence of a new symbol depends only on the most recent D consecutive symbols, where D is a positive integer, i.e., 
Definition 5 (D-Markov Machine
p[s k | · · · s k−D · · · s k−1 ] = p[s k | s k−D · · · s k−1 ](1
3.
δ : Q × Σ → Q is the state transition mapping. It is noted that the PFSA structure is built on S and thus, the transition map explains the same symbol string; 4.
Π : Q × Σ → [0, 1] is the morph matrix of size |Q| × |Σ|; the ij-th element Π(q i , σ j ) of Π denotes the probability of finding the symbol σ j at next time step while making a transition from the state q i .
Thus, the symbol string is compressed as a PFSA by approximating the states by words of finite length from the symbol sequence. The PFSA induces a Markov chain of finite order where the parameters of the Markov chain, i.e., the stochastic matrix is estimated from data by following a maximum a priori probability (MAP) approach under the assumptions of sufficiently long data [6] . Once the parameters are estimated, they are used as a temporal representation for the underlying data, which can be used for different machine learning applications (e.g., pattern matching and clustering) [18] .
Information Theory
Definition 6 (Shannon Entropy [29] ). The Shannon entropy H of a discrete random variable X with possible values {x 1 , x 2 , . . . , x n } and probability mass function p X is defined as:
The Shannon entropy of X describes the uncertainty or unpredictability of the information content in X. The base of the logarithm used in this paper for entropy calculation is Euler's number (i.e., the number e). [29] ). The conditional entropy of the random variable Y given a random variable X is defined as:
Definition 7 (Conditional Entropy
where P Y|X (y|x) is the conditional probability of y ∈ Y given that x ∈ X is observed. [29] ). Formally, the mutual information of two discrete random variables X and Y is defined as:
Definition 8 (Mutual Information
The mutual information is a measure of the mutual dependence between two random variables and it can be equivalently expressed as:
Distance Measurement for Symbol Sequences
Definition 9 (Hamming Distance).
. . y L } be two symbol strings of the same (finite) length L. Then, the (scalar) Hamming distance between these two symbol strings is defined as:
where
Definition 10 (Average Linkage). Let C r and C s be two clusters, each of which contains at least one symbol string and all symbol strings therein have the same length. Let n r be the number of symbol strings in cluster C r , and let S ri and S rj be the i-th and j-th symbol strings, respectively, in the cluster C r . Then the average linkage D a (C r , C s ), which uses the average distance between all pairs of objects in any two clusters, is defined as:
Problem Statement
This section formulates the problem of time series symbolization in the framework of information-theoretic Markov modeling. There are three basic problems of interest that must be solved to extract the embedded temporal behavior in the (possibly processed) time series signal under consideration. These three problems are delineated below:
• Problem#1: Determination of the alphabet size |Σ|, which is the number of symbols in the alphabet Σ, for representation of the time series as a string of symbols.
• Problem#2: Identification of the partitioning boundary locations, P, which quantizes the signal space into a finite number of mutually exclusive and exhaustive regions. Each region is associated with a unique symbol, to which the time series signal in that region is mapped.
• Problem#3: Identification of the state set Q, which consists of meaningful (i.e., relevant) symbol patterns that could reduce the uncertainty of the temporal transition in the symbol sequence [10] .
Problem #1 and Problem #2 together define the symbol assignment in a time series. The procedure of time series symbolization is elucidated by an example in Figure 1 . While systematic suboptimal procedures for alphabet size selection has been reported in literature (e.g., [13] ), the alphabet size in the example of Figure 1 is selected ad-hoc and is application-dependent. This practice is often followed because the computation complexity of the symbolic time series is approximately proportional to the alphabet size, while the information gain for an increase in alphabet size is not. In this context, the information gain is measured by the Shannon entropy excess, which is defined as a measure of the increment in maximum Shannon entropy value of n symbols from (n − 1) symbols. An example of time series symbolization: First, a single partition boundary is applied to the original time series; then, each signal is mapped to the symbol which is associated to the region; finally, the state is generated by combining symbol blocks. [30] ). The Shannon entropy excess h(n) for n symbols is the increment in maximum uncertainty as the new symbol is added to the existing n symbols in the alphabet.
Definition 11 (Shannon Entropy Excess
where H max (n) = − ∑ n k=1 1 n log 1 n = log n is defined by the uniform distribution of the symbols to achieve the maximum uncertainty, and H max (1) 0. Figure 2 depicts the profiles of maximum Shannon entropy and entropy excess as functions of the alphabet size |Σ|. As |Σ| is increased, the Shannon entropy excess is decreased. So, it is logical to make a trade-off between the computational complexity and the information loss when determining the alphabet size during time series symbolization [6] . Once the alphabet size is determined, the next step is identification of partitioning boundary locations. The objective here is to obtain a symbol sequence that will retain temporal transition behavior embedded in the time series signal. As mentioned earlier in Section 1, a generating partition would be desirable from the perspectives of information retention; however, the necessary conditions for existence of a generating partition include: a noise-free and infinitely long time series, which cannot be guranteed in real-life situations. It is noted that there exist a few ad-hoc unsupervised algorithms that can generate partitioning boundary locations for a given (one-dimensional) finite length time series in special cases (e.g., (one-dimensional) logistic map).
Rajagopalan et al. [9] have reported a maximum entropy partitioning (MEP) algorithm (also known as equal frequency partition), where the key idea is to uniformly distribute the occurrence probability of each symbol in the generated symbol sequence such that the information-rich regions of the time series are partitioned finer and those with sparse information are partitioned coarser. In general, Shannon entropy of a (finite) symbol sequence is approximately expressed as:
where p k is the probability of occurrence of the symbol σ k . Algorithm 1 explains the procedure of maximum entropy partitioning (MEP), which has been used in this paper; the entropy of the symbol sequence is maximized because p k ≈ 1 |Σ| ∀k. The next task is to discover the temporal patterns from the generated symbol sequence, where the PFSA states are identified by selecting relevant strings of symbols in a temporal order. There are two basic criteria to evaluate the significance of a possible symbol block with a finite length D:
The frequency of the symbol block occurring in the symbol sequence.
• Crterion#2: Influence of the symbol block on the next observed symbol in temporal order.
If a certain symbol block appears frequently in the symbol sequence while the distribution of the symbol observed next to it is statistically relevant (e.g., not randomly occurring), then the symbol block is qualified to be a state. It is noted that the relevant symbol blocks for a given symbol sequence may not be of equal length. Mukherjee and Ray [6] proposed a state splitting and merging algorithm to identify states with different lengths by making use of an information-theoretic measure between states and symbols in terms of the conditional entropy.
Algorithm 1 Maximum Entropy Partitioning
Require: Finite-length time series X and alphabet size |Σ|. Ensure: Partition position vector P ∈ R |Σ|+1 1: Sort the time series X in the ascending order; 2: Let K=length(X), which is the length of the time series; 3: Assign P(1) = X(1), i.e., the minimum element of X 4: for i=2 to |Σ| do 5:
: end for 7: Assign P(|Σ| + 1) = X(K), i.e., the maximum element of X Definition 12 (Conditional entropy on a single state). The conditional entropy of the symbol alphabet Σ conditioned on a single state q ∈ Q is defined as:
where p(σ|q) is the conditional probability of a symbol σ ∈ Σ given that a state (i.e., a relevant symbol block) q has been observed.
Definition 13 (Conditional entropy on a state set).
The conditional entropy of the symbol alphabet Σ on a state set Q is defined as:
Mukherjee and Ray [6] have claimed that lower is the conditional entropy, more predictable is the next observed symbol conditioned on the current state. As conditional entropy approaches 0, the next observed symbol tends to be deterministic.
To the best of authors' knowledge, most publications in the open literature have treated these questions separately as examples mentioned above. In the next section, an unsupervised algorithm is presented, which addresses these basic issues in time series symbolization within a unified information-theoretic framework.
Technical Approach
This section proposes an unsupervised algorithm of time series symbolization (i.e., with no requirement for labeling of time series), based on information-theoretic Markov modeling of time series. The symbolization process identifies a partitioning vector P that maximizes the mutual information between the symbols in Σ and the states in Q as:
In Equation (12) , the mutual information I(Σ, Q) consists of two terms, where the first term is the entropy of the symbols in Σ and the second term is the conditional entropy of the symbols in Σ given the states in Q. It is noted that the symbol alphabet Σ is completely characterized by its cardinality |Σ| (i.e., the number of symbols in Σ) and vector P of partitioning locations that form boundaries of the partitioning segments in the alphabet construction. Therefore, I(Σ, Q) in Equation (12) is equivalently expressed as I(|Σ|, P, Q). Referring to the three problems in Section 3, the symbolization task is formulated as the following optimization problem:
{|Σ| opt , P opt , Q opt } = argmax |Σ|,P,Q I(|Σ|, P, Q) (13) In general, the above optimization problem is non-convex and NP-hard. Therefore, a greedy search strategy has been adopted in this paper, which consists of the following three subtasks:
• Subtask 1: Identification of the state set Q that maximizes the mutual information I(|Σ|, P, Q) via variable Markov Modeling for any given alphabet size |Σ| and partitioning location vector P. • Subtask 2: Identification of the partitioning location vector P among a pre-defined candidate set, which maximizes the mutual information I(|Σ|, P, Q) for any given alphabet size |Σ|, while the state set Q is obtained from Subtask 1 for each individual candidate.
• Subtask 3: Identification of the alphabet size |Σ|, which maximizes the mutual information I(|Σ|, P, Q), while the state set Q and the partitioning location vector P are obtained from Subtask 1 and Subtask 2, respectively, for each choice of alphabet size |Σ|.
In Subtask 1, the entropy of symbol emission probability for each state is computed as the conditional entropy H(Σ|Q) between symbols and states. In Subtask 2, the partitioning locations are chosen from a pre-defined candidate set, based on the maximum entropy partitioning (MEP) of the given time series. In Subtask 3, the alphabet size |Σ| is recursively increased until the resulting increment of computed mutual information is not significant based on a predefined threshold. A quantitative demonstration of real-time execution of the proposed method is a topic of future research as stated in Section 6.
Remark 2.
Although the above three-stage method does not exactly represent the optimization problem as stated in Equation (13), these three modifications (with appropriately chosen thresholds) are expected to reduce the computational cost in the proposed method at the expense of (moderately) increased optimality loss. Potentially, the proposed iterative process is guaranteed to reach truly "global" optima, but instead may settle on "local" optima in some cases. This is a potential cost required to achieve results from the 3D search within a reasonable length of time. The rationale for this approximation is that the computational cost of greedy search in a 3-D space could be too large to be acceptable for real-time implementation. Figure 3 depicts the relationship and dependence among the three subtasks 1, 2 and 3, where mutual information I(|Σ|, P, Q) is maximized at different stages of the the proposed greedy search algorithm. Subtask 1 identifies the state set Q (see Algorithm 2) for a given alphabet Σ, i.e., specified alphabet size |Σ| and partitioning location vector P. Then, Subtask 2 identifies the partitioning location vector P (see Algorithm 3) with the state set Q identified in Subtask 1 and a specified alphabet size |Σ|. Finally, Subtask 3 is solved for different choices of alphabet size |Σ| with the identified state set Q and partitioning location vector P. Further details of these subtasks follow. 
for i=1 to |Q| do • n is the size of alphabet at each iteration; • P n c = P n−1 LO {c} is the partitioning locations which contains the candidate c, and P n−1 LO is the locally optimal partitioning locations obtained from last iteration; • Q c LO is the state set that achieves maximum mutual information for P n c which is obtained from Subtask 1.
5:
The specific partitioning location c n , corresponding to the the maximum mutual information P LO (n), is removed from C and is included in the set of selected partitioning locations to construct the locally optimal P LO . 6 : end for
Subtask 1: Determine the State Set
For a given symbol sequence {s 1 s 2 . . . s N } over the alphabet Σ (i.e., alphabet size |Σ| and partitioning location vector P), the locally optimal state set Q LO is obtained by maximizing the mutual information. Since the symbol entropy H(Σ) is independent of the choice of states, which is carried out by minimizing the conditional entropy H(Σ|Q):
Identification of the state set starts off with the simplest set of states (i.e., Q = Σ) and subsequently splitting the current state results in the largest decrease of the conditional entropy. The process of splitting a state q ∈ Q is executed by replacing the symbol block for q by its branches given by the set {sq : s ∈ Σ}. Then, the maximum reduction of the conditional entropy of the PFSA M is the governing criterion for selecting the state to split. Figure 4 depicts an example to clarify the concept, based on the following two criteria in state splitting:
• Threshold for occurrence probability ε p , indicating whether a state has relevant statistical information or not.
• Threshold for conditional entropy reduction ε q that determines whether states of longer memory is necessary or not. Figure 4 . An example of state splitting with alphabet Σ = {σ 1 , σ 2 , σ 3 }. The state q is first split as {σ 1 q, σ 2 q, σ 3 q}. The new state σ 2 q is not further split, because its occurrence probability p(σ 2 q) is less than the threshold ε p . The new state σ 3 q is not further split because the sum of conditional entropy of generated states {σ 1 σ 3 q, σ 2 σ 3 q, σ 3 σ 3 q} is not significantly reduced compared to that of state σ 3 q. The state σ 1 q is split as both criteria are satisfied. States after splitting are {σ 1 σ 1 q, σ 2 σ 1 q, σ 3 σ 1 q, σ 2 q, σ 3 q}.
As a result, not all the states are split and a variable-structure PFSA is created. State splitting for inferring the PFSA is delineated as Algorithm 2. The parameters of the Markov model are estimated using maximum a posteriori (MAP) rule with uniform prior. Let N(σ j |q i ) denote the number of times that a symbol σ j is generated in S 2 when the state q i as the symbol string is observed in the PFSA M. The maximum a posteriori probability (MAP) estimate of the emission probability of the symbols σ ∈ Σ conditioned on q i ∈ Q is estimated by frequency counting [6] as follows.
The rationale for initializing each element of the count matrix N to 1 in Equation (15) is that if no event is generated at a state q ∈ Q, then there should be no preference to any particular symbol and it is logical to havep(σ|q) = 1 |Σ| ∀σ ∈ Σ, i.e., the uniform distribution of event generation at the state q. The above procedure guarantees that the PFSA, constructed from a (finite-length) symbol string, must have an (elementwise) strictly positive morph map Π in Definition 4.
Subtask 2: Identification of Partitioning Locations
The partitioning location vector P is identified as a sequential selection process. First, a collection of candidate partitioning locations c i 's is obtained as C = {c 1 , c 2 , . . . , c m } by maximum entropy partitioning (MEP) on the time series (see Algorithm 1). The total number m of candidate partitioning locations is pre-defined and should be a significantly large number (e.g., 10 2 ∼10 3 ) that depends on parameters such as the length of time series, computational capability, and the accuracy specification. In each iteration of the algorithm, the maximum mutual information is computed based on the candidate partitioning locations from C. The specific partitioning location c i , corresponding to the the maximum mutual information, is removed from C and is included in the set of selected partitioning locations to construct the locally optimal P LO . This process is repeated until the desired alphabet size is achieved. The details of the algorithm for selection of partitioning locations are presented in Algorithm 3.
Subtask 3: Determine the Alphabet Size
The locally optimal alphabet size |Σ| LO is obtained by recursively evaluating the maximum mutual information increment from alphabet size (n − 1) to n. As stated earlier in Section 4, this evaluation is conducted along with increasing alphabet size until there is no significant increment in the maximum mutual information. For the purpose of implementation, a threshold parameter ε |Σ| > 0 is pre-defined to make the numerical computation more efficient while maintaining the performance of partitioning:
|Σ| LO = argmin n n :
where I n, P n LO , Q n LO is the maximum mutual information for alphabet size of |Σ| = n along with the pair of partitioning location vector P n LO and the corresponding locally optimal state set Q n LO .
Performance Validation
In general, evaluation of an unsupervised algorithm is difficult due to lack of the ground truth. This paper evaluates the performance of the proposed time series symbolization algorithm in terms of temporal behavior based on extensive data from the following two sources:
1.
Numerical simulation of a PFSA model.
2.
Laboratory-scale experiments on a local passive infrared sensor network for target detection under dynamic environment.
Since there exists no specific formula to analytically derive numerical values of the three threshold parameters, ε |Σ| , ε p and ε q , they are initially chosen as ε |Σ| = 1, ε p = 0 and ε q = 1. Then, each threshold is individually fine-tuned to enhance the speed of numerical computation provided that these modifications do not significantly affect the expected results; this step is user-dependent. Quantitative evaluation of these threshold parameters is listed as a topic of future research in Section 6.
Following are the values of the parameters in the algorithms of the performance evaluation procedure for the data set used in this paper. It is noted that the values of those thresholds may vary for different data sets.
•
The threshold for alphabet size selection ε |Σ| = 1.1 in Equation (16).
•
The threshold of occurrence probability ε p = 0.05 for state splitting in Algorithm 2.
The threshold of conditional entropy reduction ε q = 0.85 for state splitting in Algorithm 2.
Numerical Simulation
Similar to the example in [6] , the PFSA K in Figure 5 is a variation of the even shift machine with three symbols, i.e., Σ = {a, b, c}, which is not a shift of finite type [8, 31] , because the minimal set of forbidden words has a subset {ab (2k − 1) a, ac (2k − 1) a}, k ∈ N, which does not have a finite cardinality. A symbol string, generated from the PFSA K, is converted into a time series of real numbers by assigning uniform distribution to each symbol over the corresponding partitioning segment. Having 30 partitioning regions as the initial guess, the time series is segmented by 29 boundary locations as seen in Figure 6 that depicts the 29 candidate locations generated by the MEP algorithm. These locations are further tuned by the proposed symbolization algorithm. Figure 7 depicts three consecutive iterations in the selection of partitioning locations via maximization of mutual information at each iteration. At the first iteration, the maximum mutual information is attained at the 19th location with a value of 0.1186 at depth D = 3. The maximum mutual information at D = 2 for the same location is numerically very close to that at D = 3. After the 19th location is selected in the first iteration, the remaining 28 locations are analyzed in the second iteration with alphabet size of |Σ| = 3. At this stage, the values of maximum mutual information at D = 2 and D = 3 are very close to each other for each location, which are significantly larger than the corresponding values at D = 1. The maximum mutual information at 10th location is found to be 0.1932, which is ∼ 164% improvement of mutual information measurement compared to that for |Σ| = 2. Finally, at the third iteration with |Σ| = 4, the maximum mutual information is 0.1866, which is smaller than that at |Σ| = 3; this is possibly due to finite length of the time series. Therefore the alphabet size which achieves the maximum mutual information value is |Σ| = 3 and the resulting partition is obtained as P opt = [−0.21 1.03 2.02 3.18]. Comparing it with the distribution assignment to each symbol, the selected partition correctly captures the temporal transition pattern from the generating process. Table 1 presents probabilities of states and conditional emission probabilities of symbol emission, generated from the state splitting algorithm, where the top row consists of the three symbols a, b, and c; the first column from left represents the set of states; and the second column represents the respective state probabilities that sum to 1. The remaining three columns in Table 1 represent the probabilities of the respective symbols a, b, and c, conditioned on the individual states, which determine the symbol emission rule in the PFSA model.
As seen in Table 1 , the three states a, bb, and cc have relatively high probabilities that are highlighted in bold in the second column. Conditioned on the state ab, the symbol b has a large emission probability of 0.8690, which is highlighted in bold; a similar situation arises for symbol c conditioned on the state ac. 
Experimental Validation in a Laboratory Environment
This subsection presents laboratory experimentation to demonstrate the efficacy of the proposed method for reliable (e.g., with low false-alarm rates) detection of a target in uncertain and dynamic environments [32] . Figure 8 depicts the layout of the laboratory apparatus, where a network is configured as a ring of nine TCRT5000 TM infrared sensors and a computer-instrumented & computer-controlled Khepera III mobile robot (version 2.1) [33] that serves as a single moving target; details of the collected time-series data characteristics are reported in [32] . In these experiments, the dynamic environment and the associated environmental disturbances are emulated as variations in the daylight intensities on partially cloudy days. As seen in Figure 8 , the local-area sensor network is placed at the center of a square room in which only one wall has open windows that are exposed to the sun. For a more detailed description of the laboratory facility, the reader is referred to the website http://nrsl.mne.psu.edu of Networked Robotic Systems Laboratory (NRSL) at Penn State.
All experiments have been conducted during days under partially cloudy conditions, where the sunlight is intermittently blocked by clouds. During the experiments, the moving target travels at a constant speed in straight lines between the sensor network and the ambient light source, as illustrated in Figure 8 . The infrared sensors are oriented toward the moving target and are subjected to disturbances when the target is moving in and out, which causes intermittent blocking of the ambient light source. Due to the orientation of sensors, effects of the environment are different for individual sensors. Sensors that face the windows (i.e., the ambient light source) would have different levels of reading when compared with the rest of the sensors. When the target (i.e., the Khepera III mobile robot) is moving in, ambient light sources are partially blocked for some of the sensors, which increases their readings temporarily. Changes in the ambient light affect the moving target as the readings of some of the sensors fluctuate more significantly. 
Data Collection
The experiments make use of measurements of the ambient light, and the performance of environmental surveillance is inherently dependent on the maximum sensor updating rates. The update time between measurements of all 9 sensors is 33 ms. During this 33 ms interval, the 9 sensors are read in a sequential way at every 3 ms. In this experimental apparatus, the central workstation is linked with sensor nodes via Bluetooth TM . After receiving each new measurement, the station converts and stores the sensor readings before collecting new data. Due to processing and communication delays, the average interval between two consecutive readings is ∼65.3 ms with standard deviation of 5.2 ms, which makes the average updating frequency as ∼18.5 Hz with standard deviation of ∼2.9 Hz. Figure 8 depicts layout of the experimentation. The sensor network is placed at the center of a square room in which only one wall has open windows that are exposed to the sun. All experiments have been conducted during days under partially cloudy conditions, where the sunlight is intermittently blocked by clouds. Due to the orientation of sensors, the effects of the environment are different for those of the individual sensors. Sensors which are facing the windows (i.e., the ambient light source) would have different levels of reading when compared with the rest of the sensors. Changes in the ambient light affect the moving target as the readings of some of the sensors fluctuate more significantly.
Consensus Partitioning among Multiple Time Series
To overcome the different environmental impacts (i.e., noise level) to different sensors, we proposed a consensus partition position selection algorithm for multiple time series based on the Algorithm 3. During the sequential selection of partitioning portions, the criterion for selection of partitioning locations is revised to choose the candidate that maximizes the average mutual information over the ensemble of time series. The only information needed to be exchanged at each iteration is the candidate index and the corresponding values of maximum mutual information. The detailed procedure for consensus partition is described in Algorithm 4.
Algorithm 4 Consensus Partition Position Selection for Multiple Time Series
Require: Multiple time series X 1 , . . . X L , Alphabet size |Σ|, and number m of candidates for a partitioning position. Ensure: Partition position vector P OL ∈ R |Σ|+1 and the average maximum mutual information among all time series for the given alphabet size |Σ|. 1: Create a set of candidate partitioning locations C k = {c 1 k , . . . , c m k } via MEP (Algorithm 1) for k-th time series. 2: for n=2 to |Σ| do 3:
• I k is the mutual information calculated from k-th time series; • P k i is the partition position vector which contains the i-th candidate (i.e., c i k ) in the candidate set C k for k-th time series; • Q i LO is the locally optimal state set that achieves maximum mutual information for P k i for k-th time series which is obtained from Subtask 1.
4:
The specific partitioning locations c i k , corresponding to the the maximum mutual information P n LO , are removed from C k for each time series and is included in the set of selected partitioning locations to construct the optimal P. 5: end for
Results
The results are presented for 50 experiments. For each experiment, the nine sensors in Figure 8 record synchronized data for about 65 s with a sampling rate of ∼18.5 Hz.
Since the orientation and location of sensors are diverse in the individual experiments, the time series from each sensor varies relative to each other, even for sensors under the same dynamic environment. Figure 9 presents an example of the partitioning results for sensors 1, 2, and 3 at one experiment event. In this case, three sensors have different noise-impact levels from the environment. Besides the proposed maximum mutual information partition (MMIP), the partitioning performance has been compared with two other methods: maximum entropy partitioning (MEP) and uniform space partitioning (USP).
For each experiment, the overall Hamming distance among all 9 sensors is calculated as the criterion of evaluating the partitioning performance. Similarities among symbol strings from different sensors reflect the nature of underlying environmental events. Although each sensor has different location and orientation, the dynamic patterns embedded in the symbol strings are lumped together as if there is only one type of environmental noise (i.e., in the absence of a moving target). If there is a moving target in the vicinity, the challenge is to discriminate the signal characteristics from those in the absence of a target. To address this issue, a binary-tree agglomerative hierarchical clustering algorithm is adopted in this paper. The distance between two symbol strings is measured by the Hamming distance defined in Equation (6) , and the distance between two clusters of symbol strings is measured by the cluster distance defined in Equation (7) . The choice of the alphabet size is obtained by Subtask 1 of the proposed method. Then, the same alphabet size is used in other partitioning algorithms. Figure 10 depicts the average maximum mutual information over nine sensors for different choices of the alphabet size |Σ|. The ratio of maximum mutual information for |Σ| = 4 and |Σ| = 5 is approximately 0.74/0.77 ≈ 0.96, which is greater than the predefined threshold 0f 0.95; therefore |Σ| = 4 is chosen as the selected alphabet size; this is indicated by the red fill-in of a little square in Figure 10 . The maximum Hamming distance among all nine sensors for the proposed unsupervised symbolization algorithm is 0.217, that for the maximum entropy partitioning (MEP) algorithm is 0.489, which is more than twice the distance compared to the proposed method. For the uniform space partitioning (USP) algorithm, the corresponding Hamming distance is 0.566, which is the largest among the three partitioning algorithms. That is, the proposed symbolization method achieves the smallest Hamming distance based on the symbol strings generated under different environmental impacts. The symbolization algorithm produces a small alphabet size |Σ| as a result. Among the 50 experiments with (no target) environmental dynamic noise, there are 9 cases with |Σ| = 3, 39 cases with |Σ| = 4, and 2 cases with |Σ| = 5. The average Hamming distance among all 9 sensors for the proposed algorithm is 0.40, compared to 0.53 for MEP and 0.57 for USP. On the other hand, as for the 50 experiments with target being present, there are 18 cases with |Σ| = 3, 26 cases with |Σ| = 4, and 6 cases with |Σ| = 5. The average Hamming distance among all 9 sensors for the proposed algorithm is 0.96, compared to 0.89 for MEP and 0.72 for USP. It shows that the proposed algorithm significantly reduces the difference of performance among generated symbol sequences from sensor time series under different conditions. In addition, the ratio of average Hamming distance between target signal and dynamic environmental noise of the proposed method is significantly higher as compared to the other two methods, namely, MEP and USP. Thus, the dominant temporal pattern of environment, dynamics embedded in different time series, is magnified.
Conclusions and Future Work

6.
Comparative evaluation: Extensive investigation to further evaluate the proposed method for comparison with other reported work on symbolization of time series (e.g., Symbolic Aggregate approXimation (SAX) [35] ).
