Abstract-We develop a predictor-feedback control design for multi-input nonlinear systems with distinct input delays, of arbitrary length, in each individual input channel. Due to the fact that different input signals reach the plant at different time instants, the key design challenge, which we resolve, is the construction of the predictors of the plant's state over distinct prediction horizons such that the corresponding input delays are compensated. Global asymptotic stability of the closed-loop system is established by constructing a Lyapunov functional.
I. INTRODUCTION
a) Background and Motivation: Despite the recent outburst in the development of predictor-based control laws for nonlinear systems with input delays [5] , [7] , [8] , [9] , [10] , [12] , [13] , [14] , [15] , [21] , [22] , [23] , [24] , [25] , [28] , [29] , [30] , [34] , [35] , [36] , [37] , the problem of the systematic predictor-feedback stabilization of multi-input nonlinear systems with, potentially different, in each individual input channel, long input delays, has remained, heretofore, untackled, although the problem was solved in the linear case in the early 1980s [4] (see also [33] ). In this article, we address the problem of stabilization of multi-input nonlinear systems with distinct input delays of arbitrary length and develop a nonlinear version of the prediction-based control laws developed in [4] and recently in [41] for the compensation of input delays in multi-input linear systems.
Besides the unavailability of a systematic predictorfeedback design methodology for multi-input nonlinear systems with long input delays, the real motivation for this article comes from applications. Such systems serve as models for the dynamics of traffic [38] , teleoperators [20] and robotic manipulators [2] , [17] , motors [27] , multi-agent systems [1] , [32] , autonomous ground vehicles [31] , unmanned aerial vehicles [19] and planar vertical take-off and landing aircrafts [18] , and the human musculoskeletal system in applications such as neuromuscular electrical stimulation [25] , [39] , to name only a few. Motivated by the negative effects of input delays on the stability and performance of such control systems, in this article we present control designs that achieve delay compensation. b) Contributions: We introduce a predictor-feedback control design for the compensation of long input delays in multi-input nonlinear systems. Since each individual input channel might induce a different delay the predictors of the plant's state are constructed recursively starting from the predictor that corresponds to the smallest input delay all the way through to the predictor that corresponds to the largest input delay. Specifically, at each step, the predictor, over the prediction horizon that corresponds to the current's step input delay, is constructed by actually predicting, over the appropriate prediction window, the future values of the predictor constructed at the previous step.
We conduct the stability analysis of the closed-loop system, under the developed predictor-feedback control law, via the construction of a Lyapunov functional. The construction is enabled by the introduction of novel backstepping transformations of the actuator states, which are based on an equivalent, PDE representation of the constructed predictor states. c) Organization: We start in Section II with the introduction to the problem of predictor-feedback stabilization of multi-input nonlinear systems and develop the predictorfeedback control laws. In Section III we prove global asymptotic stability of the closed-loop system under predictorfeedback by constructing a Lyapunov functional.
Notation: We use the common definition of class K, K ∞ and KL functions from [26] . For an n-vector, the norm | · | denotes the usual Euclidean norm. For a function u : [0, D]×R + → R we denote by u(t) ∞ its spatial supremum norm, i.e., u(t) ∞ = sup x∈[0,D] |u(x, t)|. For any c > 0, we denote the spatially weighted supremum norm of u
We denote by C j (A; E) the space of functions that take values in E and have continuous derivatives of order j on A.
II. MULTI-INPUT NONLINEAR SYSTEMS WITH DISTINCT DELAYS AND PREDICTOR-FEEDBACK CONTROL DESIGN
We consider the following system (see Fig. 1 )
where
is a locally Lipschitz vector field that satisfies f (0, 0, . . . , 0) = 0. The predictor feedback controllers are defined by
where κ i : R n → R, i = 1, . . . , m, are continuously differentiable feedback laws with κ i (0) = 0, i = 1, . . . , m, and, P i are the D i -time units ahead predictors of X, for all i = 1, . . . , m. Defining D ji = D j − D i , for all i ≤ j ≤ m, the predictors are given by (5) with initial conditions for the integral equations (3)-(5)
We show that P i , for all i = 1, . . . , m, are the D i -time units ahead predictors of X by induction. In order to better understand the general induction step we provide two initial steps. We show first that P 1 and P 2 are the D 1 -and D 2 -time units ahead predictors of X, respectively.
Step 1: We perform the change of variables
Integrating (9) from θ = t−D 1 to θ = t and using definition P 1 (θ) = X(θ + D 1 ) we get (3). Integrating (9) from θ = −D 1 to any θ ≤ 0 and using definition
we get (6).
Step 2: Performing the change of variables θ = s + D 21 , for all s ≥ −D 21 , in (9) and defining P 2 (s) = P 1 (s+D 21 
where we also used the fact that
to s = t and using definition P 2 (s) = P 1 (s + D 21 ), for all s ≥ −D 21 , we arrive at (4). Integrating (10) from θ = −D 21 to any θ ≤ 0 and using definition P 2 (−D 21 ) = P 1 (0) we get (7).
Step j: Assume now that the D j -time units ahead predictor of X, namely P j , satisfies the following ODE in r
Performing the change of variables r = h + D j+1j , for all h ≥ −D j+1j , in (11) and defining
to h = t and from h = −D j+1j to any h ≤ 0, and using definition
we conclude that indeed the D i -time units ahead predictors of X, for all i = 1, . . . , m, are given by (3)- (5) with initial conditions (6)- (8).
III. LYAPUNOV-BASED STABILITY ANALYSIS UNDER PREDICTOR FEEDBACK
Assumption 1: The systemẊ = f (X, ω 1 , . . . , ω m ) is strongly forward complete with respect to ω = (ω 1 , . . . , ω m )
T .
Assumption 2:
The systemẊ = f (X, ω 1 + κ 1 (X), . . . , ω m + κ m (X)) is input-to-state stable with respect to ω = (ω 1 , . . . , ω m )
Assumption 3:
The systemsẊ = g j (X, ω j+1 , . . . , ω m ), for all j = 1, . . . , m − 1, with g j (X, ω j+1 , . . . , ω m ) = f (X, κ 1 (X) , . . . , κ j (X) , ω j+1 , . . . , ω m ), are strongly forward complete with respect to ω = (ω j+1 , . . . , ω m )
T . The definitions of strong forward completeness and inputto-state stability are those from [30] (see also [3] for the definition of standard forward completeness which differs from strong forward completeness in that f (0, 0, . . . , 0) = 0) and [40] , respectively. Assumption 1 guarantees that for every initial condition and every locally bounded input signal the corresponding solution is defined for all t ≥ 0. In particular, the plant does not exhibit finite escape before the first feedback control reaches it. This is a natural requirement for achieving global stabilization in the presence of arbitrary large delays affecting the inputs of a system. Assumption 2 can be relaxed to only global asymptotic stability of systemẊ = f (X, κ 1 (X), . . . , κ m (X)). Yet, at the expense of not having a Lyapunov functional available. Assumption 3 guarantees that after the j-th controller "kicks in" and the D j -th delay is compensated, and hence, the plant behaves according
, the solutions are also well-defined. In particular, the plant does not exhibit finite escape before the j + 1-th feedback control reaches it and after the j-th feedback control has already reached the plant. Note that Assumption 3 can be relaxed to strong forward completeness of systemsẊ = g j (X, ω j+1 , . . . , ω m ) with respect to ω = (ω j+1 , . . . , ω m )
T , for all j ∈ {r 1 , r 1 + r 2 , . . . , r 1 + . . . + r ν }, where
r 1 denotes the number of delays that are equal to D 1 , r σ , σ = 2, . . . , ν, denotes the number of delays that are equal to D r1+...+rσ−1 , and ν is the number of distinct delays. In particular, when all delays are identical, Assumption 3 can be completely removed.
The stability proof is based on an equivalent representation of plant (1), using transport PDEs for the actuator states, and on an equivalent PDE representation of the predictor states (3)-(5). We present the alternative representations for the plant and the predictor states before stating and proving the main result of this section, since the reader might find the alternative formalisms helpful in better digesting the design and analysis ideas of our methodology.
A. Equivalent Representation of the Plant Using Transport PDEs for the Actuator States
System (1) can be written equivalently aṡ
To see this note that the solutions to (14) , (15) are given by
B. Transport PDE Representation of the Predictor States
The predictor states P 1 (θ), for all θ ≥ −D 1 , and P j (θ), for all θ ≥ −D jj−1 and j = 2, . . . , m, can be written equivalently as (see Fig. 2 ) Fig. 2 . The D j -time units ahead predictors of the state X, namely P j , given in (3)- (5), and their equivalent representation by the PDE states p j , given in (17)- (19), based on the transport-PDE equivalent of the actuator states defined in (14)- (15) . The control laws U j are defined in (2) in terms of P j and can be written equivalently as in (42) in terms of p j .
We show this by induction. In order to make the presentation of the procedure clearer we present two steps before the general step. We first observe that (see Section II) P 1 (θ) = X(θ + 
with initial conditions
Step 1: The solution to (20) , (23) is
In order to show this, first note that (26) satisfies the boundary condition (23) . The function X(t+x) also satisfies the ODE in x (20) which follows from the fact that by (1) one can conclude that for all t ≥ 0
The result follows from the uniqueness of solutions to the ODE (1). Therefore, by defining
and using the fact that p 1 is a function of one variable, namely x + t (which follows from (26)), one can conclude that
Performing the change of variables (17) and using (16), (23), and (29) we arrive at
Step 2: Similarly, it can be shown that
is the solution to (21), (24) since it satisfies (24) and since it satisfies the ODE in x (21) which follows from the fact that the function X(t + x) satisfies for all t ≥ 0
and using the fact that p 2 is a function of one variable, namely x + t (which follows from (31)), one can conclude that
Performing the change of variables (18) and using (16) , (28) , and (34) we arrive at
Step j: In general, assume that for some j
We show next that
since the following holds for all t ≥ 0
once can conclude that
Performing the change of variables x = θ + D j+1 − t, for all t − D j+1 ≤ θ ≤ t, we arrive at
for all t − D jj+1 ≤ θ ≤ t, which completes the proof. Note that with this representation we have that
C. Main Result and its Proof Theorem 1: Consider the closed-loop system consisting of the plant (13)- (15) and the control laws (42), (17)- (19) . Under Assumptions 1, 2, and 3, there exists a class KL function β such that for all initial conditions X 0 ∈ R n and u i0 ∈ C[0, D i ], i = 1, . . . , m, which are compatible with the feedback laws, the closed-loop system has a unique solution
. . , m, and the following holds
Corollary 1 (Theorem 1 in standard delay notation): Consider the closed-loop system consisting of the plant (1) and the control laws (2)- (8) . Under Assumptions 1, 2, and 3, the following holds
The proof of Theorem 1 is based on a series of technical lemmas which are presented next and whose proofs are provided in [6] . Corollary 1 follows immediately from Theorem 1 by using (16).
Lemma 1: The backstepping transformations of u i , i = 1, . . . , m, defined by
. . .
where p i , i = 1, . . . , m, are defined in (17)- (19) , together with the control laws (42), (17)- (19) , transform system (13)-(15) to the following "target system"
Lemma 2: The inverse backstepping transformations of (47)-(49) are defined by
f (π 2 (y, t), κ 1 (π 2 (y, t)) , y, t) ) , . . . , w m (y, t)
(58) Lemma 3: There exists a class KL function β 1 such that the following holds
Lemma 4: There exist class K ∞ functions ρ 1 , . . . , ρ m such that
where Ξ is defined in (44). Lemma 5: There exist class K ∞ functionsρ 1 , . . . ,ρ m such that
whereΞ is defined in (60). Lemma 6: There exist class K ∞ functions ρ,ρ such that
Ξ(t) ≤ρ Ξ (t) .
(68) Proof of Theorem 1: Combining (68) with (59) we get that Ξ(t) ≤ρ β 1 Ξ (0), t , for all t ≥ 0, and hence, with (67) we arrive at (43) with β(s, t) =ρ (β 1 (ρ (s) , t)). The proof of existence and uniqueness of a solution X(t) ∈ C 1 [0, ∞) and 
IV. CONCLUSIONS
As a next step, it is of interest to study the problem of stabilization of multi-input nonlinear systems with actuator dynamics governed by wave or diffusion PDEs with different wave propagation speeds or diffusion coefficients, respectively, in each individual input channel. The starting point for such a study is [11] .
