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Introduction
Dans l’article pre´ce´dent [VIII], on a e´tabli le re´sultat suivant. Soient F un corps local
non-archime´dien de caracte´ristique nulle, G un groupe re´ductif connexe de´fini sur F , G˜
un espace tordu sous G et a un e´le´ment de H1(WF ;Z(Gˆ)) auquel est associe´ un caracte`re
ω de G(F ). Soit de plus M˜ un espace de Levi de G˜. Pour toute fonction f ∈ C∞c (G˜(F )),
nulle au voisinage de certaines classes de conjugaison dites exceptionnelles, il existe une
fonction cuspidale ǫM˜(f) sur M˜(F ) telle que
IM˜(γ, ω, ǫM˜(f)) = I
G˜,E
M˜
(γ, ω, f)− IG˜
M˜
(γ, ω, f)
pour tout γ ∈ M˜(F ) qui est fortement re´gulier dans G˜. On renvoie aux articles pre´ce´dents
pour les de´finitions de ces termes. La fonction ǫM˜ (f) est localement constante mais on
n’a pas prouve´ qu’elle e´tait a` support compact. Mais elle est ”de Schwartz” en un sens
que l’on a de´fini en [VIII] (en fait, on prouvera ulte´rieurement que ǫM˜(f) = 0 mais ce
n’est pas encore d’actualite´).
Dans le pre´sent article, on se propose de de´montrer essentiellement le meˆme re´sultat,
le corps de base e´tant maintenant R. Ce changement de corps de base induit plusieurs
diffe´rences. D’abord, on doit souvent travailler non pas avec un triplet (G, G˜, a), mais
avec (KG,KG˜, a), ou` KG˜ est un K-espace tordu, cf. [I] 1.11. On conside`re un K-
espace de Levi KM˜ de KG˜ et on va construire une application f 7→ ǫKM˜(f). L’intro-
duction des K-espaces n’est qu’une complication mineure. Plus se´rieusement, pour que
l’application f 7→ ǫKM˜(f) soit utilisable, on doit montrer qu’elle ve´rifie des proprie´te´s
supple´mentaires. D’une part, elle doit eˆtre e´quivariante en un sens facile a` pre´ciser pour
l’action du centre Z(G) de l’alge`bre enveloppante de l’alge`bre de Lie de G. D’autre part,
on de´finit facilement la notion de fonction K-finie sur KG˜(R) ou de fonction KM -finie
sur KM˜(R). Si f est K-finie, la fonction ǫKM˜(f) doit eˆtre K
M -finie. En fait, l’action de
Z(G) comme les questions de K-finitude vont intervenir non seulement dans le re´sultat
mais dans la construction elle-meˆme de l’application ǫKM˜ . En particulier, ǫKM˜(f) n’est
de´finie que pour une fonction f qui est K-finie. Il y a enfin une dernie`re diffe´rence
avec le cas non-archime´dien, qui porte sur les proprie´te´s des caracte`res ponde´re´s. Dans
une se´rie d’articles, Arthur avait de´fini ceux-ci en utilisant des ope´rateurs d’entrelace-
ment normalise´s. En conse´quence, ces ope´rateurs, que l’on peut faire de´pendre d’une
variable parcourant un espace vectoriel complexe, e´taient me´romorphes avec un nombre
fini d’hyperplans polaires. Dans l’article [A5], Arthur a introduit une nouvelle de´finition
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des caracte`res ponde´re´s. Pour stabiliser ceux-ci, il est ne´cessaire d’utiliser cette nouvelle
de´finition. Faˆcheusement, sur le corps de base re´el, ces nouveaux ope´rateurs peuvent
avoir un nombre infini d’hyperplans polaires, parce qu’il intervient des fonctions Γ qui
ont une infinite´ de poˆles. Cela conduit a` modifier substantiellement la construction de
l’application ǫKM˜ .
Dans les deux premie`res sections de l’article, on e´tudie comment se transforment
sous l’action de Z(G) les inte´grales orbitales ponde´re´es ω-e´quivariantes et leurs avatars
endoscopiques. Ces actions se re´alisent par des ope´rateurs diffe´rentiels et on montre que
ces ope´rateurs sont les meˆmes pour les deux types d’inte´grales. Il s’agit de la version
tordue du re´sultat qu’Arthur de´montre dans [A2]. Notre de´monstration est diffe´rente
de celle d’Arthur. Elle consiste a` prouver d’abord l’e´galite´ des ope´rateurs diffe´rentiels
associe´s a` l’e´le´ment de Casimir de Z(G), ce que l’on fait par un calcul explicite. On
montre ensuite que, pour un e´le´ment ge´ne´ral de Z(G), les ope´rateurs diffe´rentiels associe´s
a` cet e´le´ment ve´rifient des proprie´te´s formelles de commutation aux meˆmes ope´rateurs
associe´s au Casimir. Ces proprie´te´s sont suffisamment fortes pour que l’e´galite´ prouve´e
par ces derniers se propage en l’e´galite´ des ope´rateurs diffe´rentiels associe´s a` un e´le´ment
quelconque de Z(G).
La section 3 traite des majorations locales ve´rifie´es par les inte´grales orbitales ponde´re´es
ω-e´quivariantes et leurs avatars endoscopiques. Pour les premie`res, on dispose des majo-
rations e´tablies par Arthur dans [A1]. On montre que celles-ci sont aussi ve´rifie´es par les
variantes endoscopiques.
La section 4 e´tudie les sauts des inte´grales orbitales ponde´re´es ω-e´quivariantes et de
leurs avatars endoscopiques. De nouveau, ces sauts sont connus graˆce a` Arthur pour les
premiers types d’inte´grales. On montre que les avatars endoscopiques satisfont les meˆmes
relations de sauts. La de´monstration ressemble beaucoup a` celle de Shelstad concernant
les inte´grales orbitales non ponde´re´es, cf. [S], ainsi qu’a` celle de l’article [A8] d’Arthur.
Dans la section 5, on de´finit les variantes ”compactes” des inte´grales orbitales ponde´re´es
ω-e´quivariantes. Ici, on peut travailler de nouveau avec un triplet (G, G˜, a). Pour γ ∈
M˜(R) qui est fortement re´gulier dans G˜ et pour f ∈ C∞c (G˜(R)), on note cIG˜M˜(γ, ω, f)
cette inte´grale. Elle a beaucoup de proprie´te´s communes avec l’inte´grale plus usuelle
IG˜
M˜
(γ, ω, f). Mais, pour f fixe´e, elle est a` support compact en γ ∈ M˜(R), a` conjugaison
pre`s par M(R). Pour de´finir cIG˜
M˜
(γ, ω, f), on ne peut pas utiliser la meˆme construction
que dans le cas non-archime´dien (cette dernie`re e´tait directement tire´e d’Arthur). La
possible infinite´ des hyperplans polaires des caracte`res ponde´re´s invalide cette construc-
tion. On commence par de´finir de nouveaux caracte`res ponde´re´s en supprimant dans la
de´finition de [A5] les fonctions Γ qui peuvent cre´er une infinite´ de poˆles. Ces nouveaux
termes n’ont plus qu’un nombre fini d’hyperplans polaires. La de´finition est adapte´e pour
que ces nouveaux termes se stabilisent aussi aise´ment que ceux de´finis par Arthur. On
doit avouer que cette de´finition est un peu artificielle. On pourrait sans doute la rendre
plus conceptuelle en utilisant les re´cents re´sultats de Mezo ([Me]). Notre unique excuse
pour ne pas utiliser ceux-ci est que l’on a commence´ ce travail alors que l’article de Mezo
n’e´tait pas encore disponible. Dans une seconde e´tape, on reprend la construction du cas
non-archime´dien, en l’appliquant a` nos nouveaux caracte`res ponde´re´s.
Les sections 6 et 7 sont consacre´s a` la stabilisation des inte´grales cIG˜
M˜
(γ, ω, f). La
me´thode est similaire a` celle du cas non-archime´dien.
Dans la section 8, on construit l’application ǫKM˜ qui est le but principal de l’article.
Sa de´finition est similaire a` celle du cas non-archime´dien. Montrer que l’application ainsi
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construite est e´quivariante pour les actions de Z(G) est facile en utilisant les re´sultats
des deux premie`res sections. Par contre, prouver qu’elle conserve la K-finitude ne´cessite
du travail supple´mentaire. On utilise pour cela la version syme´trique de la formule des
traces locale, de´veloppe´e dans [A9] dans le cas non tordu et e´tendue au cas ge´ne´ral dans
[Moe]. Celle-ci permet d’exprimer IKG˜
KM˜
(γ, ω, f) en termes de l’image de f dans l’espace
de Paley-Wiener. C’est-a`-dire que l’on obtient grosso-modo une expression
IKG˜
KM˜
(γ, ω, f) =
∫
ξ(γ, π˜)IKG˜(π˜, f)dπ˜,
ou` π˜ parcourt les ω-repre´sentations tempe´re´es de KG˜(R). La fonction (γ, π˜) 7→ ξ(γ, π˜)
posse`de des singularite´s qui sont assez raisonnables. Un re´sultat analogue vaut pour
l’inte´grale endoscopique IKG˜,E
KM˜
(γ, ω, f) donc aussi pour IKM˜(γ, ω, ǫKM˜(f)). De ce re´sultat
et de l’e´quivariance pour les actions de Z(G) se de´duit la conservation de la K-finitude
par des me´thodes standard.
Notons que ǫKM˜(f) est de´finie pour tout f : contrairement au cas non-archime´dien,
on n’impose pas que f s’annule au voisinage des classes de conjugaison exceptionnelles.
Dans tout l’article, le corps de base est R mais nos re´sultats s’e´tendent au cas du
corps de base C. On renvoie a` [V] section 7 pour la justification e´le´mentaire de cette
affirmation.
Enfin, signalons que l’on impose dans cet article la condition que ω est un caracte`re
unitaire. Cette hypothe`se e´tait e´galement ne´cessaire dans plusieurs articles pre´ce´dents
bien que l’on craigne de l’avoir parfois oublie´e.
1 Stabilisation d’une famille d’e´quations diffe´rentielles
1.1 Ope´rateurs diffe´rentiels
Dans cette section, le corps de base est R. Soit (G, G˜, a) un triplet comme en [IV]
1.1. Fixons un tore tordu maximal T˜ de G˜. On note θ l’automorphisme adγ de T pour
n’importe quel e´le´ment γ ∈ T˜ . On suppose que ω est trivial sur T (R)θ. On pose T˜G˜−reg =
T˜ ∩ G˜reg.
Tout e´le´ment H ∈ t(R) de´finit un ope´rateur diffe´rentiel ∂H sur T (R). Pre´cise´ment,
nous privile´gions les actions a` gauche. C’est-a`-dire que, pour une fonction f sur T (R)
on a (∂Hf)(t) =
d
dx
f(exp(−xH)t)|x=0. L’application H 7→ ∂H s’e´tend line´airement a`
t = t(C), puis s’e´tend en un isomorphisme note´ ∂ de l’alge`bre Sym(t) sur l’alge`bre des
ope´rateurs diffe´rentiels sur T (R) invariants par translations a` gauche par T (R). En fixant
un e´le´ment γ ∈ T˜ (R), on peut identifier T (R) a` T˜ (R) par t 7→ tγ. Ainsi Sym(t) est aussi
isomorphe a` l’alge`bre des ope´rateurs diffe´rentiels sur T˜ (R) invariants par translations a`
gauche par T (R).
Notons C∞(T˜ (R))ω−inv l’espace des fonctions ϕ : T˜ (R)→ C qui sont C∞ et ve´rifient
la relation ϕ(t−1γt) = ω(t−1)ϕ(γ) pour tous γ ∈ T˜ (R) et t ∈ T (R). Un ope´rateur
diffe´rentiel sur T˜ (R) invariant par translations a` gauche par T (R) conserve cet es-
pace. On noteDiff cst(T˜ (R))ω−inv l’espace des restrictions a` C∞(T˜ (R))ω−inv d’ope´rateurs
diffe´rentiels invariants par translations a` gauche. On a introduit en [IV] 1.2 un e´le´ment
µ˜(ω) ∈ h∗. L’espace h∗ s’identifie naturellement a` t∗, on peut donc conside´rer que
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µ˜(ω) appartient a` t∗. C’est un e´le´ment central, invariant par le groupe de Weyl W
de T (C) dans G(C). Pour H ∈ (1 − θ)(t) et ϕ ∈ C∞(T˜G˜−reg(R))ω−inv, on a l’e´galite´
∂Hϕ =< H, µ˜(ω) > ϕ. Notons Iθ,ω l’ide´al de Sym(t) engendre´ par les H− < H, µ˜(ω) >
pour H ∈ (1 − θ)(t) et notons Sym(t)θ,ω le quotient Sym(t)/Iθ,ω. L’application H 7→
∂H se quotiente en un isomorphisme de Sym(t)θ,ω sur Diff
cst(T˜ (R))ω−inv. Afin de ne
pas surcharger les notations, pour H ∈ Sym(t), on notera encore ∂H l’image de cet
ope´rateur dans Diff cst(T˜ (R))ω−inv. Remarquons que Sym(t)θ,ω s’identifie a` l’alge`bre
des polynoˆmes sur l’espace affine µ˜(ω) + t∗,θ. Remarquons aussi que l’homomorphisme
naturel Sym(tθ)→ Sym(t)θ,ω est un isomorphisme.
En remplac¸ant T˜ (R) par T˜G˜−reg(R), on de´finit comme ci-dessus l’espace C
∞(T˜G˜−reg(R))
ω−inv.
Notons C∞(T˜G˜−reg(R))
inv l’espace des fonctions ϕ : T˜G˜−reg(R) → C qui sont C∞ et
ve´rifient la relation ϕ(t−1γt) = ϕ(γ) pour tous γ ∈ T˜G˜−reg(R) et t ∈ T (R). On pose
Diff∞(T˜G˜−reg(R))
ω−inv = C∞(T˜G˜−reg(R))
inv ⊗C Diff cst(T˜ (R))ω−inv.
Cet espace agit naturellement sur C∞(T˜G˜−reg(R))
ω−inv : pour ϕ′ ∈ C∞(T˜G˜−reg(R))inv,
D ∈ Diff cst(T˜ (R))ω−inv et ϕ ∈ C∞(T˜G˜−reg(R))ω−inv, (ϕ′ ⊗D)(ϕ) est la fonction de´finie
par ((ϕ′⊗D)(ϕ))(γ) = ϕ′(γ)(Dϕ)(γ). Il est clair que l’on peut munirDiff∞(T˜G˜−reg(R))ω−inv
d’une unique structure d’alge`bre telle que cette action devienne une action d’alge`bres.
On note (D,D′) 7→ D ◦D′ le produit pour cette structure.
Notation. Un e´le´ment δ ∈ Diff∞(T˜G˜−reg(R))ω−inv sera plutoˆt conside´re´ comme une
fonction C∞ de T˜G˜−reg(R) dans Diff
cst(T˜ (R))ω−inv. On notera δ(γ) sa valeur en un point
γ. Pour ϕ ∈ C∞(T˜G˜−reg(R))ω−inv, on notera δ(γ)ϕ(γ) la valeur en γ de la fonction δϕ.
Les ensembles T (C) et T˜ (C) sont des varie´te´s alge´briques complexes. On peut donc
parler de fonctions polynomiales, rationnelles, holomorphes ou me´romorphes sur ces
ensembles. Par exemple, l’espace des polynoˆmes sur T (C) est engendre´ line´airement
par les caracte`res alge´briques, c’est-a`-dire les e´le´ments de X∗(T ). Introduisons le tore
T ′ = T/(1 − θ)(T ) et l’espace T˜ ′ = T˜ /(1 − θ)(T ). On peut de meˆme de´finir les espaces
de fonctions polynomiales, rationnelles etc... sur T ′(C) ou T˜ ′(C). L’ensemble T˜G˜−reg est
invariant par conjugaison par T , donc aussi par produit avec (1 − θ)(T ). Cela permet
d’introduire le sous-ensemble T˜ ′
G˜−reg
= T˜G˜−reg/(1 − θ)(T ) de T˜ ′. On appelle fonction
rationnelle re´gulie`re sur T˜ ′
G˜−reg
(C) une fonction rationnelle sur T˜ ′(C) qui n’a pas de
poˆle dans T˜ ′
G˜−reg
(C). Notons Pol(T˜ ′
G˜−reg
(C)) l’espace de ces fonctions. La restriction de
T˜G˜−reg(C) a` T˜G˜−reg(R) de´finit une application
Pol(T˜ ′
G˜−reg
(C))→ C∞(T˜G˜−reg(R))inv.
Elle est injective. Son image est conserve´e par l’action de tout ope´rateur diffe´rentiel sur
T˜ (R) invariant par translations a` gauche. Posons
Diff reg(T˜G˜−reg(R))
ω−inv = Pol(T˜ ′
G˜−reg
(C))⊗C Diff cst(T˜ (R))ω−inv.
L’application ci-dessus permet d’identifier cet espace a` une sous-alge`bre deDiff∞(T˜G˜−reg(R))
ω−inv.
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1.2 Les e´quations diffe´rentielles
Pour la suite de la section, on fixe un espace de Levi M˜ de G˜ et un sous-tore tordu
maximal T˜ de M˜ . On suppose que ω est trivial sur T (R)θ.
Rappelons que l’on note U(G) l’alge`bre enveloppante de la complexifie´e de l’alge`bre
de Lie g de G et que l’on note Z(G) le centre de U(G). On dispose d’homomorphismes
Z(G) → Z(M), Z(G) → Z(T )
z 7→ zM , z 7→ zT .
L’alge`bre Z(T ) s’identifie a` Sym(t). L’homomorphisme z 7→ zT identifie Z(G) a` la sous-
alge`bre des invariants Sym(t)W , ou` W est le groupe de Weyl de G relatif a` T . L’alge`bre
U(G) agit sur C∞c (G˜(R)) via les translations a` gauche. Il s’en de´duit une action de Z(G)
sur I(G˜(R), ω). Cette action se quotiente en l’action d’une alge`bre quotient Z(G)θ,ω.
Celle-ci est isomorphe a` Sym(t)W
θ
θ,ω .
Pour simplifier, on fixe des mesures de Haar sur tous les groupes intervenant. Pour
γ ∈ M˜(R)∩G˜reg(R) et pour f ∈ C∞c (G˜(R)), on sait de´finir l’inte´grale orbitale ponde´re´e ω-
e´quivariante IG˜
M˜
(γ, ω, f), cf. [W2] 6.5. La fonction γ 7→ IG˜
M˜
(γ, ω, f) appartient a` C∞(T˜G˜−reg(R))
ω−inv.
Arthur de´montre en [A1] proposition 11.1 et [A2] paragraphe 1 qu’il existe une unique
application line´aire
Z(G) → Diff∞(T˜G˜−reg(R))ω−inv
z 7→ δG˜
M˜
(z)
qui ve´rifie la proprie´te´ suivante :
- pour tout f ∈ C∞c (G˜(R)), tout γ ∈ T˜G˜−reg(R) et tout z ∈ Z(R), on a l’e´galite´
(1) IG˜
M˜
(γ, ω, zf) =
∑
L˜∈L(M˜)
δL˜
M˜
(γ, zL˜)I
G˜
L˜
(γ, ω, f).
On a note´ δL˜
M˜
(γ, zL˜) la valeur au point γ de δ
L˜
M˜
(zL˜) et on a utilise´ la notation introduite
dans le paragraphe pre´ce´dent.
On ve´rifie formellement que δG˜
M˜
(z) ne de´pend que de l’image de z dans Z(G)θ,ω. On
pourra donc conside´rer que δG˜
M˜
(z) est de´fini pour z ∈ Z(G)θ,ω.
D’autre part, d’apre`s [A1] lemme 12.4,
(2) si M˜ = G˜, on a simplement δG˜
G˜
(γ, z) = ∂zT pour tout z ∈ Z(G) et tout γ ∈
T˜G˜−reg(R).
Montrons que
(3) pour z, z′ ∈ Z(G), on a l’e´galite´
δG˜
M˜
(zz′) =
∑
L˜∈L(M˜)
δL˜
M˜
(zL˜) ◦ δG˜L˜ (z′).
Preuve. Notons δG˜
M˜
(zz′) le membre de droite de cette e´galite´. Pour f ∈ C∞c (G˜(R)),
notons ψM˜(f) la fonction γ 7→ IG˜M˜(γ, ω, f). L’e´galite´ (1) prend la forme
(4) ψM˜(zf) =
∑
L˜∈L(M˜)
δL˜
M˜
(zL˜)ψL˜(f).
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Remplac¸ons dans cette e´galite´ f par z′f . De´veloppons ensuite chaque terme ψL˜(z
′f) par
la meˆme e´galite´ ou` l’on remplace z par z′ et M˜ par L˜. On obtient facilement l’e´galite´
ψM˜(zz
′f) =
∑
L˜∈L(M˜)
δL˜
M˜
((zz′)L˜)ψL˜(f).
En raisonnant par re´currence, on peut supposer que
δL˜
M˜
((zz′)L˜) = δ
L˜
M˜
((zz′)L˜)
pour tout L˜ 6= G˜. En comparant l’e´galite´ pre´ce´dente avec l’e´galite´ (1) ou` z est remmplace´
par zz′, on en de´duit l’e´galite´
(5) (δG˜
M˜
(zz′)− δG˜
M˜
(zz′))ψG˜(f) = 0.
Soit γ ∈ T˜G˜−reg(R). L’espaces des germes au point γ des fonctions ψG˜(f) quand f de´crit
C∞c (G˜(R)) est e´gal a` celui des germes des fonctions ϕ pour ϕ ∈ C∞(T˜G˜−reg(R))ω−inv. On
en de´duit que 0 est le seul e´le´ment de Diff∞(T˜G˜−reg(R))
ω−inv qui annule toute fonction
ψG˜(f). L’e´galite´ (5) entraˆıne alors la conclusion de (3). 
1.3 Proprie´te´s des ope´rateurs δG˜
M˜
(z)
On note Σ(T ) l’ensemble des racines de T dans G. A tout e´le´ment α ∈ Σ(T ), on
associe le plus petit entier nα ≥ 1 tel que θnα(α) = α. On de´finit un e´le´ment Nα ∈
X∗(T ) par Nα =
∑
k=0,...nα−1
θk(α). Il se descend en un e´le´ment de X∗(T ′). On pose
αT ′ = Nα si α est de type 1 ou 3, αT ′ = 2Nα si α est de type 2 (cf. [I] 1.6). On pose
Σ(T ′) = {αT ′;α ∈ Σ(T )}. C’est un syste`me de racines en ge´ne´ral non re´duit. Fixons un
sous-groupe de Borel B de G de tore maximal T et invariant par θ. Notons ∆ la base
de Σ(T ) associe´e a` B. On dira qu’une suite (t′k)k∈N d’e´le´ments de T
′(C) tend vers l’infini
selon ∆ si et seulement si, limk→∞|αT ′(t′k)| = ∞ pour tout α ∈ ∆. Conside´rons une
fonction ϕ : T˜ ′
G˜−reg
(C)→ C et un nombre complexe c. Introduisons la condition
(1) pour tout γ′ ∈ T˜ ′(C) et pour toute suite (t′k)k∈N d’e´le´ments de T ′(C) tendant vers
l’infini selon ∆ et telle que t′kγ
′ ∈ T˜ ′
G˜−reg
(C) pour tout k, on a limk→∞ϕ(t
′
kγ
′) = c.
On peut remplacer ”pour tout γ′ ∈ T˜ ′(C)” par ”il existe γ′ ∈ T˜ ′(C) tel que...”, on
obtient une condition e´quivalente. On notera limγ′→∆∞ϕ(γ
′) = c si cette condition est
ve´rifie´e.
Fixons une base B de Sym(t)θ,ω. Pour tout z ∈ Z(G), l’ope´rateur δG˜M˜(z) s’e´crit de
fac¸on unique comme une somme finie
δG˜
M˜
(z) =
∑
U∈B
qG˜
M˜
(U ; z)∂U ,
ou` les qG˜
M˜
(U ; z) sont des e´le´ments de C∞(T˜G˜−reg(R))
ω−inv. On note qG˜
M˜
(U ; γ, z) la valeur
de cette fonction en un point γ.
Proposition. Supposons M˜ 6= G˜. Soient z ∈ Z(G) et U ∈ B.
(i) La fonction qG˜
M˜
(U ; z) est la restriction a` T˜G˜−reg(R) d’une fonction rationnelle
re´gulie`re sur T˜ ′
G˜−reg
(C), que l’on note encore qG˜
M˜
(U ; z).
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(ii) Pour toute base ∆ de Σ(T ), on a limγ′→∆∞q
G˜
M˜
(U ; γ′, z) = 0.
Cette proposition sera prouve´e en 1.5. Remarquons que le (i) est vrai aussi si M˜ = G˜
en vertu de 1.2(2).
1.4 Rappels sur l’action adjointe
Pour deux racines α, β ∈ Σ(T ), disons qu’elles sont dans la meˆme orbite si et seule-
ment s’il existe m ∈ N tel que β = θmα. On note (α) l’orbite de α. Fixons un ensemble
de repre´sentants Σ(T )θ ⊂ Σ(T ) des orbites. On comple`te (B, T ) en une paire de Borel
e´pingle´e E en fixant des e´le´ments non nuls Eα ∈ gα pour α ∈ ∆, ou` gα ⊂ g est la droite
radicielle associe´e a` α. On fixe e ∈ Z(G˜, E) et on de´finit l’automorphisme θ = ade de G.
Pour α ∈ Σ(T )θ, fixons un e´le´ment non nul Eα de gα. On suppose que c’est l’e´le´ment
de´ja` fixe´ si α ∈ ∆. Pour m = 1, ..., nα− 1, posons Eθmα = θm(Eα). C’est un e´le´ment non
nul de gθmα. D’apre`s [KS] 1.3, on a θ
nα(Eα) = ǫαEα, ou` ǫα = 1 si α est de type 1 ou 2 et
ǫα = −1 si α est de type 3. Soit γ ∈ T˜G˜−reg(C). On e´crit γ = tγe, avec tγ ∈ T . On pose
(α)(γ) = ǫα
∏
m=0,...,nα−1
θm(α)(tγ). On en fixe une racine nα-ie`me ν(α)(γ) et on note ζnα
le groupe des racines nα-ie`mes de 1. Pour ζ ∈ ζnα, posons
E((α), γ, ζ) =
∑
m=0,...,nα−1
ν(α)(γ)
−mζ−m(
∏
j=0,...,m
θj(α)(tγ))Eθm(α).
On ve´rifie que adγ(E((α), γ, ζ)) = ν(α)(γ)ζE((α), γ, ζ). La famille (E(α), γ, ζ))ζ∈ζnα est
une base de l’espace g(α) =
∑
m=0,...,nα−1
gθm(α). Notons q le sous-espace de g engendre´
par les alge`bres de Lie des radicaux unipotents de B et du sous-groupe de Borel oppose´
B¯. La famille (E(α), γ, ζ))α∈Σ(T )θ,ζ∈ζnα est une base de q.
Si l’on remplace γ par tγ, avec t ∈ T θ,0, on peut supposer ν(α)(tγ) = αres(t)ν(α)(γ),
ou` αres est la restriction de α a` T
θ,0. On a alors E((α), tγ, ζ) = E((α), γ, ζ). Les fa-
milles ci-dessus sont donc inde´pendantes de t. Remarquons que E((α), γ, ζ) est vecteur
propre pour l’action adtγ , de valeur propre ζαres(t)ν(α)(γ) et est aussi vecteur propre
pour l’action adt, de valeur propre αres(t).
Posons
DG˜⋆ (γ) =
∏
α∈Σ(T )θ
∏
ζ∈ζnα
(1− ζν(α)(γ)) =
∏
α∈Σ(T )θ
(1− (α)(γ)).
Remarque. Ce terme est de´fini pour γ ∈ T˜G˜−reg(C) et appartient a` C×. Il appartient
a` R× si γ ∈ T˜ (R). En [I] 2.4, on a de´fini un terme DG˜(γ) pour γ ∈ T˜G˜−reg(R). On a
l’e´galite´
DG˜(γ) = |DG˜⋆ (γ)det((1− θ)t/tθ)|R.
Puisque la restriction de DG˜⋆ a` T˜G˜−reg(R) est a` valeurs re´elles, on peut choisir une
racine carre´e (DG˜⋆ )
1/2 qui soit une fonction C∞ sur T˜G˜−reg(R). Pour H ∈ Sym(t) ou
H ∈ Sym(t)θ,ω, on de´finit l’ope´rateur ∂⋆H ∈ Diff∞(T˜G˜−reg)ω−inv par l’e´galite´
∂⋆H = (D
G˜
⋆ )
1/2 ◦ ∂H ◦ (DG˜⋆ )−1/2.
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Cela ne de´pend pas du choix de la racine carre´e (DG˜⋆ )
1/2. Ecrivons
∂⋆H =
∑
U∈B
b(U ;H)∂U .
Les termes b(U ;H) sont des e´le´ments de C∞(T˜G˜−reg(R))
ω−inv. On note b(U ; γ,H) leurs
valeurs en un point γ.
Lemme. Soient H ∈ Sym(t) et U ∈ B. Alors la fonction b(U ;H) est combinaison
line´aire de produits de fonctions γ 7→ 1
(1−(α)(γ))m
pour m ∈ N et α ∈ Σ(T )θ, α > 0.
Preuve. Supposons d’abord H ∈ t. Pour α ∈ Σ(T )θ et γ ∈ T˜G˜−reg(R), on calcule
(1) ∂H(α)(γ) = − < Nα,H > (α)(γ).
Pour tout m ∈ N, on en de´duit l’e´galite´
(2) ∂H
1
(1− (α)(γ))m =
−m < Nα,H > (α)(γ)
(1− (α)(γ))m+1 =
m < Nα,H >
(1− (α)(γ))m −
m < Nα,H >
(1− (α)(γ))m+1 .
En introduisant l’ordre sur les racines relatif a` la base ∆ fixe´e, on peut re´crire
DG˜⋆ (γ) =
∏
α∈Σ(T )θ ,α>0
(1− (α)(γ))(1− (α)(γ)−1) =
∏
α∈Σ(T )θ ,α>0
−(α)(γ)−1(1− (α)(γ))2.
Fixons γ. Pour γ′ voisin de γ, on peut choisir des racines carre´es (α)(γ′)1/2 qui sont C∞
en γ′. On peut supposer que
DG˜⋆ (γ
′)1/2 =
∏
α∈Σ(T )θ ,α>0
i(α)(γ′)−1/2(1− (α)(γ′))
au voisinage de γ, ou` i est une racine carre´e de −1. En utilisant cette formule et la
relation (1), on obtient
(3) ∂⋆H(γ) = ∂H +
∑
α∈Σ(T )θ ,α>0
< Nα,H > (
1
2
− 1
1− (α)(γ)).
Cela ve´rifie le lemme pour H ∈ t.
En raisonnant par re´currence sur le de´gre´ de H , il reste a` ve´rifier l’assertion suivante.
Soient H ∈ t et H ′ ∈ Sym(t). Supposons que le lemme soit ve´rifie´ pour H ′. Alors il
l’est pour HH ′. La formule (2) montre que ∂H conserve l’ensemble des fonctions qui sont
combinaisons line´aires de produits de fonctions γ 7→ 1
(1−(α)(γ))m
pourm ∈ N et α ∈ Σ(T )θ,
α > 0. L’assertion re´sulte alors facilement de (3). 
1.5 Une application d’Harish-Chandra
Notons Tens(q) l’alge`bre tensorielle de q. Il contient le sous-espace Sym(q). Soit
γ ∈ T˜G˜−reg(C). On de´finit une application line´aire
Γγ : Tens(q)⊗C Sym(t)→ U(G)
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par
(1) Γγ(X1...Xa ⊗H) = (Radγ (X1) − LX1)...(Radγ (Xa) − LXa)H
pour X1, ..., Xa ∈ q et U ∈ Sym(t). On a note´ LX et RX les applications Y 7→ XY et
Y 7→ Y X de U(G) dans lui-meˆme. D’apre`s [HC] lemme 22, cette application se restreint
en un isomorphisme d’espaces vectoriels
Sym(q)⊗C Sym(t)→ U(G).
Fixons des bases (Yk)k∈N de Sym(q) et (Hl)l∈N de Sym(t). Pour tout V ∈ U(G) et tout
γ ∈ T˜G˜−reg(C), on peut e´crire de fac¸on unique
(2) V =
∑
k,l
ak,l(γ, V )Γγ(Yk ⊗Hl)
ou` ak,l(γ, V ) ∈ C et ak,l(γ, V ) = 0 pour presque tout (k, l).
Remarques. (3) Les preuves de Harish-Chandra concernent le cas non tordu, mais
leur extension au cas tordu est imme´diate. On les reprendra d’ailleurs partiellement
ci-dessous.
(4) Ici et dans la suite, il y a de le´ge`res diffe´rences avec les re´fe´rences cite´es dues au
fait que nous provile´gions les actions par translations a` gauche alors que les auteurs cite´s
utilisent les translations a` droite.
Supposons que Y0 = 1 tandis que le terme constant de Yk est nul si k ≥ 1.
Lemme. Soient V ∈ U(G) et k, l ∈ N.
(i) La fonction γ 7→ ak,l(γ, V ) est rationnelle sur T˜G˜−reg(C). Plus pre´cise´ment, il existe
un entier nk,l ∈ N tel que la fonction γ 7→ DG˜⋆ (γ)nk,lak,l(γ, V ) se prolonge en un polynoˆme
sur T˜ (C).
(ii) Supposons que k ≥ 1 et que V est invariant par l’action adjointe de T θ,0(C).
Soient γ ∈ T˜G˜−reg(C), ∆ une base de Σ(T ) et (tj)j∈N une suite d’e´le´ments de T θ,0(C).
On suppose que tjγ ∈ T˜G˜−reg(C) pour tout j et que l’image de la suite dans T ′(C) tend
vers l’infini selon ∆. Alors limj→∞ak,l(tjγ, V ) = 0.
Preuve. Si on change les bases (Yk)k∈N et (Hl)l∈N en d’autres bases (Y
′
k)k∈N et (H
′
l)l∈N,
on obtient de nouveaux coefficients a′k,l(γ, V ) qui se de´duisent des pre´ce´dents par un
syste`me d’e´quations line´aires. Il est clair que les assertions de l’e´nonce´ pour ces nouveaux
coefficients sont e´quivalentes aux meˆmes assertions pour les anciens. On a donc le choix
des bases (Yk)k∈N et (Hl)l∈N. Fixons γ ∈ T˜G˜−reg(C). La fonction t 7→ ak,l(tγ, V ) est
de´finie pour presque tout t ∈ T (C) (pre´cise´ment pour les t tels que tγ ∈ T˜G˜−reg(C)). On
la restreint a` T θ,0(C). On va commencer par prouver
(5) la fonction t 7→ ak,l(tγ, V ) est rationnelle sur T θ,0(C) ; il existe un entier nk,l ∈ N
tel que la fonction t 7→ DG˜⋆ (tγ)nk,lak,l(tγ, V ) soit re´gulie`re sur T θ,0(C).
Comme ci-dessus, cette assertion ne de´pend pas du choix des bases. En conse´quence,
on suppose que (Hl)l∈N est forme´ d’e´le´ments homoge`nes et que la base (Yk)k∈N est forme´e
des syme´trise´s des e´le´ments E((α), γ, ζ) introduits dans le paragraphe pre´ce´dents. Rappe-
lons que l’homomorphisme de syme´trisation identifie Sym(q) a` un sous-espace de U(G)
et que, modulo cette identification, on a l’isomorphisme U(G) = Sym(t) ⊗C Sym(q).
Ainsi, la famille (HlYk)k,l∈N est une base de U(G). Elle est forme´e de vecteurs propres
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pour l’action de T θ,0(C). Par line´arite´, on peut supposer que V est l’un de ces e´le´ments
de base Hl0Yk0, et on peut raisonner par re´currence sur le degre´ de cet e´le´ment. Ecrivons
simplement Y = Yk0, U = Ul0 . Si k0 = 0, on a simplement V = Γtγ(Y0 ⊗ U) pour tout
t ∈ T θ,0(C) et l’assertion (5) est claire. Remarquons que V est invariant par l’action ad-
jointe de T θ,0(C) et que l’assertion (ii) du lemme est tout aussi claire. Supposons k0 ≥ 1.
L’e´le´ment Y est le syme´trise´ de X1...Xa, ou` chaque Xi est un e´le´ment E((α), γ, ζ). Ainsi,
pour chaque i = 1, ..., a, il existe une racine αi ∈ Σ(T ) et un e´le´ment νi ∈ C× de sorte
que adt(Xi) = αi,res(t)Xi pour tout t ∈ T θ,0(C) et adγ(Xi) = νiXi. On a
Γtγ(X1...Xa ⊗ U) = (Radtγ (X1) − LX1)...(Radtγ (Xa) − LXa)U
= (Radtγ (X1) −RX1 +RX1 − LX1)...(Radtγ(Xa) − RXa +RXa − LXa)U
= (c1(t)RX1 +RX1 − LX1)...(ca(t)RXa +RXa − LXa)U,
ou` ci(t) = νiαi,res(t)− 1. On de´veloppe cette expression en se´parant les termes ci(t)RXi
des RXi −LXi . Ces deux ope´rateurs envoient un vecteur propre pour l’action adjointe de
T θ,0(C) sur un tel vecteur propre. De plus, le second ope´rateur fait baisser strictement
le degre´. On obtient une expression
Γtγ(X1...Xa ⊗ U) = (
∏
i=1,...,a
ci(t))UXa...X1 +
∑
b=0,...,a−1
∑
1≤i1<...ib≤a
(
∏
j=1,...,b
cij(t))Vi1,...,ib,
ou` les Vi1,...,ib sont des e´le´ments de U(G) de degre´ strictement infe´rieur a` celui de V et
qui sont propres pour l’action adjointe de T θ,0. En syme´trisant, on obtient une formule
analogue
Γtγ(Y ⊗ U) = (
∏
i=1,...,a
ci(t))V +
∑
b=0,...,a−1
∑
1≤i1<...ib≤a
(
∏
j=1,...,b
cij(t))V
′
i1,...,ib
,
ou encore
(6) V = (
∏
i=1,...,a
ci(t))
−1Γtγ(Y ⊗U)−
∑
b=0,...,a−1
∑
1≤i1<...ib≤a
(
∏
i=1,...,a;i 6=i1,...,ib
ci(t))
−1V ′i1,...,ib.
Pour tous k, l ∈ N, posons
a′k,l(tγ;V ) =
∑
b=0,...,a−1
∑
1≤i1<...ib≤a
(
∏
i=1,...,a;i 6=i1,...,ib
ci(t))
−1ak,l(tγ;V
′
i1,...,ib
).
Alors
(7) ak,l(tγ;V ) =
{ −a′k,l(tγ;V ); si (k, l) 6= (k0, l0),
(
∏
i=1,...,a ci(t))
−1 − a′k0,l0(tγ;V ), si (k, l) = (k0, l0).
Pour tout i = 1, ..., a, la fonction ci(t) est une fonction rationnelle sur T
θ,0(C). La fonc-
tion DG˜⋆ (tγ)ci(t) est re´gulie`re sur cet ensemble. Jointe aux proprie´te´s des ak,l(tγ;V
′
i1,...,ib
)
connues par re´currence, cette proprie´te´ entraˆıne que ak,l(tγ;V ) est aussi une fonction
rationnelle sur T θ,0(C) et qu’il existe un entier nk,l ∈ N tel que DG˜(tγ)nk,lak,l(tγ;V ) est
re´gulie`re sur cet ensemble. Cela prouve (5).
Prouvons maintenant le (ii) de l’e´nonce´. On reprend le calcul ci-dessus en supposant
V = Ul0Yk0 = UY . On a de´ja` remarque´ que (ii) e´tait ve´rifie´e si k0 = 0. On suppose
k0 ≥ 1. Puisque V est invariant par l’action adjointe de T θ,0(C), on a
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(8)
∑
i=1,...,aαi,res = 0.
Il est clair sur la de´finition (1) qu’alors Γtγ(Y ⊗U) est aussi invariant par l’action adjointe
de T θ,0(C). Puisque les V ′i1,...,ib sont propres pour cette action, on peut aussi bien sup-
primer de la formule (6) ceux qui ne sont pas invariants. Les e´le´ments restants ve´rifient
alors le (ii) de l’e´nonce´ par re´currence. On a
(9) limj→∞ci(tj)
−1 =
{
0, si αi > 0,
−1, si αi < 0,
ou` la positivite´ des racines est relative a` ∆. Des proprie´te´s des ak,l(tγ;V
′
i1,...,ib
) connues
par re´currence re´sulte alors que, si k ≥ 1, on a limj→∞a′k,l(tjγ;V ) = 0. Pour conclure,
il reste a` prouver que limj→∞(
∏
i=1,...,a ci(tj))
−1 = 0. Mais cela re´sulte de (8) et (9), car
(8) assure qu’il y a au moins un i tel que αi > 0. Cela prouve le (ii) de l’e´nonce´.
Venons-en a` la preuve du (i). De nouveau, on a le choix de la base. On suppose
maintenant que Hl est homoge`ne pour tout l et que Yk est propre pour l’action de T (C),
de caracte`re propre yk. Par line´arite´, on peut aussi supposer que V est propre pour cette
action, de caracte`re propre v. Pour γ ∈ T˜G˜−reg(C) et t ∈ T (C), on de´duit de (2) l’e´galite´
adt(V ) =
∑
k,l
ak,l(γ, V )Γadt(γ)(adt(Yk)⊗ adt(Hl)),
ou encore
V =
∑
k,l
ak,l(γ, V )v(t)
−1yk(t)Γ(1−θ)(t)γ(Yk ⊗Hl).
En comparant avec (2) applique´e a` (1− θ)(t)γ, on obtient
(10) ak,l((1− θ)(t)γ, V ) = v(t)−1yk(t)ak,l(γ, V ).
Ceci implique que ak,l(γ, V ) = 0 si les restrictions de v et yk a` T
θ(C) sont diffe´rentes.
Supposons qu’elles soient e´gales. Alors le caracte`re v−1yk se descend en un caracte`re de
(1− θ)(T (C)) que l’on note y′k. Fixons γ0 ∈ T˜G˜−reg(C). L’homomorphisme
(1− θ)(T (C))× T θ,0(C) → T˜ (C)
(t1, t2) 7→ t1t2γ0
est surjectif. Soit nk,l un entier ve´rifiant (5). La fonction γ 7→ DG˜⋆ (γ)nk,lak,l(γ, V ) se rele`ve
en une fonction sur (1−θ)(T (C))×T θ,0(C). Au point (t1, t2), celle-ci vaut y′k(t1)DG˜⋆ (t2γ0)nk,lak,l(t2γ0, V ).
L’assertion (5) entraˆıne que cette fonction se prolonge en une fonction polynomiale sur
(1− θ)(T (C))× T θ,0(C). Donc la fonction γ 7→ DG˜⋆ (γ)nk,lak,l(γ, V ) se prolonge elle aussi
en une fonction polynomiale sur T˜ (C). 
Les fonctions γ 7→ ak,l(γ, V ) sont rationnelles. On sait qu’en tout γ, il n’y a qu’un
nombre fini de couples (k, l) pour lesquels ak,l(γ, V ) 6= 0. Il en re´sulte qu’il n’y a qu’un
nombre fini de couples (k, l) pour lesquels la fonction γ 7→ ak,l(γ, V ) n’est pas nulle.
1.6 Preuve de la proposition 1.3
On va rappeler la construction de nos ope´rateurs diffe´rentiels, d’apre`s [A1] paragraphe
12. Soit P˜ ∈ P(M˜). Notons p1 l’alge`bre de Lie du sous-groupe de P dont les points re´els
sont les x ∈ P (R) tels que HP˜ (x) = 0. Notons uP¯ le radical nilpotent de l’alge`bre de Lie
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du sous-groupe parabolique oppose´ P¯ et notons UP¯ la sous-alge`bre qu’il engendre dans
U(G). On a la de´compositon en somme directe
U(G) = p1U(G)⊕ Sym(aM˜)UP¯uP¯ ⊕ Sym(aM˜).
Elle est compatible a` l’action adjointe de T . Pour tout Y ∈ U(G), e´crivons Y = Y ′ +
Y ′′ + µP˜ (Y ) conforme´ment a` cette de´composition ci-dessus. Notons d la diffe´rence des
dimensions de AM˜ et AG˜. Notons µP˜ ,d(Y ) la composante homoge`ne de degre´ d de µP˜ (Y ).
On peut conside´rer Sym(aM˜) comme l’alge`bre des polynoˆmes sur A∗M˜,C. Pour ν ∈ A∗M˜,C,
notons < µP˜ ,d(Y ), ν > la valeur en ν du polynoˆme associe´ a` µP˜ ,d(Y ). Posons
cG˜
M˜
(Y ) =
∑
P˜∈P(M˜)
< µP˜ ,d(Y ), ν > ǫ
G˜
P˜
(ν),
ou` ν est un e´le´ment assez re´gulier de A∗
M˜,C
et ǫG˜
P˜
est la fonction usuelle de la the´orie des
(G˜, M˜)-familles (la notation d’Arthur est (θG˜
P˜
)−1 ; notre notation est reprise de [LW] p.
28). L’expression ci-dessus ne de´pend pas de ν.
Comme dans le paragraphe pre´ce´dent, fixons des bases (Hl)l∈N de Sym(t) et (Yk)k∈N
de Sym(q). On suppose que Hl est homoge`ne pour tout l, que Y0 = 1 et que, pour k ≥ 1,
Yk est de terme constant nul et est propre pour l’action adjointe de T (C), de caracte`re
propre yk.
Soient z ∈ Z(G) et γ ∈ T˜G˜−reg(R). D’apre`s [A1] lemme 12.1, on a l’e´galite´
(1) δG˜
M˜
(γ, z) =
∑
k≥1,l≥0
cG˜
M˜
(Yk)ak,l(γ, z)∂
⋆
Hl
(γ).
Puisque la projection Y 7→ µP˜ (Y ) est e´quivariante pour les actions de T , on a µP˜ (Yk) = 0
si yk 6= 1. A fortiori, le terme indexe´ par (k, l) dans la somme ci-dessus est nul si yk 6= 1.
En utilisant les notations de 1.4, on obtient
δG˜
M˜
(γ, z) =
∑
U∈B
∑
k≥1;yk=1
∑
l≥0
cG˜
M˜
(Yk)ak,l(γ, z)b(U ; γ,Hl)∂U .
Donc, pour tout U ∈ B,
(2) qG˜
M˜
(U ; γ, z) =
∑
k≥1;yk=1
∑
l≥0
cG˜
M˜
(Yk)ak,l(γ, z)b(U ; γ,Hl).
Fixons U ∈ B. Conside´rons un couple (k, l) intervenant ci-dessus. Le terme ak,l(γ, z)
est de´fini pour γ ∈ T˜G˜−reg(C). Puisque yk = 1 et que z est invariante par l’action adjointe
de T (C), le lemme 1.5(i) et la relation 1.5(10) entraˆınent que γ 7→ ak,l(γ, z) se quotiente
en une fonction rationnelle re´gulie`re sur T˜ ′
G˜−reg
(C). Le lemme 1.4 montre qu’il en est de
meˆme de la fonction γ 7→ b(U ; γ,Hl). Donc la fonction γ 7→ qG˜M˜(U ; γ, z) se prolonge en
une fonction rationnelle re´gulie`re sur T˜ ′
G˜−reg
(C).
Fixons γ. L’homomorphisme
T θ,0(C) → T˜ ′(C)
t 7→ tγ
est surjectif. Pour de´montrer le (ii) de la proposition 1.3, il suffit de prouver la proprie´te´
(3) suivante. Fixons une base ∆ de Σ(T ) et une suite (tj)j∈N d’e´le´ments de T
θ,0(C).
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Supposons que tjγ ∈ T˜G˜−reg(C) pour tout j et que l’image de la suite (tj)j∈N dans T ′(C)
tend vers l’infini selon ∆. Alors on a
(3) limj→∞q
G˜
M˜
(U ; tjγ, z) = 0.
Conside´rons un couple (k, l) intervenant dans (2). Puisque k ≥ 1, le lemme 1.5(ii)
implique que limj→∞ak,l(tjγ, z) = 0. D’apre`s le lemme 1.4, le terme b(U ; tjγ,Hl) est
combinaison line´aire de produits de termes (1− (α)(γ)αres(tj)nα)−m pour des α ∈ Σ(T )θ,
α > 0 et des m ∈ N. Un tel produit a une limite quand j tend vers l’infini : sa limite est
nulle sauf si la fonction est constante. Ces re´sultats et la formule (2) impliquent (3), ce
qui ache`ve la de´monstration de la proposition. 
Une conse´quence formelle de la formule (1) et de l’alge´bricite´ des constructions est le
comportement de nos ope´rateurs diffe´rentiels par conjugaison. Enonc¸ons cette proprie´te´
sous la forme ge´ne´rale qui nous servira plus loin. Supposons que G˜ soit une composante
connexe d’un K-espace KG˜, cf. [I] 1.11, et que M˜ soit une composante connexe d’un
K-espace de Levi KM˜ , cf. [I] 3.5. Disons que G˜ et M˜ sont les composantes G˜p et M˜p.
Soit q ∈ ΠM˜ . On a alors une composante G˜q de KG˜, une composante M˜q de KM˜ et un
isomorphisme φ˜p,q : G˜q → G˜p de´fini sur C qui envoie M˜q sur M˜p. Supposons donne´ un
sous-tore maximal T˜q de M˜q et un e´le´ment x ∈ Mp tel que adx ◦ φ˜p,q(T˜q) = T˜ . On note
ι˜ : T˜q → T˜ la restriction de adx ◦ φ˜p,q. On suppose que ι˜ est de´fini sur R. Les centres
Z(G) et Z(Gq) s’identifient. On peut donc de´finir δ
G˜q
M˜q
(γq, z) pour γq ∈ T˜q,G˜q−reg(R). On
a alors l’e´galite´
(4) ι˜ ◦ δG˜q
M˜q
(γq, z) ◦ ι˜−1 = δG˜M˜(ι˜(γq), z)
pour tout γq ∈ T˜q,G˜q−reg(R).
1.7 L’ope´rateur de Casimir
On a fixe´ en [IV] 1.1 une forme biline´aire sur X∗(T )⊗Z R de´finie positive, invariante
par le groupe de Weyl W et par θ. On la prolonge en une forme C-biline´aire sur t. On
peut alors identifier le dual t∗ a` t. Pour X ∈ X∗(T )⊗Z R ⊂ t ou X ∈ X∗(T )⊗Z R ⊂ t∗,
on a (X,X) ≥ 0 et on note |X| la racine carre´e positive ou nulle de (X,X).
D’autre part, la forme sur t se prolonge en une unique forme C-biline´aire sur g inva-
riante par l’action adjointe de G. Elle est aussi invariante par adγ pour tout γ ∈ G˜. On
la note (., .). De cette forme se de´duit un e´le´ment de Casimir Ω ∈ Z(G), cf. [Va] I.2.3.
Fixons une base (Hj)i=1,...,n de X∗(T )⊗Z R. Supposons-la orthonorme´e. On a fixe´ en 1.4
des e´le´ments Eα pour α ∈ Σ(T ). On a force´ment (Eα, Eβ) = 0 si β 6= −α et on peut
supposer (Eα, E−α) = 1. Alors
Ω = (
∑
j=1,...,n
H2j ) + (
∑
α∈Σ(T ),α>0
EαE−α + E−αEα).
On calcule classiquement
(1) ΩT =
∑
j=1,...,n
H2j − ρB(Hj)2,
ou` ρB est la demi-somme des racines positives.
Notons plus pre´cise´ment ΣG(T ) l’ensemble note´ jusqu’alors Σ(T ). L’ensemble ΣM(T )
est invariant par θ et on peut supposer ΣM (T )θ ⊂ ΣG(T )θ. Ainsi ΣG(T )θ−ΣM (T )θ est un
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ensemble de repre´sentants des orbites dans ΣG(T )−ΣM (T ). On peut aussi supposer que
ΣG(T )θ est invariant par α 7→ −α et que ν(−α)(γ) = ν(α)(γ)−1 pour tout γ ∈ T˜G˜−reg(C).
Posons d = aM˜ − aG˜. Supposons d ≥ 1. De´finissons la fonction CG˜M˜ sur T˜G˜−reg(C) par
- si d ≥ 2, CG˜
M˜
= 0 ;
- si d = 1,
CG˜
M˜
(γ) = −
∑
α∈ΣG(T )θ−ΣM (T )θ
|(Nα)|AM˜ |nα(1− (α)(γ))−1(1− (α)(γ)−1)−1.
Le terme (α)(γ) a e´te´ de´fini en 1.4. On a note´ (Nα)|AM˜ la projection orthogonale de Nα
sur AM˜ , ce dernier espace s’identifiant a` un sous-espace de t.
Proposition. On suppose d ≥ 1. Alors, pour tout γ ∈ T˜G˜−reg(R), l’ope´rateur δG˜M˜(γ,Ω)
est la multiplication par CG˜
M˜
(γ).
Preuve. Soit γ ∈ T˜G˜−reg. Utilisons les e´le´ments E((α), γ, ζ) de 1.4. On ve´rifie que,
pour tout α ∈ Σ(T )θ, on a l’e´galite´∑
m=0,...,nα−1
Eθm(α)E−θm(α) = n
−1
α
∑
ζ∈ζnα
E((α), γ, ζ)E((−α), γ, ζ−1).
Ainsi
Ω = (
∑
j=1,...,n
H2j ) +
∑
α∈Σ(T )θ ,α>0
n−1α
∑
ζ∈ζnα
Y ((α), γ, ζ),
ou`
Y ((α), γ, ζ) = E((α), γ, ζ)E((−α), γ, ζ−1) + E((−α), γ, ζ−1)E((α), γ, ζ).
Pour tous α, ζ , on calcule
Γγ(Y ((α), γ, ζ)⊗ 1) = (1− ν(α)(γ)ζ)(1− ν(α)(γ)−1ζ−1)Y ((α), γ, ζ)
+(ν(α)(γ)ζ − ν(α)(γ)−1ζ−1)[E((α), γ, ζ), E((−α), γ, ζ−1)].
Le dernier terme appartient a` t puisqu’il est fixe par adγ. On en de´duit
Ω = U +
∑
α∈Σ(T )θ ,α>0
n−1α
∑
ζ∈ζnα
(1− ν(α)(γ)ζ)−1(1− ν(α)(γ)−1ζ−1)−1Γγ(Y ((α), γ, ζ)⊗ 1),
avec U ∈ Sym(t). En appliquant 1.6(1), on obtient que δG˜
M˜
(γ,Ω) est la multiplication
par
(2)
∑
α∈Σ(T )θ ,α>0
n−1α
∑
ζ∈ζnα
(1− ν(α)(γ)ζ)−1(1− ν(α)(γ)−1ζ−1)−1cG˜M˜(Y ((α), γ, ζ)).
Soit P˜ ∈ P(M˜), α ∈ Σ(T )θ et ζ ∈ ζnα. Si α ∈ ΣM(T ), on a E(±(α), γ, ζ) ∈ p1 et
µP˜ (Y ((α), γ, ζ)) = 0. Supposons α 6∈ ΣM(T ). Soit ξ ∈ {±1} tel que ξα soit positif pour
P . Alors E(ξ(α), γ, ζ) ∈ p1 et on calcule
µP˜ (Y ((α), γ, ζ)) = ξ[E(−(α), γ, ζ−1), E((α), γ, ζ)].
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Puisqu’on a de´ja` remarque´ que ce terme appartenait a` t, on le calcule facilement :
µP˜ (Y ((α), γ, ζ)) = ξ
∑
m=0,...,nα
[E−θm(α), Eθm(α)].
Soit β ∈ Σ(T ). Parce que notre forme biline´aire est invariante par l’action adjointe, on a
([E−β, H ], Eβ) + (H, [E−β, Eβ]) = 0
pour tout H ∈ t. On a aussi [E−β , H ] = β(H)E−β. Puisqu’on a choisi nos e´le´ments de
sorte que (E−β, Eβ) = 1, on obtient (H, [E−β, Eβ]) = −β(H). Modulo notre identification
de t∗ a` t, on obtient [E−β, Eβ] = −β. D’ou`
µP˜ (Y ((α), γ, ζ)) = −ξ
∑
m=0,...,nα
θm(α) = −ξNα.
Ce terme est homoge`ne de degre´ 1. Si d ≥ 2, on en de´duit cG˜
M˜
(Y ((α), γ, ζ)) = 0 ce
qui de´montre l’e´nonce´ dans ce cas. Supposons d = 1. Fixons P˜ ∈ P(M˜) et un e´le´ment
X ∈ AG˜
M˜
positif pour P et tel que |X| = 1. Il re´sulte des de´finitions que
cG˜
M˜
(Y ((α), γ, ζ)) = 2(µP˜ (Y ((α), γ, ζ), X)) = −2ξ(Nα,X).
Il re´sulte de la de´finition de X que ceci est e´gal a` −2|(Nα)|AM˜ |. Cela transforme (2) en
−2
∑
α∈ΣG(T )θ−ΣM (T )θ ,α>0
|(Nα)|AM˜ |n−1α
∑
ζ∈ζnα
(1− ν(α)(γ)ζ)−1(1− ν(α)(γ)−1ζ−1)−1.
On montre aise´ment que, pour presque tout x ∈ C, on a l’e´galite´
n−1α
∑
ζ∈ζnα
(1− xζ)−1(1− x−1ζ−1)−1 = nα(1− xnα)−1(1− x−nα)−1.
On se rappelle que ν(α)(γ)
nα = (α)(γ). Alors l’expression ci-dessus devient
−2
∑
α∈ΣG(T )θ−ΣM (T )θ ,α>0
|(Nα)|AM˜ |nα(1− (α)(γ))(1− (α)(γ)−1)−1.
Les expressions e´tant syme´triques en α et −α, on peut supprimer le facteur 2 en suppri-
mant la restriction α > 0 dans la sommation. Le terme ci-dessus devient CG˜
M˜
(γ). Cela
prouve la proposition. 
Remarque. L’alge`bre Z(G) contient Sym(z(G)), ou` z(G) est l’alge`bre de Lie du
centre de G. Il re´sulte facilement de 1.6(1) que, pour d ≥ 1, on a δG˜
M˜
(γ, z) = 0 pour
z ∈ Sym(z(G)). La proposition pre´ce´dente reste vraie si l’on remplace Ω par n’importe
quel e´le´ment de Ω + Sym(z(G)).
1.8 Variante avec caracte`re central
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On conside`re des exten-
sions compatibles
1→ C♮ → G♮ → G→ 1 et G˜♮ → G˜
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ou` C♮ est un tore central induit et ou` G˜♮ est encore a` torsion inte´rieure. Soit λ♮ un
caracte`re de C♮(R). On note M˜♮ et T˜♮ les images re´ciproques dans G˜♮ de M˜ et T˜ .
Puisqu’il n’y a pas de torsion, on note simplement Diff cst(T˜♮(R)) l’alge`bre note´e
Diff cst(T˜♮(R))
ω−inv en 1.1. Elle agit sur l’espace des fonctions C∞ sur T˜♮(R). Restreignons-
nous aux fonctions f qui ve´rifient pour tout γ♮ ∈ T˜♮(R) la proprie´te´
(1) f(γ♮c) = λ♮(c)
−1f(γ♮) pour tout c ∈ C♮(R).
Alors l’action de Diff cst(T˜♮(R)) se quotiente en une action d’une alge`bre quotient
Diff cst(T˜♮(R))λ♮ .
Notons µ(λ♮) ∈ c∗♮ le parame`tre de λ♮ (c’est-a`-dire que λ♮(exp(H)) = e<H,µ(λ♮)>
pour H ∈ c♮(R) assez proche de 0). Notons Iλ♮ l’ide´al de Sym(t♮) engendre´ par les
H+ < H, µ(λ♮) > pour H ∈ c♮. Posons Sym(t♮)λ♮ = Sym(t♮)/Iλ♮. Introduisons l’en-
semble t∗♮,λ♮ des e´le´ments de t
∗
♮ qui se projettent sur µ(λ♮) ∈ c∗♮ . C’est un espace affine
sous t et Sym(t♮)λ♮ s’identifie a` l’alge`bre des polynoˆmes sur t
∗
♮,λ♮
. L’application H 7→ ∂H
se quotiente en un isomorphisme note´ de meˆme de Sym(t♮)λ♮ sur Diff
cst(T˜♮(R))λ♮ .
Rappelons que l’on note C∞c,λ♮(G˜♮(R)) l’espace des fonctions f sur G˜♮(R) qui sont C
∞,
a` support compact modulo C♮(R) et qui ve´rifient la condition (1) pour tous γ♮ ∈ G˜♮(R).
On note Iλ♮(G˜♮(R)) le quotient de C
∞
c,λ♮
(G˜♮(R)) par le sous-espace des fonctions dont
les orbitales orbitales sont nulles en tout point fortement re´gulier. L’action de Z(G♮)
sur C∞c,λ♮(G˜♮(R)) ou Iλ♮(G˜♮(R)) se quotiente en l’action d’une alge`bre quotient Z(G♮)λ♮ .
Celle-ci est isomorphe a` Sym(t♮)
W
λ♮
.
Soient γ♮ ∈ T˜♮,G˜−reg(R) et f ∈ C∞c,λ♮(G˜♮(R)). On sait de´finir I
G˜♮
M˜♮,λ♮
(γ♮, f) (cf. [II] 1.10).
Par exemple, fixons une fonction f˙ ∈ C∞c (G˜♮(R)) telle que
f(γ♮) =
∫
C♮(R)
f˙(cγ♮)λ♮(c) dc.
Alors
I
G˜♮
M˜♮,λ♮
(γ♮, f) =
∫
C♮(R)
I
G˜♮
M˜♮
(γ♮, f˙
c)λ♮(c) dc,
ou` f˙ c est de´finie par f˙ c(γ′♮) = f˙(cγ
′
♮). En appliquant 1.2, on a pour z ∈ Z(G♮) une e´galite´
(2) I
G˜♮
M˜♮,λ♮
(γ♮, zf) =
∑
L˜∈L(M˜)
δ
L˜♮
M˜♮
(γ♮, zL♮)I
G˜♮
L˜♮,λ♮
(γ♮, f).
Puisque les ope´rateurs diffe´rentiels s’appliquent ici a` des fonctions ve´rifiant (1), on peut
les remplacer par leurs images dans l’espace Diff cst(T˜♮(R))λ♮. On note δ
G˜♮
M˜♮,λ♮
(γ♮, z)
l’image de δ
G˜♮
M˜♮
(γ♮, z) dans cet espace. Il re´sulte formellement de l’e´galite´ (2) que
- δ
G˜♮
M˜♮,λ♮
(γ♮, z) ne de´pend que de l’image de z dans Z(G♮)λ♮ ;
- δ
G˜♮
M˜♮,λ♮
(γ♮, z) ne de´pend que de l’image γ ∈ T˜ (R) de γ♮.
On peut donc noter δ
G˜♮
M˜♮,λ♮
(γ, z) notre ope´rateur. Il est de´fini pour γ ∈ T˜G˜−reg(R) et
z ∈ Z(G˜)λ♮ et prend ses valeurs dansDiff cst(T˜♮(R))λ♮ . La proposition 1.3 reste vraie pour
ces ope´rateurs. En particulier, la fonction γ 7→ δG˜♮
M˜♮,λ♮
(γ, z) est rationnelle et re´gulie`re.
Posons
Diff reg(T˜G˜−reg(R)λ♮ = Pol(T˜G˜−reg(C))⊗C Diff cst(T˜♮(R))λ♮ .
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On a alors un e´le´ment δ
G˜♮
M˜♮,λ♮
(z) ∈ Diff reg(T˜G˜−reg(R)λ♮ dont la valeur en un point γ est
δ
G˜♮
M˜♮,λ♮
(γ, z).
On a muni X∗(T )⊗Z R d’une forme quadratique de´finie positive. Fixons un scindage
X∗(T♮)⊗Z R = X∗(C♮)⊗Z R⊕X∗(T )⊗Z R.
Munissons le premier facteur d’une forme quadratique de´finie positive et munissons l’es-
pace total de la forme somme directe des formes sur les deux facteurs. On dira que cettte
dernie`re forme est compatible avec celle sur X∗(T )⊗Z R. On de´finit alors l’ope´rateur de
Casimir ΩG˜♮ . Il de´pend des constructions ci-dessus, mais la classe ΩG˜♮+Sym(z(G♮)) n’en
de´pend pas. Pour tout e´le´ment z de cette classe, l’ope´rateur δ
G˜♮
M˜♮,λ♮
(γ, z) est donne´ par la
formule de la proposition 1.7 (pourvu que d ≥ 1).
Conside´rons d’autres donne´es
1→ C♭ → G♭ → G→ 1 et G˜♭ → G˜
ainsi qu’un caracte`re λ♭ de C♭(R) ve´rifiant les meˆmes conditions que pre´ce´demment. On
introduit les produits fibre´s G♮,♭ et G˜♮,♭ de G♮ et G♭ au-dessus de G, resp. de G˜♮ et G˜♭
au-dessus de G˜. On suppose donne´s un caracte`re λ♮,♭ de G♮,♭(R) et une fonction λ˜♮,♭ sur
G˜♮,♭(R) tels que
- λ♮,♭(c♮x♮, c♭x♭) = λ♮(c♮)λ♭(c♭)
−1λ♮,♭(x♮, x♭) pour tous (x♮, x♭) ∈ G♮,♭(R), c♮ ∈ C♮(R),
c♭ ∈ C♭(R) ;
- λ˜♮,♭(x♮γ♮, x♭γ♭) = λ˜♮,♭(γ♮, γ♭)λ♮,♭(x♮, x♭) pour tous (γ♮, γ♭) ∈ G˜♮,♭(R) et (x♮, x♭) ∈
G♮,♭(R).
On de´finit un isomorphisme
C∞c,λ♮(G˜♮(R)) → C∞c,♭(G˜♭(R))
f♮ 7→ f♭
par f♭(γ♭) = λ˜♮,♭(γ♮, γ♭)f♮(γ♮) ou` γ♮ est n’importe quel e´le´ment de G˜♮(R) tel que (γ♮, γ♭) ∈
G˜♮,♭(R). On a de meˆme un isomorphisme entre l’espace des fonctions sur T˜♮(R) ve´rifiant
(1) et l’espace de fonctions analogue sur T˜♭(R). De cet isomorphisme se de´duit un iso-
morphisme
(3) Diff cst(T˜♮(R))λ♮ ≃ Diff cst(T˜♭(R))♭.
Au caracte`re λ♮,♭ est associe´ un parame`tre µ(λ♮,♭) ∈ t∗♮,♭, ou` T♮,♭ est l’image re´ciproque de
T dans G♮,♭. On a
t∗♮,♭ = (t
∗
♮ ⊕ t∗♭ )/diag−(t∗).
La projection de µ(λ♮,♭) dans c
∗
♮⊕c∗♭ est (µ(λ♮),−µ(λ♭)). Pour ν♮ ∈ t∗♮,λ♮ il existe un unique
ν♭ ∈ t♭,λ♭ tel que (−ν♮, ν♭) ait pour projection µ(λ♮,♭) dans t∗♮,♭. L’application ν♮ 7→ ν♭ est
un isomorphisme de t∗♮,λ♮ sur t
∗
♭,λ♭
. Il est compatible a` (3) et au fait que les alge`bres
d’ope´rateurs diffe´rentiels s’identifient a` des alge`bres de polynoˆmes sur ces deux espaces
affines. Il s’en de´duit un isomorphisme
(4) Z(G♮)λ♮ ≃ Z(G♭)λ♭ .
Il est formel de ve´rifier que, si z♮ et z♭ se correspondent par (4), alors δ
G˜♮
M˜♮,λ♮
(γ, z♮)
et δG˜♭
M˜♭,λ♭
(γ, z♭) se correspondent par (3). Remarquons que l’image dans Z(G♮)λ♮ de la
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classe ΩG˜♮ + Sym(z(G♮)) correspond par (4) a` l’image dans Z(G♭)λ♭ de la classe Ω
G˜♭ +
Sym(z(G♭)).
Revenons au cas ou` (G, G˜, a) est quelconque. Conside´rons des donne´es endoscopiques
G′ = (G′,G ′, s˜) de (G, G˜, a) et M′ = (M ′,M′, ζ˜) de (M, M˜, aM). Supposons que M ′
s’identifie a` un Levi de G′ et que M′ soit la donne´e de´duite de G′ via cette identifi-
cation (cf. [I] 3.4). Supposons aussi que M′ soit relevante (donc aussi G′). Fixons des
donne´es auxiliaires G′1, G˜
′
1, C1, ξˆ1,∆1 pour G
′, qui se restreignent en des donne´es auxi-
liaires M ′1, ...,∆1 pour M
′. Soient γ0 ∈ T˜G˜−reg(R) et δ0 ∈ M˜ ′(R) correspondant a` γ0.
Notons T˜ ′ le sous-tore tordu maximal de M˜ ′ tel que δ ∈ T˜ ′(R). Alors on dispose d’un
isomorphisme ξ : T/(1−θ)(T ) ≃ T ′ dont on de´duit un isomorphisme ξ˜ : T˜ /(1−θ)(T ) ≃ T˜ ′
tel que ξ˜(tγ0) = ξ(t)δ0. Modulo ces isomorphismes, les notations T
′ et T˜ ′ sont cohe´rentes
avec celles du paragraphe 1.1.
Pour z′1 ∈ Z(G′1)λ1 et δ ∈ T˜ ′G˜′−reg(R), on construit comme plus haut l’ope´rateur
δ
G˜′1
M˜ ′1,λ1
(δ, z′1) ∈ Diff cst(T˜ ′1(R))λ1. Faisons varier les donne´es auxiliaires. Les alge`bres
Z(G′1)λ1 se recollent en une alge`bre que l’on a note´e Z(G
′) en [IV] 2.1. Les espaces af-
fines t
′∗
1,λ1
se recollent en un espace affine isomorphe a` t∗θ,ω, cf. [IV] 2.1. Donc les alge`bres
Diff cst(T˜ ′1(R))λ1 se recollent en une alge`bre isomorphe a` Diff(T˜ (R))θ,ω. D’apre`s les
conside´rations ci-dessus, pour z′ ∈ Z(G′), les ope´rateurs δG˜′1
M˜ ′1,λ1
(δ, z′1) (ou` z
′
1 correspond
a` z′) se recollent en un ope´rateur que l’on peut noter δG
′
M′
(δ, z′) ∈ Diff cst(T˜ (R))θ,ω.
Les alge`bres de fonctions rationnelles et re´gulie`res Pol(T˜ ′
1,G˜′−reg
(C)) se recollent aussi
en une sous-alge`bre de l’alge`bre note´e Pol(T˜ ′
G˜−reg
(C)) en 1.1. Ce n’est pas force´ment
cette alge`bre tout entie`re car la condition de re´gularite´ relative a` G˜′ est plus faible
que celle relative a` G˜. En tout cas, les termes δ
G˜′1
M˜ ′1,λ1
(z′1) se recollent en un e´le´ment
δG
′
M′
(z′) ∈ Diff reg(T˜G˜−reg(R))ω−inv.
2 Versions stables et endoscopiques des ope´rateurs
diffe´rentiels
2.1 Version stable des ope´rateurs diffe´rentiels
On suppose dans ce paragraphe (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On
fixe comme en 1.1 un espace de Levi M˜ et un sous-tore tordu maximal T˜ de M˜ , ainsi
que des mesures de Haar sur tous les groupes intervenant. On sait de´finir SG˜
M˜
(δ, f)
pour une distribution stable δ sur M˜(R) a` support G˜-re´gulier et pour f ∈ C∞c (G˜(R)),
cf. [V] 1.4. A un e´le´ment δ ∈ T˜G˜−reg(R) est associe´e une telle distribution δ, a` savoir
l’inte´grale orbitale stable sur M˜(R) associe´e a` la classe de conjugaison stable de δ. On
pose simplement SG˜
M˜
(δ, f) = SG˜
M˜
(δ, f). Ce terme devient ainsi une fonction de δ, qui est
clairement C∞ sur T˜G˜−reg(R).
Proposition. Il existe une unique application line´aire
Z(G) → Diff reg(T˜G˜−reg(R))
z 7→ SδG˜
M˜
(z)
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qui ve´rifie la proprie´te´ suivante
- pour tout f ∈ C∞c (G˜(R)), tout δ ∈ T˜G˜−reg(R) et tout z ∈ Z(G), on a l’e´galite´
SG˜
M˜
(δ, zf) =
∑
L˜∈L(M˜)
SδL˜
M˜
(δ, zL)S
G˜
L˜
(δ, f).
Preuve. Soit δ ∈ T˜G˜−reg(R). On va commencer par de´finir les ope´rateurs SδG˜M˜(δ, z)
et on montrera ensuite qu’ils ve´rifient les proprie´te´s requises. Soit s ∈ Z(Mˆ)ΓR/Z(Gˆ)ΓR,
s 6= 1. On fixe des donne´es auxiliaires G′1(s), ...,∆1(s) pour G′(s). L’e´le´ment z de´termine
un e´le´ment zG
′(s) ∈ Z(G′(s)), cf. [III] 2.1. Fixons un e´le´ment z1(s) ∈ Z(G′1(s)) d’image
zG
′(s) dans Z(G′(s)). Notons M˜1(s) et T˜1(s) les images re´ciproques de M˜ et T˜ dans
G˜′1(s). Soit δ ∈ T˜G˜−reg(R) et fixons un e´le´ment δ1(s) ∈ T˜1(s) se projetant sur δ.
Puisque dim(G′1,SC(s)) < dim(GSC), on peut supposer la proposition connue pour G˜
′
1(s).
On dispose donc d’un ope´rateur Sδ
G˜′1(s)
M˜1(s)
(δ1(s), z1(s)). Les meˆmes formalite´s que l’on a
de´veloppe´es en 1.8 pour les ope´rateurs δG˜
M˜
(γ, z) s’appliquent. On est dans le cas particulier
simple ou` la donne´e endoscopique de (M, M˜, aM ) est la donne´e endoscopique maximale
M = (M, LM, 1). On voit que, quand on fait varier les donne´es auxiliaires, les ope´rateurs
Sδ
G˜′1(s)
M˜1(s)
(δ1(s), z1(s)) se recollent en des ope´rateurs Sδ
G
′(s)
M
(δ, zG
′(s)) ∈ Diff cst(T˜ (R)). On
dispose aussi de l’ope´rateur δG˜
M˜
(δ, z) de 1.2. On de´finit alors
(1) SδG˜
M˜
(δ, z) = δG˜
M˜
(δ, z)−
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜(G˜, G˜
′(s))Sδ
G′(s)
M
(δ, zG
′(s)).
Par re´currence, pour s 6= 1, l’application δ 7→ SδG′(s)
M
(δ, zG
′(s)) est la restriction d’une
fonction rationnelle et re´gulie`re sur T˜G˜′(s)−reg(C), a fortiori sur T˜G˜−reg(C). Il en est de
meˆme de δ 7→ δG˜
M˜
(δ, z) d’apre`s la proposition 1.3. Donc δ 7→ SδG˜
M˜
(δ, z) est la restriction
d’une fonction rationnelle et re´gulie`re sur T˜G˜−reg(C).
Posons
ΛG˜
M˜
(δ, f) =
∑
γ∈X˙ (δ)
IG˜
M˜
(γ, f),
ou` X˙ (δ) est un ensemble de repre´sentants des classes de conjugaison par M(R) dans la
classe de conjugaison stable de δ. Par de´finition
(2) SG˜
M˜
(δ, zf) = ΛG˜
M˜
(δ, zf)−
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜ (G˜, G˜
′(s))S
G′(s)
M
(δ, (zf)G
′(s)).
Cette formule requiert une explication. On a de´fini l’espace de distributions stables
Dstge´om(M) par recollement des espaces D
st
ge´om,λ1
(M˜1(R)) pour les diffe´rentes donne´es auxi-
liairesM1, M˜1 etc... Mais pour notre donne´eM, on peut prendre pour donne´es auxiliaires
les donne´es triviales M1 = M , M˜1 = M˜ etc... L’e´le´ment δ ayant de´ja` e´te´ identifie´ a` une
distribution stable sur M˜(R), il s’identifie aussi a` un e´le´ment de Dstge´om(M). Cela donne
un sens a` la formule (2) ci-dessus.
Etudions ΛG˜
M˜
(δ, zf). Fixons δ. Pour tout γ ∈ X˙ (δ), il existe un tore tordu T˜γ et un
e´le´ment xγ ∈M tel que adxγ(T˜ ) = T˜γ , adxγ (δ) = γ et l’isomorphisme adxγ : T˜ → T˜γ soit
de´fini sur R. Pour tout δ′ ∈ T˜G˜−reg(R), on peut supposer
X˙ (δ′) = {adxγ (δ′); γ ∈ X˙ (δ)}.
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Alors
ΛG˜
M˜
(δ′, f) =
∑
γ∈X˙ (δ)
IG˜
M˜
(adxγ(δ
′), f).
Remplac¸ons z par zf . En appliquant 1.2, on obtient
ΛG˜
M˜
(δ, zf) =
∑
γ∈X˙ (δ)
∑
L˜∈L(M˜)
δL˜
M˜
(adxγ (δ), zL)I
G˜
L˜
(adxγ(δ), f),
ou` le terme δL˜
M˜
(adxγ(δ), zL)I
G˜
L˜
(adxγ (δ), f) est ici la valeur en γ
′ = adxγ(δ) de la fonction
γ′ 7→ δL˜
M˜
(γ′, zL)I
G˜
L˜
(γ′, f) de´finie sur T˜γ(R). La proprie´te´ 1.6(4) implique qu’il revient au
meˆme d’e´valuer d’appliquer l’ope´rateur δL˜
M˜
(δ′, zL) a` la fonction δ
′ 7→ IG˜
M˜
(adxγ(δ
′), f), puis
de´valuer la fonction obtenue en δ. On obtient alors l’e´galite´
(3) ΛG˜
M˜
(δ, zf) =
∑
L˜∈L(M˜)
δL˜
M˜
(δ, zL)Λ
G˜
L˜
(δ, f).
Fixons s ∈ Z(Mˆ)ΓR/Z(Gˆ)ΓR , s 6= 1. Comme plus haut, on fixe des donne´es auxiliaires
G′1(s), ...,∆1(s) pour G
′(s) ainsi que des e´le´ments z1(s) ∈ Z(G′1(s)) d’image zG′(s) dans
Z(G′(s)) et δ1(s) ∈ T˜1(s) se projetant sur δ. En tant qu’e´le´ment deDstge´om(M), δ s’identifie
a` un certain multiple de la distribution stable associe´e a` δ1(s), disons que c’est c1(s) fois
cette distribution. Identifions aussi fG
′
a` un e´le´ment f G˜
′
1(s) ∈ C∞c,λ1(s)(G˜′1(s;R)). Alors
S
G′(s)
M
(δ, (zf)G
′(s)) = c1(s)S
G˜′1(s)
M˜1(s)
(δ1(s), z1(s)f
G˜′1(s)).
Puisque dim(G′1,SC(s)) < dim(GSC), on peut appliquer la proposition par re´currence.
On obtient l’e´galite´
S
G′(s)
M
(δ, (zf)G
′(s)) = c1(s)
∑
L˜′1,s∈L
G˜′(s)(M˜ )
Sδ
L˜′1,s
M˜1(s)
(δ1(s), z1(s)L′1,s)S
G˜′1(s)
L˜′1,s
(δ1(s), f
G˜′1(s)).
Comme on l’a dit plus haut, quand on fait varier les donne´es auxiliaires, les ope´rateurs
Sδ
G˜′1(s)
M˜1(s)
(δ1(s), z1(s)) se recollent en des ope´rateurs Sδ
G′(s)
M
(δ, zG
′(s)) ∈ Diff cst(T˜ (R)).
L’e´galite´ ci-dessus se re´crit
(4) S
G′(s)
M
(δ, (zf)G
′(s)) =
∑
L˜′s∈L
G˜′(s)(M˜)
Sδ
L′(s)
M
(δ, (zG
′(s))L′(s)S
G′(s)
L′(s) (δ, f
G′(s)).
On sait que L˜′s de´termine un espace de Levi L˜ ∈ L(M˜) et une donne´e endoscopique de
(L, L˜). On a note´ L′(s) cette donne´e endoscopique.
Maintenant, la preuve reprend celle de la proposition 2.5 de [II]. On inse`re la formule
(4) dans la somme en s de (2). Chaque couple (s, L˜′s) de´termine un espace de Levi L˜ de
G˜ et, comme on vient de le dire, une donne´e endoscopique L′(s) de L˜, dont la classe ne
de´pend que de l’image de s dans Z(Mˆ)ΓR/Z(Lˆ)ΓR . Le terme (zG
′(s))L′s) est e´gal a` (zL)
L′(s).
La somme en s de (2) se transforme en∑
L˜∈L(M˜)
∑
s∈Z(Mˆ)ΓR/Z(Lˆ)ΓR ,L′(s) elliptique
∑
t∈sZ(Lˆ)ΓR/Z(Gˆ)ΓR ,t6=1
iM˜ (G˜, G˜
′(t))
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Sδ
L′(s)
M
(δ, (zL)
L
′(s))S
G′(t)
L′(s) (δ, f
G
′(t)).
Remarquons que la somme en L˜ et s est en fait limite´e a` (L˜, s) 6= (G˜, 1) puisque pour
ce terme exceptionnel, la somme en t est vide. L’ope´rateur SδG
M
(δ, zG) correspondant
au couple (G˜, 1) n’intervient donc pas (ce qui est heureux puisqu’on ne l’a pas encore
de´fini). Mais, pour la commodite´ du calcul qui suit, il convient de poser formellement
SδG
M
(δ, zG) = SδG˜
M˜
(δ, z). Pour s, t intervenant ci-dessus, on ve´rifie l’e´galite´
iM˜ (G˜, G˜
′(t)) = iM˜(L˜, L˜
′(s))iL˜′(s)(G˜, G˜
′(t)).
De plus, la non-nullite´ du membre de droite ci-dessus implique l’ellipticite´ de L′(s). La
somme ci-dessus devient
(5)
∑
L˜∈L(M˜)
∑
s∈Z(Mˆ)ΓR/Z(Lˆ)ΓR
iM˜(L˜, L˜
′(s))X(L˜, s),
ou`X(L˜, s) s’obtient en appliquant l’ope´rateur diffe´rentiel Sδ
L
′(s)
M
(δ, (zL)
L′(s)) a` la fonction
de δ
(6)
∑
t∈sZ(Lˆ)ΓR/Z(GˆΓR ,t6=1
iL˜′(s)(G˜, G˜
′(t))S
G′(t)
L′(s) (δ, f
G′(t)).
Supposons d’abord L˜ 6= M˜ et s 6= 1. Dans la formule (6), la restriction t 6= 1 est superflue
et (6) n’est autre que IG˜,E
L˜
(L′(s), δ, f). Le transfert de δ vu comme une distribution stable
n’est autre que la somme des inte´grales orbitales sur les e´le´ments de X˙ (δ). On a prouve´ en
[V] proposition 1.13 l’e´galite´ IG˜,E
L˜
(L′(s), δ, f) = ΛG˜
L˜
(δ, f). Supposons maintenant L˜ 6= M˜
et s = 1. Alors (6) est e´gal a` IG˜,E
L˜
(L, δ, f)−SL˜(δ, f). Ou encore, par le meˆme argument, a`
ΛG˜
L˜
(δ, f)−SG˜
L˜
(δ, f). Si enfin L˜ = M˜ , la somme (6) est encore e´gale a` ΛG˜
M˜
(δ, f)−SG˜
M˜
(δ, f) :
c’est la formule (1) pour z = 1. Remarquons que la contribution des termes pour lesquels
s = 1 se simplifie : on a simplement iM˜(L˜, L˜
′(1)) = iM˜(L˜, L˜) = 1 et Sδ
L′(1)
M
(δ, (zL)
L
′(1)) =
SδL˜
M˜
(δ, zL). On transforme (5) conforme´ment a` ces calculs. On obtient∑
L˜∈L(M˜)
∑
s∈Z(Mˆ)ΓR/Z(Lˆ)ΓR
iM˜(L˜, L˜
′(s))Sδ
L′(s)
M
(δ, (zL)
L
′(s))ΛG˜
L˜
(δ, f)
−
∑
L˜∈L(M˜)
SδL˜
M˜
(δ, zL)S
G˜
L˜
(δ, f).
En utilisant la formule (1) en y remplac¸ant G˜ par L˜, la premie`re somme ci-dessus devient
simplement ∑
L˜∈L(M˜)
δL˜
M˜
(δ, zL)Λ
G˜
L˜
(δ, f),
ce qui est le membre de droite de (3). En appliquant (3), on obtient que (5) est e´gal a`
ΛG˜
M˜
(δ, zf)−
∑
L˜∈L(M˜)
SδL˜
M˜
(δ, zL)S
G˜
L˜
(δ, f).
On se rappelle que (5) est la somme en s intervenant dans (2) et que, dans cette formule,
elle est affecte´e du signe −. En appliquant la formule ci-dessus, la formule (1) devient
celle de l’e´nonce´. 
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2.2 Proprie´te´s des versions stables des ope´rateurs diffe´rentiels
On conserve la situation du paragraphe pre´ce´dent. La formule de de´finition (1) de ce
paragraphe et une re´currence imme´diate montrent que les ope´rateurs SδG˜
M˜
(δ, z) ve´rifient
une proposition analogue a` 1.3.
On a
(1) si M˜ = G˜, alors SδG˜
M˜
(δ, z) = ∂zT .
En effet, la de´finition 2.1(1) donne simplement SδG˜
M˜
(δ, z) = δG˜
M˜
(δ, z), d’ou` le re´sultat
d’apre`s 1.2(2).
Comme en 1.6, introduisons l’ope´rateur de Casimir Ω. Posons d = aM˜−aG˜ = aM−aG
et supposons d ≥ 1. Supposons d’abord d = 1. Remarquons que, dans notre situation a`
torsion inte´rieure, la de´finition de la fonction CG˜
M˜
de 1.7 se simplifie. On a simplement
(2) CG˜
M˜
(δ) = −
∑
α∈ΣG(T )−ΣM (T )
|α|AM |(1− α(δ))−1(1− α(δ)−1)−1.
On a note´ simplement α(δ) le terme α(tδ), ou` tδ est de´fini en 1.4. Une de´finition e´quivalente
dans notre situation a` torsion inte´rieure est d’envoyer δ en un e´le´ment δad ∈ Tad ⊂ GAD
et de poser α(δ) = α(δad). Introduisons comme toujours une paire de Borel e´pingle´e
de Gˆ pour laquelle on re´alise Mˆ comme un Levi standard. On note Tˆ le tore de cette
paire. Il y a une bijection α 7→ αˆ de ΣG(T ) sur ΣGˆ(Tˆ ), qui se restreint en une bijection de
ΣG(T )−ΣM (T ) sur ΣGˆ(Tˆ )−ΣMˆ (Tˆ ). Puisque d = 1, les restrictions a` Z(Mˆ)ΓR d’e´le´ments
de ΣGˆ(Tˆ )−ΣMˆ (Tˆ ) sont toutes proportionnelles. Pre´cise´ment, pour β ∈ ΣGˆ(Tˆ )−ΣMˆ(Tˆ ),
notons β∗ sa restriction a` Z(Mˆ)
ΓR . On peut fixer β1 ∈ ΣGˆ(Tˆ ) − ΣMˆ(Tˆ ) et un entier
N ≥ 1 tels que l’ensemble des β∗ pour β ∈ ΣGˆ(Tˆ )− ΣMˆ(Tˆ ) soit exactement l’ensemble
{±kβ1,∗; k = 1, ..., N}. Pour tout β ∈ ΣGˆ(Tˆ ) − ΣMˆ(Tˆ ), on note kGˆ(β) ∈ N l’entier tel
que β∗ = ±kGˆ(β)β1,∗. On de´finit une fonction SCG˜M˜ sur T˜G˜−reg par
(3) SCG˜
M˜
(δ) = −
∑
α∈ΣG(T )−ΣM (T )
kGˆ(αˆ)−1|α|AM |(1− α(δ))−1(1− α(δ)−1)−1.
Si maintenant d ≥ 2, on pose SCG˜
M˜
= 0.
Proposition. On suppose d ≥ 1. Alors, pour tout δ ∈ T˜G˜−reg(R), l’ope´rateur SδG˜M˜(δ,Ω)
est la multiplication par SCG˜
M˜
(δ).
Preuve. On va plutoˆt prouver que cela est vrai quand on remplace Ω par n’im-
porte quel e´le´ment Ω ∈ Ω + Sym(z(G)). Utilisons la de´finition 2.1(1) pour z = Ω.
Le premier terme δG˜
M˜
(δ,Ω) est la multiplication par CG˜
M˜
(δ), cf. la remarque de 1.7. Soit
s ∈ Z(Mˆ)ΓR/Z(Gˆ)ΓR avec s 6= 1. On introduit des donne´es auxiliaires G′1(s), ...,∆1(s).
En notant T˜1(s) l’image re´ciproque de T˜ ⊂ M˜ ⊂ G˜′(s) dans G˜′1(s), on fixe une forme
quadratique de´finie positive sur X∗(T1(s)) ⊗Z R compatible avec celle de´ja` fixe´e sur
X∗(T ) ⊗Z R, au sens explique´ en 1.8. On introduit l’ope´rateur de Casimir ΩG′1(s) re-
latif a` cette forme. Il n’est pas vrai en ge´ne´ral que l’image de ΩG
′
1(s) dans Z(G′(s))
soit e´gale a` celle de Ω = ΩG. Mais on ve´rifie facilement que l’image de l’espace affine
ΩG
′
1(s) + Sym(z(G′1(s))) contient celle de l’espace affine Ω
G + Sym(z(G)). On peut donc
choisir ΩG
′
1(s) ∈ ΩG′1(s) + Sym(z(G′1(s))) dont l’image dans Z(G′(s)) soit e´gale a` celle de
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Ω. Pour δ1 ∈ T˜1(s;R) au-dessus de δ, l’ope´rateur δG˜
′
1(s)
M˜1(s)
(δ1,Ω
G′1(s)) est la multiplication
par SC
G˜′1(s)
M˜1(s)
(δ1). Ce terme co¨ıncide avec SC
G˜′(s)
M˜
(δ). On obtient que Sδ
G′(s)
M
(δ,ΩG
′(s)) est
la multiplication par SC
G˜′(s)
M˜
(δ). En revenant a` la de´finition 2.1(1), on voit que, pour
prouver la proposition, il suffit de prouver l’e´galite´
SCG˜
M˜
(δ) = CG˜
M˜
(δ)−
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜(G˜, G˜
′(s))SC
G˜′(s)
M˜
(δ),
ou encore
(4) CG˜
M˜
(δ) =
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR
iM˜(G˜, G˜
′(s))SC
G˜′(s)
M˜
(δ).
Cela est clair si d ≥ 2 : tout est nul. Supposons d = 1. Pour tout s, l’ensemble ΣG′(s) est
un sous-ensemble de ΣG. Tous les termes sont donc des sommes sur l’ensemble ΣG(T )−
ΣM(T ). On peut fixer un e´le´ment α de cet ensemble et montrer que le terme indexe´
par α dans le membre de gauche de (4) est e´gal a` la somme des termes indexe´s par
α dans le membre de droite. Dans chacun de ces termes apparaˆıt un facteur commun
−|α|AM˜ |(1 − α(δ))−1(1 − α(δ)−1)−1. On peut se limiter aux autres termes. D’apre`s les
formules (2) et (3), l’e´galite´ restant a` prouver se re´duit a`
(5) 1 =
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,α∈ΣG′(s)(T )
kGˆ
′(s)(αˆ)−1iM˜(G˜, G˜
′(s)).
Fixons β1 ∈ ΣGˆ−ΣMˆ dont la restriction β1,∗ a` Z(Mˆ)ΓR soit indivisible. Quitte a` changer
β1 en −β1, on peut supposer que αˆ∗ = kGˆ(αˆ)β1,∗. L’application s 7→ β1(s) identifie
Z(Mˆ)ΓR/Z(Gˆ)ΓR a` C×. Pour α′ ∈ ΣG(T )−ΣM (T ), on a α′ ∈ ΣG′(s)(T ) si et seulement si
β1(s)
kGˆ(α′) = 1. Il en re´sulte d’abord que la somme sur s de l’expression (5) s’identifie a`
une somme sur ζ ∈ ζk, ou` k = kGˆ(α) et ζk est le groupe des racines k-ie`mes de l’unite´ dans
C×. Ensuite, soit ζ ∈ ζk et soit s tel que β1(s) = ζ . Notons l(ζ) l’ordre de ζ . Il divise k. Le
calcul ci-dessus montre que ΣG(s)(T )−ΣM(T ) est forme´ des α′ ∈ ΣG(T )−ΣM(T ) tels que
αˆ′∗ ∈ l(ζ)Zβ1,∗. Cela entraˆıne que kGˆ′(s)(α) = k/l(ζ) et que (Z(Mˆ)ΓR ∩Z(Gˆ′(s)))/Z(Gˆ)ΓR
s’identifie au groupe des ζ ′ ∈ C× tels que (ζ ′)l(ζ) = 1. Ce groupe a l(ζ) e´lements. Par
construction de G′(s), les actions galoisiennes sur Z(Gˆ′(s)) et sur Z(Mˆ) s’identifient
sur Z(Gˆ′(s)) ∩ Z(Mˆ). Le groupe pre´ce´dent est donc e´gal a` Z(Gˆ′(s))ΓR/Z(Gˆ)ΓR. En se
rappelant la de´finition de iM˜(G˜, G˜
′(s)) ([II] 1.10), on obtient iM˜(G˜, G˜
′(s)) = l(ζ)−1.
L’e´galite´ (5) a` prouver se re´crit
1 =
∑
ζ∈ζk
l(ζ)
k
l(ζ)−1.
Cette e´galite´ est e´vidente. 
2.3 Variante endoscopique des ope´rateurs diffe´rentiels
Au lieu d’un triplet (G, G˜, a), on conside`re maintenant un triplet (KG,KG˜, a) comme
en [I] 1.11. On fixe un K-espace de Levi minimal KM˜0. Soit KM˜ ∈ L(KM˜0), cf. [I]
3.5. Au lieu d’un tore tordu T˜ , on fixe des familles finies (T˜i)i∈I et (ι˜i,j)i,j∈I ve´rifiant
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les conditions suivantes (on renvoie a` [I] 1.11 et [I] 3.5 pour les notations). On peut
supposer que φ˜p,q(M˜q) = M˜p pour tous p, q ∈ ΠM . Pour tout i ∈ I, il existe p(i) ∈ ΠM
tel que T˜i soit un sous-tore tordu maximal de M˜p(i). Pour deux e´le´ments i, j ∈ I, ι˜i,j
est un isomorphisme de´fini sur R de T˜j sur T˜i. On suppose qu’il existe xi,j ∈ Mp(i) tel
que ι˜i,j soit la restriction de adxi,j ◦ φ˜p(i),p(j). On note ιi,j : Tj → Ti la restriction de
adxi,j ◦ φp(i),p(j), qui est un isomorphisme de´fini sur R. On suppose que ι˜i,j ◦ ι˜j,k = ι˜i,k
pour tous i, j, k ∈ I. On suppose enfin que, pour tout i ∈ I et tout γ ∈ T˜i(R) qui est
fortement re´gulier dans M˜p(i), l’ensemble {ι˜j,i(γ); j ∈ I} est un ensemble de repre´sentants
des classes de conjugaison dans la classe de conjugaison stable de γ dans KM˜(R).
Remarque. Pour tout p ∈ ΠM et tout sous-tore tordu maximal T˜ de M˜p, on peut
comple´ter T˜ en une famille (T˜i)i∈I et de´finir une famille d’isomorphismes (ι˜i,j)i,j∈I de
sorte que les conditions ci-dessus soient ve´rifie´es.
On note T˜ l’ensemble des familles γI = (γi)i∈I telles que, pour tout i ∈ I, γi ∈ T˜i
et, pour tous i, j ∈ I, on ait γi = ι˜i,j(γj). On de´finit le sous-ensemble e´vident T˜G˜−reg.
Pour i ∈ I, on a introduit en 1.1 divers espaces de fonctions ou ope´rateurs diffe´rentiels
C∞c (T˜i,G˜i−reg(R))
ω−inv, Diff cst(T˜i(R))
ω−inv etc... Pour i, j ∈ I, les isomorphismes ι˜i,j
identifient les espaces indexe´s par i a` ceux indexe´s par j. On note simplement ces espaces
C∞c (T˜G˜−reg(R))
ω−inv, Diff cst(T˜ (R))ω−inv etc... Pour chacun de ces espaces, disons pour
l’espace E, on note MatI(E) l’espace des matrices carre´es I × I a` coefficients dans E.
De nouveau, on fixe des mesures sur tous les groupes intervenant. On suppose que
les mesures sur les Gp(R) sont cohe´rentes en ce sens que, pour p, q ∈ Π, les mesures sur
Gp(R) et Gq(R) se correspondent via le torseur inte´rieur φp,q. De meˆme pour les mesures
sur les Mp(R). On suppose aussi que, pour i, j ∈ I, l’isomorphisme ιi,j transporte la
mesure sur Tj(R) en celle sur Ti(R).
Soient γI = (γi)i∈I ∈ T˜G˜−reg(R) et f ∈ C∞c (KG˜(R)). Pour i ∈ I, on de´finit l’inte´grale
orbitale ponde´re´e ω-e´quivariante endoscopique IKG˜,E
KM˜
(γi, ω, f) comme en [V] 1.8.
A partir de maintenant, on va utiliser les hypothe`ses de re´currence telles qu’on les a
pose´es en [V] 1.1.
Proposition. Il existe une unique application line´aire
Z(G) → MatI(Diff reg(T˜G˜−reg(R))ω−inv)
z 7→ δKG˜,E
KM˜
(z) = (δKG˜,E
KM˜ ;i,j
(z))i,j∈I
qui ve´rifie la proprie´te´s suivante :
- pour tout f ∈ C∞c (G˜(R)), tout γI ∈ T˜G˜−reg(R), tout z ∈ Z(G) et tout i ∈ I, on a
l’e´galite´
IKG˜,E
KM˜
(γi, ω, zf) =
∑
KL˜∈L(KM˜)
∑
j∈I
δKL˜,E
KM˜ ;i,j
(γj, zL)I
KG˜,E
KL˜
(γj, ω, f).
Preuve. On peut s’autoriser a` conjuguer chaque T˜i par un e´le´ment de Mp(i)(R). On
peut donc supposer qu’il existe un K-espace de Levi KR˜ ∈ L(KM˜0) contenu dans KM˜
tel que, pour tout i, T˜i soit un sous-tore tordu maximal elliptique de R˜p(i). Pour simplifier,
on note simplement R˜i = R˜p(i), M˜i = M˜p(i), G˜i = G˜p(i). En appliquant la description de
[I] 4.9, on voit que l’on peut fixer des familles (R′i)i∈I et (T˜
′
i )i∈I ve´rifiant les conditions
qui suivent. Pour tout i ∈ I, R′i est une donne´e endoscopique elliptique et relevante de
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(KR,KR˜, aR) et T˜
′
i est un sous-tore tordu maximal de R˜
′
i. Pour tous i, j ∈ I, il y a
un homomorphisme ξi,j : Tj → T ′i et une application compatible ξ˜i,j : T˜j → T˜ ′i , tous
deux de´finis sur R, qui se quotientent en des isomorphismes Tj/(1 − θ)(Tj) ≃ T ′i et
T˜j/(1− θ)(Tj) ≃ T˜ ′i (on note uniforme´ment θ les automorphismes bien qu’ils de´pendent
e´videmment du tore en question). On a ξ˜i,j ◦ ι˜j,k = ξ˜i,k pour tous i, j, k ∈ I. Pour un
e´le´ment γj ∈ T˜j(R) fortement re´gulier dans R˜i, la classe de conjugaison stable de ξ˜i,j(γj)
dans R˜′i(R) correspond a` celle γj dans R˜j(R). Notons T˜
′ l’ensemble des δI = (δi)i∈I
tels que δi ∈ T˜ ′i pour tout i et il existe γI ∈ T˜ de sorte que δi = ξ˜i,j(γj) pour tous
i, j ∈ I. Des applications ξ˜i,j se de´duit une application surjective ξ˜ : T˜ → T˜ ′. Pour
tout i ∈ I, fixons des donne´es auxiliaires R′i,1, ...,∆i,1 pour R′i. Notons T˜ ′1 l’ensemble
des δI,1 = (δi,1)i∈I ou` δi,1 ∈ T˜ ′i,1 pour tout i, tels que, en notant δi l’image de δi,1
dans T˜ ′i , la famille δI = (δi)i∈I appartienne a` T˜
′. Soient ϕ = (ϕi)i∈I ∈ C∞c (KR˜(R)),
γI = (γi)i∈I ∈ T˜G˜−reg(R) et δI,1 = (δi,1)i∈I ∈ T˜ ′1(R) un e´le´ment au-dessus de ξ˜(γI). On a
pour tout i ∈ I les formules d’inversion
(1) SR˜
′
i,1(δi,1, ϕ
R˜′i,1) = c
∑
j∈I
∆i,1(δi,1, γj)I
R˜j (γj, ω, ϕj),
(2) I R˜i(γi, ω, ϕi) = c
−1|I|−1
∑
j∈I
∆j,1(δj,1, γi)
−1SR˜
′
j,1(δj,1, ϕ
R˜′j,1),
ou` c est une constante non nulle. Pour tout i, re´alisons la donne´e endoscopique R′i de KR˜
comme une ”donne´e de Levi” d’une donne´e endoscopique elliptique M′i = (M
′
i ,M′i, ζ˜i)
de KM˜ et supposons que les donne´es auxiliaires ci-dessus sont les restrictions de donne´es
auxiliaires pour les M′i. Alors, par simple induction, on peut remplacer les R par des M
dans les formules d’inversion ci-dessus. De´sormais, on oublie le K-espace KR˜ qui ne nous
a servi qu’a` appliquer les conside´rations de [I] 4.9.
Soient γI = (γi)i∈I ∈ T˜G˜−reg(R) et δI,1 = (δi,1)i∈I ∈ T˜ ′1(R) un e´le´ment au-dessus de
ξ˜(γI). Pour tout i ∈ I, on peut identifier comme en 2.1 l’e´lement δi,1 a` un e´le´ment de
Dstge´om,λi,1(M˜
′
i,1(R)), a` savoir l’inte´grale orbitale stable associe´e a` δi,1. On l’identifie ensuite
a` un e´le´ment deDstge´om(M
′
i). La formule (2) ci-dessus (avec R remplace´ parM) signifie que
l’inte´grale orbitale dans M˜i associe´e a` γi est e´gale a` c
−1|I|−1∑j∈I ∆j,1(δj,1, γi)−1transfert(δj,1).
Par de´finition, on a alors
IKG˜,E
KM˜
(γi, ω, f) = c
−1|I|−1
∑
j∈I
∆j,1(δj,1, γi)
−1IKG˜,E
KM˜
(M′j , δj,1, f
M′j).
= c−1|I|−1
∑
j∈I
∆j,1(δj,1, γi)
−1
∑
s˜j∈ζ˜jZ(Mˆ)
ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′j
(G˜, G˜′j(s˜j))S
G
′
j(s˜j)
M′j
(δj,1, f
G
′
j(s˜j)).
Remplac¸ons f par zf et appliquons la proposition 2.1 a` chaque terme S
G
′
j(s˜j)
M′j
(δj,1, (zf)
G′j(s˜j)).
Ce terme se de´veloppe en une somme sur des espaces de Levi L˜′j,s˜j ∈ LG˜
′
j(s˜j)(M˜
′
j). Comme
toujours, aux donne´es j, s˜j et L˜
′
j,s˜j
est associe´ un K-espace de Levi KL˜ ∈ L(KM˜). Le
Levi L˜′j,s˜j s’identifie a` l’espace L˜
′
j(s˜j) de la donne´e endoscopique L
′
j(s˜j) de (KL,KL˜, aL)
de´duite de M′j et s˜j . En regroupant les termes selon le Kespace KL˜, on obtient
IKG˜,E
KM˜
(γi, ω, zf) =
∑
KL˜∈L(KM˜)
c−1|I|−1
∑
j∈I
∆j,1(δj,1, γi)
−1
∑
s˜j∈ζ˜jZ(Mˆ)
ΓR,θˆ/Z(Gˆ)ΓR,θˆ,L′j(s˜j) elliptique
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iM˜ ′j (G˜, G˜
′
j(s˜j))Sδ
L′j(s˜j)
M′j
(δj, (zL)
L
′
j(s˜j))S
G′j(s˜j)
L′j(s˜j
(δj,1, f
G
′
j(s˜j)).
On a passe´ quelques conside´rations formelles similaires a` celles de´veloppe´es en 1.8 et
qu’on laisse au lecteur. On de´compose la somme en s˜j en une double somme sur s˜j ∈
ζ˜jZ(Mˆ)
ΓR,θˆ/Z(Lˆ)ΓR,θˆ tel que L′j(s˜j) soit elliptique et t˜j ∈ s˜jZ(Lˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ. Comme
en [II] 2.6, on a l’e´galite´
iM˜ ′j (G˜, G˜
′
j(t˜j)) = iM˜ ′j (L˜, L˜
′
j(s˜j))iL˜′j(s˜j)(G˜, G˜
′
j(t˜j))
et la non-nullite´ de ce dernier terme implique l’ellipticite´ de L′j(s˜j). D’ou`
(3) IKG˜,E
KM˜
(γi, ω, zf) =
∑
KL˜∈L(KM˜)
c−1|I|−1
∑
j∈I
∆j,1(δj,1, γi)
−1
∑
s˜j∈ζ˜jZ(Mˆ)
Γ
R
,θˆ/Z(Lˆ)ΓR,θˆ
iM˜ ′j (L˜, L˜
′
j(s˜j))
∑
t˜j∈s˜jZ(Lˆ)
ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iL˜′j(s˜j)(G˜, G˜
′
j(t˜j))Sδ
L′j(s˜j)
M′j
(δj , (zL)
L
′
j(s˜j))S
G′j(t˜j)
L′j(s˜j)
(δj,1, f
G
′
j(t˜j)).
Pour exploiter cette formule, on a besoin de quelques pre´liminaires. On a
(4) pour i, j, k ∈ I, le terme ∆j,1(δj,1, γi)−1∆j,1(δj,1, γk) ne de´pend ni de γI , ni de δj,1
mais seulement de i, j, k.
Remarquons que
∆j,1(δj,1, γi)
−1∆j,1(δj,1, γk) = ∆j,1(δj,1, γk; δj,1, γi).
Fixons xk ∈ Mk tel que ι˜i,k = φi,k ◦ ad(xk). De´composons xk en xk = π(xk,sc)zk, ou`
zk ∈ Z(Mk) et xk,sc ∈ Mk,SC . On note Tk,sc l’image re´ciproque de Tk dans Mk,SC et
Tˆk,ad l’image de Tˆk dans MˆAD. Pour σ ∈ ΓR, posons Vk,i(σ) = x−1k,sc∇k,i(σ)σ(xk,sc), cf. [I]
1.11 pour la de´finition de ∇k,i. On ve´rifie que Vk,i est un cocycle a` valeurs dans Tk,sc.
Le couple (Vk,i, (1 − θ)(zk)−1) de´finit un e´le´ment de H1,0(ΓR;Tk,sc 1−θ→ (1 − θ)(Tk)). Le
cocycle tTk de´fini en [I] 2.2 se pousse en un cocycle de WR dans Tˆk/Tˆ
θˆ,0
k . Rappelons
que M′k = (M
′
k,M′k, ζ˜k) et que l’on suppose implicitement que ζ˜k = ζkθˆ, avec ζk ∈ Tˆk.
Le couple (tTk , ζk) de´finit un e´le´ment de H
1,0(WR; Tˆk/Tˆ
θˆ,0
k
1−θˆ→ Tˆk,ad). En de´vissant les
de´finitions de [I] 2.2, on ve´rifie que
∆j,1(δj,1, γk; δj,1, γi) =< (Vk,i, (1− θ)(zk)−1), (tTk , ζk) >,
le produit e´tant celui sur
H1,0(ΓR;Tk,sc
1−θ→ (1− θ)(Tk))×H1,0(WR; Tˆk/Tˆ θˆ,0k 1−θˆ→ Tˆk,ad).
Cela prouve (4).
Pour j, k ∈ I, l’alge`bre Diff cst(T˜ ′j,1(R))λj,1 s’identifie a` Diff(T˜k(R))ω−inv, cf. 1.8.
L’identification a e´te´ faite de sorte que la proprie´te´ suivante soit ve´rifie´e. Fixons γk ∈
T˜k,G˜k,reg(R) et δj,1 ∈ T˜ ′j,1(R) dont la projection dans T˜ ′j(R) soit ξ˜j,k(γk). Soit ϕ une fonction
sur T˜k(R) telle que ϕ(x
−1γ′kx) = ω(x)
−1ϕ(γ′k) pour tous x ∈ Tk(R) et γ′k ∈ T˜k(R). On
en de´duit une fonction ϕ′ sur un voisinage de δj,1 dans T˜
′
j,1(R) par la formule ϕ
′(δ′1) =
∆j,1(δ
′
1, γ
′)ϕ(γ′k) ou` γ
′
k est un e´le´ment de T˜k(R) proche de γk tel que ξ˜j,k(γ
′
k) est e´gal a`
la projection de δ′1 dans T˜
′
j(R). Soit D
′ ∈ Diff cst(T˜ ′j,1(R))λj,1 et notons D l’e´le´ment de
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Diff cst(T˜k(R))
ω−inv auquel il s’identifie. Alors on a l’e´galite´ (D′ϕ′)(δj,1) = (Dϕ)
′(δj,1).
En composant les isomorphismes
Diff cst(T˜ ′j,1(R))λj,1 ≃ Diff cst(T˜k(R))ω−inv ≃ Diff cst(T˜ (R))ω−inv,
on obtient un isomorphisme qui ne de´pend pas de k : cela re´sulte de la proprie´te´ ci-dessus
et de (4). De´sormais, on identifie Diff cst(T˜ ′j,1(R))λj,1 a` Diff
cst(T˜ (R))ω−inv.
Revenons a` l’expression (3). On reconnaˆıt la dernie`re somme en t˜j : c’est
Sδ
L
′
j(s˜j)
M′j
(δj, (zL)
L′j(s˜j))IKG˜,E
KL˜
(L′j(s˜j), δj,1, f),
ou encore
Sδ
L′j(s˜j)
M′j
(δj , (zL)
L
′
j(s˜j))IKG˜,E
KL˜
(transfert(δj,1), ω, f).
La formule (1) de´crit le transfert de δj,1. On obtient
Sδ
L′j(s˜j)
M′j
(δj, (zL)
L
′
j(s˜j))c
∑
k∈I
∆j,1(δj,1, γk)I
KG˜,E
KL˜
(γk, ω, f).
En utilisant la description ci-dessus de l’isomorphismeDiff cst(T˜ ′j,1(R))λj,1 ≃ Diff cst(T˜ (R))ω−inv,
on transforme cette expression en
c
∑
k∈I
∆j,1(δj,1, γk)Sδ
L
′
j(s˜j)
M′j
(δj , (zL)
L′j(s˜j))IKG˜,E
KL˜
(γk, ω, f).
En reportant cela dans la formule (3), on obtient
IKG˜,E
KM˜
(γi, ω, zf) =
∑
KL˜∈L(KM˜)
∑
k∈I
|I|−1
∑
j∈I
∆j,1(δj,1, γi)
−1∆j,1(δj,1, γk)
∑
s˜j∈ζ˜jZ(Mˆ)
ΓR,θˆ/Z(Lˆ)ΓR,θˆ
iM˜ ′j (L˜, L˜
′
j(s˜j))Sδ
L′j(s˜j)
M′j
(δj , (zL)
L′j(s˜j))IKG˜,E
KL˜
(γk, ω, f).
En posant graˆce a` (4)
κj(i, k) = ∆j,1(δj,1, γi)
−1∆j,1(δj,1, γk),
on obtient
(5) IKG˜,E
KM˜
(γi, ω, zf) =
∑
KL˜∈L(KM˜)
∑
k∈I
|I|−1
∑
j∈I
κj(i, k)
∑
s˜j∈ζ˜jZ(Mˆ)
ΓR,θˆ/Z(Lˆ)ΓR,θˆ
iM˜ ′j (L˜, L˜
′
j(s˜j))Sδ
L′j(s˜j)
M′j
(δj , (zL)
L′j(s˜j))IKG˜,E
KL˜
(γk, ω, f).
De´finissons maintenant les ope´rateurs de l’e´nonce´ par
(6) δKG˜,E
KM˜,i,k
(γk, z) = |I|−1
∑
j∈I
κj(i, k)
∑
s˜j∈ζ˜jZ(Mˆ)
ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′j (G˜, G˜
′
j(s˜j))Sδ
G′j(s˜j)
M′j
(δj , z
G′j(s˜j)).
Alors la formule (5) devient celle de l’e´nonce´.
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Le tore tordu T˜ ′(C) s’identifie a` T˜ (C)/(1 − θ)(T (C)) (c’est-a`-dire a` T˜k(C)/(1 −
θ)(Tk(C)) pour tout k). Les fonctions δj 7→ SδG
′
j(s˜j)
M′j
(δj , z
G
′
j(s˜j)) s’e´tendent en des fonc-
tions rationnelles sur ce tore. Chacune est re´gulie`re sur un sous-ensemble qui de´pend de
j : l’ensemble des points G˜′j-re´guliers. Mais cet ensemble contient l’ensemble commun
des points qui sont G˜-re´guliers. Il en re´sulte que la fonction γk 7→ δKG˜,EKM˜,i,k(γk, z) s’e´tend
en une fonction rationnelle re´gulie`res sur T˜k,G˜k−reg(C)/(1 − θ)(Tk(C)). Cela ache`ve la
preuve. 
2.4 Proprie´te´s des ope´rateurs diffe´rentiels endoscopiques
Il re´sulte de la de´finition 2.3(6) et de ce que l’on a dit en 2.2 que les ope´rateurs
δKG˜,E
KM˜,i,k
(γI , z) ve´rifient des proprie´te´s analogues a` celles de la proposition 1.3.
Les diffe´rents homomorphismes Z(G) → Z(Ti) → Sym(ti)θ,ω, pour i ∈ I, co¨ıncident
modulo les identifications de Sym(ti)θ,ω a` une alge`bre commune Sym(t)θ,ω. Pour z ∈
Z(G), on note zT l’image de z dans cette alge`bre. On a
(1) si KM˜ = KG˜, la matrice δKG˜
KG˜
(γI , z) est diagonale, de termes diagonaux tous
e´gaux a` ∂zT .
En effet, la de´finition 2.3(6) se simplifie en
δKG˜,E
KG˜,i,k
(γI , z) = |I|−1
∑
j∈I
κj(i, k)S
G′j(δj , z
G′j ).
D’apre`s 2.2(1), l’ope´rateur SG
′
j (δj, z
G
′
j ) est simplement ∂
z
G′
j
, ou` on identifie zG
′
j a` son
image naturelle dans Sym(t′j,1)λj,1 (avec les notations de la preuve pre´ce´dente). Modulo
l’identification Sym(t′j,1)λj,1 ≃ Sym(t)θ,ω, ce n’est autre que ∂zT . La formule devient
δKG˜,E
KG˜,i,k
(γI , z) = ∂zT |I|−1
∑
j∈I
κj(i, k).
Il est sous-jacent aux formules d’inversion de [I] 4.9 que la correspondance entre les γi et
les δi est essentiellement une transformation de Fourier entre un groupe abe´lien fini et son
dual, de sorte que la somme en j ci-dessus vaut |I| si i = k et 0 sinon. Cette proprie´te´
est largement de´veloppe´e dans [L] et [KS] et on ne la de´taillera pas. Elle entraˆıne la
conclusion (1).
Posons d = aM˜−aG˜, supposons d ≥ 1. Pour tout i ∈ I, on a de´fini en 1.7 une fonction
CG˜i
M˜i
sur T˜i,G˜−reg(C). Ces fonctions s’identifient par les isomorphismes ι˜i,j . On en de´duit
une fonction CKG˜
KM˜
sur T˜G˜−reg(C). Soit Ω l’ope´rateur de Casimir.
Proposition. Pour d ≥ 1, la matrice δKG˜
KM˜
(γI ,Ω) est diagonale. Ses coefficients diago-
naux sont tous e´gaux a` la multiplication par CKG˜
KM˜
(γI).
Preuve. On va plus ge´ne´ralement prouver que ces proprie´te´s sont ve´rifie´es si l’on rem-
place Ω par un e´le´ment Ω ∈ Ω+ Sym(z(G)). On conside`re la formule 2.3(6). Les meˆmes
conside´rations formelles que dans la preuve de la proposition 2.2 montre que, pour j et
s˜j intervenant dans cette formule, l’ope´rateur Sδ
G′j(s˜j)
M′j
(δj ,Ω
G
′
j(s˜j)) est la multiplication
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par la fonction SC
G˜′j(s˜j)
M˜ ′j
(δj). Ainsi, pour i, k ∈ I, δKG˜KM˜,i,k(γI ,Ω) est la multiplication par
la fonction
|I|−1
∑
j∈I
κj(i, k)Xj(δj),
ou`
Xj(δj) =
∑
s˜j∈ζ˜jZ(Mˆ)
ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′j (G˜, G˜
′
j(s˜j))SC
G˜′j(s˜j)
M˜ ′j
(δj).
On va prouver
(2) on a Xj(δj) = C
KG˜
KM˜
(γI) pour tout j ∈ I.
En admettant cela, on obtient que δKG˜
KM˜,i,k
(γI ,Ω) est la multiplication par la fonction
CKG˜
KM˜
(γI)|I|−1
∑
j∈I
κj(i, k).
La proposition s’en de´duit par le meˆme argument d’inversion utilise´ dans la preuve de
(1).
Prouvons (2). Cette e´galite´ est e´vidente si d ≥ 2 car alors tout est nul. On suppose
d = 1. Pour simplifier, on fixe j et on abandonne les indices j. De meˆme, on fixe un
certain i ∈ I, on identifie CKG˜
KM˜
(γI) a` C
G˜i
M˜i
(γi) et on abandonne l’indice i. Soit s˜ ∈
ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ, que l’on e´crit s˜ = sθˆ. D’apre`s [KS] 1.3, repris en [I] 1.6, les e´le´ments
de ΣG
′(s˜)(T ′)− ΣM ′(T ′) sont les
Nα pour α ∈ ΣG(T )θ − ΣM(T )θ de type 1 tel que Nαˆ(s) = 1 ;
2Nα pour α ∈ ΣG(T )θ − ΣM(T )θ de type 2 tel que Nαˆ(s) = 1 ;
Nα pour α ∈ ΣG(T )θ − ΣM(T )θ de type 3 tel que Nαˆ(s) = −1.
Fixons comme toujours une paire de Borel e´pingle´e de Gˆ pour laquelle Mˆ est standard
et dont on note le tore Tˆ . Dualement, la racine de Gˆ(s˜) correspondant a` Nα, pour α de
type 1 ou 3, ou a` 2Nα pour α de type 2, est la restriction de αˆ a` Tˆ θˆ,0.
On se rappelle que, d’une racine α de type 2, se de´duit une racine β = α + θnα/2(α)
de type 3. On peut choisir l’ensemble ΣG(T )θ de sorte que, de cette correspondance, se
de´duise une bijection entre les e´le´ments de ΣG(T )θ de type 2 et les e´le´ments de Σ
G(T )θ
de type 3. On a β ∈ ΣM(T ) si et seulement si α ∈ ΣM (T ). On peut donc supposer que la
bijection ci-dessus se restreint en une bijection entre les e´le´ments de ΣG(T )θ − ΣM(T )θ
de type 2 et ceux de type 3.
Ainsi, X(δ) comme CG˜
M˜
(γ) apparaissent comme des sommes sur les α ∈ ΣG(T )θ −
ΣM(T )θ. On va prouver
(3) pour α ∈ ΣG(T )θ − ΣM(T )θ de type 1, les termes indexe´s par α dans X(δ) et
dans CG˜
M˜
(γ) sont e´gaux ;
(4) soit α ∈ ΣG(T )θ − ΣM (T )θ de type 2 ; soit β ∈ ΣG(T )θ − ΣM (T )θ l’e´le´ment de
type 3 correspondant ; alors la somme des termes indexe´s par α et β dans X(δ) est e´gale
a` la somme des termes indexe´s par α et β dans CG˜
M˜
(γ).
Soit α ∈ ΣG(T )θ−ΣM (T )θ de type 1. En utilisant les de´finitions de 1.7 et 2.2, prouver
(3) se rame`ne a` prouver l’e´galite´
−|Nα|AM˜ |nα(1− (α)(γ))−1(1− (α)(γ)−1)−1 = −
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ,Nα∈ΣG˜′(s˜)
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iM˜ ′(G˜, G˜
′(s˜))|Nα|AM˜′ |kGˆ
′(s˜)(αˆ)−1(1−Nα(δ))−1(1−Nα(δ)−1)−1.
Puisque AM˜ = AM˜ ′, les termes |Nα|AM˜ | et |Nα|AM˜′ | sont e´gaux. De meˆme, il re´sulte des
de´finitions que 1− (α)(γ)±1 = 1−Nα(δ)±1. L’e´galite´ a` prouver se simplifie en
(5) nα =
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ,Nα∈ΣG˜
′(s˜)
iM˜ ′(G˜, G˜
′(s˜))kGˆ
′(s˜)(αˆ)−1.
Posons Tˆ = (Z(Mˆ)ΓR ∩ Tˆ θˆ,0)/(Z(Gˆ)ΓR ∩ Tˆ θˆ,0). Remarquons que les homomorphismes de
la suite suivante
Z(Mˆ)ΓR,θˆ,0/(Z(Mˆ)ΓR,θˆ,0 ∩ Z(Gˆ))→ Tˆ → Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
sont des isomorphismes. Ce groupe commun est un tore complexe de dimension 1. La
restriction de αˆ a` ce tore n’est pas triviale. Il en re´sulte que l’on peut trouver s˜ ∈
ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ tel que Nαˆ(s) = 1, autrement dit la somme en s˜ ci-dessus est
non vide. On ne perd alors rien a` supposer que ζ˜ lui-meˆme ve´rifie cette condition. En
posant s˜ = ζ˜t avec t ∈ Tˆ , la somme sur les s˜ tels que Nα ∈ ΣG˜′(s˜) devient une somme
sur les t tels que Nαˆ(t) = 1. Puisque t est invariant par θˆ, cette dernie`re condition
e´quivaut a` αˆ(t)nα = 1. Conside´rons un tel t et s˜ = ζ˜t l’e´le´ment correspondant. Pour
β ∈ ΣG(T )θ − ΣM(T )θ, notons βˆ∗ la restriction de βˆ a` Z(Mˆ ′)ΓR. Parmi les β tels que
βˆ ∈ ΣGˆ′(s˜), on peut en fixer un tel que que βˆ∗ soit indivisible et que αˆ∗ = kGˆ′(s˜)(αˆ)βˆ∗.
Le groupe Z(Gˆ′(s˜))ΓR est e´gal a` celui des z ∈ Z(Mˆ ′)ΓR tel que βˆ(z) = 1. Il contient le
groupe des z ∈ Z(Mˆ)ΓR ∩ Tˆ θˆ,0 tels que βˆ(z) = 1. Donc
[Z(Gˆ′(s˜))ΓR : Z(Gˆ)ΓR∩Tˆ θˆ,0] = [{z ∈ Z(Mˆ ′)ΓR; βˆ(z) = 1} : {z ∈ Z(Mˆ)ΓR∩Tˆ θˆ,0; βˆ(z) = 1}]
[{z ∈ Z(Mˆ)ΓR ∩ Tˆ θˆ,0; βˆ(z) = 1} : Z(Gˆ)ΓR ∩ Tˆ θˆ,0].
Puisque βˆ n’est pas trivial sur Z(Mˆ)ΓR ∩ Tˆ θˆ,0, l’homomorphisme
{z ∈ Z(Mˆ ′)ΓR; βˆ(z) = 1}/{z ∈ Z(Mˆ)ΓR ∩ Tˆ θˆ,0; βˆ(z) = 1} → Z(Mˆ ′)ΓR/(Z(Mˆ)ΓR ∩ Tˆ θˆ,0)
est un isomorphisme. D’autre part, βˆ se quotiente en un caracte`re du tore Tˆ . Il en re´sulte
que
[Z(Gˆ′(s˜))ΓR : Z(Gˆ)ΓR ∩ Tˆ θˆ,0] = [Z(Mˆ ′)ΓR : Z(Mˆ)ΓR ∩ Tˆ θˆ,0]
|{z ∈ Tˆ ; βˆ(z) = 1}|.
En se rappelant la de´finition de iM˜ ′(G˜, G˜
′(s˜)), cf. [II] 1.7, on obtient
iM˜ ′(G˜, G˜
′(s˜)) = |{z ∈ Tˆ ; βˆ(z) = 1}|−1.
On a un homomorphisme surjectif
Tˆ → Z(Mˆ ′)ΓR/Z(Gˆ′(s˜))ΓR .
Puisque la restriction de αˆ au tore de droite est e´gale a` kGˆ
′(s˜)(αˆ) fois celle de βˆ, on a la
meˆme relation entre les restrictions de ces racines a` Tˆ . Puisque ce tore est de dimension
1, on obtient
kGˆ
′(s˜)(αˆ)−1iM˜ ′(G˜, G˜
′(s˜)) = |{z ∈ Tˆ ; αˆ(z) = 1}|−1,
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ou encore, par le meˆme argument
kGˆ
′(s˜)(αˆ)−1iM˜ ′(G˜, G˜
′(s˜)) = nα|{z ∈ Tˆ ;Nαˆ(z) = 1}|−1.
La relation (5) a` prouver se re´duit a`
nα =
∑
t∈Tˆ ,Nαˆ(t)=1
nα|{z ∈ Tˆ ;Nαˆ(z) = 1}|−1.
C’est e´vident et cela prouve (3).
Soit α ∈ ΣG(T )θ − ΣM(T )θ de type 2 et soit β = α + θnα/2(α) l’e´le´ment de type 3
associe´. L’e´galite´ (4) a` prouver se rame`ne a`
(6) Aα + Aβ = Bα +Bβ,
ou`
Aα = −|Nα|AM˜ |nα(1− (α)(γ))−1(1− (α)(γ)−1)−1,
Aβ = −|Nβ|AM˜ |nβ(1− (β)(γ))−1(1− (β)(γ)−1)−1,
Bα = −
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ,2Nα∈ΣG˜′(s˜)
iM˜ ′(G˜, G˜
′(s˜))|2Nα|AM˜′ |kGˆ
′(s˜)(αˆ)−1
(1− (2Nα)(δ))−1(1− (2Nα)(δ)−1)−1,
Bβ = −
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ,Nβ∈ΣG˜′(s˜)
iM˜ ′(G˜, G˜
′(s˜))|Nβ|AM˜′ |kGˆ
′(s˜)(βˆ)−1
(1−Nβ(δ))−1(1−Nβ(δ)−1)−1.
On a Nα = Nβ et |Nα|AM˜ | = |Nα|AM˜′ |. D’apre`s les de´finitions, (α)(γ) = Nα(δ) et
(β)(γ) = −Nα(δ). En posant x = Nα(δ) et c = −|Nα|AM˜ |, on obtient
Aα = cnα(1− x)−1(1− x−1)−1,
Aβ = cnβ(1 + x)
−1(1 + x−1)−1,
Bα = 2c(1− x2)−1(1− x−2)−1bα,
Bβ = c(1− x)−1(1− x−1)−1bβ,
ou`
bα =
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ,2Nα∈ΣG˜′(s˜)
iM˜ ′(G˜, G˜
′(s˜))kGˆ
′(s˜)(αˆ)−1,
bβ =
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ,Nβ∈ΣG˜
′(s˜)
iM˜ ′(G˜, G˜
′(s˜))kGˆ
′(s˜)(βˆ)−1.
Les conditions 2Nα ∈ ΣG˜′(s˜) ou Nβ ∈ ΣG˜′(s˜) e´quivalent a` Nαˆ(s) = 1, resp. Nβˆ(s) = −1.
Le meˆme calcul que dans la preuve de (3) conduit aux e´galite´s bα = nα, bβ = nβ . On a
l’e´galite´ nα = 2nβ. L’e´galite´ (6) e´quivaut alors a`
2(1−x)−1(1−x−1)−1+(1+x)−1(1+x−1)−1 = 4(1−x2)−1(1−x−2)−1+(1−x)−1(1−x−1)−1.
Cela re´sulte d’un calcul imme´diat. Cela prouve (4) et la proposition. 
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2.5 Le re´sultat de stabilisation
Les hypothe`ses et notations sont comme en 2.3. Soit z ∈ Z(G). D’apre`s 1.6(4), les
diffe´rents ope´rateurs δG˜i
M˜i
(z) s’identifient tous a` un meˆme e´le´ment deDiff reg(T˜G˜−reg(R))
ω−inv.
On note δKG˜
KM˜
(z) l’e´le´ment diagonal de MatI(Diff
reg(T˜G˜−reg(R))
ω−inv) dont les coeffi-
cients diagonaux sont tous e´gaux a` cet e´le´ment.
Proposition. Pour tout z ∈ Z(G), on a l’e´galite´
δKG˜,E
KM˜
(z) = δKG˜
KM˜
(z).
Preuve. C’est clair si KM˜ = KG˜. On suppose KM˜ 6= KG˜. Soient z, z′ ∈ Z(G). La
relation 1.2(3) donne
(1) δKG˜
KM˜
(zz′) =
∑
KL˜∈L(KM˜)
δKL˜
KM˜
(zL)δ
KG˜
KL˜
(z′).
Il s’agit ici de produits de matrices d’ope´rateurs diffe´rentiels. Une meˆme preuve s’applique
aux ope´rateurs endoscopiques et donne la relation similaire :
(2) δKG˜,E
KM˜
(zz′) =
∑
KL˜∈L(KM˜)
δKL˜,E
KM˜
(zL)δ
KG˜,E
KL˜
(z′).
On raisonne par re´currence sur dim(GSC), mais aussi par re´currence sur aM˜ − aG˜. On
peut donc supposer que l’e´galite´ de l’e´nonce´ est ve´rifie´e si l’on remplace G˜ par L˜ avec
L˜ 6= G˜ et aussi si l’on remplace M˜ par L˜ pour L˜ 6= M˜ . Alors les termes des deux
membres de droite ci-dessus indexe´s par des L˜ diffe´rents de M˜ et G˜ sont e´gaux. D’autre
part, d’apre`s 1.2(2) et 2.4(1), on a
δKG˜
KG˜
(z′) = δKG˜,E
KG˜
(z′) = diag(∂z′T ),
δKM˜
KM˜
(zM) = δ
KM˜,E
KM˜
(zM) = diag(∂zT ).
Pour D ∈ Diff cst(T˜ (R))ω−inv, on a ici identifie´ D a` la fonction constante sur T˜G˜−reg(R)
de valeur D, et on a note´ diag(D) la matrice diagonale de coefficients diagonaux tous
e´gaux a` D. Posons
A(z) = δKG˜,E
KM˜
(z)− δKG˜
KM˜
(z).
Par diffe´rence de (2) et (1), on obtient
A(zz′) = diag(∂zT )A(z
′) + A(z)diag(∂z′T ).
Puisque le membre de gauche est syme´trique en z et z′, on obtient
(3) diag(∂zT )A(z
′) + A(z)diag(∂zT ) = diag(∂z′T )A(z) + A(z
′)diag(∂zT ).
De meˆme que l’on a de´fini T˜ comme l’ensemble des familles γI = (γi)i∈I telles que
γi ∈ T˜i pour tout i et γi = ι˜i,j(γj) pour tous i, j, on peut de´finir les ensembles T , t et
X∗(T ). On a une forme quadratique de´finie positive sur chaque X∗(Ti) ⊗Z R. Elles se
correspondent par les isomorphismes ιi,j. DoncX∗(T )⊗ZR est muni d’une telle forme. Cet
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espace est aussi muni d’un automorphisme θ. Fixons une base orthonorme´e {H1, ..., Hm}
de X∗(T )
θ ⊗Z R. C’est aussi une base sur C de tθ(C). On dispose d’un homomorphisme
H 7→ ∂H de tθ(R) dans Diff cst(T˜ (R))ω−inv. Par line´arite´, il s’e´tend en un isomorphisme
de Sym(tθ(C)) sur Diff cst(T˜ (R))ω−inv. Pour l = (l1, ..., lm) ∈ Nm, on pose
∂l = ∂l1H1 ...∂
lm
Hm
.
Ainsi, pour i, j ∈ I et γI ∈ T˜G˜−reg(R), on peut e´crire de fac¸on unique
(4) Ai,j(γI , z) =
∑
l∈Nm
ai,j;l(γI)∂
l,
ou` les ai,j;l sont des fonctions rationnelles en γI .
De´finissons l’ope´rateur
∇ = ∂2H1 + ...+ ∂2Hm .
Introduisons le Casimir Ω. Il re´sulte de 1.7(1) que l’on peut choisir Ω ∈ Ω+ Sym(z(G))
tel que ∂ΩT = ∇. Les propositions 1.7 et 2.4 impliquent que A(Ω) = 0. Pour z′ = Ω, la
relation (3) se simplifie en
(5) A(z)diag(∇) = diag(∇)A(z).
Fixons γI ∈ T˜G˜−reg(R). Pour H ∈ tθ(R), on de´finit l’e´le´ment exp(H) ∈ T (R). Si H est
assez voisin de 0, le produit exp(H)γI appartient encore a` T˜G˜−reg(R). Pour i, j ∈ I et
l ∈ Nm, posons simplement bi,j;l(H) = ai,j;l(exp(H)γI). Alors
Ai,j(exp(H)γI , z) =
∑
l∈Nm
bi,j;l(H)∂
l.
Montrons que
(6) pour tous i, j ∈ I et l ∈ Nm, bi,j;l(H) est un polynoˆme en H .
Tout e´le´ment H ∈ tθ(C) agit sur les fonctions de´finies sur tθ(R) par l’ope´rateur
de de´rivation usuel ∂H . Pour k = 1, ..., m, notons 1k l’e´le´ment de N
m dont toutes les
coordonne´es sont nulles, sauf la k-ie`me qui vaut 1. Les re`gles usuelles de de´rivation
montrent que l’e´galite´ (5) e´value´e au point exp(H)γI e´quivaut aux e´galite´s∑
l∈Nm
∑
k=1,...,m
(∂2Hkbi,j;l)(H)∂
l + 2
∑
l∈Nm
∑
k=1,...,m
(∂Hkbi,j;l)(H)∂
l+1k = 0,
pour tous i, j ∈ I. Fixons i et j et abandonnons ces indices pour simplifier la notation.
L’e´galite´ pre´ce´dente se re´crit∑
l∈Nm
∑
k=1,...,m
(
(∂2Hkbl)(H) + 2(∂Hkbl−1k)(H)
)
∂l = 0,
avec la convention bl = 0 si une coordonne´e de l est stritement ne´gative. Ou encore, pour
tout l ∈ Nm,
(7)
∑
k=1,...,m
∂2Hkbl + 2∂Hkbl−1k = 0.
Pour tout l, posons S(l) = l1 + ... + lm. On peut supposer que les bl ne sont pas tous
nuls, sinon (6) est clair. On note alors N le plus grand entier pour lequel il existe l avec
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S(l) = N et bl 6= 0. On va prouver que, pour tout n = 1, ..., m et tout l tel que S(l) ≤ N ,
on a
(8) ∂N−ln+1Hn bl = 0.
On raisonne par re´currence descendante sur S = S(l) et, cet entier e´tant fixe´, sur
ln ∈ {0, ..., S}. Soit l ∈ Nm tel que S(l) = S ≤ N . On applique (7) a` l + 1n. On
applique l’ope´rateur ∂N−lnHn a` l’e´galite´ obtenue. L’e´le´ment bl+1n est annule´ par ∂
N−ln
Hn
: si
S = N , on a simplement bl+1n = 0 et si S < N , c’est l’hypothe`se de re´currence. Donc
la premie`re somme disparaˆıt. Pour k 6= n, il apparaˆıt dans le deuxie`me somme le terme
∂N−lnHn ∂Hkbl+1n−1k . C’est nul si lk = 0. Supposons lk 6= 0. Alors l’hypothe`se de re´currence
pour ln+1 assure que le terme est nul. Il reste seulement le terme de la deuxie`me somme
indexe´ par k = n, qui est donc nul lui-aussi. Or ce terme est ∂N−ln+1Hn bl. Cela prouve (8).
Evidemment, (8) implique (6).
Pour i, j ∈ I et l ∈ Nm, la fonction γI 7→ ai,j;l(γI , z) est rationnelle. Pour γI fixe´,
la fonction H 7→ ai,j,l(exp(H)γI ; z) est donc rationnelle en exp(H). Or (6) montre que
c’est un polynoˆme en H . Un re´sultat e´le´mentaire sur les polynoˆmes exponentiels montre
que ces deux proprie´te´s ne sont ve´rifie´es que pour les constantes. On obtient que γI 7→
ai,j;l(γI) est localement constant. Puisque c’est une fraction rationnelle, elle est vraiment
constante. On utilise maintenant le (ii) de la proposition 1.3, qui se propage lui-aussi
aux variantes de nos ope´rateurs diffe´rentiels : quand γI tend vers l’infini au sens explique´
en 1.3, ai,j;l(γI) tend vers 0. Puisque c’est une constante, cette constante est nulle. On
conclut que Ai,j(γI , z) = 0. C’est ce qu’il fallait de´montrer. 
3 Majorations
3.1 Quelques conside´rations formelles
Soient (G, G˜, a) un triplet comme en 1.1, T˜ un sous-tore tordu maximal de G˜ et η
un e´le´ment de T˜ (R). On suppose ω trivial sur T (R)θ.
Ainsi qu’on l’a dit en 1.1, on a des isomorphismes
Sym(tθ) ≃ Sym(t)/Iθ,ω = Sym(t)θ,ω ≃ Diff(T˜ (R))ω−inv.
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique relevante de (G, G˜, a). Supposons
donne´ un diagramme (ǫ, B′, T ′, B, T, η), ou` ǫ est un e´le´ment semi-simple de G˜′(R), cf.
[I] 1.10. Fixons des donne´es auxiliaires G′1,...,∆1 pour G
′ et un point ǫ1 ∈ G′1(R) au-
dessus de ǫ. Posons T˜ ′ = T ′ǫ et notons T˜ ′1 l’image re´ciproque de T˜
′ dans G˜′1. Fixons une
de´composition d’alge`bres de Lie
(1) g′1 = c1 ⊕ g′.
Remarquons que G′1,SC = G
′
SC donc la section g
′
SC → g′1 est uniquement de´termine´e.
Choisir une de´composition comme ci-dessus e´quivaut a` choisir une de´composition
z(G′1) = c1 ⊕ z(G′).
Il se de´duit de (1) une de´composition
(2) t′1 = c1 ⊕ t′.
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Le diagramme fournit un isomorphisme
ξ : tθ → t′.
Conside´rons la fonction
X 7→ ∆1(exp(ξ(X))ǫ, exp(X)η)
de´finie presque partout dans un voisinage de 0 dans tθ(R) (dans le premier terme, ξ(X) est
identifie´ a` un e´le´ment de t′1(R) graˆce a` la de´composition (2)). Pre´cise´ment, cette fonction
est de´finie en tout X proche de 0 tel que exp(X)η soit fortement re´gulier. Le lemme [I]
2.8 montre qu’elle est localement proportionnelle a` la fonction X 7→ e<b,ξ(X)⊕X>, avec
les notations de ce lemme. D’apre`s [I] 2.8(1), b est un e´le´ment de z(G′1)
∗ ⊕ (1 − θ)(t∗).
Puisque X est fixe par θ, son produit avec la deuxie`me composante de b est nul. En
notant b1 la premie`re composante, on obtient
(3) ∆1(exp(ξ(X))ǫ, exp(X)η) est le produit de e
<b1,ξ(X)> et d’une fonction qui est
localement constante sur les e´le´ments X ∈ tθ(R) proches de 0 et tels que exp(X)η soit
fortement re´gulier.
Remarquons que, puisque b1 ∈ z(G′1)∗, on a < b1, ξ(X) >= 0 si ξ(X) ∈ t′sc, en notant
T ′sc l’image re´ciproque de T
′ dans G′SC.
De (2) se de´duit un isomorphisme Sym(t′) → Sym(t′1)λ1. D’apre`s ce que l’on a dit
en 1.8, on a donc des isomorphismes
Sym(tθ) ≃ Sym(t)θ,ω ≃ Diff(T˜ (R))ω−inv ≃ Diff(T˜ ′1(R))λ1 ≃ Sym(t′1)λ1 ≃ Sym(t′).
On note Ξ1 : Sym(t
θ) → Sym(t′) l’isomorphisme compose´. On prendra garde que l’iso-
morphisme Ξ1 n’est pas en ge´ne´ral celui de´duit de ξ. Avec les notations ci-dessus, l’iso-
morphisme Ξ1 envoie un e´le´ment X ∈ tθ sur l’e´le´ment ξ(X)− < b1, ξ(X) >. En particu-
lier, Ξ1 de´pend de la de´composition (1).
Conside´rons d’autres donne´es auxiliaires G′2, etc... et une de´composition
t′2 = c2 ⊕ t′
de´finie de la meˆme fac¸on que ci-dessus. On se souvient de l’application de transition λ˜1,2
de´finie en [I] 2.5. On a rappele´ en 1.8 l’isomorphisme C∞c,λ1(G˜
′
1(R)) ≃ C∞c,λ2(G˜′2(R)). On
de´duit de λ˜12 une fonction τ12 sur t
′(R) par τ12(X) = λ˜12(exp(X)ǫ1, exp(X)ǫ2)
−1. La
fonction λ˜12 est C
∞, il en est donc de meˆme de la fonction τ12. Par de´finition de λ˜12, on
a l’e´galite´
τ12(X) = ∆1(exp(X)ǫ1, exp(ξ
−1(X))η)∆2(exp(X)ǫ2, exp(ξ
−1(X))η)−1
si exp(ξ−1(X))η est fortement re´gulier. Il re´sulte de ce qui pre´ce`de qu’il existe un e´le´ment
b12 ∈ z(G′)∗ tel que τ12(X) soit le produit d’une constante non nulle avec la fonction
X 7→ e<b12,X> (b12 est la diffe´rence entre les projections de b1 et b2 dans z(G′)∗). En
particulier, τ12 prend la meˆme valeur sur des points stablement conjugue´s. Fixons une
mesure de Haar sur T ′(R). Pour X re´gulier, l’application duale de la pre´ce´dente envoie
l’inte´grale orbitale associe´e a` exp(X)ǫ1 et a` cette mesure sur l’inte´grale orbitale associe´e
a` exp(X)ǫ2 et a` cette meˆme mesure, multiplie´e par τ12(X). Pour H ∈ Sym(tθ), notons
H1 = Ξ1(H) et H2 = Ξ2(H). Il se de´duit de H1 et H2 des ope´rateurs diffe´rentiels ∂H1 et
∂H2 sur t
′(R). On a l’e´galite´
∂H2 = τ
−1
12 ◦ ∂H1 ◦ τ12.
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3.2 Majoration des inte´grales orbitales ponde´re´es ω-e´quivariantes
Soient M˜ un espace de Levi de G˜, T˜ un sous-tore tordu maximal de M˜ et η un
e´le´ment de T˜ (R). On suppose ω trivial sur T (R)θ. Fixons des voisinages u et u′ de 0 dans
tθ,0(R) ve´rifiant les conditions suivantes
(1) l’applicationX 7→ exp(X)η(1−θ)(T (R) est un isomorphisme de u′ sur un voisinage
de l’image de η dans T˜ (R)/(1− θ)(T (R) ;
(2) u et u′ sont ouverts ; la cloˆture de u est compacte et est contenue dans u′ ;
(3) pour X ∈ u′, X est re´gulier dans gη(R) si et seulement si exp(X)η est re´gulier
dans G˜(R).
Remarque. Le groupe ZG(η) agit naturellement sur gη. A la place de (3), on pourrait
e´noncer
(3)’ pour X ∈ u′, le stabilisateur de X dans ZG(η) est e´gal a` T θ si et seulement si
exp(X)η est fortement re´gulier dans G˜(R).
On fixe des mesures de Haar sur G(R), M(R) et T θ,0(R) qui permettent de de´finir
les inte´grales orbitales qui suivent. On a
(4) pour tout U ∈ Sym(t)θ,ω, il existe un entier N et, pour tout f ∈ C∞c (G˜(R)), il
existe c > 0 de sorte que l’on ait la majoration
|∂UIG˜M˜(exp(X)η, ω, f)| ≤ cDGη(X)−N
pour tout X ∈ u tel que exp(X)η soit fortement re´gulier dans G˜(R).
Cf. [A1] lemme 13.2.
3.3 Majoration des inte´grales orbitales ponde´re´es stables
On conserve la meˆme situation mais on suppose (G, G˜, a) quasi-de´ploye´ et a` torsion
inte´rieure. On a
Lemme. Pour tout U ∈ Sym(t), il existe un entier N et, pour tout f ∈ C∞c (G˜(R)), il
existe c > 0 de sorte que l’on ait la majoration
|∂USG˜M˜(exp(X)η, f)| ≤ cDGη(X)−N
pour tout X ∈ u tel que exp(X)η soit fortement re´gulier dans G˜(R).
Preuve. Pour tout s ∈ Z(Mˆ)ΓR/Z(Gˆ)ΓR avec s 6= 1, on fixe des donne´es auxiliaires
G′1(s),...,∆1(s). On note M˜1(s) l’image re´ciproque de M˜ dans G˜
′
1(s) et T˜1(s) celle de T˜ .
On fixe un point η1(s) ∈ T˜1(s;R) au-dessus de η et une de´composition
t1(s) = c1(s)⊕ t
selon la recette de 3.1. Comme on l’a dit dans ce paragraphe (et en adaptant les notations
de fac¸on compre´hensible), l’inte´grale orbitale sur M˜(R) associe´e a` exp(X)η s’identifie a`
celle sur M˜1(s;R) associe´e a` exp(X)η1(s), multiplie´e par une fonction que l’on note
τ(s;X). L’e´le´ment U se transfe`re en un element que l’on note Ξ1(s;U) ∈ Sym(t). On
identifie le transfert fG
′(s) a` une fonction f G˜
′
1(s) sur G˜′1(s;R). On introduit le terme
ΛG˜
M˜
(exp(X)η, f) de 2.1. C’est la somme des IG˜
M˜
(exp(X ′)η′, f) quand exp(X ′)η′ de´crit
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un ensemble de repre´sentants des classes de conjugaison par M(R) dans la classe de
conjugaison stable de exp(X)η dans M˜(R). On a alors l’e´galite´
(1) ∂US
G˜
M˜
(exp(X)η, f) = ∂UΛ
G˜
M˜
(exp(X)η, f)
−
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜(G˜, G˜
′(s))τ(s;X)∂Ξ1(s;U)S
G˜′1(s)
M˜1(s),λ1(s)
(exp(X)η1(s), f
G˜′1(s)).
Il est clair que le fait que f G˜
′
1(s) ne soit pas a` support compact mais se transforme selon
le caracte`re λ1(s) de C1(s;R) ne change rien aux proprie´te´s locales de ses inte´grales
orbitales stables. Pour s 6= 1, on peut donc appliquer par re´currence la majoration
du lemme au terme ∂Ξ1(s;U)S
G˜′1(s)
M˜1(s),λ1(s)
(exp(X)η1(s), f
G˜′1(s)). On obtient que celui-ci est
majore´ par une puissance ne´gative de DG
′
1(s)η1(s)(X). Ce terme est e´gal a`DG
′(s)η(X). Or le
syste`me de racines de G′(s)η est inclus dans celui de Gη. Dans un voisinage compact de 0,
DG
′(s)η(X)−1 est donc majore´ par DGη(X)−1. Les meˆmes arguments qu’en 2.1 montrent
que la majoration 3.2(4) pour ∂UI
G˜
M˜
(exp(X)η, f) s’e´tend au terme ∂UΛ
G˜
M˜
(exp(X)η, f).
Tous les termes du membre de droite de (1) sont donc majore´s par une puissance ne´gative
de DGη(X). L’assertion de l’e´nonce´ s’ensuit. 
3.4 Majoration des inte´grales orbitales endoscopiques
On revient a` la situation de 3.2 ou` (G, G˜, a) est quelconque. On suppose que G˜ est
une composante connexe d’un K-espace KG˜. Alors M˜ est une composante connexe d’un
K-espace de Levi KM˜ et on suppose KM˜ ∈ L(KM˜0). Pour f ∈ C∞c (KG˜(R)) et X ∈ u
tel que exp(X)η soit fortement re´gulier, on sait de´finir l’inte´grale orbitale endoscopique
IKG˜,E
KM˜
(exp(X)η, ω, f).
Lemme. Pour tout U ∈ Sym(t), il existe un entier N et, pour tout f ∈ C∞c (KG˜(R)),
il existe c > 0 de sorte que l’on ait la majoration
|∂UIKG˜,EKM˜ (exp(X)η, f)| ≤ cDGη(X)−N
pour tout X ∈ u tel que exp(X)η soit fortement re´gulier dans G˜(R).
Preuve. On peut fixer les objets suivants :
- une famille finie (M′i)i=1,...,n de donne´es endoscopiques elliptiques et relevantes de
(M, M˜, a), munies de donne´es auxiliaires M ′i,1,...,∆i,1 ;
- pour tout i = 1, ..., n, un diagramme (ǫi, B
M ′i , TM
′
i , BMi , T, η) joignant η a` un e´le´ment
semi-simple ǫi ∈ M˜ ′i(R) ; on note ξi : tθ → tM ′i l’isomorphisme de´duit du diagramme ;
- pour tout i = 1, ..., n, un rele`vement ǫi,1 ∈ M˜ ′i;1(R) de ǫi et, en notant TM
′
i
1 l’image
re´ciproque de TM
′
i dans M ′i,1, une de´composition
t
M ′i
1 = ci,1 ⊕ tM
′
i
selon la recette de 3.1 ;
- un nombre cT˜ > 0 ;
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ces donne´es ve´rifiant la condition suivante. Soit ϕ ∈ C∞c (KM˜(R)). Pour tout i, notons
ϕM˜
′
i,1 son transfert a` M˜ ′i,1. Alors on a l’e´galite´
IKM˜(exp(X)η, ω, ϕ) = cT˜
∑
i=1,...,n
∆i,1(exp(ξi(X)ǫi,1, exp(X)η)
−1S
M˜ ′i,1
λi,1
(exp(ξi(X))ǫi,1, ϕ
M˜ ′i,1).
Pour tout i = 1, ..., n, on a de´fini l’inte´grale IKG˜,E
KM˜
(M′i, δ, f) pour tout δ ∈ Dstge´om,G˜−e´qui(M′).
On note simplement IKG˜,E
KM˜
(M′i, exp(ξi(X))ǫi,1, f) ce terme quand δ est l’e´le´ment de
Dst
ge´om,G˜−e´qui
(M′) auquel s’identifie l’inte´grale orbitale stable sur M˜ ′i,1(R) associe´e au point
exp(ξi(X))ǫi,1. Il re´sulte des de´finitions que l’on a aussi
IKG˜,E
KM˜
(exp(X)η, f) = cT˜
∑
i=1,...,n
∆i,1(exp(ξi(X)ǫi,1, exp(X)η)
−1IKG˜,E
KM˜
(M′i, exp(ξi(X))ǫi,1, f).
Pour tout i, on a un homomorphisme Ξi : Sym(t
θ) → Sym(tM ′i) comme en 3.1. On a
alors
∂UI
KG˜,E
KM˜
(exp(X)η, f) = cT˜
∑
i=1,...,n
∆i,1(exp(ξi(X)ǫi,1, exp(X)η)
−1
∂Ξi(U)I
KG˜,E
KM˜
(M′i, exp(ξi(X))ǫi,1, f).
Pre´cisons que ∂Ξi(U)I
KG˜,E
KM˜
(M′i, exp(ξi(X))ǫi,1, f) est la valeur en ξi(X) de la fonction
Y 7→ ∂Ξi(U)IKG˜,EKM˜ (M′i, exp(Y )ǫi,1, f) sur tM
′
i(R). La formule ci-dessus nous permet de
fixer i et de majorer ∂U ′I
KG˜,E
KM˜
(M′i, exp(ξi(X)))ǫi,1, f) pour U
′ ∈ Sym(tM ′i). Puisque i
est fixe´, on le fait disparaˆıtre de la notation et on pose M′ = (M ′,M′, ζ˜). Pour tout
s˜ ∈ Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ, on introduit des donne´es auxiliaires G′1(s˜),...,∆1(s˜). On introduit
les images re´ciproques M˜ ′1(s˜) et T˜
M ′
1 (s˜) de M˜
′ et T˜M
′
dans G˜′1(s˜). On fixe un point
ǫ1(s˜) ∈ T˜M ′1 (s˜;R) au-dessus de ǫ et une de´composition
tM
′
1 (s˜) = c1(s˜)⊕ tM
′
selon la recette de 3.1. D’apre`s 3.1, pour Y ∈ tM ′(R), l’inte´grale orbitale dans M˜ ′1(R)
associe´e a` exp(Y )ǫ1 s’identifie a` l’inte´grale orbitale dans M˜
′
1(s˜;R) associe´e a` exp(Y )ǫ1(s˜),
multiplie´e par une fonction τ(s˜, Y ). Un e´le´ment U ′ ∈ Sym(tM ′) se transfe`re en un e´le´ment
Ξ(s˜, U ′) de la meˆme alge`bre. On a alors
∂U ′I
KG˜,E
KM˜
(M′, exp(Y )ǫ1, f) =
∑
s˜∈Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′(G˜, G˜
′(s˜))
τ(s˜, Y )∂Ξ(s˜,U ′)S
G˜′1(s˜)
M˜ ′1(s˜),λ1(s˜)
(exp(Y )ǫ1(s˜), f
G˜′1(s˜)).
D’apre`s le lemme 3.3, le terme indexe´ par s˜ est majore´ par une puissance ne´gative
de DG
′(s˜)ǫ(Y ). On sait que, par l’homomorphisme ξ : tθ → tM ′ , les racines du groupe
G′(s˜)ǫ s’identifie a` des multiples rationnels de racines du groupe Gη. Il en re´sulte que
DG
′(s˜)ǫ(ξ(X))−1 est majore´ par DGη(X)−1 dans un voisinage de 0. On en de´duit la ma-
joration cherche´e pour ∂U ′I
KG˜,E
KM˜
(M′i, exp(ξi(X))ǫi,1, f). 
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4 Proprie´te´s locales
4.1 Sauts des inte´grales orbitales ponde´re´es ω-e´quivariantes
Soient M˜ un espace de Levi de G˜, T˜ un sous-tore tordu maximal de M˜ et η un
e´le´ment de T˜ (R). On suppose ω trivial sur T (R)θ. On impose dans toute la section les
hypothe`ses (1), (2) et (3) ci-dessous :
(1) T˜ est un sous-tore tordu elliptique de M˜ ;
(2) Gη,SC est isomorphe a` SL(2) ;
(3) l’image re´ciproque Td de T
θ,0 dans Gη,SC est un tore de´ploye´.
Fixons un sous-tore maximal Tc non de´ploye´ de Gη,SC . Il existe un unique sous-tore
maximal de Gη dont l’image re´ciproque dans Gη,SC soit Tc. On note T son commutant
dans G et T˜ = Tη. L’ensemble T˜ est un sous-tore tordu maximal de G˜. Notons M˜ le plus
petit espace de Levi dans lequel T˜ est contenu, c’est-a`-dire le commutant de AT˜ dans G˜.
On a
(4) Mη = T
θ,0, M η = Gη, AM˜ = AGη , M˜ est un sous-espace de Levi propre et
maximal de M˜ et T˜ est un sous-tore tordu elliptique de M˜ .
Preuve. Pour un sous-tore T ′ de Gη qui est de´ploye´, on a deux possibilite´s. Ou bien
son image re´ciproque dans Gη,SC est triviale. Dans ce cas T
′ est contenu dans Z(Gη) et
donc (puisque c’est un tore de´ploye´) dans AGη . Ou bien l’image re´ciproque de T
′ dans
Gη,SC est de rang 1 et posse`de au signe pre`s une seule racine α. La composante neutre
du noyau de cette racine est alors un sous-tore T ′′ de T ′ qui est du premier cas, donc
contenu dans AGη . Et on a dim(T
′′) = dim(T ′)− 1. Puisque T θ,0 et T θ,0 sont des sous-
tores maximaux de Gη, on a les inclusions AGη ⊂ AT θ,0, AGη ⊂ AT θ,0. Puisque les images
re´ciproques de T θ,0 et T θ,0 dans Gη,SC sont respectivement de´ploye´es et non de´ploye´es, la
discussion pre´ce´dente montre que AGη = AT θ,0 , tandis que dim(AT θ,0) = dim(AGη) + 1.
La premie`re e´galite´ entraˆıne que le commutantM de AT θ,0 dans G contient Gη. A fortiori
M η = Gη. On a aussi AT θ,0 = AGη ⊂ AT θ,0 . En prenant les commutants dans G˜ et en
se rappelant que le commutant de AT θ,0 est M˜ d’apre`s (1), on obtient que M˜ ⊂ M˜ .
Puisque l’image re´ciproque de AT θ,0 dans Gη,SC est Td, AT θ,0 ne commute pas a` Gη. Donc
ce groupe Gη n’est pas contenu dans M . Donc l’inclusion Mη ⊂ Gη est stricte. Puisqu’il
s’agit d’une inclusion d’un Levi dans un groupe de rang semi-simple 1, Mη est un tore,
donc e´gal a` T θ,0. Puisque M contient Gη tandis que M ne le contient pas, l’inclusion
M˜ ⊂ M˜ est stricte. Les inclusions
AGη ⊂ AM˜ ⊂ AM˜ = AT θ,0
jointes aux faits que la deuxie`me inclusion est stricte et que la diffe´rence des dimensions
entre le tore de droite et celui de gauche est 1 entraˆıne que la premie`re inclusion est une
e´galite´ et que M˜ est maximal parmi les espaces de Levi propres de M˜ . Enfin, que T˜ soit
elliptique dans M˜ re´sulte simplement de la de´finition de cet espace de Levi. 
On fixe l’une des racines de T θ,0 dans Gη, que l’on note α. On introduit la coracine
associe´e, que l’on peut voir comme un e´le´ment αˇ ∈ X∗(T θ,0). La preuve de (4) montre
que l’on a meˆme αˇ ∈ X∗(AM˜). On se rappelle que l’on a fixe´ une forme quadratique
de´finie positive sur AM˜ = X∗(AM˜)⊗ZR, qui nous sert a` de´finir la mesure sur cet espace.
On dispose donc de la norme |αˇ| pour cette forme. Cela e´tant, on de´finit au voisinage 0
dans tθ(R) une modification de l’inte´grale orbitale ponde´re´e ω-e´quivariante de la fac¸on
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suivante. Pour f ∈ C∞c (G˜(R)) et X ∈ tθ(R) assez proche de 0, on pose
IG˜,mod
M˜
(exp(X)η, ω, f) = IG˜
M˜
(exp(X)η, ω, f) + |αˇ|log(|α(X)|)IG˜
M˜
(exp(X)η, ω, f).
On fixe un e´le´ment u ∈ Gη,SC(C) tel que adu(Td) = Tc. Fixons un e´le´ment non nul
Hd ∈ td(R). On ve´rifie que adu(Hd) est un e´le´ment de itc(R) et on introduit l’e´le´ment
Hc de tc(R) tel que adu(Hd) = iHc. De l’application adu se de´duit un isomorphisme
C : Sym(tθ,0)→ Sym(tθ,0). On note wd, resp. wc, l’unique e´le´ment non trivial du groupe
de Weyl de Gη relativement a` T
θ,0, resp. T θ,0. L’isomorphisme C entrelace l’action de wd
sur le premier espace avec celle de wc sur le second. On a fixe´ une mesure sur T
θ,0(R)
pour de´finir nos inte´grales orbitales. Elle se de´duit d’une forme diffe´rentielle de rang
maximal sur T θ,0, autrement dit d’un e´le´ment d ∈ ∧ntθ,∗(R) ou` n = dim(T θ,0). De adu se
de´duit un isomorphisme ∧ntθ,∗ ≃ ∧ntθ,∗. On ve´rifie qu’il se restreint en un isomorphisme
de ∧ntθ,∗(R) sur i∧n tθ,∗(R). On introduit l’e´le´ment d ∈ ∧ntθ,∗(R) tel que adu(d) = id. De
d se de´duit alors une mesure sur T θ,0(R) qui nous sert a` de´finir les inte´grales orbitales
dans ce qui suit.
Il y a deux possibilite´s pour la classe de conjugaison stable de Hc dans gη(R). Soit
elle est re´duite a` la classe de conjugaison de Hc par Gη(R), auquel cas on pose c(η) = 0.
Soit elle se de´compose en deux classes de conjugaison par Gη(R), celles de Hc et de −Hc,
auquel cas on pose c(η) = 1.
Selon l’usage, pour un voisinage V de 0 dans R et pour une fonction ϕ de´finie sur
V −{0}, on note limr→0+ϕ(r) et limr→0−ϕ(r) les limites de ϕ(r) quand r tend vers 0 en
restant strictement positif, resp. ne´gatif (ces limites existent ou pas).
Proposition. Soient f ∈ C∞c (G˜(R)).
(i) Pour tout U ∈ Sym(tθ), les limites
limr→0+∂UI
G˜,mod
M˜
(exp(rHd)η, ω, f) et limr→0−∂UI
G˜,mod
M˜
(exp(rHd)η, ω, f)
existent.
(ii) Si wd(U) = U , ces limites sont e´gales.
(iii) Pour tout U ∈ Sym(tθ), les limites
limr→0+∂UI
G˜
M˜
(exp(rHc)η, ω, f) et limr→0−∂UI
G˜
M˜
(exp(rHc)η, ω, f)
existent.
(iv) Soit U ∈ Sym(tθ), supposons wd(U) = −U et posons U = C(U). Alors on a les
e´galite´s
limr→0+∂UI
G˜,mod
M˜
(exp(rHd)η, ω, f)− limr→0−∂UIG˜,modM˜ (exp(rHd)η, ω, f)
= 21+c(η)πi|αˇ| limr→0+∂UIG˜M˜(exp(rHc)η, ω, f)
= −21+c(η)πi|αˇ| limr→0−∂UIG˜M˜(exp(rHc)η, ω, f).
Cf. [A1] lemme 13.1. La diffe´rence entre notre constante 21+c(η)πi|αˇ| et celle d’Arthur
provient de nos normalisations diffe´rentes.
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4.2 Sauts des inte´grales orbitales ponde´re´es stables
On conserve les meˆmes hypothe`ses que dans le paragraphe pre´ce´dent. On impose de
plus que (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure. Fixons un sous-groupe de
Borel de G contenant T et pour lequel M et M sont standard. Comple´tons (B, T ) en
une paire de Borel e´pingle´e E de G. Fixons une paire de Borel e´pingle´e Eˆ de Gˆ conserve´e
par l’action galoisienne, dont on note le tore Tˆ (l’action galoisienne sur ce tore n’en fait
pas le tore dual de T ). On en de´duit des re´alisations de Mˆ et Mˆ comme des groupes
de Levi standard de Gˆ. De la coracine αˇ se de´duit une racine αˆ de Tˆ qui se restreint
en un caracte`re non trivial de Z(Mˆ)ΓR . Notons Z(Mˆ)αˆ le groupe des s ∈ Z(Mˆ)ΓR tels
que αˆ(s) = 1. Il re´sulte des de´finitions que Z(Mˆ)ΓR est inclus dans ce groupe. Plus
pre´cise´ment, Z(Mˆ)ΓR/Z(Gˆ)ΓR est la composante neutre de Z(Mˆ)αˆ/Z(Gˆ)ΓR . On pose
iG˜
M˜
(η) = [Z(Mˆ)αˆ : Z(Mˆ)ΓR ]−1.
Pour tout e´le´ment semi-simple ǫ ∈ G˜(R), posons
Y(ǫ) = {y ∈ G(C); ∀σ ∈ ΓR, yσ(y)−1 ∈ Gǫ}.
Pour un element y de cet ensemble, on pose ǫ[y] = y−1ǫy. On fixe un ensemble de
repre´sentants Y˙(ǫ) de l’ensemble de doubles classes
Gǫ\Y(ǫ)/G(R).
Remarquons que l’application qui, a` y ∈ Y˙(ǫ), associe la classe du cocycle σ 7→ yσ(y)−1,
est une bijection de Y˙(ǫ) sur le noyau de l’application
H1(ΓR;Gǫ)→ H1(ΓR;G).
Soulignons que les ensembles ci-dessus ne sont pas des groupes. Le noyau est l’ensemble
des e´le´ments de H1(ΓR;Gǫ) qui deviennent des cobords dans G. Si ǫ est fortement re´gulier
dans G˜(R), la famille (η[y])y∈Y˙(ǫ) est un ensemble de repre´sentants des classes de conju-
gaison par G(R) dans la classe de conjugaison stable de ǫ. Dans ce cas, modulo le choix
de mesures de Haar sur les groupes intervenant, on a de´fini l’inte´grale orbitale stable
associe´e a` ǫ comme la forme line´aire qui, a` f ∈ C∞c (G˜(R)), associe
SG˜(ǫ, f) =
∑
y∈Y˙(ǫ)
IG˜(ǫ[y], f).
Si ǫ est re´gulier mais pas fortement re´gulier, la famille (η[y])y∈Y˙(ǫ) n’ est plus, en ge´ne´ral,
un ensemble de repre´sentants des classes de conjugaison par G(R) dans la classe de
conjugaison stable de ǫ. On de´finit ne´anmoins SG˜(ǫ, f) par la formule ci-dessus. Pour
Y ∈ gǫ(R) voisin de 0 et en position ge´ne´rale, l’e´le´ment exp(Y )ǫ est fortement re´gulier
et on voit que l’on peut choisir Y˙(exp(Y )ǫ) = Y˙(ǫ). Parce que les inte´grales orbitales
ordinaires sont continues en un point re´gulier, on a la proprie´te´ de continuite´
SG˜(ǫ, f) = limY→0S
G˜(exp(Y )ǫ, f).
Cela entraˆıne que la distribution de gauche est stable. Soient L˜ un espace de Levi de G˜ et
ǫ un e´le´ment semi-simple de L˜(R), re´gulier dans cet ensemble. On de´finit les ensembles
YL(ǫ) et Y˙L(ǫ) en remplac¸ant G par L dans les de´finitions ci-dessus. On vient de de´finir
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une distribution stable δǫ = S
L˜(ǫ, .) sur L˜(R) associe´e a` ǫ, qui est une combinaison
line´aire d’inte´grales orbitales. On sait donc de´finir la distribution f 7→ SG˜
L˜
(δǫ, f) sur
G˜(R). On la note simplement f 7→ SG˜
L˜
(ǫ, f).
Pour f ∈ C∞c (G˜(R)) et X ∈ t(R) ∩ gη,reg(R) assez proche de 0, on pose
SG˜,mod
M˜
(exp(X)η, f) = SG˜
M˜
(exp(X)η, f) + iG˜
M˜
(η)|αˇ|log(|α(X)|)SG˜
M˜
(exp(X)η, f).
Remarquons que l’e´le´ment exp(X)η est re´gulier dans M˜(R) et dans M˜(R).
Proposition. Soient f ∈ C∞c (G˜(R)).
(i) Pour tout U ∈ Sym(t), les limites
limr→0+∂US
G˜,mod
M˜
(exp(rHd)η, f) et limr→0−∂US
G˜,mod
M˜
(exp(rHd)η, f)
existent.
(ii) Si wd(U) = U , ces limites sont e´gales.
(iii) Pour tout U ∈ Sym(t), les limites
limr→0+∂US
G˜
M˜
(exp(rHc)η, f) et limr→0−∂US
G˜
M˜
(exp(rHc)η, f)
existent.
(iv) Soit U ∈ Sym(t), supposons wd(U) = −U et posons U = C(U). Alors on a les
e´galite´s
limr→0+∂US
G˜,mod
M˜
(exp(rHd)η, f)− limr→0−∂USG˜,modM˜ (exp(rHd)η, f)
= 2πi|αˇ|iG˜
M˜
(η) limr→0+∂US
G˜
M˜
(exp(rHc)η, f)
= −2πi|αˇ|iG˜
M˜
(η) limr→0−∂US
G˜
M˜
(exp(rHc)η, f).
Preuve. Conside´rons un e´le´ment X ∈ t(R) ∩ gη,reg(R) proche de 0. Remarquons que,
puisque Mη = T = Mexp(X)η, on peut supposer Y˙M(exp(X)η) = Y˙M(η). Montrons que
(1) on peut supposer
Y˙M˜(exp(X)η) = Y˙M(η).
Puisque M exp(X)η = T , on a simplement YM(exp(X)η) = YM(exp(X)η) ∩ M ⊂
YM(exp(X)η). On veut montrer que de cette injection se de´duit une bijection
T\YM(exp(X)η)/M(R) ≃ T\YM(exp(X)η)/M(R).
D’apre`s ce que l’on a dit plus haut, il suffit de voir que les noyaux des applications
H1(ΓR;T )→ H1(ΓR;M)
et
H1(ΓR;T )→ H1(ΓR;M)
sont e´gaux. Or ces applications s’inscrivent dans un diagramme commutatif
H1(ΓR;M)
ր
H1(ΓR;T ) ↓
ց
H1(ΓR;M)
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La fle`che de droite est injective car M est un Levi de M . L’e´galite´ cherche´e en re´sulte.
Cela prouve (1).
Pour tout y ∈ Y˙M(η), on pose X [y] = ady−1(X). Les de´finitions entraˆınent
(2) SG˜
M˜
(exp(X)η, f) =
∑
y∈Y˙M (η)
IG˜
M˜
(exp(X [y])η[y], f)
−
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜ (G˜, G˜
′(s))S
G′(s)
M
(exp(X)η, fG
′(s)).
Soit s ∈ Z(Mˆ)ΓR/Z(Gˆ)ΓR tel que G′(s) soit elliptique. On fixe des donne´es auxiliaires
G′1(s),...,∆1(s), on note M˜1(s), resp. T˜1(s), les images re´ciproques de M˜ , resp. T˜ , dans
G˜′1(s) ; on fixe η1(s) ∈ T˜1(s;R) au-dessus de η. On doit aussi fixer une de´composition
t1(s) = c1(s)⊕ t
selon la recette de 3.1, c’est-a`-dire en fixant au pre´alable une de´composition d’alge`bres
de Lie
g′1(s) = c1(s)⊕ g′(s).
Comme on l’a explique´ en 3.1, il y a une fonction X 7→ τ(s;X) sur t(F ) de sorte que
l’on ait l’e´galite´
S
G
′(s)
M
(exp(X)η, fG
′(s)) = τ(s;X)S
G˜′1(s)
M˜1(s),λ1(s)
(exp(X)η1(s), f
G˜′1(s)).
Il re´sulte des de´finitions que τ(s,X) = ∆1(s)(exp(X)η1(s), exp(X)η)
−1 si exp(X)η est
fortement G˜-re´gulier.
Supposons d’abord αˆ(s) 6= 1, autrement dit s 6∈ Z(Mˆ)αˆ.. En utilisant encore une fois
la description du syste`me de racines de G′(s)η, cf. [W1] 3.3, on voit que G
′(s)η = T . Alors
η est G˜′(s)-e´quisingulier et η1(s) est G˜
′
1(s)-e´quisingulier. D’apre`s [V] 1.4(2), il existe une
fonction ϕ ∈ C∞c (M˜1(s);F ) de sorte que l’on ait l’e´galite´
S
G˜′1(s)
M˜1(s),λ1(s)
(exp(X)η1(s), f
G˜′1(s)) = SM˜
′
1(s)(exp(X)η1(s), ϕ).
Mais le point η1(s) est re´gulier dans M˜
′
1(s). On sait qu’alors l’inte´grale ci-dessus est C
∞
en X . Il en est de meˆme de la fonction X 7→ τ(s;X). Donc X 7→ SG′(s)
M
(exp(X)η, fG
′(s))
est C∞. Les indices s n’appartenant pas a` Z(Mˆ)αˆ contribuent donc au membre de droite
de l’e´galite´ (2) par une fonction C∞. Cela permet de re´crire cette e´galite´ sous la forme
(3) SG˜
M˜
(exp(X)η, f) = φ(X) +
∑
y∈Y˙M (η)
IG˜
M˜
(exp(X [y])η[y], f)
−
∑
s∈Z(Mˆ)αˆ/Z(Gˆ)ΓR ,s 6=1
iM˜ (G˜, G˜
′(s))S
G
′(s)
M
(exp(X)η, fG
′(s)),
ou` φ est une fonction C∞ de X .
Supposons maintenant αˆ(s) = 1, autrement dit s ∈ Z(Mˆ)αˆ. Dans ce cas, l’ensemble
de racines de G′(s)η relatif a` T est e´gal a` {±α}. Puisque l’action galoisienne sur T n’a
pas change´, α est encore re´elle, c’est-a`-dire fixe par ΓR. Il en re´sulte que G
′(s)η,SC est
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isomorphe a` SL(2). Autrement dit, η et T˜ ve´rifient encore les hypothe`ses de 4.1 ou` l’on
remplace G˜ par G˜′(s). On dispose donc sur t(R) de l’inte´grale orbitale stable modifie´e
S
G˜′1(s),mod
M˜1(s),λ1(s)
(exp(X)η1(s), f
G˜′1(s)) = S
G˜′1(s)
M˜1(s),λ1(s)
(exp(X)η1(s), f
G˜′1(s))
+i
G˜′1(s)
M˜1
(η1(s))|αˇ|log(|α(X)|)SG˜
′
1(s)
M˜1(s),λ1(s)
(exp(X)η1(s), f
G˜′1(s)).
Expliquons davantage. Le fait que l’on travaille ici avec des fonctions qui se transforment
selon le caracte`re λ1(s) de C1(s;R) ne perturbe rien : puisqu’on travaille au voisinage de
η1(s), on peut remplacer ces fonctions par des fonctions a` support compact. La norme
|αˇ| ne de´pend pas de s car la norme provient d’une forme quadratique qui, d’apre`s nos
de´finitions, ne change pas quand on remplace G˜ par G˜′(s). L’espace M˜
′
1(s) est l’espace
de Levi de G˜′1(s) tel que AM˜ ′1(s) soit le noyau de α dans AM˜ ′1(s). Ou encore, notons M˜
′
(s)
l’espace de Levi de G˜′(s) tel que A
M˜
′
(s)
soit le noyau de α dans AM˜ , autrement dit
A
M˜
′
(s)
= AM˜ . Alors M˜
′
1(s) est l’image re´ciproque de M˜
′
(s) dans G˜′1(s). Montrons que
(4) i
G˜′1(s)
M˜1(s)
(η1(s)) = i
G˜′(s)
M˜
(η).
On a les suites exactes
1→ Z(Mˆ)→ Z(Mˆ1(s))→ Cˆ1(s)→ 1,
1→ Z(Mˆ ′(s))→ Z(Mˆ ′1(s))→ Cˆ1(s)→ 1.
Parce que C1(s) est un tore induit, Cˆ1(s)
ΓR est connexe. On en de´duit que les suites
1→ Z(Mˆ)ΓR → Z(Mˆ1(s))ΓR → Cˆ1(s)ΓR → 1,
(5) 1→ Z(Mˆ ′(s))ΓR → Z(Mˆ ′1(s))ΓR → Cˆ1(s)ΓR → 1.
sont encore exactes. De la premie`re se de´duit une suite
(6) 1→ Z(Mˆ)αˆ → Z(Mˆ1(s))αˆ → Cˆ1(s)ΓR → 1.
Elle est encore exacte. En effet, le seul point non e´vident est la surjectivite´ de l’homo-
morphisme de droite. Cette surjectivite´ est assure´e par celle du dernier homomorphisme
de (5) et par l’inclusion
Z(Mˆ
′
1(s))
ΓR ⊂ Z(Mˆ1(s))αˆ.
L’exactitude des deux suites (5) et (6) entraˆıne l’e´galite´
[Z(Mˆ)αˆ : Z(Mˆ
′
(s))ΓR] = [Z(Mˆ1(s))
αˆ : Z(Mˆ
′
1(s))
ΓR],
d’ou` (4).
On peut aussi exprimer les inte´grales IG˜
M˜
(exp(X [y])η[y], f) a` l’aide des inte´grales
modifie´es IG˜,mod
M˜
(exp(X)η[y], f). On transforme ainsi l’expression (3) en
(7) SG˜
M˜
(exp(X)η, f)+ |αˇ|log(|α(X)|)B(X) = φ(X)+
∑
y∈Y˙M(η)
IG˜,mod
M˜
(exp(X [y])η[y], f)
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−
∑
s∈Z(Mˆ)αˆ/Z(Gˆ)ΓR ,s 6=1
iM˜ (G˜, G˜
′(s))τ(s;X)S
G˜′1(s),mod
M˜1(s),λ1(s)
(exp(X)η1(s), f
G˜′1(s)),
ou`
B(X) =
∑
y∈Y˙M (η)
IG˜
M˜
(exp(X [y])η[y], f)
−
∑
s∈Z(Mˆ)αˆ/Z(Gˆ)ΓR ,s 6=1
iM˜(G˜, G˜
′(s))τ(s;X)i
G˜′(s)
M˜
(η)S
G˜′1(s)
M˜
′
1(s),λ1(s)
(exp(X)η1(s), f
G˜′1(s)).
Conside´rons B(X). On peut de´composer la somme en s en une somme en t ∈ Z(Mˆ)αˆ/Z(Mˆ)ΓR
suivie d’une somme en s ∈ tZ(Mˆ)ΓR/Z(Gˆ)ΓR, avec s 6= 1. C’est-a`-dire
B(X) =
∑
y∈Y˙M (η)
IG˜
M˜
(exp(X [y])η[y], f)−
∑
t∈Z(Mˆ)αˆ/Z(Mˆ)ΓR
B(X ; t),
ou`
B(X ; t) =
∑
s∈tZ(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜(G˜, G˜
′(s))τ(s;X)i
G˜′(s)
M˜
(η)S
G˜′1(s)
M˜
′
1(s),λ1(s)
(exp(X)η1(s), f
G˜′1(s)).
Fixons t. On voit que, pour s ∈ tZ(Mˆ)ΓR/Z(Gˆ)ΓR , M˜ ′1(s) est l’image re´ciproque dans
G˜′1(s) d’un espace de Levi M˜
′
(t) inde´pendant de s. C’est l’espace de la donne´e endosco-
pique M′(t) de (M, M˜). Un calcul simple conduit a` l’e´galite´
(8) iM˜(G˜, G˜
′(s))i
G˜′(s)
M˜
(η) = i
M˜
′
(t)
(G˜, G˜′(s))iG˜
M˜
(η).
Pour un moment, notons pour plus de clarte´ δ l’inte´grale orbitale stable sur M˜(R)
associe´e a` exp(X)η. Comme on l’a dit, pour tout s, elle s’identifie a` l’inte´grale orbitale
stable sur M˜1(s;R) associe´e a` exp(X)η1(s), multiplie´e par τ(s,X). Notons δ(s) cette
distribution. La distribution qui intervient dans la de´finition de B(X ; t) est la distribution
induite δ(s)M˜
′
1(s). C’est la re´alisation de la distribution δM
′(t) ∈ Dstge´om(M′(t)). Si on
oublie la restriction s 6= 1 dans la de´finition de B(X ; t), on voit alors en utilisant (8) que
B(X ; t) = iG˜
M˜
(η)IG˜,E
M˜
(M′(t), δM
′(t), f).
On re´tablit cette restriction s 6= 1 en retirant de la formule ci-dessus l’e´ventuel terme
correspondant a` s = 1. On obtient que B(X, t) est donne´ par la formule ci-dessus pour
t 6= 1, tandis que
B(X ; 1) = iG˜
M˜
(η)(IG˜,E
M˜
(M, δM, f)− SG˜
M˜
(δM, f)).
La distribution δM
′(t) e´tant a` support G˜-e´quisingulier, on peut utiliser la proposition [V]
1.13 qui nous dit que
IG˜,E
M˜
(M′(t), δM
′(t), f) = IG˜
M˜
(transfert(δM
′(t)), f).
Le transfert commutant a` l’induction, le transfert de δM
′(t) est l’induite du transfert de
δ. Ce dernier est l’inte´grale orbitale stable dans M˜(R) associe´e a` exp(X)η ou encore la
45
somme sur y ∈ Y˙M(η) des inte´grales orbitales associe´es a` exp(X [y])η[y]. Son induite est
la meˆme somme d’inte´grales orbitales, cette fois sur M˜(R). On obtient
(9) B(X ; t) = iG˜
M˜
(η)
∑
y∈Y˙M(η)
IG˜
M˜
(exp(X [y])η[y], f)
si t 6= 1, tandis que B(X ; 1) est le meˆme terme moins
iG˜
M˜
(η)SG˜
M˜
(exp(X)η, f).
A ce dernier terme pre`s, les B(X ; t) sont tous e´gaux. Leur somme est donc le membre de
gauche de (9) multiplie´ par le nombre d’e´le´ments de l’ensemble de sommation, c’est-a`-dire
[Z(Mˆ)αˆ : Z(Mˆ)ΓR].
Ce facteur compense le terme iG˜
M˜
(η) figurant dans (9). D’ou`∑
t∈Z(Mˆ )αˆ/Z(Mˆ )ΓR
B(X ; t) = (
∑
y∈Y˙M (η)
IG˜
M˜
(exp(X [y])η[y], f))− iG˜
M˜
(η)SG˜
M˜
(exp(X)η, f).
En se reportant a` la de´finition de B(X), on obtient
B(X) = iG˜
M˜
(η)SG˜
M˜
(exp(X)η, f).
Le membre de gauche de (7) devient simplement SG˜,mod
M˜
(exp(X)η, f) et on a obtenu
l’e´galite´
SG˜,mod
M˜
(exp(X)η, f) = φ(X) +
∑
y∈Y˙M (η)
IG˜,mod
M˜
(exp(X [y])η[y], f)
−
∑
s∈Z(Mˆ)αˆ/Z(Gˆ)ΓR ,s 6=1
iM˜ (G˜, G˜
′(s))τ(s;X)S
G˜′1(s),mod
M˜1(s),λ1(s)
(exp(X)η1(s), f
G˜′1(s)).
Soit U ∈ Sym(t). Pour tout y ∈ Y˙M(η), ady−1 envoie T sur un tore T [y] de´fini sur R et
envoie conforme´ment U sur un e´le´ment U [y] ∈ Sym(t[y]). Pour tout s ∈ Z(Mˆ)αˆ/Z(Gˆ)ΓR,
on a introduit en 3.1 un isomorphisme qui devient ici un automorphisme de Sym(t), que
l’on note Ξ(s). On pose U(s) = Ξ(s)(U). De l’expression pre´ce´dente se de´duit l’e´galite´
∂US
G˜,mod
M˜
(exp(X)η, f) = ∂Uφ(X) +
∑
y∈Y˙M (η)
∂U [y]I
G˜,mod
M˜
(exp(X [y])η[y], f)
−
∑
s∈Z(Mˆ)αˆ/Z(Gˆ)ΓR ,s 6=1
iM˜ (G˜, G˜
′(s))τ(s;X)∂U(s)S
G˜′1(s),mod
M˜1(s),λ1(s)
(exp(X)η1(s), f
G˜′1(s)).
On applique maintenant cette e´galite´ au point X = rHd, ou` r est re´el non nul et proche
de 0. Remarquons que, puisque le tore Td se projette dans le centre de M˜ , l’e´le´ment Hd
est fixe´ par ady−1 pour tout y ∈ Y˙M(η). Remarquons aussi que, pour tout s ∈ Z(Mˆ)αˆ,
Hd provient d’un e´le´ment de m
′(s)η,SC(R), a fortiori d’un e´le´ment de g
′(s)SC(R). Comme
on l’a dit en 3.1, il en re´sulte que la fonction r 7→ τ(s; rHd) est constante. On note τ(s; 0)
sa valeur constante. On obtient alors
(10) ∂US
G˜,mod
M˜
(exp(rHd)η, f) = ∂Uφ(rHd) +
∑
y∈Y˙M (η)
∂U [y]I
G˜,mod
M˜
(exp(rHd)η[y], f)
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−
∑
s∈Z(Mˆ)αˆ/Z(Gˆ)ΓR ,s 6=1
iM˜(G˜, G˜
′(s))τ(s; 0)∂U(s)S
G˜′1(s),mod
M˜1(s),λ1(s)
(exp(rHd)η1(s), f
G˜′1(s)).
Les deux premie`res assertions de l’e´nonce´ en re´sultent. En effet, ces assertions sont
ve´rifie´es par la fonction φ qui est C∞. Elles le sont pour les inte´grales orbitales de la
premie`re somme d’apre`s la proposition 4.1. En raisonnant par re´currence, elles le sont
aussi pour les inte´grales orbitales stables de la deuxie`me somme (puisqu’on somme sur
s 6= 1).
Prouvons l’assertion (iii). L’e´le´ment η, vu comme un e´le´ment de M˜(R), est G˜-e´quisingulier.
D’apre`s [V] 1.4(2), il existe une fonction ϕ ∈ C∞c (M˜(R)) tel que, pour tout X ∈ mη(R)
assez proche de 0, on ait l’e´galite´
SG˜
M˜
(exp(X)η, f) = SM˜(exp(X)η, ϕ).
Alors l’assertion (iii) re´sulte des proprie´te´s bien connues des inte´grales orbitales stables.
Le meˆme argument de´montre l’e´galite´ des deux dernie`res limites de l’assertion (iv),
l’e´lement U intervenant e´tant antisyme´trique, c’est-a`-dire tel que wc(U) = −U .
Il reste a` prouver la premie`re e´galite´ de cette assertion (iv). Pour s ∈ Z(Mˆ)αˆ, on
a vu que G′(s)η,SC e´tait isomorphe a` SL(2). L’ensemble de racines de G
′(s)η relatif au
sous-tore maximal T est {±α}. Les deux groupes Gη et G′(s)η sont donc quasi-de´ploye´s.
Ils ont un tore maximalement de´ploye´ commun (le tore T ) et ont meˆme ensemble de
racines. Ils sont donc isomorphes. Plus pre´cise´ment, on peut fixer un isomorphisme entre
eux qui soit l’identite´ sur T . Par cet isomorphisme, T devient un sous-tore maximal
de G′(s)η. Rappelons que ce dernier groupe est e´gal a` M
′(s)η. De meˆme que l’on a
introduit un isomorphisme C : T → T , on peut introduire un isomorphisme C(s). Mais
l’isomorphisme entre nos deux groupes permet de choisir C(s) = C. De la de´composition
de´ja` fixe´e de g′1(s) se de´duit une de´composition
t1(s) = c1(s)⊕ t.
Avec des notations compre´hensibles, on a un diagramme
Sym(t)
Ξ(s)→ Sym(t)
C ↓ C(s) ↓
Sym(t)
Ξ(s)→ Sym(t)
.
Montrons qu’il est commutatif. On a vu en 3.1 que Ξ(s) envoyait un e´le´ment H ∈ t
sur H− < H, b(s) >, ou` b(s) est un certain e´le´ment de z(G′1(s))∗. L’homomorphisme
Ξ(s) envoie aussi un e´le´ment H ∈ t sur H− < H, b(s) >. Le chemin nord-est du
diagramme envoie H sur C(H)− < H, b(s) >. Le chemin sud-ouest envoie H sur
C(H)− < C(H), b(s) >. Mais C est une conjugaison par un e´le´ment de G′(s)SC et
fixe donc b(s) qui est central. Donc < H, b(s) >=< C(H), b(s) >, d’ou` la commutativite´
cherche´e.
On est dans un cas particulier tre`s simple de la the´orie locale rappele´e en [III] section
5 et [V] 4.1 . Celle-ci nous dit que G′(s)η,SC est un ”groupe endoscopique” de Gη,SC . Ces
deux groupes sont ici e´gaux. En particulier, on peut prendre pour facteur de transfert
pour cette donne´e endoscopique celui qui vaut 1 sur la diagonale. La relation [V] 4.1(1)
implique alors l’existence d’une constante d(s) 6= 0 telle que la proprie´te´ suivante soit
ve´rifie´e. Soit Xsc ∈ gη,SC(R) un e´le´ment re´gulier et Z ∈ z(Gη;R) en position ge´ne´rale.
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Ces e´le´ments sont tous deux proches de 0. On conside`re Xsc comme fixe´ et Z comme
variable. Alors
limZ→0∆1(s)(exp(Z +Xsc)η1(s), exp(Z +Xsc)η) = d(s).
Le premier Z +Xsc est identifie´ a` un e´le´ment de g
′
1(s) par la section g
′(s) → g′1(s) que
l’on a fixe´e. Appliquons cela a` Xsc ∈ tsc. Le facteur de transfert ci-dessus n’est autre
que τ(s;Z +Xsc)
−1. Sa limite est τ(s;Xsc)
−1. On a de´ja` dit que τ(s;Xsc) e´tait constant,
on a note´ sa valeur τ(s; 0). On obtient d(s) = τ(s; 0)−1. Supposons Xsc ∈ tsc(R). Alors
Z+Xsc ∈ t(R). On a dit en 3.1 qu’alors ∆1(s)(exp(Z+Xsc)η1(s), exp(Z+Xsc)η) e´tait le
produit de e<b(s),Z> et d’une fonction localement constante sur les e´le´ments Z+Xsc assez
re´guliers. Ce qui pre´ce`de montre que cette fonction est constante, de valeur τ(s; 0)−1. On
peut donc e´tendre la de´finition de ∆1(s)(exp(Z + Xsc)η1(s), exp(Z + Xsc)η) ou, si l’on
pre´fe`re, de ∆1(s)(exp(X)η1(s), exp(X)η) pour X ∈ t(R) (sans condition de re´gularite´),
par l’e´galite´
(11) ∆1(s)(exp(X)η1(s), exp(X)η) = τ(s; 0)
−1e<b(s),X>.
Fixons U ∈ Sym(t) tel que wd(U) = −U , posons U = C(U). Pour X ∈ t(R) ∩
gη,reg(R), posons
(12) S(X) =
∑
s∈Z(Mˆ)αˆ/Z(Gˆ)ΓR
iM˜(G˜, G˜
′(s))i
G˜′(s)
M˜
(η)∆1(s)(exp(X)η1(s), exp(X)η)
−1
∂U(s)S
G˜′1(s)
M˜
′
1(s),λ1(s)
(exp(X)η1(s), f
G˜′1(s)),
ou` U(s) = Ξ(s)(U). Par la meˆme de´composition de´ja` utilise´e, on a
S(X) =
∑
t∈Z(Mˆ)αˆ/Z(Mˆ)ΓR
S(X, t),
ou`
S(X, t) =
∑
s∈tZ(Mˆ)ΓR/Z(Gˆ)ΓR
iM˜(G˜, G˜
′(s))i
G˜′(s)
M˜
(η)∆1(s)(exp(X)η1(s), exp(X)η)
−1
∂U(s)S
G˜′1(s)
M˜
′
1(s),λ1(s)
(exp(X)η1(s), f
G˜′1(s)).
Fixons t ∈ Z(Mˆ)αˆ/Z(Mˆ)ΓR . Pour simplifier la notation, on conside`re que t est l’un des
points de la sommation en s. Comme plus haut, pour s ∈ tZ(Mˆ)ΓR/Z(Gˆ)ΓR, les donne´es
M ′1(s),...,∆1(s) sont diffe´rentes donne´es auxiliaires pour une meˆme donne´e endoscopique
M′(t) de (M, M˜). Les distributions
∆1(s)(exp(X)η1(s), exp(X)η)
−1∂U (s)S
M˜
′
1(s)
λ1(s)
(exp(X)η1(s), .)
se recollent en une meˆme distribution δU,X ∈ Dstge´om,G˜−e´qui(M′(t)). En utilisant (8), on
obtient l’e´galite´
S(X, t) = iG˜
M˜
(η)IG˜,E
M˜
(M′(t), δU,X , f).
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En utilisant la proposition [V] 1.13, on obtient
S(X, t) = iG˜
M˜
(η)IG˜
M˜
(transfert(δU,X), f).
Calculons le transfert de la distribution δU,X en supposant d’abord exp(X)η forte-
ment re´gulier. On re´alise maintenant cette distribution en utilisant les donne´es auxi-
liaires M ′1(t),...,∆1(t). Notons δ
′
X l’inte´grale orbitale stable associe´e a` exp(X)η1(t). Par
de´finition, son transfert est la distribution
ϕ 7→
∑
y∈Y˙M˜ (exp(X)η)
∆1(t)(exp(X)η1(t), exp(X [y])η[y])I
M˜(exp(X [y])η[y], ϕ)
sur M˜(R), avec des notations similaires a` celles utilise´es plus haut. En appliquant a`
δ′X l’ope´rateur diffe´rentiel ∂U(t), on obtient une distribution que l’on note δ
′
U,X . Pour
tout y ∈ Y˙M˜(exp(X)η), notons T [y] = ady−1(T ). On a encore un isomorphisme Ξ(t, y) :
Sym(t[y])→ Sym(t). En notant U [y] l’image re´ciproque de U(t) par cet isomorphisme,
le transfert de δ′U,X est la distribution
ϕ 7→
∑
y∈Y˙M˜ (exp(X)η)
∆1(t)(exp(X)η1(t), exp(X [y])η[y])∂U [y]I
M˜(exp(X [y])η[y], ϕ).
Si y = 1, on a Ξ(t, 1) = Ξ(t) donc U [1] = U . En fait, il re´sulte des de´finitions que le
diagramme
Sym(t)
ց Ξ(t)
ady−1 ↓ Sym(t)
ր Ξ(t, y)
Sym(t[y])
est commutatif. Donc U [y] est simplement l’image de U par l’isomorphisme ady−1. Pour
obtenir le transfert de δU,X , il reste a` diviser par ∆1(t)(exp(X)η1(t), exp(X)η). On obtient
que ce transfert est la distribution
ϕ 7→
∑
y∈Y˙M˜ (exp(X)η)
∆1(t)(exp(X)η1(t), exp(X [y])η[y])
∆1(t)(exp(X)η1(t), exp(X)η)
∂U [y]I
M˜(exp(X [y])η[y], ϕ).
On en de´duit l’e´galite´
(13) S(X, t) = iG˜
M˜
(η)
∑
y∈Y˙M˜(exp(X)η)
∆1(t)(exp(X)η1(t), exp(X [y])η[y])
∆1(t)(exp(X)η1(t), exp(X)η)
∂U [y]I
G˜
M˜
(exp(X [y])η[y], f).
Remarquons que l’on peut choisir l’ensemble Y˙M˜(exp(X)η) inde´pendant de X : il ne
de´pend que de T . Notons-le plutoˆt Y˙M˜(T ). Les conside´rations faites plus haut sur le
facteur de transfert ∆1(t)(exp(X)η1(t), exp(X)η) s’appliquent aussi au facteur
∆1(t)(exp(X)η1(t), exp(X [y])η[y])
pour y ∈ Y˙M˜(T ). C’est-a`-dire que G′(t)η,SC est un groupe endoscopique de Gη[y],SC .
Ce dernier groupe n’est plus toujours SL(2), ce peut eˆtre une forme inte´rieure. Mais le
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premier groupe est encore SL(2) donc est la forme quasi-de´ploye´e du second. On peut
encore choisir pour facteur de transfert pour cette donne´e endoscopique celui qui vaut 1
sur tout couple d’e´le´ments qui se correspondent. Il existe alors une constante non nulle
d(t, y) ve´rifiant la proprie´te´ suivante. Soient Xsc[y] ∈ gη[y],SC(R) et X ′sc ∈ g′(t)η,SC(R)
deux e´le´ments re´guliers dont les classes de conjugaison stables se correspondent et soit
Z ∈ z(Gη;R) en position ge´ne´rale. Ces e´le´ments sont tous deux proches de 0. Alors
(14) limZ→0∆1(t)(exp(Z +X
′
sc)η1(t), exp(Z[y] +Xsc[y])η) = d(t, y).
On peut prendre en particulier X ′sc = rHc , pour un re´el r 6= 0 et proche de 0, et
Xsc[y] = rHc[y]. Appliquons l’e´galite´ (13) a`X = Z+rHc et pour un e´le´ment Z ∈ z(Gη;R)
en position ge´ne´rale. Faisons tendre Z vers 0. Tous les termes sont continus en Z et on
obtient l’e´galite´
S(rHc, t) = i
G˜
M˜
(η)
∑
y∈Y˙M˜(T )
d(t, y)d(t, 1)−1∂U [y]I
G˜
M˜
(exp(rHc[y])η[y], f).
D’ou`
(15) S(rHc) =
∑
y∈Y˙M˜ (T )
d(y)∂U [y]I
G˜
M˜
(exp(rHc[y])η[y], f),
ou`
d(y) = iG˜
M˜
(η)
∑
t∈Z(Mˆ)αˆ/Z(Mˆ)ΓR
d(t, y)d(t, 1)−1.
On a par de´finition l’inclusion YM(η) = YM(η) ∩M . D’ou` une application
(16) T\YM(η)/M(R)→M η\YM(η)/M(R).
Montrons que
(17) cette application est injective ; son image est l’image dans l’espace d’arrive´e de
l’ensemble des y ∈ YM(η) tels que le groupe M η[y],SC soit isomorphe a` SL(2).
Le membre de gauche de (16) s’identifie au noyau de l’application
H1(ΓR;T )→ H1(ΓR;M)
tandis que celui de droite s’identifie au noyau de l’application
H1(ΓR;Mη)→ H1(ΓR;M).
L’injectivite´ de l’application (16) re´sulte de celle de l’application
H1(ΓR;T )→ H1(ΓR;Mη),
laquelle provient du fait que T est un Levi de M η. Si y ∈ YM(η), ady−1 se rele`ve en
un torseur inte´rieur de M η,SC sur M η[y],SC . Rappelons que le sous-tore Td de Mη,SC se
projette sur un sous-tore de´ploye´ du centre deM . Si y ∈M , le tore ady−1(Td) se projette
sur le meˆme tore. Il en re´sulte que ady−1(Td) est de´fini sur R et est de´ploye´. Le groupe
M η[y],SC est donc une forme inte´rieure de SL(2) qui contient un sous-tore de´ploye´ non
trivial. Cela implique qu’il est isomorphe a` SL(2). Inversement, supposons que Mη[y],SC
soit isomorphe a` SL(2). Quitte a` multiplier a` gauche y par un e´le´ment de M η, on peut
supposer que ady−1 induit un isomorphisme de´fini sur R de M η,SC sur M η[y],SC . Alors
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ady−1 induit aussi un isomorphisme de´fini sur R de M η sur M η[y]. Le groupe AM˜ est
inclus dans M η. Posons A
′ = ady−1(AM˜). Alors A
′ est un tore de´fini et de´ploye´ sur R.
Son commutant est le groupeM ′ = ady−1(M) et est de´fini sur R. Soit P ∈ P(M), posons
P ′ = ady−1(P ). Puisque P est de´termine´ par son ensemble associe´ de racines positives,
qui sont des caracte`res de AM˜ , le parabolique P
′ est de´termine´ par le meˆme ensemble
transporte´ a` A′ par ady−1 . Donc P
′ est de´fini sur R. Les paires (P,M) et (P ′,M ′) sont
toutes deux de´finies sur R et sont conjugue´es par y ∈ M(C). On sait qu’alors elles sont
aussi conjugue´es par un e´le´ment de M(R). Autrement dit, quitte a` multiplier a` droite y
par un e´le´ment de M(R), on peut supposer que les deux paires sont e´gales. On a alors
ady−1(P,M) = (P,M), ce qui entraˆıne y ∈M . Cela prouve (17).
En vertu de (17), on peut supposer Y˙M(η) ⊂ Y˙M˜(η). La de´monstration montre que
l’on peut supposer que, pour tout y ∈ Y˙M(η), ady−1 se restreint en un isomorphisme
de´fini sur R de M η sur Mη[y].
Puisque T ⊂ M η, on a l’inclusion YM(exp(X)η) ⊂ YM(η) pour tout X ∈ t(R) ∩
gη,reg(R). On en de´duit une application naturelle
T\YM(exp(X)η)/M(R)→M η\YM(η)/M(R).
Cette application est surjective. Cela re´sulte du fait que T est un sous-tore fondamental
de M η et se transfe`re donc a` toute forme inte´rieure de ce groupe. Autrement dit, on
peut choisir notre syste`me Y˙M˜(T ) ve´rifiant la proprie´te´ suivante. Il y a une application
surjective
q : Y˙M˜(T )→ Y˙M˜(η)
telle que, pour tout y ∈ Y˙M˜(T ), q(y) est l’unique e´le´ment deM ηy∩Y˙M˜(η). On de´termine
les fibres de l’application q. Pour y ∈ Y˙M˜(η), la classe de conjugaison stable dans mη,SC
d’un X comme ci-dessus se transfe`re par ady−1 en une classe de conjugaison stable dans
mη[y],SC . L’ensemble {ad−1y′ (X); y′ ∈ q−1(y)} est un ensemble de repre´sentants des classes
de conjugaison par M η[y](R) dans cette classe de conjugaison stable.
Montrons que
(18) on a d(y) = 1 pour tout y ∈ Y˙M˜(T ) tel que q(y) ∈ Y˙M(η) tandis que d(y) = 0
pour tout y ∈ Y˙M˜(T ) tel que q(y) 6∈ Y˙M(η).
C’est en fait un cas particulier de la proposition [III] 8.4. Reprenons partiellement
le calcul. Si q(y) ∈ Y˙M(η), on peut appliquer la de´finition (14) aux e´le´ments Xsc[y] =
Hd[q(y)] et X
′
sc = Hd. On obtient que, pour tout t ∈ Z(Mˆ)αˆ/Z(Mˆ)ΓR , on a l’e´galite´
d(t, y)d(t, 1)−1 = limZ→0
∆1(t)(exp(Z +Hd)η1(t), exp(Z[y] +Hd[q(y)])η)
∆1(t)(exp(Z +Hd)η1(t), exp(Z +Hd)η)
.
Les e´le´ments exp(Z[y] +Hd[q(y)])η et exp(Z +Hd)η appartiennent a` la meˆme classe de
conjugaison stable dans M˜(R). Le facteur ∆1(t), restreint aux e´le´ments de M˜1(t;R) ×
M˜(R), est un facteur pour la donne´e endoscopique triviale M de (M, M˜). Il est donc
invariant par conjugaison stable en la deuxie`me variable. Le rapport ci-dessus vaut
donc 1. Puisque iG˜
M˜
(η) est l’inverse du nombre d’e´le´ments de l’ensemble de sommation
Z(Mˆ)αˆ/Z(Mˆ)ΓR, on obtient la premie`re assertion. Supposons maintenant q(y) 6∈ Y˙M(η).
Le cocycle σ 7→ yσ(y)−1 a` valeurs dans Gη se pousse en un cocycle a` valeurs dans
Gη,ad, ce groupe e´tant l’image de Gη dans GAD. On note τ [y] sa classe. Introduisons
le tore Tˆ dual de T (ce n’est plus le tore d’une paire de Borel e´pingle´e Eˆ comme au
de´but du paragraphe). Puisque T est un sous-tore maximal de M comme de Gη, on
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a des plongements Tˆ ⊂ Mˆ et Tˆ ⊂ Gˆη. Le second re´alise Tˆ comme Levi de Gˆη. Il est
e´quivariant pour les actions galoisiennes. Du premier plongement se de´duit une inclu-
sion Z(Mˆ)→ Tˆ , qui est e´quivariante pour les actions galoisiennes. D’ou` un plongement
Z(Mˆ)ΓR ⊂ Tˆ ΓR ⊂ GˆΓRη . Puisque αˆ est la seule racine (au signe pre`s) de Gˆη, Z(Mˆ)αˆ est
exactement l’image re´ciproque de Z(Gˆη)
ΓR par le plongement pre´ce´dent. Notons Mˆsc et
Tˆsc les images re´ciproques de Mˆ et Tˆ dans Gˆ et notons Gˆη,sc le groupe dual de Gη,ad.
On a pour ces groupes des proprie´te´s analogues aux pre´ce´dentes. Soit t ∈ Z(Mˆ)αˆ. On
choisit un e´le´ment tsc ∈ Z(Mˆsc)ΓR,0 qui se projette dans GˆAD sur le meˆme e´le´ment que
t. Alors tsc s’identifie a` un e´le´ment de Z(Gˆη,sc)
ΓR, que l’on projette dans le groupe des
composantes connexes π0(Z(Gˆη,sc)
ΓR). On note u(t) son image. Remarquons qu’elle peut
de´pendre du choix de tsc. On a un produit sur
H1(ΓR;Gη,ad)× π0(Z(Gˆη,sc)ΓR).
Le calcul de [III] 8.4 montre que
d(t, y)d(t, 1)−1 =< τ [y], u(t) > .
Remarque. On pourrait aussi utiliser le the´ore`me 5.1.D de [KS] pour obtenir cette
formule.
Notons Ann[y] l’annulateur de τ [y] dans π0(Z(Gˆη,sc)
ΓR). La formule montre que
l’image v(t) de u(t) dans le quotient π0(Z(Gˆη,sc)
ΓR)/Ann[y] est bien de´termine´e. On
obtient ainsi une application
v : Z(Mˆ)αˆ/Z(Mˆ)ΓR → π0(Z(Gˆη,sc)ΓR)/Ann[y].
C’est un homomorphisme. Pour prouver la nullite´ de d(y), il suffit de prouver que l’image
de v n’est pas re´duite a` {1}. Or cette image contient l’image naturelle du noyau de
l’homomorphisme
(19) π0(Z(Gˆη,sc)
ΓR)→ π0(Tˆ ΓRsc ).
En effet, un e´le´ment x de ce noyau se rele`ve en un e´le´ment tsc ∈ Z(Gˆη,sc)ΓR ∩ Tˆ ΓR,0sc . Parce
que T est elliptique dans M , on a l’e´galite´ Tˆ ΓR,0sc = Z(Mˆsc)
ΓR,0. Donc tsc se projette en
un e´le´ment t ∈ Z(Mˆ)ΓR. Parce que tsc ∈ Z(Gˆη,sc), on a t ∈ Z(Mˆ)αˆ. On voit alors que
x = v(t), d’ou` l’assertion. Il nous suffit de prouver que le noyau de (19) n’est pas contenu
dans Ann[y]. On a un homomorphisme naturel
π0(Z(Gˆη,SC)
ΓR)→ π0(Z(Gˆη,sc)ΓR).
Son image est contenue dans le noyau de (19). En effet, puisque Gˆη,SC = SL(2,C), le
groupe π0(Z(Gˆη,SC)
ΓR) n’est autre que le centre {±1} de Gˆη,SC , qui est contenu dans Tˆd =
Tˆ ΓR,0d , donc se projette dans Tˆ
ΓR,0
sc . Il suffit donc de prouver que l’image de π0(Z(Gˆη,SC)
ΓR)
n’est pas contenue dans Ann[y]. Cela e´quivaut a` ce que l’image τ [y]AD de τ [y] dans
H1(ΓR;Gη,AD) ne soit pas dans le noyau de l’accouplement entre les deux ensembles
H1(ΓR;Gη,AD)× π0(Z(Gˆη,SC)ΓR).
Il re´sulte de [K] the´ore`me 1.2 que ce dernier noyau est re´duit a` l’e´le´ment 1 ∈ H1(ΓR;Gη,AD).
Or τ [y]AD de´termine la forme inte´rieure Gη[y],SC de Gη,SC . L’hypothe`se sur y et l’asser-
tion (17) entraˆınent que cette forme inte´rieure est non de´ploye´e, donc que τ [y]AD n’est
pas e´gal a` 1. Cela ache`ve la preuve de (18).
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En utilisant (18), on transforme l’e´galite´ (15) en
(20) S(rHc) =
∑
y∈Y˙M (η)
∑
y′∈q−1(y)
∂U [y′]I
G˜
M˜
(exp(rHc[y
′])η[y], f).
Remplac¸ons X par rHc dans la formule (12) et utilisons (11). On isole le terme s = 1
pour lequel on peut prendre pour G′(s) des donne´es auxiliaires triviales. On a pour
celles-ci τ(1, 0) = 1. On obtient
S(rHc) = i
G˜
M˜
(η)∂US
G˜
M˜
(exp(rHcη, f)
+
∑
s∈Z(Mˆ)αˆ/Z(Gˆ)ΓR ,s 6=1
iM˜ (G˜, G˜
′(s))i
G˜′(s)
M˜
(η)τ(s; 0)∂U(s)S
G˜′1(s)
M˜
′
1(s),λ1(s)
(exp(rHc)η1(s), f
G˜′1(s)).
En utilisant cette e´galite´ et l’e´galite´ (10), on voit que
(21) ∂US
G˜,mod
M˜
(exp(rHd)η, f)− ∂USG˜,modM˜ (exp(−rHd)η, f)
−2πi|αˇ|iG˜
M˜
(η)∂US
G˜
M˜
(exp(rHc)η, f)
est la somme des expressions suivantes
(22) ∂Uφ(rHd)− ∂Uφ(−rHd);
(23)
∑
y∈Y˙M (η)
(∂U [y]I
G˜,mod
M˜
(exp(rHd)η[y], f)− ∂U [y]IG˜,modM˜ (exp(−rHd)η[y], f));
(24) − 2πi|αˇ|S(rHc);
(25)
∑
s∈Z(Mˆ)αˆ/Z(Gˆ)ΓR ,s 6=1
iM˜(G˜, G˜
′(s))τ(s; 0)C(r, s),
ou`
C(r, s) = 2πi|αˇ|iG˜′(s)
M˜
(η)∂U(s)S
G˜′1(s)
M˜
′
1(s),λ1(s)
(exp(rHc)η1(s), f
G˜′1(s))
−∂U(s)SG˜
′
1(s)
M˜1(s),λ1(s)
(exp(rHd)η1(s), f
G˜′1(s)) + ∂U(s)S
G˜′1(s)
M˜1(s),λ1(s)
(exp(−rHd)η1(s), f G˜′1(s)).
Parce que φ est C∞, la limite de (22) quand r tend vers 0 est nulle. Pour s ∈ Z(Mˆ)αˆ/Z(Gˆ)ΓR,
s 6= 1, on peut utiliser par re´currence l’assertion (iv) de l’e´nonce´. On a donc limr→0C(r, s) =
0 et la limite de l’espression (25) quand r tend vers 0 est nulle. En utilisant (20), on voit
que la somme de (23) et de (24) s’e´crit∑
y∈Y˙M (η)
D(r, y),
ou`
D(r, y) = ∂U [y]I
G˜,mod
M˜
(exp(rHd)η[y], f)− ∂U [y]IG˜,modM˜ (exp(−rHd)η[y], f)
−2πi|αˇ|
∑
y′∈q−1(y)
∂U [y′]I
G˜
M˜
(exp(rHc[y
′])η[y], f).
Fixons y. Comme on l’a dit, le nombre d’e´le´ments de q−1(y) est le nombre de classes de
conjugaison par Gη[y](R) dans la classe de conjugaison stable de exp(rHc[y
′])η[y]), pour
53
tout y′ ∈ q−1(y). Autrement dit, il est e´gal a` 2c(η[y]), avec la notation de la proposition
4.1. On peut donc re´crire
D(r, y) = 2−c(η[y])
∑
y′∈q−1(y)
D′(r, y′),
ou`
D′(r, y′) = ∂U [y]I
G˜,mod
M˜
(exp(rHd)η[y], f)− ∂U [y]IG˜,modM˜ (exp(−rHd)η[y], f)
−21+c(η[y])πi|αˇ|∂U [y′]IG˜M˜(exp(rHc[y′])η[y], f).
La proposition 4.1 nous dit que, pour tout y′ ∈ q−1(y), limr→0D′(r, y′) = 0. Il en re´sulte
que la limite quand r tend vers 0 de la somme des expressions (23) et (24) est nulle. On
conclut que la limite quand r tend vers 0 de l’expression (21) est nulle. C’est ce qu’affirme
le (iv) de l’e´nonce´. Cela ache`ve la de´monstration. 
4.3 Sauts des inte´grales orbitales ponde´re´es endoscopiques
On conserve les hypothe`ses de 4.1, le triplet (G, G˜, a) e´tant de nouveau ge´ne´ral. On
suppose que G˜ est une composante connexe d’un K-espace KG˜ et que les espaces de Levi
M˜ et M˜ sont des composantes connexes de K-espaces de Levi KM˜ et KG˜. Pour X ∈
tθ(R)∩gη,reg(R) assez proche de 0, notons γ(X) la distribution ϕ 7→ IKM˜(exp(X)η, ω, ϕ)
pour ϕ ∈ C∞c (KM˜(R)). Parce que l’e´le´ment exp(X)η de M˜(R) est G˜-e´quisingulier, γ(X)
appartient a` Dge´om,G˜−e´qui(KM˜(R), ω). On a de´fini en [V] 1.8 la distribution
f 7→ IKG˜,E
KM˜
(γ(X), f)
pour f ∈ C∞c (KG˜(R)). On note maintenant ce terme IKG˜,EKM˜ (exp(X)η, ω, f). De meˆme,
on de´finit IKG˜,E
KM˜
(exp(X)η, ω, f). On de´finit alors comme en 4.1 l’inte´grale modifie´e
IKG˜,E,mod
KM˜
(exp(X)η, ω, f) = IKG˜,E
KM˜
(exp(X)η, ω, f) + |αˇ|log(|α(X)|)IKG˜,E
KM˜
(exp(X)η, ω, f).
Proposition. Soient f ∈ C∞c (KG˜(R)).
(i) Pour tout U ∈ Sym(tθ), les limites
limr→0+∂UI
KG˜,E,mod
KM˜
(exp(rHd)η, ω, f) et limr→0−∂UI
KG˜,E,mod
KM˜
(exp(rHd)η, ω, f)
existent.
(ii) Si wd(U) = U , ces limites sont e´gales.
(iii) Pour tout U ∈ Sym(tθ), les limites
limr→0+∂UI
KG˜,E
KM˜
(exp(rHc)η, ω, f) et limr→0−∂UI
KG˜,E
KM˜
(exp(rHc)η, ω, f)
existent.
(iv) Soit U ∈ Sym(tθ), supposons wd(U) = −U et posons U = C(U). Alors on a les
e´galite´s
limr→0+∂UI
KG˜,E,mod
KM˜
(exp(rHd)η, ω, f)− limr→0−∂UIKG˜,E,modKM˜ (exp(rHd)η, ω, f)
= 21+c(η)πi|αˇ| limr→0+∂UIKG˜,EKM˜ (exp(rHc)η, ω, f)
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= −21+c(η)πi|αˇ| limr→0−∂UIKG˜,EKM˜ (exp(rHc)η, ω, f).
La preuve occupe les deux paragraphes suivants.
4.4 Formules d’inversion
On note (G˜p)p∈Π le K-espace KG˜ et p0 l’indice tel que G˜ = G˜p0. On pose simplement
φp = φp0,p, φ˜p = φ˜p0,p,∇p = ∇p0,p, cf. [I] 1.11. LesK-espacesKM˜ etKM˜ sont indexe´s par
des sous-ensembles ΠM ⊂ ΠM ⊂ Π. On peut supposer que, pour p ∈ ΠM , resp. p ∈ ΠM ,
∇p prend ses valeurs dans MSC , resp. MSC, et φ˜p(M˜p) = M˜ , resp. φ˜p(M˜ p) = M˜ . On fixe
comme toujours une paire de Borel e´pingle´e Eˆ de Gˆ conserve´e par l’action galoisienne,
dont on note le tore Tˆ (pour ce qui est des actions galoisiennes, il ne s’agit pas du tore
dual de T ). On fixe un e´le´ment P˜ ∈ P(M˜) et un e´le´ment P˜ ∈ P(M˜) tels que P˜ ⊂ P˜ .
A l’aide de ces espaces paraboliques, on peut identifier les groupes duaux Mˆ et Mˆ a` des
Levi de Gˆ qui sont standard pour Eˆ .
Pour tout e´le´ment semi-simple fortement re´gulier γ ∈ M˜(R), notons XM(γ) l’en-
semble des couples (M′, δ), ou` M′ est une donne´e endoscopique elliptique de (M, M˜, a)
et δ ∈ M˜ ′(R) est un e´le´ment semi-simple (force´ment fortement re´gulier) qui correspond a`
γ. Deux tels couples (M′1, δ1) et (M
′
2, δ2) sont dits e´quivalents s’il existe une e´quivalence
entre M′1 et M
′
2, a` laquelle est associe´ un isomorphisme ι˜ : M˜
′
1 → M˜ ′2 de´fini sur R,
de sorte que δ2 soit stablement conjugue´ a` ι˜(δ1). On fixe un ensemble de repre´sentants
X˙M(γ) des classes d’e´quivalence dans XM(γ).
Conside´rons un e´le´ment X0 ∈ t(R) proche de 0 tel que exp(X0)η soit fortement
re´gulier dans M˜(R). On indexe X˙M(exp(X0)η) par un ensemble fini J : X˙M(exp(X0)η) =
(M′j , δj)j∈J . On note T
′
j le commutant de δj dans M
′
j et on pose T˜
′
j = T
′
jδj . Le choix d’un
diagramme (δj , B
′
j, T
′
j , B
M , T, exp(X0)η) de´termine un homomorphisme ξj : T → T ′j ≃
T/(1− θ)(T ). Il s’e´tend en une application compatible ξ˜j : T˜ → T˜ ′j qui est de´finie sur R
et ve´rifie ξ˜j(exp(X0)η) = δj . On pose ǫj = ξ˜j(η). Alors (ǫj , B
′
j, T
′
j , B
M , T, η) est encore
un diagramme. On ve´rifie que, pour tout X ∈ t(R) proche de 0 et tel que exp(X)η
soit fortement re´gulier dans M˜(R), on peut choisir pour ensemble X˙M(exp(X)η) l’en-
semble (M′j , exp(ξj(X))ǫj)j∈J . On fixe pour tout j des donne´es auxiliaires M
′
j,1,...,∆j,1,
un e´le´ment ǫj,1 ∈ M˜ ′j,1(R) au-dessus de ǫj et on note T˜ ′j,1 l’image re´ciproque de T˜ ′j dans
M˜ ′j,1. On fixe aussi une de´composition
t′j,1 = cj,1 ⊕ t′j
selon la recette de 3.1. Rappelons que T˜ est un sous-tore tordu elliptique de M˜(R). La
formule d’inversion [I] 4.9(5) se traduit ainsi. Pour f ∈ C∞c (KM˜(R)), on a l’e´galite´
IKM˜(exp(X)η, ω, f) = [T θ(R) : T θ,0(R)]|J |−1d(θ∗)−1/2
∑
j∈J
∆j,1(exp(ξj(X))ǫ1,j, exp(X)η)
−1
S
M˜ ′j,1
λj,1
(exp(ξj(X))ǫ1,j, f
M˜ ′j,1).
Tous les termes sont continus en un point exp(X)η qui est seulement re´gulier dans M˜ (et
non fortement re´gulier). Or, puisque η lui-meˆme est re´gulier dans M˜ , c’est le cas de tout
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exp(X)η pour X voisin de 0. La formule ci-dessus est donc ve´rifie´e en tout X proche de
0.
On peut traduire cette formule de la fac¸on suivante. Notons γ(X) la distribution
IKM˜(exp(X)η, ω, .) et, pour tout j, δj(X) l’e´lement de D
st
ge´om(M
′
j) a` laquelle s’identifie
la distribution S
M˜ ′j,1
λj,1
(exp(ξj(X))ǫ1,j, .), multiplie´e par ∆j,1(exp(ξj(X))ǫ1,j, exp(X)η)
−1.
Remarquons que cette distribution est inde´pendante des donne´es auxiliaires M ′j,1,...,∆j,1.
Alors
(1) γ(X) = [T θ(R) : T θ,0(R)]|J |−1d(θ∗)−1/2
∑
j∈J
transfert(δj(X)).
Pour tout e´le´ment semi-simple γ ∈ G˜(R) et tout p ∈ Π, on note Yp(γ) l’ensemble des
y ∈ G tels que y∇p(σ)σ(y)−1 ∈ Iγ pour tout σ ∈ ΓR (on rappelle que Iγ = Z(G)θGγ).
Pour y dans cet ensemble, on pose γ[y] = φ˜−1p (y
−1γy). Alors γ[y] ∈ G˜p(R). On fixe un
ensemble de repre´sentants Y˙p(γ) de l’ensemble des doubles classes Iγ\Yp(γ)/φp(Gp(R)).
On note Y(γ), resp. Y˙(γ), la re´union disjointe des Yp(γ), resp. Y˙p(γ), pour p ∈ Π. Si
γ est fortement re´gulier, l’ensemble {γ[y]; y ∈ Y˙(γ)} est un ensemble de repre´sentants
des classes de conjugaison dans la classe de conjugaison stable de γ. Si L˜ est un espace
de Levi de G˜, composante connexe d’un K-espace de Levi KL˜ de KG˜, et si γ ∈ L˜(R),
on peut effectuer les meˆmes constructions en remplac¸ant KG˜ par KL˜. On affecte d’un
exposant L les objets obtenus, par exemple Y˙L(γ).
Soit comme ci-dessus X ∈ tθ(R) proche de 0 et tel que exp(X)η soit fortement
re´gulier dans M˜(F ). On a IMexp(X)η = T
θ. Les de´finitions des ensembles Y˙M(exp(X)η)
et Y˙Mp (exp(X)η) ne de´pendent que de ce groupe. On peut donc les choisir inde´pendant
de X et on les note plutoˆt Y˙M(T˜ ) et Y˙Mp (T˜ ). Pour un e´le´ment y de cet ensemble,
notons p l’e´le´ment de ΠM tel que y ∈ YMp (T˜ ). On pose T˜ [y] = φ˜−1p ◦ ady−1(T˜ ), η[y] =
φ˜−1p ◦ady−1(η),X [y] = φ−1p ◦ady−1(X). Pour j ∈ J , notons δ′j(X) l’e´lement deDstge´om(M′j) a`
laquelle s’identifie la distribution S
M˜ ′j,1
λj,1
(exp(ξj(X))ǫ1,j , .). La formule d’inversion [I] 4.9(4)
se traduit par
transfert(δ′j(X)) = d(θ
∗)1/2
∑
y∈Y˙M (T˜ )
[T [y]θ(R) : T [y]θ,0(R)]−1
∆j,1(exp(ξj(X))ǫj,1, exp(X [y])η[y])γ(X, y),
ou` γ(X, y) est la distribution IKM˜(exp(X [y])η[y], ω, .). Pour obtenir le transfert de δj(X),
il suffit de diviser par ∆j,1(exp(ξj(X))ǫ1,j , exp(X)η). Conside´rons le rapport
∆j,1(exp(ξj(X))ǫj,1, exp(X [y])η[y])
∆j,1(exp(ξj(X))ǫ1,j, exp(X)η)
.
Puisque exp(ξj(X))η[y] et exp(X)η sont stablement conjugue´s, cette conjugaison stable
e´tant re´alise´e par l’e´le´ment y qui est inde´pendant de X , il re´sulte de [KS] the´ore`me
5.1.D(1) que ce rapport est d’une part inde´pendant de X , d’autre part inde´pendant des
donne´es auxiliaires M ′j,1,...,∆j,1. On le note dj(y). On obtient
(2) transfert(δj(X)) = d(θ
∗)1/2
∑
y∈Y˙M (T˜ )
[T [y]θ(R) : T [y]θ,0(R)]−1dj(y)γ(X, y).
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On peut e´videmment supposer que notre ensemble Y˙M(T˜ ) contient l’e´le´ment y = 1. En
comparant les formules (1) et (2), on obtient pour y ∈ Y˙M(T˜ ) l’e´galite´
(3) |J |−1
∑
j∈J
dj(y) =
{
1, si y = 1,
0, si y 6= 1.
Fixons j ∈ J . On note M′j = (M ′j ,M′j, ζ˜j). Pour s˜ ∈ ζ˜jZ(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ, on in-
troduit des donne´es supple´mentaires G′1(s˜),...,∆1(s˜) pour la donne´e endoscopique G
′(s˜).
On fixe un point ǫ1(s˜) au-dessus de ǫj et on note M˜
′
1(s˜) et T˜
′
1(s˜) les images re´ciproques
de M˜ ′j et T˜
′
j dans G˜
′
1(s˜). On fixe aussi une de´composition
t′1(s˜) = c1(s˜)⊕ t′j
selon la recette de 3.1. On a fixe´ une paire de Borel e´pingle´e Eˆ de Gˆ, dont on a note´ le
tore Tˆ . On peut supposer ζ˜j = ζj θˆ et on e´crit tout e´le´ment s˜ sous la forme sθˆ. On a fixe´
un diagramme (ǫj , B
′
j, T
′
j , B
M , T, η) reliant ǫj et η, d’espaces ambiants M˜ et M˜
′
j . On a
aussi fixe´ un e´le´ment P˜ ∈ P(M˜). Notons B le sous-groupe de Borel de G tel que B ⊂ P
et B ∩M = BM . On ve´rifie que le diagramme s’e´tend pour tout s˜ en un diagramme
(ǫj , B
′(s˜), T ′j , B, T, η), d’espaces ambiants G˜ et G˜
′(s˜). On comple`te (B, T ) en une paire
de Borel e´pingle´e E de G. On fixe un e´le´ment e ∈ Z(G˜, E) et on e´crit η = νe, avec ν ∈ T .
Le groupe Gη a une unique racine (au signe pre`s) que l’on a note´e α. C’est un e´le´ment de
X∗(T θ,0). Rappelons que l’on note Σ(T ) l’ensemble des racines de T dans G. Introduisons
un e´le´ment β ∈ Σ(T ) dont la restriction βres a` T θ,0 soit α. La coracine αˇ est alors N(βˇ)
si β est de type 1 ou 3, 2N(βˇ) si β est de type 2. D’apre`s [W1] 3.3, l’ensemble des racines
de Gη est forme´ des β
′
res, pour β
′ ∈ Σ(T ) tels que N(β ′)(ν) = 1 si β ′ est de type 1 ou 2,
N(β ′)(ν) = −1 si β ′ est de type 3. Notre hypothe`se est donc que cet ensemble de racines
se re´duit aux racines de la forme ±θk(β) pour k ∈ N. Il correspond a` β une racine βˆ de
Tˆ . De la description de l’ensemble de racines de G′(s˜)ǫj donne´e en [W1] 3.3 se de´duisent
les re´sultats suivants. Le groupe G′(s˜)ǫj est un tore ou de rang semi-simple 1. Il est de
rang semi-simple 1 si et seulement si l’une des conditions suivantes est ve´rifie´e :
(a) β de type 1 et N(βˆ)(s) = 1 ;
(b) β de type 2 et N(βˆ)(s) = 1 :
(c) β de type 2 et N(βˆ)(s) = −1 ;
(d) β de type 3 et N(βˆ)(s) = 1.
L’unique racine α(s˜) et l’unique coracine αˇ(s˜) de G′(s˜)ǫj (au signe pre`s) se de´crivent
dans chacun des cas de la fac¸on suivante :
(a) α(s˜) ◦ ξj = N(β), αˇ(s˜) = ξj ◦ βˇ ;
(b) α(s˜) ◦ ξj = 2N(β), αˇ(s˜) = ξj ◦ βˇ ;
(c) α(s˜) ◦ ξj = N(β), αˇ(s˜) = 2ξj ◦ βˇ ;
(d) α(s˜) ◦ ξj = 2N(β), αˇ(s˜) = 12ξj ◦ βˇ.
Puisque β se restreint en un e´le´ment non nul de X∗(AM˜), Nβˆ se restreint en un
caracte`re non trivial de Z(Mˆ)ΓR,θˆ,0. Quitte a` multiplier ζ˜j par un e´le´ment de ce groupe,
on peut supposer N(βˆ)(ζj) = 1. Posons αˆ
∗ = N(βˆ) si β est de type 1 ou 3, αˆ∗ = 2N(βˆ)
si β est de type 2. Notons Z(Mˆ)αˆ
∗
l’ensemble des t ∈ Z(Mˆ)ΓR,θˆ tels que αˆ∗(t) = 1. Pour
s˜ ∈ ζ˜jZ(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ, le groupe G′(s˜)ǫj est de rang semi-simple 1 si et seulement si
s˜ ∈ ζ˜jZ(Mˆ)αˆ∗/Z(Gˆ)ΓR,θˆ. Soit s˜ ∈ ζ˜jZ(Mˆ)αˆ∗/Z(Gˆ)ΓR,θˆ. Remarquons que, puisque βres est
fixe par ΓR, il en est de meˆme de la racine α(s˜) de G
′(s˜)ǫj . Donc G
′(s˜)ǫj ,SC est isomorphe
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a` SL(2). On note M˜
′
(s˜) l’espace de Levi de G˜′(s˜) tel que A
M˜
′
(s˜)
soit le noyau de la racine
α(s˜) vue comme forme line´aire sur AM˜ ′j . On note M˜
′
1(s˜) son image re´ciproque dans G˜
′
1(s˜).
On voit que M˜
′
(s˜) n’est autre que l’espace endoscopique de la donne´e endoscopiqueM′(s˜)
de (M, M˜, a) associe´e a` s˜. Cette donne´e est elliptique. En effet, on a les inclusions
AM˜ ⊂ AM˜ ′(s˜) ( AM˜ ′j = AM˜ .
Puisque la diffe´rence des dimensions des deux espaces extreˆmes est 1, la premie`re in-
clusion est une e´galite´, ce qui prouve l’ellipticite´. D’autre part, d’apre`s la de´finition de
M˜
′
(s˜), on a M ′(s˜)ǫj = G
′(s˜)ǫj .
Soit s˜ ∈ ζ˜jZ(Mˆ)αˆ∗ . Utilisons la the´orie locale rappele´e en [III] section 5. On introduit
la donne´e endoscopique G¯′(s¯) du groupe Gη,SC . La paire (G¯
′(s¯)SC , G
′(s˜)ǫj ,SC) se comple`te
en un triplet endoscopique non standard. Mais on sait que Gη,SC et G
′(s˜)ǫj ,SC sont tous
deux isomorphes a` SL(2). Il en re´sulte que G¯′(s¯) est lui-meˆme simplement connexe et
isomorphe a` SL(2). Le triplet endoscopique non standard est e´quivalent a` un triplet
”trivial”. Notons toutefois que l’isomorphisme j∗ entre les alge`bres de Lie des tores
de´ploye´s maximaux de ces groupes est en ge´ne´ral un multiple de l’isomorphisme naturel
entre ces deux alge`bres (la notation j∗ se re´fe`re a` [III] 6.1, elle n’a rien a` voir avec notre
e´le´ment j ∈ J). La donne´e G¯′(s¯) est la donne´e endoscopique maximale de Gη,SC . On peut
prendre pour cette donne´e le facteur de transfert qui vaut 1 sur des couples d’e´le´ments
qui se correspondent. De l’homomorphisme ξj : T → T ′j se de´duit un homomorphisme
ξj : z(Gη) → z(G′(s˜)ǫj). La relation [V] 4.1(1) se traduit par l’existence d’une constante
non nulle d(s˜) ve´rifiant la condition suivante. Soit Xsc ∈ gη,SC(R) un e´le´ment re´gulier.
On le transfe`re en un e´le´ment X¯sc ∈ g¯′(s¯)(R) et on transfe`re celui-ci en un e´le´ment
X ′sc ∈ g′(s˜)ǫj ,SC(R). On suppose ces e´le´ments proches de 0. Soit Z ∈ z(Gη,R) en position
ge´ne´rale. Alors
(4) limZ→0∆1(s˜)(exp(ξj(Z) +X
′
sc)ǫ1(s˜), exp(Z +Xsc)η) = d(s˜).
Plus ge´ne´ralement, soit p ∈ Π et y ∈ Yp(η). L’application φ−1p ◦ ady−1 se restreint en
un torseur inte´rieur de Gη sur Gη[y]. Il se restreint en un isomorphisme de´fini sur R de
z(Gη) sur z(Gη[y]). On note Z 7→ Z[y] cet isomorphisme. Le groupe Gη[y],SC n’est plus en
ge´ne´ral isomorphe a` SL(2), c’en est une forme inte´rieure. La donne´e G¯′(s¯) est encore la
donne´e endoscopique maximale de Gη[y],SC. On peut prendre pour cette donne´e le facteur
de transfert qui vaut 1 sur tout couple d’e´le´ments qui se correspondent. La relation
[V] 4.1(1) implique l’existence d’une constante non nulle d(s˜, y) ve´rifiant la condition
suivante. Soit Xsc[y] ∈ gη[y],SC(R) un e´le´ment re´gulier. On le transfe`re en un e´le´ment
X¯sc ∈ g¯′(s¯)(R) et on transfe`re celui-ci en un e´le´ment X ′sc ∈ g′(s˜)ǫj ,SC(R). On suppose ces
e´le´ments proches de 0. Soit Z ∈ z(Gη,R) en position ge´ne´rale. Alors
(5) limZ→0∆1(s˜)(exp(ξj(Z) +X
′
sc)ǫ1(s˜), exp(Z[y] +Xsc[y])η) = d(s˜, y).
La constante d(s˜) introduite ci-dessus n’est autre que d(s˜, 1).
On a introduit au de´but du paragraphe des donne´es auxiliaires M ′j,1,...,∆j,1. On peut
prendre pour celles-ci les donne´es M ′1(s˜),...,∆1(s˜) (quant a` ∆1(s˜), il s’agit plutoˆt ici de
la restriction de ce facteur de transfert aux couples d’e´le´ments de M˜ ′1(s˜,R)× M˜(R) qui
se correspondent). Dans le cas ou` y ∈ Y˙M(η), la constante dj(y) de´finie plus haut n’est
autre que d(s˜, y)d(s˜, 1)−1. Elle est inde´pendante du choix de s˜.
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4.5 Preuve de la proposition 4.3
Soit X ∈ tθ(R) ∩ gη,reg(R). Conside´rons la formule 4.4(1). Toutes les distributions y
intervenant sont G˜-e´quisingulie`res. On a alors par de´finition
(1) IKG˜,E
KM˜
(exp(X)η, ω, f) = IKG˜,E
KM˜
(γ(X), f) = [T θ(R) : T θ,0(R)]|J |−1d(θ∗)−1/2
∑
j∈J
IKG˜,E
KM˜
(M′j, δj(X), f)
pour tout f ∈ C∞c (KG˜(R)).
Fixons j ∈ J et utilisons les notations introduites dans le paragraphe pre´ce´dent. Pour
tout s˜ ∈ ζ˜jZ(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ, la distribution δj(X) s’identifie a`
∆1(s˜)(exp(ξj(X))ǫ1(s˜), exp(X)η)
−1S
M˜ ′1(s˜)
λ1(s˜)
(exp(ξj(X))ǫ1(s˜), .).
On a donc
(2) IKG˜,E
KM˜
(M′j , δj(X), f) =
∑
s˜∈ζ˜jZ(Mˆ)
ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′j (G˜, G˜
′(s˜))
∆1(s˜)(exp(ξj(X))ǫ1(s˜), exp(X)η)
−1S
G˜′1(s˜)
M˜ ′1(s˜),λ1(s˜)
(exp(ξj(X))ǫ1(s˜), f
G˜′1(s˜)).
Soit s˜ ∈ ζ˜jZ(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ, supposons d’abord s˜ 6∈ ζ˜jZ(Mˆ)αˆ∗/Z(Gˆ)ΓR,θˆ. Alors G′(s˜)ǫj
est un tore et ǫj est re´gulier dans G˜
′(s˜). Il en re´sulte que la fonction
X 7→ ∆1(s˜)(exp(ξj(X))ǫ1(s˜), exp(X)η)−1SG˜
′
1(s˜)
M˜ ′1(s˜),λ1(s˜)
(exp(ξj(X))ǫ1(s˜), f
G˜′1(s˜))
est C∞ au voisinage de 0. Supposons maintenant s˜ ∈ ζ˜jZ(Mˆ)αˆ∗/Z(Gˆ)ΓR,θˆ. Le groupe
G′(s˜)ǫj ,SC = M
′(s˜)ǫj ,SC est isomorphe a` SL(2). On peut introduire l’inte´grale orbitale
ponde´re´e stable modifie´e
(3) S
G˜′1(s˜),mod
M˜ ′1(s˜),λ1(s˜)
(exp(ξj(X))ǫ1(s˜), f
G˜′1(s˜)) = S
G˜′1(s˜)
M˜ ′1(s˜),λ1(s˜)
(exp(ξj(X))ǫ1(s˜), f
G˜′1(s˜))
+i
G˜′(s˜)
M˜ ′1(s˜)
(ǫ1)|αˇ(s˜)|log(|α(s˜)(ξj(X))|)SG˜
′
1(s˜)
M˜
′
1(s˜),λ1(s˜)
(exp(ξj(X))ǫ1, f
G˜′1(s˜)).
D’apre`s les formules de 4.4, on a α(s˜)(ξj(X)) = n(s˜)β(X) = n(s˜)α(X), ou` n(s˜) = nβ
ou 2nβ selon le cas. Donc log(|α(s˜)(ξj(X))|) = log(n(s˜)) + log(|α(X)|). Le point ǫj ,
conside´re´ comme un e´le´ment de M˜
′
(s˜;R), est G˜′(s˜)-e´quisingulier. Il existe donc une
fonction ϕ ∈ C∞c (M˜
′
1(s˜,R)) telle que
S
G˜′1(s˜)
M˜
′
1(s˜),λ1(s˜)
(exp(ξj(X))ǫ1, f
G˜′1(s˜)) = S
M˜
′
1(s˜)
λ1(s˜)
(exp(ξj(X))ǫ1, ϕ)
pour tout X proche de 0. L’e´le´ment ǫj n’est pas re´gulier dans M˜(s˜), mais la seule racine
de T ′j singulie`re en ǫj est ”re´elle”. Comme on le sait, cela entraˆıne que l’inte´grale orbitale
de droite ci-dessus est C∞ pour X proche de 0. Donc remplacer log(|α(s˜)(ξj(X))|) par
log(|α(X)|) dans la formule (3) modifie le membre de droite par une fonction C∞ au
voisinage de X = 0. Le facteur de transfert
X 7→ ∆1(s˜)(exp(ξj(X))ǫ1(s˜), exp(X)η)−1
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est lui aussi C∞ au voisinage de 0. En effet, exp(X)η appartenant a` M˜(R), il s’agit d’un
facteur de transfert pour une donne´e auxiliaire de la donne´e endoscopique M′j . Il est C
∞
car η est re´gulier dans M˜(R). Ces conside´rations transforment l’expression (2) sous la
forme suivante.
(4) IKG˜,E
KM˜
(M′j , δj(X), f) = φj(X) +Bj(X)− log(|α(X)|)Dj(X)
ou` φj est une fonction C
∞ en X = 0,
Bj(X) =
∑
s˜∈ζ˜jZ(Mˆ)αˆ
∗/Z(Gˆ)ΓR,θˆ
iM˜ ′j (G˜, G˜
′(s˜))∆1(s˜)(exp(ξj(X))ǫ1(s˜), exp(X)η)
−1
S
G˜′1(s˜),mod
M˜ ′1(s˜),λ1(s˜)
(exp(ξj(X))ǫ1(s˜), f
G˜′1(s˜)),
Dj(X) =
∑
s˜∈ζ˜jZ(Mˆ)αˆ
∗/Z(Gˆ)ΓR,θˆ
iM˜ ′j (G˜, G˜
′(s˜))i
G˜′(s˜)
M˜ ′1(s˜)
(ǫ1)|αˇ(s˜)|∆1(s˜)(exp(ξj(X))ǫ1(s˜), exp(X)η)−1
S
G˜′1(s˜)
M˜
′
1(s˜),λ1(s˜)
(exp(ξj(X))ǫ1(s˜), f
G˜′1(s˜)).
On re´crit
Dj(X) =
∑
t˜∈ζ˜jZ(Mˆ)αˆ
∗/Z(Mˆ)ΓR,θˆ
Dj(X, t˜),
ou`
Dj(X, t˜) =
∑
s˜∈t˜∈Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′j
(G˜, G˜′(s˜))i
G˜′(s˜)
M˜ ′1(s˜)
(ǫ1)|αˇ(s˜)|∆1(s˜)(exp(ξj(X))ǫ1(s˜), exp(X)η)−1
S
G˜′1(s˜)
M˜
′
1(s˜),λ1(s˜)
(exp(ξj(X))ǫ1(s˜), f
G˜′1(s˜)).
Fixons t˜ ∈ ζ˜jZ(Mˆ)αˆ∗/Z(Mˆ)ΓR,θˆ. Cet e´le´ment de´termine une donne´e endoscopique M′(t˜)
de (M, M˜, a), qui est elliptique comme on l’a dit en 4.4. Soit s˜ ∈ t˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ.
Alors l’espace M˜
′
1(s˜) fait partie de donne´es auxiliaires pour cette donne´e M
′(t˜). Posons
m = [Z(Mˆ)αˆ
∗
: Z(Mˆ)ΓR,θˆ].
Montrons que
(5) iM˜ ′j (G˜, G˜
′(s˜))i
G˜′1(s˜)
M˜ ′1(s˜)
(ǫ1(s˜))|αˇ(s˜)| = m−1iM˜ ′(t˜)(G˜, G˜′(s˜))|αˇ|.
Rappelons que iM˜ ′j (G˜, G˜
′(s˜)) est l’inverse du nombre d’e´le´ments du noyau K1 de l’homo-
morphisme
Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ → Z(Mˆ ′j)ΓR/Z(Gˆ′(s˜))ΓR.
Rappelons qu’un sous-tore maximal de Mˆ ′j s’identifie a` Tˆ
θˆ,0. Notons αˆ′ la restriction a`
ce tore de N(βˆ) si β est de type 1 ou 3, de 2N(βˆ) si β est de type 2. Notons Z(Mˆ ′j)
αˆ′
le groupe des x ∈ Z(Mˆ ′j)ΓR tels que αˆ′(x) = 1. Alors Z(Mˆ)αˆ∗/Z(Gˆ)ΓR,θˆ est l’image
re´ciproque par l’homomorphisme pre´ce´dent du groupe Z(Mˆ ′j)
αˆ′/Z(Gˆ′(s˜))ΓR . On a donc
une suite exacte
1→ K1 → Z(Mˆ)αˆ∗/Z(Gˆ)ΓR,θˆ → Z(Mˆ ′j)αˆ
′
/Z(Gˆ′(s˜))ΓR → 1.
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Cette suite s’inse`re dans un diagramme
1 1 1
↑ ↑ ↑
1 → K2 → Z(Mˆ)αˆ∗/Z(Mˆ)ΓR,θˆ → Z(Mˆ ′j)αˆ′/Z(Mˆ
′
(t˜))ΓR → 1
↑ ↑ ↑
1 → K1 → Z(Mˆ)αˆ∗/Z(Gˆ)ΓR,θˆ → Z(Mˆ ′j)αˆ′/Z(Gˆ′(s˜))ΓR → 1
↑ ↑ ↑
1 → K3 → Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ → Z(Mˆ ′(t˜))ΓR/Z(Gˆ′(s˜))ΓR → 1
↑ ↑ ↑
1 1 1
Les groupes K2 et K3 sont de´finis de sorte que les suites horizontales soient exactes. Les
deux suites verticales de droite sont exactes. Donc aussi celle de gauche. D’ou` l’e´galite´
|K1| = |K2||K3|.
Par de´finition, |K3|−1 = iM˜ ′(t˜)(G˜, G˜′(s˜)). D’ou` les e´galite´s
iM˜ ′j (G˜, G˜
′(s˜)) = |K1|−1 = |K2|−1iM˜ ′(t˜)(G˜, G˜′(s˜)).
La premie`re suite horizontale ci-dessus est forme´e de groupes finis. Donc |K2| est le
quotient du nombre d’e´le´me´nt du groupe central de cette suite par le nombre d’e´le´ments
du groupe de droite. Le nombre d’e´le´ments du groupe central est m. D’ou` l’e´galite´
(6) iM˜ ′j(G˜, G˜
′(s˜)) = m−1[Z(Mˆ ′j)
αˆ′ : Z(Mˆ
′
(t˜))ΓR]i
M˜
′
(t˜)
(G˜, G˜′(s˜)).
On a introduit deux sous-groupes de Z(Mˆ ′j)
ΓR : les sous-groupes Z(Mˆ ′j)
αˆ(s˜) et Z(Mˆ ′j)
αˆ′ .
On calcule la racine αˆ(s˜) : les formules pour les racines dans les groupes duaux sont
identiques a` celles pour les coracines dans les groupes sur R. A l’aide des descriptions de
4.4, on obtient dans chaque cas
(a) αˆ(s˜) = βˆres, αˆ
′ = nαβˆres (l’indice res de´signant la restriction a` Tˆ
θˆ,0) ;
(b) αˆ(s˜) = βˆres, αˆ
′ = 2nαβˆres ;
(c) αˆ(s˜) = 2βˆres, αˆ
′ = 2nαβˆres ;
(d) αˆ(s˜) = 1
2
βˆres, αˆ
′ = nαβˆres.
En comparant avec les formules donne´es en 4.4 pour les coracines, on obtient l’e´galite´
αˆ′ = |αˇ||αˇ(s˜)|−1αˆ(s˜).
On a utilise´ ici la compatibilite´ de nos diffe´rentes normes : elles proviennent de formes
quadratiques sur X∗(T
θ,0) ⊗Z R, resp. X∗(Tj) ⊗Z R, qui se correspondent par l’isomor-
phisme naturel entre ces espaces. On de´duit de ces calculs l’e´galite´
[Z(Mˆ ′j)
αˆ′ : Z(Mˆ
′
(t˜))ΓR] = |αˇ||αˇ(s˜)|−1[Z(Mˆ ′j)αˆ(s˜) : Z(Mˆ
′
(t˜))ΓR].
Par de´finition, le dernier terme ci-dessus est e´gal a` i
G˜′(s˜)
M˜ ′j
(ǫj)
−1. L’e´galite´ (6) se transforme
en
iM˜ ′j (G˜, G˜
′(s˜))i
G˜′(s˜)
M˜ ′j
(ǫj)|αˇ(s˜)| = m−1|αˇ|iM˜ ′(t˜)(G˜, G˜′(s˜)).
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Le meˆme calcul qu’en 4.2(4) montre que l’on a l’e´galite´
i
G˜′1(s˜)
M˜ ′1(s˜)
(ǫ1(s˜)) = i
G˜′(s˜)
M˜ ′j
(ǫj).
L’e´galite´ ci-dessus devient (5).
A l’aide de cette e´galite´ (5), on re´crit
Dj(X, t˜) = m
−1|αˇ|
∑
s˜∈t˜∈Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
i
M˜
′
(t˜)
(G˜, G˜′(s˜))∆1(s˜)(exp(ξj(X))ǫ1(s˜), exp(X)η)
−1
S
G˜′1(s˜)
M˜
′
1(s˜),λ1(s˜)
(exp(ξj(X))ǫ1(s˜), f
G˜′1(s˜)).
Il est clair que, pour tout s˜, l’inte´grale orbitale stable associe´e a` exp(ξj(X))ǫ1(s˜), multi-
plie´e par ∆1(s˜)(exp(ξj(X))ǫ1(s˜), exp(X)η)
−1, s’identifie a` une unique distribution appar-
tenant a` Dstge´om(M
′(t˜)). C’est la distribution δj(X)
M
′(t˜) induite de la distribution δj(X)
introduite en 4.4. L’e´galite´ ci-dessus se re´crit
Dj(X, t˜) = m
−1|αˇ|IKG˜,E
KM˜
(M′(t˜), δj(X)
M
′(t˜), f).
Nos distributions sont a` support G˜-e´quisingulier. On peut donc re´crire
Dj(X, t˜) = m
−1|αˇ|IKG˜,E
KM˜
(transfert(δj(X)
M
′(t˜)), f).
Ou encore, en utilisant la commutation du transfert a` l’induction,
Dj(X, t˜) = m
−1|αˇ|IKG˜,E
KM˜
((transfert(δj(X)))
M˜ , f).
Ceci est inde´pendant de t˜. Alors Dj(X) est la meˆme expression, multiplie´e par le nombre
d’e´le´ments de la sommation en t˜, lequel n’est autre que m. D’ou`
(7) Dj(X) = |αˇ|IKG˜,EKM˜ (transfert(δj(X))M˜ , f).
Reprenons les formules (1) et (4). On obtient
(8) IKG˜,E
KM˜
(exp(X)η, ω, f) = φ(X) +B(X)− |αˇ|log(|α(X)|)D(X),
ou`
B(X) = [T θ(R) : T θ,0(R)]|J |−1d(θ∗)−1/2
∑
j∈J
Bj(X),
D(X) = |αˇ|−1[T θ(R) : T θ,0(R)]|J |−1d(θ∗)−1/2
∑
j∈J
Dj(X),
et φ est une fonction C∞ au voisinage de 0 dans tθ(R). Graˆce a` (7), on obtient
D(X) = IKG˜,E
KM˜
(γ ′(X)M˜ , f),
ou`
γ ′(X) = [T θ(R) : T θ,0(R)]|J |−1d(θ∗)−1/2
∑
j∈J
transfert(δj(X)).
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D’apre`s 4.4(1), on a γ ′(X) = γ(X). Rappelons que cette distribution est IKM˜(exp(X)η, ω, .).
Le point exp(X)η e´tant re´gulier dans G˜, l’induite de cette distribution est IKM˜(exp(X)η, ω, .).
Alors D(X) = IKG˜,E
KM˜
(exp(X)η, ω, f). La formule (8) se re´crit
IKG˜,E,mod
KM˜
(exp(X)η, ω, f) = φ(X) +B(X).
Soit U ∈ Sym(tθ). Appliquons l’ope´rateur ∂U . Pour tout j ∈ J , posons
Bj(X,U) =
∑
s˜∈ζ˜jZ(Mˆ)αˆ
∗/Z(Gˆ)ΓR,θˆ
iM˜ ′j (G˜, G˜
′(s˜))∆1(s˜)(exp(ξj(X))ǫ1(s˜), exp(X)η)
−1
∂Ξ(s˜,U)S
G˜′1(s˜),mod
M˜ ′1(s˜),λ1(s˜)
(exp(ξj(X))ǫ1(s˜), f
G˜′1(s˜)),
ou` Ξ(s˜) est l’homomorphisme Sym(tθ)→ Sym(t′j) de 3.1. Posons
B(X,U) = [T θ(R) : T θ,0(R)]|J |−1d(θ∗)−1/2
∑
j∈J
Bj(X,U).
On obtient alors
∂UI
KG˜,E,mod
KM˜
(exp(X)η, ω, f) = ∂Uφ(X) +B(X,U).
Appliquons cela a` X = rHd pour un re´el r non nul et proche de 0. On obtient
(9) ∂UI
KG˜,E,mod
KM˜
(exp(rHd)η, ω, f) = ∂Uφ(rHd) +B(rHd, U).
Remarquons que, pour tout j ∈ J , la de´finition de Bj(X,U) et la formule 4.4(4)
conduisent a` l’e´galite´
(10) Bj(rHd, U) =
∑
s˜∈ζ˜jZ(Mˆ)αˆ
∗/Z(Gˆ)ΓR,θˆ
iM˜ ′j(G˜, G˜
′(s˜))d(s˜)−1
∂Us˜S
G˜′1(s˜),mod
M˜ ′1(s˜),λ1(s˜)
(exp(ξj(rHd))ǫ1(s˜), f
G˜′1(s˜)),
ou` on a pose´ Us˜ = Ξ(s˜, U).
Les deux premie`res assertions de l’e´nonce´ re´sultent de ces formules. En effet, elles
sont ve´rifie´es pour la fonction φ qui est C∞. Elles le sont d’apre`s la proposition 4.2
pour les inte´grales orbitales stables modifie´es qui figurent dans la de´finition des fonctions
Bj(rHd, U). Les assertions sont donc ve´rifie´es pour la fonction B(rHd, U) et la conclusion
s’ensuit.
La troisie`me assertion de l’e´nonce´ se prouve comme en 4.2. Puisque η, vu comme un
e´le´ment de M˜(R), est G˜-e´quisingulier, il existe une fonction ϕ ∈ C∞c (M˜(R)) telle que,
pour tout X ∈ mη(R) assez proche de 0, on ait l’e´galite´
IKG˜,E
KM˜
(exp(X)η, ω, f) = IM˜(exp(X)η, ω, ϕ).
L’assertion (iii) re´sulte des proprie´te´s bien connues des inte´grales orbitales. Le meˆme
argument de´montre l’e´galite´ des deux dernie`res limites de l’assertion (iv).
Il reste a` prouver la premie`re e´galite´ de cette assertion. Soient j ∈ J et s˜ ∈ ζ˜jZ(Mˆ)αˆ∗ .
Le sous-tore Tc de Gη,SC se transfe`re en un sous-tore de G¯
′(s¯) (cf. 4.4), qui se transfe`re
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lui-meˆme en un sous-tore Tc(s˜) de G
′(s˜)ǫj ,SC. Notons T
′(s˜) le commutant dans G′(s˜)ǫj
de l’image de Tc(s˜) dans ce groupe et posons T˜
′
(s˜) = T ′(s˜)ǫj . Les paires (T , T˜ ) et
(T ′(s˜), T˜
′
(s˜)) sont dans la meˆme situation que les paires (T, T˜ ) et (T ′j , T˜
′
j). C’est-a`-dire
qu’il y a un homomorphisme ξ(s˜) : T → T ′(s˜) et une application compatible ξ˜(s˜) : T˜ →
T˜
′
(s˜) qui ve´rifient les conditions suivantes. Ils sont de´finis sur R. On a ξ˜(s˜)(η) = ǫj . Pour
tout γ ∈ T˜ (R), les e´le´ments γ et ξ˜(s˜)(γ) se correspondent. De plus, ξ(s˜) co¨ıncide avec ξj
sur Z(Gη)
0. De meˆme que l’on a introduit un isomorphisme C : T → T de´fini sur C, on
introduit un isomorphisme C(s˜) : T ′j → T ′(s˜). Il est plus ou moins clair que l’on peut le
choisir tel que le diagramme suivant soit commutatif
T
ξj→ T ′j
C ↓ C(s˜) ↓
T
ξ(s˜)→ T ′(s˜)
On a de´ja` fixe´ une de´composition
t′1(s˜) = c1(s˜)⊕ t′j
provenant comme en 3.1 d’une de´composition d’alge`bres de Lie
g′1(s˜) = c1(s˜)⊕ g′(s˜).
On de´duit de cette dernie`re une de´composition
t′1(s˜) = c1(s˜)⊕ t′(s˜).
Avec des notations compre´hensibles au moins par l’auteur, on a alors le diagramme
Sym(tθ)
Ξ(s˜)→ Sym(t′j)
C ↓ C(s˜) ↓
Sym(tθ)
Ξ(s˜)→ Sym(t′(s˜))
qui est commutatif pour la meˆme raison qu’en 4.2
Soit U ∈ Sym(tθ) tel que wd(U) = −U , posons U = C(U). Pour X ∈ t(R) ∩ gη(R),
posons
(11) Bj(X,U) =
∑
s˜∈ζ˜jZ(Mˆ)αˆ
∗/Z(Gˆ)ΓR,θˆ
iM˜ ′j (G˜, G˜
′(s˜))i
G˜′1(s˜)
M˜ ′1(s˜)
(ǫ1(s˜))|αˇ(s˜)||αˇ|−1
∆1(s˜)(exp(ξ(s˜, X))ǫ1(s˜), exp(X)η)
−1∂U s˜S
G˜′1(s˜),mod
M˜
′
1(s˜),λ1(s˜)
(exp(ξ(s˜, X))ǫ1(s˜), f
G˜′1(s˜)),
ou` U s˜ = Ξ(s˜, U) = C(s˜) ◦ Ξ(s˜)(U). Comme plus haut, on de´compose
Bj(X,U) =
∑
t˜∈ζ˜jZ(Mˆ)αˆ
∗/Z(Mˆ)ΓR,θˆ
Bj(X,U, t˜),
ou`
Bj(X,U, t˜) =
∑
s˜∈t˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′j (G˜, G˜
′(s˜))i
G˜′1(s˜)
M˜ ′1(s˜)
(ǫ1(s˜))|αˇ(s˜)||αˇ|−1
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∆1(s˜)(exp(ξ(s˜, X))ǫ1(s˜), exp(X)η)
−1∂U s˜S
G˜′1(s˜),mod
M˜
′
1(s˜),λ1(s˜)
(exp(ξ(s˜, X))ǫ1(s˜), f
G˜′1(s˜)).
Fixons t˜ ∈ ζ˜jZ(Mˆ)αˆ∗/Z(Mˆ)ΓR,θˆ. Pour simplifier la notation, on conside`re que t˜ est
l’un des e´le´ments de la sommation en s˜. Pour s˜ ∈ t˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ, les donne´es
M ′1(s˜),...,∆1(s˜) sont diffe´rentes donne´es auxiliaires pour une meˆme donne´e endospco-
pique elliptique M′(t˜) de (M, M˜, a). Les distributions
∆1(s˜)(exp(ξ(s˜, X))ǫ1(s˜), exp(X)η)
−1∂U s˜S
M˜
′
1(s˜)
λ1(s˜)
(exp(ξ(s˜, X))ǫ1(s˜), .)
se recollent en une meˆme distribution δX,U,t˜ ∈ Dstge´om,G˜−e´qui(M′(t˜)). En utilisant (5), on
obtient
(12) Bj(X,U, t˜) = m
−1IKG˜,E
KM˜
(M′(t˜), δX,U,t˜, f) = m
−1IKG˜,E
KM˜
(transfert(δX,U,t˜), f).
On pose
γX,U,j = m
−1
∑
t˜∈ζ˜jZ(Mˆ)αˆ
∗/Z(Mˆ)ΓR,θˆ
transfert(δX,U,t˜),
γX,U = [T
θ(R) : T θ,0(R)]|J |−1d(θ∗)−1/2
∑
j∈J
γX,U,j,
B(X,U) = [T θ(R) : T θ,0(R)]|J |−1d(θ∗)−1/2
∑
j∈J
Bj(X,U).
La formule (12) entraˆıne
(13) B(X,U) = IKG˜,E
KM˜
(γX,U , f).
On va calculer la distribution γX,U . Supposons l’e´le´ment exp(X)η fortement re´gulier.
L’ensemble YM(exp(X)η) introduit en 4.4 ne de´pend par de´finition que de T˜ . D’autre
part, l’inclusion IMexp(X)η ⊂ IMη entraˆıne l’inclusion YM(exp(X)η) ⊂ YM(η). On peut
donc d’une part choisir l’ensemble Y˙M(exp(X)η) inde´pendant de X et on le note plutoˆt
Y˙M(T˜ ) ; d’autre part supposer qu’il existe une application
q : Y˙M(T˜ )→ Y˙M(η)
de sorte que, pour y ∈ Y˙M(T˜ ), q(y) soit l’unique e´le´ment de IMη y ∩ Y˙M(η). On utilise
des notations similaires a` celles de 4.1 : pour p ∈ ΠM et y ∈ Y˙M(T˜ ), on pose T˜ [y] =
φ˜−1p ◦ady−1(T˜ ) et on note simplement x 7→ x[y] l’isomorphisme φ−1p ◦ady−1 de T sur T [y].
Soient j ∈ J et t˜ ∈ ζ˜jZ(Mˆ)αˆ∗/Z(Mˆ)ΓR,θˆ. Supposons comme ci-dessus l’e´le´ment
exp(X)η fortement re´gulier. Puisque T˜ est un sous-tore tordu maximal et elliptique dans
M˜ , l’e´le´ment exp(X)η est elliptique dans M˜(R). Notons δ′X,t˜ l’e´le´ment deD
st
ge´om,G˜−reg
(M′(t˜))
auquel s’identifie la distribution S
M˜
′
1(t˜)
λ1(t˜)
(exp(ξ(t˜, X))ǫ1(t˜), .). D’apre`s [I] 4.9(4), on a l’e´galite´
transfert(δ′X,t˜) = d(θ
∗)1/2
∑
y∈Y˙M (T˜ )
∆1(t˜)(exp(ξ(t˜, X))ǫ1(t˜), exp(X [y])η[q(y)])
[T [y]θ(R) : T [y]θ,0(R)]−1IKM˜(exp(X [y])η[q(y)]), ω, .).
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Notons δ′X,U,t˜ l’e´le´ment de D
st
ge´om,G˜−reg
(M′(t˜)) auquel s’identifie la distribution
∂U t˜S
M˜
′
1(t˜)
λ1(t˜)
(exp(ξ(t˜, X))ǫ1(t˜), .).
Alors
transfert(δ′X,U,t˜) = d(θ
∗)1/2
∑
y∈Y˙M (T˜ )
∆1(t˜)(exp(ξ(t˜, X))ǫ1(t˜), exp(X [y])η[q(y)])
[T [y]θ(R) : T [y]θ,0(R)]−1∂U [y]I
KM˜(exp(X [y])η[q(y)]), ω, .).
Comme en 4.2, l’ope´rateur U [y] apparaissant ici n’est autre que le transporte´ de U par
l’isomorphisme x 7→ x[y] de T sur T [y]. Pour obtenir le transfert de δX,U,t˜, il reste a`
diviser par ∆1(t˜)(exp(ξ(t˜, X))ǫ1(t˜), exp(X)η). D’ou`
transfert(δX,U,t˜) = d(θ
∗)1/2
∑
y∈Y˙M (T˜ )
∆1(t˜)(exp(ξ(t˜, X))ǫ1(t˜), exp(X [y])η[q(y)])
∆1(t˜)(exp(ξ(t˜, X))ǫ1(t˜), exp(X)η)
[T [y]θ(R) : T [y]θ,0(R)]−1∂U [y]I
KM˜(exp(X [y])η[q(y)]), ω, .).
On peut maintenant remplacer X par exp(rHc) pour r re´el non nul et proche de 0, tous
les termes e´tant continus en un tel point. En utilisant les relations (4) et (5) de 4.4, on
obtient
transfert(δrHc,U,t˜) = d(θ
∗)1/2
∑
y∈Y˙M (T˜ )
d(t˜, q(y))d(t˜)−1[T [y]θ(R) : T [y]θ,0(R)]−1
∂U [y]I
KM˜(exp(rHc[y])η[q(y)]), ω, .).
Pour tout y ∈ Y˙M(η), posons
d(y) = m−1|J |−1
∑
j∈J
∑
t˜∈ζ˜jZ(Mˆ)αˆ
∗/Z(Mˆ)ΓR,θˆ
d(t˜, y)d(t˜)−1.
Les de´finitions entraˆınent alors
(14) γrHc,U = [T
θ(R) : T θ,0(R)]
∑
y∈Y˙M (T˜ )
d(q(y))[T [y]θ(R) : T [y]θ,0(R)]−1
∂U [y]I
KM˜(exp(rHc[y])η[q(y)]), ω, .).
Conside´rons un e´le´ment X ∈ t(R) ∩ gη,reg(R) proche de 0. On a IMη = T θ = IMexp(X)η.
On peut donc supposer Y˙M(exp(X)η) = Y˙M(η). On a l’e´galite´ IMη = IMη ∩ M . Il en
re´sulte que, pour tout p ∈ ΠM , on a une application naturelle
(15) IMη \YMp (η)/φp(Mp(R))→ IMη \YMp (η)/φp(M p(R)).
Montrons que
(16) cette application est injective ; son image est l’image dans l’espace d’arrive´e de
l’ensemble des y ∈ YMp (η) tels que Mη[y],SC soit isomorphe a` SL(2).
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Conside´rons l’application qui, a` y ∈ YMp (η), associe la classe du cocycle σ 7→ y∇p(σ)σ(y)−1.
Elle se quotiente en une bijection IMη \YMp (η)/φp(Mp(R)) sur l’image re´ciproque de la
classe du cocycle ∇p par l’application
H1(ΓR;T
θ)→ H1(ΓR;M).
De meˆme, on a une bijection de IMη \YMp (η)/φp(Mp(R)) sur l’image re´ciproque de la
classe du cocycle ∇p par l’application
H1(ΓR; I
M
η )→ H1(ΓR;M).
Pour prouver l’injectivite´ de (15), il suffit de prouver que l’application
H1(ΓR;T
θ)→ H1(ΓR; IMη )
est injective. Notons Z le centre de IMη . Alors I
M
η /Z = M η,AD et on sait que ce groupe
est PGL(2). L’image Tad de T
θ dans ce groupe est un sous-tore maximal de´ploye´. On
a donc H1(ΓR;Tad) = {0}. Donc l’application naturelle H1(ΓR;Z) → H1(ΓR;T θ) est
surjective. Soient u et v deux cocycles a` valeurs dans Z. Supposons que leurs images
dans H1(ΓR; I
M
η ) soient e´gales. On doit prouver que leurs images dans H
1(ΓR;T
θ) le sont.
L’hypothe`se signifie qu’il existe x ∈ IMη tel que u(σ) = xv(σ)σ(x)−1 pour tout σ ∈ ΓR.
Puisque u est a` valeurs centrales, cela e´quivaut a` σ(x)u(σ)v(σ)−1 = x. Introduisons
un sous-groupe de Borel Bad = TadU de M η,AD de tore Tad et relevons-le en un sous-
groupe B = T θU de IMη . Ces groupes sont de´finis sur R. Puisque M η,SC ≃ SL(2),
il existe un e´le´ment w ∈ M η,SC(R) tel que l’e´le´ment x s’e´crive de fac¸on unique tn1
ou n2wtn1, avec t ∈ T θ et n1, n2 ∈ U . Supposons par exemple x = n2wtn1. On a alors
σ(n2)wσ(t)u(σ)v(σ)
−1σ(n1) = x. Cela fournit une autre de´composition de x. Par unicite´,
on en de´duit σ(t)u(σ)v(σ)−1 = t, ou encore u(σ) = tv(σ)σ(t)−1. Donc les images de u
et v dans H1(ΓR;T
θ) sont e´gales comme on le voulait. Cela de´montre l’injectivite´. La
deuxie`me assertion de (16) se de´montre comme en 4.2(17).
Il re´sulte de (16) que l’on peut supposer Y˙M(η) ⊂ Y˙M(η). Soit y ∈ Y˙M(η). Pour
j ∈ J et t˜ ∈ ζ˜jZ(Mˆ)αˆ∗ , on a les e´galite´s
d(t˜, y)d(t˜)−1 = d(t˜, y)d(t˜, 1)−1 = dj(y),
avec les notations de 4.4. On en de´duit
d(y) = |J |−1
∑
j∈J
dj(y).
L’assertion 4.4(3) nous dit que cette somme est nulle si y 6= 1 et qu’elle vaut 1 si y = 1.
Montrons que
(17) pour y ∈ Y˙M(η), y 6∈ Y˙M(η), et pour tout j ∈ J , on a l’e´galite´∑
t˜∈ζ˜jZ(Mˆ)αˆ
∗/Z(Mˆ )ΓR,θˆ
d(t˜, y)d(t˜)−1 = 0.
Comme en 4.2(18), c’est un cas particulier de la proposition [III] 8.4. Soit p ∈ ΠM
tel que y ∈ YMp (η). Le cocycle σ 7→ y∇p(σ)σ(y)−1, a` valeurs dans IMη , se pousse en un
cocycle a` valeurs dans M η,ad, ce groupe e´tant l’image de M η dans GAD. On note τ [y]
sa classe. Notons ici Tˆ le tore dual de T . On peut le conside´rer comme celui de la paire
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de Borel e´pingle´e Eˆ , muni d’une action galoisienne tordue. Posons ˆ¯T = Tˆ /(1 − θˆ)(Tˆ ).
Puisque T est un sous-tore maximal de M et que T θ,0 est un sous-tore maximal de M η,
on a des plongements Tˆ → Mˆ et ˆ¯T ⊂ Mˆ η. En prenant les images re´ciproques dans GˆSC ,
on a encore des plongements Tˆsc → Mˆsc et ˆ¯Tsc ⊂ Mˆ η,sc. Soit t ∈ Z(Mˆ)αˆ∗ . On choisit
tsc ∈ Z(Mˆ)ΓR,θˆ,0sc dont l’image dans GˆAD soit la meˆme que celle de t. Parce que T˜ est
elliptique dans M˜ , on a l’e´galite´ Z(Mˆ)ΓR,θˆ,0sc = Tˆ
ΓR,θˆ,0
sc . L’e´le´ment tsc s’envoie donc sur un
e´le´ment t¯sc ∈ ˆ¯Tsc ⊂ Mˆ η,sc. On voit comme en 4.2 que l’hypothe`se t ∈ Z(Mˆ)αˆ∗ entraˆıne
que t¯sc ∈ Z(Mˆ sc)ΓR. On note u(t) son image dans le groupe des composantes connexes
π0(Z(Mˆsc)
ΓR). Le calcul de [III] 8.4 montre que
d(ζ˜jt, y)d(ζ˜jt)
−1 = d(ζ˜j, y)d(ζ˜j)
−1 < τ [y], u(t) >,
le produit e´tant celui sur
H1(ΓR;Mη,ad)× π0(Z(Mˆ sc)ΓR).
Il reste a` prouver que l’application t 7→< τ [y], u(t) > est un caracte`re non trivial de
Z(Mˆ)αˆ
∗
/Z(Mˆ)ΓR,θˆ. La preuve est similaire a` celle de 4.2(18) et on la laisse au lecteur.
Il re´sulte e´videmment de (17) que d(y) = 0 pour tout y 6∈ Y˙M(η). Finalement d(1) = 1
et d(y) = 0 pour tout y 6= 1. La formule (14) devient simplement
γrHc,U = [T
θ(R) : T θ,0(R)]
∑
y∈q−1(1)
[T [y]θ(R) : T [y]θ,0(R)]−1
∂U [y]I
KM˜(exp(rHc[y])η), ω, .).
La formule (13), e´value´e pour X = exp(rHc), devient
(18) B(rHc, U) = [T
θ(R) : T θ,0(R)]
∑
y∈q−1(1)
[T [y]θ(R) : T [y]θ,0(R)]−1
∂U [y]I
KG˜,E
KM˜
(exp(rHc[y])η, ω, f).
Montrons que
(19) on peut supposer que T [y] = T pour tout y ∈ q−1(1) ; le nombre d’e´le´ments de
q−1(1) est e´gal a`
2c(η)[T θ(R) : T θ,0(R)]−1[T θ(R) : T θ,0(R)];
la limite
limr→0+∂U [y]I
KG˜,E
KM˜
(exp(rHc[y])η, ω, f)
ne de´pend pas de y ∈ q−1(1).
Notons Y0 l’ensemble des y ∈ IMη tels que yσ(y)−1 ∈ T θ. D’apre`s les de´finitions,
q−1(y) est un ensemble de repre´sentants de l’ensemble de doubles classes T θ\Y0/IMη (R).
Pour y ∈ q−1(1), l’image re´ciproque de T [y] dans Mη,SC est un sous-tore maximal de ce
groupe, qui est de´fini sur R et non de´ploye´. Il est donc conjugue´ a` Tc par un e´le´ment
de Mη,SC(R). Quitte a` multiplier y a` droite par un tel e´le´ment, on peut donc supposer
que cette image re´ciproque est Tc. Mais cela entraˆıne que T [y] = T . D’ou` la premie`re
assertion. Notons Y1 = Y0∩M η. Parce que IMη = T θMη, on voit que l’injection Y1 → Y0
induit une surjection
Y1 → T θ\Y0/IMη (R).
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Il s’en de´duit une surjection
T θ,0\Y1/Mη(R)→ T θ\Y0/IMη (R).
Le premier ensemble classifie les classes de conjugaison par M η(R) dans la classe de
conjugaison stable de Hc dans mη(R). Son nombre d’e´le´ments est 2
c(η). Ce nombre est au
plus 2 donc les fibres de la surjection ci-dessus ont force´ment le meˆme nombre d’e´le´ments.
Le nombre d’e´le´ments de q−1(1) est alors 2c(η) divise´ par le nombre d’e´le´ments d’une fibre.
La fibre au-dessus de la classe T θIMη (R) est
F = T θ,0\(T θIMη (R) ∩M η)/M η(R).
On de´finit une application de IMη (R) dans ce quotient de la fac¸on suivante. Pour x ∈
IMη (R), on choisit t ∈ T θ tel que tx ∈M η et on envoie x sur l’image de tx dans F. Cette
image ne de´pend pas du choix de t. On ve´rifie que l’application ainsi de´finie se quotiente
en une bijection
T θ(R)\IMη (R)/Mη(R)→ F.
Le nombre d’e´le´ments du premier ensemble est
[IMη (R) : M η(R)][T
θ(R) : T θ,0(R)]−1.
On a une application naturelle
T θ(R)/T θ,0(R)→ IMη (R)/Mη(R).
Elle est clairement injective. Reprenons la preuve de (16). Tout e´le´ment x ∈ IMη s’e´crit
de fac¸on unique x = tn1 ou x = n2wtn1 avec les notations de cette preuve. Si x ∈ IMη (R),
l’unicite´ entraˆıne que ces e´le´ments t, n1, n2 sont tous de´finis sur R. Les e´le´ments n1, n2 et
w appartenant a` Mη(R) et ce groupe e´tant distingue´ dans I
M
η (R), on voit que x et t ont
meˆme image modulo M η(R). Donc l’application ci-dessus est surjective. D’ou` l’e´galite´
[IMη (R) :M η(R)] = [T
θ(R) : T θ,0(R)].
En mettant ces calculs bout a` bout, on obtient la deuxie`me assertion de (19). Il re´sulte
de la description ci-dessus que, pour y ∈ q−1(1), on a soit Hc[y] = Hc et alors U [y] = U ,
soit Hc[y] = −Hc et alors U [y] est l’image de U par la syme´trie wc de Sym(t). On a
suppose´ wd(U) = −U , donc wc(U) = −U . Dans ce cas, on a
limr→0+∂U [y]I
KG˜,E
KM˜
(exp(rHc[y])η, ω, f) = −limr→0−∂UIKG˜,EKM˜ (exp(rHc)η, ω, f).
Mais on a de´ja` remarque´ que les deux dernie`res limites de l’assertion (iv) de l’e´nonce´
e´taient e´gales. C’est-a`-dire que la limite ci-dessus n’est autre que
limr→0+∂UI
KG˜,E
KM˜
(exp(rHc)η, ω, f).
Cela de´montre la troisie`me assertion de (19).
Il re´sulte de (18) et (19) que
(20) limr→0+B(rHc, U) = 2
c(η)limr→0+∂UI
KG˜,E
KM˜
(exp(rHc)η, ω, f).
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Soit j ∈ J . En remplac¸ant X par rHc dans la formule (11) et en utilisant 4.4(4), on
obtient
Bj(rHc, U) =
∑
s˜∈ζ˜jZ(Mˆ)αˆ
∗/Z(Gˆ)ΓR,θˆ
iM˜ ′j (G˜, G˜
′(s˜))i
G˜′1(s˜)
M˜ ′1(s˜)
(ǫ1(s˜))|αˇ(s˜)||αˇ|−1
d(s˜)−1∂U s˜S
G˜′1(s˜),mod
M˜
′
1(s˜),λ1(s˜)
(exp(ξ(s˜, rHc))ǫ1(s˜), f
G˜′1(s˜)).
Jointe a` la formule (10), cette e´galite´ entraˆıne
Bj(rHd, U)−Bj(−rHd, U)−2πi|α|Bj(rHc, U) =
∑
s˜∈ζ˜jZ(Mˆ)αˆ
∗/Z(Gˆ)ΓR,θˆ
iM˜ ′j (G˜, G˜
′(s˜))d(s˜)−1X(s˜, r),
ou`
X(s˜, r) = ∂Us˜S
G˜′1(s˜)
M˜ ′1(s˜),λ1(s˜)
(exp(rξj(Hd))η, f
G˜′1(s˜))− ∂Us˜SG˜
′
1(s˜)
M˜ ′1(s˜),λ1(s˜)
(exp(−rξj(Hd))η, f G˜′1(s˜))
−2πi|αˇ(s˜)|iG˜′1(s˜)
M˜ ′1(s˜)
(ǫ1(s˜))∂U s˜S
G˜′1(s˜),mod
M˜
′
1(s˜),λ1(s˜)
(exp(rξ(s˜, Hc))ǫ1(s˜), f
G˜′1(s˜)).
On a l’e´galite´ C(s˜)(ξj(Hd)) = iξ(s˜, Hc). On est donc dans la situation ou` l’on peut
appliquer la proposition 4.2. Elle entraˆıne que
limr→0+X(s˜, r) = 0
pour tout s˜ apparaissant ci-dessus. Donc
limr→0+
(
Bj(rHd, U)− Bj(−rHd, U)− 2πi|α|Bj(rHc, U)
)
= 0.
Cela e´tant vrai pour tout j, on a aussi
limr→0+ (B(rHd, U)− B(−rHd, U)− 2πi|α|B(rHc, U)) = 0.
Conside´rons l’e´galite´ (9). Parce que φ est C∞, on a
limr→0+ (∂Uφ(rHd)− ∂Uφ(−rHd)) = 0.
On en de´duit
limr→0+(∂UI
KG˜,mod
KM˜
(exp(rHd)η, ω, f)− ∂UIKG˜,modKM˜ (exp(−rHd)η, ω, f)
−2πi|α|B(rHc, U)) = 0.
En utilisant (20), on obtient la premie`re e´galite´ de l’assertion (iv) de l’e´nonce´ qu’il restait
a` prouver. 
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5 Des variantes de l’application φM˜
5.1 Normalisation partielle des ope´rateurs d’entrelacement
Pour la suite de l’article, on suppose fixe´s une paire parabolique minimale (P˜0, M˜0)
et un sous-groupe compact maximal K de G(R) en bonne position relativement a` M0.
Supposons fixe´es des mesures de Haar sur tous les groupes intervenant. Soit M ∈
L(M0) et π une repre´sentation deM(R) irre´ductible et tempe´re´e dans un espace Vπ. Pour
λ ∈ A∗MC, on de´finit la repre´sentation πλ par πλ(m) = e<λ,HM (m)>π(m). Soient P, P ′ ∈
P(M). On sait de´finir l’ope´rateur d’entrelacement JP ′|P (πλ) : IndGP (πλ)→ IndGP ′(πλ). Il
est me´romorphe en λ. On sait normaliser cet ope´rateur, cf. [A4] the´ore`me 2.1. L’ope´rateur
normalise´ RP ′|P (πλ) est e´gal a` rP ′|P (πλ)
−1JP ′|P (πλ), ou` λ 7→ rP ′|P (πλ) est une fonction
me´romorphe a` valeurs dans C. Nous allons de´finir une normalisation partielle que l’on
pourra plus facilement stabiliser.
Supposons que π soit de la se´rie discre`te. Cela implique que M posse`de un sous-tore
maximal elliptique et on fixe un tel sous-tore T . L’action de ΓR ≃ {±1} de´compose
X∗(T )Z ⊗ R en
X∗(T )⊗Z R = (X∗(T )⊗Z R)+ ⊕ (X∗(T )⊗Z R)−,
ou`, pour ǫ = ±1, X∗(T )⊗Z R)ǫ est le sous-espace ou` l’e´le´ment non trivial σ de ΓR agit
par multiplication par ǫ. L’hypothe`se d’ellipticite´ signifie que
(X∗(T )⊗Z R)+ = aM(R).
Posons hMR = (X∗(T )⊗Z R)−. On a
t(R) = aM(R)⊕ ihMR
tandis que l’alge`bre hR usuelle est isomorphe a`
hR = aM(R)⊕ hMR .
Le parame`tre µ(π) est la classe de conjugaison par le groupe de Weyl WM relatif a` T
d’un e´le´ment de it(R). Supposons que le caracte`re central ωπ de π soit trivial sur AM
(on rappelle que ce groupe est la composante neutre pour la topologie re´elle de AM(R)).
Alors µ(π) est la classe de conjugaison par WM d’un e´le´ment de hMR . On fixe un e´le´ment
de cette classe. Notons Σ(T ) l’ensemble des racines de T dans G. Pour P, P ′ ∈ P(M),
notons ΣUP (T ) le sous-ensemble des racines qui apparaissent dans l’alge`bre de Lie du
radical unipotent de P et posons
ΣP ′|P (T ) = Σ
UP (T )− (ΣUP (T ) ∩ ΣUP ′ (T )).
Le groupe ΓR agit naturellement sur ces ensembles. Soit α ∈ ΣUP (T ) dont l’orbite (α)
pour cette action ait deux e´le´ments, autrement dit σ(α) 6= α. Quitte a` e´changer α et
σ(α), on peut supposer < µ(π),σ(αˇ)− αˇ >≤ 0. Pour λ ∈ A∗M,C, on pose
r(α)(πλ) = 2π < µ(π) + λ, αˇ >
−1 .
Soit α ∈ ΣUP (T ) dont l’orbite soit re´duite a` un e´le´ment, autrement dit σ(α) = α (α est
”re´elle”). Remarquons qu’alors < µ(π), αˇ >= 0. On pose
rα(πλ) = ΓR(< λ, αˇ > +Nα)ΓR(< λ, αˇ > +Nα + 1)
−1,
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ou` ΓR est la fonction usuelle
ΓR(s) = π
−s/2Γ(s/2),
et ou` Nα est un e´le´ment de {0, 1} qui de´pend de π et α. D’apre`s [A4] paragraphe 3,
le facteur de normalisation rP ′|P (πλ) est le produit des r(α)(πλ) pour les orbites (α) a`
deux e´le´ments contenues dans ΣP ′|P (T ) et des rα(πλ) pour les α re´elles contenues dans
le meˆme ensemble.
De´finissons la fonction d’une variable complexe
Γ0(s) = ΓR(s)ΓR(s+ 1)
−1.
D’apre`s la formule usuelle Γ(s+ 1) = sΓ(s), on a
Γ0(s+ 1) =
2π
s
Γ0(s)
−1.
Conside´rons une racine α re´elle. Posons ǫ(α) = (−1)Nα et
ρα(πλ) = Γ0(< λ, αˇ >)
ǫ(α).
D’apre`s la formule ci-dessus, on a
rα(πλ) = ρα(πλ)(
2π
< λ, αˇ >
)Nα.
On de´finit ρP ′|P (πλ) comme les produit des ρα(πλ) sur les racines re´elles α contenues
dans ΣP ′|P (T ). On pose
rratP ′|P (πλ) = ρP ′|P (πλ)
−1rP ′|P (πλ).
Il re´sulte des formules ci-dessus que rratP ′|P (πλ) est une fonction rationnelle en λ. Remar-
quons qu’au contraire, la fonction ρP ′|P (πλ) peut avoir une infinite´ d’hyperplans polaires.
On pose
RratP ′|P (πλ) = ρP ′|P (πλ)
−1JP ′|P (πλ) = r
rat
P ′|P (πλ)RP ′|P (πλ).
Cet ope´rateur est rationnel en λ. On entend par la` la proprie´te´ suivante. On peut re´aliser
les espaces des induites IndGP (πλ) et Ind
G
P ′(πλ) comme des espaces de fonctions sur K
inde´pendants de λ. Ils sont munis de produits hermitiens de´finis positifs. Soient e ∈
IndGP (πλ) et e
′ ∈ IndGP ′(πλ) deux e´le´ments K-finis. Alors le produit hermitien
(e′, RratP ′|P (πλ)(e))
est une fonction rationnelle en λ. On peut pre´ciser que ses hyperplans polaires sont
d’e´quations < λ, αˇ >= c pour des racines α de AM dans G (la de´finition exacte de αˇ
n’ayant pas beaucoup d’importance). On prendra garde toutefois que les poˆles de´pendent
des K-types selon lesquels se transforment e et e′. En ge´ne´ral, il n’y a pas un nombre fini
d’hyperplans hors desquels la fonction ci-dessus n’a pas de poˆle quels que soient e et e′.
Conside´rons maintenant le cas ge´ne´ral ou` π est une repre´sentation irre´ductible tempe´re´e
quelconque. On peut fixer
-un groupe de Levi R deM contenantM0 et un sous-groupe parabolique S ∈ PM (R) ;
- une repre´sentation σ de R(R), irre´ductible, de la se´rie discre`te et telle que ωσ soit
trivial sur AR ;
- un e´le´ment λ0 ∈ iA∗R ;
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de sorte que π soit une sous-repre´sentation de l’induite IndMS (σλ0). Soient P, P
′ ∈ P(M)
et λ ∈ A∗M,C. Notons Q et Q′ les e´le´ments de P(R) tels que Q ⊂ P , Q′ ⊂ P ′, Q ∩M =
Q′ ∩M = S. On pose
ρP ′|P (πλ) = ρQ′|Q(σλ0+λ),
rratP ′|P (πλ) = r
rat
Q′|Q(σλ0+λ),
et on de´finit comme ci-dessus
RratP ′|P (πλ) = ρP ′|P (πλ)
−1JP ′|P (πλ) = r
rat
P ′|P (πλ)RP ′|P (πλ).
Ces termes ont les meˆmes proprie´te´s que ci-dessus.
On a suppose´ π irre´ductible. Remarquons que l’on peut poser les meˆmes de´finitions
pour une repre´sentation π re´ductible qui est une sous-repre´sentation d’une induite IndMS (σλ0)
comme ci-dessus.
5.2 Caracte`res ponde´re´s rationnels
Soient M˜ ∈ L(M˜0), R˜ un espace de Levi de M˜ contenant M˜0 et σ˜ une ω-repre´sentation
elliptique de R˜(R). Fixons un espace parabolique S˜ ∈ PM˜ (R˜) et posons π˜ = IndM˜
S˜
(σ˜).
Fixons P˜ ∈ P(M˜) et soit λ ∈ A∗
M˜,C
. A la suite d’Arthur, on a de´fini en [W2] 2.7
un ope´rateur MG˜
M˜
(πλ) de l’espace de la repre´sentation Ind
G˜
P˜
(πλ), qui est me´romorphe
en λ. Rappelons sa de´finition. La repre´sentation sous-jacente π de M(R) n’est pas
irre´ductible en ge´ne´ral, mais ve´rifie la dernie`re proprie´te´ du paragraphe pre´ce´dent. Pour
P˜ ′ ∈ P(M˜), on peut donc de´finir les termes rP ′|P (πλ) etc... On pose µP ′|P (πλ) =
rP |P ′(πλ)
−1rP ′|P (πλ)
−1. Pour Λ ∈ iA∗
M˜
, on de´finit l’ope´rateur
M(πλ; Λ, P˜ ′) = µP ′|P (πλ)−1µP ′|P (πλ+Λ/2)JP ′|P (πλ)−1JP ′|P (πλ+Λ).
La famille (M(πλ; Λ, P˜ ′))P˜ ′∈P(M˜) est une (G˜, M˜)-famille a` valeurs ope´rateurs. L’ope´rateur
MG˜
M˜
(πλ) est de´duit de cette famille de la fac¸on habituelle.
Avec les meˆmes notations que ci-dessus, posons µratP ′|P (πλ) = r
rat
P |P ′(πλ)
−1rratP ′|P (πλ)
−1
et de´finissons l’ope´rateur
Mrat(πλ; Λ, P˜ ′) = µratP ′|P (πλ)−1µratP ′|P (πλ+Λ/2)RratP ′|P (πλ)−1RratP ′|P (πλ+Λ).
La famille (Mrat(πλ; Λ, P˜ ′))P˜ ′∈P(M˜) est encore une (G˜, M˜)-famille a` valeurs ope´rateurs.
On en de´duit encore un ope´rateur que l’on noteMrat,G˜
M˜
(πλ). Il est clair qu’il est rationnel
en λ. Ses hyperplans polaires sont d’e´quations < λ, αˇ >= c pour les racines α de AM˜
dans G. On a
(1) l’ope´rateur Mrat,G˜
M˜
(πλ) n’a pas de poˆle pour λ ∈ iA∗M˜ .
En effet, la de´monstration de [A5] proposition 2.3 s’applique.
Rappelons que l’on a fixe´ une fonction HM˜ : M˜(R) → AM˜ qui permet de de´finir la
ω-repre´sentation π˜λ, cf. [IV] 1.1. Pour f ∈ C∞c (G˜(R)), on a de´fini le caracte`re ponde´re´
de π˜λ par
J G˜
M˜
(π˜λ, f) = trace(MG˜M˜(πλ)IndG˜P˜ (π˜λ, f)).
On de´finit de meˆme le caracte`re ponde´re´ ”rationnel”
Jrat,G˜
M˜
(π˜λ, f) = trace(Mrat,G˜M˜ (πλ)IndG˜P˜ (π˜λ, f)).
73
Il ve´rifie les meˆmes proprie´te´s que le pre´ce´dent et on utilisera ces proprie´te´s sans plus de
commentaires. Il n’est pas rationnel en λ car l’ope´rateur IndG˜
P˜
(π˜λ, f) n’est pas rationnel.
Mais ce dernier est holomorphe en λ et a` de´croissance rapide dans les bandes verticales,
au sens suivant. Pour un espace vectoriel re´el V de dimension finie et pour une fonction ψ
me´romorphe sur le complexifie´ VC, on dit que ψ est a` de´croissance rapide dans les bandes
verticales si, pour tout sous-ensemble compact Γ ⊂ V tel que cette fonction ψ n’ait pas
de poˆle sur Γ + iV , celle-ci est a` de´croissance rapide sur cet ensemble. Les proprie´te´s de
l’ope´rateur Mrat,G˜
M˜
(πλ) entraˆınent les proprie´te´s suivantes :
(2) Jrat,G˜
M˜
(π˜λ, f) n’a qu’un nombre fini d’hyperplans polaires ;
(3) chacun de ces hyperplans est d’e´quation < λ, αˇ >= c ou` α est une racine de AM˜
dans G et c ∈ C ;
(4) λ 7→ Jrat,G˜
M˜
(π˜λ, f) est a` de´croissance rapide dans les bandes verticales.
Les hyperplans polaires de´pendent de f . Toutefois, on a le raffinement suivant. Rap-
pelons que, pour un ensemble fini Ω de K-types, on note C∞c (G˜(R),Ω) le sous-espace des
f ∈ C∞c (G˜(R)) qui se transforment a` droite et a` gauche selon des K-types appartenant
a` Ω, cf. [IV] 3.4. Alors
(5) soit Ω un ensemble fini de K-types ; alors il existe un ensemble fini d’hyperplans
de la forme (3) tel que, pour f ∈ C∞c (G˜(R),Ω), les hyperplans polaires de Jrat,G˜M˜ (π˜λ, f)
appartiennent a` cet ensemble.
Le terme Jrat,G˜
M˜
(π˜λ, f) n’a pas de poˆle pour λ ∈ iA∗M˜ . Pour X ∈ AM˜ , on peut de´finir
Jrat,G˜
M˜
(π˜, X, f) =
∫
iA∗
M˜
Jrat,G˜
M˜
(π˜λ, f)e
<−λ,X> dλ.
On obtient une fonction de Schwartz en X . On a de´fini en [W2] 6.4 l’espace C∞ac (G˜(R)).
C’est celui des fonctions f : G˜(R) → C telles que f(b ◦ HG˜) ∈ C∞c (G˜(R)) pour toute
fonction b ∈ C∞c (AG˜). Comme en [W2] 6.4, on peut e´tendre la de´finition de Jrat,G˜M˜ (π˜, X, f)
par continuite´ a` f ∈ C∞ac (G˜(R)).
On a impose´ a` π˜ d’eˆtre une induite π˜ = IndM˜
S˜
(σ˜) ou` σ˜ est une ω-repre´sentation
elliptique de R˜(R). Par line´arite´, les termes Jrat,G˜
M˜
(π˜λ, f) et J
rat,G˜
M˜
(π˜, X, f) s’e´tendent
a` π˜ ∈ IndM˜
R˜
(Dell(R˜(R), ω)), cf. [IV] 1.2. Il est plus ou moins clair que ces termes sont
invariants par l’action du groupeWM(M˜0) sur cet espace. En utilisant la version tempe´re´e
de la de´composition [IV] 1.2(2), on peut alors e´tendre ces termes par line´arite´ a` tout
π˜ ∈ Dtemp(M˜(R), ω).
5.3 L’application φrat,G˜
M˜
On conserve la meˆme situation. On vient de rappeler la de´finition de l’espace C∞ac (G˜(R)).
On note C∞c (G˜(R), K), resp. C
∞
ac (G˜(R), K), le sous-espace des e´le´ments de C
∞
c (G˜(R)),
resp. de C∞ac (G˜(R)), qui sont K-finis a` droite et a` gauche. On note I(G˜(R), ω,K), resp.
Iac(G˜(R), ω), Iac(G˜(R), ω,K), le quotient de C
∞
c (G˜(R), K), resp. C
∞
ac (G˜(R)), C
∞
ac (G˜(R), K),
par le sous-espace des e´le´ments f tels que IG˜(γ, ω, f) = 0 pour tout γ ∈ G˜(R) fortement
re´gulier. On pose KM = K ∩M(R).
Proposition. Il existe une unique application line´aire
φrat,G˜
M˜
: C∞ac (G˜(R))→ Iac(M˜(R))
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telle que, pour tout π˜ ∈ Dtemp(M˜(R), ω) et tout X ∈ AM˜ , on ait l’e´galite´
IM˜(π˜, X, φrat,G˜
M˜
(f)) = Jrat,G˜
M˜
(π˜, X, f).
L’application φrat,G˜
M˜
envoie C∞ac (G˜(R), K) dans Iac(M˜(R), K
M).
Preuve. La preuve de la premie`re assertion est la meˆme que celle de la proposition
6.4 de [W2]. Supposons f K-finie a` droite et a` gauche. Elle se de´compose donc selon un
nombre fini de K-types, qui eux-meˆmes se de´composent en un nombre fini de KM -types.
Si π˜ est l’induite d’une ω-repre´sentation elliptique d’un espace de Levi de M˜ , il re´sulte
des constructions que Jrat,G˜
M˜
(π˜, X, f) = 0 si aucun de ces KM -types n’apparaˆıt dans π.
Le the´ore`me de Paley-Wiener de Delorme-Mezo (repris en [W2] 6.2) conduit alors a` la
seconde assertion. 
De la de´finition re´sulte que
(1) soient f ∈ C∞c (G˜(R)) et π˜ ∈ Dtemp(M˜(R), ω) ; alors la fonctionX 7→ IM˜(π˜, X, φrat,G˜M˜ (f))
est de Schwartz sur AM˜ .
Comme toujours, on e´limine les choix de mesures de Haar en de´finissant plus cano-
niquement une application
φrat,G˜
M˜
: C∞ac (G˜(R))⊗Mes(G(R))→ Iac(M˜(R))⊗Mes(M(R)).
5.4 Relation entre les applications φG˜
M˜
et φrat,G˜
M˜
Fixons un sous-tore maximal T de M . Pour β ∈ Σ(T ), la coracine βˇ peut eˆtre
conside´re´e comme une forme line´aire sur X∗(T )⊗ZR et se restreint en une forme line´aire
βˇM˜ sur A∗M˜ , autrement dit en un e´le´ment βˇM˜ ∈ AM˜ . Notons Σˇ⋆(AM˜) l’ensemble de
ces restrictions βˇM˜ qui sont non nulles. Cet ensemble ne de´pend pas du choix de T .
Soit π˜ une ω-repre´sentation de M˜(R), supposons comme en 5.1 que π est une sous-
repre´sentation d’une induite IndMS (σλ0) ou` σ est de la se´rie discre`te de R(R) et ωσ = 1
sur AR. Supposons que T est un sous-tore maximal elliptique de R. Soit αˇ ∈ Σˇ⋆(AM˜).
Notons Eαˇ(π) l’ensemble des β ∈ Σ(T ) qui sont re´elles et telles que βˇM˜ = αˇ. Cet ensemble
de´pend de π car la notion de racine re´elle de´pend de la structure sur R de T ; ce tore
lui-meˆme de´pend de R qui depend de π. Pour tout β ∈ Eαˇ(π), on a de´fini la fonction
ρβ(πλ) pour λ ∈ A∗M,C, a fortiori pour λ ∈ A∗M˜,C. Pour un tel λ, elle est de la forme
ρβ(πλ) = Γ0(< λ0, βˇ > + < λ, αˇ >)
ǫ(β)
ou` ǫ(β) ∈ {±1}. Nous noterons maintenant e au lieu de β les e´le´ments de Eαˇ(π). Pour
e = β, on pose ǫ(e) = ǫ(β) et µ(e) =< λ0, βˇ >. Remarquons que µ(e) est imaginaire. La
formule pre´ce´dente devient
ρe(πλ) = Γ0(µ(e)+ < λ, αˇ >)
ǫ(e).
On pose
ραˇ(πλ) =
∏
e∈Eαˇ(π)
ρe(πλ).
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Remarquons qu’il y a une bijection naturelle de E−αˇ(π) sur Eαˇ(π), que l’on peut noter
e 7→ −e, de sorte que µ(−e) = −µ(e) et ǫ(−e) = ǫ(e). On a ainsi la formule
ρ−αˇ(πλ¯) = ραˇ(πλ).
Pour P˜ , P˜ ′ ∈ P(M˜), on de´finit les sous-ensembles ΣˇUP⋆ (AM˜) et Σˇ⋆,P ′|P (AM˜ ) en imitant
les de´finitions de 5.1. Il re´sulte des constructions de ce paragraphe que
(1) ρP ′|P (πλ) =
∏
αˇ∈Σˇ⋆,P ′|P (AM˜ )
ραˇ(πλ).
Conside´rons P˜ comme fixe´. Pour Λ ∈ iA∗
M˜
, posons
(2) ρ(πλ : Λ, P˜
′) = ρP |P ′(πλ)ρP |P ′(πλ+Λ/2)
−1ρP ′|P (πλ+Λ/2)
−1ρP ′|P (πλ+Λ).
Il re´sulte des de´finitions que l’on a l’e´galite´
M(πλ; Λ, P˜ ′) = ρ(πλ : Λ, P˜ ′)Mrat(πλ; Λ, P˜ ′).
La famille (ρ(πλ : Λ, P˜
′))P˜ ′∈P(M˜) est une (G˜, M˜)-famille. Les descriptions ci-dessus montrent
qu’elle est d’une forme particulie`re pour laquelle le corollaire 6.5 de [A6] s’applique. C’est-
a`-dire que l’on a l’e´galite´
MG˜
M˜
(πλ) =
∑
L˜∈L(M˜)
ρL˜
M˜
(πλ)Mrat,G˜L˜ (πλ).
En utilisant les proprie´te´s usuelles de commutation des ope´rateurs d’entrelacement a`
l’induction, on obtient la formule suivante, pour tout f ∈ C∞c (G˜(R)) :
(3) J G˜
M˜
(π˜λ, f) =
∑
L˜∈L(M˜)
ρL˜
M˜
(πλ)J
rat,G˜
L˜
(IndL˜
Q˜
(π˜λ), f),
ou`, pour tout L˜, on a fixe´ un espace parabolique Q˜ ∈ P L˜(M˜).
Calculons la fonction ρG˜
M˜
(πλ). Conside´rons l’ensemble des ensembles αˇ = {αˇi; i =
1, ..., n} ou` les αˇi sont des e´le´ments line´airements inde´pendants de Σˇ⋆(AM˜) et ou` n =
aM˜ − aG˜. Disons que deux tels ensembles αˇ = {αˇi; i = 1, ..., n} et αˇ′ = {αˇ′i; i = 1, ..., n}
sont e´quivalents si, quitte a` changer leur nume´rotation, on a αˇ′i = ±αˇi pour tout i.
Notons J G˜
M˜
l’ensemble des classes d’e´quivalence. Puisqu’on a fixe´ un espace parabolique
P˜ , on peut identifier J G˜
M˜
a` l’ensemble des αˇ = {αˇi; i = 1, ..., n} comme ci-dessus tels
que αˇi ∈ ΣˇUP⋆ (AM˜) et c’est ce que nous faisons pour quelque temps. Pour un e´le´ment
αˇ = {αˇi; i = 1, ..., n} de cet ensemble, on note m(αˇ) le volume du quotient de AG˜M˜ par le
Z-module engendre´ par les αˇi. Pour αˇ ∈ Σˇ⋆(AM˜), posons
cαˇ(πλ; Λ) = ρ−αˇ(πλ)ραˇ(πλ+Λ/2)
−1ρ−αˇ(πλ+Λ/2)
−1ραˇ(πλ+Λ).
Conside´rons pour un instant λ comme une constante. Pour e ∈ Eαˇ(π), de´finissons la
fonction ce d’une variable complexe s par
ce(s) = Γ0(−µ(e)− < λ, αˇ >)ǫ(e)Γ0(µ(e)+ < λ, αˇ > +s/2)−ǫ(e)
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Γ0(−µ(e)− < λ, αˇ > −s/2)−ǫ(e)Γ0(µ(e)+ < λ, αˇ > +s)ǫ(e).
Il re´sulte des descriptions ci-dessus que
cαˇ(πλ : Λ) =
∏
e∈Eαˇ(π)
ce(< Λ, αˇ >).
Il re´sulte de (1) et (2) que
ρ(πλ : Λ, P˜
′) =
∏
αˇ∈Σˇ⋆,P ′|P (AM˜ )
cαˇ(πλ; Λ).
On peut alors utiliser le lemme 7.1 de [A7] qui calcule ρG˜
M˜
(πλ) sous la forme :
ρG˜
M˜
(πλ) =
∑
αˇ={αˇi;i=1,...,n}∈J G˜
M˜
m(αˇ)
∏
i=1,...,n
∑
e∈Eαˇi(π)
c′e(0).
Le terme c′e(0) est la de´rive´e de ce e´value´e en 0. On calcule
c′e(0) =
ǫ(e)
2
(
Γ′0(µ(e)+ < λ, αˇi >)
Γ0(µ(e)+ < λ, αˇi >)
+
Γ′0(−µ(e)− < λ, αˇi >)
Γ0(−µ(e)− < λ, αˇi >)
)
.
De´finissons la fonction Γ1 d’une variable complexe s par
Γ1(s) =
1
4
(
Γ′(s/2)
Γ(s/2)
+
Γ′(−s/2)
Γ(−s/2) −
Γ′((1 + s)/2)
Γ((1 + s)/2)
− Γ
′((1− s)/2)
Γ((1− s)/2)
)
.
On obtient
c′e(0) = ǫ(e)Γ1(µ(e)+ < λ, αˇi >),
d’ou`
(4) ρG˜
M˜
(πλ) =
∑
αˇ={αˇi;i=1,...,n}∈J G˜
M˜
m(αˇ)
∏
i=1,...,n
∑
e∈Eαˇi(π)
ǫ(e)Γ1(µ(e)+ < λ, αˇi >).
On a suppose´ que les αˇi e´taient positifs relativement a` P . En vertu des proprie´te´s des
ensembles Eαˇi(π) et de la parite´ de la fonction Γ1, on voit que cette formule ne change
pas si l’on remplace αˇi par −αˇi. Elle reste donc correcte en conside´rant J G˜M˜ comme un
ensemble de classes d’e´quivalence comme on l’a de´fini plus haut.
Notons U G˜
M˜
l’espace de fonctions sur A∗
M˜,C
engendre´ par les fonctions de la forme
λ 7→
∏
i=1,...,n
Γ1(ci+ < λ, αˇi >)
ou` αˇ = {αˇi; i = 1, ..., n} parcourt J G˜M˜ , ou plus exactement un ensemble de repre´sentants
de cet ensemble de classes, et ou`, pour tout i = 1, ..., n, ci est un nombre imaginaire. La
formule ci-dessus montre que la fonction λ 7→ ρG˜
M˜
(πλ) appartient a` U
G˜
M˜
. On de´montre
classiquement la formule
Γ1(s) =
∑
k≥1
(−1)k k
s2 − k2 .
Pour u ∈ U G˜
M˜
, on en de´duit aise´ment les proprie´te´s suivantes :
(5) la fonction u n’a pas de poˆle sur iA∗
M˜
; pour tout sous-ensemble compact Ω ⊂ A∗
M˜
tel que u n’ait pas de poˆle sur Ω + iA∗
M˜
, la fonction u et ses de´rive´es sont borne´es sur
cet ensemble.
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5.5 L’application θrat,G˜
M˜
Nous allons de´finir une application line´aire
θrat,G˜
M˜
: C∞c (G˜(R))⊗Mes(G(R))→ Iac(M˜(R), ω)⊗Mes(M(R)).
On doit admettre par re´currence certaines de ses proprie´te´s. A savoir qu’elle se prolonge a`
l’espace C∞ac (G˜(R))⊗Mes(G(R)), qu’elle est continue et se quotiente en une application
line´aire de´finie sur Iac(G˜(R), ω)⊗Mes(G(R)). On pose alors la de´finition
θrat,G˜
M˜
(f) = φG˜
M˜
(f)−
∑
L˜∈L(M˜),L˜ 6=G˜
θrat,L˜
M˜
(φrat,G˜
L˜
(f)).
La preuve des proprie´tes e´voque´es ci-dessus est formelle a` partir des proprie´te´s de l’ap-
plication φG˜
M˜
, que l’on a prouve´es en [V] 1.2, et des proprie´te´s analogues de l’application
φrat,G˜
M˜
.
5.6 Un lemme auxiliaire
Pour simplifier, on fixe des mesures de Haar sur tous les groupes intervenant.
Lemme. Soient π˜1, ..., π˜n un ensemble fini d’e´le´ments de Dtemp(M˜(R), ω). Il existe un
sous-ensemble H de A∗
M˜,C
qui est une re´union finie de sous-espaces affines propres inva-
riants par translations par A∗
G˜,C
de sorte que, pour tout λ ∈ iA∗
M˜
, λ 6∈ H, et pour tout
φ ∈ I(M˜(R), ω), il existe f ∈ I(G˜(R), ω) de sorte que l’on ait l’e´galite´
IM˜(π˜i,λ, fM˜,ω) = I
M˜(π˜i,λ, φ)
pour tout i = 1, ..., n.
Preuve. Soit f ∈ I(G˜(R), ω). Pour tout R˜ ∈ L(M˜0) et tout e ∈ Dell,0(R˜(R), ω),
on de´finit la fonction ϕR˜,e,f sur A∗R˜,C par ϕR˜,e,f(µ) = I R˜(eµ, fR˜,ω). On rappelle que
le the´ore`me de Paley-Wiener affirme que l’application qui a` f associe la collection de
fonctions (ϕR˜,e,f)R˜∈L(M˜0),e∈Dell,0(R˜(R),ω) est une bijection de I(G˜(R), ω) sur un espace
PW∞(G˜, ω) de´crit en [IV] 1.4. C’est l’espace des familles (ϕR˜,e)R˜∈L(M˜0),e∈Dell,0(R˜(R),ω) de
fonctions qui ve´rifient certaines conditions d’analycite´, de croissance et d’invariance re-
lativement a` l’action de W (M˜0). Pre´cisons cette dernie`re condition. Pour w ∈ W (M˜0)
et R˜ ∈ L(M˜0), w induit un isomorphisme de Dell,0(R˜(R), ω) sur Dell,0(w(R˜)(R), ω), que
l’on note encore w. Conside´rons la proprie´te´
(1)R˜,w ϕw(R˜),w(e)(w(µ)) = ϕ(R˜, e, µ) pour tout e ∈ Dell,0(R˜(R), ω) et tout µ ∈ A∗R˜,C.
La condition est que (1)R˜,w doit eˆtre ve´rifie´e pour tout R˜ ∈ L(M˜0) et tout w ∈
W (M˜0). L’espace I(M˜(R), ω) se de´crit aussi comme un espace de familles (ϕR˜,e)R˜∈L(M˜0),e∈Dell,0(R˜(R),ω).
Elles doivent ve´rifier les meˆmes conditions d’analycite´ et de croissance que pre´ce´demment.
Ce qui change est la condition d’invariance. Cette condition est maintenant que (1)R˜,w
doit eˆtre ve´rifie´e pour tout R˜ ∈ L(M˜0) avec R˜ ⊂ M˜ et pour tout w ∈ WM(M˜0). On doit
de plus avoir
(2) ϕR˜,e = 0 si R˜ 6⊂ M˜ .
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On ne perd rien a` remplacer les π˜i par d’autres e´le´ments de Dtemp(M˜(R), ω) qui
engendrent le meˆme sous-espace. On peut donc supposer que, pour tout i = 1, ..., n, il
existe
- R˜i ∈ LM˜(M˜0) ;
- ei ∈ Dell,0(R˜i(R), ω) et µi ∈ iA∗R˜ (le dernier i e´tant
√−1) ;
de sorte que π˜i soit l’induite de R˜i a` M˜ de ei,µi . L’e´galite´ de l’e´nonce´ s’e´crit alors
(3) ϕR˜i,ei,f(µi + λ) = ϕR˜i,ei,φ(µi + λ).
Conside´rons l’ensemble des triplets (i, j, w), ou` i, j ∈ {1, ..., n} et w ∈ W (M˜0) −
WM(M˜0), tels que w(R˜i) = R˜j . Puisque w 6∈ WM(M˜0), l’ensemble des λ ∈ A∗M˜,C ve´rifiant
l’e´quation w(µi + λ) = µj + λ est soit vide, soit un sous-espace affine propre invariant
par translations par A∗
G˜,C
. On note H la re´union de ces ensembles. Soit λ ∈ iA∗
M˜
tel que
λ 6∈ H. Soit R˜ ∈ L(M˜0). Conside´rons les deux ensembles suivants
E ′(R˜) est l’ensemble des w(µi+λ) pour i = 1, ..., n et w ∈ WM(M˜0) tels que w(R˜i) =
R˜ ;
E ′′(R˜) est l’ensemble des w(µi + λ) pour i = 1, ..., n et w ∈ W (M˜0)−WM(M˜0) tels
que w(R˜i) = R˜.
Puisque λ 6∈ H, ces ensembles sont disjoints. On peut donc fixer un polynoˆme pR˜ sur
A∗
R˜,C
de sorte que pR˜(µ) = 1 pour tout µ ∈ E ′(R˜) et pR˜(µ) = 0 pour tout µ ∈ E ′′(R˜).
Soit φ ∈ I(M˜(R), ω), que l’on de´crit par la collection (ϕR˜,e,φ)R˜∈L(M˜0),e∈Dell,0(R˜(R),ω) comme
ci-dessus. Pour R˜ ∈ L(M˜0), e ∈ Dell,0(R˜(R), ω) et µ ∈ A∗R˜,C, posons
(4) ϕR˜,e(µ) = |WM(M˜0)|−1
∑
w∈W (M˜0)
ϕw(R˜),w(e),φ(w(µ))pw(R˜)(w(µ)).
La famille (ϕR˜,e)R˜∈L(M˜0),e∈Dell,0(R˜(R),ω) ve´rifie les conditions d’analycite´ et de croissance
requises pour appartenir a` l’espace PW∞(G˜, ω). Elle ve´rifie aussi par de´finition la condi-
tion d’invariance (1)R˜,w pour tout R˜ ∈ L(M˜0) et tout w ∈ W (M˜0). Elle appartient donc
a` cet espace de Paley-Wiener. Donc il existe f ∈ I(G˜(R), ω) telle que ϕR˜,e,f = ϕR˜,e
pour tous R˜, e. Il reste a` prouver que la condition (3) est ve´rifie´e. Fixons i ∈ {1, ..., n}.
Soit w ∈ W (M˜0). Si w 6∈ WM(M˜0), l’e´le´ment w(µi + λ) appartient a` E ′′(w(R˜i)). Donc
pw(R˜)(w(µi + λ)) = 0. Si w ∈ WM(M˜0), l’e´le´ment w(µi + λ) appartient a` E ′(w(R˜)) donc
pw(R˜)(w(µi + λ)) = 1. La de´finition (4) donne alors
ϕR˜i,ei(µi + λ) = |WM(M˜0)|−1
∑
w∈WM(M˜0)
ϕw(R˜i),w(ei),φ(w(µi + λ)).
Mais tous les termes de cette somme sont e´gaux a` ϕR˜i,ei,φ(µi + λ) d’apre`s la condition
d’invariance ve´rifie´e par la famille (ϕR˜,e,φ)R˜∈L(M˜0),e∈Dell,0(R˜(R),ω). L’e´galite´ ci-dessus devient
(3), ce qui ache`ve la de´monstration. 
On peut renforcer le lemme de la fac¸on suivante.
Lemme bis. Soient π˜1, ..., π˜n un ensemble fini d’e´le´ments de Dtemp(M˜(R), ω). Il existe
un sous-ensemble H de A∗
M˜,C
, qui est une re´union finie de sous-espaces affines propres
invariants par translations par A∗
G˜,C
, et il existe un ensemble fini Ω de K-types de sorte
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que, pour tout λ ∈ iA∗
M˜
, λ 6∈ H, et pour tout φ ∈ I(M˜(R), ω), il existe f ∈ I(G˜(R), ω,Ω)
de sorte que l’on ait l’e´galite´
IM˜(π˜i,λ, fM˜,ω) = I
M˜(π˜i,λ, φ)
pour tout i = 1, ..., n.
Preuve. Notons pw : I(G˜(R), ω)→ PW∞(G˜, ω) l’isomorphisme du the´ore`me de Re-
nard, cf. [IV] 1.4. Avec la terminologie introduite en [IV] 3.5, il existe un ensemble fini
Ωpw de types spectraux de sorte que, pour tous i et λ, IM˜(π˜i,λ, fM˜,ω) ne de´pende que de
la projection de pw(f) dans le sous-espace PW (G˜, ω,Ωpw). D’apre`s le the´ore`me de De-
lorme et Mezo, on peut fixer un ensemble fini Ω deK-types de sorte que PW (G˜, ω,Ωpw) ⊂
pw(I(G˜(R), ω,Ω)). Il suffit alors de remplacer la fonction f fournie par le lemme pre´ce´dent
par une fonction f ′ ∈ I(G˜(R), ω,Ω) telle que la projection de pw(f) dans PW (G˜, ω,Ωpw)
soit e´gale a` pw(f ′). 
Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On a de´fini un sous-espace
”instable” Dinstell,0(M˜), cf. [IV] 2.2.
Lemme ter. Soient π˜1, ..., π˜n un ensemble fini d’e´le´ments de D
inst
ell,0(M˜(R)). Il existe
un sous-ensemble H de A∗
M˜,C
, qui est une re´union finie de sous-espaces affines propres
invariants par translations par A∗
G˜,C
, et il existe un ensemble fini Ω de K-types de sorte
que, pour tout λ ∈ iA∗
M˜
, λ 6∈ H, et pour tout φ ∈ I(M˜(R)), il existe f ∈ I(G˜(R),Ω) de
sorte que
- l’image de f dans SI(G˜(R)) soit nulle ;
- on ait l’e´galite´
IM˜(π˜i,λ, fM˜,ω) = I
M˜(π˜i,λ, φ)
pour tout i = 1, ..., n.
Preuve. On a de´compose´ l’espace de Paley-Wiener PW∞(G˜) en somme de deux sous-
espaces PW∞,st(G˜) et PW∞,inst(G˜), cf. [IV] 2.3. L’hypothe`se d’instabilite´ des π˜i entraˆıne
que la conclusion ne de´pend que de la projection de pw(f) dans PW∞,inst(G˜). On peut
remplacer la fonction f fournie par le lemme bis par une fonction f ′ telle que pw(f ′) a une
projection nulle dans PW∞,st(G˜) et la meˆme projection que pw(f) dans PW∞,inst(G˜).
La premie`re condition implique que l’image de f ′ dans SI(G˜(R)) est nulle, d’apre`s le
the´ore`me [IV] 2.3. 
5.7 Proprie´te´s de l’application θrat,G˜
M˜
Les proprie´te´s de´montre´es en [VIII] 1.6 de l’application cθG˜
M˜
sur un corps de base
non-archime´dien valent aussi pour notre application θrat,G˜
M˜
. Les de´monstrations en sont
les meˆmes.
On a de´fini l’espace Dtemp(G˜(R), ω) engendre´ par les caracte`res de repre´sentations
tempe´re´es et son sous-espaceDtemp,0(G˜(R), ω) engendre´ par les caracte`res de repre´sentations
tempe´re´es dont le caracte`re central ωπ est trivial sur AG˜. Ainsi, l’application
Dtemp,0(G˜(R), ω)× iA∗G˜ → Dtemp(G˜(R), ω)
(π˜, λ) 7→ π˜λ
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est bijective. On a de´fini en 5.4 l’espace U G˜
M˜
. Conside´rons un e´le´ment v ∈ U G˜
M˜
⊗Dtemp,0(M˜(R), ω)⊗
Mes(M(R))∗, un e´le´ment λ ∈ A∗
M˜,C
et une fonction f ∈ I(M˜(R), ω)⊗Mes(M(R)). On
peut e´crire v =
∑
j=1,...,k ujπ˜j ou` les uj sont des e´le´ments de U
G˜
M˜
et les π˜j appartiennent
a` Dtemp,0(M˜(R), ω)⊗Mes(M(R))∗. On peut alors de´finir∑
j=1,...,k
uj(λ)I
M˜(π˜λ, f).
Cela ne de´pend pas de la de´composition choisie de v. On note IM˜(v(λ), f) cette expres-
sion. Remarquons que, puisque les uj(λ) et ses de´rive´es sont borne´es pour λ ∈ iA∗M˜ et
que IM˜(π˜λ, f) est de Schwartz sur cet ensemble, la fonction I
M˜(v(λ), f) est elle aussi de
Schwartz sur iA∗
M˜
.
Lemme. Il existe une unique application line´aire
ρG˜
M˜
: Dtemp,0(M˜(R), ω)⊗Mes(M(R))∗ → U G˜M˜ ⊗Dtemp,0(M˜(R), ω)⊗Mes(M(R))∗
ve´rifiant la condition suivante. Soient f ∈ I(G˜(R), ω)⊗Mes(G(R)), π˜ ∈ Dtemp,0(M˜(R), ω)⊗
Mes(M(R))∗ et X ∈ AM˜ . Alors on a l’e´galite´
IM˜(π˜, X, θrat,G˜
M˜
(f)) =
∫
iA∗
M˜
IM˜(ρG˜
M˜
(π˜;λ), fM˜,ω)e
−<λ,X> dλ.
Remarque. Il re´sulte de cette formule et de 5.4(5) que la transforme´e de Fourier
λ 7→ IM˜(π˜, λ, θrat,G˜
M˜
(f)) de la fonction X 7→ IM˜(π˜, X, θrat,G˜
M˜
(f)) s’e´tend en une fonction
me´romorphe sur tout A∗
M˜,C
. Elle est a` de´croissance rapide dans les bandes verticales.
Ses poˆles sont de la forme de´crite en 5.2(3). Par contre, le nombre de ces poˆles (ou plus
exactement ces hyperplans polaires) n’est pas toujours fini.
Preuve. Soit π˜ une ω-repre´sentation tempe´re´e de M˜(R). Supposons comme en 5.1
que π soit une sous-repre´sentation d’une induite IndMS (σλ0), ou` σ est de la se´rie discre`te
de R(R) et ωσ = 1 sur AR. On suppose de plus que le caracte`re central de π est trivial
sur AM˜ , c’est-a`-dire que λ0 annule cet espace. On de´finit ρG˜M˜(π˜) comme le produit u⊗ π˜,
ou` u est la fonction u(λ) = ρG˜
M˜
(πλ). Pour simplifier, on fixe des mesures sur les groupes
intervenant. Soit f ∈ C∞c (G˜(R)). L’e´galite´ de l’e´nonce´ s’e´crit plus explicitement
(1) IM˜(π˜, X, θrat,G˜
M˜
(f)) =
∫
iA∗
M˜
ρG˜
M˜
(πλ)I
M˜(π˜λ, fM˜,ω)e
−<λ,X> dλ.
On va ve´rifier cette e´galite´. On a par de´finition
(2) IM˜(π˜, X, θrat,G˜
M˜
(f)) = IM˜(π˜, X, φG˜
M˜
(f))−
∑
L˜∈L(M˜),L˜ 6=G˜
IM˜(π˜, X, θrat,L˜
M˜
(φrat,G˜
L˜
(f))).
Le premier terme est par de´finition J G˜
M˜
(π˜, X, f), c’est-a`-dire
(3) IM˜(π˜, X, φG˜
M˜
(f)) =
∫
iA∗
M˜
J G˜
M˜
(π˜λ, f)e
−<λ,X> dλ.
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. Fixons L˜ 6= G˜. On ne peut pas appliquer par re´currence la formule de l’e´nonce´ pour
calculer le terme indexe´ par L˜ car la fonction φrat,G˜
L˜
(f) n’est pas a` support compact en
ge´ne´ral. Mais, X e´tant fixe´, on choisit une fonction b ∈ C∞c (AL˜) qui vaut 1 au voisinage
de la projection XL˜ de X sur AL˜. Posons ϕ1 = θrat,L˜M˜ (φ
rat,G˜
L˜
(f))(b ◦HL˜). On a alors
IM˜(π˜, X, θrat,L˜
M˜
(φrat,G˜
L˜
(f))) = IM˜(π˜, X, ϕ1).
D’apre`s [VIII] 1.6(3) qui est valable pour notre application θrat,L˜
M˜
, on a ϕ1 = θ
rat,L˜
M˜
(ϕ2),
ou` ϕ2 = φ
rat,G˜
L˜
(f)(b ◦HL˜). Maintenant, ϕ2 est a` support compact et on peut appliquer
par re´currence la formule de l’e´nonce´. On obtient
IM˜(π˜, X, θrat,L˜
M˜
(φrat,G˜
L˜
(f))) =
∫
iA∗
M˜
ρL˜
M˜
(πλ)I
M˜(π˜λ, ϕ2,M˜ ,ω)e
−<λ,X> dλ.
Il est clair que ρL˜
M˜
(πλ) ne de´pend que de la projection de λ sur iAL˜,∗M˜ . On peut re´crire
l’e´galite´ ci-dessus
(4) IM˜(π˜, X, θrat,L˜
M˜
(φrat,G˜
L˜
(f))) =
∫
iAL˜,∗
M˜
ρL˜
M˜
(πµ)B(µ)e
−<µ,X> dµ,
ou`
B(µ) =
∫
iA∗
L˜
IM˜(π˜λ+µ, ϕ2,M˜ ,ω)e
−<λ,X> dλ.
Fixons Q˜ ∈ P L˜(M˜). On a aussi
B(µ) =
∫
iA∗
L˜
I L˜(IndL˜
Q˜
(π˜µ+λ), ϕ2)e
−<λ,X> dλ = I L˜(π˜µ, XL˜, ϕ2).
En se rappelant la de´finition ϕ2 = φ
rat,G˜
L˜
(f)(b ◦HL˜), on voit que le terme ci-dessus est
e´gal a` I L˜(IndL˜
Q˜
(π˜µ), XL˜, φ
rat,G˜
L˜
(f)). Ou encore, par de´finition,
B(µ) =
∫
iA∗
L˜
Jrat,G˜
L˜
(IndL˜
Q˜
(π˜µ+λ), f)e
−<λ,X> dλ.
On peut alors reconstituer la formule (4) sous la forme
(5) IM˜(π˜, X, θrat,L˜
M˜
(φrat,G˜
L˜
(f))) =
∫
iA∗
M˜
ρL˜
M˜
(πλ)J
rat,G˜
L˜
(IndL˜
Q˜
(π˜λ), f)e
−<λ,X> dλ,
puisque la fonction que l’on inte`gre est a` de´croissance rapide.
Les formules (2), (3) et (5) conduisent a` l’e´galite´
IM˜(π˜, X, θrat,G˜
M˜
(f)) =
∫
iA∗
M˜
C(λ)e−<λ,X> dλ,
ou`
C(λ) = J G˜
M˜
(π˜λ, f)−
∑
L˜∈L(M˜),L˜ 6=G˜
ρL˜
M˜
(πλ)J
rat,G˜
L˜
(IndL˜
Q˜
(π˜λ), f).
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D’apre`s 5.4(3), on a C(λ) = ρG˜
M˜
(πλ)I
G˜(IndG˜
Q˜
(π˜λ), f) ou` Q˜ ∈ P(M˜), ou encore C(λ) =
ρG˜
M˜
(πλ)I
M˜(π˜λ, fM˜,ω). La formule pre´ce´dente devient (1). Cela prouve cette relation.
On vient de prouver l’existence de ρG˜
M˜
(π˜) pour un ensemble de π˜ qui engendre
line´airement l’espace Dtemp,0(M˜(R), ω). On peut donc de´finir par line´arite´ une appli-
cation ρG˜
M˜
qui ve´rifie l’e´galite´ de l’e´nonce´. On doit prouver son unicite´. Celle-ci re´sulte
de l’assertion suivante
(6) soit v ∈ U G˜
M˜
⊗ Dtemp,0(M˜(R), ω) ; supposons que, pour tout f ∈ I(G˜(R), ω) et
tout X ∈ AM˜ , on ait l’e´galite´∫
iA∗
M˜
IM˜(v(λ), fM˜,ω)e
−<λ,X> dλ = 0;
alors v = 0.
Par inversion de Fourier, l’hypothe`se e´quivaut a` l’e´galite´
IM˜(v(λ), fM˜,ω) = 0
pour tout f ∈ I(G˜(R), ω) et tout λ ∈ iA∗
M˜
. Ecrivons v =
∑
i=1,...,k ui ⊗ π˜i, ou` ui ∈ U G˜M˜
et π˜i ∈ Dtemp,0(M˜(R), ω) pour tout i. On peut supposer que ui 6= 0 pour tout i et que
la famille (π˜i)i=1,...,k est line´airement inde´pendante. Si v 6= 0, on a k ≥ 1 et on peut
fixer φ1 ∈ I(M˜(R), ω) tel que IM˜(π˜1, φ1) = 1 tandis que IM˜(π˜i, φ1) = 0 pour tout i ≥ 2.
Introduisons l’ensembleH du lemme 5.6 pour notre famille (π˜i)i=1,...,k. Fixons λ ∈ iA∗M˜ tel
que λ 6∈ H et u1(λ) 6= 0. De´finissons la fonction φ sur M˜(R) par φ(γ) = e−<λ,HM˜ (γ)>φ1(γ).
On a
IM˜(π˜i,λ, φ) = I
M˜(π˜i, φ1)
pour tout i. Associons a` φ une fonction f ∈ I(G˜(R), ω) satisfaisant la conclusion du
lemme 5.6. On a alors IM˜(π˜1,λ, fM˜,ω) = 1 tandis que I
M˜(π˜i,λ, fM˜,ω) = 0 pour tout i ≥ 2.
Alors IM˜(v(λ), fM˜,ω) = u1(λ) 6= 0, ce qui contredit l’hypothe`se. Cela prouve (6) et le
lemme. 
Rappelons que, pour une ω-repre´sentation π˜ de G˜(R) telle que π soit irre´ductible,
on de´finit son parame`tre infinite´simal µ(π˜) qui est une orbite dans h∗ pour l’action
du groupe de Weyl W . Pour une telle orbite, on note Dtemp,µ(G˜(R), ω) le sous-espace
de Dtemp(G˜(R), ω) engendre´ par les π˜ de parame`tre infinite´simal µ. On a les variantes
Dtemp,0,µ(G˜(R), ω), Dell,µ(G˜(R), ω), Dell,0,µ(G˜(R), ω). Ce dernier espace est de dimension
finie. Plus ge´ne´ralement, pour λ ∈ iA∗
G˜
, notons Dell,0,µ(G˜(R), ω)λ l’ensemble des π˜λ pour
π˜ ∈ Dell,0,µ(G˜(R), ω). La construction explicite de l’appllication ρG˜M˜ effectue´e dans la
preuve ci-dessus entraˆıne la proprie´te´ suivante. Soient R˜ ∈ LM(M˜0), µ une orbite dans
h∗ pour l’action de WR et λ ∈ iAM˜,∗
R˜
. Alors
(7) ρG˜
M˜
envoie IndM˜
R˜
(Dell,0,µ(R˜(R), ω)λ)⊗Mes(R(R))∗ dans U G˜M˜⊗IndM˜R˜ (Dell,0,µ(R˜(R), ω)λ)⊗
Mes(R(R))∗.
En conse´quence
(8) θrat,G˜
M˜
envoie C∞c (G˜(R), K)⊗Mes(G(R)) dans Iac(M˜(R), ω,K)⊗Mes(M(R)).
Preuve. On oublie comme souvent les espaces de mesures. L’espace de Paley-Wiener
PW∞ell (G˜, ω) est un espace de familles de fonctions holomorphes indexe´es par une base de
Dell,0(G˜(R), ω). On peut supposer que cette base est re´union de bases des sous-espaces
Dell,0,µ(G˜(R), ω) quand µ de´crit tous les parame`tres possibles. On note PWell,µ(G˜, ω)
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le sous-espace des familles appartenant a` PW∞ell (G˜, ω) dont les composantes sont nulles
pour les indices n’appartenant pas a` Dell,0,µ(G˜(R), ω). Rappelons que l’on a des homo-
morphismes naturels
⊕L˜∈L(M˜0)PW∞ell (L˜, ω)
sym→ PW∞(G˜, ω) pw← I(G˜(R), ω).
Un e´le´ment f ∈ Iac(G˜(R), ω) appartient a` Iac(G˜(R), ω,K) si et seulement s’il existe un
nombre fini de couples (L˜i, µi)i=1,...,k, ou` L˜i ∈ L(M˜0) et µi est une WL-orbite dans h∗,
de sorte que, pour toute fonction b ∈ C∞c (AG˜), on ait la relation
pw(f(b ◦HG˜)) ∈ sym(⊕i=1,...,kPWell,µi(L˜i, ω)).
Soit f ∈ C∞c (G˜(R), K). Alors fM˜,ω est KM -finie a` droite et a` gauche et on peut fixer un
ensemble fini de couples (L˜i, µi)i=1,...,k comme ci-dessus, avec L˜i ⊂ M˜ , de sorte que
pwM(fM˜,ω) ∈ symM(⊕i=1,...,kPWell,µi(L˜i, ω)
(on a ajoute´ des exposantsM pour de´signer les objets relatifs a` M˜ plutoˆt qu’a` G˜). Quitte
a` accroˆıtre la famille (L˜i, µi)i=1,...,k, on peut la supposer invariante par l’action de W
M .
Soit b ∈ C∞c (AM˜). Soient L˜ ∈ LM(M˜0) et µ uneWL-orbite dans h∗. Pour tout λ ∈ iAM˜,∗L˜ ,
tout π˜ ∈ Dell,µ,0(L˜(R), ω)λ et tout X ∈ AM˜ , on a l’e´galite´
IM˜(IndM˜
L˜
(π˜), X, θrat,G˜
M˜
(f)(b ◦HM˜)) = IM˜(IndM˜L˜ (π˜), X, θrat,G˜M˜ (f))b(X).
L’assertion (7) et la formule du lemme montrent que ceci est nul si (L˜, µ) n’est pas l’un
des (L˜i, µi). Il en re´sulte que la composante de pw
M(θrat,G˜
M˜
(f)(b◦HM˜)) dans PWell,µ(L˜, ω)
est nulle si (L˜, µ) n’est pas l’un des (L˜i, µi). Cela prouve (8). 
5.8 L’application cφG˜
M˜
Pour tout M˜ ∈ L(M˜0) et tout P˜ ∈ P(M˜ ), on fixe une fonction ωP˜ : AM˜ → [0, 1]. On
suppose que ces fonctions ve´rifient les hypothe`ses de [VIII] 1.1.
Remarque. Dans cette re´fe´rence, le corps de base e´tait non-archime´dien et on avait
de´fini des fonctions ωP˜ sur les espaces A˜M˜ . Ici, le corps de base est archime´dien et les
fonctions HM˜ : M˜(R)→ AM˜ que l’on a fixe´es permettent d’identifier A˜M˜ a` AM˜ .
On suppose de plus que les fonctions ωP˜ sont C
∞.
Soient R˜ ∈ LM˜(M˜0), π˜ un e´le´ment deDell(R˜(R), ω)⊗Mes(R(R))∗ et f ∈ C∞c (G˜(R), K)⊗
Mes(G(R)). Pour X ∈ AR˜, la fonction
λ 7→ Jrat,G˜
M˜
(IndM˜
R˜
(π˜λ), f)e
−<λ,X>
est rationnelle sur A∗
R˜,C
. Elle est a` de´croissance rapide dans les bandes verticales. Cela
re´sulte des proprie´te´s de Jrat,G˜
M˜
et de l’hypothe`se que f est K-finie a` droite et a` gauche.
Pour ν ∈ A∗
R˜
tel que cette fonction n’ait pas de poˆle sur ν+iA∗
R˜
, on peut former l’inte´grale∫
ν+iA∗
R˜
Jrat,G˜
M˜
(IndM˜
R˜
(π˜λ), f)e
−<λ,X> dλ.
84
Soit S˜ ∈ PG˜(R˜). Fixons un point νS˜ ∈ A∗R˜ tel que < νS˜, αˇ > soit assez grand pour tout
α ∈ ΣS˜(R˜). L’inte´grale ci-dessus pour ν = νS˜ ne de´pend pas du choix de νS˜. On pose
cJrat,G˜
M˜
(IndM˜
R˜
(π˜), f) =
∫
AR˜
∑
S˜∈PG˜(R˜)
ωS˜(X)
∫
νS˜+iA
∗
R˜
Jrat,G˜
M˜
(IndM˜
R˜
(π˜λ)f)e
−<λ,X> dλ dX.
Proposition. (i) La fonction en X que l’on inte`gre ci-dessus est C∞ et a` support
compact. Le terme cJrat,G˜
M˜
(IndM˜
R˜
(π˜), f) ne de´pend que de IndM˜
R˜
(π˜) (et pas des choix de
R˜ et π˜).
(ii) Il existe une unique application line´aire
cφG˜
M˜
: C∞c (G˜(R), K)⊗Mes(G(R))→ I(M˜(R), ω,KM)⊗Mes(M(R))
de sorte que, pour tout R˜ ∈ LM(M˜0), tout π˜ ∈ Dell(R˜(R), ω) ⊗ Mes(R(R)) et tout
f ∈ C∞c (G˜(R), K)⊗Mes(G(R)), on ait l’e´galite´
IM˜(IndM˜
R˜
(π˜), cφG˜
M˜
(f)) = cJrat,G˜
M˜
(IndM˜
R˜
(π˜), f).
La preuve est identique a` celle du cas non-archime´dien, cf. [VIII] 1.3.
Remarque. On peut pre´ciser que, si Ω est un ensemble fini de K-types, il existe un
ensemble fini ΩM de KM -types de sorte que cφG˜
M˜
envoie C∞c (G˜(R),Ω)⊗Mes(G(R)) dans
I(M˜(R), ω,ΩM)⊗Mes(M(R)).
Les proprie´te´s prouve´es dans le cas non-archime´dien en [VIII] 1.4 valent aussi dans
notre cas ou` le corps de base est re´el. En particulier, la proprie´te´ [VIII] 1.4(6) dit que
cφG˜
M˜
s’e´tend en une application line´aire
C∞ac (G˜(R), K)⊗Mes(G(R))→ Iac(M˜(R), ω,KM)⊗Mes(M(R)).
5.9 L’application cθrat,G˜
M˜
On de´finit une application
cθrat,G˜
M˜
: C∞c (G˜(R), K)⊗Mes(G(R))→ Iac(M˜(R), ω,KM)⊗Mes(M(R))
par la formule de re´currence
cθrat,G˜
M˜
(f) = φrat,G˜
M˜
(f)−
∑
L˜∈L(M˜),L˜ 6=G˜
cθrat,L˜
M˜
(cφG˜
L˜
(f)).
Pour que cette de´finition ait un sens, il faut admettre par re´currence la proprie´te´ suivante.
Proposition . L’application cθrat,G˜
M˜
se quotiente en une application line´aire de´finie sur
I(G˜(R), ω,K)⊗Mes(G(R)).
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On de´montre facilement que l’application cθrat,G˜
M˜
est ω-e´quivariante. C’est-a`-dire que
soit h ∈ C∞c (G(R)) une fonction K-finie a` droite et a` gauche. Notons hω la fonction
hω(g) = ω(g)h(g). Fixons des mesures de Haar. Pour f ∈ C∞c (G˜(R), ω,K), on de´finit les
fonctions f ⋆ h et hω ⋆ f sur G˜(R) par
(f ⋆ h)(γ) =
∫
G(R)
f(γg−1)h(g) dg,
(hω ⋆ f)(γ) =
∫
G(R)
hω(g)f(g
−1γ) dg.
Ces fonctions sont encore K-finies a` droite et a` gauche. On montre que cθrat,G˜
M˜
(f ⋆ h) =
cθrat,G˜
M˜
(hω ⋆ f). Mais, dans notre cas ou` le corps de base est re´el, cela ne suffit pas a`
prouver la proposition. Il faudrait de plus prouver une proprie´te´ de continuite´ de notre
application. On pre´fe`re revenir a` la me´thode d’Arthur. La proposition sera prouve´e en
5.14.
Comme dans le paragraphe pre´ce´dent, on peut pre´ciser que, si Ω est un ensemble
fini de K-types, il existe un ensemble fini ΩM de KM -types de sorte que cθrat,G˜
M˜
envoie
C∞c (G˜(R),Ω)⊗Mes(G(R)) dans Iac(M˜(R), ω,ΩM)⊗Mes(M(R)).
5.10 Proprie´te´s de l’application cθrat,G˜
M˜
Les proprie´te´s de´montre´es en [VIII] 1.6 et 1.8 dans le cas non-archime´dien pour
l’application note´e alors cθG˜
M˜
valent aussi sur le corps de base re´el pour l’application
cθrat,G˜
M˜
. Rappelons la principale. Soit π˜ ∈ Dtemp(M˜(R), ω) ⊗ Mes(M(R))∗ et soit f ∈
C∞c (G˜(R), K)⊗Mes(G(R)). La fonction
X 7→ IM˜(π˜, X, φrat,G˜
M˜
(f))
sur AM˜ est la transforme´e de Fourier de la fonction λ 7→ Jrat,G˜M˜ (π˜λ, f) sur iA∗M˜ . Celle-ci
se prolonge en une fonction me´romorphe sur A∗
M˜,C
qui ve´rifie les proprie´te´s (2), (3), (4)
et (5) de 5.2.
On voit alors par re´currence que la fonction
X 7→ IM˜(π˜, X, cθrat,G˜
M˜
(f))
est la transforme´e de Fourier d’une fonction sur iA∗
M˜
, laquelle se prolonge en une fonc-
tion me´romorphe sur A∗
M˜,C
qui a les meˆmes proprie´te´s que ci-dessus. On note λ 7→
IM˜(π˜, λ, cθrat,G˜
M˜
(f)) cette fonction. Pour ν ∈ A∗
M˜
tel que cette fonction n’ait pas de poˆle
sur ν + iA∗
M˜
et pour X ∈ AM˜ , on pose
IM˜(π˜, ν, X, cθrat,G˜
M˜
(f)) =
∫
ν+iA∗
M˜
IM˜(π˜, λ, cθrat,G˜
M˜
(f))e−<λ,X> dλ.
Dans l’e´nonce´ suivant, on fixe pour tout S˜ ∈ P(M˜) un point νS˜ comme en 5.8.
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Proposition. Supposons M˜ 6= G˜ et π˜ elliptique. Soit f ∈ C∞c (G˜(R), K)⊗Mes(G(R)).
Si chaque point νS˜ est assez positif relativement a` S˜, on a l’e´galite´∑
S˜∈P(M˜)
ωS˜(X)I
M˜(π˜, νS˜, X,
cθrat,G˜
M˜
(f)) = 0
pour tout X ∈ AM˜ .
Remarque. La condition ”assez positif” impose´e aux points νS˜ de´pend de π˜ et
de f . Toutefois, la proprie´te´ 5.2(5) implique que, si l’on fixe un ensemble fini de K-
types, on peut choisir des points νS˜ assez positifs, cette notion ne de´pendant plus que
de Ω, de sorte que l’e´galite´ de l’e´nonce´ soit ve´rifie´e pour tous π˜ et f , pourvu que f ∈
C∞c (G˜(R),Ω)⊗Mes(G(R)).
5.11 L’application cθG˜
M˜
On de´finit une application
cθG˜
M˜
: C∞c (G˜(R), K)⊗Mes(G(R))→ Iac(M˜(R), ω,KM)⊗Mes(M(R))
par la formule de re´currence
cθG˜
M˜
(f) = φG˜
M˜
(f)−
∑
L˜∈L(M˜),L˜ 6=G˜
cθL˜
M˜
(cφG˜
L˜
(f)).
La diffe´rence avec la de´finition de 5.9 est que l’on a remplace´ le premier terme φrat,G˜
M˜
(f)
par φG˜
M˜
(f). Comme en 5.9, pour que cette de´finition ait un sens, il faut admettre par
re´currence la proprie´te´ suivante, qui sera prouve´e en 5.14.
Proposition . L’application cθG˜
M˜
se quotiente en une application line´aire de´finie sur
I(G˜(R), ω,K)⊗Mes(G(R)).
Soit π˜ ∈ Dtemp(M˜(R), ω)⊗Mes(M(R))∗ et soit f ∈ C∞c (G˜(R), K)⊗Mes(G(R)). La
fonction
X 7→ IM˜(π˜, X, cθG˜M˜(f))
sur AM˜ est la transforme´e de Fourier d’une fonction λ 7→ IM˜(π˜, λ, cθG˜M˜(f)) sur iA∗M˜ .
Celle-ci s’e´tend en une fonction me´romorphe sur A∗
M˜,C
qui est a` de´croissance rapide
dans les bandes verticales. Ses poˆles sont de la forme de´crite en 5.2(3). Par contre, le
nombre de ces poˆles (ou plutoˆt de ces hyperplans polaires) n’est pas force´ment fini. Ces
proprie´te´s re´sultent par re´currence de la de´finition ci-dessus et des proprie´te´s analogues
des fonctions X 7→ IM˜(π˜, X, φG˜
M˜
(f)).
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5.12 Relation entre les applications θrat,G˜
M˜
, cθrat,G˜
M˜
et cθG˜
M˜
Lemme. Soit f ∈ C∞c (G˜(R, K)⊗Mes(G(R)). On a l’e´galite´
cθG˜
M˜
(f) =
∑
L˜∈L(M˜)
θrat,L˜
M˜
◦ cθrat,G˜
L˜
(f).
Preuve. Si M˜ = G˜, les trois applications θrat,G˜
G˜
, cθrat,G˜
G˜
et cθG˜
G˜
sont l’identite´ et la
relation de l’e´nonce´ est claire. Supposons M˜ 6= G˜. En utilisant le fait que θrat,M˜
M˜
, cθrat,M˜
M˜
et cθM˜
M˜
sont l’identite´, les de´finitions de nos applications peuvent se reformuler de la fac¸on
suivante :
(1) φG˜
M˜
(f)− cφG˜
M˜
(f) =
∑
L˜∈L(M˜),L˜ 6=M˜
cθL˜
M˜
(cφG˜
L˜
(f)),
(2) φG˜
M˜
(f)− φrat,G˜
M˜
(f) =
∑
L˜∈L(M˜),L˜ 6=M˜
θrat,L˜
M˜
(φrat,G˜
L˜
(f)),
(3) φrat,G˜
M˜
(f)− cφG˜M˜(f) =
∑
L˜∈L(M˜),L˜ 6=M˜
cθrat,L˜
M˜
(cφG˜L˜(f)).
Dans le terme du membre de droite de (2) indexe´ par L˜, on utilise (3) avec M˜ remplace´
par L˜. Cela transforme (2) en
φG˜
M˜
(f)− φrat,G˜
M˜
(f) =
∑
L˜∈L(M˜),L˜ 6=M˜
θrat,L˜
M˜
(cφG˜
L˜
(f))
+
∑
L˜∈L(M˜),L˜ 6=M˜
∑
L˜′∈L(L˜),L˜′ 6=L˜
θrat,L˜
M˜
◦ cθrat,L˜′
L˜
(cφG˜
L˜′
(f)).
Dans la dernie`re somme, on change la notation en remplac¸ant (L˜, L˜′) par (L˜′, L˜). Le
membre de gauche de (1) est la somme de ceux de (2) et (3). Il en est donc de meˆme des
membres de droite. On obtient∑
L˜∈L(M˜),L˜ 6=M˜
cθL˜
M˜
(cφG˜
L˜
(f)) =
∑
L˜∈L(M˜),L˜ 6=M˜
θrat,L˜
M˜
(cφG˜
L˜
(f))
+
∑
L˜′∈L(M˜),L˜′ 6=M˜
∑
L˜∈L(L˜′),L˜ 6=L˜′
θrat,L˜
′
M˜
◦ cθrat,L˜
L˜′
(cφG˜L˜(f))
+
∑
L˜∈L(M˜),L˜ 6=M˜
cθrat,L˜
M˜
(cφG˜
L˜
(f)).
On peut inclure la premie`re somme du membre de droite dans la deuxie`me somme, en
supprimant la condition L˜′ 6= L˜. On peut de meˆme inclure la troisie`me somme dans la
deuxie`me en supprimant la condition L˜′ 6= M˜ . On obtient∑
L˜∈L(M˜),L˜ 6=M˜
cθL˜
M˜
(cφG˜
L˜
(f)) =
∑
L˜∈L(M˜),L˜ 6=M˜
∑
L˜′∈LL˜(M˜)
θrat,L˜
′
M˜
◦ cθrat,L˜
L˜′
(cφG˜
L˜
(f)).
En raisonnant par re´currence, on peut supposer la relation de l’e´nonce´ prouve´e si l’on
remplace G˜ par L˜ 6= G˜. Alors les termes des deux membres ci-dessus indexe´s par un tel
L˜ sont e´gaux. Il ne reste que l’e´galite´ des termes indexe´s par G˜. Cette e´galite´ est celle
de l’e´nonce. 
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5.13 Une variante des inte´grales orbitales ponde´re´es ω-e´quivariantes
Soit γ ∈ Dorb(M˜(R), ω) ⊗Mes(M(R))∗, cf. [V] 1.3 pour cette notation. On de´finit
une application line´aire
f 7→ cIG˜
M˜
(γ, f)
sur C∞c (G˜(R), K)⊗Mes(G(R)) par la formule de re´currence
(1) cIG˜
M˜
(γ, f) = J G˜
M˜
(γ, f)−
∑
L˜∈L(M˜),L˜ 6=G˜
cIL˜
M˜
(γ, cφG˜
L˜
(f)).
Elle ve´rifie les meˆmes proprie´te´s que dans le cas non archime´dien. Rappelons-les.
(2) La distribution f 7→ cIG˜
M˜
(γ, f) se quotiente en une forme line´aire sur I(G˜(R), ω,K)⊗
Mes(G(R)).
Remarquons que cette proprie´te´ est utilise´e par re´currence pour poser la de´finition
(1). Comme pour les propositions 5.9 et 5.11, la preuve est plus de´licate dans le cas
archime´dien. Elle sera faite en 5.14. Les proprie´te´s suivantes se prouvent, elles, comme
dans le cas non-archime´dien, cf. [VIII] 1.9.
(3) Pour tout f ∈ C∞c (G˜(R), K) ⊗Mes(G(R)), il existe un sous-ensemble compact
Γ ⊂ M˜(R) tel que cIG˜
M˜
(γ, f) = 0 si le support de γ ne coupe pas ΓM = {m−1γm;m ∈
M(R), γ ∈ Γ}.
(4) Soient R˜ ∈ LM(M˜0) et γ ∈ Dorb(R˜(R), ω)⊗Mes(R(R))∗. On a l’e´galite´
cIG˜
M˜
(γM˜ , f) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)cIL˜
R˜
(γ, fL˜,ω).
(5) On a l’e´galite´
cIG˜
M˜
(γ, f) =
∑
L˜∈L(M˜)
I L˜
M˜
(γ, cθG˜
L˜
(f)).
5.14 Preuve des propositions 5.9, 5.11 et de l’assertion 5.13(1)
Soit f ∈ C∞c (G˜(R), K)⊗Mes(G(R)). Supposons que l’image de f dans I(G˜(R), ω,K)⊗
Mes(G(R)) soit nulle. On veut prouver les assertions
(1) cθrat,G˜
M˜
(f) = 0 ;
(2) cθG˜
M˜
(f) = 0 ;
(3) cIG˜
M˜
(γ, f) = 0 pour tout γ ∈ Dorb(M˜(R), ω)⊗Mes(M(R))∗.
Ces assertions sont tautologiques si M˜ = G˜. Supposons M˜ 6= G˜. Dans la formule
5.13(5), utilisons par re´currence l’assertion (2) ou` l’on remplace M˜ par L˜ pour L˜ ∈ L(M˜),
L˜ 6= M˜ . Cette formule 5.13(5) se simplifie en
(4) cIG˜
M˜
(γ, f) = IM˜(γ, cθG˜
M˜
(f)).
Dans le lemme 5.12, utilisons de la meˆme fac¸on l’assertion (1) par re´currence (remarquons
que, pour les applications θrat,L˜
M˜
, il n’y a pas de proble`me : on sait qu’elles se factorisent
par Iac(L˜(R), ω,K)⊗Mes(L(R))). On obtient
(5) cθG˜M˜(f) =
cθrat,G˜
M˜
(f).
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En conse´quence de (4) et (5), on a
cIG˜
M˜
(γ, f) = IM˜(γ, cθrat,G˜
M˜
(f)).
La fonction cθrat,G˜
M˜
(f) est un e´le´ment de Iac(M˜(R), ω,K) ⊗Mes(M(R)). En apliquant
la proprie´te´ 5.13(3), l’e´galite´ ci-dessus entraˆıne que IM˜(γ, cθrat,G˜
M˜
(f)) = 0 si le sup-
port de γ ne coupe pas ΩM , ou` Ω est un certain sous-ensemble compact de M˜(R).
Il en re´sulte que cθrat,G˜
M˜
(f) est ”a` support compact”, c’est-a`-dire est un e´le´ment de
I(M˜(R), ω,K)⊗Mes(M(R)). Pour π˜ ∈ Dtemp(M˜(R), ω)⊗Mes(M(R))∗, la fonction λ 7→
IM˜(π˜, λ, cθrat,G˜
M˜
(f)) est donc holomorphe. Ses coefficients de Fourier IM˜(π˜, ν, X, cθrat,G˜
M˜
(f))
ne de´pendent pas du point ν. Dans la proposition 5.10, on peut remplacer tous les νS˜
par 0. Puisque ∑
S˜∈P(M˜)
ωS˜(X) = 1,
on obtient que, pour π˜ elliptique, les coefficients de Fourier IM˜(π˜, 0, X, cθrat,G˜
M˜
(f)) sont
tous nuls. Cela entraˆıne que IM˜(π˜, cθrat,G˜
M˜
(f)) = 0. D’autre part, la fonction cθrat,G˜
M˜
(f) est
cuspidale. En effet, on a la formule de descente
(cθrat,G˜
M˜
(f))R˜,ω =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)cθrat,L˜
R˜
(fQ˜,ω)
pour tout espace de Levi R˜ ∈ LM(M˜0). En utilisant l’assertion (1) par re´currence, on en
de´duit que (cθrat,G˜
M˜
(f))R˜,ω = 0 si R˜ est propre. Un e´le´ment de I(M˜(R), ω,K)⊗Mes(M(R))
qui est cuspidal et annule´ par toutes les repre´sentations elliptiques est nul. L’assertion
(1) en re´sulte. L’e´galite´ (5) entraˆıne alors (2) et l’e´galite´ (4) entraˆıne (3). 
5.15 Une proprie´te´ de l’espace U G˜
M˜
On note F l’espace des fonctions holomorphes sur A∗
M˜,C
. Soit H un sous-ensemble
de A∗
M˜,C
qui est re´union finie de sous-espaces affines propres invariants par translations
par A∗
G˜,C
. Soient k ≥ 1 un entier et E un sous-ensemble de Fk. Un e´le´ment de E est une
famille e = (ej)j=1,...,k ou` ej ∈ F pour tout j. On suppose
(1) pour tout λ ∈ A∗
M˜,C
− H, il existe e = (ej)j=1,...,k ∈ E tel que e1(λ) = 1 tandis
que ej(λ) = 0 pour j = 2, ..., k.
Proposition. On suppose M˜ 6= G˜. Soit (uj)j=1,...,k une famille d’e´le´ments de U G˜M˜ . On
suppose que, pour tout e = (ej)j=1,...,k ∈ E, la fonction λ 7→
∑
j=1,...,k uj(λ)ej(λ) est
holomorphe hors de H. Alors u1 = 0.
Preuve. On peut agrandir H et supposer que c’est une re´union finie d’hyperplans
affines. De´finissons une fonction p : C → {−1/2, 0, 1/2} par p(k) = (−1)ksgn(k)
2
pour
k ∈ Z− {0} et p(s) = 0 pour s 6∈ Z ou s = 0. La fonction Γ1(s) de 5.4 a pour poˆles les
points s tels que p(s) 6= 0, et son re´sidu en s est p(s). Remarquons la proprie´te´ suivante
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(2) soient s ∈ C et k ∈ 2Z ; si Re(s) et Re(s+k) sont tous deux non nuls et s’ils sont
de meˆme signe, on a p(s) = p(s+ k) ; si Re(s) et Re(s+ k) sont tous deux non nuls mais
sont de signes oppose´s, on a p(s) = −p(s+ k).
Notons n la dimension de AG˜
M˜
. On a de´fini l’ensemble J G˜
M˜
en 5.4. On fixe un e´le´ment
P˜ ∈ P(M˜ ), qui permet de supposer que les e´le´ments de J G˜
M˜
sont des familles αˇ =
(αˇi)i=1,...,n telles que, pour tout i, αˇi est positif pour P . Conside´rons une telle famile, ainsi
qu’une famille y = (yi)i=1,...,n de nombres complexes imaginaires. Soient λ, µ ∈ A∗M˜,C,
supposons µ en position ge´ne´rale (pre´cise´ment < µ, αˇi > 6= 0 pour tout i). On voit que
(3) la fonction
s 7→
∏
i=1,...,n
Γ1(yi+ < λ+ sµ, αˇi >)
sur C a un poˆle d’ordre au plus n en s = 0 ; le coefficient de s−n dans son de´veloppement
en 0 est e´gal a` ∏
i=1,..,n
p(yi+ < λ, αˇi >) < µ, αˇi >
−1 .
Pour tout j = 1, ..., k, on peut fixer
- un ensemble fini d’indices Bj ;
- pour b ∈ Bj , un nombre complexe cb, une famille yb = (yb,i)i=1,...,n de nombres
complexes imaginaires et une famille αˇb = (αˇb,i)i=1,...,n ∈ J G˜M˜ ;
de sorte que, pour tout λ ∈ A∗
M˜,C
, on ait l’e´galite´
uj(λ) =
∑
b∈Bj
cb
∏
i=1,...,n
Γ1(yb,i+ < λ, αˇb,i >).
Cette formule ne change pas si, pour un indice j et pour e´le´ment b ∈ Bj , on remplace
les familles y
b
= (yb,i)i=1,...,n et αˇb = (αˇb,i)i=1,...,n par les familles y
′
b
= (yb,σ(i))i=1,...,n et
αˇ′b = (αˇb,σ(i))i=1,...,n, ou` σ est une permutation de {1, ..., n}. On s’autorisera a` effectuer
de telles permutations d’indices. On peut supposer que cb 6= 0 pour tout b ∈ Bj et que,
si b, b′ sont deux e´le´ments distincts de Bj , les familles associe´es a` b et b
′ sont distinctes
( c’est-a`-dire qu’il n’y a pas de permutation σ de {1, ..., n} telle que yb,i = yb′,σ(i) et
αˇb,i = αˇb′,σ(i) pour tout i).
Soient λ ∈ A∗
M˜,C
−H, µ ∈ A∗
M˜,C
en position ge´ne´rale et e = (ej)j=1,...,k ∈ E. D’apre`s
(3) le coefficient de s−n dans le de´veloppement en 0 de la fonction
s 7→
∑
j=1,...,k
uj(λ+ sµ)ej(λ+ sµ)
est ∑
j=1,...,k
ej(λ)
∑
b∈Bj
cb
∏
i=1,...,n
p(yb,i+ < λ, αˇb,i >) < µ, αˇb,i >
−1 .
L’hypothe`se d’holomorphie et l’hypothe`se n ≥ 1 impliquent que cette expression est
nulle. Par ailleurs, d’apre`s la condition (1), on peut choisir e de sorte que e1(λ) = 1
et ej(λ) = 0 pour j = 2, ..., k. En posant simplement B = B1 (on peut e´videmment
supposer k ≥ 1), on obtient
(4) pour tout λ ∈ A∗
M˜,C
−H et tout µ ∈ A∗
M˜,C
en position ge´ne´rale, on a
∑
b∈B
cb
∏
i=1,...,n
p(yb,i+ < λ, αˇb,i >) < µ, αˇb,i >
−1= 0.
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Remarquons que l’on peut supprimer la condition que µ est en position ge´ne´rale : l’ex-
pression ci-dessus est me´romorphe en µ, la condition est que cette fonction me´romorphe
est nulle. Remarquons aussi que nos fonctions ne de´pendent que des projections de λ et
µ modulo A∗
G˜,C
. On ne perd rien a` supposer que cet espace est nul.
On veut prouver que u1 = 0, c’est-a`-dire que B est vide. Raisonnons par l’absurde
et supposons B non vide. Par construction de l’ensemble J G˜
M˜
, tous les e´le´ments αˇb,i
appartiennent a` un Z-module de type fini contenu dans AG˜
M˜
. Montrons que l’on peut
choisir un e´le´ment b0 ∈ B tel que, quitte a` permuter les indices, on ait
(5) soient m ∈ {1, ..., n} et b ∈ B ; supposons qu’il existe c ∈ Q tel que αˇb,i = αˇb0,i
pour i = 1, ..., m− 1 et αˇb,m = cαˇb0,m ; alors 0 < c ≤ 1 ;
En effet, soit m ∈ {1, ..., n}, supposons choisi b0 tel que cette proprie´te´ soit ve´rifie´e
pour tout m′ < m. Notons B′ le sous-ensemble des b ∈ B tels que, quitte a` permuter
les indices, on ait αˇb,i = αˇb0,i pour i = 1, ..., m− 1. Conside´rons l’ensemble des e´le´ments
αˇb,i pour b ∈ B′ et i ≥ m. On peut choisir un e´le´ment αˇb1,i1 de cet ensemble qui soit
maximal, au sens que, si un autre e´le´ment αˇb,i ve´rifie αˇb,i = cαˇb1,i1 , avec c ∈ Q, on ait
|c| ≤ 1. On a automatiquement 0 < c ≤ 1 par l’hypothe`se de positivite´ impose´e a` nos
coracines. Quitte a` permuter les indices, on peut supposer i1 = m. On remplace b0 par
b1 et on voit que la proprie´te´ (5) est alors ve´rifie´e pour tout m
′ ≤ m. Par re´currence, on
obtient (5).
Fixons un e´le´ment b0 ∈ B ve´rifiant (5). Pour i = 1, ..., n, on pose simplement Hi =
αˇb0,i. La famille (Hi)i=1,...,n est une base de AM˜ (puisqu’on a suppose´ AG˜ = {0}). On
introduit les coordonne´es duales sur A∗
M˜,C
, c’est-a`-dire que l’on note tout e´le´ment λ de
cet espace sous la forme λ = (λi)i=1,...,n, ou` λi =< λ,Hi >. Pour tout b ∈ B et tout
i ∈ {1, ..., n}, on peut e´crire
(6) αˇb,i =
∑
l=1,...,n
xb,i,lHl,
avec des coefficients xb,i ∈ Q. On fixe un de´nominateur commun D ∈ N, D 6= 0. On
note C1 un majorant des valeurs absolues |xb,i,l| pour tous b, i et l. Par hypothe`se, H est
re´union finie d’hyperplans, on note h le nombre de ces hyperplans. Soit C un re´el tel que
C > 5DnhC1. Pour un entier m ∈ {0, ..., n}, notons V [m] l’ensemble des λ ∈ A∗M˜ − H
tels que C2i−1 ≤ |Re(λi)| ≤ C2i pour tout i et Re(λi) > 0 pour i ≤ m. Notons B[m] le
sous-ensemble des b ∈ B tels qu’il existe des indices i1, ..., im ∈ {1, ..., n} tous distincts
de sorte que
- αˇb,i1 appartient au sous-espace de AM˜ engendre´ par H1 ;
- αˇb,i2 appartient au sous-espace engendre´ par H1 et H2 ;
-...
- αˇb,im appartient au sous-espace engendre´ par H1,...,Hm.
Ces conditions de´terminent les indices et, quitte a` permuter l’ensemble d’indices, on
peut supposer i1 = 1,... im = m. On va prouver par re´currence sur m que
(7) pour tout λ ∈ V [m] et tout µ ∈ A∗
M˜,C
, on a l’e´galite´
∑
b∈B[m]
cb
∏
i=1,...,n
p(yb,i+ < λ, αˇb,i >) < µ, αˇb,i >
−1= 0.
Pour m = 0, B[m] = B et l’e´galite´ est un cas particulier de (4). Supposons m > 0 et
la relation prouve´e pour m− 1. Soit λ ∈ V [m]. Les conditions impose´es a` C impliquent
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qu’il y a au moins h+ 1 points z ∈ C tels que
λm − z ∈ 2DZ, −C2m ≤ Re(z) ≤ −C2m−1.
Pour un tel point, notons λ[z] l’e´le´ment de A∗
M˜,C
tel que λ[z]i = λi pour i 6= m et
λ[z]m = z. Montrons que l’on peut choisir z tel que λ[z] 6∈ H. En effet, supposons que
tous les λ[z] appartiennent a` H. Puisqu’on a au moins h+1 points z, ,il y en a au moins
deux, disons z et z′, tels que λ[z] et λ[z′] appartiennent a` un meˆme hyperplan contenu
dans H. Alors λ = z′−λm
z′−z
λ[z]+ z−λm
z−z′
λ[z′] appartient aussi a` cet hyperplan, contrairement
a` l’hypothe`se. Cela prouve l’assertion. On choisit un z tel que λ[z] 6∈ H et on pose
simplement λ′ = λ[z]. Les deux e´le´ments λ et λ′ appartiennent a` V [m− 1]. On applique
l’hypothe`se de re´currence a` chacun d’eux et on obtient par diffe´rence
(8)
∑
b∈B[m−1]
cbXb(λ, λ
′)
∏
i=1,...,n
< µ, αˇb,i >
−1= 0,
ou`
Xb(λ, λ
′) =
∏
i=1,...,n
p(yb,i+ < λ, αˇb,i >)−
∏
i=1,...,n
p(yb,i+ < λ
′, αˇb,i >).
Montrons que
(9 ) pour b ∈ B[m− 1], on a les e´galite´s
Xb(λ, λ
′) =
{
2
∏
i=1,...,n p(yb,i+ < λ, αˇb,i >), si b ∈ B[m],
0, si b 6∈ B[m].
Pour i ≤ m−1, < λ, αˇb,i > est combinaison line´aire des λl pour l ≤ m−1 et remplacer
λ par λ′ ne change rien. Soit i ≥ m. Notons li,max le plus grand entier l tel que xb,i,l 6= 0,
avec la notation de (6). On a li,max ≥ m. On a
< λ, αˇb,i >=
∑
l=1,...,li,max
xb,i,lλl.
La condition λ ∈ V [m− 1] et la condition impose´e a` C impliquent que
|Re(xb,i,li,maxλli,max)| >
∑
l=1,...,li,max−1
|xb,i,lλl|.
Donc Re(< λ, αˇb,i >) est du meˆme signe que Re(xb,i,li,maxλli,max). La meˆme proprie´te´
vaut avec λ remplace´ par λ′. En conse´quence, Re(< λ, αˇb,i >) et Re(< λ
′, αˇb,i >) sont de
meˆme signe si li,max > m, tandis qu’ils sont de signes oppose´s si li,max = m. Par ailleurs,
la condition λ′m − λm ∈ 2DZ implique que
< λ, αˇb,i > − < λ′, αˇb,i >∈ 2Z.
D’apre`s (2), on a donc
p(yb,i+ < λ, αˇb,i >) = p(yb,i+ < λ
′, αˇb,i >)
si li,max > m tandis que
p(yb,i+ < λ, αˇb,i >) = −p(yb,i+ < λ′, αˇb,i >)
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si li,max = m. Les deux produits figurant dans la de´finition de Xb(λ, λ
′) sont donc soit
e´gaux, soit oppose´s. Ils sont e´gaux exactement si le nombre d’indices i ≥ m tels que
li,max = m est impair. Or il re´sulte des de´finitions que ce nombre d’indices est au plus 1
et qu’il est e´gal a` 1 exactement si b ∈ B[m]. Cela prouve (9).
Les relations (8) et (9) entraˆınent la conclusion de (7). Cela prouve cette assertion
(7).
Pour b ∈ B[n], l’ordre des indices des familles associe´es a` b est impose´ (αˇb,i appartient
au sous-espace engendre´ par H1, ..., Hi). Pour un entier q ∈ {1, ..., n+ 1}, notons B[n, q]
le sous-ensemble des b ∈ B[n] tels que xb,i,l = 0 pour i ≥ q et l 6= i. Autrement dit, en
posant simplement xb,i = xb,i,i, on a αˇb,i = xb,iHi pour i ≥ q. Montrons que
(10) pour tout λ ∈ V [n] et tout µ ∈ A∗
M˜,C
, on a l’e´galite´
∑
b∈B[n,q]
cb
( ∏
i=1,...,n
p(yb,i+ < λ, αˇb,i >)
)( ∏
i=q,...,n
x−1b,i
)( ∏
i=1,...,q−1
< µ, αˇb,i >
−1
)
= 0.
On raisonne par re´currence descendante sur q. Pour q = n+1, c’est l’assertion (7) pour
m = n. Supposons q ≤ n et l’assertion prouve´e pour q + 1. Remarquons que l’assertion
a` prouver ne de´pend de µ que via les coordonne´es µ1,...,µq−1. Puisque l’expression est
me´romorphe en µ, on peut se limiter au cas ou` ces coordonne´es sont en position ge´ne´rale.
Conside´rons ces coordonne´es comme fixe´es et conside´rons la relation ci-dessus pour q+1.
Elle de´pend de la coordonne´e µq que l’on conside`re comme variable. On regarde son
re´sidu en µq = 0. Les seuls termes pouvant cre´er un re´sidu sont les < µ, αˇb,q >
−1 pour
b ∈ B[n, q + 1]. Plus explicitement, ce terme est
(
∑
i=1,...,q
µixb,q,i)
−1.
S’il y a un i < q tel que xb,q,i 6= 0, l’hypothe`se que µ1,...,µq−1 sont en position ge´ne´rale
implique que le terme ci-dessus n’a pas de poˆle en µq = 0. Si xb,q,i = 0 pour tout i < q, il
y a un poˆle et le re´sidu est x−1b,q,q. Or la condition que xb,q,i = 0 pour tout i < q e´quivaut
a` b ∈ B[n, q]. On voit alors que l’expression a` prouver est e´gale au re´sidu en µq = 0 de
la meˆme expression pour q + 1. Cela prouve (10).
Posons simplement B∗ = B[n, 1]. C’est l’ensemble des b ∈ B tels que, pour tout i,
αˇb,i = xb,iHi. La relation (10) pour q = 1 se re´crit
(11)
∑
b∈B∗
cb
∏
i=1,...,n
x−1b,i p(yb,i + λixb,i) = 0
pour tout λ ∈ V [n]. Montrons que
(12) il existe λ ∈ V [n] tel que yb0,i + λi ∈ 1 + 2DZ pour tout i.
Rappelons que yb0,i est imaginaire pour tout i. Pour tout i, notons Zi l’ensemble des
points z ∈ C tels que yb0,i+z ∈ 1+2DZ et C2i−1 ≤ Re(z) ≤ C2i. La condition impose´e a`
C implique que Zi a au moins h+1 e´le´ments. Notons Z l’ensemble des λ tels que λi ∈ Zi
pour tout i. Un e´le´ment λ de cet ensemble convient, pourvu qu’il n’appartienne pas a` H.
Il s’agit de prouver que Z n’est pas inclus dans H. Soit H un hyperplan contenu dans
H. Il y a un indice i tel que l’hyperplan vectoriel sous-jacent a` H ne contienne pas la
droite porte´e par Hi. Pour cet indice, la projection λ 7→ (λl)l 6=i est injective sur H . Elle
envoie Z ∩H dans ∏l 6=iZl. Donc le nombre de´le´me´nts de Z ∩H est au plus ∏l 6=i |Zl|, ou
encore |Z||Zi|−1, et ce nombre est majore´ par (h + 1)−1|Z|. Puisqu’il y a h hyperplans,
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on en de´duit que Z ∩ H a au plus h
h+1
|Z| e´le´ments. Donc Z n’est pas contenu dans H,
ce qui prouve (12).
Appliquons (11) a` un λ ve´rifiant (12). Pour b ∈ B∗ et i ∈ {1, ..., n}, on a xb,i > 0
d’apre`s la condition de positivite´ impose´e a` αˇb,i. On a aussi Re(λi) > 0 par de´finition
de V [n]. Donc les termes yb,i + λixb,i et yb,i + (1 − yb0,i)xb,i ont des parties re´elles de
meˆme signe. Leur diffe´rence appartient a` 2Z. D’apre`s (2), la fonction p prend la meˆme
valeur sur ces deux termes. Puisque Re(yb,i + (1− yb0,i)xb,i) = xb,i, la de´finition de cette
fonction entraˆıne p(yb,i+ λixb,i) = 0 si xb,i < 1. Supposons b 6= b0. Prenons pour i le plus
petit indice tel que xb,i 6= 1. La condition (5) implique xb,i < 1. La contribution de b a`
la formule (11) est donc nulle. Par contre, le meˆme calcul montre que la contribution de
b0 est p(1)
n, c’est-a`-dire cb0(−2)−n. D’ou` (−2)−n = 0, ce qui est contradictoire puisque
cb0 6= 0. Cela ache`ve la de´monstration. 
6 Endoscopie et applications θrat,G˜
M˜
, cθrat,G˜
M˜
, cθG˜
M˜
6.1 Les applications stables
Toute les constructions de cette section sont similaires a` celles du cas non-archime´dien.
On se contentera la plupart du temps de rappeler les de´finitions et e´nonce´s.
Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Soit M˜ ∈ L(M˜0). On note
pst
M˜
: Iac(M˜(R), K
M)⊗Mes(M(R))→ SIac(M˜(R), KM)⊗Mes(M(R))
la projection naturelle. Notons θG˜
M˜
l’une de nos applications θrat,G˜
M˜
, cθrat,G˜
M˜
, cθG˜
M˜
. On de´finit
une application line´aire
SθG˜
M˜
: I(G˜(R), K)⊗Mes(G(R))→ SIac(M˜(R), KM)⊗Mes(M(R))
par la formule de re´currence
SθG˜
M˜
(f) = pst
M˜
◦ θG˜
M˜
(f)−
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜ (G˜, G˜
′(s))Sθ
G′(s)
M
(fG
′(s)).
Selon ce qu’est l’application θG˜
M˜
, on notera Sθrat,G˜
M˜
, cSθrat,G˜
M˜
, cSθG˜
M˜
l’application SθG˜
M˜
.
Proposition . Les applications Sθrat,G˜
M˜
, cSθrat,G˜
M˜
et cSθG˜
M˜
se quotientent en des applica-
tions line´aires de´finies sur SI(G˜(R), K)⊗Mes(G(R)).
Cela sera prouve´ en 7.3.
La proposition 2.3 de [VIII] est valable pour chacune de nos applications.
Remarques. (1) L’application Sθrat,G˜
M˜
peut eˆtre de´finie comme une application line´aire
de I(G˜(R))⊗Mes(G(R)) dans SIac(M˜(R))⊗Mes(M(R)). C’est-a`-dire que l’on n’a pas
besoin de supposer nos fonctions K-finies. L’application pre´serve ne´anmoins la proprie´te´
de K-finitude, puisqu’il en est de meˆme de θrat,G˜
M˜
.
(2) Il re´sulte par re´currence des proprie´te´s des applications θG˜
M˜
que si l’on fixe un
ensemble fini Ω de K-types, il existe un ensemble fini ΩM de KM -types tel que SθG˜
M˜
envoie I(G˜(R),Ω)⊗Mes(G(R)) dans SIac(M˜(R),ΩM)⊗Mes(M(R)).
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6.2 Proprie´te´s de l’application cSθrat,G˜
M˜
On suppose encore (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Soit π˜ ∈ Dsttemp(M˜(R))⊗
Mes(M(R))∗ et f ∈ I(G˜(R), K)⊗Mes(G(R)). On voit par re´currence que la fonction
X 7→ SM˜(π˜, X, cSθrat,G˜
M˜
(f))
est la transforme´e de Fourier d’une fonction sur iA∗
M˜
, laquelle se prolonge en une fonction
me´romorphe sur A∗
M˜,C
qui ve´rifie les proprie´te´s (2) a` (5) de 5.2. On note cette fonction
λ 7→ SM˜(π˜, λ, cSθrat,G˜
M˜
(f)). Pour ν ∈ A∗
M˜
, on de´finit comme en 5.10 la transforme´e
de Fourier X 7→ SM˜(π˜, ν, X, cSθrat,G˜
M˜
(f)). On voit par re´currence que l’on a l’analogue
suivant de la proposition 5.10.
Proposition. Supposons M˜ 6= G˜ et π˜ elliptique. Soit f ∈ I(G˜(R), K)⊗Mes(G(R)). Si
chaque point νS˜ est assez positif relativement a` S˜, on a l’e´galite´∑
S˜∈P(M˜ )
ωS˜(X)S
M˜(π˜, νS˜, X,
cSθrat,G˜
M˜
(f)) = 0
pour tout X ∈ AM˜ .
Comme en 5.10, si l’on fixe un ensemble fini de K-types, on peut choisir les νS˜
inde´pendants de f et π˜, pourvu que f ∈ I(G˜(R),Ω)⊗Mes(G(R)).
6.3 Proprie´te´s de l’application Sθrat,G˜
M˜
Lemme. Il existe une unique application line´aire
σG˜
M˜
: Dsttemp,0(M˜(R))⊗Mes(M(R))∗ → U G˜M˜ ⊗Dtemp,0(M˜(R))⊗Mes(M(R))∗
ve´rifiant la condition suivante. Soient f ∈ I(G˜(R), K)⊗Mes(G(R)), π˜ ∈ Dsttemp,0(M˜(R), ω)⊗
Mes(M(R))∗ et X ∈ AM˜ . Alors on a l’e´galite´
SM˜(π˜, X, Sθrat,G˜
M˜
(f)) =
∫
iA∗
M˜
IM˜(σG˜
M˜
(π˜;λ), fM˜)e
−<λ,X> dλ.
Preuve. On utilise la de´finition de Sθrat,G˜
M˜
(f) du paragraphe pre´ce´dent. Pour le premier
terme, on a
SM˜(π˜, X, pst
M˜
◦ θrat,G˜
M˜
(f)) = IM˜(π˜, X, θrat,G˜
M˜
(f))
puisque π˜ est stable, d’ou`
SM˜(π˜, X, pst
M˜
◦ θrat,G˜
M˜
(f)) =
∫
iA∗
M˜
IM˜(ρG˜
M˜
(π˜;λ), fM˜)e
−<λ,X> dλ
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d’apre`s le lemme 5.7. Pour les autres termes, on utilise l’e´nonce´ par re´currence :
SM˜(π˜, X, Sθ
rat,G′(s)
M˜
(fG
′(s))) =
∫
iA∗
M˜
IM(σ
G
′(s)
M
(π˜;λ), (fG
′(s˜))M)e
−<λ,X> dλ.
Evidemment, en identifiant l’espace de la donne´e endoscopique maximale M a` M˜ , on a
simplement (fG
′(s˜))M) = fM˜ . En de´finissant σ
G˜
M˜
(π˜) par
σG˜
M˜
(π˜) = ρG˜
M˜
(π˜)−
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜ (G˜, G˜
′(s))σ
G′(s)
M
(π˜),
les formules pre´ce´dentes conduisent a` l’e´galite´ de l’e´nonce´. L’unicite´ de l’application σG˜
M˜
se prouve comme au lemme 5.7. 
Avec les meˆmes notations qu’en 5.7(7), la de´finition par re´currence donne´e ci-dessus
entraˆıne
(1) σG˜
M˜
envoie IndM˜
R˜
(Dstell,0,µ(R˜(R), ω)λ⊗Mes(R(R))∗) dans U G˜M˜⊗IndM˜R˜ (Dell,0,µ(R˜(R), ω)λ⊗
Mes(R(R))∗).
6.4 Stabilite´ de l’application σG˜
M˜
On conserve les meˆmes hypothe`ses.
Lemme . L’application σG˜
M˜
prend ses valeurs dans U G˜
M˜
⊗Dsttemp,0(M˜(R))⊗Mes(M(R))∗.
Cela sera prouve´ en 7.3.
6.5 Une variante des inte´grales orbitales ponde´re´es stables
On suppose encore (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Soit δ ∈ Dstorb(M˜(R))⊗
Mes(M(R))∗. On de´finit une forme line´aire f 7→ cSG˜
M˜
(δ, f) sur I(G˜(R), K)⊗Mes(G(R))
par la formule habituelle
cSG˜
M˜
(δ, f) = cIG˜M˜(δ, f)−
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜(G˜, G˜
′(s))cS
G
′(s)
M
(δ, fG
′(s)).
La proprie´te´ de compacite´ 5.13(3) reste valable pour cette distribution.
Proposition . Pour tout δ ∈ Dstorb(M˜(R)) ⊗ Mes(M(R))∗, la forme line´aire f 7→
cSG˜
M˜
(δ, f) se quotiente en une forme line´aire sur SI(G˜(R), K)⊗Mes(G(R)).
Cela sera prouve´ en 7.3.
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6.6 Les applications endoscopiques
Le triplet (G, G˜, a) est quelconque. Soient M˜ ∈ L(M˜0) et M′ = (M ′,M′, ζ˜) une
donne´e endoscopique elliptique et relevante de (M, M˜, a). Conside´rons l’une de nos ap-
plications θrat,G˜
M˜
, cθrat,G˜
M˜
, cθG˜
M˜
que l’on note θG˜
M˜
. On de´finit une application line´aire
θG˜,E
M˜
(M′) : I(G˜(R), ω,K)⊗Mes(G(R))→ SIac(M′, KM ′)⊗Mes(M ′(R))
par la formule
θG˜,E
M˜
(M′, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′(G˜, G˜
′(s˜))Sθ
G′(s˜)
M′
(fG
′(s˜)).
Dans le cas particulier ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure et ou`M′ =M,
il faut remplacer le terme indexe´ par s = 1 par SθG˜
M˜
(f), cela parce que l’on n’a pas encore
de´montre´ que l’application SθG˜
M˜
e´tait stable. On note suivant les cas cette application
θrat,G˜,E
M˜
(M′), cθrat,G˜,E
M˜
(M′), cθG˜,E
M˜
(M′).
Conside´rons maintenant un K-espace (KG,KG˜, a), un K-espace de Levi KM˜ ∈
L(KM˜0) et une donne´e endoscopiqueM′ de (KM,KM˜, a) qui est elliptique et relevante.
On de´finit par la meˆme formule une application line´aire
θKG˜,E
KM˜
(M′) : I(KG˜(R), ω,K)⊗Mes(G(R))→ SIac(M′, KM ′)⊗Mes(M ′(R)).
Proposition. Il existe une unique application line´aire
θKG˜,E
KM˜
: I(KG˜(R), ω,K)⊗Mes(G(R))→ Iac(KM˜(R), ω,KM)⊗Mes(M(R))
telle que, pour toute donne´e endoscopique M′ de (KM,KM˜, a) qui est elliptique et
relevante et pour tout f ∈ I(KG˜(R), ω,K)⊗Mes(G(R)), on ait l’e´galite´
(θKG˜,E
KM˜
(f))M
′
= θKG˜,E
KM˜
(M′, f).
L’application sera note´e selon le cas θrat,KG˜,E
KM˜
, cθrat,KG˜,E
KM˜
, cθKG˜,E
KM˜
. La preuve est la meˆme
que dans le cas non-archime´dien. Il faut utiliser la version ”K-finie” de la proposition
4.11 de [I], a` savoir le corollaire 3.5 de [IV].
Ces applications ve´rifient les meˆmes proprie´te´s que dans le cas non-archime´dien, cf. en
particulier [VIII] 3.6. Soit M˜ une composante connexe de KM˜ , soit π˜ ∈ Dell(M˜(R), ω)⊗
Mes(M(R))∗ et f ∈ I(KG˜(R), ω,K)⊗Mes(G(R)). L’applicationX 7→ IKM˜(π˜, X, θKG˜,E
KM˜
(f))
est de Schwartz sur AM˜ . Sa transforme´e de Fourier λ 7→ IKM˜(π˜, λ, θKG˜,EKM˜ (f)) s’e´tend en
une fonction me´romorphe sur A∗
M˜,C
. Elle est a` de´croissance rapide dans les bandes verti-
cales. Ses poˆles sont de la forme de´crite en 5.2(3). Dans le cas de l’application cθrat,KG˜,E
KM˜
(et, en ge´ne´ral, seulement dans ce cas), les hyperplans polaires sont en nombre fini.
Rappelons une proprie´te´ importante :
(1) supposons KM˜ 6= KG˜ ; soit M˜ une composante connexe de KM˜ , soit π˜ ∈
Dell(M˜(R), ω) ⊗ Mes(M(R))∗ et f ∈ I(KG˜(R), ω,K) ⊗ Mes(G(R)) ; si chaque point
νS˜ est assez positif relativement a` S˜, on a l’e´galite´∑
S˜∈P(M˜)
ωS˜(X)I
KM˜(π˜, νS˜, X,
cθrat,KG˜,E
KM˜
(f)) = 0
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pour tout X ∈ AM˜ .
Les proprie´te´s de K-finitude du transfert entraˆınent que, si l’on fixe un ensemble
fini Ω de K-types, il existe un ensemble fini ΩM de KM -types de sorte que θKG˜,E
KM˜
en-
voie I(KG˜(R), ω,Ω)⊗Mes(G(R)) dans Iac(KM˜(R), ω,ΩM)⊗Mes(M(R)). La remarque
qui suit la proposition 5.10 vaut pour l’application cθrat,KG˜,E
KM˜
. C’est-a`-dire que les poˆles
de la fonction λ 7→ IKM˜(π˜, λ, cθrat,KG˜,E
KM˜
(f)) restent dans un nombre fini d’hyperplans
inde´pendants de f , pourvu que f ∈ I(KG˜(R), ω,Ω)⊗Mes(G(R)).
Remarque. Ici encore, l’application θrat,KG˜,E
KM˜
peut eˆtre de´finie sur des fonctions qui
ne sont pas K-finies.
6.7 Egalite´ d’applications line´aires
Conside´rons un K-espace (KG,KG˜, a) et un K-espace de Levi KM˜ ∈ L(KM˜0). No-
tons KG˜ = (G˜p)p∈Π, KM˜ = (M˜p)p∈ΠM . Conside´rons l’une de nos applications ge´ne´riques
θrat,G˜
M˜
, cθrat,G˜
M˜
ou cθG˜
M˜
, que l’on note simplement θG˜
M˜
. On de´finit l’application line´aire
θKG˜
KM˜
: I(KG˜(R), ω,K)⊗Mes(G(R))→ Iac(KM˜(R), ω,KM)⊗Mes(M(R))
comme la somme directe des applications θ
G˜p
M˜p
pour p ∈ ΠM et des applications nulles
pour p ∈ Π− ΠM .
Proposition (a` prouver). On a l’e´galite´ θKG˜,E
KM˜
= θKG˜
KM˜
.
On donnera en 7.4 une preuve soumise a` une hypothe`se qui ne sera ve´rifie´e que plus
tard.
6.8 Proprie´te´s de l’application θrat,KG˜,E
KM˜
Conside´rons un K-espace (KG,KG˜, a) et un K-espace de Levi KM˜ . Ecrivons KG˜ =
(G˜p)p∈Π, KM˜ = (M˜p)p∈ΠM . On de´finit Dtemp(KM˜(R), ω) comme la somme directe des
espaces Dtemp(M˜p(R), ω) pour p ∈ ΠM . Pour π˜ =
∑
p∈ΠM π˜p dans cet espace et pour
f = (fp)p∈ΠM ∈ I(M˜(R), ω)⊗Mes(M(R)), on pose
IKM˜(π˜, f) =
∑
p∈ΠM
IM˜p(π˜p, fp).
On a diverses variantes : Dtemp,0(KM˜(R), ω) etc...
Lemme. Il existe une unique application line´aire
ρKG˜,E
KM˜
: Dtemp,0(KM˜(R), ω)⊗Mes(M(R))∗ → U G˜M˜ ⊗Dtemp,0(KM˜(R), ω)⊗Mes(M(R))∗
ve´rifiant la condition suivante. Soient f ∈ I(KG˜(R), K)⊗Mes(G(R)), π˜ ∈ Dtemp,0(KM˜(R), ω)⊗
Mes(M(R))∗ et X ∈ AM˜ . Alors on a l’e´galite´
IKM˜(π˜, X, θrat,KG˜,E
KM˜
(f)) =
∫
iA∗
M˜
IKM˜(ρKG˜
KM˜
(π˜;λ), fKM˜)e
−<λ,X> dλ.
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Preuve. On introduit un ensemble E(KM˜, a) de repre´sentants des classes d’e´quivalence
de donne´es endoscopiques de (KM,KM˜, a) qui sont elliptiques et relevantes. Pour tout
M′ ∈ E(KM˜, a), on peut introduire un e´le´ment π˜M′ ∈ Dsttemp,0(M′) ⊗Mes(M ′(R))∗ de
sorte que
π˜ =
∑
M′∈E(KM˜,a)
transfert(π˜M′).
On n’a aucun mal a` prouver l’e´galite´
IKM˜(π˜, X, θrat,KG˜,E
KM˜
(f)) =
∑
M′∈E(KM˜,a)
SM
′
(π˜M′, X, (θ
rat,KG˜,E
KM˜
(f))M
′
).
A droite, on a identifie´ X a` un e´le´ment deAM˜ ′ par l’isomorphisme entre cet espace etAM˜ .
Fixons M′ ∈ E(KM˜, a), que l’on e´crit M′ = (M ′,M′, ζ˜). Par de´finition de θrat,KG˜,E
KM˜
(f),
le dernier terme ci-dessus est aussi
SM
′
(π˜M′ , X, θ
rat,KG˜,E
KM˜
(M′, f)).
Ou encore ∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′(G˜, G˜
′(s˜))SM
′
(π˜M′ , X, Sθ
rat,G′(s˜)
M′
(fG
′(s˜))).
Fixons s˜ et appliquons le lemme 6.2. Nos hypothe`ses de re´currence nous autorisent a`
utiliser le lemme 6.3. On obtient
SM
′
(π˜M′ , X, Sθ
rat,G′(s˜)
M′
(fG
′(s˜))) =
∫
iA∗
M˜′
SM
′
(σ
G′(s˜)
M′
(π˜M′;λ), (f
G′(s˜))M′)e
−<λ,X> dλ.
On a (fG
′(s˜))M′ = (fKM˜,ω)
M
′
. Alors
SM
′
(σ
G′(s˜)
M′
(π˜M′ ;λ), (f
G′(s˜))M′) = I
KM˜(transfert(σ
G′(s˜)
M′
(π˜M′ ;λ)), fKM˜,ω).
On peut identifier A∗
M˜ ′
a` A∗
M˜
. L’application σ
G
′(s˜)
M′
prend ses valeurs dans U
G˜′(s˜)
M˜ ′
⊗
Dsttemp,0(M
′). Ecrivons σ
G
′(s˜)
M′
(π˜M′) =
∑
j=1,...,k uj ⊗ τ˜j . Alors
transfert(σ
G′(s˜)
M′
(π˜M′;λ)) =
∑
j=1,...,k
uj(λ)transfert(τ˜j,λ).
Cela s’interpre`te comme la valeur en λ de l’e´le´ment
∑
j=1,...,k uj ⊗ transfert(τ˜j). Pour
interpre´ter ce dernier terme comme un e´le´ment de notre espace U G˜
M˜
⊗Dtemp,0(KM˜(R), ω),
il faut remarquer que
(1) U
G˜′(s˜)
M˜ ′
est inclus dans U G˜
M˜
.
Introduisons des paires de Borel (B, T ) deKG˜ et (B′, T ′) de G′(s˜) de sorte queM soit
standard pour (B, T ) et M ′ soit standard pour (B′, T ′). L’ensemble Σˇ⋆(AM˜) de 5.4 est
celui des restrictions non nulles a` A∗
M˜
d’e´le´ments de Σˇ(T ). L’ensemble similaire Σˇ⋆(AM˜ ′)
est celui des restrictions non nulles a` A∗
M˜ ′
d’e´le´ments de Σˇ(T ′). On a un isomorphisme
T ′ ≃ T/(1− θ)(T ), d’ou` un homomorphisme X∗(T )→ X∗(T ′). Les descriptions usuelles
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des syste`mes de racines montrent que Σˇ(T ′) est contenu dans l’image de Σˇ(T ) par cet
homomorphisme. Modulo l’identification de A∗
M˜ ′
a` A∗
M˜
, on en de´duit aise´ment l’inclusion
Σˇ⋆(AM˜ ′) ⊂ Σˇ⋆(AM˜). L’assertion (1) re´sulte alors de la de´finition donne´e en 5.4 des espaces
U
G˜′(s˜)
M˜ ′
et U G˜
M˜
.
De´finissons ρKG˜,E
KM˜
(M′, π˜M′) par la formule
(2) ρKG˜,E
KM˜
(M′, π˜M′) =
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′(G˜, G˜
′(s˜))transfert(σ
G
′(s˜)
M′
(π˜M′)).
On obtient l’e´galite´
(3) SM
′
(π˜M′, X, (θ
rat,KG˜,E
KM˜
(f))M
′
) =
∫
iA∗
M˜
IKM˜(ρKG˜,E
KM˜
(M′, π˜M′ , λ), fKM˜,ω)e
−<λ,X> dλ.
De´finissons ρKG˜,E
KM˜
(π˜) par
ρKG˜,E
KM˜
(π˜) =
∑
M′∈E(KM˜,a)
ρKG˜,E
KM˜
(M′, π˜M′).
On obtient alors la formule de l’e´nonce´. L’unicite´ se prouve comme au lemme 5.7. 
6.9 Egalite´ des fonctions ρKG˜
KM˜
et ρKG˜,E
KM˜
On conserve la meˆme situation. On de´finit
ρKG˜
KM˜
: Dtemp,0(KM˜(R))⊗Mes(M(R))∗ → U G˜M˜ ⊗Dtemp,0(KM˜(R))⊗Mes(M(R))∗
comme la somme directe des applications ρ
G˜p
M˜p
pour p ∈ ΠM .
Lemme (a` prouver). On a l’e´galite´ ρKG˜,E
KM˜
= ρKG˜
KM˜
.
On donnera en 7.4 une preuve soumise a` une hypothe`se qui ne sera ve´rifie´e que plus
tard.
6.10 Variante des inte´grales orbitales ponde´re´es elliptiques
Soit (G, G˜, a) un triplet ge´ne´ral et M˜ un espace de Levi de G˜. Soit M′ = (M ′,M′, ζ˜)
une donne´e endoscopique elliptique et relevante de (M, M˜, a). Pour δ ∈ Dst
orb,G˜−reg
(M′)⊗
Mes(M ′(R))∗ et f ∈ I(G˜(R), ω,K)⊗Mes(G(R)), on pose
cIG˜,E
M˜
(M′, δ, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′(G˜, G˜
′(s˜))cS
G′(s˜)
M′
(δ, fG
′(s˜)).
Ici encore, dans le cas particulier ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure et
ou` M′ =M, on doit remplacer le terme indexe´ par s = 1 par cSG˜
M˜
(δ, f).
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Conside´rons maintenant un K-espace (KG,KG˜, a) et un K-espace de Levi KM˜ .
SoitM′ = (M ′,M′, ζ˜) une donne´e endoscopique elliptique et relevante de (KM,KM˜, a).
Pour δ ∈ Dst
orb,G˜−reg
(M′)⊗Mes(M ′(R))∗ et f ∈ I(KG˜(R), ω,K)⊗Mes(G(R)), on de´finit
cIKG˜,E
KM˜
(M′, δ, f) par la meˆme formule que ci-dessus.
Soit maintenant γ ∈ Dorb,G˜−reg(KM˜(R), ω) ⊗ Mes(M(R))∗. On peut de´composer
γ en
∑
p∈ΠM γp, ou` γp ∈ Dorb,G˜−reg(M˜p(R), ω) ⊗ Mes(M(R))∗. Pour f = (fp)p∈Π ∈
I(KG˜(R), ω,K)⊗Mes(G(R)), on pose
cIKG˜KM˜(γ, f) =
∑
p∈ΠM
cI
G˜p
M˜p
(γp, fp).
On introduit un ensemble E(KM˜, a) de repre´sentants des classes d’e´quivalence de
donne´es endoscopiques de (KM,KM˜, a) qui sont elliptiques et relevantes. On e´crit
γ =
∑
M′∈E(KM˜,a)
transfert(δM′),
ou` les δM′ appartiennent a` D
st
orb,G˜−reg
(M′)⊗Mes(M ′(R))∗. On pose
cIKG˜,E
KM˜
(γ, f) =
∑
M′∈E(KM˜,a)
cIKG˜,E
KM˜
(M′, δM′ , f).
Cela ne de´pend pas de la de´composition de γ choisie (la preuve est analogue a` celle de
[II] 1.15).
Proposition (a` prouver). Pour tout γ ∈ Dorb,G˜−reg(KM˜(R), ω) ⊗ Mes(M(R))∗ et
tout f ∈ I(KG˜(R), ω,K)⊗Mes(G(R)), on a l’e´galite´
cIKG˜,E
KM˜
(γ, f) = cIKG˜
KM˜
(γ, f).
On donnera en 7.4 une preuve soumise a` une hypothe`se qui ne sera ve´rifie´e que plus
tard.
6.11 Reformulation des e´nonce´s dans le cas quasi-de´ploye´ et a`
torsion inte´rieure
Soit (G, G˜, a) un triplet quasi-de´ploye´ et a` torsion inte´rieure. On n’a pas envie de le
plonger dans un K-espace car cela perturberait nos hypothe`ses de re´currence. Mais on
peut reformuler les assertions des paragraphes 6.6 a` 6.10 en se passant d’un tel plonge-
ment.
Ainsi, soit M˜ un espace de Levi de G˜ et soit M′ = (M ′,M′, ζ) une donne´e endo-
scopique elliptique et relevante de (M, M˜). Notons θG˜
M˜
l’une de nos applications θrat,G˜
M˜
,
cθrat,G˜
M˜
, cθG˜
M˜
. La proposition 6.7 se reformule par :
(A) pour tout f ∈ I(G˜(R), K)⊗Mes(G(R)), on a l’e´galite´
θG˜,E
M˜
(M′, f) = (θG˜
M˜
(f))M
′
.
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Soit δ ∈ Dst
orb,G˜−reg
(M′)⊗Mes(M ′(R))∗. La proposition 6.10 se reformule par
(B) pour tout f ∈ I(G˜(R), K)⊗Mes(G(R)), on a l’e´galite´
cIG˜,E
M˜
(M′, δ, f) = cIG˜
M˜
(transfert(δ), f).
Soit π˜M′ ∈ Dsttemp,0(M′)⊗Mes(M ′(R))∗. On peut poser comme en 6.8(2) :
ρG˜,E
M˜
(M′, π˜M′) =
∑
s∈ζZ(Mˆ)ΓR/Z(Gˆ)ΓR
iM˜ ′(G˜, G˜
′(s))transfert(σ
G
′(s)
M′
(π˜M′)).
Pour f ∈ I(G˜(R), K)⊗Mes(G(R)), l’e´galite´ 6.8(3) (qui est de´ja` prouve´e) peut se re´crire
(1) SM
′
(π˜M′ , X, θ
rat,G˜,E
M˜
(M′, f)) =
∫
iA∗
M˜
IM˜(ρG˜,E
M˜
(M′, π˜M′, λ), fM˜,ω)e
−<λ,X> dλ.
Le lemme 6.9 peut se re´crire
(C) pour tout π˜M′ ∈ Dsttemp,0(M′)⊗Mes(M ′(R))∗, on a l’e´galite´
ρG˜
M˜
(transfert(π˜M′)) = ρ
G˜,E
M˜
(M′, π˜M′).
Les assertions (A), (B) et (C) seront prouve´es en 7.5.
On aura besoin d’un substitut de la proprie´te´ 6.6(1) (qui est de´ja` prouve´e). Soit
π˜M′ ∈ Dell(M′) ⊗Mes(M ′(R))∗ et f ∈ I(G˜(R), K) ⊗Mes(G(R)). On n’a aucun mal a`
de´finir les termes SM
′
(π˜M′ , ν, X,
cθrat,G˜,E
M˜
(M′, f)) pour ν ∈ A∗
M˜
et X ∈ AM˜ . Alors
(2) supposons M˜ 6= G˜ ; si chaque point νS˜ est assez positif relativement a` S˜, on a
l’e´galite´ ∑
S˜∈P(M˜)
ωS˜(X)S
M
′
(π˜M′ , ν, X,
cθrat,G˜,E
M˜
(M′, f)) = 0
pour tout X ∈ AM˜ .
7 Les preuves des assertions de la section 6
7.1 Lien entre les inte´grales orbitales ponde´re´es endoscopiques
et leurs variantes
Dans ce paragraphe et le suivant, on conside`re l’une des trois situations
(A) on se donne un triplet (KG,KG˜, a) et un K-espace de Levi KM˜ ∈ L(KM˜0) ;
(B) on se donne un triplet (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure et un espace
de Levi M˜ ;
(C) on se donne un triplet (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure, un espace
de Levi M˜ et une donne´e endoscopique M′ = (M ′,M′, ζ) de (M, M˜) qui est elliptique
et relevante.
Lemme. (i) Dans le cas (A), soient γ ∈ Dorb,G˜−reg(KM˜(R), ω) ⊗ Mes(M(R))∗ et
f ∈ I(KG˜(R), ω,K)⊗Mes(G(R)). On a l’e´galite´
cIKG˜,E
KM˜
(γ, f) =
∑
KL˜∈L(KM˜)
IKL˜,E
KM˜
(γ, cθKG˜,E
KL˜
(f)).
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(ii) Dans le cas (B), soient δ ∈ Dst
orb,G˜−reg
(M˜(R))⊗Mes(M(R))∗ et f ∈ I(G˜(R), K)⊗
Mes(G(R)). On a l’e´galite´
cSG˜
M˜
(δ, f) =
∑
L˜∈L(M˜)
SL˜
M˜
(δ, cSθG˜
L˜
(f)).
(iii) Dans le cas (C), soient δ ∈ Dst
orb,G˜−reg
(M′)⊗Mes(M ′(R))∗ et f ∈ I(G˜(R), K)⊗
Mes(G(R)). On a l’e´galite´
cIG˜,E
M˜
(M′, δ, f) = SM
′
(δ, cθG˜,E
M˜
(M′, f)) +
∑
L˜∈L(M˜),L˜ 6=M˜
I L˜,E
M˜
(M′, δ, cθG˜L˜ (f)).
Preuve. La preuve du (i) est similaire a` celle du cas non-archime´dien ([VIII] pro-
position 4.1). Traitons (iii). Supposons d’abord que M′ est la donne´e triviale M. La
distribution f 7→ cSG˜
M˜
(δ, f) est de´finie de sorte que l’on ait l’e´galite´
cIG˜,E
M˜
(M, δ, f) = cIG˜
M˜
(δ, f).
De meˆme, pour L˜ ∈ L(M˜) avec L˜ 6= M˜ , la distribution ϕ 7→ SL˜
M˜
(δ,ϕ) est de´finie de
sorte que l’on ait l’e´galite´
I L˜,E
M˜
(M, δ,ϕ) = I L˜
M˜
(δ,ϕ).
L’application cSθG˜
M˜
est de´finie de sorte que l’on ait l’e´galite´
cθG˜,E
M˜
(M, f) = pst
M˜
◦ cθG˜
M˜
(f).
Puisque δ est stable, on a SM˜(δ, pst
M˜
(ϕ)) = IM˜(δ,ϕ) pour tout ϕ ∈ I(M˜(R), KM) ⊗
Mes(M(R)). L’e´galite´ a` prouver se transforme en
cIG˜
M˜
(δ, f) =
∑
L˜∈L(M˜)
I L˜
M˜
(δ, cθG˜L˜(f)),
ce qui est la relation 5.13(5). Cela conclut le cas M′ =M. Supposons maintenant M′ 6=
M. Le meˆme calcul qu’en [VIII] 4.1 conduit a` l’e´galite´
(1) cIG˜,E
M˜
(M′, δ, f) =
∑
L˜∈L(M˜)
∑
s∈ζZ(MˆΓR/Z(Gˆ)ΓR
iM˜ ′(L˜, L˜
′(s))S
L
′(s)
M′
(δ, cθG˜,E
L˜
(L′(s), f)).
Pour L˜ = M˜ , la somme en s est re´duite a` l’e´le´ment s = ζ et le terme dans la somme
est le premier terme du membre de droite de l’e´galite´ de l’e´nonce´. Pour L˜ 6= M˜ , on
peut utiliser par re´currence l’assertion 6.11(A) : cθG˜,E
L˜
(L′(s), f) = (cθG˜
L˜
(f))L
′(s). Le terme
indexe´ par L˜ dans l’expression ci-dessus devient alors I L˜,E
M˜
(M′, δ,c θG˜
L˜
(f)). C’est le terme
indexe´ par L˜ dans le membre de droite de l’e´galite´ de l’e´nonce´. L’e´galite´ (1) devient donc
celle de l’e´nonce´.
Le (ii) se prouve comme dans le cas non-archime´dien en appliquant au cas M′ = M
la preuve que l’on a donne´e du (iii) dans le casM′ 6=M. On renvoie le lecteur a` la preuve
de [VIII] proposition 4.1(ii). 
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7.2 Relation entre les applications θrat,KG˜,E
KM˜
, cθrat,KG˜,E
KM˜
, cθKG˜,E
KM˜
On se re´fe`re aux cas (A), (B), (C) du paragraphe pre´ce´dent.
Lemme. (i) Dans le cas (A), soit f ∈ I(KG˜(R), ω,K)⊗Mes(G(R)). On a l’e´galite´
cθKG˜,E
KM˜
(f) =
∑
KL˜∈L(KM˜)
θrat,KL˜,E
KM˜
◦ cθrat,KG˜,E
KL˜
(f).
(ii) Dans le cas (B), soit f ∈ I(G˜(R), K)⊗Mes(G(R)). On a l’e´galite´
cSθG˜
M˜
(f) = Sθrat,G˜
M˜
(f) +
∑
L˜∈L(M˜),L˜ 6=G˜
Sθrat,L˜
M˜
◦ cSθrat,G˜
L˜
(f).
(iii) Dans le cas (C), soit f ∈ I(G˜(R), K)⊗Mes(G(R)). On a l’e´galite´
cθG˜,E
M˜
(M′, f) = cθrat,G˜,E
M˜
(M′, f) +
∑
L˜∈L(M˜),L˜ 6=M˜
θrat,L˜,E
M˜
(M′, cθrat,G˜
L˜
(f)).
Remarque. Quand on aura prouve´ la stabilite´ de l’application Sθrat,G˜
M˜
, le premier
terme du membre de droite de (ii) rentrera dans la somme qui le suit, ou` la restriction
L˜ 6= G˜ disparaˆıtra.
Preuve. Conside´rons (i). Il suffit de prouver que, pour tout M′ ∈ E(KM˜, a), les
transferts a` M′ des deux membres de l’e´galite´ sont e´gaux. En appliquant les de´finitions,
cela revient a` prouver l’e´galite´
(1) cθKG˜,E
KM˜
(M′, f) =
∑
KL˜∈L(KM˜)
θrat,KL˜,E
KM˜
(M′, cθrat,KG˜,E
KL˜
(f)).
Notons M′ = (M ′,M′, ζ˜). Utilisons la de´finition du membre de gauche
cθKG˜,E
KM˜
(M′, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′(G˜, G˜
′(s˜))cSθ
G
′(s˜)
M′
(fG
′(s˜)).
Nos hypothe`ses de re´currence et quelques formalite´s nous autorisent a` appliquer aux
termes du membre de droite le (ii) du pre´sent e´nonce´, simplifie´ par la remarque qui
suit cet e´nonce´. Le terme indexe´ par s˜ se de´veloppe en une somme indexe´e par L˜′s˜ ∈
LG˜′(s˜)(M˜ ′). Comme toujours, un tel L˜′s˜ de´termine un K-espace de Levi KL˜. Il s’identifie
alors a` l’espace de la donne´e endoscopique L′(s˜) de (KL,KL˜, a). On regroupe les couples
(s˜, L˜s˜) selon le K-espace de Levi KL˜. On obtient
(2) cθKG˜,E
KM˜
(M′, f) =
∑
KL˜∈L(KM˜)
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Lˆ)ΓR,θˆ,L′(s˜) elliptique∑
t˜∈s˜Z(Lˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′(G˜, G˜
′(t˜))Sθ
rat,L′(s˜)
M′
◦ cSθrat,G′(t˜)
L′(s˜) (f
G
′(t˜)).
On a comme toujours l’e´galite´
iM˜ ′(G˜, G˜
′(t˜)) = iM˜ ′(L˜, L˜
′(s˜))iL˜′(s˜)(G˜, G˜
′(t˜)).
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Sous cette forme, la restriction que L′(s˜) doit eˆtre elliptique devient superflue. Pour tout
s˜, on a par de´finition∑
t˜∈s˜Z(Lˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iL˜′(s˜)(G˜, G˜
′(t˜))cSθ
rat,G′(t˜)
L′(s˜) (f
G
′(t˜)) = cθrat,KG˜,E
KL˜
(L′(s˜), f) = cθrat,KG˜,E
KL˜
(f)L
′(s˜).
Le terme indexe´ par KL˜ de l’expression (1) devient∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Lˆ)ΓR,θˆ
iM˜ ′(L˜, L˜
′(s˜))Sθ
rat,L′(s˜)
M′
(cθrat,KG˜,E
KL˜
(f)L
′(s˜)).
Par de´finition, c’est θrat,KL˜,E
KM˜
(M′, cθrat,KG˜,E
KL˜
(f)). Mais alors le membre de droite de (2)
devient e´gal a` celui de (1). Cela de´montre cette e´galite´ (1) et l’assertion (i) de l’e´nonce´.
Traitons (iii). Supposons d’abord M′ =M. Comme on l’a dit, en notant θG˜
M˜
l’une de
nos application cθrat,G˜
M˜
etc..., l’application SθG˜
M˜
est de´finie de sorte que l’on ait l’e´galite´
θG˜,E
M˜
(M, f) = pst
M˜
◦ θG˜
M˜
(f).
Alors l’e´galite´ du (iii) n’est autre que l’e´galite´ du lemme 5.12 a` laquelle on applique la
projection pst
M˜
. Supposons maintenant M′ 6= M. On reprend la preuve du (i) en suppri-
mant les K et en remplac¸ant s˜ par s. Le calcul marche jusqu’au point ou` on a utilise´
l’e´galite´ cθrat,G˜,E
L˜
(L′(s), f) = (cθrat,G˜,E
L˜
(f))L
′(s). Ici, on ne dispose plus de l’application
cθrat,G˜,E
L˜
. Mais, si L˜ 6= M˜ , on peut utiliser l’assertion 6.11(A) : on a cθrat,G˜
L˜
(L′(s), f) =
(cθrat,G˜
L˜
(f))L
′(s). Le calcul des termes indexe´s par un L˜ 6= M˜ se poursuit comme ci-dessus
et donne le terme voulu du membre de droite de l’e´galite´ du (iii). Il reste le terme indexe´
par M˜ . C’est simplement Sθrat,M
′
M′
(cθrat,G˜,E
M˜
(M′, f)). Mais Sθrat,M
′
M′
est simplement l’iden-
tite´ de l’espace SIac(M
′) ⊗Mes(M ′(R)). Le terme pre´ce´dent est donc cθrat,G˜,E
M˜
(M′, f),
qui est le premier terme du membre de droite de l’e´galite´ du (iii). Cela prouve (iii).
Le (ii) se prouve comme toujours en appliquant au cas M′ =M la preuve que l’on a
donne´e du (iii) dans le cas M′ 6=M. On renvoie le lecteur a` la preuve similaire de [VIII]
proposition 4.1(ii). 
7.3 Preuves des propositions 6.1, 6.5 et du lemme 6.4
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Comme toujours, les pro-
prie´te´s a` de´montrer sont tautologiques si M˜ = G˜. On suppose M˜ 6= G˜.
Soit f ∈ I(G˜(R), K) ⊗ Mes(G(R)) dont l’image dans SI(G˜(R), K) ⊗ Mes(G(R))
est nulle. Soit δ ∈ Dst
orb,G˜−reg
(M˜(R)) ⊗ Mes(M(R))∗. Pour L˜ ∈ L(M˜), L˜ 6= M˜ , nos
hypothe`ses de re´currence assurent que cSθG˜
L˜
(f) = 0. Le lemme 7.1(ii) se simplifie en
(1) cSθrat,G˜
M˜
(δ, f) = SM˜(δ, cSθG˜
M˜
(f)).
On a aussi cSθrat,G˜
L˜
(f) = 0 pour L˜ 6= G˜ et le lemme 7.2(ii) se simplifie en
(2) cSθG˜
M˜
(f) = cSθrat,G˜
M˜
(f) + Sθrat,G˜
M˜
(f).
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Le membre de gauche de (1) posse`de la proprie´te´ de compacite´ 5.13(3). Il en re´sulte
que cSθG˜
M˜
(f), qui est a priori un e´le´ment de SIac(M˜(R), K
M) ⊗ Mes(M(R)), est en
fait ”a` support compact”, c’est-a`-dire appartient a` SI(M˜(R), KM)⊗Mes(M(R)). Soit
π˜ ∈ Dstell,0(M˜(R)) ⊗Mes(M(R))∗. Puisque cSθG˜M˜ (f) est a` support compact, la fonction
λ 7→ SM˜(π˜λ, cSθG˜M˜(f)) est holomorphe pour λ ∈ A∗M˜,C. Sa transforme´e de Fourier sur
iA∗
M˜
est la fonction X 7→ SM˜(π˜, X, cSθG˜
M˜
(f)) sur AM˜ . D’apre`s (2), c’est la fonction
X 7→ SM˜(π˜, X, cSθrat,G˜
M˜
(f)) + SM˜(π˜, X, Sθrat,G˜
M˜
(f)).
Or la premie`re fonction est la transforme´e de Fourier de la fonction λ 7→ SM˜(π˜, λ, cSθrat,G˜
M˜
(f)).
La seconde est la transforme´e de Fourier de λ 7→ IM˜(σG˜
M˜
(π˜, λ), fM˜) d’apre`s le lemme 6.2.
Il en re´sulte que
(3) SM˜(π˜λ,
cSθG˜
M˜
(f)) = SM˜(π˜, λ, cSθrat,G˜
M˜
(f)) + IM˜(σG˜
M˜
(π˜, λ), fM˜).
La fonction de gauche est holomorphe. La premie`re fonction de droite n’a qu’un nombre
fini d’hyperplans polaires. Donc λ 7→ IM˜(σG˜
M˜
(π˜, λ), f) n’a qu’un nombre fini d’hyperplans
polaires. On peut pre´ciser que, si on fixe un ensemble fini Ω de K-types, ces hyperplans
restent dans un ensemble fini inde´pendant de f pourvu que f ∈ I(G˜(R),Ω)⊗Mes(G(R)).
On sait de´composer Dell,0(M˜(R)) en somme de sa partie stable D
st
ell,0(M˜(R)) et de sa
partie instable Dinstell,0(M˜(R)), cf. [IV] 2.2. On peut de´composer σ
G˜
M˜
(π˜) sous la forme
σG˜
M˜
(π˜) =
∑
j=1,...,k
uj ⊗ π˜j
de sorte que les proprie´te´s suivantes soient ve´rifie´es :
- uj ∈ U G˜M˜ et uj 6= 0 pour tout j ;
- π˜j ∈ Dell,0(M˜(R))⊗Mes(M(R))∗ et la famille (π˜j)j=1,...,k est line´airement inde´pendante ;
- il existe un entier l ∈ {0, ..., k} de sorte que π˜j ∈ Dinstell,0(M˜(R)) ⊗Mes(M(R))∗ si
j ≤ l, tandis que π˜j ∈ Dstell,0(M˜(R))⊗Mes(M(R))∗ si j > l.
L’hypothe`se sur f implique que l’image de fM˜ dans SI(M˜(R)) ⊗ Mes(M(R)) est
nulle. Donc IM˜(π˜j,λ, fM˜) = 0 pour tout j > l et tout λ. Supposons l > 0. Appliquons le
lemme 5.6 ter pour les π˜1,...,π˜l. On obtient un ensemble fini Ω de K-types et une re´union
finie de sous-espaces affines H ve´rifiant la conclusion de ce lemme. Comme on l’a dit,
pour cet ensemble Ω, les hyperplans polaires de la fonction λ 7→ IM˜(σG˜
M˜
(π˜, λ), f) restent
dans un ensemble fini pourvu que f ∈ I(G˜(R),Ω) ⊗Mes(G(R)). Quitte a` accroˆıtre H,
on peut supposer que H contient tous ces hyperplans. Notons F l’espace des fonctions
holomorphes sur A∗
M˜,C
. Notons I inst(G˜(R),Ω) le sous-espace des e´le´ments f ∈ I(G˜(R),Ω)
d’image nulle dans SI(G˜(R)). A tout e´le´ment f ∈ I inst(G˜(R),Ω)⊗Mes(G(R)), associons
la famille e
f
= (ef ,j)j=1,...,l ∈ F l de´finie par ef ,j(λ) = IM˜(π˜j,λ, fM˜). Puisque
IM˜(σG˜
M˜
(π˜, λ), f) =
∑
j=1,...,l
uj(λ)I
M˜(π˜j,λ, fM˜),
on obtient
(4) pour tout f ∈ I inst(G˜(R),Ω)⊗Mes(G(R)), la fonction λ 7→∑j=1,...,l uj(λ)ef ,j(λ)
n’a pas de poˆle hors de H.
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On a aussi
(5) pour tout λ ∈ A∗
M˜,C
− H, il existe f ∈ I inst(G˜(R),Ω) ⊗ Mes(G(R)) tel que
ef ,1(λ) = 1 et ef ,j(λ) = 0 pour j = 2, ..., l.
En effet, on peut choisir φ ∈ I(M˜(R))⊗Mes(M(R)) tel que IM˜(π˜1,λ,φ) = 1 tandis
que IM˜(π˜j,λ,φ) = 0 pour j = 2, ..., l. Le lemme 5.6 ter associe a` φ une fonction f ve´rifiant
(5).
Les proprie´te´s (4) et (5) et la proposition 5.15 entraˆınent que u1 = 0. Cela contre-
dit l’hypothe`se. Cela de´montre que l = 0, autrement dit, σG˜
M˜
(π˜) appartient a` U G˜
M˜
⊗
Dstell,0(M˜(R))⊗Mes(M(R))∗. Il en re´sulte que IM˜(σG˜M˜ (π˜, λ), fM˜) = 0 pour tout f comme
au de´but de la preuve. En remontant le calcul, cela entraˆıne SM˜(π˜, X, Sθrat,G˜
M˜
(f)) = 0
pour toutX . Mais la fonction Sθrat,G˜
M˜
(f) est cuspidale : il re´sulte de la formule de descente
[VIII] 2.3 et de nos hypothe`ses de re´currence que Sθrat,G˜
M˜
(f)R˜ = 0 pour tout espace de
Levi R˜ ( M˜ . Une fonction cuspidale qui ve´rifie la nullite´ ci-dessus pour tout π˜ elliptique
est nulle. Cela prouve que Sθrat,G˜
M˜
(f) = 0.
Revenons a` la situation de la formule (3). On vient de montrer que le deuxie`me
terme du membre de droite e´tait nul. Donc la fonction λ 7→ SM˜(π˜, λ, cSθrat,G˜
M˜
(f)) est
holomorphe. La transforme´e de Fourier X 7→ SM˜(π˜, ν, X, cSθrat,G˜
M˜
(f)) ne de´pend pas du
point ν ∈ A∗
M˜
. Dans la proposition 6.2, on peut remplacer tous les points νS˜ par 0.
Puisque
∑
S˜∈P(M˜ ) ωS˜(X) = 1 pour tout X , on obtient que S
M˜(π˜, X, cSθrat,G˜
M˜
(f)) = 0
pour tout X . Pour la meˆme raison que ci-dessus, la fonction cSθrat,G˜
M˜
(f) est cuspidale et
la nullite´ ci-dessus pour tout π˜ elliptique entraˆıne cSθrat,G˜
M˜
(f) = 0. L’e´galite´ (2) entraˆıne
alors cSθG˜
M˜
(f) = 0. Cela de´montre la proposition 6.1. La proposition 6.5 en re´sulte graˆce
a` l’e´galite´ (1).
On vient de prouver le lemme 6.4 restreint aux repre´sentations elliptiques. Pour π˜ ∈
Dsttemp,0(M˜(R))⊗Mes(M(R))∗, la formule du lemme 6.3 et la proposition 6.1 maintenant
de´montre´e entraˆınent que IM˜(σG˜
M˜
(π˜;λ), fM˜) = 0 pour tout f ∈ I(G˜(R), K)⊗Mes(G(R))
d’image nulle dans SI(G˜(R))⊗Mes(G(R)). L’usage du lemme 5.7 ter et de la proposition
5.15 permet d’en de´duire comme ci-dessus que σG˜
M˜
(π˜) appartient a` U G˜
M˜
⊗Dstell,0(M˜(R))⊗
Mes(M(R))∗. 
7.4 Preuve conditionnelle des propositions 6.7 et 6.10 et du
lemme 6.9
On conside`re un triplet (KG,KG˜, a) et un K-espace de Levi KM˜ ∈ L(KM˜0). Les
proprie´te´s a` prouver sont tautologiques si KM˜ = KG˜. On suppose KM˜ 6= KG˜. On
impose la condition suivante :
(Hyp) soient f ∈ I(KG˜(R), ω,K) ⊗ Mes(G(R)) et γ ∈ Dorb,G˜−reg(KM˜(R), ω) ⊗
Mes(M(R))∗ ; alors on a l’e´galite´
IKG˜,E
KM˜
(γ, f) = IKG˜
KM˜
(γ, f).
Sous cette hypothe`se, nous allons prouver les propositions 6.7, 6.10 et le lemme 6.9.
Soient f ∈ I(KG˜(R), ω,K)⊗Mes(G(R)) et γ ∈ Dorb,G˜−reg(KM˜(R), ω)⊗Mes(M(R))∗.
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Posons
cϕ = cθKG˜,E
KM˜
(f)− cθKG˜
KM˜
(f),
cϕrat = cθrat,KG˜,E
KM˜
(f)− cθrat,KG˜
KM˜
(f),
ϕrat = θrat,KG˜,E
KM˜
(f)− θrat,KG˜
KM˜
(f).
Faisons la diffe´rence entre la formule du lemme 7.1(i) et la formule 5.13(5), e´tendue
de fac¸on e´vidente a` notre K-espace. On obtient
cIKG˜,E
KM˜
(γ, f)− cIKG˜,E
KM˜
(γ, f) =
∑
KL˜∈L(KM˜)
IKL˜,E
KM˜
(γ, cθKG˜,E
KL˜
(f))− IKL˜
KM˜
(γ, cθKG˜
KL˜
(f)).
Pour KL˜ 6= KG˜, les hypothe`ses de re´currence assurent que IKL˜,E
KM˜
(γ, .) = IKL˜
KM˜
(γ, .). Si
KL˜ = KG˜, cette e´galite´ est assure´e par notre hypothe`se (Hyp). Si KL˜ 6= KM˜ , nos
hypothe`ses de re´currence assurent que cθKG˜,E
KL˜
(f) = cθKG˜
KL˜
(f). Il reste
(1) cIKG˜,E
KM˜
(γ, f)− cIKG˜,E
KM˜
(γ, f) = IKM˜(γ, cϕ).
Faisons la diffe´rence entre la formule du lemme 7.2(ii) et celle du lemme 5.12. De la
meˆme fac¸on, les hypothe`ses de re´currence conduisent a` l’e´galite´
(2) cϕ = cϕrat + ϕrat.
La suite de la preuve est similaire a` celle du paragraphe pre´ce´dent. Le membre de gauche
de (1) posse`de la proprie´te´ de compacite´ 5.13(3). Il en re´sulte que cϕ, qui est a priori un
e´le´ment de Iac(KM˜(R), ω,K
M)⊗Mes(M(R)), est en fait a` support compact, c’est-a`-dire
appartient a` I(KM˜(R), ω,KM) ⊗Mes(M(R)). Fixons une composante connexe M˜ de
KM˜ . Soit π˜ ∈ Dell,0(M˜(R), ω)⊗Mes(M(R))∗. De la compacite´ du support de cϕ re´sulte
que la fonction λ 7→ IKM˜(π˜λ, cϕ) est holomorphe sur A∗M˜,C. On calcule cette fonction
graˆce a` (2) comme en 7.3. On a
(3) IKM˜(π˜λ,
cϕ) = IKM˜(π˜, λ, cϕrat) + IKM˜(ρKG˜,E
KM˜
(π˜, λ)− ρKG˜
KM˜
(π˜, λ), fKM˜,ω).
La premie`re fonction de droite n’a qu’un nombre fini d’hyperplans polaires. Si on fixe un
ensemble fini Ω de K-types, ces hyperplans restent dans un ensemble fini inde´pendant de
f pourvu que f ∈ I(KG˜(R), ω,Ω)⊗Mes(G(R)). Il en est donc de meˆme de la deuxie`me
fonction. On de´compose ρKG˜,E
KM˜
(π˜)− ρKG˜
KM˜
(π˜) en
ρKG˜,E
KM˜
(π˜)− ρKG˜
KM˜
(π˜) =
∑
j=1,...,k
uj ⊗ π˜j ,
ou`
- uj ∈ U G˜M˜ et uj 6= 0 pour tout j ;
- π˜j ∈ Dell,0(KM˜(R), ω) ⊗ Mes(M(R))∗ pour tout j et la famille (π˜j)j=1,...,k est
line´airement inde´pendante.
Le lemme 5.6 bis se ge´ne´ralise imme´diatement a` notre K-espace KG˜. Applique´ a` la
famille (π˜j)j=1,...,k, il nous fournit un ensemble fini Ω de K-types et une re´union finie
H de sous-espaces affines de A∗
M˜,C
. Quitte a` accroˆıtre cet ensemble, on peut supposer
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que les fonctions du membre de droite de (3) n’ont pas de poˆle hors de H. A tout
f ∈ I(KG˜(R), ω,Ω) ⊗Mes(G(R)), on associe la famille e
f
= (ef ,j)j=1,...,k de fonctions
holomorphes sur A∗
M˜,C
de´finie par ef ,j(λ) = I
KM˜(π˜j , fM˜,ω). Le lemme 5.6 assure que,
pour tout λ ∈ A∗
M˜,C
− H, on peut trouver f ∈ I(KG˜(R), ω,Ω) ⊗Mes(G(R)) de sorte
que ef ,1(λ) = 1 tandis que ef ,j(λ) = 0 si j = 2, ..., k. Puisque
IKM˜(ρKG˜,E
KM˜
(π˜, λ)− ρKG˜
KM˜
(π˜, λ), fKM˜,ω) =
∑
j=1,...,k
uj(λ)ef ,j(λ),
cette dernie`re somme est holomorphe hors de H pour tout f ∈ I(KG˜(R), ω,Ω) ⊗
Mes(G(R)). La proposition 5.15 assure alors que u1 = 0, ce qui est contradictoire
avec nos hypothe`ses sauf si k = 0. On a donc k = 0, ce qui e´quivaut a` l’e´galite´
ρKG˜,E
KM˜
(π˜) = ρKG˜
KM˜
(π˜). En remontant le calcul, cela assure que IKM˜(π˜, X, ϕrat) = 0. Les
hypothe`ses de re´currence et les formules habituelles de descente impliquent que ϕrat est
cuspidale. La nullite´ pre´ce´dente pour toute composante connexe M˜ et tout π˜ elliptique
impliquent alors ϕrat = 0.
Revenons a` la situation de la formule (3). Le deuxie`me terme du membre de droite
est maintenant nul. Donc le premier est holomorphe puisque le membre de gauche l’est.
Il en re´sulte que la transforme´e de Fourier X 7→ IKM˜(π˜, ν, X, cϕrat) ne de´pend pas du
point ν choisi. Par diffe´rence entre la formule 6.6(1) et celle de la proposition 5.10, on a∑
S˜∈P(M˜)
ωS˜(X)I
KM˜(π˜, νS˜, X,
cϕrat) = 0.
On peut remplacer chaque νS˜ par 0 et, par un raisonnement de´ja` fait plusieurs fois, on
en de´duit que IKM˜(π˜, X, cϕrat) = 0 pour tout X . Pour la meˆme raison que ci-dessus, la
fonction cϕrat est cuspidale et la nullite´ pre´ce´dente pour toute composante M˜ et tout π˜
elliptique implique que la fonction cϕrat est nulle. Enfin l’e´galite´ (2) entraˆıne que cϕ = 0.
Cela prouve la proposition 6.7. La proposition 6.10 re´sulte maintenant de (1).
On a prouve´ ci-dessus l’e´galite´ du lemme 6.9 pour les π˜ elliptiques. Pour
π˜ ∈ Dtemp,0(KM˜(R), ω) ⊗Mes(M(R))∗, les formules des lemmes 5.7 et 6.8 et l’e´galite´
maintenant prouve´e θrat,G˜,E
KM˜
= θrat,G˜
KM˜
entraˆınent que
IKM˜(ρKG˜,E
KM˜
(π˜, λ)− ρKG˜
KM˜
(π˜, λ), f) = 0
pour tout λ ∈ A∗
M˜,C
et tout f ∈ I(KG˜(R), ω,K)⊗Mes(G(R)). Comme ci-dessus, l’usage
du lemme 5.6 et de la proposition 5.15 de´montrent l’e´galite´ ρKG˜,E
KM˜
(π˜) = ρKG˜
KM˜
(π˜). 
7.5 Variante dans le cas quasi-de´ploye´ et a` torsion inte´rieure
On conside`re un triplet (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure et un espace
de Levi M˜ . Soit M′ = (M ′,M′, ζ) une donne´e endoscopique elliptique et relevante de
(M, M˜). On va prouver les assertions (A), (B) et (C) de 6.11. Soit f ∈ I(G˜(R), K) ⊗
Mes(G(R)). Comme toujours, ces assertions sont tautologiques si M˜ = G˜. On suppose
M˜ 6= G˜. On pose
cϕ = cθG˜,E
M˜
(M′, f)− (cθG˜
M˜
(f))M
′
,
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cϕrat = cθrat,G˜,E
M˜
(M′, f)− (cθrat,G˜
M˜
(f))M
′
,
ϕrat = θrat,G˜,E
M˜
(M′, f)− (θrat,G˜
M˜
(f))M
′
.
Soit δ ∈ Dst
orb,G˜−reg
(M′)⊗Mes(M ′(R))∗. D’apre`s 5.13(5) et le lemme 7.1(iii), on a
cIG˜,E
M˜
(M′, δ, f) = SM
′
(δ, cθG˜,E
M˜
(M′, f)) +
∑
L˜∈L(M˜),L˜ 6=M˜
I L˜,E
M˜
(M′, δ, cθG˜
L˜
(f))
et
cIG˜
M˜
(transfert(δ), f) =
∑
L˜∈L(M˜)
I L˜
M˜
(transfert(δ), cθG˜
L˜
(f)).
On a prouve´ en [V] proposition 1.13 que l’on avait l’e´galite´
I L˜,E
M˜
(M′, δ,ϕ) = I L˜
M˜
(transfert(δ),ϕ)
pour tout ϕ ∈ I(L˜(R)) ⊗ Mes(L(R)). Cette e´galite´ s’e´tend imme´diatement a` ϕ ∈
Iac(L˜(R))⊗Mes(L(R)). Par diffe´rence, on obtient
cIG˜,E
M˜
(M′, δ, f)−cIG˜
M˜
(transfert(δ), f) = SM
′
(δ, cθG˜,E
M˜
(M′, f))−IM˜ (transfert(δ), cθG˜
M˜
(f)).
Par de´finition du transfert des distributions, le dernier terme est aussi SM
′
(δ, cθG˜
M˜
(f)M
′
).
On obtient alors
(1) cIG˜,E
M˜
(M′, δ, f)− cIG˜
M˜
(transfert(δ), f) = SM
′
(δ, cϕ).
Transfe´rons la formule du lemme 5.12. On obtient
cθG˜
M˜
(f)M
′
=
∑
L˜∈L(M˜)
(θrat,L˜
M˜
◦ cθrat,G˜
L˜
(f))M
′
.
Pour L˜ = M˜ , θrat,M˜
M˜
est l’identite´. Pour L˜ = G˜, cθrat,G˜
G˜
est l’identite´. Pour L˜ 6= M˜ , L˜ 6= G˜,
on peut appliquer la formule 6.11(A) par re´currence :
(θrat,L˜
M˜
◦ cθrat,G˜
L˜
(f))M
′
= θrat,L˜,E
M˜
(M′, cθrat,G˜
L˜
(f)M
′
).
La formule ci-dessus se re´crit
cθG˜
M˜
(f)M
′
= cθrat,G˜
M˜
(f)M
′
+ θrat,G˜
M˜
(f)M
′
+
∑
L˜∈L(M˜),L˜ 6=M˜,L˜6=G˜
θrat,L˜,E
M˜
(M′, cθrat,G˜
L˜
(f)M
′
).
Utilisons la formule du lemme 7.2(iii). Dans cette formule, on peut remplacer le terme
indexe´ par L˜ = G˜ par θrat,G˜,E
M˜
(M′, f) puisque cθrat,G˜
G˜
est l’identite´. On obtient
cθG˜
M˜
(f)M
′
= cθrat,G˜,E
M˜
(M′, f) + θrat,G˜,E
M˜
(M′, f) +
∑
L˜∈L(M˜),L˜ 6=M˜,L˜ 6=G˜
θrat,L˜,E
M˜
(M′, cθrat,G˜
L˜
(f)M
′
).
En comparant les deux formules ci-dessus, on obtient l’e´galite´
(2) cϕ = cϕrat + ϕrat.
A partir des e´galite´s (1) et (2), la preuve devient similaire a` celles des deux paragraphes
pre´ce´dents. On doit utiliser la variante 6.11(2) de la proprie´te´ 6.6(1). On laisse les de´tails
au lecteur. 
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8 L’application ǫM˜
8.1 Un lemme e´le´mentaire
On rappelle le lemme 6.2 de [A8] dont nous ferons usage plusieurs fois. Conside´rons
un espace V = Rn, notons B ⊂ V la boule ferme´e de centre 0 et de rayon 1. Notons
Diff cst(V ) l’espace des ope´rateurs diffe´rentiels a` coefficients constants sur V . Conside´rons
une famille finie (li)i=1,...,k de formes line´aires non nulles sur V . Notons Vreg = {v ∈
V ; ∀i = 1, ..., k, li(v) 6= 0}.
Lemme. Soit q ∈ N. Il existe une famille (τj)j∈N d’applications τj de Diff cst(V ) dans
lui-meˆme ve´rifiant les proprie´te´s suivantes :
(i) pour tout D, il n’y a qu’un nombre fini de j tels que τj(D) 6= 0 ;
(ii) soit c : Diff cst(V ) → R≥0 une fonction telle que c(0) = 0. De´finissons c∗ :
Diff cst(V )→ R≥0 par c∗(D) =
∑
j∈N c◦τj(D). Soit ϕ ∈ C∞c (Vreg). Supposons que, pour
tout D ∈ Diff cst(V ) et tout v ∈ B ∩ Vreg, on ait l’ine´galite´
|Dϕ(v)| ≤ c(D)
∏
i=1,...,k
|li(v)|−q.
Alors, pour tout D ∈ Diff cst(V ) et tout v ∈ B ∩ Vreg, on a l’ine´galite´
|Dϕ(v)| ≤ c∗(D).
8.2 De´finition locale
On conside`re un triplet (KG,KG˜, a) et un K-espace de Levi KM˜ ∈ L(KM˜0) de
KG˜. Dans ce paragraphe, on fixe une composante connexe M˜ de KM˜ , on note G˜ la
composante correspondante de KG˜.
Proposition. Soient f ∈ I(KG˜(R), ω) ⊗Mes(G(R)) et η un e´le´ment semi-simple de
M˜(R). Alors il existe un voisinage U˜ de η dans M˜(R) et une fonctionϕ ∈ Icusp(M˜(R), ω)⊗
Mes(M(R)) telle que
IM˜(γ,ϕ) = IKG˜,E
KM˜
(γ, f)− IKG˜
KM˜
(γ, f)
pour tout γ ∈ Dorb(M˜(R), ω)⊗Mes(M(R))∗ dont le support est forme´ d’e´le´ments de U˜
qui sont fortement re´guliers dans G˜.
Preuve. Pour simplifier, on fixe des mesures de Haar dm sur M(R), dg sur G(R) et
on e´crit f = f ⊗ dg avec f ∈ I(KG˜(R), ω). Soit T˜ un sous-tore tordu maximal de M˜ tel
que η ∈ T˜ (R). On fixe une mesure de Haar dt sur T θ,0(R). Pour γ ∈ T˜ (R) ∩ G˜reg(R),
l’inte´grale orbitale sur M˜(R) associe´e a` γ et dt est bien de´finie. Notons-la γ pour un
instant. On pose simplement
IKG˜
KM˜
(γ, ω, f) = IKG˜
KM˜
(γ, f ⊗ dg).
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On de´finit de fac¸on similaire IKG˜,E
KM˜
(γ, ω, f). On de´finit une fonction ϕf,T˜ presque partout
sur T˜ (R) par
ϕf,T˜ (γ) = I
KG˜,E
KM˜
(γ, ω, f)− IKG˜
KM˜
(γ, ω, f).
Soit m ∈ ZM(η;R). Posons T˜ ′ = adm(T˜ ) et transportons par adm la mesure sur
T θ,0(R) en une mesure sur T ′ ,θ,0(R). Il est clair que, pour presque tout γ ∈ T˜ (R), on a
l’e´galite´
(1) ϕf,T˜ ′(mγm
−1) = ω(m)ϕf,T˜ (γ).
On a
(2) si T˜ n’est pas elliptique dans M˜ , alors ϕf,T˜ = 0.
En effet, il existe un espace de Levi R˜ ( M˜ tel que T˜ ⊂ R˜. Quitte a` conjuguer T˜ ,
cet espace donne naissance a` un K-espace de Levi KR˜ ∈ L(KM˜0). D’apre`s les formules
de descente [II] lemme 1.7 et 1.15(1) , on a l’e´galite´
ϕf,T˜ (γ) =
∑
KL˜∈L(KR˜)
dG˜
R˜
(M˜, L˜)
(
IKL˜,E
KR˜
(γ, ω, fKL˜,ω)− IKL˜KR˜(γ, ω, fKL˜,ω)
)
.
Les espaces KL˜ intervenant sont des K-espaces propres de KG˜. Nos hypothe`ses de
re´currence assurent que tous les termes de ce de´veloppement sont nuls. D’ou` (2).
Supposons maintenant T˜ elliptique. Notons ΣGη(T θ,0) et ΣMη(T θ,0) les ensembles de
racines de T θ,0 dans Gη, resp.Mη. L’hypothe`se d’ellipticite´ entraˆıne que tous les e´le´ments
de ΣMη(T θ,0) sont imaginaires. Par contre, aucun e´le´ment de ΣGη(T θ,0)−ΣMη (T θ,0) n’est
imaginaire : un tel e´le´ment se restreint non trivialement a` AMη . On fixe un sous-ensemble
positif dans ΣMη(T θ,0) et on de´finit une fonction ∆η presque partout sur t
θ(R) par
∆η(X) =
∏
α∈ΣMη (T θ,0),α>0
sgn(iα(X)).
On va prouver
(3) si T˜ est elliptique dans M˜ , la fonction X 7→ ∆η(X)ϕf,T˜ (exp(X)η) se prolonge en
une fonction C∞ dans un voisinage de 0 dans tθ(R).
Admettons ce re´sultat. La the´orie de la descente et les re´sultats de Bouaziz et Shelstad
caracte´risent les fonctions sur les tores T˜ comme ci-dessus qui sont au voisinage de η les
inte´grales orbitales d’une fonction C∞ et cuspidale sur M˜(R). Ce sont pre´cise´ment celles
qui ve´rifient les proprie´te´s (1), (2) et (3). On obtient alors l’assertion de la proposition.
Prouvons (3). On suppose donc T˜ elliptique dans M˜ . Supposons d’abord que le point
η est G˜-e´quisingulier. D’apre`s [V] 1.3 et lemme 1.9, il existe une fonction ϕ ∈ I(M˜(R), ω)
telle que, pour tout sous-tore tordu maximal T˜ ′ de M˜ tel que η ∈ T˜ ′(R) et pour tout
γ ∈ T˜ ′(R) ∩ G˜reg(R) assez voisin de η, on ait l’e´galite´
ϕf,T˜ ′(γ) = I
M˜(γ, ω, ϕ).
La fonction ϕ est cuspidale d’apre`s (2). Alors la proprie´te´ (3) re´sulte des proprie´te´s
habituelles des inte´grales orbitales.
Notons t1, resp. t2, le sous-ensemble des X ∈ tθ tels que α(X) 6= 0 pour tout α ∈
ΣGη(T θ,0) − ΣMη(T θ,0), resp. α ∈ ΣGη(T θ,0). Soit X0 ∈ t1(R), supposons X0 proche de
0. Le point η0 = exp(X0)η est G˜-e´quisingulier. On vient de prouver que la fonction
X ′ 7→ ∆η0(X ′)ϕf,T˜ (exp(X ′)η0) se prolongeait en une fonction C∞ au voisinage de 0.
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Mais on a l’e´galite´ ∆η0(X
′) = ǫ∆η(X0 + X
′) pour X ′ proche de 0, avec un ǫ ∈ {±1}
constant. Donc la fonction X 7→ ∆η(X)ϕf,T˜ (exp(X)η) se prolonge en une fonction C∞
au voisinage de X0. Soit Ω une composante connexe de t1(R). On obtient
(4) il existe un voisinage u de 0 dans tθ(R) tel que la fonctionX 7→ ∆η(X)ϕf,T˜ (exp(X)η)
se prolonge en une fonction C∞ sur Ω ∩ u.
Conside´rons le groupe des g ∈ G tels que adg(η) = η et adg(T˜ ) = T˜ . Il contient
T θ comme sous-groupe distingue´ d’indice fini. Notons W le quotient. Le groupe W agit
naturellement dans tθ. Pour w ∈ W −{1}, l’ensemble des points fixes est un sous-espace
propre. Notons t3 le comple´mentaire dans t2 de la re´union de ces sous-espaces. On voit
que, pour X ∈ t3(R) assez proche de 0, l’e´le´ment exp(X)η est fortement re´gulier dans
G˜. Quitte a` restreindre u, la proprie´te´ 3.2(4) et le lemme 3.4 entraˆınent que
(5) pour tout U ∈ Sym(tθ), il existe un entier N et, pour tout f ∈ I(G˜(R), ω), il
existe c > 0 de sorte que l’on ait la majoration
|∂Uϕf,T˜ (exp(X)η)| ≤ cDGη(X)−N
pour tout X ∈ t3(R) ∩ u.
Rappelons l’homomorphisme d’Harish-Chandra, que l’on peut interpre´ter ici comme
un homomorphisme
Z(G) → Sym(tθ)
z 7→ zT θ,0 .
Montrons que
(6) on a l’e´galite´
ϕzf,T˜ (exp(X)η) = ∂zTθ,0ϕf,T˜ (exp(X)η)
pour tout X ∈ t3(R).
En effet, la proposition 2.5 conduit a` l’e´galite´
ϕzf,T˜ (exp(X)η) =
∑
KL˜∈L(KM˜)
δL˜
M˜
(exp(X)η, zL)(I
KG˜,E
KL˜
(exp(X)η, ω, f)−IKG˜
KL˜
(exp(X)η, ω, f)).
Les hypothe`ses de re´currence assurent que tous les termes sont nuls, sauf celui pour
L˜ = M˜ . Celui-ci est e´gal a` ∂z
Tθ,0
ϕf,T˜ (exp(X)η). D’ou` (6).
L’alge`bre Sym(tθ) est de type fini sur l’image de l’homomorphisme d’Harish-Chandra.
On peut donc fixer des e´le´ments U1, ..., Uk ∈ Sym(tθ) de sorte que tout U ∈ Sym(tθ)
s’e´crive U =
∑
i=1,...,k Uizi,T θ,0, avec des zi ∈ Z(G). On a alors
∂Uϕf,T˜ (exp(X)η) =
∑
i=1,...,k
∂Uiϕzif,T˜ (exp(X)η).
L’assertion (5) associe a` chaque Ui un entier Ni. En prenant pour N un majorant de
ces entiers, on obtient qu’il existe N tel que, pour tout U ∈ Sym(tθ) et pour tout
f ∈ I(G˜(R), ω), il existe c > 0 de sorte que l’on ait la majoration
|∂Uϕf,T˜ (exp(X)η)| ≤ cDGη(X)−N
pour tout X ∈ t3(R) ∩ u. On applique alors le lemme 8.1. On obtient que, pour tout
U ∈ Sym(tθ) et pour tout f ∈ I(G˜(R), ω), la fonction ∂Uϕf,T˜ (exp(X)η) est borne´e sur
t3(R) ∩ u. Joint a` (4), ce re´sultat implique
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(7) pour tout U ∈ Sym(tθ) et pour tout f ∈ I(G˜(R), ω), la fonction ∂Uϕf,T˜ (X) est
borne´e sur Ω ∩ u.
Il re´sulte de (4) et (7) que cette fonction se prolonge continuement a` l’adhe´rence de
Ω ∩ u et meˆme a` un voisinage de cette adhe´rence, cf. [B] remarque 3.2.
Soit α ∈ ΣGη(T θ,0) une racine re´elle. Soit X0 ∈ u tel que l’ensemble des e´le´ments de
ΣGη(T θ,0) annulant X0 soit {±α}. On va prouver
(8) la fonction X 7→ ∆η(X)ϕf,T˜ (exp(X)η) se prolonge en une fonction C∞ au voisi-
nage de X0.
Puisque α est re´elle, la fonction ∆η(X) est constante au voisinage de X0 et on peut
l’oublier. Le point X0 appartient aux adhe´rences de deux composantes connexes Ω1 et
Ω2 se´pare´es par l’hyperplan annule´ par α. Soit U ∈ Sym(tθ). Il suffit de montrer que les
deux prolongements de ∂Uϕf,T˜ (exp(X)η) dans les adhe´rences de ces deux composantes
co¨ıncident sur cet hyperplan. Soit X1 un e´le´ment de cet hyperplan assez voisin de X0.
Posons η1 = exp(X1)η. Le couple (η1, T˜ ) ve´rifie les hypothe`ses de la section 4 et on utilise
les notations de cette section.Les valeurs en X1 des prolongements ci-dessus sont les deux
limites
(9) limr→0+∂Uϕf,T˜ (exp(rHd)η1) et limr→0−∂Uϕf,T˜ (exp(rHd)η1).
Il s’agit de prouver qu’elles sont e´gales. Pour X voisin de 0, on a
∂Uϕf,T˜ (exp(X)η1) = ∂UI
KG˜,E,mod
KM˜
(exp(X)η1, ω, f)− ∂UIKG˜,modKM˜ (exp(X)η1, ω, f).
En effet, si on oublie les exposants mod, c’est la de´finition. Ajouter ces exposants ajoute
au terme de droite l’image par ∂U de la fonction
|αˇ|log(|α(X)|)(IKG˜,E
KM˜
(exp(X)η1, ω, f)− IKG˜KM˜(exp(X)η1, ω, f)).
Or cette fonction est nulle par hypothe`se de re´currence puisque dim(AM˜) < dim(AM˜).
La diffe´rence entre les deux limites (9) est calcule´e par les propositions 4.1 et 4.3. Le
meˆme argument montre qu’elle est nulle. Cela prouve (8).
Supposons maintenant que α soit imaginaire au lieu d’eˆtre re´elle. Le meˆme re´sultat
vaut : la racine α appartient a` ΣMη(T θ,0), le point X0 appartient a` t1(R) et l’assertion
re´sulte de (4). Pour une racine α qui n’est ni re´elle, ni imaginaire, le sous-espace des
e´le´ments de tθ(R) annule´s par α est de codimension deux : un tel e´le´ment est annule´ par
α et par son conjugue´. Mais alors, la fonction X 7→ ∆η(X)ϕf,T˜ (exp(X)η) et l’ensemble
de racines ΣGη(T θ,0) ve´rifient les hypothe`ses du lemme 21 de [Va]. Ce lemme conclut que
cette fonction se prolonge en une fonction C∞ au voisinage de 0. Cela prouve (3) et la
proposition. 
8.3 De´finition globale
Pour f ∈ I(KG˜(R), ω,K)⊗Mes(G(R)), posons
cϕf =
cθKG˜,E
KM˜
(f)− cθKG˜KM˜(f).
C’est un e´le´ment de Iac(KM˜(R), ω,K) ⊗Mes(M(R)). Un argument de descente de´ja`
utilise´ plusieurs fois montre qu’il est cuspidal.
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Proposition. Soit f ∈ I(KG˜(R), ω,K) ⊗ Mes(G(R)). Il existe une fonction φ ∈
Icusp(KM˜(R), ω)⊗Mes(M(R)) de sorte que l’on ait l’e´galite´
IM˜(γ,φ− cϕ
f
) = IKG˜,E
KM˜
(γ, f)− IKG˜
KM˜
(γ, f)
pour tout γ ∈ Dorb(KM˜(R), ω) ⊗ Mes(M(R))∗ dont le support est forme´ d’e´le´ments
fortement re´guliers dans G˜.
Preuve. On reprend le de´but de la preuve de 7.4. On n’impose plus l’hypothe`se (Hyp)
de ce paragraphe. Le terme qui e´tait annule´ par cette hypothe`se ne l’est plus et l’e´galite´
(1) de ce paragraphe se transforme en
cIKG˜,E
KM˜
(γ, f)− cIKG˜
KM˜
(γ, f) = IKM˜(γ, cϕ
f
) + (IKG˜,E
KM˜
(γ, f)− IKG˜
KM˜
(γ, f)).
Le deuxie`me terme du membre de droite est localement une inte´grale orbitale d’apre`s la
proposition 8.2. Il en est trivialement de meˆme du premier terme. Donc le membre de
gauche est localement une inte´grale orbitale. Or il est a` support dans un ensemble ΓM ou`
Γ est compact. Par partition de l’unite´, on peut trouver φ ∈ I(KM˜(R), ω)⊗Mes(M(R))
de sorte que ce membre de gauche soit e´gal a` IM˜(γ,φ). On obtient la formule de l’e´nonce´.
Les formules de descente habituelles et les hypothe`ses de re´currence entraˆınent que le
membre de droite de cette formule de l’e´nonce´ est nul si le support de γ n’est pas forme´
d’e´le´ments elliptiques. Cela entraˆıne que φ− cϕf est cuspidale, donc aussi φ. 
La fonction φ de l’e´nonce´ est uniquement de´termine´e. On pose
ǫKM˜(f) = φ− cϕf .
On a ainsi de´fini une application line´aire
ǫKM˜ : I(KG˜(R), ω,K)⊗Mes(G(R))→ Iac,cusp(KM˜(R), ω)⊗Mes(M(R)).
A ce point, on peut pre´ciser que ǫKM˜ prend ses valeurs dans
(Icusp(M˜(R), ω) + Iac,cusp(KM˜(R), ω,K))⊗Mes(M(R)).
On prouvera dans les paragraphes suivants que l’on peut supprimer le premier terme
Icusp(M˜(R), ω), autrement dit que ǫKM˜ prend ses valeurs dans le sous-espace des fonctions
K-finies.
Notons une proprie´te´ importante :
(1) on a l’e´galite´ ǫKM˜(zf) = zM˜ǫKM˜(f) pour tout f ∈ I(KG˜(R), ω,K)⊗Mes(G(R))
et tout z ∈ Z(G).
Cela re´sulte de 8.1(6).
On a aussi
(2) pour toute ω-repre´sentation elliptique π˜ deKM˜(R), la fonctionX 7→ IKM˜(π˜, X, ǫM˜(f))
est a` de´croissance rapide ; sa transforme´e de Fourier λ 7→ IKM˜(π˜, λ, ǫM˜(f)) sur iA∗M˜ se
prolonge en une fonction me´romorphe sur A∗
M˜,C
qui est a` de´croissance rapide dans les
bandes verticales ; ses poˆles sont de la forme de´crite en 5.2(3).
Preuve. On rappelle qu’un ω-repre´sentation elliptique de KM˜(R) est une telle ω-
repre´sentation d’une composante connexe M˜p(R). L’assertion re´sulte du fait que ǫKM˜(f)
est la somme d’une fonction a` support compact et de cθKG˜
KM˜
(f) − cθKG˜,E
KM˜
(f). On a de´ja`
prouve´ (cf. 5.11 et 6.6) que cette dernie`re fonction ve´rifiait la proprie´te´ (2). Cette pro-
prie´te´ est aussi ve´rifie´e pour une fonction a` support compact. D’ou` l’assertion. 
Soulignons que l’on n’affirme pas que les hyperplans polaires sont en nombre fini.
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8.4 Retour sur la formule des traces locale syme´trique
Pour simplifier, on fixe des mesures de Haar pour la fin de l’article. Dans ce para-
graphe, on conside`re un triplet (G, G˜, a). Pour un espace de Levi L˜ ∈ L(M˜0), on introduit
un ensemble de repre´sentants Eell,0(L˜, ω) des classes d’e´quivalence des ω-repre´sentations
elliptiques π˜ de L˜(R) dont le caracte`re central ωπ est trivial sur AL˜. Introduisons de meˆme
un ensemble de repre´sentants Edisc,0(L˜, ω) des classes d’e´quivalence des ω-repre´sentations
discre`tes π˜ de L˜(R) dont le caracte`re central ωπ est trivial sur AL˜. On renvoie a` [W2] 2.11
pour la notion de ω-repre´sentation discre`te. Soit π˜ ∈ Edisc,0(L˜, ω). Il re´sulte du lemme
2.11 de [W2] que c’est l’induite d’une repre´sentation elliptique d’un espace de Levi de L˜.
C’est-a`-dire que l’on peut e´crire
(1) π˜ = c IndL˜
R˜
(σ˜ν),
ou` c ∈ C, R˜ ∈ L(M˜0) est un espace de Levi contenu dans L˜, σ˜ appartient a` Eell,0(R˜, ω)
et ν ∈ iA∗
R˜
.
Inversement, soient R˜ ∈ L(M˜0) et σ˜ ∈ Eell,0(R˜, ω). Montrons que
(2) il n’existe qu’un nombre fini de couples (L˜, π˜), ou` L˜ ∈ L(R˜) et π˜ ∈ Edisc,0(L˜, ω),
tels que le couple (R˜, σ˜) soit celui intervenant dans la de´composition (1).
Preuve. On peut e´videmment fixer L˜ et prouver la finitude de l’ensemble des π˜. La
repre´sentation σ˜ est issue d’un triplet elliptique (M, τ, r˜), cf. [W2] 2.11. Le terme M est
un Levi de R contenant M0 et τ est une repre´sentation de la se´rie discre`te deM(R). Soit
ν ∈ iA∗
R˜
. On veut que le caracte`re central de IndL˜
R˜
(σν) soit trivial sur AL˜. Cela impose
que ν appartient a` iAL˜,∗
R˜
. Pour que IndL˜
R˜
(σ˜ν) soit une ω-repre´sentation discre`te, il est
ne´cessaire qu’il existe γ ∈ L˜(R) ve´rifiant les conditions suivantes :
- adγ conserve M ;
- τν ◦ adγ ≃ τν ⊗ ω ;
- l’automorphisme wγ de AL˜M de´duit de adγ n’a pas de points fixes non nuls.
Il n’y a qu’un nombre fini d’automorphismes wγ possibles. Pour chacun d’eux, la
deuxie`me relation de´termine (w−1γ − 1)(ν) ∈ iAL˜∗M . D’apre`s la troisie`me relation, cela
revient a` de´terminer ν. Cela prouve (2). 
Soient R˜ ∈ L(M˜0) et σ˜ ∈ Eell,0(R˜, ω). A chaque couple (L˜, π˜) ve´rifiant (2), associons
le sous-espace affine H = ν + iA∗
L˜
de iA∗
R˜
. On obtient un ensemble fini HG˜
R˜,1
(σ˜) de sous-
espaces affines de iA∗
R˜
. Cet ensemble contient iA∗
R˜
: cet espace est associe´ au couple
(L˜, π˜) = (R˜, σ˜) lui-meˆme. On le syme´trise de la fac¸on suivante. Un e´le´ment w ∈ W (M˜0)
agit en envoyant R˜ sur w(R˜) et σ˜, sinon sur un e´le´ment de E(w(R˜), ω), du moins sur un
multiple d’un tel e´le´ment, c’est-a`-dire w(σ˜) = zwσ˜w, ou` zw ∈ C× et σ˜w ∈ E(w(R˜), ω). On
note HG˜
R˜
(σ˜) la re´union des w−1(HG˜
w(R˜),1
(σ˜w)) sur w ∈ W (M˜0).
Pour tout L˜ ∈ L(M˜0) et pour tout π˜ ∈ Edisc,0(L˜, ω), soit φL˜,π˜ une fonction C∞ et a`
croissance polynomiale sur iA∗
L˜
. Pour f ∈ I(G˜(R), ω,K), l’expression
J(f) =
∑
L˜∈L(M˜0)
∑
π˜∈Edisc,0(L˜,ω)
∫
iA∗
L˜
φL˜,π˜(λ)I
L˜(π˜λ, fL˜,ω) dλ.
est convergente. Le re´sultat ci-dessus montre qu’a` la famille (φL˜,π˜)L˜∈L(M˜0),π˜∈Edisc,0(L˜,ω), on
peut associer une famille (φR˜,σ˜,H)R˜∈L(M˜0),σ˜∈Eell,0(R˜,ω),H∈HG˜R˜(σ˜)
, ou` φR˜,σ˜,H est une fonction
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C∞ a` croissance polynomiale sur H , de sorte que
J(f) =
∑
R˜∈L(M˜0)
∑
σ˜∈Eell,0(R˜,ω)
∑
H∈HG˜
R˜
(σ˜)
∫
H
φR˜,σ˜,H(λ)I
R˜(σ˜λ, fR˜,ω) dλ.
En vertu des proprie´te´s de syme´tries de la famille (fR˜,ω)R˜∈L(M˜0), on peut syme´triser la
famille (φR˜,σ˜,H)R˜∈L(M˜0),σ˜∈Eell,0(R˜,ω),H∈HG˜R˜(σ˜)
et supposer
(3) pour R˜ ∈ L(M˜0), σ˜ ∈ Eell,0(R˜, ω), H ∈ HG˜R˜(σ˜), λ ∈ H et w ∈ W (M˜0), on a
l’e´galite´ φR˜,σ˜,H(λ) = zwφw(R˜),σ˜w,w(H)(wλ), ou` on a e´crit w(σ˜) = zwσ˜w comme ci-dessus.
En imposant cette condition, la famille (φR˜,σ˜,H)R˜∈L(M˜0),σ˜∈Eell,0(R˜,ω),H∈HG˜R˜(σ˜)
est entie`rement
de´termine´e par la forme line´aire f 7→ J(f).
Soit M˜ ∈ L(M˜0) et soit T˜ un sous-tore tordu maximal elliptique de M˜ . Fixons un
sous-ensemble ouvert U˜ ⊂ T˜ (R) d’adhe´rence compacte et invariant par multiplication
par (1 − θ)(T (R)). Posons U˜reg = U˜ ∩ G˜reg(R). Notons C∞c (U˜reg)ω−1−inv l’espace des
fonctions ϕ sur T˜ (R) qui ve´rifient les conditions suivantes :
- ϕ est C∞ ;
- on a
ϕ(t−1γt) = ω(t)ϕ(γ)
pour tous γ ∈ T˜ (R) et t ∈ T (R) ;
- le support de ϕ est contenu dans U˜reg et est d’image compacte dans T˜ (R)/(1 −
θ)(T (R)).
Soulignons que la condition de transformation n’est pas la meˆme qu’en 1.1 : on
a inverse´ ω. Rappelons que l’on suppose ω unitaire (cf. introduction) donc ω−1 = ω¯.
L’alge`bre d’ope´rateurs diffe´rentiels Diff cst(T˜ (R))ω
−1−inv de 1.1 (avec ω inverse´) agit sur
C∞c (U˜reg)
ω−1−inv. Pour ϕ ∈ C∞c (U˜reg)ω−1−inv, posons
δ(ϕ) = infγ∈Supp(ϕ)D
G˜(γ).
Proposition. Pour tout ϕ ∈ C∞c (U˜reg)ω−1−inv, il existe une unique famille
(φR˜,σ˜,H(ϕ))R˜∈L(M˜0),σ˜∈Eell,0(R˜,ω),H∈HG˜R˜(σ˜)
ve´rifiant les conditions suivantes.
(i) Soient R˜ ∈ L(M˜0), σ˜ ∈ Eell,0(R˜, ω) et H ∈ HG˜R˜(σ˜). Le terme φR˜,σ˜,H(ϕ) est une
fonction C∞ sur H . On note φR˜,σ˜,H(ϕ, λ) sa valeur en un point λ ∈ H .
(ii) Soient R˜ ∈ L(M˜0), σ˜ ∈ Eell,0(R˜, ω) et H ∈ HG˜R˜(σ˜). Pour N ∈ N et pour un
ope´rateur diffe´rentiel a` coefficients constants ∆ sur H , il existe des ope´rateurs Di ∈
Diff cst(T˜ (R))ω
−1−inv pour i = 1, ..., n inde´pendants de ϕ et un entier d ∈ N inde´pendant
de ϕ de sorte que
|∆φR˜,σ˜,H(ϕ, λ)| ≤ (1 + |λ|)−Nδ(ϕ)−d
∑
i=1,...,n
supγ∈U˜ |Diϕ(γ)|
pour tout λ ∈ H .
(iii) La famille ve´rifie la condition de syme´trie (3).
(iv) Pour tout f ∈ I(G˜(R), ω,K), on a l’e´galite´∫
T˜ (R)/(1−θ)(T (R))
ϕ(γ)IG˜
M˜
(γ, ω, f) dγ =
∑
R˜∈L(M˜0)
∑
σ˜∈Eell,0(R˜,ω)
∑
H∈HG˜
R˜
(σ˜)
∫
H
φR˜,σ˜,H(ϕ, λ)I
R˜(σ˜λ, fR˜,ω) dλ.
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Preuve. On peut e´videmment supposer que ω est trivial sur T θ(R), sinon C∞c (U˜reg)
ω−1−inv =
{0}. On peut effectuer une partition de l’unite´ et supposer que U˜ est de la forme suivante.
Fixons η ∈ T˜ (R). Notons NormG(T˜ ) le normalisateur de T˜ dans G. Il contient T . Posons
N = NormG(T˜ ;R)∩ZG(η;R) et Ξ = N/T θ(R). Ce groupe est fini et agit naturellement
sur tθ(R). Fixons un voisinage u de 0 dans tθ(R), que l’on suppose assez petit et inva-
riant par Ξ. On suppose que U˜ = {x−1exp(X)ηx;X ∈ u, x ∈ NormG(T˜ ;R)}. Notons
I(U˜reg, ω
−1) le sous-espace des e´le´ments ϕ ∈ C∞c (U˜reg)ω−1−inv qui ve´rifient la condition
ϕ(x−1exp(X)ηx) = ω(x)ϕ(exp(X)η)
pour tout X ∈ u et x ∈ NormG(T˜ ;R). Posons WT = NormG(T˜ ;R)/T (R). On a une
application de syme´trisation
C∞c (U˜reg)
ω−1−inv → I(U˜reg, ω−1)
ϕ 7→ ϕsym
de´finie par la formule
ϕsym(γ) = |WT |−1
∑
x∈NormG(T˜ ;R)/T (R)
ω(x)−1ϕ(x−1γx).
Remarquons que l’action de NormG(T˜ ;R) conserve AT˜ , lequel est e´gal a` AM˜ puisque
T˜ est un sous-tore elliptique de M˜ . Donc cette action conserve M˜ . Il en re´sulte que
la fonction γ 7→ IG˜
M˜
(γ, ω, f) intervenant dans (iv) ve´rifie elle-meˆme une condition de
syme´trie relativement a` cette action. Cela implique que le membre de gauche de (iv)
ne change pas quand on remplace ϕ par ϕsym. On peut donc se limiter a` de´montrer
la proposition pour des ϕ ∈ I(U˜reg, ω−1). On de´finit l’espace I(U˜reg, ω) comme on a
de´fini I(U˜reg, ω
−1). Parce que ω est unitaire, l’application ϕ 7→ ϕ¯ est un automorphisme
antiline´aire de I(U˜reg, ω
−1) sur I(U˜reg, ω). Notons I(G˜reg(R), ω) l’image dans I(G˜(R), ω)
de l’espace des e´le´ments de C∞c (G˜(R)) a` support fortement re´gulier. L’espace I(U˜reg, ω)
s’identifie a` un sous-espace de I(G˜reg(R), ω) de la fac¸on suivante. Une fonction ϕ ∈
I(U˜reg, ω) s’identifie a` la fonction f ∈ I(G˜reg(R), ω) telle que IG˜(γ, ω, f) = 0 pour tout
γ ∈ G˜(R) qui n’est pas conjugue´ a` un e´le´ment de T˜ (R) et que IG˜(γ, ω, f) = ϕ(γ) pour
tout γ ∈ T˜ (R).
On utilise [Moe] proposition 2, dont on reprend les notations. Pour ϕ ∈ I(U˜reg, ω),
on a l’e´galite´∫
T˜ (R)/(1−θ)(T (R)
ϕ(γ)IG˜
M˜
(γ, ω, f) dγ =
∑
L˜∈L(M˜0)
∑
π˜∈Edisc,0(L˜,ω)
cL˜,π˜
∫
iA∗
L˜
I ′
G˜
L˜
(π˜λ, ϕ)I
L˜(π˜λ, fL˜,ω) dλ.
Pour ϕ ∈ I(U˜reg, ω−1), on en de´duit∫
T˜ (R)/(1−θ)(T (R)
ϕ(γ)IG˜
M˜
(γ, ω, f) dγ =
∑
L˜∈L(M˜0)
∑
π˜∈Edisc,0(L˜,ω)
cL˜,π˜
∫
iA∗
L˜
I ′
G˜
L˜
(π˜λ, ϕ¯)I
L˜(π˜λ, fL˜,ω) dλ.
Les explications donne´es avant l’e´nonce´ permettent de convertir cette formule en
celle du (iv) de l’e´nonce´. On peut imposer (iii) et la famille obtenue est alors unique. Les
conditions (i) et (ii) se de´duisent d’assertions analogues concernant les fonctions λ 7→
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I ′
G˜
L˜
(π˜λ, ϕ) intervenant ci-dessus, pour ϕ ∈ I(U˜reg, ω). Il reste a` prouver ces assertions.
On fixe L˜ ∈ L(M˜0) et π˜ ∈ Edisc,0(L˜, ω). Soit f ∈ C∞c (G˜(R)), supposons f a` support
fortement re´gulier. On de´finit par re´currence un terme
(4) I ′
G˜
L˜
(π˜λ, f) = J
G˜
L˜
(π˜λ, f)−
∑
R˜∈L(L˜),R˜ 6=G˜
I ′
R˜
L˜
(π˜λ, φ
′G˜
R˜
(f)).
On rappellera plus loin la de´finition de φ′
G˜
R˜
(f). Moeglin montre que l’application line´aire
f 7→ I ′ G˜
L˜
(π˜λ, f) se quotiente en une application de´finie sur I(G˜reg(R), ω). Le terme
I ′
G˜
L˜
(π˜λ, ϕ) intervenant ci-dessus est la valeur de cette application en ϕ ∈ I(G˜reg(R), ω).
Que ce terme soit C∞ en λ est imme´diat par re´currence sur la formule (4) car le terme
J G˜
L˜
(π˜λ, f) est C
∞ en λ. Nous voulons montrer que I ′
G˜
L˜
(π˜λ, ϕ) ve´rifie une majoration
comme dans le (ii) de l’e´nonce´.
L’ensemble U˜G des e´le´ments de G˜(R) qui sont conjugue´s a` un e´le´ment de U˜ est e´gal a`
{x−1exp(X)ηx;X ∈ u, x ∈ G(R)}. Notons ureg le sous-ensemble des e´le´ments de u dont
le stabilisateur dans Ξ est re´duit a` {1}. Conside´rons l’application
ureg × T θ(R)\G(R) → G˜(R)
(X, x) 7→ x−1exp(X)ηx.
Le groupe N agit sur l’espace de de´part par (y,X, x) 7→ (ady(X), yx) pour y ∈ N . Cette
action se quotiente en une action du groupe fini Ξ. L’application ci-dessus a pour image
U˜ G˜ ∩ G˜reg(R) et, pourvu que u soit assez petit, est un reveˆtement fini de groupe Ξ au-
dessus de cette image. Fixons une fonction β ∈ C∞c (T θ(R)\G(R)) dont l’inte´grale vaut
1 et qui est invariante par l’action de Ξ par translation a` gauche. Pour ϕ ∈ I(U˜reg, ω),
notons f ′ϕ la fonction sur ureg × T θ(R)\G(R) de´finie par
f ′ϕ(X, x) = ω(x)
−1β(x)DG˜(exp(X)η)−1/2ϕ(exp(X)η).
Elle est invariante par l’action de Ξ. Elle se descend donc en une fonction fϕ sur G˜(R),
a` support dans U˜ G˜ ∩ G˜reg(R). On peut fixer un sous-ensemble ouvert V˜ de G˜(R),
d’adhe´rence compacte, qui contient x−1exp(X)ηx pour tout X ∈ u et tout x dans le
support de β. La fonction fϕ est a` support dans V˜ . L’alge`bre enveloppante U(G) agit a`
droite et a` gauche sur C∞c (V˜ ). On note ces actions (X, f, Y ) 7→ XfY . On munit C∞c (V˜ )
des semi-normes f 7→ supγ∈V˜ |(XfY )(γ)| pour X, Y ∈ U(G). Montrons que
(5) pour toute semi-norme N sur C∞c (V˜ ), il existe un entier d et un ensemble fini
d’e´le´ments Di ∈ Diff cst(T˜ (R))ω−inv pour i = 1, ..., n de sorte que, pour tout ϕ ∈
I(U˜reg, ω), on ait
N (fϕ) ≤ δ(ϕ)−d
∑
i=1,...,n
supX∈u|Diϕ(exp(X)η)|.
Fixons une base (Uj)j∈N de U(G) et une base (Hl)l∈N de Sym(t
θ). L’alge`bre Sym(tθ)⊗
U(G) agit naturellement sur l’espace des fonctions sur ureg×T θ(R)\G(R). Fixons j1, j2 ∈
N. En utilisant l’application d’Harish-Chandra de 1.5, on montre que l’on a une e´galite´
(Uj1fϕUj2)(x
−1exp(X)ηx) =
∑
j,l∈N
cj,l(x, exp(X)η)(HlUjf
′
ϕ)(X, x)
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ou` les fonctions cj,l(x, exp(X)η) sont presque toutes nulles, sont C
∞ en x et rationnelles
en exp(X)η. Le (i) du lemme 1.5 montre que, multiplie´es par une puissance convenable
de DG˜⋆ (exp(X)η), ces fonctions deviennent polynomiales en exp(X)η. Pour prouver (5),
il suffit alors d’appliquer la de´finition de f ′ϕ et le fait que cette fonction est a` support
compact en x, ce support ne de´pendant pas de ϕ. Cela prouve (5).
L’image de fϕ dans I(G˜(R), ω) est e´gale a` ϕ. Cela implique I
′G˜
L˜
(π˜λ, ϕ) = I
′G˜
L˜
(π˜λ, fϕ).
L’e´galite´ (4) devient
(6) I ′
G˜
L˜
(π˜λ, ϕ) = J
G˜
L˜
(π˜λ, fϕ)−
∑
R˜∈L(L˜),R˜6=G˜
I ′
R˜
L˜
(π˜λ, φ
′G˜
R˜
(fϕ)).
Rappelons l’estimation du premier terme du membre de droite, que l’on reprend d’Ar-
thur. Pour tout N ∈ N et tout ope´rateur diffe´rentiel ∆ sur iA∗
L˜
a` coefficients constants,
il existe un ensemble fini de semi-normes Nj pour j = 1, ..., m sur C∞c (V˜ ) de sorte que
|∆J G˜
L˜
(π˜λ, f)| ≤ (1 + |λ|)−N
∑
j=1,...,m
Nj(f)
pour tout λ ∈ iA∗
L˜
et tout f ∈ C∞c (V˜ ).
Remarque. On a rappele´ en [W2] 5.2 la preuve de cette majoration pour ∆ = 1. Le
meˆme argument vaut pour tout ∆.
On applique cela a` fϕ et on utilise (5). On obtient que le terme J
G˜
L˜
(π˜λ, fϕ) ve´rifie
une majoration comme dans le (ii) de l’e´nonce´ (l’alge`bre Diff cst(T˜ (R))ω
−1−inv e´tant
remplace´e par Diff cst(T˜ (R))ω−inv conforme´ment a` l’isomorphisme antiline´aire que l’on
a utilise´ plus haut).
Soit R˜ ∈ L(L˜), R˜ 6= G˜. Conside´rons φ′ G˜
R˜
(fϕ) comme un e´le´ment de I(R˜(R), ω).
C’est un e´le´ment de I R˜(U˜reg, ω), l’analogue de I(U˜reg, ω) pour l’espace ambiant R˜. En
raisonnant par re´currence, on peut supposer que l’application
ϕ′ 7→ I ′R˜
L˜
(π˜λ, ϕ
′)
de´finie sur I R˜(U˜reg, ω) ve´rifie les majorations souhaite´es. Il intervient dans ces majora-
tions un terme δR˜(ϕ′) analogue de δ(ϕ′) quand on remplace G˜ par R˜. Mais, d’apre`s sa
de´finition, on a δR˜(ϕ′) ≥ cδ(ϕ′) pour tout ϕ′, avec une constante c > 0 inde´pendante de
ϕ′. Pour X ∈ u et n ∈ NormG(T˜ ;R), on a par de´finition
φ′
G˜
R˜
(fϕ)(n
−1exp(X)ηn) = J G˜
R˜
(n−1exp(X)ηn, ω, fϕ)
= ϕ(exp(X)η)ω(n)−1
∫
T θ(R)\G(R)
β(nx)vG˜
R˜
(x) dx.
Il en re´sulte que, pour tout D ∈ Diff cst(T˜ (R))ω−inv, il existe c > 0 tel que
supγ∈U˜ |Dφ′G˜R˜ (fϕ; γ)| ≤ c supγ∈U˜ |Dϕ(γ)|
pour tout ϕ ∈ I(U˜reg, ω). On en de´duit que le terme I ′R˜L˜ (π˜λ, φ
′G˜
R˜
(fϕ)) ve´rifie une majo-
ration comme dans le (ii) de l’e´nonce´. Alors l’e´galite´ (6) entraˆıne une telle majoration
pour I ′
G˜
L˜
(π˜λ, ϕ). Cela ache`ve la de´monstration. 
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8.5 Stabilisation de la formule pre´ce´dente
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On conside`re un espace
de Levi M˜ ∈ L(M˜0), un sous-tore tordu T˜ de M˜ maximal et elliptique et un ensemble
U˜ ⊂ T˜ (R). On suppose U˜ ouvert et d’adhe´rence compacte. Pour tout espace de Levi
L˜ ∈ L(M˜0), on fixe une base B(L˜) de Dell,0(L˜), posse´dant les proprie´te´s de [IV] 2.2.
En particulier, elle est re´union de bases B(L˜, µ) des sous-espaces Dell,0,µ(L˜), pour tout
parame`tre infinite´simal µ. On suppose de plus que, pour tout µ, B(L˜, µ) est re´union de
bases Bst(L˜, µ) de Dstell,0,µ(L˜) et B
inst(L˜, µ) de Dinstell,0,µ(L˜). La base B(L˜) elle-meˆme est
donc re´union de Bst(L˜) et Binst(L˜).
Proposition. Pour tout espace de Levi R˜ ∈ L(M˜0) et tout σ˜ ∈ Bst(R˜), il existe un
ensemble fini SHG˜
R˜
(σ˜) de sous-espaces affines de iA∗
R˜
de sorte que les proprie´te´s suivantes
soient ve´rifie´es pour tous M˜ , T˜ , U comme ci-dessus. Pour tout ϕ ∈ C∞c (U˜reg), il existe
une famille
(SφR˜,σ˜,H(ϕ))R˜∈L(M˜0),σ˜∈Bst(R˜),H∈SHG˜
R˜
(σ˜)
ve´rifiant les conditions (i) et (ii) de la proposition pre´ce´dente ainsi que
(iii) pour tout f ∈ SI(G˜(R), K), on a l’e´galite´∫
T˜ (R)
ϕ(δ)SG˜
M˜
(δ, f) dδ =
∑
R˜∈L(M˜0)
∑
σ˜∈Bst(R˜)
∑
H∈SHG˜
R˜
(σ˜)
∫
H
SφR˜,σ˜,H(ϕ, λ)S
R˜(σ˜λ, fR˜) dλ.
Preuve. Fixons un ensemble de repre´sentants X de l’ensemble de doubles classes
T\{x ∈M ; ∀σ ∈ ΓR, xσ(x)−1 ∈ T}/M(R).
Pour ψ ∈ C∞c (M˜(R)), on a l’e´galite´
SM˜(δ, ψ) =
∑
x∈X
IM˜(x−1δx, ψ)
pour tout δ ∈ T˜G˜−reg(R). Soit f ∈ I(G˜(R), K). Le membre de gauche de l’e´galite´ (iii) est
la somme de
(1)
∫
T˜ (R)
ϕ(δ)
∑
x∈X
IG˜
M˜
(x−1δx, f) dδ
et de la somme sur s ∈ Z(Mˆ)ΓR/Z(Gˆ)ΓR, s 6= 1, de
(2) − iM˜(G˜, G˜′(s))
∫
T˜ (R)
ϕ(δ)S
G′(s)
M
(δ, fG
′(s)) dδ.
Un changement de variables transforme (1) en
∑
x∈X
∫
T˜ (R)
ϕ(xδx−1)IG˜
M˜
(δ, f) dδ.
Graˆce a` la proposition pre´ce´dente, ce terme s’e´crit sous la forme
(3)
∑
R˜∈L(M˜0)
∑
σ˜′∈Eell,0(R˜)
∑
H∈HG˜
R˜
(σ˜′)
∑
x∈X
∫
H
φR˜,σ˜′,H(adx−1(ϕ), λ)I
R˜(σ˜′λ, fR˜) dλ.
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Fixons R˜ et introduisons la matrice de changement de base reliant les deux bases Eell,0(R˜)
et B(R˜). C’est-a`-dire que, pour σ˜′ ∈ Eell,0(R˜), on e´crit σ˜′ =
∑
σ˜∈B(R˜) cσ˜′,σ˜σ˜. Pour σ˜
′ fixe´,
il n’y a qu’un nombre fini de σ˜ tels que cσ˜′,σ˜ 6= 0. Les proprie´te´s des bases entraˆınent
que, dans l’autre sens, pour σ˜ fixe´, il n’y a qu’un nombre fini de σ˜′ tels que cσ˜′,σ˜ 6= 0.
Pour σ˜ ∈ B(R˜), posons HG˜,0
R˜
(σ˜) = ∪σ˜′∈Eell,0(R˜),cσ˜′,σ˜ 6=0HG˜R˜(σ˜′). Pour H ∈ H
G˜,0
R˜
(σ˜), posons
φ0
R˜,σ˜,H
(ϕ) =
∑
x∈X
∑
σ˜′∈Eell,0(R˜),H∈H
G˜
R˜
(σ˜′)
cσ˜′,σ˜φR˜,σ˜′,H(adx−1(ϕ)).
On transforme facilement l’expression (3) en
(4)
∑
R˜∈L(M˜0)
∑
σ˜∈B(R˜)
∑
H∈HG˜,0
R˜
(σ˜)
∫
H
φ0
R˜,σ˜,H
(ϕ, λ)I R˜(σ˜λ, fR˜) dλ.
Fixons s ∈ Z(Mˆ)ΓR/Z(Gˆ)ΓR tel que s 6= 1 et iM˜(G˜, G˜′(s)) 6= 0. Par re´currence, le
terme (2) s’e´crit comme une multiple somme. L’un des indices est un espace de Levi
R˜′s ∈ LG˜′(s)(M˜). Comme on le sait, un tel espace est associe´ a` une donne´e endosco-
pique elliptique R′(s) d’un espace de Levi R˜ ∈ L(M˜). L’espace R˜′s e´tant fixe´, la somme
inte´rieure est
−iM˜ (G˜, G˜′(s))
∑
σ˜′∈Bst(R′(s))
∑
H′∈SH
G′(s)
R′(s)
(σ˜′)∫
H′∈SH
G′(s)
R′(s)
(σ˜′)
SφR′(s),σ˜′,H′(ϕ, λ)S
R
′(s)(σ˜′λ, (f
G
′(s))R′(s)) dλ.
Comme toujours, f
G
′(s)
R′(s) = (fR˜)
R
′(s), d’ou`
SR
′(s)(σ˜′λ, (f
G′(s))R′(s)) = I
R˜(transfert(σ˜′λ), fR˜).
On peut identifier H ′ a` un sous-espace affine de iA∗
R˜
. On peut aussi e´crire
transfert(σ˜′λ) =
∑
σ˜∈B(R˜)
cσ˜′,σ˜σ˜λ,
avec des coefficients cσ˜′,σ˜ nuls pour presque tout σ˜. L’inte´grale intervenant ci-dessus est
alors ∑
σ˜∈B(R˜)
cσ˜′,σ˜
∫
H′
SφR′(s),σ˜′,H′(ϕ, λ)I
R˜(σ˜λ, fR˜) dλ.
Les proprie´te´s de finitude du transfert assurent que, pour tout σ˜, il n’existe qu’un nombre
fini de σ˜′ tels que cσ˜′,σ˜ 6= 0. Pour σ˜ ∈ B(R˜), posonsHG˜,sR˜ (σ˜) = ∪σ˜′∈Bst(R′(s)),cσ˜′,σ˜ 6=0SH
G
′(s)
R′(s)(σ˜
′).
Pour H ∈ HG˜,s
R˜
(σ˜), posons
φs
R˜,σ˜,H
(ϕ) =
∑
σ˜′∈Bst(R′(s)),H∈SH
G′(s)
R′(s)
(σ˜′)
cσ˜′,σ˜SφR′(s),σ˜′,H(ϕ).
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Ces de´finitions valent si R′(s) est elliptique. Pour R˜ ∈ L(M˜) tel que R′(s) n’est pas
elliptique, on pose HG˜,s
R˜
(σ˜) = ∅ pour tout σ˜ ∈ B(R˜). Alors l’expression (2) s’e´crit
(5) − iM˜(G˜, G˜′(s))|
∑
R˜∈L(M˜0)
∑
σ˜∈B(R˜)
∑
H∈HG˜,s
R˜
(σ˜)
∫
H
φs
R˜,σ˜,H
(ϕ, λ)I R˜(σ˜λ, fR˜) dλ.
On peut accroˆıtre les ensembles HG˜,0
R˜
(σ˜) et HG˜,s
R˜
(σ˜) intervenant dans (4) et (5), quitte
a` introduire des fonctions nulles φ0
R˜,σ˜,H
(ϕ) ou φs
R˜,σ˜,H
(ϕ). Dans un premier temps, on
peut donc remplacer chacun de ces ensembles par leur re´union. On obtient ainsi un
ensemble qui, a priori, de´pend de M˜ . On peut de nouveau accroˆıtre cet ensemble en le
remplac¸ant par la re´union sur les M˜ ∈ LR˜(M˜0) des ensembles relatifs a` M˜ . On obtient
un ensemble SHG˜
R˜
(σ˜) qui ne de´pend plus de M˜ . On peut supposer que, pour R˜ ∈ L(M˜)
et σ˜ ∈ B(R˜), les ensembles HG˜,0
R˜
(σ˜) et HG˜,s
R˜
(σ˜) intervenant sont tous e´gaux a` SHG˜
R˜
(σ˜).
Pour H ∈ SHG˜
R˜
(σ˜), posons
SφR˜,σ˜,H(ϕ) = φ
0
R˜,σ˜,H
(ϕ)−
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜(G˜, G˜
′(s))φs
R˜,σ˜,H
(ϕ).
On obtient que le membre de gauche de l’e´galite´ (iii) de l’e´nonce´ est e´gal a`
(6)
∑
R˜∈L(M˜0)
∑
σ˜∈B(R˜)
∑
H∈SHG˜
R˜
(σ˜)
∫
H
SφR˜,σ˜,H(ϕ, λ)I
R˜(σ˜λ, fR˜) dλ.
D’apre`s leur construction, les fonctions φR˜,σ˜,H(ϕ) ve´rifient les proprie´te´s (i) et (ii) de la
proposition 8.3. On doit remarquer que, dans les majorations de φs
R˜,σ˜,H
(ϕ), il intervient
un terme δG˜
′(s)(ϕ) analogue a` δ(ϕ) quand on remplace G˜ par G˜′(s). Mais ce terme est
minore´ par le produit de δ(ϕ) et d’une constante inde´pendante de ϕ.
On de´compose l’expression (6) en une somme de deux expressions Jst(ϕ, f) et J inst(ϕ, f).
Dans la premie`re, resp. la seconde, on regroupe les contributions des σ˜ ∈ Bst(R˜), resp.
σ˜ ∈ Binst(R˜). Pour σ˜ ∈ Bst(R˜), on a par de´finition I R˜(σ˜λ, fR˜) = SR˜(σ˜λ, fR˜). Donc
Jst(ϕ, f) est de la forme du membre de droite du (iii) de l’e´nonce´. Pour de´montrer la
proposition, il reste a` prouver que J inst(ϕ, f) = 0. On a de´compose´ l’espace de Paley-
Wiener en PW st,∞(G˜)⊕PW inst,∞(G˜), cf. [IV] 2.4. Il re´sulte des de´finitions que Jst(ϕ, f)
ne de´pend que de la projection de pw(f) sur PW st,∞(G˜), tandis que J inst(ϕ, f) ne de´pend
que de la projection de pw(f) sur PW inst,∞(G˜). Mais on sait que les inte´grales orbitales
ponde´re´es f 7→ SG˜
M˜
(δ, f) sont stables ([V] the´ore`me 1.4). Donc le membre de gauche de
(iii) est stable. Soit f ′ l’e´le´ment de I(G˜(R)) tel que pw(f ′) soit e´gal a` la projection de
pw(f) sur PW st,∞(G˜). La fonction f ′ est encore K-finie. Le membre de gauche pour f
est alors e´gal au meˆme membre pour f ′. Puisque ces termes sont calcule´s par la formule
(6), on obtient
Jst(ϕ, f) + J inst(ϕ, f) = Jst(ϕ, f ′) + J inst(ϕ, f ′).
Par construction de f ′, on a Jst(ϕ, f) = Jst(ϕ, f ′) tandis que J inst(ϕ, f ′) = 0. Cela
entraˆıne J inst(ϕ, f) = 0. Comme on l’a dit, cela prouve la proposition. 
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8.6 Version endoscopique de la proposition 8.4
On conside`re ici un triplet (KG,KG˜, a) et un K-espace KM˜ ∈ L(KM˜0). On fixe
une composante connexe M˜ de KM˜ , contenue dans une composante G˜ de KG˜, un sous-
tore tordu maximal elliptique T˜ de M˜ et un ensemble U˜ ⊂ T˜ (R) ve´rifiant les meˆmes
proprie´te´s qu’en 8.4.
Proposition. Pour tout KR˜ ∈ L(KM˜0) et tout σ˜ ∈ Eell,0(KR˜, ω), il existe un ensemble
fini HKG˜,E
KR˜
(σ˜) de sous-espaces affines de iA∗
R˜
ve´rifiant les conditions suivantes.
(1) Pour w ∈ W (KM˜0), w(HKG˜,EKR˜ (σ˜)) = H
KG˜,E
w(KR˜)
(σ˜w), ou` on a pose´ w(σ˜) = zwσ˜w
comme en 8.4.
(2) Pour tous M˜ , T˜ , U comme ci-dessus et pour tout ϕ ∈ C∞c (U˜reg)ω−1−inv, il existe
une unique famille
(φE
KR˜,σ˜,H
(ϕ))
KR˜∈L(KM˜0),σ˜∈Eell,0(KR˜,ω),H∈H
KG˜,E
KR˜
(σ˜)
ve´rifiant les conditions (i), (ii) et (iii) de la proposition 8.4 ainsi que
(iv) pour tout f ∈ I(KG˜(R), ω,K), on a l’e´galite´∫
T˜ (R)/(1−θ)(T (R))
ϕ(γ)IKG˜,E
KM˜
(γ, ω, f) dγ =
∑
KR˜∈L(KM˜0)
∑
σ˜∈Eell,0(KR˜,ω)
∑
H∈HKG˜,E
KR˜
(σ˜)∫
H
φE
KR˜,σ˜,H
(ϕ, λ)IKR˜(σ˜λ, fKR˜,ω) dλ.
Preuve. On affirme l’existence de familles d’espaces affines inde´pendantes de M˜ et T˜ .
Mais, si on de´montre pour chaque couple (M˜, T˜ ) l’existence d’une telle famille ve´rifiant
les conditions requises pour ce couple, il suffit de prendre la re´union de ces familles sur
l’ensemble des couples (M˜, T˜ ) pris a` conjugaison pre`s pour re´soudre le proble`me. De
meˆme, on peut ne´gliger les conditions d’invariance par W (M˜0) : si on re´sout le proble`me
sans ces conditions, on peut ensuite accroˆıtre les familles d’espaces affines de sorte a` les
rendre syme´triques et syme´triser les familles
(φE
KR˜,σ˜,H
(ϕ))
KR˜∈L(KM˜0),σ˜∈Eell,0(KR˜,ω),H∈H
KG˜,E
KR˜
(σ˜)
.
Fixons donc M˜ , T˜ et U˜ . On peut supposer comme dans la preuve de 8.3 que U˜ =
{x−1exp(X)ηx;X ∈ u, x ∈ NormG(T˜ ;R)}, ou` η est un e´le´ment fixe´ de T˜ (R) et u est un
voisinage de 0 dans tθ(R), assez petit. Soit f ∈ I(KG˜(R), ω,K) et ϕ ∈ C∞c (U˜reg)ω−1−inv.
Le membre de gauche de (iv) est e´gal a`∫
u
ϕ(exp(X)η)IKG˜,E
KM˜
(exp(X)η, ω, f) dX.
Ici comme dans la suite, les mesures doivent eˆtre convenablement normalise´es pour que
la formule soit exacte, mais ces normalisations importent peu puisqu’on ne se propose
pas de calculer explicitement les fonctions φE
KR˜,σ˜,H
(ϕ). On reprend les constructions et
notations de 4.4. La formule (1) de ce paragraphe entraˆıne l’e´galite´
IKG˜,E
KM˜
(exp(X)η, ω, f) = c
∑
j∈J
∆j,1(exp(ξj(X))ǫj,1, exp(X)η)
−1
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S
G˜′j,1
M˜ ′j,1,λj,1
(exp(ξj(X))ǫj,1, f
G˜′j,1),
ou` c est une constante non nulle. Pour chaque j ∈ J , posons uj = ξj(u). Le membre de
gauche de (iv) est donc
∑
j∈J
∫
uj
ϕj(exp(Y )ǫj,1)S
G˜′j,1
M˜ ′j,1,λj,1
(exp(Y ))ǫj,1, f
G˜′j,1) dY,
ou`
ϕj(exp(Y )ǫj,1) = c∆j,1(exp(Y )ǫj,1, exp(ξ
−1
j (Y ))η)
−1ϕ(exp(ξ−1j (Y ))η).
Pour chaque j, on peut appliquer la proposition 8.5. Certes, il faut l’adapter a` la situation
des donne´es auxiliaires ou` l’on conside`re des fonctions se transformant selon le caracte`re
λj,1 de C1(R). On laisse ces de´tails techniques. Remarquons que la fonction ϕj est C
∞ car
le facteur de transfert l’est sur l’ensemble des e´le´ments fortement re´guliers. Le re´sultat
est que le terme indexe´ par j dans la somme ci-dessus s’exprime sous la forme
∑
R˜′j∈L
G˜′
j (M˜ ′j)
∑
σ˜′∈Bst(R′j)
∑
H∈SH
G˜′
j
R˜′
j
(σ˜′)
∫
H
SφR′,σ˜′,H(ϕj, λ)S
R′j(σ˜′λ, (f
G′j)R′j) dλ.
On a utilise´ la notation R′j : comme toujours, l’espace R˜
′
j apparaˆıt comme l’espace d’une
donne´e endoscopique R′j d’un K-espace de Levi KR˜ ∈ L(KM˜0). La de´monstration se
poursuit alors comme celle de 8.5. Fixons R˜′j intervenant ci-dessus. On identifie A∗R˜′j
a` A∗
R˜
. Pour chaque σ˜′ intervenant, l’ensemble SHG˜
′
j
R˜′j
(σ˜′) s’identifie a` un ensemble de
sous-espaces affines de iAR˜. On e´crit
transfert(σ˜′λ) =
∑
σ˜∈E(KR˜,ω)
cσ˜′,σ˜σ˜λ.
Alors ∫
H
SφR′,σ˜′,H(ϕj, λ)S
R′j(σ˜′λ, (f
G′j)R′j) dλ =
∑
σ˜∈E(KR˜,ω)
cσ˜′,σ˜
∫
H
SφR′,σ˜′,H(ϕj, λ)I
KR˜(σ˜λ, fKR˜,ω) dλ.
Pour chaque σ˜, il n’y a qu’un nombre fini de σ˜′ pour lesquels cσ˜′,σ˜ 6= 0. En sommant les ex-
pressions obtenues, on obtient finalement une expression du membre de gauche de (iv) de
la forme voulue. Les familles de sous-espaces affines de´pendent des donne´es M′j choisies,
mais on peut supposer que celles-ci appartiennent a` un ensemble fini de repre´sentants
des classes d’e´quivalence de donne´es endoscopiques elliptiques pour (KM,KM˜, a). Donc
ces sous-espaces affines restent dans un ensemble fini.
Parce que le facteur de transfert ∆j,1(exp(Y )ǫj,1, exp(ξ
−1
j (Y ))η) est C
∞ en Y , on voit
facilement que les fonctions SφR′,σ˜′,H(ϕj, λ) ve´rifient les majorations souhaite´es. Cela
ache`ve la de´monstration. 
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8.7 Expression de ǫKM˜(f)
La proposition 8.4 s’adapte e´videmment aux K-espaces. Puisque l’on peut toujours
accroˆıtre nos familles de sous-espaces affines, on peut supposer que, pour tout KR˜ ∈
L(KM˜0), toute composante connexe R˜ de KR˜, tout σ˜ ∈ Eell,0(R˜, ω), l’ensemble HG˜R˜(σ˜)
de 8.4 est contenu dans l’ensemble HKG˜,E
KR˜
(σ˜) de 8.6. Pour M˜ , T˜ et U˜ comme en 8.6,
la conjonction des propositions 8.4 et 8.6 entraˆıne le re´sultat suivant. Pour tout ϕ ∈
C∞c (U˜reg)
ω−1−inv, il existe une unique famille
(φKR˜,σ˜,H(ϕ))KR˜∈L(KM˜0),σ˜∈Eell,0(KR˜,ω),H∈HG˜R˜(σ˜)
ve´rifiant les conditions (i), (ii) et (iii) de 8.4 ainsi que :
(1) pour tout f ∈ I(KG˜(R), ω,K), on a l’e´galite´∫
T˜ (R)/(1−θ)(T (R))
ϕ(γ)IKM˜(γ, ω, ǫKM˜(f)) dγ =
∑
KR˜∈L(M˜0)
∑
σ˜∈Eell,0(KR˜,ω)
∑
H∈HKG˜,E
KR˜
(σ˜)∫
H
φKR˜,σ˜,H(ϕ, λ)I
KR˜(σ˜λ, fKR˜,ω) dλ.
Proposition. Pour tout KR˜ ∈ L(KM˜0), tout σ˜ ∈ Eell,0(KR˜, ω), tout H ∈ HKG˜,EKR˜ (σ˜), il
existe une unique fonction ξKR˜,σ˜,H sur (T˜ (R)∩ G˜reg(R))×H de sorte que les conditions
suivantes soient ve´rifie´es. Dans les deux premie`res, on fixe KR˜, σ˜ et H .
(i) La fonction ξKR˜,σ˜,H est C
∞ sur (T˜ (R) ∩ G˜reg(R))×H ;
(ii) Pour tout ope´rateur diffe´rentielD ∈ Diff cst(T˜ (R))ω−inv, tout ope´rateur diffe´rentiel
∆ a` coefficients constants sur H et tout sous-ensemble compact Γ ⊂ T˜ (R), il existe
d,N ∈ N et une constante c > 0 de sorte que
|D∆ξKR˜,σ˜,H(γ, λ)| ≤ c|DG˜(γ)|−d(1 + |λ|)N
pour tout γ ∈ Γ ∩ G˜reg(R) et tout λ ∈ H .
(iii) La famille ve´rifie la condition de syme´trie (2) de 8.4.
(iv) Pour tout f ∈ I(KG˜(R), ω,K) et tout γ ∈ T˜ (R) ∩ G˜reg(R) , on a l’e´galite´
IKM˜(γ, ω, ǫKM˜(f)) =
∑
KR˜∈L(KM˜0)
∑
σ˜∈Eell,0(R˜,ω)
∑
H∈HKG˜,E
KR˜
(σ˜)∫
H
ξKR˜,σ˜,H(γ, λ)I
KR˜(σ˜λ, fKR˜,ω) dλ.
Preuve. La preuve d’Arthur [A9] p. 198, 199, 200 s’applique. On va la reprendre
car Arthur e´nonce une majoration plus faible que celle du (ii) de l’e´nonce´. On a muni
l’espace tθ(R) est d’une norme euclidienne. Notons u′ une boule ouverte centre´e en 0
de rayon c0 assez petit et u la boule de rayon 2c0. Fixons η ∈ T˜ (R) et posons U˜ =
{(1 − θ)(t)exp(X)η; t ∈ T (R), X ∈ u}. Notons ureg, resp. u′reg, le sous-ensemble des
X ∈ u, resp. X ∈ u′, tels que exp(X)η soit fortement re´gulier dans G˜. Avec les notations
de 8.3, ureg est l’ensemble des X ∈ u dont le fixateur dans Ξ est trivial, pourvu que c0
soit assez petit. La proprie´te´ suivante est claire :
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(2) il existe c1 > 0 tel que, pour toutX ∈ u′reg et pour tout Y ∈ t(R), la condition |X−
Y | ≤ c1DG˜(exp(X)η) implique que Y ∈ ureg et que DG˜(exp(Y )η) ≥ DG˜(exp(X)η)/2.
L’espace C∞c (U˜reg)
ω−1−inv s’identifie a` C∞c (ureg). Les fonctions φKR˜,σ˜,H(ϕ) de (1) sont
donc de´finies pour ϕ ∈ C∞c (ureg). Pour tout m ∈ N, notons Cmc (ureg) l’espace des fonc-
tions de classe Cm sur tθ(R) dont le support est compact et inclus dans ureg. Conside´rons
une suite (ϕi)i∈N d’e´le´ments de C
m
c (ureg). On dit qu’elle tend vers 0 s’il existe un sous-
ensemble compact de ureg tel que le support de ϕi soit inclus dans ce compact pour tout
i et si, pour tout H ∈ Sym(tθ) de degre´ infe´rieur ou e´gal a` m, la suite (∂Hϕi)i∈N tend
uniforme´ment vers 0. Cela munit Cmc (ureg) d’une topologie. L’application ϕ 7→ δ(ϕ) de
8.3 se de´finit aussi bien pour ϕ ∈ Cmc (ureg). Pour H intervenant dans (1), notons Cm(H)
l’espace des fonctions de classe Cm sur H . On munit cet espace de la topologie usuelle.
Montrons que
(3) pour tout m0 ∈ N, il existe un entier m1 ∈ N tel que, pour tous KR˜, σ˜, H inter-
venant dans (1), l’application ϕ 7→ φKR˜,σ˜,H(ϕ) s’e´tend par continuite´ en une application
de Cm1(ureg) dans C
m0(H) ; pour tout ope´rateur diffe´rentiel a` coefficients constants ∆
sur H de degre´ ≤ m0, il existe une famille finie (Hi)i=1,...,n d’e´le´ments de Sym(tθ) de
degre´ ≤ m1 et un entier d ∈ N de sorte que
|∆φKR˜,σ˜,H(ϕ, λ)| ≤ cδ(ϕ)−d
∑
i=1,...,n
supX∈u|∂Hiϕ(X)|
pour tout λ ∈ H et tout ϕ ∈ Cm1(ureg) ; ces applications ve´rifient la proprie´te´ de syme´trie
8.4(3) et l’e´galite´ (1) ci-dessus ;
Pour tout H , on fixe une base (∆H,j)j=1,...,jH de l’espace des ope´rateurs diffe´rentiels a`
coefficients constants sur H de degre´ ≤ m0. En appliquant les majorations de´ja` prouve´es,
on voit que l’on peut trouver une famille finie (Hi)i=1,...,n d’e´le´ments de Sym(t
θ), un entier
d ∈ N et une constante c > 0 de sorte que
(4) |∆H,jφKR˜,σ˜,H(ϕ, λ)| ≤ cδ(ϕ)−d
∑
i=1,...,n
supX∈u|∂Hiϕ(X)|
pour tous KR˜, σ˜, H , tout j = 1, ..., jH , tout λ ∈ H et tout ϕ ∈ C∞c (ureg). Notons m1
le plus grand des degre´s des Hi. Quand une suite (ϕk)k∈N d’e´le´ments de C
∞
c (ureg) tend
vers une fonction ϕ ∈ Cm1c (ureg), les termes δ(ϕk) sont minore´s puisque les supports
des ϕk restent dans un compact de ureg. Il re´sulte alors de la majoration (4) que la suite
(φKR˜,σ˜,H(ϕk))k∈N est de Cauchy dans C
m0(H). Elle converge vers un e´le´ment de cet espace
que l’on note φKR˜,σ˜,H(ϕ). Les proprie´te´s de cette application re´sultent par continuite´ des
proprie´te´s de l’application initiale de´finie pour ϕ ∈ C∞c (ureg). On doit juste pre´ciser un
point. Pour une suite (ϕk)k∈N tendant vers une fonction ϕ comme ci-dessus, il n’y a
pas de raison que δ(ϕk) tende vers δ(ϕ). La majoration voulue de ∆H,jφKR˜,σ˜,H(ϕ, λ) ne
re´sulte pas des majorations (4) des ∆H,jφKR˜,σ˜,H(ϕk, λ). Mais, pour tout ϕ ∈ Cm1c (ureg),
on peut choisir une suite (ϕk)k∈N d’e´le´ments de C
∞
c (ureg) tendant vers ϕ et ve´rifiant de
plus la proprie´te´ δ(ϕk) ≥ δ(ϕ)/2 pour tout k. En utilisant une telle suite, on obtient la
majoration voulue. Cela prouve (3).
Notons ̟ l’e´le´ment de Sym(tθ) tel que ∂̟ soit le laplacien relatif a` notre me´trique.
Puisque Sym(tθ) est un module de type fini fini sur l’image de Z(G) par l’application
d’Harish-Chandra z 7→ zT θ , on a
(5) il existe un entier r ≥ 1 tel que, pour tout entier m ≥ 1, il existe des e´le´ments zj
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de Z(G) pour j = 1, ..., r de sorte que
̟mr =
∑
j=1,...,r
zj,T θ̟
m(r−j).
Notons δ0 la mesure de Dirac en 0 sur t
θ(R). La the´orie des ope´rateurs elliptiques
implique que
(6) il existe m2 ∈ N tel que, pour tout m ≥ m2/2, il existe une fonction ψm de classe
2m−m2 sur tθ(R) de sorte que
δ0 = ∂̟mψ
m.
Fixons une fonction α ∈ C∞c (u) qui soit constante de valeur 1 au voisinage de 0. Pour
ǫ > 0 et m ∈ N, posons ψmǫ (X) = ψm(X)α(ǫ−1X). La fonction ψmǫ est de classe 2m−m2
et est a` support dans la boule centre´e en 0 et de rayon 2ǫc0. On a une e´galite´
δ0 = ∂̟mψ
m
ǫ + χ
m
ǫ
ou` χmǫ est une fonction C
∞ sur tθ(R) a` support dans la boule centre´e en 0 et de rayon
2ǫc0.
Fixons maintenant un e´le´ment X ∈ u′reg et un entier m0 ∈ N. On pose γ = exp(X)η.
Fixons un ǫ > 0 tel que
ǫ <
c1
2c0
DG˜(γ)
ou` c1 est comme en (2). Fixons un entier m ∈ N tel que 2m > m0+m1+m2 ou` m1 et m2
sont de´termine´s par (3) et (6). Posons ψ = ψmrǫ et χ = χ
mr
ǫ . Pour toute fonction β sur
tθ(R) et tout X ′ ∈ tθ(R), de´finissons βX′ par βX′(Y ) = β(Y −X ′) pour tout Y ∈ tθ(R).
La proprie´te´ (2) et le choix de ǫ entraˆınent que ψX et χX sont a` support dans l’ensemble
des e´le´ments Y ∈ ureg qui ve´rifient l’ine´galite´ DG˜(exp(Y )η) ≥ DG˜(γ)/2. La fonction χX
est C∞ tandis que ψX est de classe 2mr −m2. En notant δX la mesure de Dirac en X ,
on a
δX = ∂̟mrψX + χX .
Ou encore, en utilisant (5),
δX = χX +
∑
j=1,...,r
∂z
j,Tθ
̟m(r−j)ψX .
Soit f ∈ I(KG˜(R), ω). Appliquons δX a` la fonction Y 7→ IKM˜(exp(Y )η, ω, ǫKM˜(f)). On
obtient IKM˜(γ, ω, ǫKM˜(f)). En utilisant la formule pre´ce´dente, on en de´duit
(7) IKM˜(γ, ω, ǫKM˜(f)) =
∑
j=0,...,r
Ij ,
ou`
I0 =
∫
tθ(R)
χX(Y )I
KM˜(exp(Y )η, ω, ǫKM˜(f)) dY
et, pour j = 1, ..., r,
Ij =
∫
tθ(R)
∂z
j,Tθ
̟m(r−j)ψX(Y )I
KM˜(exp(Y )η, ω, ǫKM˜(f)) dY.
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Pour tout j = 1, ..., r, la fonction ∂̟m(r−j)ψX est de classe 2m −m2 (qui est > 0 par le
choix de m) et est a` support compact. Notons que l’application Y 7→ −Y fixe ̟ donc
aussi les zj,T θ . Par inte´gration par parties, Ij se re´crit
Ij =
∫
tθ(R)
∂̟m(r−j)ψX(Y )∂zj,Tθ I
KM˜(exp(Y )η, ω, ǫKM˜(f)) dY.
Ou encore, graˆce a` 8.2(1)
Ij =
∫
tθ(R)
∂̟m(r−j)ψX(Y )I
KM˜(exp(Y )η, ω, ǫKM˜(zjf)) dY.
Les fonctions ξX comme ∂̟m(r−j)ψX appartiennent a` C
m1
c (ureg). Graˆce a` (3), on peut
exprimer chaque inte´grale Ij sous la forme (1). La formule (7) devient alors
(8) IKM˜(γ, ω, ǫKM˜(f)) =
∑
KR˜∈L(KM˜0)
∑
σ˜∈Eell,0(R˜,ω)
∑
H∈HKG˜,E
KR˜
(σ˜)
∫
H
∑
j=0,...,r
ΨKR˜,σ˜,H,j(λ) dλ,
ou`
ΨKR˜,σ˜,H,0(λ) = φKR˜,σ˜,H(χX , λ)I
KR˜(σ˜λ, fKR˜,ω)
et, pour j = 1, ..., r,
ΨKR˜,σ˜,H,j(λ) = φKR˜,σ˜,H(∂̟m(r−j)ψX , λ)I
KR˜(σ˜λ, zjfKR˜,ω).
On sait qu’a` σ˜ est associe´ un parame`tre infinite´simal µ(σ˜) qui est une orbite dans h∗ pour
l’action de WR. Identifions-le a` un point de cette orbite. En identifiant Z(G) a` l’alge`bre
des polynoˆmes sur h∗ ≃ t∗, on a l’e´galite´
IKR˜(σ˜λ, zjfKR˜,ω) = zj(µ(σ˜) + λ)I
KR˜(σ˜λ, fKR˜,ω).
Posons
(9) ξKR˜,σ˜,H(γ, λ) = φKR˜,σ˜,H(χX , λ) +
∑
j=1,...,r
zj(µ(σ˜ + λ)φKR˜,σ˜,H(∂̟m(r−j)ψX , λ).
Alors ∑
j=0,...,r
ΨKR˜,σ˜,H,j(λ) = ξKR˜,σ˜,H(γ, λ)I
KR˜(σ˜λ, fKR˜,ω)
et la formule (8) devient celle du (iv) de l’e´nonce´.
D’apre`s (3) et la de´finition (9), les fonctions λ 7→ ξKR˜,σ˜,H(γ, λ) sont de classe Cm0 .
Reprenons la construction en remplac¸ant l’e´le´ment X par un e´le´ment X ′ voisin de X .
Si X ′ est assez proche de X , on peut utiliser le meˆme ǫ. Les fonctions χX′ et ψX′
de´pendent de X ′ seulement par translation. En se rappelant la condition impose´e a` m,
on voit alors que les applications X ′ 7→ χX′ et X ′ 7→ ψX′ sont des applications m0 fois
de´rivables a` valeurs dans Cm1(ureg). Pour U ∈ Sym(tθ) de degre´ au plus m0, les images
de ces applications par ∂U sont e´gales a` X
′ 7→ ∂UχX′ et X ′ 7→ ∂UψX′ . D’autre part,
conside´rons un ouvert E d’un espace Ra, b ∈ N un entier et e 7→ ϕ[e] une application b
fois de´rivable de E dans Cm1(ureg). La majoration (3) entraˆıne que, pour tous KR˜, σ˜, H
et tout λ ∈ H , l’application e 7→ φKR˜,σ˜,H(ϕ[e], λ) est b fois de´rivable. Pour un ope´rateur
diffe´rentiel D sur Ra, a` coefficients constants et de degre´ au plus b, l’image par D de
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cette application est l’application e 7→ φKR˜,σ˜,H(Dϕ[e], λ). De cela et de la formule (9)
re´sulte que X ′ 7→ ξKR˜,σ˜,H(exp(X ′)η, λ) est m0 fois de´rivable au point X et que, pour
D ∈ Sym(tθ) de degre´ au plus m0, on a l’e´galite´
(10) DξKR˜,σ˜,H(exp(X)η, λ) = φKR˜,σ˜,H(DχX , λ)
+
∑
j=1,...,r
zj(µ(σ˜) + λ)φKR˜,σ˜,H(∂̟m(r−j)DψX , λ).
On remarque que les valeurs de δ(DχX) et δ(DψX) sont minore´es par D
G˜(exp(X)η)/2
d’apre`s le choix de ǫ. En utilisant (3), on en de´duit que l’application (X, λ) 7→ ξKR˜,σ˜,H(exp(X)η, λ)
est m0 fois de´rivable en les deux variables. Pour tout ope´rateur diffe´rentiel a` coefficients
constants ∆ sur H de degre´ au plus m0 et tout e´le´ment D ∈ Sym(tθ) de degre´ au plus
m0, il existe un entier N ∈ N, une famille finie (Hi)i=1,...,n d’e´le´ments de Sym(tθ) de
degre´ au plus m3 = 2m(r − 1) +m0 +m1 et un entier d ∈ N de sorte que
(11) |D∆ξKR˜,σ˜,H(exp(X)η, λ)| ≤ DG˜(exp(X)η)−d(1 + |λ|)N∑
i=1,...,n
(supY ∈tθ(R)|∂Hiχ(Y )|) + (supY ∈tθ(R)|∂Hiψ(Y )|).
Notons que m3 < 2mr−m2 par de´finition de m. Le terme (1 + |λ|)N s’introduit a` cause
des polynoˆmes zj(µ(σ˜)+λ) de la formule (10). Reprenons la de´finition des fonctions χ et
ψ. On voit que les termes |∂Hiχ(Y )| et |∂Hiψ(Y )| sont borne´s par une constante et une
puissance ne´gative de ǫ, l’exposant e´tant au plus m3. On a suppose´ ǫ <
c1
2c0
DG˜(exp(X)η)
mais on peut aussi bien choisir ǫ = c1
4c0
DG˜(exp(X)η). Les termes ci-dessus sont alors
borne´s par une constante et une puissance ne´gative de DG˜(exp(X)η), l’exposant e´tant
au plus m3. La majoration (11) prend alors la forme du (ii) de l’e´nonce´.
On obtient ainsi une forme affaiblie des assertions (i) et (ii) de l’e´nonce´ : pour (i), on
prouve seulement que la fonction est Cm0 en chaque variable ; pour (ii), on impose que
les degre´s des ope´rateurs diffe´rentiels sont au plus m0. Mais le principe d’unicite´ e´nonce´
en 8.3 entraˆıne que les fonctions ξKR˜,σ˜,H que l’on a construites sont inde´pendantes de
l’entier m0 utilise´ pour les construire. En faisant varier cet entier, les formes faibles de
(i) et (ii) entraˆınent ces assertions telles qu’e´nonce´es dans la proposition. 

8.8 Description des fonctions ξKR˜,σ˜,H
On conserve la situation du paragraphe pre´ce´dent. Fixons η ∈ T˜ (R) ∩ G˜reg(R). On
dispose de l’exponentielle
exp : tθ(R)→ T θ,0(R).
Son noyau est un sous-Z-module de type fini de tθ(R) que l’on note KerT . Il engendre
le sous-espace X∗(T
θ,0)−⊗ iR de tθ(R), ou` l’exposant − de´signe le sous-espace sur lequel
ΓR agit par son unique caracte`re non trivial. Notons t
′ le sous-ensemble des e´le´ments
X ∈ tθ(R) tels que exp(X)η soit re´gulier dans M˜(R). C’est le comple´mentaire d’un
ensemble localement fini d’hyperplans affines. Chacun de ces hyperplans est invariant
par translations par aM˜(R) et ne contient pas 0 puisque η est fortement re´gulier dans G˜.
Cet ensemble d’hyperplans est conserve´ par translations par KerT . Pour X ∈ t′, notons
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n(X) le nombres de ces hyperplans qui se´parent X de 0 et posons ǫ(X) = (−1)n(X). Cela
de´finit une fonction ǫ : t′ → {±1}.
Soient KR˜ ∈ L(KM˜0), σ˜ ∈ Eell,0(KR˜, ω) et H ∈ HKG˜,EKR˜ (σ˜). On sait de´finir le pa-
rame`tre infinite´simal µ(σ˜) qui est une orbite dans h∗ pour l’action de W . On a vu en
[IV] 1.2 que son intersection avec l’espace affine µ˜(ω) + hθ,∗ e´tait une unique orbite pour
l’action de W θ. Fixons un point de cette intersection que, pour simplifier, on note encore
µ(σ˜). On identifie t∗ a` h∗ et donc H a` un sous-ensemble de h∗, en fait de ih∗R. Notons
Wσ˜,H le sous-groupe des e´le´ments de W
θ qui fixent tout e´le´ment de µ(σ˜)+H . Notons H ′
le sous-ensemble des λ ∈ H tels que le fixateur de µ(σ˜) + λ dans W θ soit e´gal a` Wσ˜,H .
C’est le comple´mentaire dans H d’un ensemble fini de sous-espaces affines propres.
Proposition. (i) Pour tout w ∈ W θ/Wσ˜,H , il existe une unique fonction
tθ(R)×H ′ → C
(X, λ) 7→ Pw(X, λ)
ve´rifiant les conditions suivantes :
- Pw(X, λ) est C
∞ en λ et polynomiale en X de degre´ infe´rieur ou e´gal a` |Wσ˜,H | ;
- pour X ∈ tθ(R) tel que exp(X)η soit fortement re´gulier dans G˜ et pour λ ∈ H ′, on
a l’e´galite´
ξKR˜,σ˜,H(exp(X)η, λ) = ǫ(X)
∑
w∈W θ/Wσ˜,H
e<X,w(µ(σ˜)+λ)>Pw(X, λ).
(ii) On a ξKR˜,σ˜,H = 0 si dim(H) > dim(AM˜).
Preuve. On oublie nos donne´es fixe´es KR˜, σ˜ et H qui ne joueront pas de roˆle par-
ticulier, ce qui libe`re ces symboles. Notons t′′ le sous-ensemble des e´le´ments X ∈ tθ(R)
tels que exp(X)η soit fortement re´gulier dans G˜. C’est un sous-ensemble de t′ qui est le
comple´mentaire dans tθ(R) d’un ensemble localement fini de sous-espaces propres. Rap-
pelons que l’on dispose de l’homomorphisme d’Harish-Chandra z 7→ zT θ,0 de Z(G) dans
Sym(t)W
θ
θ,ω ≃ Sym(tθ)W θ . On a l’e´galite´
IKM˜(exp(X)η, ω, zMϕ) = ∂z
Tθ,0
IKM˜(exp(X)η, ω, ϕ)
pour tout z ∈ Z(G), tout X ∈ t′′ et tout ϕ ∈ I(KM˜(R), ω). Soient z ∈ Z(G), X ∈ t′′ et
f ∈ I(G˜(R), ω). On a l’e´galite´ ǫKM˜(zf) = zMǫKM˜(f), cf. 8.2(1). On a donc
IKM˜(exp(X)η, ω, ǫKM˜(zf)) = ∂zTθ,0 I
KM˜(exp(X)η, ω, ǫKM˜(f)).
Exprimons les deux termes a` l’aide du (iv) de la proposition 8.7. On obtient pour chacun
d’eux une somme en KR˜, σ˜, H d’inte´grales∫
H
∂z
Tθ,0
ξKR˜,σ˜,H(exp(X)η, λ)I
KR˜(σ˜λ, fKR˜,ω) dλ
pour le membre de droite et∫
H
ξKR˜,σ˜,H(exp(X)η, λ)I
KR˜(σ˜λ, (zf)KR˜,ω) dλ
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pour celui de gauche. On a
IKR˜(σ˜λ, (zf)KR˜,ω) = I
KR˜(σ˜λ, zRfKR˜,ω) = z(µ(σ˜) + λ)I
KR˜(σ˜λ, fKR˜,ω).
On obtient ainsi des expressions similaires, avec une fonction ∂z
Tθ,0
ξKR˜,σ˜,H(exp(X)η, λ)
dans le membre de droite et une fonction z(µ(σ˜) + λ)ξKR˜,σ˜,H(exp(X)η, λ). Ces fonctions
forment deux familles indexe´es par R˜, σ˜, H . Ces deux familles ve´rifient la condition de
syme´trie (2) de 8.4. Mais elles calculent le meˆme terme. Comme on l’a dit en 8.4, elles
sont donc e´gales. On obtient l’e´galite´
(1) ∂z
Tθ,0
ξKR˜,σ˜,H(exp(X)η, λ) = z(µ(σ˜) + λ)ξKR˜,σ˜,H(exp(X)η, λ).
L’alge`bre Sym(tθ) est un module de type fini sur l’image de Z(G). On peut en fixer une
base (Ui)i=1,...,n. Pour U ∈ Sym(tθ), e´crivons U =
∑
i=1,...,n zi,T θ,0Ui avec des zi ∈ Z(G).
Alors
∂UξKR˜,σ˜,H(exp(X)η, λ) =
∑
i=1,...,n
∂Ui∂zi,Tθ,0 ξKR˜,σ˜,H(exp(X)η, λ)
=
∑
i=1,...,n
zi(µ(σ˜) + λ)∂UiξKR˜,σ˜,H(exp(X)η, λ).
On en de´duit une premie`re ame´lioration du (ii) de la proposition 8.7 :
(2) pour tout sous-ensemble compact Γ ⊂ tθ(R), il existe d ∈ N tel que, pour tout
U ∈ Sym(tθ), il existe un entier N ∈ N et une constante c > 0 de sorte que
|∂UξKR˜,σ˜,H(exp(X)η, λ)| ≤ c|DG˜(exp(X)η)|−d(1 + |λ|)N
pour tout X ∈ Γ ∩ t′′ et tout λ ∈ H .
L’entier d est devenu inde´pendant de U . En appliquant le lemme 8.1, on obtient la
seconde ame´lioration suivante :
(3) pour tout sous-ensemble compact Γ ⊂ tθ(R) et tout U ∈ Sym(tθ), il existe un
entier N ∈ N et une constante c > 0 de sorte que
|∂UξKR˜,σ˜,H(exp(X)η, λ)| ≤ c(1 + |λ|)N
pour tout X ∈ Γ ∩ t′′ et tout λ ∈ H .
Conside´rons pour quelques instants que λ est fixe´ et qu’il appartient a`H ′. Notons sim-
plement ξ(X) = ξKR˜,σ˜,H(exp(X)η, λ). L’e´galite´ (1) est une e´quation diffe´rentielle portant
sur la fonction ξ. En faisant varier z, on obtient un syste`me d’e´quations diffe´rentielles.
On connaˆıt graˆce a` [Va] the´ore`me 11 la forme des solutions. Dans tout ouvert connexe
ou` ξ est C∞, ξ s’e´crit
ξ(X) =
∑
w∈W θ/Wσ˜,H
e<X,w(µ(σ˜)+λ)>Pw(X),
ou` Pw est un polynoˆme en X de degre´ au plus |Wσ˜,H |. Ces polynoˆmes sont uniquement
de´termine´s. Evidemment, quand on conside`re de nouveau λ comme variable, les po-
lynoˆmes de´pendent de λ. On ve´rifie aise´ment par interpolation que, puisque ξKR˜,σ˜,H(exp(X)η, λ)
est C∞ en λ, les polynoˆmes obtenus sont C∞ en tout point λ en position ge´ne´rale. Par
ailleurs, on peut aussi bien remplacer ξKR˜,σ˜,H(exp(X)η, λ) par ǫ(X)ξKR˜,σ˜,H(exp(X)η, λ)
puisque ǫ est localement constante sur t′′. En re´sume´, pour toute composante connexe Ω
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de t′′, il existe d’uniques fonctions PΩw (X, λ), pour w ∈ W θ/Wσ˜,H , qui sont polynomiales
en X de degre´ au plus |Wσ˜,H | et qui sont C∞ en tout point λ ∈ H ′, de sorte que
(4) ǫ(X)ξKR˜,σ˜,H(exp(X)η, λ) =
∑
w∈W θ/Wσ˜,H
e<X,w(µ(σ˜)+λ)>PΩw (X, λ)
pour tout X ∈ Ω et tout λ ∈ H ′. Notons ξΩ
KR˜,σ˜,H
(exp(X)η, λ) le membre de droite ci-
dessus. On remarque que la fonction X 7→ ξΩ
KR˜,σ˜,H
(exp(X)η, λ) s’e´tend naturellement en
une fonction C∞ sur tθ(R) de´finie par la meˆme formule.
On va prouver que cette fonction ne de´pend pas de Ω. Le comple´mentaire de t′′ est
une re´union de sous-espaces propres. Mais les sous-espaces de codimension au moins 2
ne cre´ent pas de disconnexite´. Il nous suffit de prouver l’e´galite´ ξΩ
KR˜,σ˜,H
(exp(X)η, λ) =
ξΩ
′
KR˜,σ˜,H
(exp(X)η, λ) quand Ω et Ω′ sont deux composantes connexes se´pare´es par un
unique hyperplan singulier. Conside´rons de telles Ω et Ω′. Conside´rons un e´le´ment X0
de l’hyperplan singulier qui se´pare ces deux composantes, qui est en position ge´ne´rale
dans cet hyperplan et qui appartient aux adhe´rences de Ω et Ω′. On a de´fini en 8.2 un
signe ∆exp(X0)η(Y ) pour un e´le´ment Y ge´ne´ral et proche de 0. On ve´rifie sur la de´finition
que le rapport ∆exp(X0)η(Y )ǫ(X0 + Y )
−1 est constant pour Y ge´ne´ral et proche de 0.
Soit f ∈ I(KG˜(R), ω,K). Parce que ǫKM˜(f) est une fonction cuspidale, la fonction
Y 7→ ∆exp(X0)η(Y )IKM˜(exp(Y +X0)η, ω, ǫKM˜(f)) est C∞ au voisinage de 0. Ou encore
la fonction X 7→ ǫ(X)IKM˜(exp(X)η, ω, ǫKM˜(f)) est C∞ au voisinage de X0. Soit U ∈
Sym(tθ). Pour X ∈ t′′ proche de X0, ǫ(X)∂UIKM˜(exp(X)η, ω, ǫKM˜(f)) se calcule par la
formule 8.7(iv). On obtient une somme en KR˜, σ˜, H d’inte´grales
ǫ(X)
∫
H
∂UξKR˜,σ˜,H(exp(X)η, λ)I
KR˜(σ˜λ, fKR˜,ω) dλ.
Supposons X ∈ Ω. Pour λ ∈ H ′, on peut remplacer ǫ(X)∂UξKR˜,σ˜,H(exp(X)η, λ) par
∂Uξ
Ω
KR˜,σ˜,H
(exp(X)η, λ). Faisons tendreX versX0. Pour tout λ ∈ H ′, ∂UξΩKR˜,σ˜,H(exp(X)η, λ)
tend vers ∂Uξ
Ω
KR˜,σ˜,H
(exp(X0)η, λ). L’assertion (3) montre que ∂Uξ
Ω
KR˜,σ˜,H
(exp(X)η, λ)
reste uniforme´ment borne´e par le produit d’une constante et de (1 + |λ|)N pour un
entier N convenable. On peut donc appliquer le the´ore`me de convergence domine´e. La
fonction ∂Uξ
Ω
KR˜,σ˜,H
(exp(X0)η, λ) est encore borne´e par une puissance de 1 + |λ| et la
limite quand X tend vers 0 de ǫ(X)∂UI
KM˜(exp(X)η, ω, ǫKM˜(f)) est la somme en KR˜,
σ˜, H des inte´grales ∫
H
∂Uξ
Ω
KR˜,σ˜,H
(exp(X0)η, λ)I
KR˜(σ˜λ, fKR˜,ω) dλ.
On peut e´videmment refaire le calcul en remplac¸ant Ω par Ω′. On obtient une expression
similaire. Les deux expressions obtenues ve´rifient la condition de syme´trie 8.4(3) (parce
que ce sont des limites d’expressions qui la ve´rifient). Il en re´sulte que ces deux expressions
co¨ıncident. C’est-a`-dire que, pour tous KR˜, σ˜, H et pour tout U , on a l’e´galite´
∂Uξ
Ω
KR˜,σ˜,H
(exp(X0)η, λ) = ∂Uξ
Ω′
KR˜,σ˜,H
(exp(X0)η, λ).
Puisque les deux fonctions ξΩ
KR˜,σ˜,H
(exp(X)η, λ) et ξΩ
′
KR˜,σ˜,H
(exp(X)η, λ) sont des exponentielles-
polynoˆmes, l’e´galite´ de toutes leurs de´rive´es en un point entraˆıne leur e´galite´. Donc, pour
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λ ∈ H ′, ξΩ
KR˜,σ˜,H
(exp(X)η, λ) ne de´pend pas de Ω. Les termes PΩw (X, λ) non plus. Mais
alors, l’assertion (4) de´montre le (i) de l’e´nonce´.
Conside´rons de nouveau des donne´es KR˜, σ˜ et H fixe´es. On voit facilement que la
fonction ǫ ve´rifie la condition de pe´riodicite´ : pour Y ∈ KerT , ǫ(X)/ǫ(X +Y ) ne de´pend
pas de X ∈ t′. Il en re´sulte que ǫ(X + 2Y ) = ǫ(X) pour X ∈ t′ et Y ∈ KerT . Puisqu’on
a aussi exp(X + 2Y ) = exp(X), la formule du (i) de l’e´nonce´ entraˆıne∑
w∈W θ/Wσ˜,H
e<X+2Y,w(µ(σ˜)+λ)>Pw(X + 2Y, λ) =
∑
w∈W θ/Wσ˜,H
e<X,w(µ(σ˜)+λ)>Pw(X, λ).
Cette e´galite´ pour tout X ∈ t′ et tout λ ∈ H ′ entraˆıne que
(5) e<2Y,w(µ(σ˜)+λ)>Pw(X + 2Y, λ) = Pw(X, λ)
pour tous w ∈ W θ, X ∈ t′, λ ∈ H ′ et Y ∈ KerT . Si Pw(X, λ) est identiquement
nul pour tout w, la conclusion du (ii) de l’e´nonce´ est claire. Sinon, fixons w, X et λ0
tels que Pw(X, λ) 6= 0. Pour ces valeurs de w et X et pour λ, l’e´galite´ (5) dit qu’une
fonction exponentielle co¨ıncide avec une fonction rationnelle sur le Z-module KerT . Il en
re´sulte aise´ment que cette exponentielle est constante sur ce re´seau, ce qui implique que
< 2Y, w(µ(σ˜)+λ) >∈ 2πiZ pour tout Y ∈ KerT . On se rappelle queH est un sous-espace
affine de iA∗
R˜
. Notons H0 le sous-espace line´aire associe´. Les seules conditions impose´es
a` λ sont λ ∈ H ′ et Pw(X, λ) 6= 0. Elles de´finissent un ouvert non vide et la relation ci-
dessus est ve´rifie´e pour tout λ dans cet ouvert. On peut donc remplacer λ par λ+ν, ou` ν
est un e´le´ment de H0 assez voisin de 0. On en de´duit que < 2Y, w(ν) >∈ 2πiZ pour tout
Y ∈ KerT et tout ν ∈ H0 assez proche de 0. Cela entraˆıne facilement que < Y,w(ν) >= 0
pour tout ν ∈ H0 ⊗R C et tout Y dans le C-sous-espace de tθ(R) engendre´ par KerT .
Comme on l’a dit, ce sous-espace est X∗(T
θ,0)−⊗ZC. Parce que T˜ est un sous-tore tordu
elliptique de M˜ , l’orthogonal de ce sous-espace est a∗
M˜
. La relation pre´ce´dent signifie que
w(H0⊗R C) est inclus dans a∗M˜ . Cela implique que dim(H) ≤ dim(aM˜(R)) = dim(AM˜).
Cela prouve le (ii) de l’e´nonce´. 
8.9 K-finitude,
On re´alise l’espace de Paley-Wiener PW∞(KG˜, ω) et son sous-espace PW (KG˜, ω)
en utilisant les bases Eell,0(KR˜, ω) des espaces Dell,0(KR˜, ω) pour tout KR˜ ∈ L(KM˜0).
Fixons un tel KR˜ et un e´le´ment σ˜ ∈ Eell,0(KR˜, ω). Notons F l’espace des fonctions de
Paley-Wiener sur A∗
R˜,C
. On l’identifie au sous-espace des e´le´ments (ϕσ˜′)σ˜′∈Eell,0(KR˜,ω) ∈
PWell(KR˜, ω) dont toutes les composantes sont nulles sauf celle pour σ˜
′ = σ˜. On dispose
alors de l’homomorphisme de syme´trisation sym : F → FW (R˜) → PW (G˜, ω) et de
l’isomorphisme de Paley-Wiener pw : I(G˜(R), ω,K) → PW (G˜, ω) (cf. [IV] 2.4 et [W2]
6.1). Pour ϕ ∈ F , on pose fϕ = pw−1 ◦ sym(ϕ).
Proposition. (i) Supposons dim(AR˜) < dim(AM˜). Alors ǫKM˜(fϕ) = 0 pour tout ϕ ∈ F .
(ii) Supposons dim(AR˜) ≥ dim(AM˜). Alors ǫKM˜(fϕ) est K-finie, c’est-a`-dire appar-
tient a` Iac,cusp(KM˜(R), ω,K), pour tout ϕ ∈ F .
Preuve. Fixons π˜ ∈ Eell,0(KM˜, ω). Soit ϕ ∈ F . Comme on l’a dit en 8.3(2), on dispose
d’une fonction me´romorphe λ 7→ IKM˜(π˜, λ, ǫM˜(fϕ)) sur A∗M˜,C. Montrons que
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(1) pour λ ∈ A∗
M˜,C
et z ∈ Z(M), on a l’e´galite´
IKM˜(π˜, λ, zǫM˜ (fϕ)) = z(µ(π˜) + λ)I
KM˜(π˜, λ, ǫM˜(fϕ)).
Conside´rons les espaces S(iA∗
M˜
) et S(AM˜ ) des fonctions de Schwartz sur iA∗M˜ et
AM˜ . On a la transformation de Fourier ψ 7→ ψˆ de S(iA∗M˜ ) sur S(AM˜ ). L’alge`bre Z(M)
est isomorphe a` l’alge`bre des polynoˆmes sur h∗ invariants par WM . On la fait agir sur
S(iA∗
M˜
) par (zψ)(λ) = z(µ(π˜) + λ)ψ(λ). Par transformation de Fourier, on obtient une
action sur S(AM˜ ) que l’on note ρ. C’est-a`-dire que l’on a (zψ)ˆ = ρ(z)ψˆ. Il est facile
d’expliciter cette action. On de´compose h∗ = hM,∗ ⊕ aM˜ . Cela de´compose Z(M) en
produit tensoriel de l’alge`bre des polynoˆmes sur hM,∗ invariants par WM et une alge`bre
isomorphe a` Sym(aM˜). Pour z dans la premie`re alge`bre, ρ(z) est la multiplication par
z(µ(π˜)). Pour X ∈ aM˜ , l’action ρ(X) est la de´rivation ∂X . Soit h ∈ I(KM˜(R), ω). La
fonction X 7→ IKM˜(π˜, X, h) est la transforme´e de Fourier de λ 7→ IKM˜(π˜λ, h). On sait
que, pour z ∈ Z(M), on a l’e´galite´
IKM˜(π˜λ, zh) = z(µ(π˜) + λ)I
KM˜(π˜λ, h).
On en de´duit que
(2) IKM˜(π˜, X, zh) = ρ(z)IKM˜(π˜, X, h).
Mais cette formule se ge´ne´ralise a` h ∈ Iac(KM˜(R), ω). En effet, fixons X , puis une
fonction b ∈ C∞c (AM˜) qui vaut 1 dans un voisinage de X . On a
(3) IKM˜(π˜, X, z(h(b ◦HM˜))) = ρ(z)IKM˜(π˜, X, h(b ◦HM˜)).
Il re´sulte de la description de l’action ρ que ρ(z)IKM˜(π˜, X, h(b ◦ HM˜)) ne de´pend que
des valeurs de IKM˜(π˜, X ′, h(b ◦ HM˜)) pour X ′ proche de X . Or, pour de tels X ′, on a
IKM˜(π˜, X ′, h(b◦HM˜)) = IKM˜(π˜, X ′, h). D’autre part, la diffe´rence z(h(b◦HM˜ ))−(zh)(b◦
HM˜) est nulle en un point γ tel que HM˜(γ) est proche de X . On en de´duit
IKM˜(π˜, X, z(h(b ◦HM˜))) = IKM˜(π˜, X, (zh)(b ◦HM˜)) = IKM˜(π˜, X, zh).
L’e´galite´ (3) est donc identique a` (2). En particulier, l’e´galite´ (2) est ve´rifie´e pour h =
ǫM˜(fϕ). Par inversion de Fourier, on en de´duit l’e´galite´ de l’assertion (1).
Soit ν ∈ A∗
M˜,C
. De´finissons une forme line´aire lν sur F par lν(ϕ) = IKM˜(π˜, ν, ǫM˜(fϕ)).
Les assertions (1) ci-dessus et 8.3(1) entraˆınent que lν(zϕ) = z(µ(π˜)+ν)lν(ϕ). En notant
Jν l’ide´al des e´le´ments z ∈ Z(G) tels que z(µ(π˜) + ν) = 0, on obtient que lν annule
JνF . Rappelons que Z(G) agit sur F par (zϕ)(λ) = z(µ(σ˜) + λ)ϕ(λ). Supposons que
W (µ(π˜) + ν) ∩ (µ(σ˜) +A∗
R˜,C
) = ∅. Le lemme [IV] 2.5 entraˆıne alors que JνF = F , donc
lν est nulle. Supposons que W (µ(π˜) + ν) ∩ (µ(σ˜) +A∗R˜,C) soit non vide, notons λ1,...,λm
les e´le´ments de A∗
R˜,C
tels que cette intersection soit {µ(σ˜) + λj ; j = 1, ..., m}. Le meˆme
lemme entraˆıne l’existence d’un entier N ≥ 0 tel que JνF contienne tous les e´le´ments de
F qui s’annulent a` l’ordre N en chaque λj. Pour chaque espace H ∈ HKG˜,EKR˜ (σ˜), e´crivons
H = iµH + iVH , ou` VH est un sous-espace de A∗R˜ et µH ∈ A∗R˜ est orthogonal a` VH et
posons HC = iµH + VH,C. Notons HKG˜,EKR˜ (σ˜,≤ aM˜) le sous-ensemble des H ∈ H
KG˜,E
KR˜
(σ˜)
tels que dim(H) ≤ aM˜ = dim(AM˜). Montrons que
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(4) supposons que, pour tout j = 1, ..., m et toutH ∈ HKG˜,E
KR˜
(σ˜,≤ aM˜), λj n’apparient
pas a` HC ; alors lν = 0.
Sous l’hypothe`se de (4), on peut trouver un polynoˆme Q sur A∗
R˜,C
tel que Q − 1
s’annule a` l’ordre N en tout λj et Q s’annule sur tout e´le´ment de HKG˜,EKR˜ (σ˜,≤ aM˜). Ces
conditions e´tant invariantes parW (R˜), on peut supposer Q invariant par ce groupe. Pour
ϕ ∈ F , on a ϕ = (1 − Q)ϕ + Qϕ. Le premier terme appartient a` JνF donc est annule´
par lν . On va montrer que
(5) ǫKM˜(fQϕ) = 0.
Cela entraˆıne a fortiori lν(Qϕ) = 0, ce qui prouve (4). Prouvons (5). Si KM˜ ne
posse`de pas de sous-tore tordu maximal elliptique, toute fonction elliptique sur KM˜(R)
est nulle, d’ou` (5). Sinon, fixons un tel sous-tore tordu maximal elliptique T˜ deKM˜ . Pour
γ ∈ T˜ (R)∩ G˜reg(R), on va prouver que IKM˜(γ, ω, ǫKM˜(fQϕ)) = 0, ce qui de´montrera (5).
Cette inte´grale orbitale est calcule´e par la proposition 8.7. Compte tenu de la de´finition
de F , seules les paires conjugue´es a` la paire fixe´e (KR˜, σ˜) interviennent dans les deux
premie`res sommes. Compte tenu des invariances par conjugaison de nos diffe´rents objets,
on voit que, pour prouver la nullite´ souhaite´e, il suffit de prouver que
ξKR˜,σ˜,H(γ, λ)I
KR˜(σ˜λ, (fQϕ)KR˜,ω) = 0
pour tout H ∈ HKG˜,E
KR˜
(σ˜) et tout λ ∈ H en position ge´ne´rale. On a
IKR˜(σ˜λ, (fQϕ)KR˜,ω) = |W (R˜)|−1
∑
w∈W (R˜)
Q(wλ)ϕ(wλ).
D’apre`s l’invariance de Q, il suffit de prouver que
ξKR˜,σ˜,H(γ, λ)Q(λ) = 0
pour tout H ∈ HKG˜,E
KR˜
(σ˜) et tout λ ∈ H en position ge´ne´rale. Or, si dim(H) ≤ aM˜ ,
Q(λ) = 0. Si dim(H) > aM˜ , c’est la premie`re fonction qui est nulle d’apre`s la proposition
8.8(ii). Cela prouve (5) et (4).
Il re´sulte de (4) que, pour que lν soit non nulle, il est ne´cessaire qu’il existe H ∈
HKG˜,E
KR˜
(σ˜,≤ aM˜) de sorte que
W (µ(π˜) + ν) ∩ (µ(σ˜) + iµH + VH,C) 6= ∅.
Notons E l’ensemble des ν ∈ A∗
M˜,C
ve´rifiant cette condition. Supposons dore´navant que
(6) la fonction (X,ϕ) 7→ IKM˜(π˜, X, ǫKM˜(fϕ)) sur AM˜ × F est non nulle.
Il en est de meˆme de la fonction (ν, ϕ) 7→ IKM˜(π˜, ν, ϕ) sur iA∗
M˜
× F . Puisque cette
fonction est C∞ en ν, cela entraˆıne que lν est non nulle pour ν dans un ouvert non vide
de iA∗
M˜
. Un tel ouvert est donc contenu dans E. A fortiori E n’est pas inclus dans une
re´union finie d’hyperplans affines de A∗
M˜,C
. Remplac¸ons les orbites µ(π˜) et µ(σ˜) par des
points dans ces orbites. L’ensemble E est la re´union sur H ∈ HKG˜,E
KR˜
(σ˜,≤ aM˜), w ∈ W
et w′ ∈ WM des ensembles
EH,w,w′ = (w(µ(σ˜) + iµH + VH,C)− w′(µ(π˜))) ∩A∗M˜,C.
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On peut donc fixer H , w et w′ tels que EH,w,w′ ne soit pas inclus dans un hyperplan
affine de A∗
M˜,C
. Mais EH,w,w′ est clairement contenu dans un tel hyperplan, sauf si c’est
A∗
M˜,C
tout entier. Donc
(7) A∗
M˜,C
⊂ (w(µ(σ˜) + iµH + VH,C)− w′(µ(π˜))).
Cette condition implique A∗
M˜,C
⊂ w(VH,C). En vertu de l’hypothe`se dim(H) ≤ aM˜ ,
cette inclusion est une e´galite´. L’e´galite´ (7) entraˆıne alors w(µ(π˜)) = w(µ(σ˜) + iµH).
En conside´rant de nouveau µ(π˜) comme une orbite sous l’action de WM , cette e´galite´
impose a` µ(π˜) d’appartenir a` un ensemble fini d’orbites de´termine´ par σ˜. La condition
(6) implique donc
(8) il existe H ∈ HKG˜,E
KR˜
(σ˜) tel que dim(H) = aM˜ ;
(9) l’orbite µ(π˜) appartient a` un ensemble fini dorbites de´termine´ par σ˜.
Si dim(AR˜) < dim(AM˜), la condition (8) n’est jamais ve´rifie´e. En ge´ne´ral, la condition
(9) n’est ve´rifie´e que pour un ensemble fini de π˜ ∈ Eell,0(M˜, ω). Les meˆmes assertions
valent donc pour la condition (6). Cela prouve la proposition. 
La proposition entraˆıne imme´diatement le corollaire suivant.
Corollaire. On a ǫKM˜(f) ∈ Iac,cusp(KM˜(R), ω,K) pour tout f ∈ C∞c (G˜(R), K).
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