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Abstract
We consider the problem of sampling from a target distribution which is not necessarily logconcave. Non-
asymptotic analysis results are established in a suitable Wasserstein-type distance of the Stochastic Gradient
Langevin Dynamics (SGLD) algorithm, when the gradient is driven by even dependent data streams. Our
estimates are sharper and uniform in the number of iterations, in contrast to those in previous studies.
1 Introduction
In this paper, the problem of sampling from a target distribution
πβ(θ)  exp(−βU(θ))dθ
is investigated, where θ ∈ Rd and the function U : Rd → R satisﬁes Lipschitz continuity and a certain dissipativ-
ity condition. We establish non-asymptotic convergence rates for the Stochastic Gradient Langevin Dynamics
(SGLD) algorithm, based on the stochastic diﬀerential equation
dxt = −β∇U(xt)dt+
√
2β−1dBt (1)
where B is the standard Brownian motion in Rd and β ∈ R+ is the inverse temperature parameter.
Non-asymptotic convergence rates of Langevin dynamics based algorithms for approximate sampling of log-
concave distributions have been intensively studied in recent years, starting with [7]. This was followed by [9],
[13], [12], [5] amongst others.
Relaxing log-concavity is a more challenging problem. In [21], the log-concavity assumption is replaced by
a logconcavity at inﬁnity condition and L1 and L2-Wasserstein distances convergence rates are obtained. In
a similar setting, [6] analyzes sampling errors in the L1-Wasserstein distance for both overdamped and under-
damped Langevin MCMC. In [23], only a dissipativity condition is assumed and convergence rates are obtained
in the L2-Wasserstein distance. Moreover, a clear and strong link between sampling via SGLD algorithms and
non-convex optimization is highlighted. One can further consult [27], [8] and references therein.
In the present paper, we impose the dissipativity condition as in [23]. Using a diﬀerent Wasserstein-type
metric, we obtain shaper estimates and allow for possibly dependent data sequences. The key new idea is that
we compare the SGLD algorithm to a suitable auxiliary continuous time processes inspired by (1) and we rely
on contraction results developed in [15] for (1).
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R. also enjoyed the support of the NKFIH (National Research, Development and Innovation Office, Hungary) grant KH 126505 and
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2 Main results
Let (Ω,F , P ) be a probability space. We denote by E[X ] the expectation of a random variableX . For 1 ≤ p <∞,
Lp is used to denote the usual space of p-integrable real-valued random variables. Fix an integer d ≥ 1. For
an Rd-valued random variable X , its law on B(Rd) (the Borel sigma-algebra of Rd) is denoted by L(X). Scalar
product is denoted by 〈·, ·〉, with | · | standing for the corresponding norm (where the dimension of the space
may vary depending on the context). We ﬁx a discrete-time ﬁltration Gn := σ(εk, k ≤ n, k ∈ Z), n ∈ Z where
(εn)n∈Z is an i.i.d. sequence with values in some Polish space. This represents the ﬂow of past information. The
notation G∞ is self-explanatory. We also deﬁne the decreasing sequence of sigma-algebras G+n := σ(εk, k > n),
n ∈ Z, representing future information at the respective time instants.
Fix an Rd-valued random variable θ0, representing the initial value of the procedure we consider. For each
β, λ > 0, deﬁne the Rd-valued random process θλn, n ∈ N by recursion:
θλ0 := θ0, θ
λ
n+1 := θ
λ
n − λH(θλn, Xn+1) +
√
2λ
β
ξn+1, n ∈ N, (2)
where H : Rd × Rm → Rd is a measurable function, Xn, n ∈ N is an Rm-valued, (Gn)n∈N-adapted process and
ξn, n ∈ N is an independent sequence of standard d-dimensional Gaussian random variables.
We interpret Xn, n ∈ N as a stream of data and ξn, n ∈ N as an artiﬁcially generated noise sequence. We
assume throughout the paper that θ0, G∞ and (ξn)n∈N are independent.
Let U : Rd → R+ be continuously diﬀerentiable with derivative h := ∇U . Let us deﬁne the probability
πβ(A) :=
∫
A e
−βU(θ) dθ∫
Rd
e−βU(θ) dθ
, A ∈ B(Rd).
It is implicitly assumed that
∫
Rd
e−βU(θ) dθ < ∞ and this is indeed the case under Assumption 2.5 below, as
easily seen. Our objective is to (approximately) sample from the distribution πβ using the scheme (2).
We now present our assumptions. First, the moments of the initial condition need to be controlled.
Assumption 2.1.
|θ0| ∈ ∩p≥1Lp.
Next, we require joint Lipschitz-continuity of H .
Assumption 2.2. There is K1 <∞ and K2 <∞ such that for all θ, θ′ ∈ Rd and x, x′ ∈ Rm,
|H(θ, x) −H(θ′, x′)| ≤ K1|θ − θ′|+K2|x− x′|,
We set
H∗ := |H(0, 0)|. (3)
The data sequence Xn, n ∈ N need not be i.i.d., we require only a mixing property, deﬁned in Section 3.1 below.
Assumption 2.3. The process Xn, n ∈ N is conditionally L-mixing with respect to (Gn,G+n )n∈N. It satisfies
E[H(θ,Xn)] = h(θ), θ ∈ Rd, n ∈ N. (4)
Remark 2.4. Stationarity of the process Xn, n ∈ N would also be natural to assume but we need only the
weaker property (4).
Finally, we present a dissipativity condition on H .
Assumption 2.5. There exist a, b > 0 such that, for all θ ∈ Rd and x ∈ Rm,
〈H(θ, x), θ〉 ≥ a|θ|2 − b. (5)
When Xn = c for all n ∈ N for some c ∈ Rm (i.e. when H(θ,Xt) is replaced by h(θ) in (2)) then we arrive
at the well-known unadjusted Langevin algorithm whose convergence properties have been amply analyzed, see
e.g. [7, 12, 6, 21]. The case of i.i.d. Xn, n ∈ N has also been investigated in great detail, see e.g. [23, 27, 21].
In the present article, better estimates are obtained for the distance between L(θλn) and πβ than those of
[23] and [27]. Such rates have already been obtained in [2] for strongly convex U and in [21] for U that is
convex outside a compact set. Here we make no convexity assumptions at all. This comes at the price of using
the metric W1 deﬁned in (6) below while [23, 27, 21, 2] use Wasserstein distances with respect to the standard
Euclidean metric, see (10) below.
2
Another novelty of our paper is that, just like in [2], we allow the data sampleXn, n ∈ N to be dependent. As
observed data have no reason to be i.i.d., we believe that such a result is fundamental to assure the robustness
of the sampling method based on the stochastic gradient Langevin dynamics (2).
For any integer q ≥ 1, let P(Rq) denote the set of probability measures on B(Rq). For µ, ν ∈ P(Rd), let
C(µ, ν) denote the set of probability measures ζ on B(R2d) such that its respective marginals are µ, ν. Deﬁne
W1(µ, ν) := inf
ζ∈C(µ,ν)
∫
Rd
∫
Rd
[|x− y| ∧ 1]ζ(dx, dy), (6)
which is the Wasserstein-1 distance associated to the bounded metric |x− y| ∧ 1, x, y ∈ Rd.
Remark 2.6. In this work, the constants appearing are often denoted by Cj for some natural number j ∈ N.
Without further mention, these constants depend on θ0, K1, K2, a, b, H
∗, β, d and on the process Xn, n ∈ N
through the quantities (13) below and, unless otherwise stated, they do not depend on anything else. In case
of further dependencies (e.g. dependence on p, which is due to the drift condition, coming from Lemma 3.6
below), we signal these in parentheses, e.g. C6(p).
Our main contribution is summarized in the following result. Deﬁne
λmax = min{a/2K21 , 1/a} . (7)
Theorem 2.7. Let Assumptions 2.1, 2.2, 2.3 and 2.5 be valid. Then there are finite constants C0 > 0, C1, C2
such that, for every 0 < λ ≤ λmax.
W1(L(θλn), π) ≤ C1e−C0λn + C2
√
λ, n ∈ N (8)
Example 3.4 of [2] suggests that the best rate we can hope to get in (8) is
√
λ, even in the convex case.
The above theorem achieves this rate. We remark that, although the statement of Theorem 2.7 concerns the
discrete-time recursive scheme (2), its proof is carried out entirely in a continuous-time setting, in Section 3. It
relies on techniques from [2] and [15]. The principal new idea is the introduction of the auxiliary process Y˜ λt (x),
t ∈ R+, see (25) below.
Consider now a strengthening of Assumption 2.5 by imposing convexity outside a compact set.
Assumption 2.8. There exist b, a > 0 such that, for each θ, θ′ satisfying |θ − θ′| > b,
〈H(θ, x) −H(θ′, x), θ − θ′〉 ≥ a|θ − θ′|2, x ∈ Rm. (9)
Then, we can recover analogous results to Theorem 2.7 by considering the L1-Wasserstein distance. At this
point, let us recall the deﬁnition of the familiar, “usual” Wasserstein-p (also know as Lp-Wasserstein) distance,
for p ≥ 1 :
W˜p(µ, ν) := inf
ζ∈C(µ,ν)
(∫
Rd
∫
Rd
|x− y|pζ(dx, dy)
)1/p
, µ, ν ∈ P(Rd). (10)
Theorem 2.9. Let Assumptions 2.1, 2.2, 2.3 and 2.8 be valid. Then there are constants C3, C4, C5 > 0 such
that, for every 0 < λ ≤ λmax,
W˜1(L(θλn), π) ≤ C4e−C3λn + C5
√
λ, n ∈ N. (11)
Strengthening the monotonicity condition (9) even guarantees convergence in W˜2.
Assumption 2.10. There exists a > 0 such that, for each θ, θ′ ∈ Rd,
〈H(θ, x) −H(θ′, x), θ − θ′〉 ≥ a[|θ − θ′|2 + |H(θ, x)−H(θ′, x)|2], x ∈ Rm.
Theorem 2.11. Let Assumptions 2.1, 2.2, 2.3 and 2.10 be valid. Then there are constants C′3, C
′
4, C
′
5 > 0 such
that
W˜2(L(θλn), π) ≤ C′4e−C
′
3λn + C′5
√
λ, n ∈ N (12)
holds for every 0 < λ ≤ λmax.
2.1 Related work and our contributions
In the remarkable paper [23], a non-convex optimization problem is considered in the context of empirical risk
minimization, which plays a central role in ML algorithms. The excess risk is decomposed into a sampling error
resulting from the application of SGLD, a generalization error and a suboptimality error. Our aim is to improve
the sampling error in the non-convex setting and provide sharper convergence estimates under more relaxed
conditions. To this end, we focus on the comparison of our results with Proposition 3.3 of [23].
3
Condition (A.5) of [23] is (much) stronger than Assumption 2.1 above. Assumption 2.5 is identical to (A.3)
in [23]. Condition (A.2) in [23] corresponds to Lipschitz-continuity of H in its ﬁrst variable with a Lipschitz-
constant independent from its second variable and (A.1) there means that H(0, ·), u(0, ·) are bounded where
U(θ) = E[u(θ,X0)] and H(·, ·) = ∂θu(·, ·). Hence Assumption 2.2 here is neither stronger nor weaker than
(A.2) of [23], they are incomparable conditions. In any case, Assumption 2.2 does not seem to be restrictive for
practical purposes. Condition (A.4) in [23] is implied by Assumptions 2.2 and 2.3.
We obtain stronger rates (which we believe to be optimal) than those of [23]. More precisely, we obtain a
rate λ1/2 in (8) for the W1 distance while [23] only obtains λ
5/4n (which depends on n) but in the W˜2 distance.
Furthermore, we allow a possibly dependent data sequence. In other words, [23] is applicable only if Xn, n ∈ N
is i.i.d. while Assumption 2.3 suﬃces for the derivation of our results.
Now let us turn to [21]. The comparison is made only in the presence of convexity (outside a compact set)
for U as it is a requirement for the results in [21]. Their Assumption 1.1 is precisely Assumptions 2.2 and 2.8
combined, however this is stipulated for h in [21] while we need it for H(·, x), for all x, as we allow dependent
data streams. Furthermore, Assumption 1.3 in [21] requires that the variance of H(θ,X0) is controlled by a
power of the step size λ while we do not need such an assumption. The second conclusion of their Theorem 1.4
(with α = 1, using their notation α) is the same as our Theorem 2.9.
Remark 2.12. In the particular case where Xn, n ∈ N are i.i.d., one can replace Theorem 3.2 below by Doob’s
inequality in the arguments for proving Theorem 2.7. The full power of Assumption 2.2 is used only in Lemma
3.14. When Xn are i.i.d. then Lemma 3.14 is trivial and it is enough to assume only (A.2) of [23] instead of
Assumption 2.2.
3 Proofs
3.1 Conditional L-mixing
L-mixing processes and random ﬁelds were introduced in [16]. In [4], the closely related concept of conditional
L-mixing was created. We deﬁne this concept below and recall some related results. This section is an almost
exact replica of Section 2 in [2].
We assume that the probability space is equipped with a discrete-time ﬁltration Rn, n ∈ N as well as with
a decreasing sequence of sigma-ﬁelds R+n , n ∈ N such that Rn is independent of R+n , for all n.
Fix an integer q ≥ 1 and let D ⊂ Rq be a set of parameters. A measurable function U : N×D×Ω→ Rm is
called a random ﬁeld. We drop the dependence on ω ∈ Ω in the notation henceforth and write (Un(θ))n∈N,θ∈D.
A random process (Un)n∈N corresponds to a random ﬁeld where D is a singleton. A random ﬁeld is Lr-bounded
for some r ≥ 1 if
sup
n∈N
sup
θ∈D
E
1/r[|Un(θ)|r ] <∞.
Now we deﬁne conditional L-mixing. Recall that, for any family Zi, i ∈ I of real-valued random variables,
ess. supi∈I Zi denotes a random variable that is an almost sure upper bound for each Zi and it is, almost surely,
smaller than or equal to any other such bound.
Let (Un(θ))n∈N,θ∈D be Lr-bounded for each r ≥ 1. Deﬁne, for each n ∈ N, and for τ ≥ 0,
Mnr (U) := ess sup
θ∈D
sup
m∈N
E
1/r [ |Un+m(θ)|r | Rn]
γnr (τ, U) := ess sup
θ∈D
sup
m≥τ
E
1/r
[ |Un+m(θ)− E [Un+m(θ) | R+n+m−τ ∨Rn] |r ∣∣Rn] ,
Γnr (U) :=
∞∑
τ=0
γnr (τ, U). (13)
When necessary, Mnr (U,D), γ
n
r (τ, U,D) and Γ
n
r (U,D) are used to emphasize dependence of these quantities on
the domain D which may vary.
Definition 3.1 (Conditional L-mixing). We call (Un(θ))n∈N,θ∈D uniformly conditionally L-mixing (UCLM)
with respect to (Rn,R+n )n∈N if (Un(θ))n∈N is adapted to (Rn)n∈N for all θ ∈ D; for all r ≥ 1, it is Lr-bounded;
and the sequences (Mnr (U))n∈N, (Γ
n
r (U))n∈N are also L
r-bounded for all r ≥ 1. In the case of stochastic processes
(when D is a singleton) the terminology “conditionally L-mixing process” is used.
Conditionally L-mixing encompasses a broad class of processes (linear processes, functionals of Markov
processes, etc.), see Example 2.1 in [2]. The following maximal inequality is pivotal for our arguments.
Theorem 3.2. Assume that Rk := σ(ǫj , j ≤ k) for some Polish space-valued independent random variables
ǫj, j ≤ k, j ∈ Z. Fix r > 2 and k ∈ N. Let Wn, n ∈ N be a conditionally L-mixing process w.r.t. (Rn,R+n ),
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satisfying E[Wn|Rk] = 0 a.s. for all n ≥ k. Let m > k and let bj, k < j ≤ m be deterministic numbers. Then
we have
E
1/r
[
max
k<j≤m
∣∣∣∣∣
j∑
i=k+1
biWi
∣∣∣∣∣
r ∣∣Rk
]
≤ C(r)
(
m∑
i=k+1
b2i
)1/2√
Mkr (W )Γ
k
r (W ), (14)
almost surely, where C(r) is a deterministic constant depending only on r but independent of k,m.
Proof. See Theorem 2.6 of [4] (there, ǫj , j ∈ N, are assumed to be i.i.d.; the proof, though, trivially works for
a merely independent sequence, too).
Remark 3.3. We will apply Theorem 3.2 with the choice r = 3. In that case it is known that C(3) ≤ 20, see
Theorem A.1 of [2].
Lemma 3.4. Let Xt, t ∈ N be conditionally L-mixing. Let Assumption 2.2 hold true. Then, for each i ∈ N,
the random field H(θ,Xt), t ∈ N, θ ∈ B(i), the closed ball of radius i centered at 0, is uniformly conditionally
L-mixing with
Mnr (H(θ,X), B(i)) ≤ K1i+K2Mnr (X) +H∗ (15)
and
Γnr (H(θ,X), B(i)) ≤ 2K2Γnr (X). (16)
Proof. See Lemma 6.4 and Example 2.4 of [2].
Lemma 3.5. Let D ⊂ Rd be bounded. Fix n ∈ N and let ψt, t ≥ n be a sequence of Rn measurable random
variables. Let Xt(θ) be conditionally L-mixing and Lipschitz in θ ∈ D. Define the process Yt = Xt(ψt), t ≥ n.
Then
Mnp (Y ) ≤Mnp (X), Γnp (Y ) ≤ Γnp (X).
Proof. The proof is identical to that of Lemma 6.3 of [4], noting the Lipschitz continuity.
3.2 Further notation and introduction of auxiliary processses
Throughout this section we assume that the hypotheses of Theorem 2.7 are valid. Note that Assumption 2.2
implies
|h(θ)− h(θ′)| ≤ K1|θ − θ′|, θ, θ′ ∈ Rd, (17)
Assumption 2.5 implies
〈h(θ), θ〉 ≥ a|θ|2 − b, θ ∈ Rd. (18)
Also, Assumption 2.2 implies
|H(θ, x)| ≤ K1|θ|+K2|x|+H∗, (19)
with the constant H∗ deﬁned in (3). We will employ a family of Lyapunov-functions in the sequel. For this
purpose, let us deﬁne, for each p ≥ 2, vp(x) := (1 + x2)p/2, for any real x ≥ 0, and similarly
Vp(θ) := (1 + |θ|2)p/2, θ ∈ Rd.
Notice that these functions are twice continuously diﬀerentiable and
lim
|θ|→∞
∇Vp(θ)
Vp(θ)
= 0. (20)
Let PVp denote the set of µ ∈ P(Rd) satisfying∫
Rd
Vp(θ)µ(dθ) <∞.
For µ ∈ P(Rd) and for a non-negative measurable f : Rd → R, the notation
µ(f) :=
∫
Rd
f(θ)µ(dθ)
is used. The following functional is pivotal in our arguments as it is used to measure the distance between
probability measures. We deﬁne, for any p ≥ 1 and µ, ν ∈ PVp ,
w1,p(µ, ν) := inf
ζ∈C(µ,ν)
∫
Rd
∫
Rd
[1 ∧ |θ − θ′|](1 + Vp(θ) + Vp(θ′))ζ(dθdθ′), (21)
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Though w1,p is not a metric, it satisﬁes trivially
W1(µ, ν) ≤ w1,p(µ, ν). (22)
In the sequel we will need the case p = 2, that is, w1,2.
Our estimations are carried out in a continuous-time setting, so we deﬁne and discuss a number of auxiliary
continuous-time processes below. First, consider Lt, t ∈ R+ deﬁned by the stochastic diﬀerential equation
(SDE)
dLt = −h(Lt) dt+
√
2
β
dBt, L0 := θ0, (23)
where B is standard Brownian motion on (Ω,F , P ), independent of G∞ ∨σ(θ0). Its natural ﬁltration is denoted
by Ft, t ∈ R+ henceforth. The meaning of F∞ is clear. Equation (23) has a unique solution on R+ adapted to
(Ft)t∈R+ since h is Lipschitz-continuous by (17). We proceed by deﬁning, for each λ > 0,
Lλt := Lλt, t ∈ R+.
Notice that B˜λt := Bλt/
√
λ, t ∈ R+ is also a Brownian motion and
dLλt = −λh(Lλt ) dt+
√
2λ
β
dB˜λt , L
λ
0 = θ0. (24)
Deﬁne Fλt := Fλt, t ∈ R+, the natural ﬁltration of B˜λt , t ∈ R+.
Let us also introduce, for each λ > 0 and for each x = (x0, x1, . . .) ∈ (Rm)N, the process Y˜ λ(x), t ∈ R+
satisfying
dY˜ λt (x) = −λH(Y˜ λt (x), x⌊t⌋) dt+
√
2λ
β
dB˜λt , (25)
with initial condition Y˜ λ0 (x) = θ0. Due to Assumption 2.2, there is a unique solution to (25) which is adapted
to (Fλt )t∈R+ . Moreover, for any given s ≥ 0 and t ≥ s, consider the following auxiliary process, which plays an
important role in the derivation of our results,
dζ˜λ(t, s;x, θ) = −λH(ζ˜λ(t, s;x, θ), x⌊t⌋)dt+
√
2λ
β
dB˜λt , for t > s, (26)
with initial condition ζ˜λ(s, s;x, θ) = θ, and notice that ζ˜λ(t, s;x, Y˜ λs (x)) = Y˜
λ
t (x).
Let us now deﬁne the continuously interpolated Euler-Maruyama approximation of Y˜ λt (x), t ∈ R+ via
dY λt (x) = −λH(Y λ⌊t⌋(x), x⌊t⌋) dt+
√
2λ
β
dB˜λt , (27)
with initial condition Y λ0 (x) = θ0. Notice at this point that (27), can be solved by a simple recursion. In
addition, if one considers Y λt (X), t ∈ R+, where X is a random element in (Rm)N deﬁned by Xi := Xi, i ∈ N,
then for each integer n ∈ N,
L(Y λn (X)) = L(θλn). (28)
3.3 Layout of the proof
In view of (28), the main objective is to bound W1(L(Y λt (X)), πβ), which is decomposed as follows
W1(L(Y λt (X)), πβ) ≤W1(L(Y λt (X)),L(Y˜ λt (X))) +W1(L(Y˜ λt (X)),L(Lλt )) +W1(L(Lλt ), πβ).
The last term is controlled using the drift condition (29) below, due to the dissipativity Assumption 2.5, and
Lipschitzness of the mean ﬁeld h, see (17). The second term is controlled uniformly in t by a quantity which
is proportional to
√
λ. For that purpose, we use novel results by [15], which give us a contraction in w1,2, see
Proposition 3.12 and, in particular, (49). To obtain this result, the mixing condition also plays a crucial role,
see Lemma 3.19. Finally, the ﬁrst term is controlled uniformly in t by a quantity which is also proportional to√
λ, see Corollary 3.25. This is based on Kullback-Leibler distance estimates which go back to [10].
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3.4 Crucial estimates
The next lemma shows that the SDEs (25) and (23) satisfy standard drift conditions involving the functions
Vp. Note that, on the left-hand side of (29) below, the inﬁnitesimal generator of the diﬀusion process L appears
which is applied to the function Vp.
Lemma 3.6. Let Assumption 2.5 hold. For each p ≥ 2,
∆Vp(θ)
β
− 〈h(θ),∇Vp(θ)〉 ≤ −C6(p)Vp(θ) + C7(p), θ ∈ Rd, (29)
and, for all x ∈ Rm,
∆Vp(θ)
β
− 〈H(θ, x),∇Vp(θ)〉 ≤ −C6(p)Vp(θ) + C7(p), θ ∈ Rd, (30)
where C6(p) = ap/4, C7(p) = (3/4)apvp(M(p)) with
M(p) =
√
1/3 + 4b/(3a) + 4d/(3aβ) + 4(p− 2)/(3aβ) . (31)
Proof. By direct calculation, the left-hand side of (29) equals
dp(|θ|2 + 1)(p−2)/2
β
+
p(p− 2)(|θ|2 + 1)(p−4)/2|θ|2
β
− p〈h(θ), (|θ|2 + 1)(p−2)/2θ〉. (32)
By Assumption 2.5, see also (18), the third term of (32) is dominated by
− pa|θ|2(|θ|2 + 1)(p−2)/2 + pb(|θ|2 + 1)(p−2)/2. (33)
Then, for |θ| > M(p), one observes that
∆Vp(θ)
β
− 〈h(θ),∇Vp(θ)〉 ≤ −ap
4
Vp(θ).
As for |θ| ≤M(p), one obtains
∆Vp(θ)
β
− 〈h(θ),∇Vp(θ)〉+ ap
4
Vp(θ) ≤ 3
4
apvp(M(p)).
Take into consideration of the two cases, we have for all θ ∈ Rd,
∆Vp(θ)
β
− 〈h(θ),∇Vp(θ)〉 ≤ −C6(p)Vp(θ) + C7(p).
The statement (30) follows in an identical way, noting that the constants which appear do not depend on x.
Now, we proceed with the required moment estimates which play a crucial role in the derivation of the main
results as given in Theorems 2.7, 2.9 and 2.11.
Lemma 3.7. Let Assumptions 2.1, 2.2 and 2.5 hold. Let p ≥ 2. For 0 ≤ s ≤ t, let ζ˜λ(t, s;x, θ˜) be the solution
of (26) with an initial condition θ˜ ∈ L2p−2. Then, for any t > s ≥ 0,
sup
x∈(Rm)N
sup
t≥s
E[Vp(ζ˜
λ(t, s;x, θ˜))] ≤ E[Vp(θ˜)] + 3vp(M(p)) (34)
where M¯(p) is defined in (31).
Proof. We note that 2p−2 ≥ p for p ≥ 2, hence E[Vp(θ˜)] <∞. For any ﬁxed sequence x ∈ (Rm)N and t > s ≥ 0,
by Itoˆ’s formula, one obtains almost surely,
dVp(ζ˜
λ(t, s;x, θ˜)) =
[
λ
∆Vp(ζ˜
λ(t, s;x, θ˜))
β
− λ〈H(ζ˜λ(t, s;x, θ˜), x⌊t⌋),∇Vp(ζ˜λ(t, s;x, θ˜))〉
]
dt
+
√
2λ
β
〈∇Vp(ζ˜λ(t, s;x, θ˜)), dB˜λt 〉,
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which implies
E[Vp(ζ˜
λ(t, s;x, θ˜))] = E[Vp(θ˜)] +
∫ t
s
E
[
λ
∆Vp(ζ˜
λ(u, s;x, θ˜))
β
− λ〈H(ζ˜λ(u, s;x, θ˜), x⌊u⌋),∇Vp(ζ˜λ(u, s;x, θ˜))〉
]
du,
where the expectation of the stochastic integral disappears since sup0≤s≤tE(∇Vp)2(ζ˜λ(t, s;x, θ˜)) < ∞ by θ˜ ∈
L2p−2. Diﬀerentiating both sides and using Lemma 3.6, one obtains
d
dt
E[Vp(ζ˜
λ(t, s;x, θ˜))] = E
[
λ
∆Vp(ζ˜
λ(t, s;x, θ˜))
β
− λ〈H(ζ˜λ(t, s;x, θ˜), x⌊t⌋),∇Vp(ζ˜λ(t, s;x, θ˜))〉
]
≤ −λC6(p)E[Vp(ζ˜λ(t, s;x, θ˜))] + λC7(p),
which yields
E[Vp(ζ˜
λ(t, s;x, θ˜))] ≤ e−λC6(p)(t−s)E[Vp(θ˜)] + C7(p)
C6(p)
(
1− e−λC6(p)(t−s)
)
≤ E[Vp(θ˜)] + C7(p)
C6(p)
, (35)
where C6(p), C7(p) and M(p) are deﬁned in Lemma 3.6. Taking supremum over t and x on both sides yield
(34).
Corollary 3.8. Let Assumptions 2.1, 2.2 and 2.5 hold. For any integer p ≥ 2,
sup
x∈(Rm)N
sup
t∈R+
E[Vp(Y˜
λ
t (x))] ≤ E[Vp(θ0)] + 3vp(M(p)), (36)
where M(p) is defined in (31).
Proof. By noting that Y˜ λt (x) = ζ˜
λ(t, 0;x, θ0), one immediately recovers the desired result from Lemma 3.7.
Corollary 3.9. Let Assumptions 2.1, 2.2 and 2.5 hold. For any integer p ≥ 2,
sup
t∈R+
E[Vp(Y˜
λ
t (X))] ≤ E[Vp(θ0)] + 3vp(M(p)), (37)
where the constant M(p) is given explicitly in the proof of Lemma 3.6.
Proof. Due to the fact that the dissipativity condition 2.5 is uniform in x, all estimates are independent of x
and therefore the result follows immediately from Corollary 3.8.
Lemma 3.10. Let Assumptions 2.1, 2.2 and 2.5 hold. For any λ < λmax (see (7)), n ∈ N and t ∈ (n, n + 1]
and any sequence x ∈ (Rm)N,
E[|Y λt (x)|2p] ≤ E[|θ0|2p] + λaM(p, d)|xn|2p + λaM(p, d)
n−1∑
j=0
(1− aλ)j |xn−j |2p + Mˆ(p, d), (38)
where the constants M(p, d) and Mˆ(p, d) are given by
M(p, d) = (2λmax + 4/a)
p−1
[
1/a+ dM˜2(p)
]
cp0
Mˆ(p, d) = (2λmax + 4/a)
p−1
[
1/a+ dM˜2(p)
]
cp2 + M˜
2(p) (λmax + 2/a)
p−1 (
d+ (1/β)p−1 (2dp(2p− 1))p) (39)
and
M˜(p) := 2p
√
p(2p− 1)/(aβ). (40)
In particular,
E|Y λt (x)|2 ≤ E|θ0|2 + λc0|xn|2 + λc0
n−1∑
j=0
(1− aλ)j |xn−j |2 + c1 , (41)
where c0 and c1 are defined by
c0 = 8K
2
2λmax, c1 = 2a
−1(b + 4λmax(H∗)2 + β−1) and c2 = 2b+ 8λmax(H∗)2 . (42)
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Proof. For any n ∈ N and t ∈ (n, n+ 1], deﬁne
∆n(x, t) = Y
λ
n (x) − λH(Y λn (x), xn)(t− n).
Consider initially only the calculations around the square of the norm of Y λt (x), i.e.
E[|Y λt (x)|2|Y λn (x)] = E
[
|∆n(x, t)|2 + (2λ/β)|B˜λt − B˜λn|2 + 2
〈
∆n(x, t),
√
(2λ/β)(B˜λt − B˜λn)
〉∣∣∣Y λn (x)]
= E|∆n(x, t)|2 + (2λ/β)(t− n).
Using Assumptions 2.2 and 2.5, one obtains for all λ ≤ λmax,
|∆n(x, t)|2 = |Y λn (x)|2 − 2λ(t− n)〈Y λn (x), H(Y λn (x), xn)〉+ λ2|H(Y λn (x), xn)(t− n)|2
≤ (1− 2aλ(t− n))|Y λn (x)|2 + 2bλ(t− n) + 2λ2(t− n)2{K21 |Y λn (x)|2 + 4K22 |xn|2 + 4(H∗)2}
≤ (1− aλ(t− n))|Y λn (x)|2 + λ(t− n)(c0|xn|2 + 2b+ 8λmax(H∗)2). (43)
The desired result (41) follows from an easy induction. For higher moments, the calculation is somewhat more
involved. To this end, one calculates
E[|Y λt (x)|2p|Y λn (x)] = E

(|∆n(x, t)|2 + 2λ
β
|B˜λt − B˜λn|2 + 2
〈
∆n(x, t),
√
2λ
β
(B˜λt − B˜λn)
〉)p∣∣∣∣∣∣Y λn (x)


=
∑
k1+k2+k3=p
p!
k1!k2!k3!
E
[
|∆n(x, t)|2k1
∣∣∣∣∣
√
2λ
β
(B˜λt − B˜λn)
∣∣∣∣∣
2k2
×
(
2
〈
∆n(x, t),
√
2λ
β
(B˜λt − B˜λn)
〉)k3 ∣∣∣∣Y λn (x)
]
≤ |∆n(x, t)|2p + 2pE
[
|∆n(x, t)|2p−2
〈
∆n(x, t),
√
2λ
β
(B˜λt − B˜λn)
〉∣∣∣∣∣Y λn (x)
]
+
2p∑
k=2
(
2p
k
)
E

 |∆n(x, t)|2p−k
∣∣∣∣∣
√
2λ
β
(B˜λt − B˜λn)
∣∣∣∣∣
k
∣∣∣∣∣∣Y λn (x)

 ,
where the last inequality is due to Lemma 4.4. The following inequality is used in the subsequent analysis
(r + s)p ≤ (1 + ǫ)p−1rp + (1 + ǫ−1)p−1sp
where p ≥ 2, r, s ≥ 0 and ǫ > 0. We continue as follows
E[|Y λt (x)|2p|Y λn (x)] ≤ |∆n(x, t)|2p + E
[
2(p−1)∑
l=0
(
2p
l + 2
)
|∆n(x, t)|2(p−1)−l
∣∣∣∣∣
√
2λ
β
(B˜λt − B˜λn)
∣∣∣∣∣
l


×
(
2λ
β
|B˜λt − B˜λn |2
) ∣∣∣∣Y λn (x)
]
≤ |∆n(x, t)|2p + E
[(
2p
2
)2(p−1)∑
l=0
(
2(p− 1)
l
)
|∆n(x, t)|2(p−1)−l
∣∣∣∣∣
√
2λ
β
(B˜λt − B˜λn)
∣∣∣∣∣
l


×
(
2λ
β
|B˜λt − B˜λn |2
) ∣∣∣∣Y λn (x)
]
= |∆n(x, t)|2p + 2λp(2p− 1)
β
E
[(
|∆n(x, t)| +
√
2λ
β
|B˜λt − B˜λn|
)2p−2
|B˜λt − B˜λn|2
∣∣∣∣Y λn (x)
]
≤ |∆n(x, t)|2p + 22p−3p(2p− 1)|∆n(x, t)|2p−2 2λ
β
E[|B˜λt − B˜λn |2|Y λn (x)]
+ 22p−3p(2p− 1)
(
2λ
β
)p
E[|B˜λt − B˜λn |2p|Y λn (x)]
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= |∆n(x, t)|2p + λ(t− n)22p−2p(2p− 1) d
β
|∆n(x, t)|2p−2
+ 22p−3p(2p− 1)
(
2λ
β
)p
E
[∣∣∣∣
∫ t
n
1 dB˜λs
∣∣∣∣
2p
]
which yields
E[|Y λt (x)|2p|Y λn (x)] ≤ |∆n(x, t)|2p + λ(t− n)22p−2p(2p− 1)
d
β
|∆n(x, t)|2p−2
+ 23p−3 (λ(t− n))p (p(2p− 1))p+1
(
d
β
)p
(44)
where the moment estimates of stochastic integrals are given in Theorem 7.1 in Chapter 1 of [22]. Using the
notations in (42) and the inequality (43), one calculates
|∆n(x, t)|2p ≤ {(1− aλ(t− n))|Y λn (x)|2 + λ(t− n)(c0|xn|2 + c2)}p
≤ (1 + aλ(t− n)
2
)p−1(1− aλ(t− n))p|Y λn (x)|2p + (1 +
2
aλ(t− n) )
p−1λp(t− n)p(c0|xn|2 + c2)p
≤ (1 − aλ(t− n)
2
)p−1(1− aλ(t− n))|Y λn (x)|2p + (λ(t − n) +
2
a
)p−1λ(t− n)(c0|xn|2 + c2)p. (45)
Substituting (45) into (44) yields
E[|Y λt (x)|2p|Y λn (x)] ≤(1−
aλ(t− n)
2
)p−1(1− aλ(t− n))|Y λn (x)|2p + (λ(t− n) +
2
a
)p−1λ(t− n)(c0|xn|2 + c2)p
+ λ(t− n)22p−2p(2p− 1) d
β
[
(1− aλ(t− n)
2
)p−2(1− aλ(t− n))|Y λn (x)|2(p−1)
+ (λ(t− n) + 2
a
)p−2λ(t− n)(c0|xn|2 + c2)p−1
]
+ 23p−3 (λ(t− n))p (p(2p− 1))p+1
(
d
β
)p
. (46)
Deﬁne M˜(p) as in (40) and observe that for |Y λn (x)| ≥
√
dM˜(p)
aλ(t− n)
4
|Y λn (x)|2p ≥ λ(t − n)22pp(2p− 1)
d
4β
|Y λn (x)|2(p−1).
Consequently, on {|Y λn (x)| ≥
√
dM˜(p)} the inequality (46) yields
E[|Y λt (x)|2p|Y λn (x)] ≤(1−
aλ(t− n)
4
)(1 − aλ(t− n)
2
)p−2(1− aλ(t− n))|Y λn (x)|2p
+ λ(t− n)
[
λ(t− n) + 2
a
]p−1
(c0|xn|2 + c2)p
+ λ2(t− n)2
[
λ(t− n) + 2
a
]p−2
22p−2p(2p− 1) d
β
(c0|xn|2 + c2)p−1
+ λp(t− n)p23p−3(p(2p− 1))p+1
(
d
β
)p
≤(1− aλ(t− n))|Y λn (x)|2p + λ(t− n)
(
λmax +
2
a
)p−1
(1 + adM˜2(p))(c0|xn|2 + c2)p
+ λ(t− n)adM˜2(p)
(
λmax +
2
a
)p−1
+ λ(t − n)(8λmax)p−1(p(2p− 1))p+1
(
d
β
)p
≤(1− aλ(t− n))|Y λn (x)|2p + λ(t− n)a
(
M(p, d)|xn|2p + Mˆ(p, d)
)
, (47)
where the constants M(p, d) and Mˆ(p, d) are deﬁned in (39). Moreover, on {|Y λn (x)| <
√
dM˜(p)} the inequality
(46) yields again
E[|Y λt (x)|2p|Y λn (x)] ≤ (1 − aλ(t− n))|Y λn (x)|2p + λ(t− n)a
(
M(p, d)|xn|2p + Mˆ(p, d)
)
(48)
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Due to (48) and (47), one obtains by induction
E[|Y λt (x)|2p] ≤ (1− aλ)nE[|Y0|2p] + Mˆ(p, d) + λaM(p, d)|xn|2p + λaM(p, d)
n−1∑
j=0
(1− aλ)j |xn−j |2p.
The desired result (38) follows immediately.
Remark 3.11. One notes here that
(
E[|Y λt (x)|2p]
)1/(2p)
is of order
√
d, where d denotes the dimension of the
problem.
A crucial contraction property is formulated in the next theorem.
Proposition 3.12. Let L′t, t ∈ R+ be the solution of (23) with initial condition L′0 = θ′0 which is independent
of F∞ and satisfies |θ′0| ∈ L2. Then,
w1,2(L(Lt),L(L′t)) ≤ C9e−C8tw1,2(L(θ0),L(θ′0)), t ∈ R+, (49)
where the constants C8 and C9 are given explicitly in Lemma 3.26. Fix a positive integer m. Suppose, for any
t > m, ζ˜λ(t,m;x, θ˜) and ζ˜λ(t,m;x, θ˜′) are the solutions of (26) with initial conditions θ˜, θ˜′ ∈ L2, which are
independent of F∞. Then,
w1,2(L(ζ˜λ(t,m;x, θ˜),L(ζ˜λ(t,m;x, θ˜′)) ≤ C9e−C8λ(t−m)w1,2(L(θ˜),L(θ˜′)), for any t > m. (50)
Proof. We ﬁrst treat Lt, L
′
t. Assumption 2.1 of [15] holds with κ constant (and equal to K1) due to Assumption
2.2. Assumption 2.5 of the same paper is valid due to (20) and, moreover, Assumption 2.2 of [15] holds with
V = V2 due to Lemma 3.6 (note that in that paper the diﬀusion coeﬃcient is assumed to be 1 while in our case
it is
√
2/β but this does not aﬀect the validity of the arguments, only the values of the constants). Thus, in
view of Corollary 2.3 of [15],
Wρ2(L(Lt),L(L′t)) ≤ e−C8tWρ2(L(θ0),L(θ′0)), t ∈ R+,
where C8 is given in Lemma 3.26 and the functional Wρ2 comes from [15] with the choice V := V2, i.e.
Wρ2(µ, ν) := inf
ζ∈C(µ,ν)
∫
Rd
∫
Rd
f(|θ − θ′|)(1 + ǫV2(θ) + ǫV2(θ′))ζ(dθ, dθ′), where µ, ν ∈ PV2 ,
where f is given in Lemma 3.26. Note that f is a concave, bounded and non-decreasing continuous function
and ǫ is a positive constant, for more details see Theorem 2.2, Section 5 of [15]. Consequently, by using the
deﬁnition of Wρ2 , one obtains
C10w1,2(µ, ν) ≤ Wρ2(µ, ν) ≤ C11w1,2(µ, ν), µ, ν ∈ PV2 ,
where C10, C11 can be found in Lemma 3.26. Statement (49) follows with C9 = C11/C10.
The same approach is used for ζ˜λ(t,m;x, θ˜) and ζ˜λ(t,m;x, θ˜′), with the only diﬀerence being that we derive
ﬁrst the contraction on an interval of length at most one, since the contribution from the data sequence, through
x⌊t⌋, remains constant and thus, the drift coeﬃcient remains autonomous for such an interval. More concretely,
Assumption 2.1 of [15] holds in this case too with κ constant and equal toK1 due to Assumption 2.2. Assumption
2.2 of [15] is true with V = V2 due to Lemma 3.6. Note that the statements in these Assumptions are uniform
in x (and thus identical for diﬀerent values of x⌊t⌋). Finally, Assumption 2.5 of [15] is also true due to (20).
Thus, the results of Corollary 2.3 of [15] apply in this case, too, and one concludes that
Wρ2(L(ζ˜λ(t,m;x, θ˜)),L(ζ˜λ(t,m;x, θ˜′))) =Wρ2(L(ζ˜λ(t, ⌊t⌋;x, ζ˜λ(⌊t⌋,m;x, θ˜))),L(ζ˜λ(t, ⌊t⌋;x, ζ˜λ(⌊t⌋,m;x, θ˜′))))
≤e−C8λ(t−⌊t⌋)Wρ2(L(ζ˜λ(⌊t⌋,m;x, θ˜)),L(ζ˜λ(⌊t⌋,m;x, θ˜′)))
≤e−C8λ(t−(⌊t⌋−1))Wρ2(L(ζ˜λ(⌊t⌋ − 1,m;x, θ˜)),L(ζ˜λ(⌊t⌋ − 1,m;x, θ˜′)))
≤e−C8λ(t−m)Wρ2(L(θ˜),L(θ˜′)). (51)
Observing as above thatWρ2 is controlled from above and below by multiples of w1,2, (51) yields the result.
Deﬁne a continuous-time ﬁltration Ht := F∞ ∨ G⌊t⌋, t ∈ R+ and the corresponding decreasing family of
sigma-algebras H+t := G+⌊t⌋, t ∈ R+. Moreover, let T := ⌊1/λ⌋, which is used for the creation of a suitable set of
grid points.
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Lemma 3.13. For each n ∈ N, there exists a measurable function
h·,nT : Ω× [nT,∞)× Rd → Rd
such that, for each t ≥ nT and θ ∈ Rd, ht,nT (θ)(ω) is a version of E[H(θ,X⌊t⌋)|HλnT ] and, for almost every
ω ∈ Ω, θ → ht,nT (θ)(ω) is continuous.
Proof. As ht,nT , t ∈ [k, k + 1) can be assumed constant for each k ∈ N, it suﬃces to prove the existence of a
measurable hk,nT : Ω× Rd → Rd which is continuous in its second variable, for each ﬁxed k. This follows from
Lemma 8.5 of [2].
Lemma 3.14. There exist random variables Ξn, n ∈ N such that, for all θ ∈ Rd,∫ ∞
nT
|ht,nT (θ) − h(θ)| dt ≤ Ξn,
and for each p ≥ 1 there exist C18(p) such that
sup
n∈N
E[Ξpn] ≤ C18(p).
Proof. Notice that, for any integer k ≥ nT ,
E[H(θ,E[Xk|H+nT ])|HnT ] = E[H(θ,E[Xk|H+nT ])],
since H+nT is independent of HnT . This implies
|hk,nT (θ)− h(θ)| ≤
∣∣E[H(θ,Xk)|HnT ]− E[H(θ,E[Xk|H+nT ])|HnT ]∣∣ + ∣∣E[H(θ,E[Xk|H+nT ])]− E[H(θ,Xk)]∣∣
≤K2E[|Xk − E[Xk|H+nT ]||HnT ] +K2E[|Xk − E[Xk|H+nT ]|]
≤K2[γnT1 (k − nT,X) + EγnT1 (k − nT,X)].
Hence, noting that h·,nT (θ) is constant on each interval [k, k + 1), k ∈ N, k ≥ nT ,∫ ∞
nT
|ht,nT (θ)− h(θ)| dt ≤ K2
(
ΓnT1 (X) + E[Γ
nT
1 (X)]
)
Since X is conditionally L-mixing, supn∈N E[(Γ
nT
1 (X))
p] <∞ for every p ≥ 1. The statement follows.
We recall that X refers to the (Rm)N-valued random variable that has coordinates Xi = Xi, i ∈ N. Let
Zλ(t, s, ϑ), t ≥ s denote the solution of the SDE
dZλ(t, s, ϑ) = −λh(Zλ(t, s, ϑ)) dt+
√
2λ/βdB˜λt ,
with initial condition Zλ(s, s, ϑ) := ϑ for some Hλs -measurable random variable ϑ. Note that Lλt = Zλ(t, 0, θ0).
Definition 3.15. Fix n ∈ N and define
Z
λ,n
t = Z
λ(t, nT, Y˜ λnT (X)), for any t ∈ [nT,∞).
It should be emphasized that for diﬀerent n, the process Z
λ,n
is redeﬁned accordingly and Z
λ,n
t is HnT -
measurable for all t ≥ nT .
Lemma 3.16. Let Assumptions 2.1, 2.2 and 2.5 hold. For any integers p ≥ 2 and n,
sup
t≥nT
E[Vp(Z
λ,n
t )] ≤ E[Vp(θ0)] + 6vp(M(p)), (52)
where the constant M(p) is given explicitly in the proof of Lemma 3.6.
Proof. By application of Ito’s formula, one obtains almost surely, for any t ∈ [nT,∞),
dVp(Z
λ,n
t ) =
[
λ
∆Vp(Z
λ,n
t )
β
− λ〈h(Zλ,nt ),∇Vp(Z
λ,n
t )〉
]
dt+
√
2λ
β
〈∇Vp(Zλ,nt ), dB˜λt 〉,
which implies, noting that the expectation of the stochastic integral vanishes by standard arguments,
E[Vp(Z
λ,n
t )] = E[Vp(Y˜
λ
nT (X))] +
∫ t
nT
E
[
λ
∆Vp(Z
λ,n
s )
β
− λ〈h(Zλ,ns ),∇Vp(Z
λ,n
s )〉
]
ds,
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Diﬀerentiating both sides and using Lemma 3.6, one obtains for any t ≥ nT ,
d
dt
E[Vp(Z
λ,n
t )] = E
[
λ
∆Vp(Z
λ,n
t )
β
− λ〈h(Zλ,nt ),∇Vp(Z
λ,n
t )〉
]
≤ −λC6(p)E[Vp(Zλ,nt )] + λC7(p),
which yields
E[Vp(Z
λ,n
t )] ≤ e−λC6(p)(t−nT )E[Vp(Y˜ λnT (X))] +
C7(p)
C6(p)
(
1− e−λC6(p)(t−nT )
)
≤ E[Vp(Y˜ λnT (X))] +
C7(p)
C6(p)
,
and thus, in view of (37),
E[Vp(Z
λ,n
t )] ≤ E[Vp(θ0)] + 2
C7(p)
C6(p)
.
Finally, since C6(p) = ap/4, C7(p) = (3/4)apvp(M(p)) according to the proof of Lemma 3.6, the desired result
(52) follows.
Corollary 3.17. Assume 2.1, 2.2 and 2.5 hold. For any integer p ≥ 2, and T = ⌊1/λ⌋,
E[ sup
nT≤t≤(n+1)T
Vp(Z
λ,n
t )] ≤ 3
√
E[V2p(θ0)] + 3(1 + ap)v2p(M(2p)) (53)
where the constant M(2p) is given explicitly in the proof of Lemma 3.6.
Proof. For any n ∈ N, q ≥ 2 and any bounded stopping time τn ≥ nT (a.s.), one obtains by application of Ito’s
formula that, almost surely,
Vq(Z
λ,n
τn ) = Vq(Y˜
λ
nT (X)) +
∫ τn
nT
[
λ
∆Vq(Z
λ,n
s )
β
− λ〈h(Zλ,ns ),∇Vq(Z
λ,n
t )〉
]
ds+
√
2λ
β
∫ τn
nT
〈∇Vq(Zλ,ns ), dB˜λs 〉.
Due to Lemmata 3.6 and 3.16,
E[Vq(Z
λ,n
τn )] ≤ E[Vq(Y˜ λnT (X))] + E
[∫ τn
nT
(
−λC6(p)Vq(Zλ,ns ) + λC7(p)
)
ds
]
≤ E[Vq(Y˜ λnT (X))] + λC7(p)E[(τn − nT )]
Then, according to Lenglart’s domination inequality [18], see also Proposition 4.7 of [24], for any k ∈ (0, 1)
E
[(
sup
nT≤t≤(n+1)T
Vq(Z
λ,n
t )
)k]
≤ 2− k
1− k
(
E[Vq(Y˜
λ
nT (X))] + λC7(p)T
)k
.
Consequently, for k = 1/2 and q = 2p and in view of Corollary 3.9, the desired result holds.
Lemma 3.18. Let Xk, k ∈ N be conditionally L-mixing. Recall T = ⌊1/λ⌋ and choose n,N ∈ N. We define
the filtrations Rj := H⌊nT+j/N⌋, R+j := H+⌊nT+j/N⌋, j ∈ N and Gj := X⌊nT+j/N⌋, j ∈ N. Then, it holds that
M0p (G) =M
nT
p (X) and Γ
0
p(G) ≤ 2NΓnTp (X). (54)
Proof. Note that M0p (G), Γ
0
p(G) are calculated with respect to (Rj ,R+j )j∈N while the quantities MnTp (X) and
ΓnTp (G) are calculated with respect to (Gj ,G+j )j∈N. The equality in (54) is trivial.
Notice that, if τ ≤ j, mN ≤ τ < (m+ 1)N for some m ∈ N then
E1/p[|X⌊nT+j/N⌋ − E[X⌊nT+j/N⌋|H+⌊nT+(j−τ)/N⌋ ∨HnT ]|p|HnT ]
≤ max{γnTp (m,X), γnTp (m+ 1, X)}
≤ max{γnTp (m,X), 2γnTp (m,X)} = 2γnTp (m,X)
using Lemma A.1 of [4], whence
γ0p(τ,G) ≤ 2γnTp (m,X)
for each mN ≤ τ < (m+ 1)N . The inequality in (54) follows.
Lemma 3.19. Assume 2.1, 2.2 and 2.5 hold. There is C19 such that, for each 0 < λ ≤ λmax,
W1(L(Lλt ),L(Y˜ λt (X))) ≤ C19
√
λ.
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Proof. Fix t ∈ [nT, (n+ 1)T ]. Let us estimate, using Assumption 2.2,
∣∣∣Y˜ λt (X)− Zλ,nt ∣∣∣ ≤λ
∣∣∣∣
∫ t
nT
[
H(Y˜ λs (X), X⌊s⌋)− h(Z
λ,n
s )
]
ds
∣∣∣∣
≤λ
∫ t
nT
∣∣∣H(Y˜ λs (X), X⌊s⌋)−H(Zλ,ns , X⌊s⌋)∣∣∣ ds+ λ
∣∣∣∣
∫ t
nT
[
H(Z
λ,n
s , X⌊s⌋)− hs,nT (Z
λ,n
s )
]
ds
∣∣∣∣
+ λ
∫ t
nT
∣∣∣hs,nT (Zλ,ns )− h(Zλ,ns )∣∣∣ ds
≤λK1
∫ t
nT
∣∣∣Y˜ λs (X)− Zλ,ns ∣∣∣ ds+ λ sup
u∈[nT,(n+1)T ]
∣∣∣∣
∫ u
nT
[
H(Z
λ,n
s , X⌊s⌋)− hs,nT (Z
λ,n
s )
]
ds
∣∣∣∣
+ λ
∫ ∞
nT
∣∣∣hs,nT (Zλ,ns )− h(Zλ,ns )∣∣∣ ds,
where hs,nT is deﬁned in Lemma 3.13. Now let us apply Gro¨nwall’s lemma and take the square of both sides.
Using the elementary (x + y)2 ≤ 2(x2 + y2), x, y ≥ 0, we arrive at
∣∣∣Y˜ λt (X)− Zλ,nt ∣∣∣2 ≤ 2λ2e2K1λT
[
sup
u∈[nT,(n+1)T ]
∣∣∣∣
∫ u
nT
[
H(Z
λ,n
s , X⌊s⌋)− hs,nT (Z
λ,n
s )
]
ds
∣∣∣∣
2
+
(∫ ∞
nT
∣∣∣hs,nT (Zλ,ns )− h(Zλ,ns )∣∣∣ ds
)2 ]
. (55)
As s → hs,nT (Zλ,ns ) and s → H(Z
λ,n
s , X⌊s⌋) are a.s. piecewise continuous (see Lemma 3.13), Lemma 4.1
guarantees that
sup
u∈[nT,(n+1)T ]
∣∣∣∣
∫ u
nT
[
H(Z
λ,n
s , X⌊s⌋)− hs,nT (Z
λ,n
s )
]
ds
∣∣∣∣
= lim
N→∞
1
N
max
1≤k≤⌊TN⌋
∣∣∣∣∣∣
k∑
j=0
[
H(Z
λ,n
nT+j/N , X⌊nT+j/N⌋)− hnT+j/N,nT (Z
λ,n
nT+j/N )
]∣∣∣∣∣∣ , (56)
a.s., with N ranging over integers. Deﬁning Rj and R+j as in Lemma 3.18, the process
Gj := X⌊nT+j/N⌋, j ∈ N
satisﬁes
M0p (G) =M
nT
p (X) and Γ
0
p(G) ≤ 2NΓnTp (X), (57)
for p ≥ 1. Introduce the events Fi := {i ≤ sups∈[nT,(n+1)T ] |Z
λ,n
s | < i + 1}, i ∈ N, which are HnT measurable,
and ﬁx i for the moment. Next, we apply Theorem 3.2 to the process
Wj :=
(
H(Z
λ,n
nT+j/N , X⌊nT+j/N⌋)− hnT+j/N,nT (Z
λ,n
nT+j/N )
)
1Fi , j ∈ N.
Clearly, E[Wj |R0] = E[Wj |HnT ] = 0. From Lemma 3.4, we know that the estimates (15) (resp. (16)) hold for
MnTp (H(θ,G), B(i)) (resp. Γ
nT
p (H(θ,G), B(i))). Noting that Z
λ,n
nT+j/N is HnT -measurable for j ∈ N and H is
Lipschitz-continuous, Lemma 3.5 implies that the process
W¯j := H(Z
λ,n
nT+j/N , X⌊nT+j/N⌋)1Fi , forj ∈ N (58)
satisﬁes
M0p (W¯ ) ≤ C∗[MnTp (X) + i+ 1], and Γ0p(W¯ ) ≤ 4K2NΓnTp (X).
where C∗ := max{K1,K2, H∗}. Then, by Remark 6.4 of [4],
M0p (W ) ≤ 2C∗[MnTp (X) + i+ 1], Γ0p(W ) ≤ 4K2NΓnTp (X).
Apply Theorem 3.2 with r := 3 at k = 0. We obtain
E
1/2

 max
1≤k≤⌊TN⌋
∣∣∣∣∣∣
k∑
j=1
[H(Z
λ,n
nT+j/N , X⌊nT+j/N⌋)− hs,nT (Z
λ,n
nT+j/N )]
∣∣∣∣∣∣
2
1Fi |HnT


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≤ E1/3

 max
1≤k≤⌊TN⌋
∣∣∣∣∣∣
k∑
j=1
[H(Z
λ,n
nT+j/N , X⌊nT+j/N⌋)− hs,nT (Z
λ,n
nT+j/N )]
∣∣∣∣∣∣
3
1Fi |HnT


≤ C(3)
√
TN
√
2C∗[MnT3 (X) + i+ 1]
√
4K2NΓnT3 (X)1Fi ,
whence, by the conditional Fatou lemma and (56),
E
1/2
[
sup
u∈[nT,(n+1)T ]
∣∣∣∣
∫ u
nT
[H(Z
λ,n
s , X⌊s⌋)− hs,nT (Z
λ,n
s )] ds
∣∣∣∣
2
1Fi |HnT
]
≤ C(3)
√
T
√
2C∗[MnT3 (X) + i+ 1]
√
4K2ΓnT3 (X)1Fi .
Fix p1 ≥ 1, to be chosen later. We can then estimate, using Cauchy’s inequality (twice) and Lemma 3.17,
E
[
sup
u∈[nT,(n+1)T ]
∣∣∣∣
∫ u
nT
[H(Z
λ,n
s , X⌊s⌋)− hs,nT (Z
λ,n
s )] ds
∣∣∣∣
2
]
≤ 8K2C2(3)C∗T
∞∑
i=0
E
[
1Fi [M
nT
3 (X) + i+ 1]Γ
nT
3 (X)
]
≤ 8K2C2(3)C∗T
∞∑
i=0
P
1/2(Fi)
√
E
[
([(MnT3 (X) + i+ 1]Γ
nT
3 (X))
2
]
≤ 8K2C2(3)C∗T
∞∑
i=0
P
1/2(Fi)
4
√
E[(MnT3 (X) + i+ 1)
4] 4
√
E[(ΓnT3 (X))
4]
≤ 8K2C2(3)C∗T
∞∑
i=0
√√√√E [sups∈[nT,(n+1)T ](|Zλ,ns |+ 1)p1]
(i+ 1)p1
4
√
E[(MnT3 (X) + i+ 1)
4] 4
√
E[(ΓnT3 (X))
4]
≤ 8K2C2(3)C∗T
√
E[V2p1 (θ0)] + 3(1 + ap1)v2p1(M(p1))
×
∞∑
i=0
√
1
(i+ 1)p1
[
4
√
E[(MnT3 (X))
4] + (i+ 1)
]
4
√
E[(ΓnT3 (X))
4]
≤ C20 1
λ
(59)
where
C20 = 8K2C
2(3)C∗
√
E[V2p1 (θ0)] + 3(1 + ap1)v2p1(M(2p1))
[
1 + 4
√
E[(MnT3 (X))
4]
]
4
√
E[(ΓnT3 (X))
4]
∞∑
i=0
1
(i+ 1)p1/2−1
.
Hence we set p1 := 5 (any p1 > 4 would do) and obtain from (55) ﬁnally, for any t ∈ [nT, (n+1)T ], due to (59)
and Lemma 3.14,
W˜2(L(Y˜ λt (X)),L(Z
λ,n
t )) ≤ E1/2
∣∣∣Y˜ λt (X) − Zλ,nt ∣∣∣2
≤
√
2eK1
√
C20
1
λ
λ2 + λ2E[Ξ2n]
≤ C21
√
λ, (60)
where
C21 = e
K1
√
2[C20 + C18(2)].
We now turn to estimating W1(L(Zλ,nt ),L(Lλt )). Recall that n ∈ N and t ∈ [nT, (n+ 1)T ) are ﬁxed. Now we
may write, using the triangle inequality, the deﬁnition of Z
λ,n
, (22), Lemma 3.16, (60), and Proposition 3.12
W1(L(Zλ,nt ),L(Lλt )) (61)
≤
n∑
k=1
W1(L(Zλ,kt ),L(Z
λ,k−1
t ))
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=n∑
k=1
W1(L(Zλ(t, kT, Y˜ λkT (X))),L(Zλ(t, (k − 1)T, Y˜ λ(k−1)T (X)))
≤
n∑
k=1
w1,2(L(Zλ(t, kT, Y˜ λkT (X))),L(Zλ(t, kT, Zλ(kT, (k − 1)T, Y˜ λ(k−1)T (X)))))
≤ C9
n∑
k=1
exp (−C8(n− k))w1,2(L(Y˜ λkT (X)),L(Zλ(kT, (k − 1)T, Y˜ λ(k−1)T (X))))
= C9
n∑
k=1
exp (−C8(n− k))w1,2(L(Y˜ λkT (X)),L(Z
λ,k−1
kT ))
≤ C9
1− exp (−C8) max1≤k≤nw1,2(L(Y˜
λ
kT (X)),L(Z
λ,k−1
kT ))
≤ C9
1− exp (−C8) max1≤k≤n W˜2(L(Y˜
λ
kT (X)),L(Z
λ,k−1
kT ))
× [1 + {E[V4((Y˜ λkT (X))]}1/2 + {E[V4(Z
λ,k−1
kT )]}1/2]
≤ C22
√
λ,
where the penultimate inequality is due to Lemma 3.28 and
C22 =
C9
1− exp (−C82 )
√
2eK1
√
C20 + C18(2)
×
[
1 +
√
E[V4(θ0)] + 3v4(M(p)) +
√
E[V4(θ0)] + 6v4(M(p))
]
,
by Corollaries 3.8, 3.16. Now, putting together our estimations, we arrive at
W1(L(Y˜ λt (X)),L(Lλt )) ≤ W1(L(Y˜ λt (X)),L(Z
λ,n
t )) +W1(L(Z
λ,n
t ),L(Lλt ))
≤ C19λ1/2,
where C19 = C21 + C22, which ﬁnishes the proof.
Remark 3.20. Our assumptions can be somewhat weakened. Indeed, the above arguments go through if we
assume only that the sequences Mn3 (X),Γ
n
3 (X), n ∈ N are bounded in L4 and |θ0| ∈ L10. The former propriety
is called “conditional L-mixing of order (3, 4)”, see [4].
Corollary 3.21. Let Assumptions 2.1, 2.2 and 2.5 hold. For each 0 < λ ≤ λmax and 0 ≤ s ≤ t let ζ˜λ(t, s;x, θ˜)
be the solution of (26). with an initial condition θ˜. Then for each k ≥ 1,
E[V4(ζ˜
λ(kT, (k − 1)T ;x, Y λ(k−1)T (x)))]
≤ 2

E[|θ0|4] + aλM(2, d) (k−1)T−1∑
j=0
(1− aλ)j |x(k−1)T−j |4 + Mˆ(2, d)

+ 3v4(M(4)) + 2, (62)
and
E[V4(Y
λ
(k−1)T )] ≤ 2 + 2

E[|θ0|4] + aλM(2, d) (k−1)T−1∑
j=0
(1− aλ)j |x(k−1)T−j |4 + Mˆ(2, d)

 , (63)
where the constants M(2, d) and Mˆ(2, d) are given by (39) and (40) with p = 2.
Proof. A direct consequence of Lemma 3.7 and (38).
Lemma 3.22. Let Assumptions 2.1, 2.2 and 2.5 hold. For each 0 < λ ≤ λmax and n ∈ N we have, for all
t ∈ (nT, (n+ 1)T ],
W1(L(Y˜ λt (x)),L(Y λt (x))) ≤ C23(x, n)λ1/2, x ∈ (Rm)N.
where C23(x, n) is given in (69).
Proof. Recall (26) and observes that Y˜ λt (x) = ζ˜
λ(t, 0;x, θ0). Then, one calculates for t ∈ (nT, (n+ 1)T ],
W1(L(Y˜ λt (x)),L(Y λt (x))) =W1(L(ζ˜λ(t, 0;x, θ0)),L(Y λt (x)))
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≤
n∑
k=1
W1(L(ζ˜λ(t, kT ;x, Y λkT (x))),L(ζ˜λ(t, (k − 1)T ;x, Y λ(k−1)T (x))))
+W1(L(ζ˜λ(t, nT ;x, Y λnT (x))),L(Y λt (x)))
≤
n∑
k=1
W1(L(ζ˜λ(t, kT ;x, Y λkT (x))),L(ζ˜λ(t, kT ;x, ζ˜λ(kT, (k − 1)T ;x, Y λ(k−1)T (x))))
+W1(L(ζ˜λ(t, nT ;x, Y λnT (x))),L(Y λt (x))),
and thus, due to the domination of W1 by w1,2, see (22), and Proposition 3.12, see (50), one obtains
W1(L(Y˜ λt (x)),L(Y λt (x))) ≤
n∑
k=1
w1,2(L(ζ˜λ(t, kT ;x, Y λkT (x))),L(ζ˜λ(t, kT ;x, ζ˜λ(kT, (k − 1)T ;x, Y λ(k−1)T (x))))
+ w1,2(L(ζ˜λ(t, nT ;x, Y λnT (x))),L(Y λt (x)))
≤C9
n∑
k=1
e−C8(n−k)w1,2(L(Y λkT (x)),L(ζ˜λ(kT, (k − 1)T ;x, Y λ(k−1)T (x)))
+ w1,2(L(ζ˜λ(t, nT ;x, Y λnT (x))),L(Y λt (x))). (64)
At this point, one notes that due to Lemma 4.3, for any two probability measures µ and ν on Rd,
w1,2(µ, ν) ≤
√
2
{
1 + [µ(V4)]
1/2 + [ν(V4)]
1/2
}
{KL(µ, ν)}1/2 .
where KL(µ, ν) denotes the Kullback-Leibler distance of the two measures. Thus
w1,2(L(Y λkT (x)),L(ζ˜λ(kT, (k − 1)T ;x, Y λ(k−1)T (x))) (65)
≤
√
2
{
1 + E1/2[V4(Y
λ
kT (x))] + E
1/2[V4(ζ˜
λ(kT, (k − 1)T ;x, Y λ(k−1)T (x)))]
}
(66)
×
{
KL(L(Y λkT (x)),L(ζ˜λ(kT, (k − 1)T ;x, Y λ(k−1)T (x))))
}1/2
.
For a < b, C[a, b] denotes the Banach space of Rd-valued continuous functions on the interval [a, b]. Let Qˆ
denote the law of the process ζ˜λ(s, (k− 1)T ;x, Y λ(k−1)T (x)), s ∈ [(k− 1)T, kT ] on C[(k− 1)T, kT ]. Similarly, let
Q denote the law of Y λs (x), s ∈ [(k−1)T, kT ]. Lemma 4.2 implies that these two probability laws are equivalent.
Thus, in view of (75), one then calculates
KL(Qˆ‖Q) = −E[ln(dQ/dQˆ(Y )]
=
λ2
2
β
2λ
∫ kT
(k−1)T
E|H(Y λ⌊s⌋(x), x⌊s⌋)−H(Y λs (x), x⌊s⌋)|2 ds
≤ λβK
2
1
4
∫ kT
(k−1)T
E|Y λ⌊s⌋(x)− Y λs (x)|2ds
=
λβK21
4
kT−1∑
j=(k−1)T
∫ j+1
j
E| − λH(Y λj (x), xj)(s− j) +
√
2λ/β(B˜λs − B˜λj )|2ds
=
λβK21
4
kT−1∑
j=(k−1)T
{
2λ2E|H(Y λj (x), xj)|2 +
4λ
β
}
≤ λβK
2
1
4
kT−1∑
j=(k−1)T
{
6λ2((H∗)2 +K21E|Y λj (x)|2 +K22 |xj |2) +
4λ
β
}
=
3
2
λβK21

λ(H∗)2 + λ2K21
kT−1∑
j=(k−1)T
E|Y λj (x))|2 + λ2K22
kT−1∑
j=(k−1)T
|xj |2 + 1
β

 . (67)
Notice that
3
2
βK21
(
λ(H∗)2 + λ2K21
kT−1∑
j=(k−1)T
[
E|θ0|2 + λc0
j−1∑
l=0
(1− aλ)l|xj−l|2 + c1
]
+ λ2K22
kT−1∑
l=(k−1)T
|xl|2 + 1
β
)
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≤ 3
2
βK21λmax
(
(H∗)2 +K21
[
E|θ0|2 + c1
]
+ λK21
kT∑
j=(k−1)T
λc0
j−1∑
l=0
(1 − aλ)l|xj−l|2 + λK22
kT∑
l=(k−1)T
|xl|2
)
+
3
2
K21λmax (68)
=: C¯(x, k).
It follows that, for k = 1, . . . , n,
w1,2(L(Y λkT (x)),L(ζ˜λ(kT, (k − 1)T ;x, Y λ(k−1)T (x)))
≤
√
λ
√
2
√
C¯(x, k)
×

1 + 2
√√√√
E[|θ0|4] + aλM(2, d)
(k−1)T−1∑
j=0
(1− aλ)j |x(k−1)T−j |4 + Mˆ(2, d) + 3v4(M(4))


=: Cˆ(x, k)
√
λ.
Similarly,
w1,2(L(ζ˜λ(t, nT ;x, Y λnT (x))),L(Y λt (x)))
≤
√
λ
√
2
√
C¯(x, n+ 1)
×

1 + 2
√√√√E[|θ0|4] + aλM(2, d) nT−1∑
j=0
(1− aλ)j |xnT−j |4 + Mˆ(2, d) + 3v4(M(4))


=: Cˆ(x, n+ 1)
√
λ.
Note that Cˆ(x, k) ≤ Cˆ(x, n + 1), k = 1, . . . , n. Thus, due to Corollaries 3.9, 3.21 as well as (41) and (67),
one concludes that the statement holds with
C23(x, n) :=
[
1 +
n∑
k=1
C9e
−C8(n−k)
]
Cˆ(x, n+ 1). (69)
Recall that P(Rq) is the set of probability measures on B(Rq) equipped with topology of weak convergence.
It is known (see Section 8.3 of [3]) that P(Rq) can be equipped with the structure of a complete separable metric
space such that the generated topolology coincides with the topology of weak convergence.
Lemma 3.23. The mappings µ˜ : x → L(Y˜ λt (x)) and µ : x → L(Y λt (x)) are X/B(P(Rd))-measurable for all
λ ≤ λmax.
Proof. Recall that xn → x, n→∞ if and only if xni → xi for each coordinate i ∈ N. We will show, by induction
on j ∈ N that
Y λt (x
n)→ Y λt (x) (70)
for all t ∈ (j, j + 1] almost surely, n→∞. Note that (70) is trivial for t = 0.
Now notice that
Y λt (x
n) = λ(t− j)H(Y λj (xn),xnj ) +
√
2λ[B˜λt − B˜λj ],
so this tends a.s. to Y λt (x) as n → ∞, by continuity of H(·, ·) and by the induction hypothesis. Since almost
sure convergence entails convergence in law, this shows that µ is, in fact, a continuous functional of x.
Now we turn our attention to µ˜. For each x ∈ R, we deﬁne a recursive (Picard-type) iteration:
D0s(x) := θ0, 0 ≤ s ≤ t, Dk+1s (x) := θ0 + λ
∫ s
0
H(Dku(x),x⌊u⌋) du+
√
2λB˜λs , k ∈ N.
Deﬁne Φk(x) := L(Dkt (x)), x ∈ R, k ∈ N.
We now establish for each k ∈ N that, when xn → x, n → ∞, we have Dks (xn) → Dks (x) in L1 (hence also
in law). We will verify by induction on k that
sup
0≤s≤t
E|Dks (xn)−Dks (x)| → 0,
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which is slightly more (but it is needed for the induction to work).
The case k = 0 is trivial. Otherwise, using Lipschitz-continuity of H(·, ·),
E|Dk+1s (xn)−Dk+1s (x)|
≤ λ
∫ s
0
E|H(Dku(xn),xn⌊u⌋)−H(Dku(x),x⌊u⌋)| du
≤ λ
∫ s
0
E|H(Dku(xn),xn⌊u⌋)−H(Dku(x),xn⌊u⌋)|+ E|H(Dku(x),xn⌊u⌋)−H(Dku(x),x⌊u⌋)| du
≤ λK
∫ t
0
[
E|Dku(xn)−Dku(x)| + max
0≤i≤⌊t⌋
|xni − xni |
]
du.
It follows that
sup
0≤s≤t
E|Dk+1s (xn)−Dk+1s (x)| ≤ λKt
[
sup0≤s≤t E|Dks (xn)−Dks (x)| +max0≤i≤⌊t⌋ |xni − xni |
]
,
which tends to 0 as n→∞ by the induction hypothesis and the deﬁnition of the convergence in R. We deduce
that, for each k, the functional Φk : R→ P is continuous on R.
Noting θ0 ∈ L2, it is well-known (see e.g. Theorem 6.2.2 of [1]) that Dkt (x) → Y˜ λt (x), k → ∞ in L2. This
implies Φk(x) → L(Y˜ λt (x)) in law, for each x ∈ R, which shows that the functional µ˜ is measurable, being a
pointwise limit of continuous functionals. The proof is complete.
The next lemma shows that the existence of “good” couplings for a family of random variables implies the
existence of good couplings for their mixtures, too. This is known, see Corollary 5.22 of [25], nevertheless we
provide a complete proof.
Lemma 3.24. Let (R,X ) be a measurable space and let the mappings µ : R → P, µ˜ : R → P be X/B(P)-
measurable. Let ζ be a probability law on X . If W1(µ˜(u), µ(u)) ≤ κ(u) holds for every u ∈ R where κ : R→ [0, 1]
is a measurable function then
W1
(∫
R
µ˜(u) ζ(du),
∫
R
µ(u) ζ(du)
)
≤
∫
R
κ(u) ζ(du).
Proof. Let us consider P(R2d), the set of probabilities on B(R2d) equipped with some complete, separable metric
inducing the topology of weak convergence. This is a Polish space. Consider
D := {(p, p) ∈ P(Rd)× P(Rd) : p ∈ P} = ∩n∈N{(q1, q2) : q1, q2 ∈ P(Rd), W1(q1, q2) < 1/n},
which is a Borel subset of P(Rd)× P(Rd), being an intersection of open sets.
Deﬁne the mappings Fi : P(R2d)→ P(Rd), i = 1, 2 by
F1(π) := π(·,Rd), F2(π) := π(Rd, ·), π ∈ P(R2d).
They are clearly continuous since weak convergence of a sequence of probabilities implies weak convergence of
their marginals, too.
Finally, let F3 : P(R2d)→ R+ be deﬁned by
F3(π) :=
∫
R2d
[|x − y| ∧ 1]π(dx, dy), π ∈ P(R2d).
This is again continuous, by the deﬁnition of weak convergence.
Deﬁne
A := {(u, π) ∈ R× P(R2d) :
π(· × Rd) = µ˜(u), π(Rd × ·) = µ(u),∫
R2d
[|x− y| ∧ 1]π(dx, dy) ≤ κ(u)}.
By hypothesis, for each u ∈ R there is π ∈ P(R2d) such that (u, π) ∈ A (note that the inﬁmum in the deﬁnition
of W1 is always attained, see Theorem 4.1 of [25]).
We claim that A ∈ X ×B. Indeed, this is clear from the identity
A = {(u, π) : (F1(π), µ˜(u)) ∈ D} ∩ {(u, π) : (F2(π), µ(u)) ∈ D} ∩ {(u, π) : F3(π) ≤ κ(u)},
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from Borel-measurability of D and from the continuity/measurability of the functionals involved.
Hence the measurable selection theorem (see III.44-45. of [11]) implies that there is an X/B(P(R2d))-
measurable F : R → P(R2d) such that, for ζ-almost every u ∈ R, (u, F (u)) ∈ A. Now let υ be the unique
probability on B(R2d) that satisﬁes∫
R2d
φ(z)υ(dz) =
∫
R
(∫
R2d
φ(z)F (u)(dz)
)
ζ(du),
for each continuous and bounded φ : R2d → R. Clearly, the respective marginals of υ are the mixtures∫
R
µ˜(u)ζ(du),
∫
R
µ(u)ζ(du).
By construction,
W1
(∫
R
µ˜(u) ζ(du),
∫
R
µ(u) ζ(du)
)
≤
∫
R2d
[|x− y| ∧ 1]υ(dx, dy)
=
∫
R
∫
R2d
[|x− y| ∧ 1]F (u)(dx, dy)ζ(du)
≤
∫
R
κ(u)ζ(du).
Corollary 3.25. For each 0 < λ ≤ λmax and t ∈ R+, we get
W1(L(Y˜ λt (X)),L(Y λt (X))) ≤ C24λ1/2
where C24 := supn∈NE[C23(X, n)] <∞.
Proof. Recall ﬁrst that asX is conditionally L-mixing, A := supn∈N E[|Xn|4] <∞. Fix n such that n ≤ t < n+1.
Let us denote by X the Borel sigma-ﬁeld of R := (Rm)N and let ζ be the law of X. Deﬁne
µ˜(x) := L(Y˜ λt (x)), µ(x) := L(Y λt (x)).
Lemma 3.23 below implies the measurability of these functionals. Let κ(x, t) := C23(x, n)
√
λ, for each
x ∈ R, where C23(x, n) is given in (69). Now the statement follows by Lemma 3.24 provided that we show
supn∈N E[C23(X, n)] < ∞. By the deﬁnition of Cˆ(x, n + 1) and by the Cauchy inequality, this boils down to
showing
sup
k



λ kT∑
j=(k−1)T
λ
j∑
l=0
(1− aλ)lE|Xj−l|2

+

λ kT∑
l=(k−1)T
E|Xl|2




≤ sup
k

√Aλ

 kT∑
j=(k−1)T
λ
1
aλ

+√Aλ(T + 1)


≤
√
Aλ(T + 1)
(
1
a
+ 1
)
<∞
and
sup
k
aλ
kT∑
j=0
(1− aλ)j E|X(k−1)T−j |4
≤ aλ 1
aλ
A <∞.
Lemma 3.26. The contraction constant C8 in Proposition 3.12 is given by the min{φ,C6(p), 4C7(p)ǫC6(p)}/2,
where the explicit expressions for C6(p) and C7(p) can be found in Lemma 3.6. Furthermore, ǫ satisfies the
following inequality
ǫ ≤ 1 ∧
(
8C7(2)
√
π
K1
∫ b˜
0
exp
((√
K1
2
s+
2√
K1
)2)
ds
)−1
,
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and φ is given by
φ =
(√
4π
K1
b¯ exp
((√
K1
2
b¯+
2√
K1
)2))−1
,
where b˜ =
√
2C7(p)/C6(p)− 1, b¯ =
√
4C7(p)(1 + C6(p))/C6(p)− 1 and Φ(·) is the c.d.f. of a standard normal
random variable. The constant C9 is given as the ratio of C11/C10, where C11, C10 are given explicitly in the
proof.
Proof. Consider the Lyapunov function Vp(θ) = (|θ|2 + 1)p/2, for any θ ∈ Rd and p ≥ 2. Notice that ∇Vp(θ) =
pθ(|θ|2 + 1)p/2−1. For any θ ∈ Rd, according to Lemma 3.6 (where C6(p) and C7(p) are given explicitly)
LVp(θ) ≤ C7(p)− C6(p)Vp(θ).
As in [15], deﬁne a bounded non-decreasing function: Q(ǫ) : (0,∞)→ [0,∞) by
Q(ǫ) = sup
|∇Vp|
max{Vp, 1/ǫ} .
In order to express Q(ǫ) in a more clear form using ǫ, we consider the following three cases:
1. Consider ǫ ∈ (0, 2−p/2). For |θ| <
√
(1/ǫ)2/p − 1, we have Vp(θ) < 1/ǫ, and
Q(ǫ) = sup
|θ|<
√
(1/ǫ)2/p−1
ǫp|θ|(|θ|2 + 1)p/2−1 = ǫ2/pp
√
(1/ǫ)2/p − 1.
On the other hand, for |θ| ≥
√
(1/ǫ)2/p − 1, Vp(θ) ≥ 1/ǫ, and
Q(ǫ) = sup
p|θ|
|θ|2 + 1 = ǫ
2/pp
√
(1/ǫ)2/p − 1,
since for ǫ ∈ (0, 2−p/2), |θ| > 1. Therefore, Q(ǫ) = ǫ2/pp
√
(1/ǫ)2/p − 1 < p/2 for all ǫ ∈ (0, 2−p/2).
2. For the second case, consider ǫ ∈ (2−p/2, 1). Then, by using the same arguments as above, one obtains for
|θ| <
√
(1/ǫ)2/p − 1, Q(ǫ) = ǫ2/pp
√
(1/ǫ)2/p − 1, while for |θ| ≥
√
(1/ǫ)2/p − 1, Q(ǫ) = p/2. Thus, one
obtains Q(ǫ) = p/2 for all ǫ ∈ (2−p/2, 1).
3. Finally, for ǫ ∈ (1,∞), we have Q(ǫ) = p/2, since Vp(θ) ≥ 1 for all θ ∈ Rd.
In the ﬁrst two cases above, we use the fact that p/2 ≥ ǫ2/pp
√
(1/ǫ)2/p − 1 for all ǫ ∈ (0, 1). Indeed, squaring
both sides, we have
1 ≥ 4ǫ4/p((1/ǫ)2/p − 1) ⇐⇒ 4ǫ4/p − 4ǫ2/p + 1 ≥ 0 ⇐⇒ (2ǫ2/p − 1)2 ≥ 0.
Combining all the three cases, one obtains Q(ǫ) ≤ p/2 for all ǫ > 0. To calculate R1 and R2, notice that
R1 ≤ 2 sup{|θ| : Vp(θ) ≤ 2C7(p)/C6(p)} =⇒ R1 ≤
√
(2C7(p)/C6(p))2/p − 1;
R2 ≤ 2 sup{|θ| : Vp(θ) ≤ 4C7(p)(1 + C6(p))/C6(p)} =⇒ R2 ≤
√
(4C7(p)(1 + C6(p))/C6(p))2/p − 1.
According to Theorem 2.2 in [15], we require that
(4C7(p)ǫ)
−1 ≥
∫ R1
0
∫ s
0
exp
(
1
2
∫ s
r
uκ(u) du+ 2Q(ǫ)(s− r)
)
dr ds,
where in our case κ(u) = K1 and Q(ǫ) = p/2. Then, one calculates
(4C7(p)ǫ)
−1 ≥
∫ R1
0
∫ s
0
exp
(
1
2
∫ s
r
K1u du+ p(s− r)
)
dr ds
=
∫ R1
0
∫ s
0
exp
(
K1
4
(s2 − r2) + p(s− r)
)
dr ds
=
∫ R1
0
exp
((√
K1
2
s+
p√
K1
)2)∫ s
0
exp
(
−
(√
K1
2
r +
p√
K1
)2)
dr ds,
21
which implies by setting v/
√
2 =
√
K1r/2 + p/
√
K1, (dv =
√
K1/2dr)
(4C7(p)ǫ)
−1 ≥
√
2
K1
∫ R1
0
exp
((√
K1
2
s+
p√
K1
)2)∫ √K1/2s+p√2/K1
p
√
2/K1
exp
(
−v
2
2
)
dv ds
=
√
4π
K1
∫ b˜
0
exp
((√
K1
2
s+
p√
K1
)2)(
Φ
(√
K1/2s+ p
√
2/K1
)
− Φ
(
p
√
2/K1
))
ds,
where b˜ =
√
(2C7(p)/C6(p))2/p − 1 > 0 and Φ(·) is the cumulative distribution function of the standard normal
distribution. By using the property of the cumulative distribution function and to ease the calculations of C10
and C11 below, it is enough for ǫ to satisfy the following inequality:
ǫ ≤ 1 ∧
(
8C7(p)
√
π
K1
∫ b˜
0
exp
((√
K1
2
s+
p√
K1
)2)
ds
)−1
.
To obtain φ, we set Q(ǫ) = p/2 and calculate
φ−1 =
∫ R2
0
∫ s
0
exp
(
1
2
∫ s
r
K1u du+ p(s− r)
)
dr ds
=
√
4π
K1
∫ b¯
0
exp
((√
K1
2
s+
p√
K1
)2)(
Φ
(√
K1/2s+ p
√
2/K1
)
− Φ
(
p
√
2/K1
))
ds,
where b¯ =
√
(4C7(p)(1 + C6(p))/C6(p))2/p − 1 > 0. One notices that φ ≥ φ¯ :=
(√
4π
K1
b¯ exp
((√
K1
2 b¯+
2√
K1
)2))−1
,
and
C8 = min{φ,C6(p), 4C7(p)ǫC6(p)}/2 ≥ C¯8 := min{φ¯, C6(p), 4C7(p)ǫC6(p)}/2,
which implies e−C8 ≤ e−C¯8 . Thus, we set φ = φ¯ :=
(√
4π
K1
b¯ exp
((√
K1
2 b¯ +
2√
K1
)2))−1
and Proposition 3.12
still holds.
As for C10 and C11, one notes that ρ2 = f(|θ−θ′|)(1+ǫV2(θ)+ǫV2(θ′)), where ǫ ∈ (0, 1), 12F (r) ≤ f(r) ≤ F (r)
for r ≤ R2 and f(r) = f(R2) for r ≥ R2, moreover, r exp (−K1R22/4− pR2) ≤ F (r) ≤ r for all r ≤ R2 and
f(r) ≤ R2 for all r > 0. To calculate C10, one calculates for r ≤ R2
[1 ∧ |θ − θ′|](1 + V2(θ) + V2(θ′)) ≤ ǫ−1|θ − θ′|(ǫ + ǫV2(θ) + ǫV2(θ′))
≤ 2ǫ−1 exp (K1R22/4 + pR2)
(
1
2
F (|θ − θ′|)
)
(1 + ǫV2(θ) + ǫV2(θ
′))
≤ C¯−110 f(|θ − θ′|)(1 + ǫV2(θ) + ǫV2(θ′)),
where C¯10 = ǫ/2 exp (−K1R22/4− pR2). For r > R2
f(|θ − θ′|)(1 + ǫV2(θ) + ǫV2(θ′)) = f(R2)(1 + ǫV2(θ) + ǫV2(θ′))
≥ C˜10[1 ∧ |θ − θ′|](1 + V2(θ) + V2(θ′)),
where C˜10 = ǫ/2R2 exp (−K1R22/4− pR2), and C10 = min{C¯10, C˜10}. To calculate C11, one considers, for
r ≤ R2
f(|θ − θ′|)(1 + ǫV2(θ) + ǫV2(θ′)) ≤ |θ − θ′|(1 + ǫV2(θ) + ǫV2(θ′))
≤ C11[1 ∧ |θ − θ′|](1 + V2(θ) + V2(θ′)),
where C11 = 1 +R2. Then, for r > R2
f(|θ − θ′|)(1 + ǫV2(θ) + ǫV2(θ′)) = f(R2)(1 + ǫV2(θ) + ǫV2(θ′))
≤ C11[1 ∧ |θ − θ′|](1 + V2(θ) + V2(θ′)).
Thus C11 = 1 +R2.
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3.5 Proof of Main Results
Proof of Theorem 2.7. Under our assumptions, πβ is a stationary law for L
λ
t , t ∈ R+. As
W1(L(Y λt (X), πβ)
≤ W1(L(Y λt (X),L(Y˜ λt (X)) +W1(L(Y˜ λt (X)),L(Lλt )) +W1(L(Lλt ), πβ)
≤ [C19 + C24]λ1/2 + C9e−C8λtw1,2(θ0, πβ),
by Corollary 3.25, Lemma 3.19, Proposition 3.12 and by (22). This implies the statement.
Proof of Theorem 2.9. Using Corollary 2 in [14] instead of Corollary 2.3 in [15] we can establish Proposition
3.12 with W˜1 in lieu of w1,2. Now the arguments for the proof of Theorem 2.7 can be repeated verbatim up to
(61). We then get
W˜1(L(Zλ,nt ),L(Lλt ))
≤
n∑
k=1
W˜1(L(Zλ,kt ),L(Z
λ,k−1
t ))
=
n∑
k=1
W˜1(L(Zλ(t, kT, Y˜ λkT (X))),L(Zλ(t, (k − 1)T, Y˜ λ(k−1)T (X)))
≤ C9
n∑
k=1
exp (−C8(n− k)) W˜1(L(Y˜ λkT (X)),L(Zλ(kT, (k − 1)T, Y˜ λ(k−1)T (X))))
= C9
n∑
k=1
exp (−C8(n− k)) W˜1(L(Y˜ λkT (X)),L(Z
λ,k−1
kT ))
≤ C9
1− exp (−C8) max1≤k≤n W˜1(L(Y˜
λ
kT (X)),L(Z
λ,k−1
kT ))
≤ C9
1− exp (−C8) max1≤k≤n W˜2(L(Y˜
λ
kT (X)),L(Z
λ,k−1
kT ))
≤ C22
√
λ,
hence Lemma 3.19 holds with W˜1 instead of W1 and the result follows just like Theorem 2.7 above.
Proof of Theorem 2.11. Using Proposition 1 of [13] instead of Corollary 2.3 in [15] we can establish Proposition
3.12 with W˜2 in lieu of w1,2. The arguments for the proof of Theorem 2.7 can be repeated verbatim up to (61),
which need to be replaced by
W˜2(L(Zλ,nt ),L(Lλt ))
≤
n∑
k=1
W˜2(L(Zλ,kt ),L(Z
λ,k−1
t ))
=
n∑
k=1
W˜2(L(Zλ(t, kT, Y˜ λkT (X))),L(Zλ(t, (k − 1)T, Y˜ λ(k−1)T (X)))
≤ C9
n∑
k=1
exp (−C8(n− k)) W˜2(L(Y˜ λkT (X)),L(Zλ(kT, (k − 1)T, Y˜ λ(k−1)T (X))))
= C9
n∑
k=1
exp (−C8(n− k)) W˜2(L(Y˜ λkT (X)),L(Z
λ,k−1
kT ))
≤ C9
1− exp (−C8) max1≤k≤n W˜2(L(Y˜
λ
kT (X)),L(Z
λ,k−1
kT ))
≤ C9
1− exp (−C8) max1≤k≤n W˜2(L(Y˜
λ
kT (X)),L(Z
λ,k−1
kT ))
≤ C22
√
λ,
hence Lemma 3.19 holds with W˜2 instead of W1 and the result follows just like Theorem 2.7 above.
Remark 3.27. A careful examination of our estimates reveals how the constant in Theorem 2.7 depends on β
and on d. It’s easy to see that C8 ≤ C6(2) = a/2 and C24 = O(β1/2) which do not depend on d. From (31), and
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noting that p1 = 5, we haveM(10) = O
(√
d
β
)
and thus v10(M(10)) = O
(
d5
β5
)
. It follows that C20 = O
(
d5/2
β5/2
)
,
C21 = O
(
d5/4
β5/4
)
, C22 = O
(
d9/4
β9/4
)
and therefore C19 = C21 + C22 = O
(
d9/4
β9/4
)
. Observing from Lemma 3.6 that
the constant C7(p) = O
(
dp/2
βp/2
)
, one obtains that R2 = O
(
d1/2
β1/2
)
and C11 = O
(
d1/2
β1/2
)
. On the other hand, we
observe that
ǫ = O

 β
d
∫√d/β
0
es2ds


and
C¯10 = O

 β
d
∫√d/β
0
es2ds
e−d/β

 , C˜10 = O

 β
d
∫√d/β
0
es2ds
d1/2
β1/2
e−d/β

 .
The constant C10 = min{C¯10, C˜10} and so
C9 = C11/C10 = O
(
d3/2
β3/2
ed/β
∫ √d/β
0
es
2
ds
)
≤ O
(
d3/2
β3/2
e2d/β
)
.
One further observes at this point that C9 is a consequence of Corollary 2.3 in [15]. Thus, any further improve-
ment with the coupling arguments which relate to the dependency on the dimension will provide a signiﬁcant
improvement here.
Lemma 3.28. Let µ, ν ∈ PV4 . Then
w1,2(µ, ν) ≤ W˜2(µ, ν)[1 + µ1/2(V4) + ν1/2(V4)].
Proof. Indeed, by the Cauchy and Minkowski inequalities,
w1,2(µ, ν) ≤ inf
ζ∈C(µ,ν)
(∫
Rd
∫
Rd
|θ − θ′|2ζ(dθdθ′)
)1/2(∫
Rd
∫
Rd
[1 + V2(θ) + V2(θ
′)]2ζ(dθdθ′)
)1/2
≤W˜2(µ, ν)[1 + µ1/2(V 22 ) + ν1/2(V 22 )] = W˜2(µ, ν)[1 + µ1/2(V4) + ν1/2(V4)].
using also the deﬁnition of Vp for p = 2, 4. The statement follows.
4 Appendix
Lemma 4.1. Let f be a piecewise continuous ca`dla`g function on [a, b]. It holds that
sup
u∈[a,b]
∣∣∣∣
∫ u
a
f(s)ds
∣∣∣∣ = limN→∞ 1N max1≤k≤⌊(b−a)N⌋
∣∣∣∣∣∣
k∑
j=0
f(a+ j/N)
∣∣∣∣∣∣ .
Proof. Without loss of generality, we may assume that [a, b] = [0, 1]. As ca`dla`g functions deﬁned on a compact
interval are bounded, the sequence of simple functions
fN (s) =
N−1∑
j=0
f(j/N)1s∈[j/N,(j+1)/N), N ∈ N
converges a.e. to f on [0, 1]. Therefore,∣∣∣∣∣ supu∈[0,1]
∣∣∣∣
∫ u
0
fN (s)ds
∣∣∣∣− sup
u∈[0,1]
∣∣∣∣
∫ u
0
f(s)ds
∣∣∣∣
∣∣∣∣∣ ≤ supu∈[0,1]
∣∣∣∣
∫ u
0
(fN (s)− f(s))ds
∣∣∣∣ ≤
∫ 1
0
|fN(s)− f(s)|ds→ 0,
by the dominated convergence theorem.
We present a simpler version of [19, Theorem 7.19], which is suitable for the purposes of this article.
Lemma 4.2. Let (ξt)t≥0 and (ηt)t≥0 be two diffusion type processes with
dξt = αt(ξ)dt+ σdBt, for t > 0, (71)
and
dηt = bt(η)dt+ σdBt for t > 0, (72)
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where ξ0 = η0 is an F0 measurable random variable and c is a positive constant. Suppose also that the nonantic-
ipative functionals αt(x) and bt(x) are such that a unique (continuous) strong solution exist for (71) and (72)
respectively. If, for any fixed T > 0,∫ T
0
[|αs(ξ)|2 + |bs(ξ)|2]ds <∞ (a.s.) and
∫ T
0
[|αs(η)|2 + |bs(η)|2]ds <∞ (a.s.),
then µTξ = L(ξ[0,T ]) ∽ µTη = L(η[0,T ]) and the densities are given by
dµTη
dµTξ
(ξ) = exp
(
−σ−2
∫ T
0
〈αs(ξ)− bs(ξ), dξs〉+ 1
2σ2
∫ T
0
[|αs(ξ)|2 − |bs(ξ)|2]ds
)
(73)
and
dµTξ
dµTη
(η) = exp
(
σ−2
∫ T
0
〈αs(η)− bs(η), dηs〉 − 1
2σ2
∫ T
0
[|αs(η)|2 − |bs(η)|2]ds
)
. (74)
Finally, the Kullback-Leibler divergence is given by
KL(µTξ , µ
T
η ) =
1
2
E
[∫ T
0
|αs(ξ) − bs(ξ)|2ds
]
. (75)
Proof. The proof follows from a straightforward extension to the vector-case of [19, Theorem 7.19]. The com-
putation of the Kullback-Leibler distance is a direct application of the deﬁnition.
Let V : Rd → [1,∞) be a measurable function. For a measurable function f : Rd → R, the V -norm of f
is given by ‖f‖V = supx∈Rd |f(x)|/V (x). For ξ and ξ′ two probability measures on Rd, the V -total variation
distance of ξ and ξ′ is given by
‖ξ − ξ′‖V = sup
‖f‖V ≤1
∫
Rd
f(θ)d{ξ − ξ′}(θ).
If V ≡ 1, then ‖ ·‖V is the total variation distance. The V -total variation distance is also characterized in terms
of coupling (see [20, Theorem 19.1.7]):
‖ξ − ξ′‖V = inf
ζ∈C(ξ,ξ′)
x
Rd×Rd
{V (θ) + V (θ′)}1{θ 6=θ′}ζ(dθ, dθ′)
where C(ξ, ξ′) is the set of coupling of ξ and ξ′. An optimal coupling is given by (see [20, Theorem 19.1.6])
γ∗(B) = {1− ξ ∧ ξ′(Rd)}β(B) +
∫
B
ξ ∧ ξ′(dθ)δθ(dθ′)
where ξ ∧ ξ′ is the inﬁmum of probability measures ξ and ξ′ and β is any coupling of η and η′ where
η =
ξ − ξ ∧ ξ′
1− ξ ∧ ξ′(Rd) and η
′ =
ξ − ξ ∧ ξ′
1− ξ ∧ ξ′(Rd)
Lemma 4.3. For any probability measures ξ and ξ′ on Rd, and p ≥ 1, we get
w1,p(ξ, ξ
′) ≤
√
2
{
1 + [ξ(V2p)]
1/2 + [ξ′(V2p)]1/2
}
{KL(ξ, ξ′)}1/2 .
Proof.
w1,p(ξ, ξ
′) = inf
ζ∈C(ξ,ξ′)
x
R2d
(1 ∧ |θ − θ′|){1 + Vp(θ) + Vp(θ′)}ζ(dθdθ′)
≤
x
R2d
(1 ∧ |θ − θ′|){1 + Vp(θ) + Vp(θ′)}γ∗(dθdθ′)
≤ {1− ξ ∧ ξ′(Rd)}
x
R2d
{1 + Vp(θ) + Vp(θ′)}β(dθdθ′)
= {1− ξ ∧ ξ′(Rd)}+ (ξ − ξ ∧ ξ′)(Vp) + (ξ′ − ξ ∧ ξ′)(Vp)
= ‖ξ − ξ′‖TV + ‖ξ − ξ′‖Vp .
The proof then follows from the weighted Pinsker’s inequality; see [12, Lemma 24].
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Lemma 4.4. Let x, y ∈ Rd, then
∑
i+j+k=p
{i6=p−1}∩{j 6=1}
p!
i!j!k!
‖x‖2i(2〈x, y〉)j‖y‖2k ≤ 2p∑
k=0
k 6=1
(
2p
k
)
‖x‖2p−k‖y‖k
Proof. Note that
∑
i+j+k=p
{i6=p−1}∩{j 6=1}
p!
i!j!k!
‖x‖2i(2〈x, y〉)j‖y‖2k ≤ ∑
i+j+k=p
{i6=p−1}∩{j 6=1}
p!
i!j!k!
‖x‖2i(2‖x‖‖y‖)j‖y‖2k. (76)
Moreover,
2p∑
k=0
(
2p
k
)
‖x‖2p−k‖y‖k =(‖x‖ + ‖y‖)2p = (‖x‖2 + 2‖x‖‖y‖+ ‖y‖2)p
=
∑
i+j+k=p
p!
i!j!k!
‖x‖2i(2‖x‖‖y‖)j‖y‖2k.
Consequently,
2p∑
k=0
k 6=1
(
2p
k
)
‖x‖2p−k‖y‖k =
∑
i+j+k=p
{i6=p−1}∩{j 6=1}
p!
i!j!k!
‖x‖2i(2‖x‖‖y‖)j‖y‖2k. (77)
Thus, in view of (76) and (77), the desired result is obtained.
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