Hausdorff Dimension of Exponential Parameter Rays and Their Endpoints by Bailesteanu, Mihai et al.
ar
X
iv
:0
70
4.
30
87
v2
  [
ma
th.
DS
]  
16
 N
ov
 20
07 Hausdorff Dimension of ExponentialParameter Rays and Their Endpoints
Mihai Bailesteanu, Horia Vlad Balan, and Dierk Schleicher
Abstract. We investigate the set I of parameters κ for which the
singular value of z 7→ ez + κ converges to ∞. The set I consists of
uncountably many parameter rays, plus landing points of some of
these rays [FRS]. We show that the parameter rays have Hausdorff
dimension 1, which implies [Q] that the ray endpoints in I alone
have dimension 2. Analogous results were known for dynamical
planes of exponential maps [K, SZ]; our result shows that this
also holds in parameter space.
1. Introduction
We study the space of exponential maps Eκ : z 7→ ez+κ: each map
Eκ has a unique singular value, which is κ (equivalently, one often uses
the parametrization z 7→ λez with the unique singular value 0). This
space of exponential maps is decomposed into the locus of structurally
stable maps, i.e., those maps Eκ which are topologically conjugate to
Eκ′ for all κ
′ sufficiently close to κ, and the complementary bifurcation
locus B. Many structurally stable exponential maps are hyperbolic,
i.e., the orbit of the singular value κ converges to an attracting peri-
odic orbit. Hyperbolic exponential maps are completely classified [S1];
a fundamental conjecture states that all structurally stable maps are
hyperbolic.
The bifurcation locus B is very complicated. It contains the escape
locus, which is the set
I :=
{
κ ∈ C : the orbit of the singular value
converges to ∞ under iteration of Eκ
}
.
The set I is completely classified; see below. It contains uncountably
many curves called parameter rays. It is conjectured that every κ ∈ B
is either on a parameter ray or the unique limit point of finitely many
parameter rays, so a complete description of the bifurcation locus could
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be given in terms of I (this would imply the previous conjecture [RS1,
Corollary A.5]).
The situation is analogous for the space of quadratic polynomials:
the bifurcation locus is the boundary of the famous Mandelbrot set, all
hyperbolic components are explicitly classified, and the fundamental
conjectures are that all structurally stable components are hyperbolic
and that every point in the bifurcation set is the unique limit point
of a positive finite number of parameter rays (the second conjecture
is equivalent to local connectivity of the Mandelbrot set [RS2], and it
implies the first [DH, S2]).
The set I was studied in detail in [FRS], building on earlier work in
[DGH, FS]. A parameter ray is a maximal injective curveGs : (ts,∞)→
I with Gs(t) → ∞ as t → ∞ for some ts ∈ [0,∞). It was shown in
[FRS, Theorem 1.1] that every path component of I is either a unique
parameter ray, or a unique parameter ray Gs together with its unique
endpoint κs = limtց0Gs(t) (in [FS, FRS] a preferred parametrization
is described that determines ts uniquely).
Let IR be the union of all parameter rays, and IE := I \ IR be the
set of endpoints in I. Our main result is the following.
Theorem 1. (Hausdorff Dimension of Parameter Rays and
Endpoints)
The Hausdorff dimension of the sets of parameter rays IR and their
escaping endpoints IE satisfies dimH(IR) = 1 and dimH(IE) = 2.
Results like this are sometimes called a “dimension paradox”: ev-
ery path component of I contains a curve in IR and at most a sin-
gle endpoint in IE, so one might think that “most” points in I are
in IR, i.e., on a ray. Topologically, this is correct, but nonetheless
the entire Hausdorff dimension sits in IE. This is not the first time
such a phenomenon is observed in transcendental dynamics: in the dy-
namic plane of every exponential map Eκ, the set of escaping points
Iκ := {z ∈ C : E◦nκ (z) → ∞ as n → ∞} is known to have a very simi-
lar structure [K, SZ], and stronger results hold for maps of the form
z 7→ pi sin z: here, the set of endpoints can have full planar Lebesgue
measure and more [S3, S4]. Our result is the first which establishes
this “dimension paradox” in parameter space. Qiu [Q] proved that I
has Hausdorff dimension 2 and zero planar Lebesgue measure, so for
us it suffices to focus on the set IR of parameter rays and show that it
has Hausdorff dimension 1; the claim dimH(IE) = 2 is then immediate.
(Note that for the Mandelbrot set, it is known that the boundary has
Hausdorff dimension 2 [Sh]; in this case, the union of the parameter
rays forms an open subset of C, so it has dimension 2.)
The results in this paper are the main results of the Bachelor theses
[Bal] and [Bai]. They owe a lot to discussions with Markus Fo¨rster;
his contributions are gratefully acknowledged. We would also like to
thank Lasse Rempe and two anonymous referees for helpful comments.
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Notation. We denote the n-th iterate of Eκ by E
◦n
κ and write
En(κ) := E◦nκ (κ) for integers n ≥ 0. Then every En is a transcendental
entire function and I := {κ ∈ C : En(κ)→∞ as n→∞}.
2. Standard Squares and Conformal Mappings
The fundamental idea of our proof will be similar to Hausdorff di-
mension estimates for dynamic rays in the dynamic planes of exponen-
tial maps as in [K, SZ]; however, the maps En are not iterates, so the
main task is to establish good local mapping properties of these maps,
close to what one has for iterates. This will be done in this section.
If Λ ⊂ C is a domain so that En : Λ → En(Λ) =: V is a conformal
isomorphism, then for every k ≥ 0 this defines a holomorphic map
En,n+k = En+k ◦ (En)−1 : V → C.
Lemma 2. (Univalent Extra Iterate)
Suppose Λ, V ⊂ C are such that En : Λ → V is a conformal isomor-
phism, Re(V ) > ξ > 1 and |(En)′| > 2 for all κ ∈ Λ; moreover,
suppose that V is convex and contained in a horizontal strip of height
pi/2. Then En+1 : Λ→ En+1(Λ) is a conformal isomorphism with
|(En+1)′(κ)| > eξ|(En)′(κ)| − 1 > 2|(En)′(κ)|
for all κ ∈ Λ, and En,n+1 : V → En+1(Λ) is a conformal isomorphism
with
|(En,n+1)′(z)| > eξ − 1
for all z ∈ V .
Proof. In order to show that En+1 restricted to Λ is a conformal
isomorphism onto its image, all we need to check is injectivity of En+1
on Λ, or equivalently of En,n+1 on V . We can write En,n+1(z) = ez + κ
with κ = (En)−1(z).
Suppose there are κ1, κ2 ∈ Λ with En+1(κ1) = En+1(κ2). Set zj =
En(κj) for j = 1, 2. Then e
z1 + κ1 = e
z2 + κ2 or
κ2 − κ1 = ez1 − ez2 .
Let γ be the straight line segment connecting z1 to z2; we have γ ⊂
V by convexity; since (En)′ > 2 on Λ, we have |κ2 − κ1| ≤ |z1 − z2|/2.
Similarly, | exp′V | > 1, so exp(γ) is a curve in C connecting ez1 and ez2
with length at least |z1 − z2|. Since imaginary parts of z ∈ V cannot
change by more than pi/2, the unit tangent vector of exp(γ) is always
within a sector of width pi/2 (or 90◦) and thus |ez1−ez2 | ≥ |z1−z2|/
√
2.
As a result,
|κ2 − κ1| ≤ 1
2
|z1 − z2| ≤
√
2
2
|ez1 − ez2 |
and this is possible only if κ2 = κ1.
Now we discuss the derivative of En+1. For this,
(En+1)′ = exp (En) · (En)′ + 1
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implies
|(En+1)′| ≥ exp (Re(En)) · |(En)′| − 1 ≥ eξ|(En)′| − 1 > 2|(En)′|
as claimed. Similarly,
(En,n+1)′(z) = ez + dκ/dz = ez + 1/(En)′(κ)
and so |(En,n+1)′(z)| > eξ − 1. 
We define a standard square Q to be an open square of side length
pi/2 with sides parallel to the real and imaginary axes. The double
square of a standard square is a square Q˜ ⊃ Q of side length pi with
parallel sides and common center. We write Dr(z) for the open disk of
radius r around z ∈ C.
For real numbers p > 1 and ξ > 0, we define truncated parabola
domains
Pp,ξ :=
{
z = x+ iy ∈ C : x > ξ and |y| < x1/p} .
Lemma 3. (Covering by Disks)
Fix p > 1, ξ > 0 and Λ ⊂ C open. If κ ∈ I∩Λ is such that En(κ) ∈ Pp,0
for all but finitely many n, and |(En)′(κ)| → ∞ as n→∞, then there
are an N ∈ N, a neighborhood U ⊂ Λ of κ and a standard square
Q ⊂ Pp,ξ with center EN(κ) and double square Q˜ so that EN : U → Q˜
is a conformal isomorphism and En(κ) ∈ Pp,ξ for all n ≥ N , and so
that |EN(κ′)| > 2 for all κ′ ∈ U .
Proof. We may as well suppose that eξ > 33. Let N0 ∈ N be such
that all n ≥ N0 satisfy En(κ) ∈ Pp,ξ and |(En)′(κ)| > 2. Then κ
has a neighborhood U0 so that E
N0 : U0 → EN0(U0) is a conformal
isomorphism.
Let r0 > 0 be the largest radius so that Dr0(E
N0(κ)) ⊂ EN0(U0). If
r0 <
√
2pi/2 then restrict r0 if necessary so that r0 ≤ pi/4. By Lemma 2,
the mapsEN0+1 : U0 → EN0+1(U0) and EN0,N0+1(EN0(U0))→ EN0+1(U0)
are conformal isomorphisms and we have |(EN0,N0+1)′(EN0 (κ))| > eξ−1.
By the Koebe 1/4-theorem, there is a neighborhood U1 ⊂ U0 of κ0 so
that EN0+1(U1) is a disk of radius r1 ≥ (eξ − 1)r0/4 > 8r0. Repeating
this argument finitely many times, we obtain an index N and a do-
main U ∋ κ so that EN : U → Q˜ is a conformal isomorphism, where
Q˜ is a double square. The condition |(EN)′| > 2 on U can be assured
by finitely many extra iterations if necessary, because derivatives grow
uniformly by Lemma 2. 
3. Hausdorff Dimension Estimates
For bounded open sets Λ ⊂ C, we are interested in the set
Ip,Λ :=
{
κ ∈ Λ ∩ I : |(En(κ))′| → ∞ as n→∞
and En(κ) ∈ Pp,0 for all sufficiently large n
}
.
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Set also
INp,ξ,Λ := {κ ∈ Ip,Λ : En(κ) ∈ Pp,ξ for all n ≥ N} .
Proposition 4. (Hausdorff Dimension Estimate)
Fix p > 1 and an integer N ≥ 0. Suppose Q ⊂ C is a standard
square with double square Q˜ and Λ˜ ⊂ C is such that EN : Λ˜ → Q˜ is
a conformal isomorphism. Suppose also that |(EN)′| > 2 on Λ˜. Set
Λ := (EN )−1(Q) ∩ Λ˜, and let M > 0 be such that Λ ⊂ DM(0). Then
dimH(I
N
p,ξ,Λ) ≤ 1 + 1/p provided ξ is sufficiently large depending only
on p and M .
Proof. Let ξ0 be such that Re(Q) ⊂ (ξ0, ξ0 + pi/2). We may suppose
that ξ0 ≥ ξ − pi/2 because otherwise INp,ξ,Λ = ∅.
By Lemma 2, EN,N+1 : Q → EN,N+1(Q) =: W is a conformal iso-
morphism; we can write EN,N+1(z) = exp(z) + κ with κ ∈ Λ. The set
exp(Q) is contained in an annulus between radii eξ0 and epi/2eξ0 , and
EN,N+1(Q) ∩ Pp,ξ has real parts between ξ1 := eξ0/2 and epi/2eξ0 +M
(provided ξ is sufficiently large). Consequently the imaginary parts in
EN,N+1(Q)∩Pp,ξ have absolute values at most epi/2peξ0/p+1 (again for
sufficiently large ξ). Therefore, W ∩ Pp,ξ can be covered by at most
N(ξ0) :=
(
epi/2eξ0 +M − eξ0/2) · 2(epi/2peξ0/p + 1)(pi/2)−2 ≤ Ceξ0(1+1/p)
standard squares for some universal constant C > 0; denote these N(ξ0)
standard squares by Q1,i for i = 1, 2, . . . , N(ξ0).
Denoting the double squares of Q1,i by Q˜1,i, we have E
N,N+1(Q˜) ⊃⋃
Q˜1,i (this just needs the fact that |(EN,N+1)′| is large on Q˜). We
can thus pull back the Q1,i under E
N,N+1 and obtain a covering of
Q∩ (EN,N+1)−1(Pp,ξ) with N(ξ0) open sets U1,i =W1,i so that each U1,i
has a neighborhood U˜1,i for which the restriction E
N,N+1 : U˜1,i → Q˜1,i
is a conformal isomorphism. By the Koebe distortion theorem, the
restrictions EN,N+1 : U1,i → Q1,i have uniformly bounded distortions,
and their derivatives are at least eξ0 − 1. Note that for any d∑
i
(diamU1,i)
d ≤ C ′N(ξ0)(pi/(eξ0 − 1))d ≤ C ′′eξ0(1+1/p−d) ,
where C ′ and C ′′ are universal constants; C ′ measures the distortion
of EN,N+1 : U1,i → Q1,i. In particular, if d > 1 + 1/p is fixed and ξ is
sufficiently large, then
(1)
∑
i
(diamU1,i)
d ≤ (diamQ)d .
This argument can be repeated: each standard square Q1,i has real
parts at least ξ1 = e
ξ0/2≫ ξ0 ≥ ξ − pi/2, so Q1,i ∩ (EN+1,N+2)−1(Pp,ξ)
can be covered by at most N(ξ1) open sets W2,i′ so that the image sets
EN+1,N+2(W2,i′) are in turn standard squares Q2,i′ at real parts at least
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ξ2 ≫ ξ1, and so on. The sets W2,i′ can be pulled back under EN,N+1
and yield a covering U2,i′ of the set{
z ∈ Q : EN,N+1(z) ∈ Pp,ξ and EN,N+2(z) ∈ Pp,ξ
}
.
Inductively, we obtain a family of coverings Un,i for every n ≥ 1, and
the set they cover is
Qˆ :=
{
z ∈ Q : EN,N+n(z) ∈ Pp,ξ for all n ≥ 1
}
.
Each Un,i ⊂ Q˜ is such that EN,N+n : UN,i → Qn,i is a conformal isomor-
phism, where Qn,i are standard squares at real parts at least ξn, and
EN,N+n extends to a conformal isomorphism U˜n,i → Q˜n,i where Q˜n,i is
the double square of Qn,i. The sets Wn,i := E
N,N+n−1(Un,i) cover those
points z in the standard squares Qn−1,i′ of the previous generation for
which EN+n−1,N+n(z) ∈ Pp,ξ.
We show that dimH(Qˆ) ≤ 1+1/p. Indeed, for d > 1+1/p and suffi-
ciently large ξ it follows that the maps EN,n : Un,i → Qn,i are conformal
isomorphisms with uniformly bounded distortions, so (1) becomes
(2)
∑
i′
(diamUn+1,i′)
d <
∑
i
(diamUn,i)
d .
However, for fixed d > 1 + 1/p, we cannot be sure that ξ is sufficiently
large. But the ξn grow exponentially fast, and (1) holds for all suffi-
ciently large n.
Since EN,N+n : Un,i → Qn,i are conformal isomorphisms with boun-
ded distortions and derivatives tending to∞ as n→∞, it follows that
supi diamUn,i → 0 as n → ∞. The family of covers Un,i proves that
dimH(Qˆ) ≤ 1 + 1/d. Finally, EN : Λ→ Q is a conformal isomorphism
with EN(INp,ξ,Λ) ⊂ Qˆ. Therefore, dimH(INp,ξ,Λ) ≤ 1 + 1/d as well. 
Theorem 5. (Hausdorff Dimension of Parameter Rays)
For every p > 1 and every bounded open Λ ⊂ C, we have dimH(Ip,Λ) ≤
1 + 1/p.
Proof. Choose ξ > 0 depending on Λ and p as in Proposition 4. Pick
some κ ∈ Ip,Λ. By Lemma 3, there are an N ∈ N, a neighborhood
U ⊂ Λ of κ and a standard square Q ⊂ Pp,ξ with double square Q˜ so
that EN : U → Q˜ is a conformal isomorphism with |(En)′| > 2, EN(κ)
is the center of Q and En(κ) ∈ Pp,ξ for all n ≥ N . Then κ ∈ INp,ξ,U and
by Proposition 4, dimH(I
N
p,ξ,U) ≤ 1 + 1/p.
Since Λ has countable topology and N is from a countable set, Ip,Λ
is contained in the countable union of sets of dimension at most 1+1/p,
and the claim follows. 
In order to prove Theorem 1, we need to introduce parameter rays
Gs as introduced in [FS, FRS] together with a particular parametriza-
tion. For every s ∈ S := ZN, there is a well-defined minimal potential
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ts ∈ [0,∞] and an injective curve Gs : (ts,∞) → C with the following
properties:
• for every κ ∈ IR there is a unique external address s ∈ S and
a unique potential t > ts with κ = Gs(t);
• if κ = Gs(t), then for Eκ the asymptotics of the singular orbit
can be expressed using F (t) := et − t and s = s1s2s3 · · · ∈ S:
(3) En(κ) = E◦nκ (κ) = F
◦n(t) + 2piisn+1 +O(1) as n→∞ .
More precisely, [FRS, Corollary 3.2 and Proposition 2.2] justify the
partition I = IR ∪ IE of escaping parameters into parameter rays and
escaping endpoints, so that IR is exactly the set of parameter rays as
classified in [FS, Theorem 3.7]. By [FS, Theorem 3.12], every param-
eter ray is a C1-curve Gs : (ts,∞) → C for a well-defined s ∈ S and
ts ≥ 0, so that all parameter rays are injective and disjoint curves with
G′s(t) 6= 0 for all t > ts. Not all s ∈ S actually occur as external
addresses; for the others we have ts =∞. (Note that the maps in [FS]
are parametrized as z 7→ exp(z + κ), rather than our z 7→ exp(z) + κ;
but these maps are conjugate by translation.)
Lemma 6. (Derivative of Parameter Rays)
Parameter rays satisfy (d/dκ)En(κ) → ∞ and (d/dt)En(Gs(t)) → ∞
as n→∞.
Remark. This result is a key ingredient in the proof [RS2, RS3] that
exponential parameter space is not locally connected at any point on
any parameter ray.
Proof. We will prove the result using rays in the dynamic planes:
dynamic rays for Eκ are curves in C consisting entirely of escaping
points, i.e., points z with E◦nκ (z)→∞ as n→∞.
The existence of dynamic rays was shown in [SZ, Theorem 4.2]: For
every κ = Gs(t), there are dynamic rays gκ,s : (ts,∞) → C for every
s ∈ S and ts ∈ [0,∞] (these curves are empty if ts = ∞); however,
there are exceptions if some dynamic ray contains the singular value
(there are no preimages of the singular ray). In [FS, Theorem 3.7],
parameter rays are defined so that κ = Gs(t) if and only if gκ,s(t)
equals the singular value κ: so we are exactly in the situation where
exceptions to the existence of dynamic rays occur. However, it is shown
in [FS, Section 3] that for κ0 = Gs(t) there is a neighborhood Λ of κ0
in parameter space so that gκ,s(t) is defined for all κ ∈ Λ.
By [SZ, Theorem 4.2], dynamic rays satisfy Eκ(gκ,s(t)) = gκ,σ(s)(F (t)),
where σ is the left shift on the sequence s = s1s2s3 . . . . By [SZ, Propo-
sition 4.5] we have the asymptotics
(4) E◦nκ (gκ,s(t)) = gκ,σn(s)(F
◦n(t)) = F ◦n(t) + 2piisn+1 + o(1)→∞
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as n→∞. We thus consider
d
dt
En(Gs(t)) =
d
dt
E◦nκ(t)(gκ(t),s(t)) =
d
dt
gκ(t),σn(s)(F
◦n(t))
=
∂
∂t
gκ,σn(s)(F
◦n(t)) +
∂
∂κ
gκ,σn(s)(F
◦n(t))
dκ
dt
= g′κ,σn(s)(F
◦n(t)) · d
dt
F ◦n(t) +
∂
∂κ
gκ,σn(s)(F
◦n(t)) ·G′s(t) .
We clearly have dF ◦n(t)/dt → ∞ as n → ∞. We will now show
that g′κ,σn(s)(F
◦n(t)) → 1 and ∂
∂κ
gκ,σn(s)(F
◦n(t)) → 0; since G′s(t) ∈ C
is a fixed number, this will imply (d/dt)En(Gs(t)) =∞ and thus prove
the first claim of the lemma.
By [FS, Proposition 4.6], we have for t > ts
(5) g′κ,s(t) =
∞∏
m=1
F ◦m(t) + 1
gκ,σm(s)(F ◦m(t))
and thus
(gκ,σn(s))
′(F ◦n(t)) =
∞∏
m=1
F ◦(m+n)(t) + 1
gκ,σm+n(s)(F ◦(m+n)(t))
=
∞∏
m=n+1
F ◦m(t) + 1
gκ,σm(s)(F ◦m(t))
.
The claim (gκ,σn(s))
′(F ◦n(t)) → 1 follows directly from convergence of
(5) (as shown in [FS]).
For the last limit, we have to review how dynamic rays are defined:
for m ≥ 0, we define g0κ,s(t) := t and gm+1κ,s (t) := Ls1(gmκ,σ(s)(F (t))),
where Ls(z) := log(z − κ) + 2piis is an inverse branch of Eκ = ez + κ
(for s ∈ Z). In [SZ], dynamic rays are constructed as gκ,s(t) =
limm→∞ g
m
κ,s(t): in [SZ, Proposition 3.4], it is shown that the g
m
κ,s con-
verge uniformly to a limiting curve gκ,s for sufficiently large t (“on ray
tails”), so that gκ,s(t) depends holomorphically on κ for fixed t. More-
over, the convergence is locally uniform in κ and all functions are holo-
morphic, so (d/dκ)gκ,s(t) = limm→∞(d/dκ)g
m
κ,s(t) (recall that in [SZ],
the parametrization exp(z + κ) with inverse Ls(z) = log(z)− κ+ 2piis
is used; these are conjugate by translation).
This construction is extended in [SZ, Theorem 4.2] to entire dy-
namic rays, i.e., for all t > ts: a point z is on a dynamic ray if E
◦n
κ (z)
is on a ray tail for sufficiently large n ≥ 0. Since we are interested in
the limit ∂
∂κ
gκ,σn(s)(F
◦n(t)) as n → ∞, we may restrict to sufficiently
large n so that we are always on ray tails. We need to prove
0 = lim
n→∞
∂
∂κ
gκ,σn(s)(F
◦n(t)) = lim
n→∞
lim
m→∞
∂
∂κ
gmκ,σn(s)(F
◦n(t)) .
From gm+1κ,σn(s)(F
◦n(t)) = Lsn+1(g
m
κ,σn+1(s)(F
◦(n+1)(t))) we obtain the re-
cursive relation
∂
∂κ
gm+1κ,σn(s)(F
◦n(t)) =
∂
∂κ
gmκ,σn+1(s)(F
◦(n+1)(t))− 1
gmκ,σn+1(s)(F
◦(n+1)(t))− κ
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starting with (∂/∂κ)g0κ,σn+m+1s = 0. By [SZ, Lemma 3.3], there is a
uniform B > 0 so that Re(gm
′
κ,s′(t
′)) > t′ − B for all m′, for all κ from
a bounded domain and all sufficiently large t′ (depending only on the
bound κ), and for all s′. Choosing n sufficiently large, we can be sure
that Re
(
gmκ,σn+1(s)(F
◦(n+1)(t))− κ
)
> C for any given C > 2 and all
m, and this proves inductively that∣∣∣∣ ∂∂κgm+1κ,σn(s)(F ◦n(t))
∣∣∣∣ < 2/C + 1C < 2/C
for all m and thus also in the limit m → ∞. The limit for n → ∞ is
thus equal to 0 as claimed.
The remaining claim is (d/dκ)En(κ)→∞ as n→∞. For this, we
use that κ is on a parameter ray, say κ = Gs(t), and evaluate
dEn(κ)/dκ = lim
κm→κ
(En(κm)− En(κ))/(κm − κ)
using κm = Gs(tm) for a sequence tm → t. Since parameter rays
κ(t) := Gs(t) are differentiable with dκ/dt = G
′
s(t) 6= 0, we can write
d
dκ
En(κ) =
dEn(Gs(t))
dt
· 1
G′s(t)
.
Since we proved above that (d/dt)En(Gs(t)) → ∞ as n → ∞, this
proves the last claim. 
Proof of Theorem 1. We only need to prove that for every
open and bounded Λ ⊂ C, we have IR ∩ Λ ⊂ Ip,Λ for every p > 1:
once we know that, it follows dimH(IR ∩ Λ) ≤ 1 + 1/p by Theo-
rem 5; by countable additivity and because this holds for all p > 1,
we have dimH(IR) ≤ 1. But since IR contains curves, we conclude
dimH(IR) = 1. Since I = IR ∪ IE and dimH(I) = 2 by [Q], it follows
that dimH(IE) = 2.
It remains to prove that IR ∩ Λ ⊂ Ip,Λ for every p > 1; more
precisely, for κ ∈ IR we need to prove that En(κ) ∈ Pp,0 for sufficiently
large n and |(En(κ))′| → ∞ as n → ∞. The first statement is [SZ,
Proposition 4.5] and the second one is Lemma 6. 
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