We prove that the best Lieb-Thirring constant when the eigenvalues of a Schrödinger operator −∆ + V (x) are raised to the power κ ≥ 1 (κ ≥ 3/2 in 1D and κ > 1 in 2D) can never be attained for a potential having finitely many eigenvalues. We thereby disprove a conjecture of Lieb and Thirring in 2D that the best constant is given by the one-bound state case for 1 < κ 1.165. In a different but related direction, we also show that the cubic nonlinear Schrödinger equation admits no orthonormal ground state in 1D, for more than one function. c 2020 by the authors. This paper may be reproduced, in its entirety, for non-commercial purposes.
Introduction and main results
This paper is a continuation of a previous work [GLN20] where the last two authors together with F.Q. Nazar studied the existence of ground states for the nonlinear Schrödinger equation (NLS) for systems of orthonormal functions. In the present paper, we exhibit a connection between the corresponding minimisation problem and the family of Lieb-Thirring inequalities [LT75, LT76, LS10] , which enables us to prove results both for the Lieb-Thirring inequalities and the NLS equation studied in [GLN20] .
1.1. Lieb-Thirring inequalities. The Lieb-Thirring inequality is one of the most important inequalities in mathematical physics. It has been used by Lieb and Thirring [LT75] to give a short proof of the stability of matter [DL67, LD68, Lie90, LS10] and it is a fundamental tool for studying large fermionic systems. It is also a source of many interesting mathematical questions.
Let d ≥ 1, κ ≥ 0 and N ≥ 1, and let L (1) for all V ∈ L κ+ d 2 (R d ), where a − = max(0, −a) and λ n (−∆ + V ) denotes the nth min-max level of −∆ + V in L 2 (R d ), which equals the nth negative eigenvalue (counted with multiplicity) when it exists and 0 otherwise. Note that L (2)
These restrictions on κ are optimal in the sense that L (1) κ,d = ∞ for 0 ≤ κ < 1/2 in d = 1 and for κ = 0 in d = 2. From the definition we have L (N )
. The Lieb-Thirring theorem states that the limit is finite:
for κ as in (2).
This was proved by Lieb and Thirring [LT75, LT76] for κ > 1/2 in d = 1 and for κ > 0 in d ≥ 2. The critical cases κ = 1/2 in d = 1 and κ = 0 in d ≥ 3 are respectively due to Weidl [Wei96] and Cwikel-Lieb-Rozenbljum [Cwi77, Lie76, Roz72] .
Our first theorem states that for an appropriate range of κ, the optimal constant in the Lieb-Thirring inequality can never be attained by a potential having finitely many bound states.
Theorem 1 (Non optimality of the finite-rank case). Let d ≥ 1 and      κ > 3 2 for d = 1, κ > 1 for d = 2, κ ≥ 1 for d ≥ 3.
Then there exists an infinite sequence of integers N 1 = 1 < N 2 = 2 < N 3 < · · · such that L
for all k ≥ 1.
In particular, we have L (N ) κ,d < L κ,d for all N ≥ 1.
In addition, for any N ≥ 2 there exist optimisers V (N ) for L (N ) κ,d . When N = N k we have λ N (−∆ + V (N ) ) < 0, that is, −∆ + V (N ) has at least N negative eigenvalues.
Theorem 1 will follow immediately from another result of ours, Theorem 4 below, where we also collect more properties of V (N ) . In the rest of this section we quickly discuss some consequences of Theorem 1.
There are many results on the Lieb-Thirring best constants L κ,d . The best estimates currently known are in [FHJT19] , where the reader can also find a review of previous works. Let us mention a selection of results pertinent to our theorem. We introduce the semi-classical constant 
and recall the following known properties:
• (Lower bound [LT76] ) For all d ≥ 1, κ ≥ 0, we have
• (κ = 3/2 in d = 1 [LT76] ) In dimension d = 1 with κ = 3 2 , we have, for all N ∈ N, L 3/2,1 = L (N ) 3/2,1 = L sc 3/2,1 ;
• (κ = 3/2 for d ≥ 1 [LW00]) For all d ≥ 1 with κ = 3 2 , we have L 3/2,d = L sc 3/2,d ; • (κ < 3/2 is not semi-classical in 1D [LT76] ) For d = 1 and κ < 3/2, we have L κ,1 > L sc κ,1 ; • (κ < 1 is not semi-classical [HR90] ) For all d ≥ 1 and κ < 1, we have L κ,d > L sc κ,d . These properties imply that there exists a critical number 1 ≤ κ sc (d) ≤ 3 2 such that L κ,d = L sc κ,d for κ ≥ κ sc (d), > L sc κ,d for κ < κ sc (d). In the original article [LT76] , Lieb and Thirring conjectured that there is equality in (5): the optimal constant should be given either by the one bound state case, or by semi-classical analysis. This would imply κ sc (d) = κ 1 (d), where κ 1 (d) is the crossing points between the two curves κ → L (1)
Although the conjecture is still believed to hold in dimension d = 1, it is now understood that the situation is more complicated in dimensions d ≥ 2. We always have κ 1 (d) ≤ κ sc (d) ≤ 3 2 , but the first inequality may be strict, as we discuss now. • In dimension d = 1, since κ 1 (1) = 3/2, we have indeed κ sc (1) = κ 1 (1) = 3/2. In addition, at κ = 1/2, the constant is L 1/2,1 = L (1) 1/2,1 = 1/2 as proved in [HLT98] , with the optimal V being a delta function. The remaining part of the Lieb-Thirring conjecture, namely, that L κ,1 = L (1) κ,1 for all 1/2 < κ < 3/2, has been confirmed by numerical experiments in [Lev14] but it is still open.
• In dimension d = 2, we have 1.165 ≃ κ 1 (2) ≤ κ sc (2) ≤ 3/2 and this is the best we can say at present. Numerical simulations from [Lev14] did not provide any hint of what is happening in the region 1 ≤ κ 1.165. However, our Theorem 1 in dimension d = 2 shows that L κ,2 > L (N ) κ,2 for all κ > 1 and N ≥ 1. In particular, for 1 < κ 1.165, we disprove the Lieb-Thirring conjecture that the constant is given by the N = 1 optimiser in 2D. It can indeed not be given by any finite rank optimiser. Our result also shows that we have the strict inequality κ 1 (2) < κ sc (2).
• In dimension d = 3, for κ < 1, numerical simulations from [Lev14] suggested the possibility that there exists a sequence κ c,2 < κ c,3 < · · · < 1 and integers N 1 < N 2 < · · · so that L κ,3 = L (N k ) κ,3 for κ ∈ [κ c,k , κ c,k+1 ). Namely, the system could always have finitely many bound states for κ < 1. However, these numerical results were restricted to the radial case and therefore should not be over-interpreted. In the same article, a system with 5 bound states was found to be better than the one bound state for κ 0.855, showing that the one bound state case ceases to be optimal before the critical value 0.8627 in (7). A similar phenomenon is expected in higher dimensions.
• In dimension d ≥ 3, a common belief is that κ sc (d) = 1 for all d ≥ 3. The validity of this conjecture would have some interesting physical consequences, for instance an exact lower bound involving the Thomas-Fermi kinetic energy in Density Functional Theory [LLS20] . Our Theorem 1 does not contradict this belief, since we prove that the optimal Lieb-Thirring potential cannot have a finite number of bound states. But many other situations are still possible, as we now discuss.
Theorem 1 suggests to interpret the Lieb-Thirring inequality within the framework of statistical mechanics. For an optimal potential V N for L (N ) κ,d , we can think of the corresponding N first orthonormal eigenfunctions of −∆ − V N as describing N fermions in R d [GLN20, Rmk. 8]. Theorem 1 says that in the limit N → ∞, the N particles always attract each other, at least for a subsequence N j . We believe that they will form a large cluster of size proportional to N 1/d (if´R d V κ+d/2 N is for instance normalised to N ) and that V N will converge in the limit to a bounded (nonintegrable) potential V ∞ . There would then be no optimiser for the Lieb-Thirring constant L κ,d . The semi-classical constant L sc κ,d corresponds to the case where the limiting potential V ∞ is constant over R d , that is, the system is translationinvariant. In statistical mechanics, this is called a fluid phase. In principle, the limiting potential V ∞ could also be a non-trivial periodic function, which is then interpreted as a solid phase. We see no obvious physical reasons for discarding this possibility, in particular in low dimensions where periodic systems are ubiquitous [BL15] . This mechanism does not seem to have been considered before in the context of Lieb-Thirring inequalities. We conjecture that the system is a solid for all 1 < κ < κ sc (2) in dimension d = 2.
Remark 2. In dimension d = 2, some preliminary numerical tests suggest that the difference L κ,2 − L (1) κ,2 might be very small in the region 1 < κ 1.165. This makes the problem very hard to simulate at a meaningful precision.
1.2. Dual Lieb-Thirring inequalities. Our strategy to prove Theorem 1 is to study the dual version of the Lieb-Thirring inequality (1). This dual version is well known for κ = 1 and it is often used in practical applications. The dual inequality for κ > 1 appears, for instance, in [LP93] , but is less known and we briefly recall it in this subsection. There is no known dual problem for κ < 1, except for a certain substitute for κ = 0 in dimensions d ≥ 3 [Fra14] .
Let 0 ≤ γ = γ * be a self-adjoint non-negative operator of Rank(γ) ≤ N , of the form γ = N j=1 n j |u j u j | with u 1 , ..., u N an orthonormal family in L 2 (R d ). For 1 ≤ q < ∞, we denote by 2p+d−dp 2+d−dp for 1 ≤ p < 1 + 2 d , +∞
for p = 1 + 2 d .
We denote by K (N ) p,d the best (that is, largest possible) constant in the inequality
p,d > 0 is a consequence of the next result, together with the Lieb-Thirring theorem.
Lemma 3 (Duality). Let 1 ≤ N ≤ ∞, d ≥ 1 and 1 ≤ p ≤ 1 + 2 d , and set
Then,
The lemma says that the inequality (8) is dual to the finite-rank Lieb-Thirring inequality (1). The proof of Lemma 3, provided in Appendix A, also shows how to relate the corresponding optimisers, assuming they exist. A similar argument but without the constraint on the rank can be found, for instance, in [LP93] . In Section 2, we study the dual problem and prove the following result which, together with Lemma 3, immediately implies Theorem 1.
Theorem 4 (Existence of optimisers and properties). Let d ≥ 1 and 1 ≤ p ≤ 1 + 2/d. 
where the corresponding orthonormal system (u 1 , ..., u R ) solves the nonlinear Schrödinger equation
Here µ j are the R first negative eigenvalues of H γ := −∆ − ρ p−1 γ . In particular, this operator has at least R negative eigenvalues. If R < N , then it has exactly R negative eigenvalues. Finally, the potential V = −ρ p−1 γ is an optimiser for the finite-rank Lieb-Thirring problem L (N )
If, in addition, p < 2, then there exists an infinite sequence of integers
and any optimiser for K (N k ) p,d must have rank N k . In particular,
The assertions in (i) and (ii) follow by applying well-known methods from the calculus of variation adapted to the setting of operators; see, for instance, [Sol91, Bac93, FLSS07, Lew11]. For (iii), we use ideas from [GLN20] , which consist in evaluating the exponentially small interaction between two copies of an optimiser placed far from each other, in order to show that
p,d admits an optimiser of rank N . The proof is provided in Section 2 below.
Fermionic Nonlinear Schrödinger Equation.
The system of coupled nonlinear equations (11) has some similarities with that studied in [GLN20] , where one has n j = 1 instead of (10). Here we exhibit a link between the two problems and use this to solve a question left open in [GLN20] .
In [GLN20] the authors studied the minimisation problem
Under the assumption
Under the additional assumption that p < 2, it was also shown that there is an infinite sequence of integers N 1 = 1 < N 2 = 2 < N 3 < · · · such that J(N k ) has a minimiser γ of rank N k . This minimiser is a projector of the form γ = N k j=1 |u j u j |, where u 1 , ..., u N k form an orthonormal system and solve the fermionic NLS equation
The existence of minimisers for J(N k ) therefore proves the existence of solutions of the fermionic NLS equation (12), for all 1 ≤ p < min{2, 1 + 2/d} and N = N k . In dimension d = 1, this does not cover the case p ∈ [2, 3). In the present paper, we prove the following result for the case p = 2, which was announced in [GLN20] .
Theorem 5 (Non-existence of minimisers for d = 1, p = 2). Let d = 1 and p = 2. For all N ≥ 1, we have J(N ) = N J(1). In addition, for all N ≥ 2, J(N ) admits no minimiser.
In the case N = 1, it is proved in [GLN20, Lem. 11] that J(1) has the Gagliardo-Nirenberg-Sobolev optimiser γ = |Q Q|, where Q is the normalised solution to the NLS equation
Our strategy to prove Theorem 5 is to relate J(N ) to the dual Lieb-Thirring constant K (N ) κ,1 for κ = 3/2, and use that K
The proof is given in Section 3.1 below.
The same argument gives that if the Lieb-Thirring conjecture K
κ,1 is true for some 1 < κ < 3/2, then J(N ) = N J(1) for p = (κ + 1/2)/(κ − 1/2); see Remark 9.
Even if J(N ) has no minimiser for N ≥ 2 if d = 1 and p = 2, one may still wonder whether the fermionic NLS equation (12) possesses orthonormal solutions. We believe there are no other solutions than the N = 1 case and are able to prove this for N = 2, using the fundamental fact that the system is completely integrable [Man74] . The following is stronger than Theorem 5 for N = 2.
Theorem 6 (Non-existence of solutions for p = 2, d = 1 and N = 2). Let µ 1 ≤ µ 2 < 0, and let u 1 , u 2 be two square integrable real-valued functions solving
If u 1 L 2 (R) = u 2 L 2 (R) = 1, then we have µ 1 = µ 2 and u 1 = ± √ 2 Q(2(· − x 0 )), u 2 = ± √ 2 Q(2(· − x 0 )) for some x 0 ∈ R and two uncorrelated signs ±, where Q is the solution to (13).
The proof can probably be generalised to show that there are no solutions for all N ≥ 3 at p = 2 but we only address the simpler case N = 2 here. The proof is given in Section 3.2
Structure of the paper. In Section 2, we recall useful facts about the finite rank Lieb-Thirring inequalities and we prove Theorem 4. In Section 3 we prove Theorem 5 and Theorem 6 in Sections 3.1 and 3.2, respectively. The proof of duality (Lemma 3) is given in Appendix A. Finally, in Appendix B we compare our results with those in [HKY19] .
Finite rank Lieb-Thirring inequalities: Proof of Theorem 4
This section contains the proof of Theorem 4 which, for convenience, we split into several intermediate steps.
2.1. Preliminaries. First, we recall some useful facts and we make general comments about the inequality (8), before we actually start the proof of the theorem.
The Gagliardo-Nirenberg inequality states that
with the best constant K GN p,d > 0. In dimension d = 1 one can take p → +∞. The constants K GN p,1 and the optimisers are known explicitly in d = 1 [Nag41] . In particular, the optimiser is unique up to translations, dilations and multiplication by a phase factor. As explained, for instance, in [Tao06, Fra13] , by combining the results on existence [Str77, BL83, Wei83], symmetry [GNN81, ALT86] and uniqueness [Cof72, Kwo89, McL93] one infers that in any d ≥ 2 as well, there is a unique optimiser Q, up to translations, dilations and multiplication by a phase factor. This function can be chosen positive and to satisfy (13) when p < 1 + 2/d. When p = 1 + 2/d, it still can be chosen positive and to satisfy the equation in (13), even with µ = −1. The integral´R d Q 2 dx will be a dimension-dependent constant.
For an operator γ of rank one the inequality (8) is equivalent to (15), hence we obtain K
(1)
The duality argument from Lemma 3 shows that
Our goal in this section is to study the optimisation problem corresponding to inequality (8), namely
where we recall that q := 2p+d−dp 2+d−dp
Throughout the paper, the constants p, q and κ are linked by the relations (we set
Taking (18) to the power 1 2 (p − 1), and letting p → 1, so that q → 1 as well, we recover the equalityˆR
for all 0 ≤ γ = γ * . On the other hand, taking p = 1 + 2/d, so that q = ∞, we recover the better known dual Lieb-Thirring inequality
We see that (8) can be seen as a specific interpolation between these two cases. Note that a direct proof of (20) with N = +∞ can be found in [Rum11] , see also [LS13, Sab16, Nam18] . The original Lieb-Thirring proof proceeds by proving (1) and then deducing (20) by duality.
2.2. Proof of (i) on the existence of optimisers. Consider a minimising sequence (γ n ) with Rank(γ n ) ≤ N for (18), normalised such that
with ρ n := ρ γn . We have γ n ≤ γ n S q = 1 and hencê
This proves that ρ n is bounded in L 1 (R d ). On the other hand, the Hoffmann-Ostenhof [HH77] inequality states that
for all γ = γ * ≥ 0. This shows that √ ρ n is bounded in H 1 (R d ), hence in L r (R d ) for all 2 ≤ r < 2 * where 2 * = 2d/(d − 2) in dimension d ≥ 3 and 2 * = +∞ in dimensions d = 1, 2, by the Sobolev inequality. In particular, we can choose r = p. From [Lie83a] or from [Lio84b, Lem. I.1], we know that
Due to (21) we know that the first possibility cannot happen and we may assume that √ ρ n ⇀ √ ρ = 0, after extraction of a subsequence and translation of the whole system by τ n . We may also extract a weak- * limit for γ n in the trace class topology and infer γ n ⇀ γ where ρ γ = ρ = 0, hence γ = 0. By passing to the limit, we have γ = γ * ≥ 0 and Rank(γ) ≤ N .
Next we apply Lions' method [Lio84a] based on the Levy concentration function Q n (R) =´| x|≤R ρ n (x) dx and the strong local compactness in L 2 (R d ) to deduce that there exists a sequence R n → ∞ so that lim n→∞ˆ| x|≤Rn
ρ n (x) dx = 0.
Let χ ∈ C ∞ c (R d , [0, 1]) be a smooth localisation function such that χ ≡ 1 on the unit ball B 1 and χ ≡ 0 outside of B 2 . Let χ n (x) := χ(x/R n ) and η n = 1 − χ 2 n . Then χ 2 n ρ n → ρ strongly in L 1 (R d ) ∩ L p (R d ) whereas |∇χ n | 2 ρ n → 0 and |∇η n | 2 ρ n → 0 strongly in L 1 (R d ). By the IMS formula (see, e.g., [CFKS87, Thm. 3.2]) and Fatou's lemma for operators (see, e.g., [Sim05, Thm. 2.7]), we obtain Tr(−∆γ n ) = Tr(−∆χ n γ n χ n ) + Tr(−∆η n γ n η n ) −ˆR d (|∇χ n | 2 + |∇η n | 2 )ρ n = Tr(−∆χ n γ n χ n ) + Tr(−∆η n γ n η n ) + o(1)
≥ Tr(−∆γ) + Tr(−∆η n γ n η n ) + o(1).
From the strong convergence of χ 2 n ρ n we havê
First, we assume that q < ∞, that is, p < 1 + 2/d. The Schatten norm satisfies
In the second line we have used the inequality
In the third line we used Fatou's lemma in the Schatten space S q . Next, we argue using the method of the missing mass as in [Lie83b] , see also [Fra13] , noticing that K (N ) p,d can be rewritten as
Using Hölder's inequality in the form
In the third line we used Rank(η n γ n η n ) ≤ N . Passing to the limit we obtain
Tr(−∆γ) θ and therefore γ = 0 is an optimiser. The case p = 1 + 2/d is similar. This time, we use γ ≤ lim inf n→∞ γ n = 1 and η n γ n η n ≤ γ n = 1 to bound
and arrive at the same conclusion that γ is an optimiser.
2.3. Proof of (ii) on the equation. Let γ be an optimiser such that
This normalisation is always possible by scaling and by multiplying γ by a positive constant.
We start with the case q < ∞, that is, p < 1 + 2/d. Assume that we have a smooth curve of operators γ(t) = γ +tδ+o(t) for some δ = δ * , with γ(t) = γ(t) * ≥ 0 and Rank(γ(t)) ≤ N . By expanding we find
Now take γ(t) := e itH γe −itH = γ + it[H, γ] + o(t) for some (smooth and finiterank) self-adjoint operator H and all t ∈ R. Since Rank(γ(t)) = Rank(γ), we deduce from (23) after varying over all H that
Hence γ commutes with the mean-field operator H γ := −∆ − pρ p−1 γ /θ. We can therefore write γ = R j=1 n j |u kj u kj | for some eigenvectors u kj of H γ (with eigenvalue µ kj ) and some n j > 0. Using now γ(t) = γ + tδ for a δ supported on the range of γ and for t small enough in (23), we find that
In particular, evaluating this identity on u kj we infer that
This means that µ kj < 0 and
Since γ is assumed to be of rank R, we deduce that H γ has at least R negative eigenvalues.
Next, we show that the µ kj are necessarily the R first eigenvalues. Assume that one eigenvector of H γ with eigenvalue < µ R does not belong to the range of γ, so there is 1 ≤ j ≤ R with u kj = u j with k j > j and u j not in the range of γ. Consider the new operator γ ′ := γ − n j |u kj u kj | + n j |u j u j | := γ + δ, which has the same rank and the same S q norm as γ. We have by convexitŷ
a contradiction. Hence µ kj = µ j . Finally, when R < N and µ R+1 < 0, we can consider the operator
with t ≥ 0, which has rank R + 1 ≤ N . From (23) we obtain
another contradiction. Hence H γ cannot have more than R eigenvalues when R < N . As a conclusion, we have shown that
Taking the trace of γ q we find that
Replacing γ by (p/θ) 1 p−1 γ we find the equation mentioned in the statement.
The arguments for q = +∞ (p = 1 + 2/d) are similar. We follow the exact same steps, starting from the relation , γ] = 0, hence again γ = R j=1 n j |u kj u kj |. In particular, −∆ − pρ p−1 γ has at least R negative eigenvalues. If we have 0 < n j < γ , then taking γ(t) = γ + t|u kj u kj | we obtain
a contradiction. This shows that n j ≡ c is constant. The arguments for showing that µ k1 , ..., µ kR are the R first eigenvalues and that there can be only R eigenvalues when R < N are exactly the same as before.
2.4. Proof of (iii) on the rank of optimisers. In this subsection, we prove the following result.
Proposition 7 (Binding). Let 1 < p ≤ 1 + 2/d with p < 2 and assume that K The proof of (iii) in Theorem 4 follows immediately from Proposition 7, arguing as follows. Since K (1) p,d has an optimiser, the proposition shows that K (2) p,d < K
(1) p,d , hence we can take N 2 = 2. By Step (i) there is an optimiser for K (2) p,d we take N 3 = 3 and otherwise we take N 3 = 4. We then go on by induction to obtain the assertion of (iii). Hence we now concentrate on proving Proposition 7.
Proof of Proposition 7. We follow ideas from [GLN20, Section 2.4]. Let γ := N j=1 n j |u j u j | be a minimiser of rank N for K (N ) p,d , normalised in the manner Tr(−∆γ) =´R d ρ p = 1. The functions u j satisfy 
with n j = c|µ j | 1/(q−1) . Note that the first eigenfunction u 1 is positive, hence the nonlinear potential never vanishes. By usual regularity arguments, this shows that the u j are C ∞ and decay exponentially at infinity. For R > 0, we set u j,R (x) := u j (x − Re 1 ) where e 1 = (1, 0, ..., 0), and we introduce the Gram matrix
Since the functions u i and v j are exponentially decaying, E R goes to 0, and the overlap matrix S R is invertible for R large enough. We then let
We have Tr(γ R ) q = 2Tr(γ q ), γ R = γ . Expanding as in [GLN20] using
we obtain after a long calculation
with ρ(x) = ρ γ (x) and ρ R (x) = ρ(x − Re 1 ). From the arguments in [GLN20, Section 2.4] we know that
and by [GLN20, Lemma 21] we have
Since p < 2 by assumption we conclude, as we wanted, that K
3. Non existence of minimisers for the Fermionic NLS: Proof of Theorems 5 and 6
In this section, we prove our results concerning the minimisation problem J(N ) which, we recall, is defined by
We assume in the whole section
After an appropriate scaling, and using the fact that Tr(γ) = γ S1 , the optimal inequality E(γ) ≥ J(N ) becomes
S1
Tr(−∆γ), valid for all 0 ≤ γ = γ * ≤ 1 with Tr(γ) = N , and with best constant
.
(25)
One can remove the constraint γ ≤ 1 at the expense of a factor γ d/2 , and we obtain the optimal inequality K (N ) 
Proof. It is shown in [GLN20, Lemma 11] that the minimisation problem J(N ) can be restricted to operators γ which are orthogonal projectors of rank N . For such operators, we have γ = 1 and γ q Sq = Tr(γ q ) = N = γ S1 = Rank(γ). This gives
Optimising over projectors γ gives K (N ) p,d ≤ K (N ) p,d . In the case N = 1, every operator of rank 1 is proportional to a rank 1 projector, so the two problems coincide, and [GLN20] , it is also proved that J(N ) ≤ N J(1). This implies K (N )
There is a similarity between the proof of the above proposition and the arguments in [Ld78, FLST11] . In those works also the sharp Lieb-Thirring inequality for κ = 3/2 is used to obtain an inequality about orthonormal functions.
The relation (27) allows us to prove Theorem 5, which states that J(N ) = N J(1) for all N ∈ N, and that J(N ) admits no minimiser for N ≥ 2. To prove that J(N ) has no minimiser for N ≥ 2, we assume by contradiction that γ is one. By [GLN20, Proposition 16], γ is a rank N projector. In addition, since we have equality in (27), γ is also an optimiser for K (N ) 2,1 . But then, by Theorem 4, it is of the form γ = c N j=1 |µ j | 1/2 |u j u j | for some c. We conclude that µ j = −1/c 2 for all j = 1, ..., N which is impossible since the first eigenvalue µ 1 of a Schrödinger operator is always simple. If true, this conjecture would imply by the same argument as in the previous proof that J(N ) = N J(1) for all 2 ≤ p < 3 and all N ≥ 1, in dimension d = 1, (28) and that the corresponding problems do not have minimisers for N ≥ 2. The weaker conjecture (28) appeared in [GLN20] 3.2. Proof of Theorem 6: triviality of solutions for d = 1, p = 2 and N = 2. In this subsection we prove Theorem 6: we show that the fermionic NLS equation (12) does not have a solution in the one dimensional case with p = 2 and N = 2. We will make use of the integrability of the equations. In the sequel, we study the ODE system
We added an extra factor 2 to obtain the same explicit formulas as in the literature. If (u 1 , u 2 ) is a real-valued ground state solution to (14), then (v 1 , v 2 ) = 1 √ 2 (u 1 , u 2 ) is a real-valued solution to (29), which satisfies in addition v 1 = v 2 = 1 2 . The key step in the proof of Theorem 6 is the following classification result for (29) under an additional vanishing condition for v 2 .
Lemma 10. Let µ 1 ≤ µ 2 < 0, and let (v 1 , v 2 ) be a square integrable real-valued solutions of the ODE (29) with v 2 (0) = 0. Then there are a 1 , a 2 ∈ R such that
where
and η 1 := |µ 1 |, η 2 := |µ 2 |.
In fact, if a 2 = 0, the condition v 2 (0) = 0 fixes the value
Proof. We proceed in two steps. First, we show that the functions (30) are solutions and then we prove that they cover all possible initial data for v 1 (0), v ′ 1 (0) and v ′ 2 (0). By uniqueness of the solution of an initial value problem the result follows.
For the first point, checking the equation is simply a computation. For the convenience of the reader we quickly recall how to find the formulas (30). Following [RL95] which uses Hirota's bilinearisation method [Hir80] , we write v 1 = g f , and v 2 = h f .
With this change of variable, we see that (29) can we written as
We seek solutions that satisfy
With Hirota's notation, this is of the form
We now make the formal expansion g = χg 1 + χ 3 g 3 , h = χh 1 + χ 3 h 3 and f = 1 + χ 2 f 2 + χ 4 , and we solve the cascade of equations in powers of χ. We first obtain (setting η 1 := |µ 1 | and η 2 := |µ 2 |) g 1 = a 1 e η1x , h 1 = a 2 e η2x ,
where a 1 and a 2 are two arbitrary constants. After some computation, we get (see also [RL95] ),
and finally
x . This is the solution in Lemma 10. The condition v 2 (0) = 0 gives the value of a 1 in (31).
Let us now prove that all square integrable solutions with v 2 (0) = 0 are of this form. In fact, instead of square integrability we will assume that v j and v ′ j tend to zero at infinity for j = 1, 2. It is not hard to deduce this property from the assumption that the solution is square integrable.
For the proof we will assume that v ′ 2 (0) = 0, for otherwise v 2 = 0 everywhere and the result is well-known (and easy to prove by a variation of the arguments that follow, using only (32a) below).
Any solution (v 1 , v 2 ) that decays at infinity has two constants of motion
To obtain identity (32a) we multiply the first and second equation in (29) by v ′ 1 and v ′ 2 , respectively, add the resulting identities and then integrate using the fact that the solutions and their derivatives vanish at infinity. The fact that there is a second identity (32b) reflects the integrability of the system [Man74] .
Evaluating (32) at x = 0 and using v ′ 2 (0) = 0, we deduce that v 1 (0) 2 = µ 2 − µ 1 and v ′ 1 (0) 2 + v ′ 2 (0) 2 = −µ 2 (µ 2 − µ 1 ) . Thus, the value of v 1 (0) is determined, up to a sign, by µ 1 and µ 2 and we have v ′ 1 (0) 2 < −µ 2 (µ 2 − µ 1 ) = η 2 2 η 2 1 − η 2 2 . The assumption v ′ 2 (0) = 0 also shows that −µ 2 (µ 2 − µ 1 ) > 0, hence µ 2 = µ 1 and therefore also v 1 (0) = 0.
Let (ṽ 1 ,ṽ 2 ) be a solution of the form (30). The absolute value of a 1 is fixed by (31). We will now show that the sign of a 1 as well as the number a 2 can be determined in such a way thatṽ j (0) = v j (0) andṽ ′ j (0) = v ′ j (0) for j = 1, 2. Once we have shown this, ODE uniqueness implies thatṽ j = v j for j = 1, 2, which is what we wanted to prove.
Since v 1 (0) = 0, we can choose the sign of a 1 in (31) such that sgn a 1 = sgn v 1 (0). Note that, independently of the choice of a 2 , we have sgnṽ 1 (0) = sgn a 1 . This, together withṽ 1 (0) 2 = µ 2 − µ 1 = v 1 (0) 2 , implies thatṽ 1 (0) = v 1 (0).
It remains to choose a 2 . A tedious but straightforward computation yields
The last quotient on the right side is a decreasing function of a 2 2 from [0, ∞] to [−1, 1]. Thus, there is an a 2 2 ∈ (0, ∞) such thatṽ ′ 1 (0) = v ′ 1 (0). This determines the absolute value of a 2 . To determine its sign, we note that the identitiesṽ ′
Thus, we can choose the sign of a 2 in such a way thatṽ ′ 2 (0) = v ′ 2 (0).
This shows that we can indeed find a 1 and a 2 such thatṽ j (0) = v j (0) and v ′ j (0) = v ′ j (0) for j = 1, 2. As explained before, this implies the result.
We will also need the following lemma in the proof of Theorem 6.
Lemma 11. If (v 1 , v 2 ) is a solution of the form (30) of Lemma 10, then v 1 2 = 2η 1 and v 2 2 = 2η 2 . In particular, we can have v 1 = v 2 only if µ 1 = µ 2 . Proof. With the notation of Lemma 10, a computation reveals that
Integrating giveŝ
as wanted.
Proof of Theorem 6. As explained before Lemma 10, it is enough to consider solutions (v 1 , v 2 ) of (29) with v 1 = v 2 = 1 2 . The equations (29) mean that the numbers µ 1 and µ 2 are negative eigenvalues of the operator −∂ 2 xx − 2(v 2 1 + v 2 2 ). It is easy to see that the latter operator is bounded from below and its negative spectrum is discrete. Therefore it has a lowest eigenvalue µ 0 . Let v 0 be a corresponding eigenfunction, normalised by v 0 = 1 2 . It is well-known that the eigenvalue µ 0 is non-degenerate and that v 0 can be chosen positive. In particular, if v is a square integrable real valued solution to −v ′′ − 2(v 2 1 + v 2 2 )v = µv which never vanishes, then necessarily µ = µ 0 . We claim that µ 1 = µ 2 = µ 0 . To prove this, we may assume that µ 1 ≤ µ 2 < 0. In the case where v 2 never vanishes, the above remark gives µ 2 = µ 0 . Since µ 0 is the lowest eigenvalue and since µ 1 ≤ µ 2 , this also yields µ 1 = µ 0 . In the opposite case where v 2 does vanish at some point we can, after a translation, apply Lemma 10. We deduce that v 1 does not vanish, hence µ 1 = µ 0 . Moreover, applying Lemma 11, we conclude that µ 1 = µ 2 . This proves the claim.
It follows from the equality µ 1 = µ 2 = µ 0 , the simplicity of µ 0 and the normalisation that v 2 1 = v 2 2 . In particular, v 1 and v 2 both satisfy v ′′ j + 4v 3 j + µ 0 v j = 0. By uniqueness of Q, this implies that v j (x) = ±Q(2(x − x 0 )) for some x 0 ∈ R and a sign ±. Since v 2 1 = v 2 2 the x 0 's for the two functions coincide, while the signs are independent. This completes the proof of the theorem.
Appendix A. Proof of Lemma 3
The proof of Lemma 3 splits naturally into two parts. We first deduce (8) from (1). We write our operator γ in the form γ = N j=1 n j |u j u j |, so that ρ γ (x) = N j=1 n j |u j | 2 (x), where (u 1 , ..., u N ) forms an orthonormal system. The inequality (8) which we wish to prove therefore reads N j=1 n j ∇u j 2 ≥ K
For a constant β > 0 to be determined, let
For κ ≥ 1 we use Hölder's inequality in Schatten spaces [Sim05] in the form
for all B ≥ 0 of rank ≤ N . Applying this with A = −∆ + V and B = γ we obtain, in view of (1),
We optimise in β by choosing
We now choose κ = p ′ − d/2, which is > 1 since p < 1 + 2/d and which ensures that (p − 1)(κ + d/2) = p. Thus,
Therefore, the best constant K (N ) d,p in (33) satisfies
Conversely, assume that inequality (33) holds and let V ∈ L κ+d/2 (R d ). We assume that −∆ + V has at least N negative eigenvalues, the other case being handled similarly. Let u 1 , . . . , u N be orthogonal eigenfunctions corresponding to the N lowest eigenvalues of −∆ + V and let
We have, for p such that .
Recall that
n κ ′ j = |λ n (−∆ + V )| κ and therefore the above inequality becomes N j=1
Therefore the best constant L (N ) κ,d in (1) satisfies
This proves the lemma. From the results in [GLN20] we can deduce that the inequality (35) has no optimiser.
Lemma 12. Let d ≥ 1 and 1 < p < min(2, 1 + 2/d). Then K p,d < K (λ) p,d for all λ > 0. In particular the inequality (35) admits no optimiser.
Proof. It was shown in [GLN20, Corollary 22] that J(λ)/λ is always above its limit. Therefore K p,d < K (λ) p,d and there cannot be an optimiser with finite trace.
We believe that the optimisers of K (N ) p,d converge in the limit N → ∞ to periodic or translation-invariant operators, as discussed at the end of Section 1.1 and in [GLN20] .
Next, we discuss a different inequality obtained on the other side of the Lieb-Thirring exponent. The Hoffmann-Ostenhof [HH77] inequality (22) together with the Sobolev inequality give Tr(−∆γ),
This inequality remains valid in dimensions d = 1, 2, with 1/(d−2) replaced by +∞. Note that the exponent p in (38) lies on the other side of the Lieb-Thirring exponent, compared to the situation considered in this paper. Inequality (34) interpolates between the Lieb-Thirring inequality (20) and the Sobolev inequality (37). It has already appeared in [LL86, Eq. (3.7)] for p = 2 and d = 3. In [HKY19] the existence of optimisers for (38) was proved when 1 + 2/d < p < 1 + 2/(d − 2). If these optimisers have a finite rank (they do for d ≥ 3 and p large enough), then they must be NLS ground states in the sense of [GLN20] .
Our inequality (35) has p on the other side of the Lieb-Thirring exponent and it interpolates between the Lieb-Thirring inequality and the trace equality γ S1 = Tr(γ) = ρ γ 1 . The stark difference with [HKY19] is that (35) never has optimisers as seen in Lemma 12. We summarise the situation in Figure 1 We deal in [GLN20] and this paper with the right edge where α, β > 0. There is no optimiser without an additional trace constraint. Existence of optimisers was proved on the left edge where β = 0 in [HKY19] . The horizontal edge coincides with the Gagliardo-Nirenberg inequality, with α = 0. Minimisers exist and are all rank-one. In dimension d ≥ 3, the Sobolev inequality has a formal rank-one optimiser. For d = 3, 4, however, it is not self-adjoint on L 2 (R d ) since the associated function is not in L 2 (R d ). It is expected that a minimiser exists for the Lieb-Thirring inequality only in dimension d = 1, where it should be rank-one. In dimension d = 1, our study is limited to p < 2.
