Let B ∈ Z[x] be a polynomial with b = B(0). Let S be a complete residue class modulo b containing 0. We attempt to classify the polynomials B and residue classes S so that for every polynomial P ∈ Z[x] there exists a polynomial Q with coefficients in S such that P ≡ Q (mod B).
Introduction
It is well known that any integer n can be written uniquely in base −k where k ∈ Z and k > i and every d i ∈ {0, 1, . . . , k−1}. Problem 3 of the 1997 USA Mathematical Olympiad was to prove that for any integer n there exists a polynomial Q with coefficients in {0, 1, . . . , 9} so that Q(−2) = Q(−5) = n. One way to prove this is by proving the stronger statement that if n, m ∈ Z and n ≡ m (mod 3) then there exists such a polynomial Q so that Q(−2) = n and Q(−5) = m. Notice that the congruence relation is necessary since there exists a polynomial P ∈ Z[x] so that P (−2) = n and P (−5) = m if and only if n ≡ m (mod 3). This states that if n ≡ m (mod 3) then there exists a base representation (using the digits 0, 1, . . . , 9) that is equal to n in base -2 and m in base -5. More generally, we are looking for a polynomial that has coefficients in {0, 1, ..., 9} that is congruent to (x+2)(m−n) −3
+ n mod (x + 2)(x + 5). In this paper, we look at more general circumstances in which this happens.
Definition. Let B ∈ Z[x] be a polynomial with b = B(0). Let S be a complete residue system modulo b so that 0 ∈ S. Given polynomials P, Q ∈ Z[x] where Q has coefficients in S, we say that Q represents P over (B, S) if P ≡ Q (mod B). We say that (B, S) is a complete base if for any P ∈ Z[x] there exists a Q ∈ Z[x] so that Q represents P over (B, S).
Note that the concept of a complete base is similar to that of a number system [2] (a number system has B monic) and that of a canonical number system [3, 8] (the definition here varies between references, and assumes that S = {0, 1, . . . , b − 1}).
Notice that if such a polynomial Q exists, it is unique, for if Q 1 ≡ P ≡ Q 2 (mod B) then B divides Q 1 − Q 2 . This implies that the coefficient of the lowest degree non-zero term of Q 1 − Q 2 is a multiple of b. But if Q 1 and Q 2 have coefficients in S, the only coefficients of their difference that are divisible by b are 0. Hence
The problem of classifying the pairs of (B, S) that form complete bases has already been extensively studied in the quadratic case ( [5, 6] ). The more general problem has also been studied in [1, 2, 3, 8] From now on B will always be taken to be a monic polynomial with integer coefficients and B(0) = b. The set S will be taken to be a complete residue class modulo b containing 0.
In this paper we consider the question of which pairs of (B, S) constitute complete bases. In Section 2, we derive some necessary conditions involving the locations of the roots of B. In Section 3, we derive an alternative criterion for (B, S) to be a complete base. In Section 4, we use these criteria to prove that for a large class of polynomials with distinct integer roots, B, (B, S) form a complete base when S = {0, 1, . . . , b − 1}.
Preliminaries
Here are some preliminary theorems proven by Kiran Kedlaya that provide necessary conditions for (B, S) to be a complete base. These theorems were perviously proved in [2] for B square-free and monic. Proof. Let P (x) = −1. Suppose for the sake of contradiction that Q is a polynomial which represents P over (B, S). Then −1 = P (r) = Q(r) ≥ 0. Hence (B, S) does not form a complete base.
Proposition 2.
If B has a root r in the open unit disk, then (B, S) does not form a complete base.
Proof. Let M = max s∈S |s|. Let P (x) = M 1−|r| + 1 = C. Suppose for the sake of contradiction that Q is a polynomial which represents P over (B, S).
Hence P is not representable in this way, so (B, S) does not form a complete base. Proof. Let C(x) be the minimal polynomial of r. Since r has a multiplicative inverse, namelyr, that is a root of C, the multiplicative inverses of all roots of C are also roots. Hence C(0) = ±1. Let B = C · D. Let P = D. Suppose for sake of contradiction that Q is a polynomial with coefficients in S so that P ≡ Q (mod B). Then since B does not divide P , we know that Q = 0. Also since D divides B and P , it follows that D divides Q. Therefore, the smallest non-zero coefficient of Q must be a multiple of the units term of D. Hence, some coefficient of Q is a non-zero multiple of b. However, no such number is in S. Therefore, (B, S) does not form a complete base.
An Equivalent Criterion
In this section, we prove the following theorem which gives us a criterion equivalent to (B, S) constituting a complete base. and natural number n so that when B · T is reduced modulo 1 − x n to a polynomial of degree at most n − 1 it is a non-zero polynomial with coefficients in S.
Note that this was proved in [3] for monic irreducible base polynomials. Before proving Theorem 4 we must develop the necessary machinery.
, where s n and a n are the unique integers so that s n ∈ S and s n + b · a n = R n (0).
Lemma 5. The unique polynomial whose coefficients up to degree n − 1 are in S that is equal to P + B · M n for some polynomial M n with deg M n ≤ n − 1 is Q n (we use the convention that deg 0 = −1).
Proof.
We proceed by induction on n.
Hence the only such polynomial is P = R 0 = Q 0 . Assume that the n − 1 case of the lemma is true. Let Q be a polynomial so that Q = P + B · M n where deg M n ≤ n − 1 and the first n − 1 coefficients of Q are in S. Let s be the coefficient of
Since the first n − 2 coefficients of Q are in S, the first n − 2 coefficients of P + B · M are also in S. Therefore, by the inductive hypothesis, P +B ·M = Q n−1 . Hence, Q = Q n−1 −ax n−1 B. Since the x n−1 coefficient of Q is in S and the x n−1 coefficient of Q n−1 is R n−1 (0), we must have that a = a n−1 . Therefore,
Thus, Q n (x) is the unique such polynomial. Conversely, if we let M n = M n−1 − a n−1 x n−1 we get that Q n = P + B · M n , proving that Q n is such a polynomial.
Corollary 6. There exists a polynomial Q with coefficients in S so that P ≡ Q (mod B) if and only if R n (x) is identically 0 for some n.
, then by Lemma 1, Q must equal Q n which implies that R n (x) = 0.
Lemma 7. deg R n < deg B for all sufficiently large n.
Proof. By the definition, deg
Proposition 8. If B has no roots in the closed unit disk, then there exists some finite set C ⊂ Z[x] so that for any P , R n (x) ∈ C for all sufficiently large n.
Note that this was proved in [1] , but that our proof is shorter.
Therefore, we have that
for all sufficiently large n. Since Lemma 7 implies that deg R n < deg B for all sufficiently large n, we have, by Lagrange Interpolation, that the coefficients of R n can be written as fixed linear combinations of the values of ∂ k ∂x k R n (x)| x=ri for r i ranging over the roots of B and k ranging over 0, 1, . . . , p i − 1. Therefore, for all sufficiently large n, R n lies in some linear transformation of a product of closed disks. Since R n only has integer coefficients, R n lies in the intersection of a compact set with a discrete set for all sufficiently large n. Hence, there is a finite set C so that R n ∈ C for all sufficiently large n independently of P .
Notice that this implies that we can determine whether (B, S) is a complete base by a finite computation. We only need to check that B has no roots in the closed unit disk and that for any R ∈ C, f (n) (R) is eventually 0.
Corollary 9. (B, S) forms a complete base if and only if B has no roots in the closed unit disk and there is no R ∈ Z[x] where R = 0 and n ∈ N so that f (n) (R) = R (R is fixed under n iterations of f ).
Proof. If B has no roots in the closed unit disk, then by Proposition 4, there exists an N so that R n ∈ C for all n > N . Therefore, by the pigeon-hole principle, R N +1 , R N +2 , · · · , R N +|C|+1 are not all distinct. Therefore, two of them, which we call R n and R m , are the same. Hence f (m−n) R n = R n . Therefore, if iterations of f have no fixed point other than 0, this implies that R n = 0, which by Corollary 6 implies that any P has a representation and that (B, S) forms a complete base.
If B has a root in the closed unit disk, then (B, S) does not form a complete base by Propositions 2 and 3.
If some iteration of f has a fixed point other than 0, there is some P such that R n = f (n) (P ) = 0 for every n (since f (0) = 0). Therefore, by Corollary 6, P does not have a representation, so (B, S) does not form a complete base.
Proof of Theorem 4. By Corollary 9, it is enough to show that if B has no roots in the closed unit disk, then some iteration of f has a non-zero fixed point if and only if some multiple of B is congruent modulo 1 − x n to a non-zero polynomial of degree at most n − 1 with coefficients in S.
Suppose that f (n) R = R where R = 0. Let P = R. By Lemma 5,
Therefore, B divides
Hence some multiple of B is congruent modulo 1 − x n to some polynomial of degree at most n − 1 with coefficients in S. Furthermore, this polynomial is not 0 because then we would have B divides (1 − x n )R 0 or R 0 (because B has no roots in the closed unit disk). Since R 0 is fixed by some iteration of f , Lemma 7 implies that deg R 0 < deg B. Therefore, if B divides R 0 , then R 0 must be 0, which it is not. Now suppose that some multiple of B is T + R(x n − 1) where T has degree less than n, is non-zero, and has coefficients in S. Then
for every k. Suppose that R ≡ Q (mod B) where Q has coefficients in S. Choose k so that (k − 2)n > deg Q. We have that B divides x kn R + (T + · · · + T x (k−1)n − Q). Notice that since T is not identically 0, the first non-zero coefficient of this polynomial is the difference of two members of S. But this would imply that the first non-zero coefficient of some multiple of B is not a multiple of b which leads to a contradiction. Therefore (B, S) does not form a complete base if there is a multiple of B that yields a non-zero polynomial with coefficients in S when reduced modulo 1 − x n .
Polynomials with distinct integer roots
We will use a series of technical lemmas to prove the following theorem which provides a sufficient condition on B and S for (B, S) to form a complete base.
Theorem 10. If B is a polynomial whose roots are k distinct integers less than −1, if k ≤ 4, and S = {0, 1, · · · , b − 1}, then (B, S) forms a complete base.
This theorem was also proved using different methods in [1] .
Notice that the bounds on the roots are necessary because of Propositions 1, 2, and 3.
Theorem 11. If B has non-negative coefficients, 2B(0) > B(1), and S = {0, 1, . . . , b − 1}, then (B, S) forms a complete base.
This implies that B has no roots in the closed unit disk. By Theorem 4, we just have to prove that there can be no polynomial T ∈ Z[x] of degree less than n so that when B · T is reduced modulo 1 − x n the result has coefficients in S. Suppose that such a T does exist. Let T = t 0 + t 1 x + · · · + t n−1 x n−1 . Let t k be a coefficient of T that has the largest absolute value of any coefficient of T and is negative if the largest absolute value is attained by a negative coefficient. Without loss of generality, k = m (where the indices of the t i are taken modulo n). The coefficient of
. But since t m has the largest absolute value of any t, we know
. This is a contradiction. Case 2: t m is positive.
. But since t m has the largest absolute value of any t, and because the largest absolute value is only obtained by positive t, we have that
. This is a contradiction.
Proof of Theorem 10 when k = 1 or 2. All cases except for B(x) = (x + 2)(x + 3) follow immediately from Theorem 11. This last case is easily checked by finding all polynomials in the set C of Proposition 8 for this B, and then verifying them by hand.
Lemma 12. If B has only negative integer roots other than -1 and T ∈ Z[x] has degree less than n so that B(x)T (x) ≡ U (x) (mod 1 − x n ) where U (x) has degree less than n and coefficients in {0, 1, . . . , b − 1}, then all of the coefficients of T are in
Proof. Since B has only negative real roots, 
1−x n is some polynomial divided by B(x), its coefficients go to 0 because the coefficients of 1 B(x) go to 0. Therefore, the coefficients of T (x) are arbitrarily close to numbers in
. Hence, all coefficients of T (x) are in the specified range.
Lemma 13. If α, β, γ ≥ 2 are distinct integers, and if (x + α)(x + β)(x + γ) = x 3 + ρ 1 x 2 + ρ 2 x + ρ 3 , then the following inequalities hold:
Proof. These are all easily verified.
Proof of Theorem 10 for k = 3. Suppose for the sake of contradiction that (B, S) does not form a complete base. Since B has no roots in the unit disk, by Theorem 4, there must exist T ∈ Z[x] of degree less than n so that B · T yields a non-zero polynomial with coefficients in S when reduced modulo x n − 1. Note that For example, case 3 works because such a sequence implies that T · B has a term of size 2ρ 3 + 0ρ 2 + aρ 1 + b where a, b ≥ −1 and not both are negative. This means that this term is at least 2ρ 3 − ρ 1 > ρ 3 − 1 by Lemma 13.2.
Thus we have a contradiction, and (B, S) form a complete base.
Lemma 14. If α, β, γ, δ ≥ 2 are distinct integers, and if (x + α)(x + β)(x + γ)(x + δ) = x 4 + ρ 1 x 3 + ρ 2 x 2 + ρ 3 x + ρ 4 , then the following inequalities hold:
Proof of Theorem 10 for k = 4. Suppose for the sake of contradiction that (B, S) does not form a complete base. Since B has no roots in the unit disk, by Theorem 4, there must exist a T ∈ Z[x] of degree less than n so that B · T yields a non-zero polynomial with coefficients in S when reduced modulo 1 − x n . Note that Case 9 follows from the following reasoning. If the sequence is +2, 0, −2, then by case 2, the preceding number is non-positive, so we have a term at most −2ρ 4 + 2ρ 2 + 2 < 0 by Lemma 14.3. Otherwise, if we have the sequence a, b, c, +2, 0, −1 then we have terms 2ρ 3 + cρ 2 + bρ 1 + a and −ρ 4 + 2ρ 2 + cρ 1 + b. Taking the difference of these we have ρ 4 + 2ρ 3 − 2ρ 2 + c(ρ 2 − ρ 1 ) + b(ρ 1 − 1) + a. By Lemma 14.2, and the fact that ρ 2 > ρ 1 > 1, this is more than ρ 4 + 2ρ 2 − 2(ρ 2 − ρ 1 ) − 2(ρ 1 − 1) − 2 = ρ 4 . Hence one of these two terms is outside of our range. Since T ·B has some positive coefficients and all non-negative coefficients modulo 1 − x n , we have that T (1) > 0. This means that there exists some string of nonnegative coefficients of T whose sum exceeds the absolute value of the preceding string of non-positive coefficients. Since the string 0, 0, 0, 0, +1/ + 2 is clearly disallowed, there must by some negative coefficients. Hence there must be a string of non-negative coefficients summing to at least 2. This is impossible because there are no +2's by case 17, no +1, +1 by case 2, and no two +1's separated by any number of 0's by cases 18,19 and 20. Therefore, (B, S) forms a complete base.
Conclusions
Theorem 10 does not hold for arbitrary k. The smallest degree known counterexample is B(x) = (x + 2)(x + 3)(x + 4)(x + 5)(x + 6)(x + 7)(x + 8)(x + 9)(x + 10) and P (x) = 8881893+8976926x+4566033x 2 +1382656x 3 +264947x 4 +32503x 5 + 2478x 6 + 107x 7 + 2x 8 . Any further necessary or sufficient conditions on when (B, S) form a complete base would be of interest. A complete classification seems difficult to obtain.
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