This paper studies parametric estimation of spectral moments of a zero-mean complex Gaussian stationary process immersed in independent Gaussian noise. With the merit of the maximum-likelihood (ML) approach as motivation, this work exploits a Whittle's type objective function able to capture the relevant features of the log-likelihood function, while being much more manageable. The resulting estimates are strongly consistent and asymptotically efficient. As an example, application to Doppler weather radar data is considered.
The main contributions presented in this work are the following: (a) a criterion yielding asymptotically efficient SM estimates; (b) the strong consistency of the proposed estimates; (c) an approximate expression for the estimate's bias; and (d) a procedure of moderate complexity providing the wanted SM estimates.
The paper is organized as follows: section II introduces notation, hypotheses about the underlying process, formulates the problem, and derives the approximate ML estimator; statistical characterization is also provided.
Section III specializes the previous concepts to Doppler-spread data. Section IV develops an application using weather radar data.
II. PROBLEM FORMULATION AND APPROXIMATE ML ESTIMATOR
Let X = {x(t), t ∈ } and N = {n(t), t ∈ } be independent zero-mean complex Gaussian strictly stationary processes, with covariance functions (CF's) R x (τ ) and R n (τ ), respectively. The PSD associated to R x (τ ) is denoted by S x (f ). We assume that R n (τ ) is known in advance (notice that, in many applications, R n (τ ) can be measured/estimated in with arbitrary precision). Since our approach is parametric, we write R x (τ, θ) and S x (f, θ) with θ ∈ Θ ⊂ p and p ≥ 1. 
where (j ≡ √ −1) and R (k)
x (0, θ) stands for the k-th derivative of R x (0, θ) with respect to τ , at τ = 0. Besides m k , we are also interested in the spectral width
Let θ ml be the ML estimate of parameter θ. The invariance of ML estimation [8] implies that m ml k = m k [S x (f, θ ml )] and that σ ml = σ[S x (f, θ ml )], i.e., ML estimation of SM reduces to ML estimation of parameter θ. Therefore, we will focus our attention on θ ml .
. . , M} (where (·) H stands for the Hermitian operator) with R y (τ, θ) = R x (τ, θ) + R n (τ ). Recalling that X and N are zero-mean complex Gaussian strictly stationary processes and assuming that R −1 y (θ) exists for θ ∈ Θ, it follows that the probability density function
Let θ 0 be the true parameter; its ML estimate is given by
Finding θ ml demands explicit expressions for |R y (θ)| and R −1 y (θ). In most cases, these expressions are very difficult to obtain [6] . It is thus natural to apply iterative schemes to compute θ ml ; relevant examples are the estimation of structured covariance matrices [9] , [10] and the estimation of ARMA parameters [11] ; the expectation maximization algorithm have also been applied to iteratively solve ML maximization problems [12] . Regarding SM, the computational burden of these methods is unbearable in most practical applications.
Seeking for an estimator with ML (or nearly ML) features but with lighter complexity, we exploit an objective function L(Y|θ) having the same structure of Λ(Y|θ), but where R y (θ) is replaced with
is a periodic extension of R y (τ, θ).
Observe that R cy (θ) is a right circulant matrix; with exception of the upper right and lower left corners, matrices R cy (θ) and R y (θ) are equal. Thus, if M 2m, it is expectable that estimates based on R cy (θ) and on R y (θ)
are close.
Consider the eigendecomposition R cy (θ) = FΛ y (θ)F H . Since R cy (θ) is right circulant, the eigenvector matrix is
is the discrete Fourier transform of the first row of R cy (θ) [8] .
whereλ i is the periodogram of sequence
The last sum in (8) is, by definition, the discrete time Fourier transform (DTFT) of R y (kT s , θ).
The estimation criterion (4), with Λ(Y|θ) replaced by L(Y|θ), leads to an estimate herein denoted by θ and termed approximate maximum likelihood (AML). It corresponds to a generalization of Whittle's ML approximation method [7] , and is significantly more manageable than the exact log-likelihood function while behaving (asymptotically) in the same way. Related results are found in [6] . This work proposes the application of the concepts just stated to SM estimation; this makes sense if the AML estimate θ is a good substitute for θ ml . Results presented ahead provide insight into this matter.
A. Asymptotic Properties
Result 1: Let {Y t } be a strictly stationary zero-mean complex Gaussian sequence, with covariance 
asymptotically zero-mean Gaussian with covariance matrix Γ −1 (θ 0 ), where
is the normalized asymptotic information matrix.
B. Bias
Result 3: Assume the hypotheses of Result 2 and that
Under these conditions, the estimator bias verifies
with
where O(M ) is proportional to M −1 and Γ is the asymptotic information matrix given by (9) .
Proofs of results 1 and 3 are carried out in [3] ; result 2 is proved in [6, chapter II].
III. APPLICATION TO DOPPLER-SPREAD TARGETS
We are interested in the SM of a process with CF
where (13) is typical of frequency-spread targets as it is the case in all the applications mentioned in the introduction.
For the CF (13), the objective function (7) becomes
where
To maximize (14) we propose the Newton-type iteration
Compared with the Newton-Raphson iterative scheme, expression (15
the Hessian of L(Y| θ k ). An informal justification for (15) is the following: under regularity conditions as those
, as greater displacements θ k − θ are considered. Nevertheless, the iterative scheme (15) has shown to be much more robust than the pure Newton-Raphson: the reason is that, even for moderate
exhibits large deviations from the parabolic shape; it often happens that H(Y| θ k ) has very small (negative), or even positive eigenvalues, whereas Γ( θ k ) keeps close to Γ( θ). Another advantage of (15) is that Γ −1 ( θ k ) can be computed off-line.
The choice of the starting point θ 0 is crucial; notice that (14) depends on the periodogramλ i , upon which the PB estimate is built:
where M is assumed even and N i is the DTFT of R n (τ ). Furthermore, by applying (1) to (13), we obtain
where r i (τ ) and r r (τ ) are the real and imaginary parts of r x (τ ), respectively. Therefore, concerning the starting point θ 0 of the Newton-type algorithm, we proceed as follows: (a) (17), (18), and (19) to obtain θ 0 = ( θ 0 1 , θ 0 2 , θ 0 3 ).
IV. EXAMPLE: DOPPLER WEATHER RADAR DATA
In this section we take r x (τ ) = exp(−2π 2 τ 2 ) and R n (iT s ) = N 0 δ(i). This is typical of weather radar data [13] . Hence, it follows that
In all the results presented the sample size is M = 128. For each value of θ, the iterative scheme (15) was applied over one hundred independent data sets, using the stop rule |( showing that the AML estimator is clearly the best. The PB estimator exhibits two kinds of bias: (a) due to the mean value of the periodogram, which is the convolution of the true spectrum with a Bartlet window (this bias, which tends asymptotically to zero, affects only the estimates at low spectral widths, and can be minimized by convolving the periodogram with an appropriate window); (b) due to aliasing and independent of the sample size. The bias pointed in (b), which can only be avoided by choosing a correct value of T s , affects also the AR(i) estimators regardless of i. On the contrary, the AML presents no bias at high SNR, despite the referred aliasing.
V. Conclusions
This paper addressed the estimation of spectral moments of Gaussian processes immersed in Gaussian noise.
An estimator exploiting a Wittle's type objective function, herein termed approximate maximum likelihood (AML), was introduced. Results stating its strong consistency and asymptotical efficiency were presented.
A relevant feature of the AML estimator is that it depends on the periodogram, upon which the well known periodogram based (PB) estimator is built. This fact was exploited, yielding a Newton-type iterative algorithm initialized with the PB estimate. Furthermore, the Hessian matrix, needed in the Newton-Raphson method, was replaced with the asymptotic Fisher information (which can be computed off-line), leading to a highly robust scheme. As a practical example, a Gaussian shaped spectrum, typical of weather radar data, was considered. 
