By combining two well-established techniques-multispectral imaging with a tunable filter and regularized data inversion-a fast and accurate method for measuring, at each pixel of a CCD array, the spectrum emitted by a radiating object is obtained. The method is demonstrated with ruby R 1 -and R 2 -line fluorescence, using a narrowband tilt-tunable Fabry-Perot interference filter for data acquisition. Since the data inversion problem is badly ill conditioned, regularization is essential to obtain meaningful results. The reconstruction is capable of a peak wavelength accuracy of 0.01 nm, sufficient to measure the small wavelength shifts encountered in rubylike materials due to changes in the local crystal lattice stress. Thus, the technique presents a novel approach to piezospectroscopic imaging and offers 2 to 3 orders of magnitude faster mapping of local stress than current techniques.
The sharp optical R 1,2 transitions of ruby ͑Cr 3+ :Al 2 O 3 ͒ have long been of interest for engineering applications, as well for the understanding of the optical properties of solid-state materials. For instance, the piezospectroscopic shift (PSS) of the ruby R 1,2 lines is routinely used for pressure calibration in a diamond anvil high-pressure apparatus. 1 Similarly, in the absence of external pressure, the PSS can be used to measure the residual stress in ruby. 2 More recently, by including conditions of inhomogeneous stress, 3 the PSS was used to measure stress in some Cr 3+ -doped aluminum oxide ceramics encountered in high-temperature thermal barrier coating structures. In addition to the PSS, inhomogeneous broadening of the R lines may be used as a measurement of the stress distribution, or, the R 1 / R 2 peak separation may be used to determine the nonhydrostaticity of the stress. 4 To build up a 2D image of stress, typically a scanning microscope is used, which allows a lateral resolution of approximately 1 m. For each image pixel, a photoluminescence spectrum is collected and analyzed, and the image is constructed by performing many such measurements in series. Typically, the entire set of measurements may take several hours for an image of 100ϫ 100 pixels. In contrast, the method presented here, which is based on multispectral imaging, is considerably faster by 2 to 3 orders of magnitude. The basic measurement principle is to collect the full R 1,2 spectrum for each pixel of a 2D CCD array by means of a Fabry-Perot dielectric filter whose narrow passband is shifted in wavelength by changing the angle of incidence of the incoming radiation.
We first illustrate the method by means of a single pixel. At a given value for -the angle of incidence of collimated light with respect to the surface normal of the tunable filter-the total energy received by the detector, g͑͒, is recorded. Thus, by varying the angle of incidence, one obtains at the detector the following measured spectrum:
where T͑ , ͒ is the transmittance of the filter and f͑͒ is the spectrum of the source. In the present case, T is a function describing a tilt-tunable dielectric narrowband Fabry-Perot filter:
where n s and L are the refractive index and thickness of the solid spacer (cavity), i is the angle of incidence inside the spacer, T 0 is the peak transmittance, and F =4R / ͑1−R͒ 2 , the coefficient of finesse, where R is the reflectivity of the multilayer stack. The internal spacer angle can be related to the external angle of incidence by means of the relation cos i = ͑1 − sin 2 / n eff 2 ͒ 1/2 , where n eff is the effective refractive index of the Fabry-Perot filter. Thus, given g͑͒, the determination of f͑͒ becomes an inverse problem described by Eq. (1), a Fredholm integral equation of the first kind. In practice, g͑͒ is discretized, and the integral equation becomes a matrix-algebra equation taking the form
where g is a vector of length m, and T is a matrix whose rows represent the transmittance of the filter for a given angle. For an n-point reconstruction of the source spectrum f, T is then an m ϫ n matrix (where n should not be confused with the refractive index).
The standard least-squares solution is
where TЈ is the transpose of T. The inversion of TЈT can, however, present serious difficulties if, as here, T is badly ill conditioned. (The degree of ill conditioning can be characterized by the condition number of the matrix, defined as the ratio of its largest singular value to its smallest.) In such a case, even extremely small amounts of noise can render the reconstruction, computed via the inverse of TЈT, meaningless. It can easily be shown that the near-Lorentzian T is indeed badly ill conditioned. To deal with the problem, constraints must be applied, for which the methods of regularization theory are particularly attractive. Here, we make use of the Tikhonov regularization method. Essentially, a small stabilizing parameter ␣ is included in the inversion procedure, [5] [6] [7] and the least-squares solution is modified to read as
where I is the unit matrix. ͑TЈT + ␣I͒ −1 TЈ will be referred to as the regularized pseudoinverse (RPI) matrix. 8 A vital feature of the reconstruction scheme is the regularization parameter ␣, whose value depends closely on the signal-to-noise ratio of the input data. A closed form for computing the optimum ␣ is, in general, not known, although in some special circumstances it can be related directly to the signal-tonoise ratio. 9 In general, the optimum ␣ will represent a trade-off between resolution and smoothness in the results and can be found by experimenting over a range of values. A particularly effective tool for finding the optimum is the so-called L curve, 7 where the (Euclidean) norm of the reconstruction is plotted against the norm of the residuals (the difference between the original image and the reimaged reconstruction). Here, the optimum value for ␣ was chosen on the basis of minimal difference between real and reconstructed peak wavelengths.
The transmittance of a commercial tunable filter (0.2 nm FWHM), obtained from Omega Filters, was measured as a function of input angle and wavelength, by using a collimated white-light source and a spectrometer with a resolution of approximately 0.07 nm (Ocean Optics). A sum of four terms based on Eq. (2) was fitted to a sum of four experimental transmission curves, using five fitting variables (including baseline and normalization), to obtain the values of four unknowns in Eq. (2): T 0 , F, i , and the factor 2n s L / . The external incidence angles, , were introduced as constants. The best fit, as shown in Fig.  1 , was used to construct a T matrix. The large tuning range was chosen to facilitate scanning across the R 1 / R 2 spectrum. Next, the flat end face of a ruby laser crystal was illuminated with several mW of 532 nm ͑Nd: YAG͒ laser radiation, in the form of a thin sheet exciting fluorescence only at the crystal surface and a thin layer of approximately 1 2 mm underneath. The fluorescence intensity transmitted through the Fabry-Perot filter was measured with a silicon detector, over a range of values for between 0 (normal incidence) and 18°. Figure 2 shows the reconstructed spectrum obtained from these measurements. The value of ␣ = 0.01 was found to be about optimum for this set of data. An independent measurement of the emitted spectrum, made with the spectrometer, is shown in Fig. 2 for comparison.
The peak wavelength values were obtained from a seven-point parabolic fit. The spectrometer was checked for correct wavelength calibration with a low-pressure Hg-Ne lamp, yielding wavelength accuracy to within approximately 0.01 nm. From the spectrometer data fits, the peak wavelength values obtained were 694.33 nm ͑R 1 ͒ and 692.90 nm ͑R 2 ͒. The peak wavelengths for the reconstructed spectrum are 694.32 nm ͑R 1 ͒ and 692.91 nm ͑R 2 ͒. This experimental accuracy of 0.01 nm ͑ϳ0.2 cm −1 ͒ corresponds to a stress resolution of ϳ25 MPa, based on a piezospectroscopic shift of 7.6 cm −1 / GPa, 10 which is sufficiently small to follow changes in the stress associated with aging of typical superalloy structures. 4 The small disparity between the reconstructed and the measured spectra is at least partly due to uncertainties in our knowledge of the parameters used for the calculation of the T matrix, which is predominantly limited by the accuracy and resolution of the spectrometer used to measure independently the ref- Fig. 2 . Directly measured spectrum (using a highresolution spectrometer) of ruby, and the reconstructed spectrum, using Tikhonov regularization. Differences in peak wavelength values based on a seven-point parabolic fit are given for both peaks. erence spectrum. Further, the measured accuracy is close to the peak wavelength shifts associated with changes in the room temperature, which are approximately 0.14 cm −1 /°C. 11 The inherent accuracy was also analyzed by using noiseless synthetic spectra and was found to be approximately 0.004 nm for the R 1 peak and 0.01 nm for the R 2 peak, for the same value of the regularization parameter ͑␣ = 0.01͒. Thus, the experimental accuracy is close to optimal. Details of the influence of noise and the choice of regularization parameter values will be discussed separately. Finally, the discrepancy in R 2 peak intensity may be the result of differences in polarization of the laser excitation for the two experiments. 4 In the imaging mode, two lenses, located at their focal distances from the CCD and the object, respectively, were used to form an image on the CCD. The filter was located in the collimated region between the two lenses. Thus, the radiation from a given object area-say, location ͑x , y͒ within the field of view that corresponds to the pixel ͑m , n͒ of the CCD-is incident on the tunable filter as a parallel beam. In that case, the transmission function is well defined in terms of Eq. (2). However, while this optical configuration ensures that the light incident on the filter is collimated, the beam direction itself varies with the location in object space, ͑x , y͒, and hence with pixel number ͑m , n͒. Therefore, the effective angle of incidence for each pixel at a given filter setting was calculated from geometrical principles as a function of rotation stage angle and used to calculate the RPI matrix for each pixel. Figure 3 shows the differences in peak wavelength between the reference and the reconstructed R 1 peak, for a 2D array of 375ϫ 285 pixels. These data were obtained from a set of 201 images on a ruby crystal end face. As can be seen, a variance of approximately 0.05 nm is obtained across the image, which is approximately five times larger than the accuracy obtained with the single-point measurement. As we have shown, it is possible to achieve 0.01 nm accuracy in the imaging mode, and several methods to improve the accuracy in the imaging configuration are being investigated.
The RPI matrix for each pixel is precomputed, so that data reduction consists of a matrix-vector multiplication at each pixel. The matrix-vector multiplication here is of a 40ϫ 201 matrix with a 201ϫ 1 vector. The seven-point parabolic peak finder is used for each pixel. The total reconstruction takes a few seconds for the entire pixel array when the data matrix and precomputed RPI fit in the computer memory. The data collection takes approximately 2 min for a set of 201 images. Thus the overall time to generate a 2D stress image is of the order of minutes, instead of hours, with several times higher pixel density and a comparable spectral resolution. The piezospectroscopic imaging method presented here therefore allows 2 to 3 orders of magnitude faster sampling of materials, as compared with currently used methods. While the method of combining the techniques of multispectral imaging and regularized reconstruction were demonstrated here for the specific application of piezospectroscopic imaging of rubylike materials, the technique is versatile and suitable for other stress-imaging applications, such as Raman-based stress imaging.
