This paper presents a methodology that combines airborne light Detection and ranging (liDAr) data with mediumresolution optical Indian remote Sensing (IrS) satellite imagery to predict stand canopy height in a study area in Aberfoyle, southern Scotland. Canopy height is an important forest variable that can provide information relating to forest structure, Yield Class, standing biomass and thereby associated carbon sequestration. liDAr data were acquired in 2006 for an area of 20 km 2 , which were used to produce a canopy height model (CHM) that for the forest areas was validated against field plot measurements. In addition, a satellite image from the IrS sensor was acquired for the same year covering southern Scotland. The principal objective was to extend forest canopy height predictions from the liDAr data over a larger area using the IrS satellite image scene. leave-one-out cross-validation was used to compute the root mean square error (rMSe), relative rMSe (per cent) and associated mean deviation (bias) as a way of assessing the efficacy of the use of different groups of explanatory variables, i.e. satellite image bands. The lowest rMSe and associated mean deviation were obtained using bands 1 and 4 from the satellite image as identified by the Variable Importance from the random forest algorithm. The k-Nearest Neighbour technique was implemented to predict canopy height at two scales: one for the areas with field measurements and the second for all forest areas within the liDAr dataset. A good correlation was achieved between field measurements and the CHM, but worse results were obtained when the liDAr data were combined with the satellite imagery.
Introduction
The most common form of forest stand parameter estimation is undertaken based on field-based forest inventory data. Parameter estimations are implemented at a range of scales depending on the user needs and requirements. Due to time and cost constraints, these approaches are sample based, with measurements collected using sampling frames, which tend to be sparsely distributed when inventories are carried out across a country (e.g. national forest inventories) or region (Matthews and Mackie, 2006) . Commonly, forest managers require detailed information on individual stands in order to plan silvicultural management strategies. Such information is typically derived from a stand-based inventory, where detailed measurements from several plots are collected within each stand, providing more precise forest parameter estimates.
In recent decades, forest practitioners have increasingly integrated remote sensing data as a means of assisting and complementing forest inventories. Aerial photography has been used extensively to estimate forest attributes, which include species identification, tree height, crown diameter and the delineation of forest boundaries (Tuominen and Pekkarinen, 2005) . Top height is an important forest parameter that is used in the UK and Ireland to estimate Yield Class (annual production potential) and as an indicator of standing biomass. Using remote sensing, tree height can be measured using high-resolution stereoscopic aerial photos, with photogrammetric techniques to measure the lengths of shadows projected onto level open ground (Kovats, 1997) . However, these techniques are dependent on a number of factors that include level open ground and the need to determine the sun elevation and latitude, which consequently limits the operational use of these techniques. However, a more effective approach to determine tree heights in forests is by using parallax measurements from stereoscopic photographs (Schut and Van Wijk, 1965) .
More recently, research has been conducted that combines space-borne satellite imagery with forest inventory Forest canopy height retrieval using LiDAR data, medium-resolution satellite imagery and kNN estimation in Aberfoyle, Scotland data to estimate forest-related parameters. This is due in part to the cost efficiency of satellite imagery, their synoptic view of the landscape and the ability of the imagery's spectral bands to act as explanatory variables of forest characteristics for modelling purposes. Imagery from passive sensors (e.g. landsat TM/eTM+) has been widely used for forest and land use monitoring since the early 1970s. These data continue to be used both for research and for operational forest management and planning purposes. large-scale forest resource mapping commonly uses medium-resolution optical satellite imagery combined with field inventory data and ancillary spatial layers to simultaneously predict forest area (Mcroberts et al., 2002) as well as a range of forest parameters required by forest managers (Franco-lopez et al., 2001; Nilsson et al., 2005; Tomppo et al., 2008) .
The combination of field inventory data and satellite imagery with a kNN statistical estimator has been used by forest authorities to compute estimates of forest parameters (e.g. basal area, standing volume, stand density) (Mcroberts et al., 2007) . This technique, frequently referred to as multi-source forest inventory, was prompted by the demand for forest resource information for smaller forest areas and at lower costs than would be possible to produce through the sole use of field inventory data. However, in countries without ongoing National Forest Inventories, there is a need to research other methods that can potentially substitute field data. One such method involves the use of light Detection and ranging (liDAr) data as a substitute for field-based canopy height data.
liDAr is an active sensor that emits a precisely timed pulse of light and the time delay for the portion of the pulse to return to the sensor is measured (Wehr and lohr, 1999) . In addition, airborne liDAr systems use a global Positioning System unit and are therefore automatically georeferenced to a projected coordinate system. liDAr usually operates at the near-infrared regions (1.64 μm). The fact that light travels at a constant velocity means that the time delay for a pulse to return to the sensor translates directly to distance or range. Two principal types of liDAr data acquisition exist, which are continuous wave liDAr and pulse liDAr. The latter has been far more widely utilized for forestry applications (Thiel and Wehr, 2004) . Typically, two returns from the liDAr data are used and the resulting point datasets are interpolated to generate a digital terrain model (DTM) of the earth's surface from the first return and a digital canopy model of the top of the vegetation canopy from the last return. lefsky et al. (1999) noted that one of the principal challenges to the operational use of liDAr on a regional or national scale was that there is a lack of suitable systems for collecting spatially comprehensive regional-scale liDAr datasets. In addition, the generally limited spatial coverage of liDAr coupled with its discontinuous temporal acquisition and the high cost of acquiring the data are additional factors preventing its operational use (renslow et al., 2000; Wulder, 2003) .
Despite these disadvantages, it has been widely demonstrated that liDAr data can be used to produce very accurate measurements of forest parameters at regional or local scales. liDAr data are being increasingly used to estimate detailed structural forest attributes, such as stand canopy height, crown diameter and, combined with allometric equations, diameter distributions and standing biomass (lefsky et al., 1999; Suarez et al., 2005) . liDAr has equally been used to estimate canopy heights and incorporated as auxiliary variables with sample plot volume and a ratio estimator to estimate total volume for a study area in Italy (Corona and Fattorini, 2008) . In addition, Heurich and Thoma (2008) used airborne liDAr data to accurately estimate height and diameter at breast height for forest stands in bavaria.
limited research has been conducted to combine liDAr data with other sources of remote sensing data to extend the liDAr-derived information over larger areas and to keep the acquisition costs low, particularly where liDAr data are used as dependent variables with the satellite imagery. This concept has been investigated in a study area in the state of Oregon by Hudak et al. (2002) who combined liDAr data with landsat eTM+ data to map forest canopy height using a range of spatial (kriging and cokriging) and aspatial (regression) techniques. They concluded that the best estimation technique was cokriging using ordinary least squares regression. They also noted the need for multisensor integration due to the fact that no single satellite sensor is specifically suited for the estimation and mapping of forest characteristics. Wallerman and Holmgren (2005) used canonical correlation-based imputation to predict a range of forest variables using liDAr data and mediumresolution satellite imagery for a study site in Sweden. The fusion of small-footprint liDAr with multispectral data was used to estimate plot-level tree height in the state of Virginia, where it was found that the combined use provided better results in the estimation of average plot height for pines than for broadleaf stands (Popescu and Wynne, 2004) .
Objective
The objective of this study was to combine liDAr-derived canopy height with medium-resolution multispectral satellite imagery to predict top height using the k-Nearest Neighbour (kNN) estimation technique. Therefore, this research paper attempts to use forest canopy height estimates derived from airborne liDAr data as a substitute for field inventory reference data and to combine it with satellite imagery data to predict forest canopy height.
Study area
The Aberfoyle forest district is located in southern Scotland (56° 10″ N, 4° 22″ W) (Figure 1 ). The total forest area, estimated based on the National Inventory of Woodland and Trees map of interpreted forest types, is 11,568 ha. It consists primarily of coniferous stands largely composed of Sitka spruce (Picea sitchensis), lodgepole pine (Pinus contorta) 
Materials

LiDAR data
Airborne discrete-return liDAr data were acquired in June 2006 for a portion of the Aberfoyle study area, and the data were collected at the resolution specified in Table 1 . Within this study, only the first and last returns were used in the analysis. The liDAr data encompassed an area of 20 km 2 , which primarily consisted of coniferous stands that are managed on a commercial basis. Using the raw point dataset, the following interpolations were created: DTM from the last return data, digital surface model (DSM) from the first return data and, by the subtraction of the DTM from the DSM, the CHM.
Satellite imagery
A full scene from Indian remote Sensing-1C (IrS-1C), acquired on the 9th of June 2006, was used for the analysis. It has four spectral bands, green (0.52-0.59 μm), red (0.62-0.68 μm), near infrared (0.77-0.86 μm) and shortwave infrared (1.55-1.70 μm), that are collected at a spatial resolution of 23 × 23 m but were resampled by the european Space Agency to 20 × 20 m. Full scene size is 185 × 185 km; however, for the purposes of this research, the image was subset to the extent of the liDAr data.
Ancillary datasets
Twelve 0.25-ha forest plots (50 × 50 m) were randomly established within the extent of the liDAr dataset. The plots consisted of Sitka spruce trees and the heights of all trees in each plot were measured. These data were used to compare against the liDAr CHM as well as against the predicted canopy heights using kNN spatial prediction. The bFC Sub-Compartment Database (SCDb) was used to mask out non-forest areas from the liDAr coverage. The SCDb is a high-resolution vector layer of forest stands managed by the bFC that provides a detailed outline of the extent of forests with associated stand inventory information. It is updated on a regular basis following forest inventories and operations. The minimum forest stand area is 0.5 ha. below that, trees are grouped as components inside a forest stand, and they are not mapped but are included as a record in the SCDb associated with the particular stand.
Methods
As part of this study, three principal research tasks were carried out:
1 Creation of the CHM from the liDAr data; 2 Study 1: To predict canopy height solely for the 12 field inventory plots using all explanatory variables; 3 Study 2: To predict canopy height for all SCDb stands within the coverage of the liDAr data and using feature selection to create models composed of different explanatory variables.
The methodology related to each processing task is subsequently described in more detail. Initially, the CHM was generated and assessed against the field measurements. Subsequently, the CHM was used in conjunction with the satellite image data to create the reference dataset for kNN estimation.
LiDAR preprocessing
The raw liDAr datasets were provided as standard ASCII text files consisting of more than 31 million points. It is necessary to filter the liDAr returns to provide accurate digital representations of the forest canopy and the terrain. The grASS gIS version 6.4 (Neteler and Mitasova, 2007;  http://grass.osgeo.org) module, r.in.xyz, was used to create the DSM and DTM. The DTM was generated by selecting the minimum elevation point from the first return dataset within a 20 × 20 m cell, representing the size of one pixel from the resampled IrS-1C image. Similarly, the DSM was created by selecting the 99th percentile of the points with the highest elevation within a 20 × 20 m grid cell. The subtraction of DTM from the DSM results in the creation of the CHM. This was compared with the measured tree heights based on the mean pixel values located within the extent of the 2500-m 2 plots.
Optical image processing
The satellite image was georeferenced to the british National grid (ePSg 29900) using 35 ground control points distributed throughout the satellite image and identified from Ordnance Survey great britain topographic maps. The root mean square error (rMSe) for the process was 0.56 per cent of a pixel or 11.2 m. given that only one scene was used within this research, no between-scene radiometric normalization was required.
The use of the satellite image within this analysis was twofold. The satellite image bands were used as explanatory variables in the reference dataset for coincident reference pixels with liDAr CHM estimates, but it was also used to create the target dataset for which pixels of canopy height were sought. For the latter case, in Study 2, nonforest areas were masked from the satellite image using the SCDb and map algebra.
Model requirement
When dealing with nearest neighbour techniques, it is necessary to ensure that the reference datasets are sufficiently representative of the populations from which they are drawn and cover the range of the target dataset for each of the explanatory variables (Davies, 1998; Mcroberts et al., 2007) . In cases where this requirement is not satisfied, the model is used for extrapolation and not for interpolation. Figure 2 illustrates the distributions of the reference dataset with respect to the target dataset for the four explanatory variables, i.e. spectral bands. In Figure 2 , b1 refers to band 1 of the satellite image, b2 refers to band 2 of the satellite image etc. It is evident that the reference dataset sufficiently covers the distribution of the target dataset, thereby satisfying one of the fundamental requirements for kNN estimation.
Feature selection
Feature selection is a technique that generates a subset of features that are most relevant for modelling, thereby reducing the number of irrelevant features (Dash and liu, 1997) . kNN is sensitive to irrelevant explanatory variables, which can deleteriously influence the resulting predictions. In addition, for large datasets, it is desirable to reduce the feature space (number of explanatory variables) to improve the computational efficiency of the nearest neighbour searches. Consequently, a feature selection technique was employed to identify the importance of the four explanatory variables (i.e. the bands). The random forest algorithm (rF) is a non-parametric statistical estimation technique based on the use of decision trees. It consists of a collection of decision tree classifiers that aggregates their output, where each decision tree is constructed from a different bootstrap sample of the original dataset. A detailed explanation of the algorithm can be found in breiman (2001) and its use for forest parameter estimation can be found in McInerney and Nieuwenhuis (2009) and Hudak et al. (2008) . The rF algorithm produces a very useful statistic, namely the Variable Importance, which is the increase in the average of squared prediction error the variable in the model is replaced with a random one, i.e. it is an indication of its contribution to predictive accuracy.
In the context of this research, it was used to identify the features (bands) that were most highly correlated with the target parameter. based on the output from the Variable Importance, four different models were constructed for use within kNN estimation to determine the influence of the explanatory variables on the model-based errors (rMSe and mean deviations). The models consisted of the following explanatory variables:
1 The first most important variable, 2 The first two most important variables, 3 The first three most important variables, and 4 All explanatory variables.
kNN estimation
Within this research, the canopy height estimates from the CHM are combined with the coincident satellite image pixels, which form the reference dataset and consist of a series of n known observations (y i , x i ) where i = 1, . . ., n are from a finite population of size N (total number of pixels with CHM estimates). y i is an estimate of canopy height and x i is a vector of explanatory variables. The goal of kNN estimation is then to predict the unknown canopy height for a vector of explanatory variables with an unknown canopy height. This set is referred to as the target set.
kNN is considered a simple and transparent non-parametric estimation technique. Initially, kNN identifies a subset of the reference observations based on a minimum distance computed between the explanatory variables. The kNN estimate of canopy height for a satellite image pixel from the explanatory variables is produced using equation (1).
where y j is the canopy height estimate of the jth sample and w ij is the weight given to this value; j is one of the nearest neighbours to i with respect to the explanatory variables j є NN k . The weights, w ij , assigned to the nearest neighbours are defined as a function of equation (2).
where d ij is the similarity index between a reference plot and a target pixel and NN k is the number of nearest neighbours to use; the value of t influences the weighting between nearest neighbours, a value of t = 0 assigns equals weights, t = 1 weights with inverse distance and increasing values of t ensures that nearer neighbours receive more weight in the estimation process. The reader should consult the references Altman (1992), Mcroberts et al. (2007) and Tomppo et al. (2008) for a more detailed explanation of kNN estimation.
The interpretation of the error estimates produced from leave-one-out cross-validation, such as rMSe (equation (3)), rMSe per cent (equation (4)) and mean deviations (e) (equation (5)), permits the identification of the most suitable selection of operational parameters (e.g. explanatory variables, value of k and distance metric (t)) for use within kNN. The combination of operational parameters yielding low values of rMSe and unbiased estimates are those considered best. 
Implementation of kNN
Under ideal circumstances, there would be a sufficiently large dataset to create a subset for model fitting (reference dataset) and the second subset for validation (target dataset), which would be used to assess the performance of the prediction model. However, this is rarely the case and specifically not within this research. As a result, crossvalidation is used to estimate the model-based errors. The estimation of canopy heights was performed for two studies based on two different reference datasets:
1 estimates of canopy height were produced for four sampled subsets of 3 of the 12 field inventory plots. The extents of the twelve 50 × 50 m plots were used to create the reference datasets containing the canopy height estimates from the liDAr dataset and coincident spectral reflectance values from the satellite image. This generated a dataset containing 68 pixels (~5 or 6, 20 × 20 m pixels per plot). This dataset was randomly sampled without replacement to produce two subsets, one for training (nine plots, CHM with spectral reflectances) and the other for validating (three plots, spectral reflectance without CHM). This procedure was repeated four times and the predictions were compared against the measured field heights as a means of assessing the accuracy of the predictions. Due to the small reference dataset (~40 pixels), a maximum value of k = 15 was used and all explanatory variables were used without feature selection. Table 2 denotes the plots that formed the reference and target datasets for the four simulations. 2 The second study used focused on producing CHM estimates for all subcompartments located within the extent of the liDAr dataset. The models were assessed using the rMSe and mean deviations and the predictions were validated against the 12 field inventory plots, which had been removed from the reference dataset. In order to produce estimates for all forest stands contained within by the liDAr data, a reference dataset of 4000 randomly generated points was created for the study area. Four thousand points were selected as it was expected that they would sufficiently cover the distribution of the CHM estimates of the study area and the large reference dataset permitted more flexibility in the choice of k. A maximum value of k = 50 was used.
Results
The results presented relate to the three principal research tasks carried out in this study. They deal with the calculation of the CHM, the prediction of canopy height for the subsets of 12 field inventory plots and the prediction of canopy height for all forest stands within the study area.
Comparison of CHM to field measurements
Direct comparisons were made between the CHM based on the 99th percentile of the liDAr data and the field measurements. Univariate statistics for the datasets are presented in Table 3 . With respect to the field measurements, the CHM slightly underestimated compared with these measurements, with the mean canopy height estimated as 27.04 m, while the mean of the field measurements was 27.19 m. The mean deviation was 1.36 m for the 12 plots, the maximum deviation was 6.24 m and the minimum deviation was 0.013 m. The distributions are presented in Figure 3 .
Model assessment -Study 1
The rMSe and associated mean deviation were computed for the reference datasets of the four random samples. In three of the samples, the minimum rMSe was between 1.8 and 2.0 m for values of k between 2 and 5 ( Figure 4) . In Sample 3, the minimum rMSe was obtained for a value of k = 14. The distance metric (t) did influence the rMSe somewhat over the range of values of k.
The mean deviations were all positively biased by ~2 m, but unlike the rMSe, the distance metric had no discernible effect on the bias over the range of k. The lowest deviation values were achieved for t = 1 in Sample 4 ( Figure 5 ). For Sample 3, the mean deviations were higher (2.4 m) and were achieved for a value of k = 14. , 3, 4, 5, 6, 7, 8, 9, 11 2, 10, 12 2 2, 3, 4, 5, 7, 8, 9, 10, 11 1, 6, 12 3 1, 2, 3, 4, 7, 8, 9, 11, 12 5, 6, 10 4 1, 2, 3, 4, 6, 7, 8, 9, 10 5, 11, 12 Figure 4. Study 1 -plots of rMSe, where k is the number of nearest neighbours used. Table 4 presents the kNN predictions for the four samples of three field plots and compared these with the measured forest canopy height with the associated deviations. It was found that for Samples 1, 2 and 4, the deviations were less than 2.66 m and for the most part less than 1 m. For the three plots predicted from Sample 3, the deviations were greater, between 1.96 and 4.88 m. However, there was one field plot (Plot 2 in Sample 1), which was an outlier and had a deviation of 6.97 m.
Model assessment -Study 2
Predictions carried out in Study 2 were performed for all stands contained within the extent of the liDAr data. Due to the considerably larger reference dataset, the Variable Importance from the random forest algorithm was used to select explanatory variables for kNN estimation.
Feature selection
The Variable Importance property computed by the random forest algorithm provided a useful means of feature The reference datasets created from the random samples of nine plots were used to predict the canopy height for the three remaining field plots using a value of k = 4 and t = 1. selection. Figure 6 presents the Variable Importance property and shows that, in descending order, bands 4, 1, 3 and 2 were found to be the most important. A variable with a higher value of percentage increase in mean square error (MSe) contributes more to the predictive accuracy and is therefore considered to be a better variable for prediction.
kNN estimation
Figure 7 presents three graphs of rMSe for k increasing from 1 to 50 representing simulations generated based on the four sets of explanatory variables identified using the Variable Importance property of the random forest algorithm. The overall trend in all simulations is for the rMSe to decrease as k increases up to 10. For the simulation using b1 and b4, the rMSe decreased quicker to a local minimum of 7.6 m at k = 11 and then began to increase gradually beyond 10. For the simulations using all explanatory Figure 6 . Study 2 -plot of rF Variable Importance, where %IncMSe is the percentage increase in mean square error.
variables and the first three most important explanatory variables, the local minimas of 7.8 m were reached when k = 50. When only band 4 (the most important variable identified by the random forest algorithm) was used, the local minima of 8.5 m was reached when k = 50. Interestingly, the distance metric, t, had virtually no influence on the rMSe for these simulations, and the three lines coincide on the plots. However, a slightly lower rMSe was achieved using t = 3 for the simulation using b1 and b4. In contrast to the findings for the rMSe, the different values of t had a more visible influence on the mean deviations (Figure 8 ). When all bands are considered, the mean deviations vary ~0.06 m when k is less than 8 and then decrease to ~0 m for k = 9. The mean deviations are then negatively biased for values of k between 10 and 19 when t = 2 and 3; above k = 20, the mean deviations are all positively biased for t = 1-3. They are close to 0 for k = 10 when t = 2 and 3 but closer to 0.1 m for t = 1 when bands 1 and 4 are used. For the model that considered bands 1, 3 and 4, the mean deviations were negatively biased for all values of t when k was greater than 5. In contrast, when band 4 was the only explanatory variable, the mean deviations were identical for the three values of t and all positively biased between 0 and 0.8 m; they are highest when k = 5-30 but approach 0 m for values of k = 30-50. A summary of the model-based errors is provided in Table 5 .
Discussion
This paper presents a methodology that combines liDArderived canopy height estimates with medium-resolution satellite imagery and a kNN estimation technique to predict forest canopy heights for forest stands. The rF algorithm was also used to identify features of importance that were subsequently selected for modelling purposes in Study 2.
A variety of research studies have demonstrated the value of using liDAr data to predict a range of forest characteristics, in particular forest structure and canopy height, with better accuracies than conventional field inventory methods (Maltamo et al., 2004 (Maltamo et al., , 2006 . However, it is acknowledged that the acquisition of liDAr data is substantially more expensive than satellite imagery and has less regular temporal coverage. It is therefore necessary to explore methods that integrate multi-sensor data as a means of interpolating the liDAr data over larger areas. At the same time, there is a need to explore methods that can reduce the need for detailed field inventory data acquisition as this tends to be both time consuming and costly (Tomppo et al., 2008) . As such, this paper presented a methodology to replace or complement data from field inventories with liDAr data to spatially estimate forest canopy heights.
The principal limitation that was posed within this research paper was the lack of comprehensive field inventory measurements of forest canopy height. The dataset that was used provided an indication of the potential to predict forest canopy height for mature Sitka spruce stands. However, the field plots focused specifically on stands that were in excess of 22 m in height. As a result, there was less variation in Study 1 in the measured tree heights, and the associated rMSes were smaller in comparison with the model-based errors obtained from the reference dataset derived from the full extent of the liDAr data (Study 2). It is therefore desirable and necessary to collect field measurements for a wider distribution of forest development stages (e.g. pre-thicket, thicket and stands that have had different numbers of thinning operations). This would permit a more comprehensive and robust validation of the predictions obtained using kNN and the spectral reflectances from the IrS-1C image scene. Clearly, the current results in Study 2 do not provide suitably accurate results for forest stand management purposes and further research and analysis are necessary to improve these results. It is plausible to consider that pre-stratification of the forest resources would improve the calculations of forest height, particularly to stratify the forests by development stage. Nonetheless, it is clear that there is potential to produce estimates of forest canopy height, particularly for the mature forest stands that are the most valuable. The underestimation of forest height was also found by Wallerman and Holmgren (2005) who combined liDAr data with Système Pour l'Observation de la Terre (SPOT) imagery data using canonical correlation analysis and imputations using the Mahalanobis distance. They achieved relative rMSes of 12 and 14 per cent, respectively, while in this research, the relative rMSes were ~2 per cent in Study 1 and between 28 and 31 per cent in Study 2.
These different values reflect the nature of the field measurements, which focused solely on mature stands with heights in excess of 22 m. Satellite imagery is considerably cheaper than liDAr data, but liDAr offers more detailed and accurate information relating to forest height and structure. The methodology presented within this research paper provides a suitable approach to integrate future space-borne liDAr data with optical remote sensing data. This should be considered in light of the ICeSat satellite and its instrument, the geosciences laser Altimeter System, which is no longer operational but was a good demonstration of the technology and future potential in this area. If similar sensors are to be launched in the future, it is likely that the large footprint size of these systems could be used in conjunction with other remotely sensed data to monitor forest resources.
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