We introduce the concept of basis for a lattice. This basis plays a vital role to determine the completeness and consistency of the lattice. Weighted lattices are introduced and its complexity is formulated. Some axiomatic systems, considered as lattices, are also studied.
Introduction
We consider lattices as algebraic system (L, *, +) and as poset (L,≤) according to the context. We follow the standard definitions as in [1] . In the second section, we define the basis for a lattice and some results are obtained. Logic, Set theory, Geometry and Number theory are lattices as they are axiomatic systems. For all the axiomatic systems the set of axioms is a basis. We discuss the consistency and completeness of these systems from lattice theoretic perception in the third section,
The topological entropy as defined by Adler [3] can be interpreted as a measure of complexity of a function in a topological space. For 'nice' interval maps there is a graph theoretic approach to calculate the entropy. Using this approach we introduce complexity in weighted lattices in the fourth section. 
2.3:Proposition: Basis of a lattice, if it exists, is unique.
Proof: If possible, let B 1 and B 2 be two bases of the lattice L. Let x ∈ B 1 ⇒ there exists y∈ B 2 such that y ≤ x (since B 2 is a basis).
Since B 1 is a basis there exists z ∈ B 1 such that z ≤ y.
∴ z ≤ y ≤ x ⇒ z ≤ x, which is a contradiction to the fact that B 1 is a basis.
So the basis, if it exists, is unique.•
2.4: Proposition: If L is a chain and if dimension of L exists, then dim (L) =1.
Proof: Let B be the basis for L with ⏐ В ⏐ = n (≥ 2).
i.e. there are at least n non comparable elements in L. which contradicts the fact that L is a chain.So, ⏐ В ⏐ = 1. ∴dim (L) =1. . ⇒ x and y are not comparable in L 2 ( since f is an isomorphism).
So there exists some y ∈ f (B) such that y ≤ b. • o show that converse is not true let L be the following lattice. is an atom, not a bason.
.
11: Proposition: If L is a finite dimensional Boolean algebra then all the atoms of L are
dimension of L be n. L is isomorphic to (P(X), ⊆) where ⎮X⎮= n. Let f be Algebra iff any x ∈ L-{0} ition and proposition 2.7.
• ttices.
y above lattice , the basis is B = {x,y}. a ≠ x + y. 
2.18: Examples:
In Fig.11 all the elements (except 0 and 1) are i isolated.
2.19: Def
otherwise it is inconsistent. isolated element is an independent set.
an be set.
Some Axiomatic Systems
statements bounded by tautology and n be neither alent .
In any axiomatic system, axioms are basons. If there is atleast one isolated element in that system then it is Gődel incomplete. As we increase number of propositions then is independent if it is not dependent.
2.24: Proposition: Basis of a lattice is
Proof: Obvious from the definitions. Set theory is also finite dimensional [4] . There are many conjectures in Set theory.
Axiom of choice can be regarded as the most controversial axiom of set theory.
So in a sense, it can be equated with the fifth postulate of Geometry.
Arithmetic is also five dimensional since it is derived from five Peano axioms. Si there are isolated elements it is also Gődel incomplete. If we negate s then a new arithmetic will emerge. In short,
Fifth Postulate
Axiom of choice Successor axiom ⇔ ⇔ .
So naturally a question arises -In every incon will form a basis for some other lattice)? It is also a factor which determines the complexity of the lattice. Not only that the inconsistency is because of such basons, but also isolated elements are basons. i.e conjectures can be taken as axioms, but Gődel incompleteness will remain because there are other conjectures. So if a lattice is inconsistent (Gődel incomplete) it will remain as inconsistent even if we add new basons. A paradoxical conjecture is 'how many conjectures will remain as a conjecture in an axiomatic system?'. This question itself is a conjecture in any system. Because inconsistent system will remain as it is it is certain that there at least one conjecture. Since all the conjectures are basons and if there are infinitely many conjectures (which remain as conjectures for ever) then the system is infinite dimensional. In this direction it can be conjectured that (1) Set theory is an infinite dimensional axiomatic system (2) Geometry is an infinite dimensional axiomatic system (2) Arithmetic is an infinite dimensional axiomatic system. From this directed graph we can calculate the entropy as defined in [4] complexity.
Lattice complexity
All the usual lattices are weighted lattices with either p=0, q=1 or q=0, p=1 
