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ABSTRACT
In this research study, several new algorithms are developed to achieve spacecraft attitude 
determination from carrier phase information of GPS (Global Positioning System) signals.
The first focus is on resolving integer ambiguity in carrier phase difference measurements. 
A newly developed algorithm based on Gram-Schmidt Orthonormalisation (GSO) is 
proposed for medium length baseline observations. Using this newly developed attitude 
algorithm from vector observations, an instantaneous estimated attitude solution is 
obtained, which we call ‘coarse attitude’, from only four phase measurements collected 
from only two baseline observations. Then a ‘fine’ attitude solution from all phase 
measurements is estimated, using a sophisticated Kalman filtering estimator, once integer 
ambiguity has been resolved.
The second focus is on estimating the relative phase offset error (line bias) in carrier phase 
difference measurements. A newly developed block bias search is proposed which finds an 
initially plausible solution of line bias for each individual baseline. The line bias from all 
phase measurements collected from each individual baseline is then re-estimated using a 
developed recursive least squares (RLS) estimator.
A newly developed parallel architecture GPS receiver is being flown on the UoSat-12 
minisatellite, with the capability for simultaneous measurements from 24 channels for 
attitude sensing. The final goal of this research study was to apply the developed 
algorithms to real GPS data, and a number of data files of phase differences of GPS signals 
logged on UoSat-12 were tested. Independent ADCS (Attitude Determination and Control 
System) data was used for the reference attitude determination. The results show that an 
instantaneous attitude error less than 4 degrees is achieved during coarse attitude 
acquisition, relative to the reference ADCS system. When all measurements are processed 
during fine attitude tracking, the error in attitude estimation is reduced to one degree 
error (1 sigma RMS), without any error mitigation for multipath, relative to the reference 
ADCS system.
Key words: spacecraft attitude determination, GPS, integer ambiguity resolution, line bias, 
Kalman filter, RLS estimator, UoSat-12.
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Chapter 1 ;
Introduction
Spacecraft attitude determination depends on attitude sensors, such as magnetometers. Sun 
sensors. Earth sensors, inertial measurement units (IMU), and star sensors. The selection 
of attitude sensor basically depends upon the required pointing mode of the mission (e.g. 
inertial pointing or Earth pointing), accuracy requirement, power consumption budget, and 
cost. The advantages and disadvantages of typical attitude sensors used by small satellites 
are briefly summarised in Table 1-1.
Table 1-1: Typical Attitude Sensors
Sensor Measurement Advantage Disadvantage
Sun
sensor
sun vector reliable and efficient 
for most missions
• data unavailable in eclipse period
• need multiple sensors to increase 
field of view (FOV)
IMU angular
motion
angulai* rate always 
available
• output drift with time
• expensive device
Earth
sensor
nadir vector sub degree accuracy 
in roll and pitch
« use for nadir pointing only 
» complex and expensive device
Stai*
sensor
stai* vector • high accuracy
• provide single or 
multiple vectors
• disturbed by Sun and bright sources
« extensive software requirements for 
each mission
Magneto­
meters
geomagnetic 
field vector
• simple device
• data always 
available
e geomagnetic field shift with time
• measurement may be corrupted due 
to magnetic torquing
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However, since the use of Global Positioning Systems (GPS) has been successfully 
demonstrated in space navigation, a new approach is now available using GPS for attitude 
determination which is potentially attractive for spacecraft applications. The benefits of 
using a GPS receiver with multiple antennas can be explained by comparing the new 
attitude sensor and typical attitude sensors in three aspects.
Measurement Availability
The tracking data from PoSat’s GPS receiver showed that four or more GPS satellites can 
be seen for 80% of the time in low Eaith orbit [Unwin, 1995]. Improvement over this has 
been demonstrated with the next generation of GPS receivers. This suggests that a GPS 
attitude sensor can provide almost continuous measurements (whereas the Sun sensor 
cannot provide data in eclipse period).
Orbit/Attitude Determination Unit
A GPS receiver with multiple antennas for spacecraft navigation generally provides 
position, velocity and time. It is relatively simple to adapt this receiver for attitude 
determination. The onboard software needs to include carrier phase measurement and 
attitude estimation sub-routines. Then, the GPS receiver can be used for both orbit and 
attitude determination.
Cost and Power Budget
Currently, GPS technology is rapidly developing in order to reduce the size, weight, power 
consumption and cost. This should make the GPS receiver yet more attractive for 
spacecraft missions. As part of this trend, NASA plans to use GPS receivers on all its 
spacecraft to demonstrate both orbit and attitude experiment [Bauer et al., 1998].
1.1 History of Space-Based GPS Attitude Determination
1.1.1 Using Carrier Phase as Attitude Measurements
Research into the feasibility of using GPS carrier phase difference measurements from 
multiple antennas (see Section 3.2) for spacecraft attitude determination has been 
undertaken since late 1980 [Chu and van Woerkom, 1997]. In 1993, RADCAL spacecraft 
became the first mission to demonstrate GPS-based attitude determination. Since then, 
other missions have demonstrated GPS attitude as shown in Table 1-2.
1-2
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Table 1-2: Significant space-based GPS attitude deteimination missions
Launch Mission GPS
Receiver
Number
of
Antenna
Baseline 
Configuration 
(baseline length)
RMS
Error
Reference
Sensors
April
1993
RADCAL Quadrex
Trimble
4 coplanai' 
(0.67 m)
within
3°
Magnetometers
Nov
1994
CRISTA
SPAS
Vector
Trimble
4 non-coplanar 
(1, 1.2, 0.8 m)
within
0.5°
star tracker 
and IMU
March
1996
REX n Vector
Trimble
4 coplanar 
(0.67 m for all)
within
3°
magnetometers 
coarse sun sensor
May
1996
GANE Vector
Trimble
4 coplanar 
(1.5,3,3.3 m)
within
0.5°
stai’ tracker 
and IMU
May
2000
SOAR SIGI 4 coplanar 
(1.5, 3.6, 3.2 m)
within
0.5°
star tracker 
and IMU
A brief introduction to these missions is given as follows:
RADCAL:
The RADCAL (RADar CALibration) is a gravity gradient stabilised spacecraft in polar 
orbit of 815 km altitude. An initial assessment of attitude determination in space was 
performed in post-processing (batch least squares) [Cohen et al., 1994]. The RMS (root 
mean squaies) residual between GPS attitude and magnetometer-derived attitude is 
estimated to be within 3 degrees for all attitude angles [Lightsey, 1997].
CRISTA-SPAS:
The CRISTA-SPAS was a 3-axis stabilised flight experiment launched from, released and 
subsequently recovered by Space Shuttle Atlantis, STS 66. This experimental platform 
was the first real-time space operation of GPS-based attitude determination. An accurate 
IMU and star tracker were carried on the CRISTA-SPAS for providing the reference 
attitude with 0.05 degrees error. Using GPS data, the estimated attitude variation was 0.5 
degrees RMS over 24 hour data [Brock et al., 1995].
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However, the platform on CRISTA-SPAS seems to be impractical for general spacecraft. 
Four GPS antennas were mounted on the same facet, and there were no nearby or above 
object mounted on this facet to cause multipath effects.
REX II;
The REX II was a gravity gradient stabilised spacecraft. It successfully performed real­
time onboard attitude estimation and closed loop control using GPS measurements. The 
GPS attitude determination was performed after nadir pointing control mode was carried 
out. The GPS attitude solution was always checked with a coarse attitude derived from 
magnetometer measurements to ensure that the disagreement from different sensors was 
within 15 degrees [Freesland gr aZ., 1996].
The primary attitude sensors on board the REX It were magnetometers and coarse sun 
sensor that gave a 1 sigma RMS error of 3 degrees. It was difficult to evaluate the eiTor 
without other accurate reference sensors. The GPS attitude error was validated to within 3 
degrees [Lightsey et ah, 1996].
GANE:
The GANE (GPS Attitude and Navigation Experiment) was flown on the Space Shuttle 
Endeavour, STS-77. Four GPS choke ring antennas formed a coplanar configuration, and 
were mounted on the experiment platform with boresights pointing out the payload bay. 
The platform of GANE is an idealised system for GPS attitude determination, since it 
cannot practically be accommodated on a real spacecraft platform. An IMU and star 
tracker provide an external attitude reference. The IMU-derived attitude solution agrees 
with GPS attitude to 0.2 degrees RMS in azimuth and pitch, and 0.4 degrees in roll 
[Caipenter and Hain, 1997].
SOAR:
The experimental platform SOAR (SIGI Orbital Attitude Readiness) was flown on the 
Space Shuttle Atlantis, STS-101. The platform of SOAR was similar to GANE. The SIGI 
sensor consists of a Trimble GPS receiver and IMU, and provides GPS measurements and 
combined GPS/IMU measurements. The residual between GPS attitude and reference 
attitude is estimated to be within 0.5 degrees RMS [Um and Lightsey, 2000].
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1.1.2 Using Signal to Noise Ratio as Attitude Measurements
The feasibility of using GPS signal to noise ratio (SNR) information for GPS attitude 
determination was initially studied by Hashida and Unwin [Hashida and Unwin, 1993]. 
This study has been extended and tested with real GPS data downloaded from PoSat. 
PoSat was a gravity gradient stabilised spacecraft, which carried a GPS receiver (Trimble 
TANS) and a single GPS antenna. The reference attitude information (1 sigma RMS error 
= 3°) was derived from magnetometer measurements only. The results showed that the 
potential attitude error compared to the reference attitude information was the order of 3° 
for pitch and roll, and 10° for yaw on a gravity gradient stabilised spacecraft, other similar 
research has been undertaken by JPL, university of Colorado, and ESA (European Space 
Agency) [Buist, et a l, 1998].
1.2 Research Motivations
Since 1980, Surrey Space Centre (SSC) has had much experience in building a number of 
microsatellites, and recently one minisatellite. The commercial technology of the GPS 
receiver for space applications has also been developed at SSC, and flown on three 
microsatellites: TMSat (July 1998), Tshinghua (July 2000), TiungSat (August 2000), and 
one minisatellite: UoSat-12 (April 1999). A target for attitude sensing research is the 
UoSat-12 mission. UoSat-12 carries multiple antenna-baselines and has the potential for 
demonstrating stand-alone GPS attitude determination. The latest three microsatellites 
carry only a single short-length antenna baseline and require an external aiding 
information from ADCS (Attitude Determination and Control System) for initialisation.
The motivation is to make use of the developed GPS receiver on UoSat-12 mission to 
demonstrate the practical attitude determination. The research study also includes the 
measurements analysis, attitude estimation, and error analysis using external information. 
In the course of this research, I aimed to exploit a potentially new algorithm for resolving 
integer ambiguity and achieve an instantaneous attitude solution.
The outcome from this research is that the developed algorithms and the results will be 
used to serve the next spacecraft missions which expect to use GPS-based orbit/attitude 
determination.
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1.3 Research Contributions
The aim of this research is to study of spacecraft attitude determination using phase 
information from GPS signals. Vaiious algorithms have been developed to estimate 
attitude and relative phase offset error. Tests using computer simulation and flight GPS 
data from UoSat-12 have been carried out. An outline of contributions from this research 
is given here, however the details will be explained later on in the next chapters.
The contributions from this research are listed as follows:
1) new algorithm for constructing vector observations from scalar path difference 
measurements collected from only two baselines [Purivigraipong et a l, 1998].
2) ADOP (Attitude Dilution of Precision) analysis [Purivigraipong, 1999].
3) block bias search for line bias initialisation [Purivigraipong et a l, 1999a].
4) RLS (recursive least squares) estimator for line bias estimation [Purivigraipong et a l, 
1999b].
5) method for path difference correction [Purivigraipong et a l, 1999b].
6) simplified EKF (extended Kalman filtering) estimator [Purivigraipong et a l, 1999b], 
and quatemion-EKF estimator [Purivigraipong et a l, 2000] for attitude estimation.
7) new algorithm for resolving integer ambiguity [Hodgart and Purivigraipong, 2000].
8) new attitude algorithm using vector observations [Hodgait and Purivigraipong, 2000].
1.4 Overview of UoSat-12 Minisatellite
UoSAT-12 is the first minisatellite designed and built at the Surrey Space Centre (UK). A 
minisatellite, by convention is a satellite with a mass of between 100 and 500 kg. UoSat- 
12 was launched on the 21®^ April 1999 on a converted SS18 ICBM from the Baikonur 
Cosmodrome (Khazakstan) into 650 km, 64.5 degree inclination orbit. The three-axis 
stabilised UoSAT-12 carries a multitude of remote sensing, attitude determination and 
control, propulsion, on-board data handing, and communication experiments. The physical 
parameters for UoSat-12 aie given in Table 1-3.
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Table 1-3: Physical parameters of UoSat-12 [Hashida and Palmer, 1999], [Steyn, 1998]
Parameter Value Unit
nominal orbit semi-major axis 7028 km
eccentricity
inclination
1.92e-3
64.5 degree
physical structure height 1200 mm
diameter 1100 mm
weight 300 kg
moment of inertia stowed X axis 40.45 kg m“
GG boom and include solar Y axis 42.09 , 2kg mpanel
Z axis 40.36 kg m^
Figure 1-1 shows the mechanical 
sketch of UoSat-12. The picture on 
the left hand side shows the attitude 
sensors around the attach fitting on 
the -Z facet, which points to deep 
space. Four GPS antennas are 
mounted on this facet. The picture on 
the right hand side shows the Earth Figure 1-1: UoSat-12 minisatellite
observation camera and communication antennas on the +Z facet, which points to the 
Earth while UoSat-12 is orbiting in space.
1.4.1 UoSat-12 ADCS System
For attitude determination, UoSat-12 carries several traditional attitude sensors. Three sets 
of 3-axis magnetometers and a 2-axis (roll and pitch) infrared horizon sensor are currently 
used as primary sensors to provide vector measurements. The physical parameters of 
individual ADCS sensors are summarised in Table 1-4.
The ADCS attitude is determined on-board by a quaternion-based extended Kalman filter. 
Currently, the filtering estimator uses only measurement vectors from magnetometers and 
horizon sensor. In zero momentum mode, the error in ADCS attitude (1 sigma RMS) is 0.2 
degrees for roll and pitch, and approximately 1 degree in yaw [Steyn and Hashida, 1999].
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Table 1-4: Physical parameters of ADCS sensors on board UoSat-12
Sensor Manufacturer Quantity Type Range or 
Field of View
Expected 
Error (3a)
Power
Consumption
magne­
tometer
SSTL(2) 
Ultra (1)
3 flux gate ± 60 uTesla ± 30 nTesla 0.8 W
horizon
sensor
Servo-MiDES 1 2-axis IR 
pyro array
± 5° FOV ± 0.06° 2.8 W
sun
sensor
SSTL 4 2-axis, slit 
photo cell
± 50° FOV ±0.2° 0.1 W
star
sensor
SSTL 2 CCD
matrix
15° X 20° ±0.02° 4W
rate gyro BEI 1 _gyrochip ± 5°/sec + 0.02° /sec 1.4 W
The four sets of 2-axis sun sensors and solid-state angular rate sensor are still being tested 
and calibrated onboard spacecraft. A dual set of star sensors is still undergoing software 
commissioning and testing onboard the spacecraft.
Surrey Space Centre has a successful histoiy in achieving precise attitude control using 
only a passive gravity-gradient boom and active magnetic torquing for UoSat series 
[Hodgart, 1982], [Hodgart, 1989], [Hodgait et a l, 1997]. UoSat-12 marked a return to a 
more fundamental approach. A 3-axis reaction wheel system and magnetorquer are used as 
primary actuators. The passive gravity-gradient boom is still undeployed, and kept for a 
backup operation mode. The Z axis wheel failed after a couple weeks of operation. Two 
wheels and cold-gas thrusters are currently used to provide 3-axis control on-board 
UoSat-12.
1.4.2 UoSat-12 GPS Receiver and Attitude Sensing Platform
In addition, UoSAT-12 also carries the SGR-20 (Space GPS Receiver) payload [Unwin et 
a l, 1999], The SGR-20, which comprises two, 12 channel C/A code correlators and four 
RF front ends, has been designed specifically for use in orbit, and makes use of advanced 
commercial GPS technology. In orbit experience, the SGR GPS receiver has provided 
positioning for several experiments, for instance a precision orbit control [Palmer and 
Sweeting, 2000], [Aorpimai et a l, 2000]. The onboard accuracy has been verified using a 
sophisticated batch filter. As a result, the semi-major axis of UoSat-12's orbit has been 
determined to within 1 metre [Hashida and Palmer, 1999].
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The SGR-20 receiver is
designed to carry out both 
on-board positioning and
attitude determination. The four 
patch GPS antennas form a near 
coplanar baseline configuration 
on the space pointing facet of 
the spacecraft. The carrier phase 
of LI GPS signals can be 
measured at each of the four 
antennas allowing phase
differences to be made.
Antenna #2 Antenna #4&
0
m
+ x
Antenna #3
Antenna #1 
(Master Antenna)
Figure 1-2 shows the
location of the antennas 
onboard UoSAT-12. The
vector coordinates between 
antenna #1 and antenna #2 
define a baseline b,.
Figure 1-2: View of GPS antennas from -Z direction 
Table 1-5: Coordinates of baseline vector
Baseline X (mm) Y (mm) Z (mm) Length (mm)
b, -167.7 -625.7 0.0 647.8
b2 +625.7 167.7 0.0 647.8
b3 +592.7 -606.7 +155.0 862.2
Similarly, a pair of antenna #1 and antenna #3 is used to define a baseline bo, and a pair of 
antenna #1 and antenna #4 for baseline bg. The baseline vectors and length are given in 
Table 1-5. It can be noticed that baseline b| is normal to baseline b]
1.4.3 Field of View of GPS Antennas
Antenna #1 Antenna #3i i Antenna #2 Antenna #4Three of the space-pointing antennas were mounted as clear as 
possible from surrounding objects.
Figure 1-3 shows the view in +X -j 
direction of four GPS antennas on 
-Z facet and surrounding objects. Figure 1-3: View of GPS antennas from +X direction 
According to specific launcher requirements, the launcher attach fitting ring had to be 
extended above the level of the GPS antennas, reducing the antennas field of view.
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Figure 1-4 shows that the antenna #2 has an 
unobstructed 140 degrees field of view from 
the base of the antenna. Below 15 degrees from 
the local horizon, there are some blockages due 
to attach fitting ring and other protrusions, such 
as the star-sensor baffle. Antenna #1 and 
antenna #3 have a similar visibility.
The fourth space-pointing antenna #4 is 
mounted lower than other antennas and closer 
to the facet. This may result in poorer visibility 
of the sky as shown in Figure 1-5, and larger 
multipath effects are to be expected.
1.5 Outline of Thesis
An outline of the thesis follows:
Figure 1-4: Visibility of antenna #2
Figure 1-5: Field of view of antenna #4
Chapter 2 discusses the fundamental problems in GPS attitude determination: integer 
ambiguity resolution, error sources and operational algorithms. In the literature search, 
previous research is listed and discussed. Finally, the specific targets for this Ph.D. 
research are stated.
Chapter 3 describes the background to GPS attitude determination. The relevant material 
on attitude definition and dynamics is briefly reviewed. The fundamental concept of using 
carrier phase measurements with deterministic algorithms to estimate attitude is described. 
The ADOP analysis is expressed in analytical formulation and tested with computer 
simulation. Finally, the error budget in GPS measurements is also computed in order to 
predict the pointing error for the UoSat-12 case.
Chapter 4 describes the various developed algorithms for attitude and line bias 
estimations. In the acquisition process, a prior attitude estimate is assumed to be obtained 
from the ADCS. Then, a block bias search is developed to first estimate line bias from 
GPS measurements only. In the tracking process, there are three implementations for 
attitude estimation from GPS measurements only: a batch method using a combination of
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vector construction and the QUEST algorithm, a quaternion EKF (qEKF) estimator based 
on a detailed dynamics model, and a simplified EKF (sEKF) estimator based on small 
rotation model. Finally, a method based on RLS (recursive least squares) techniques is 
developed to update line bias from all GPS measurements.
Chapter 5 describes the development of a new algorithm to resolve integer ambiguity and 
estimate the pointing vector in orbit-defined coordinates. Only four GPS measurements 
collected from at least two antenna-baselines are required. In order to compute the attitude, 
another new attitude algorithm using vector observations is developed. By a combination 
of these new algorithms, we can achieve stand-alone GPS attitude determination.
Chapter 6 describes and presents the analysis results from two flight data files of phase 
information logged by the GPS receiver on-boairi UoSat-12. Attitude information from the 
ADCS is required to analyse the GPS measurements. The signal to noise ratio (SNR) 
information is used to filter out larger measurement errors. In addition, the role of the 
geometry of the line of sight vector to GPS satellites is considered
Chapter 7 presents the results of attitude estimation using independent attitude Icnowledge 
for initialisation. Two flight data files of phase information, downloaded from UoSat-12, 
are used to recover attitude. In the acquisition process, the attitude knowledge is obtained 
from the independent ADCS system. Then, the line bias is first estimated by block bias 
search used only GPS measurements. In the tracking process, the developed algorithms 
(presented in Chapter 4) are tested to estimate attitude from all phase information, while 
the RLS (recursive least squares) estimator is used to update line bias.
Chapter 8 presents the results of stand-alone GPS attitude from phase information. The 
attitude acquisition is tested for a certain period to ensure that the estimated attitude and 
line bias are consistent and good enough to initialise the filtering estimator.
Chapter 9 draws the conclusions for the research study. The research contributions are 
summarised and some suggestions for future reseaich direction in the field of spacecraft 
attitude determination using GPS signals aie discussed.
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Literature Search on GPS Attitude Determination
This chapter introduces and discusses previous research in GPS attitude determination, 
and focuses on three substantial subjects; integer ambiguity resolution, error sources and 
operational attitude algorithms. The targets for this Ph.D. study are stated in the last 
section.
2.1 Integer Ambiguity Problem
When taking interferometric measurements, the GPS receiver can measure only a fraction 
of carrier phase cycle. If the length of the baseline vector is larger than one carrier 
wavelength (-19 cm) of the GPS LI frequency, the number of full cycles is unknown.
Considering a case when a GPS [KX] incoming wave plane Possible
from one GPS satellite Integer Cycles
satellite is normal to a particular --------------Tr"T9?m— ~T----------  + 5 ( ii4 c m .)------------------------------------  /  --------  +4 (76 cm.)
baseline of two antennas. Then ideally-------------------------------------- ^ -----  +3 (57 cm.)
there will be no phase difference in the + U i9 c m .)
received signals. However there can be ------- -----------------____________ ’ 2
other orientations that will also give ---------------------------- -V — ------------  ^
zero phase difference, because the path / = 65 cm. / = 100 cm
difference is exactly an integer number Figure 2-1: Integer ambiguity problem
of wavelengths. For a 65 cm baseline (UoSat-12 case), there are seven possible directions 
(including the actual normal direction); while a baseline of 100 cm permits eleven possible 
directions, all yielding zero phase difference. The situation is sketched in Figure 2-1. The 
detailed analysis is presented in Section 3.2 (Chapter 3).
For attitude determination, two general techniques potentially can be used to resolve this 
integer cycle ambiguity: an ambiguity search technique, or a motion-based technique.
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2.1.1 Ambiguity Search Technique
The general concept of an ambiguity search technique for attitude determination is to 
search for the true integer ambiguity set that minimises the error between the estimated 
phase differences and the measured phase difference, or the error between the estimated 
baseline length and the known baseline length.
Quinn proposed a method based on double phase difference to reduce the space of the 
ambiguity search [Quinn, 1993]. A condition to reject a wrong integer value is set using 
the variance of dilution of precision in geometry of selected GPS satellites to individual 
baseline. The method was tested with simulated GPS measurements. However, the 
difficulty was in setting the rejection threshold.
Another method called the null space has been developed [Martin-Neira et a l, 1995]. This 
searches for singular values of matrices to minimise the measurement residual. It has been 
reported that in simulations this method has shown remarkable reliability for any baseline 
configuration, baseline length and initial attitude knowledge error. However, the practical 
performance has not been verified with real GPS data [Daganzo and Pasetti, 1998].
Sutton presented a method that uses the QR decomposition of a differenced line-of-sight 
matrix to simplify the search formulation [Sutton, 1997]. This paper also showed how to 
determine parameters of the search, so that the probability of rejecting the true solution is 
guaranteed to be less than some chosen value, and the number of false solutions can be 
controlled. The method was tested with simulated GPS measurements. The simulated 
results showed that the probability of rejecting the true solution was always less than the 
maximum specified for the design.
Note that above methods make use of double phase difference in order to remove the 
offset error in measurements, and reduce the ambiguity search space.
Knight proposed an alternative approach which employs single phase difference 
measurements. In order to minimise the cost function, the maximum-likelihood estimation 
was used to maximise the probability density of measured phase differences [Knight, 
1994]. It performed remarkably well in the presence of multipath on the ground. However, 
no compai'able results between the motion-based methods and Knight’s approach have 
been reported.
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2.1.2 Motion-Based Technique
The motion-based technique operates on a batch of measurements collected over a given 
period of time, during which it is assumed that the integer ambiguities still remain constant 
over the given period.
Initially, Brown and Ward proposed to use Lagrange multipliers to minimise the least 
squares cost function of measurement error, and solving for the baseline pointing vector 
[Brown and Ward, 1990]. The developed method was tested on the ground with a single 
antenna-baseline for stationary and slowly rotating conditions. However, one drawback of 
this method is that the cycle ambiguities have to be constant during the motion.
Cohen significantly extended this work by studying this problem in the satellite context, 
where the baseline is on the satellite platform and may be fast moving. Three methods aie 
proposed in Cohen’s dissertation [Cohen, 1992]. They aie the platform motion, SV motion 
and quasi-static motion methods.
In the platform motion method, the phase difference measurements with unknown integer 
ambiguities are mapped into a set of displacement (delta position) vectors using analytical 
mapping. Consequently, these displacement vectors are transformed into an initial guess 
(in term of quaternion parameters) of the platform attitude. Using a batch least squares 
estimation, a best fit of integer ambiguities will be refined and matched with phase 
difference measurements. The platform motion method is employed when the time scale of 
platform motion is very much faster than the time scale of GPS satellite motion, for 
instance a rapidly spinning spacecraft or a kinematic platform such as an aircraft.
The SV motion method exploits the fact that integer resolution for the static platform is 
based on the orbital motion of GPS satellites. The rotation of line-of-sight vector to the 
GPS satellites causes the change in phase difference measurement across the baselines. 
The batch least-squares fitting is used to solved for the three Cartesian components of the 
baseline coordinates in the orbit-reference frame. Consequently, the integer solution is 
refined iteratively from the batch of measurements collected over a period of time.
The quasi-static motion method is considered when the time scale of platform motion is 
comparable to the GPS satellite motion. This method is suitable for spacecraft applications
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such as a nadir pointing, inertial-fixed pointing and slowly rotating spacecraft. The same 
batch least-squares fitting is used to find the best fit solution. The only difference is that 
the time span under consideration has to be increased over that used in the SV motion.
Two of these above methods, as algorithms for resolving attitude ambiguity, were 
evaluated in orbit onboai'd the GANE experiment [Lightsey, 1997]. These were the quasi­
static and the SV motion method. The reported results showed that the SV method did not 
converge to a solution. The quasi-static appeared to have the most consistent performance. 
However, there are some disadvantages of the quasi-static method. Firstly, a prior attitude 
estimate must be given. Secondly, the method is an iterative batch estimator which may 
not converge if a wrong prior attitude is given.
Another motion-based method was proposed, which minimises the Euler angles in a least 
squares cost function of measurement residual, and then minimise the integer 
consecutively [Conway et ah, 1996]. This method was successfully tested on a model 
helicopter with four GPS antennas, but required initialisation on the ground prior to flying.
Another motion-based method requiring no attitude knowledge is presented by Crassidis 
[Crassidis et a l, 1999b]. This sequential method is based on the maximum likelihood 
estimation. However, it requires three baselines forming a non-coplanar baseline 
configuration. It was tested using a GPS hardware simulator to simulate the motions of a 
typical low-Earth orbit spacecraft. Results indicate that this method provides a viable and 
attractive means to resolve the integer ambiguities effectively.
2.2 Error Sources
2.2.1 Multipath
Multipath is usually considered the dominant error source in caiiier phase difference 
measurement. The direct GPS signal from GPS satellites to a received antenna is perturbed 
by multiple signals reflected from nearby objects. Reflections from large, smooth and 
conducting surfaces are specular. Specular multipath produces highly correlated, slowly 
vaiying errors in GPS carrier phase measurement which is equivalent to an error in 
electrical path length of several centimetres [Comp and Axelrad, 1998]. A secondary but 
related effect is diffraction by signals passing the edges of nearby protrusions, for
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example, diffraction past a boom that may be present on a satellite. Diffraction multipath 
generally produces a rapidly varying enor which is equivalent to an error in electrical path 
length of several millimetres [Comp and Axelrad, 1998]. This type of multipath can be 
possibly mitigated with the use of dynamic filtering techniques. Conversely, the specular 
multipath poses a substantial problem and is expected to be difficult to mitigate by 
dynamic filtering.
Several researchers have proposed methods to model the multipath environment 
surrounding the antenna using computational electromagnetic modelling techniques such 
as the GTD (Geometrical Theory Diffraction). The GTD technique provides a high 
accuracy approximation to the electromagnetic field including direct, reflected and 
diffracted signals. This approach clearly requires specification in detail of the RF 
environment. The GTD technique has been used to model and verify the differential carrier 
phase error caused by multipath effects [Gomez et a l, 1995]. The test results on the 
ground showed that the predicted differential phase error using GTD is close to the 
measured differential phase error.
An alternative approach is to calibrate the multipath environment using measurements 
from the actual platform. There is a need therefore to test and make measurements for all 
expected directions of RF sources. A multipath map can be built up using spherical 
harmonic parameters [Cohen and Parkinson, 1991]. The coefficients of the harmonic 
function must be found in advance, for example, from measurements in an anechoic 
chamber using the real spacecraft.
A similar approach is to use the SNR measurements and adaptive filter to conect 
multipath error [Comp, 1996]. The adaptive filter is a recursive algorithm, which malces it 
possible to perform satisfactorily in an environment where complete knowledge of the 
relevant signal characteristics is not available. The filter can self-leaim and adapts itself to 
the variation by tracking time variations in the statistics of the input data. This technique 
has been shown to mitigate the multipath effects by almost 50 percent in carrier phase 
differences on the ground test. The novelty of this technique is that a new correction 
profile is generated for each data set and does not need any prior knowledge of the 
environment. However, this technique requires knowledge of the antenna gain pattern and 
an approximate attitude for initialising the recursive process.
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2.2.2 Antenna Phase Centre
The point of reception of a radio signal at an antenna is referred to as the phase centre, 
which is the apparent electrical centre of antenna. In general, this phase centre is not 
coincident with the physical centre of the antenna. Furthermore, the apparent received 
signal location will vary with the elevation angle, and also from one antenna to another 
antenna. The measurement of antenna phase centre variation requires an anechoic 
chamber, a precision rotator and an XY positioner. General results from patch antenna 
evaluation show that phase centre offset will be up to 5 mm when elevation angle is varied 
from -75° to +75° [Bartels, 1995], [Schupler et a l, 1994].
2.2.3 Baseline Error
The baseline vector is normally defined by the difference between the position of the 
geometrical centre of master antenna and slave antenna. If the baseline coordinates are 
actually determined from the mechanical drawings or to be measured before launch, 
vibration and thermal deformation may cause them to shift. An error in baseline and its 
orientation causes attitude error. Ward developed a filter for GPS-based attitude and 
baseline estimation [Ward, 1996]. This filter was tested off line with the flight data from 
RADCAL. The estimated baseline agreed with the mechanic coordinates within 5mm.
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2.2.4 GPS Receiver Architecture 
2.2.4.1 Switched Architecture
An early GPS receiver designed for 
attitude determination made use of a 
switched antenna input to measure 
phase differences as shown in Figure 
2-2 [Cohen, 1992]. The two advantages Figure 2-2; Switched architecture receiver 
of such antenna multiplexing are that the relative phase offset (line bias) between 
measurements caused by RF front end is eliminated. Secondly, the overall cost and 
complexity of the receiver is reduced to a minimum. All previous space-based GPS 
attitude experiments as presented in Chapter 1 are using this type of receiver architecture. 
The disadvantages of switched architecture are non-simultaneous measurements and lower 
overall signal-to-noise ratio [Cohen, 1992].
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Figure 2-3: Parallel architecture with 
common local oscillator
2 2.4.2 Parallel Architecture
The drawbacks of switched architecture in 
principle are eliminated with the use of 
parallel architecture as shown in Figure 2-3.
Since the same common local oscillator is 
distributed to each mixer of RF front ends, 
the oscillator phase noise is common and 
cancelling out perfectly in the differencing 
step between measurements [Cohen, 1992].
2.2.4.3 SGR GPS receiver
The SGR GPS receiver is a newly developed parallel architecture receiver based on 
commercial GPS chip-set technology as shown in Figure 2-4. The receiver architecture is 
similar to the common reference oscillator type, but the RF front end has extra phase lock 
synthesiser at the front of synthesiser circuit. The available GPS RF front ends (from 
several manufacturers) also have this extra circuit on chip that could not be bypassed.
Since each RF front end has its own phase lock loop on chip, the relative phase offset 
between measurements from two antennas may drift with temperature or supply voltage. 
Moreover, this relative phase offset at switch on may be unpredictable.
parallel architecture receiver which based on 
commercial technology can be listed as follows: 
[Unwin et a l, 2000].
• simultaneous phase difference measurements, for 
example, each of 6 tracking channels can be 
programmed for tracking the incoming signals 
from each antenna. This means that six
^  LNAAntennas
LNA
IJMA
^  LNA
Reference Oscillator
ul>tracking
modules
Figure 2-4: SGR GPS receiver
simultaneous measurements of phase difference can be obtained from each single 
baseline if six GPS satellites are tracked.
• high signal-to-noise ratio of incoming signal
• cost effective when compared to an expensive space-qualified receiver
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2.2.5 Line Bias
Line bias is a relative phase offset between measurements, caused by the different length 
of cables and by the different RF front ends. The pre-flight line bias can be measured on 
the ground before satellite is launched. However, it was reported that the pre-flight line 
bias on the RADCAL mission changed after satellite was operating in space [Lightsey et 
a l, 1994]. The analysis results showed that the estimated attitude was shifted with some 
attitude offset. Therefore, on boaid re-calibration was required to re-compute the line bias.
2.2.6 Antenna Pointing
The location and pointing of GPS antennas on board a spacecraft is very important for 
positioning and particularly for attitude determination. For a nadir pointing spacecraft, the 
aligned array antennas on the -Z facet can track GPS satellites most of the time. However, 
for an inertial pointing spacecraft, the visibility coverage is totally different.
One possibility to extend the visibility coverage is to point antennas in different directions, 
but at least one antenna has to point to the GPS satellites at a time. Clearly the advantage 
of non-aligned array antennas is that the navigation solution is continuously available. 
However, this also greatly reduces the field of view between common antenna pairs. 
Research on attitude determination using non-aligned aiTay antennas was initially 
presented in [Lightsey, 1997].
2.3 Potential Algorithms for GPS Attitude Determination
Methods based on least squares can be potentially used in attitude determination by GPS 
measurements: batch least squaies estimations; vector observations; and sequential 
estimation algorithms. The particular* choice of optimal method depends on the mission 
requirements and practical spacecraft details such as computation time available.
2.3.1 Batch Least Squares Estimations
The path difference can be formulated into the form of a quadratic cost function. Initially, 
Cohen [Cohen, 1992] proposed the least squares cost function associated with correction 
of attitude angles (presented in Section 3.3.1). One drawback of this method is the long 
computation time due to the iterative process required to refine the correction angles.
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2.3.2 Attitude Determination from Vector Observations
Attitude determination from vector observations based on Wahba cost function is another 
approach [Wahba, 1965], A number of ways have been proposed to minimise this cost 
function, for example QUEST [Shuster and Oh, 1981]. A brief description of the 
mathematics is given in Section 3.3.2.
The outstanding advantage of this approach is speed of the algorithm, which requires no 
prior knowledge of the spacecraft dynamics. Cohen first proposed a method to formulate 
the Wahba cost function from synthesising trial geometrical vectors from scalar carrier 
phase differences. But, at least three baselines in a non-coplanar configuration are required 
[Cohen, 1992], a configuration that may be impractical on a real spacecraft platform.
2.3.3 Sequential Estimation Algorithms
Kalman filtering has recently been used widely for spacecraft attitude estimation. Unlike 
the deterministic algorithms (e.g. QUEST) or algebraic algorithms (e.g. TRIAD [Wertz, 
1978]), the Kalman filter uses dynamic and/or kinematic models, and estimates spacecraft 
attitude using a time series of measurements.
A Kalman or other sequential estimator in principle gives better knowledge of the attitude 
than simply obtained by point measurements, in particular much better estimate of rates of 
change than simply taking differences. It can enable attitude determination over a period 
when fewer measurements are available. The disadvantage is that it does require 
sufficiently accurate dynamic model.
A well-known application has been the UoSat missions. The controller uses the gravity 
and magnetic field; the sensor is a low cost magnetometer. Real time attitude estimation 
based on the extended Kalman filter can be successfully achieved within 1 degree (la ) in 
roll and pitch and within 3 degrees (la ) in yaw for nadir pointing [Hodgart et a l, 1997].
Over recent yeais, Kalman filters have been widely used for GPS attitude determination. A 
Kalman filter based on quaternion parameters was presented by [Fujikawa and 
Zimbelman, 1995]. The filter was implemented for single and dual antenna baseline. The 
simulated results showed that the dual baseline provided a robust solution.
Chesley developed a Kalman filter algorithm for combining GPS measurements with
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gyroscope and sun sensors [Chesley, 1995]. Using flight data from RADCAL, an off-line 
process estimated attitude within 3 degrees error in roll and yaw, and 1 degree error in 
pitch.
Crassidis proposed an optimal attitude algorithm based on a non-linear predictive filter to 
estimate attitude from GPS measurements. The simulated results showed that this 
algorithm provided optimal solution even for a coplanar baseline configuration, and 
guarantees convergence even for poor initial conditions [Crassidis et ah, 1999a].
A newly developed fading Gaussian deterministic filter is one possible algorithm for the 
near future research in GPS attitude determination. This algorithm is applicable for 
computation of positioning and attitude [Hodgart et a l, 2000]. The significant advantages 
of this filtering estimator are globally optimal filter from a filter bank, and the ability to 
estimate the measurement noise covariance, and to estimate its own error covariance.
2.4 Research Topics
From the literature search, the following five areas in spacecraft attitude determination 
using phase information of GPS signals were identified for this Ph.D. study. An outline 
and brief description of each area follows:
2.4.1 Study on ADOP Analysis (Chapter 3)
Since 1990, the study of the geometry of GPS satellite selection for attitude determination 
has been limited to a few papers. In this Ph.D. research, the study of ADOP analysis, an 
analytical interpretation and numerical simulated solution will be presented, and it is 
described how the geometry of GPS selection affects to the attitude solution (detail 
presented in Section 3.4). The understanding of the ADOP analysis is used to compute an 
approximate pointing error for the UoSat-12 case (detail presented in Section 3.5.5).
2.4.2 Algorithms for GPS Attitude Determination (Chapter 4)
One of main challenges in using phase information for attitude determination is the integer 
ambiguity problem. However, the line bias is also another main problem, and most 
previous research has not seriously tackled this problem. Some argument may be made 
that line bias error can be removed by using double differences. However, this may result
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in more noisy measurements due to large errors introduced from differencing the 
uncommon measurements errors (e.g. multipath error or noise).
In this Ph.D. research, we identify two processes to achieve GPS attitude detennination: 
the acquisition process; and the tracking process.
In the acquisition process, the knowledge of attitude may be provided by external 
measurements (e.g. ADCS). It should be noted that when we refer to ADCS (Attitude 
Determination and Control System), we always refer to the independent system available 
on UoSat-12 (based on magnetometers and horizon sensor measurements, and Kalman 
filtering) [Steyn and Hashida, 1999], Then a block bias search algorithm (presented in 
Section 4.3) is used to gain an initial estimate of the instantaneous line bias on the GPS 
measurements.
In the tracking process, we use GPS measurements only. In order to recover path 
difference from modulo measurement, the integer cycle can be recovered using known 
attitude. However, it is possible that the resolved integer numbers may slip one cycle due 
to measurement error (e.g. line bias, multipath or measurement noise). A method of path 
difference recoveiy (presented in Section 4.4) is developed to detect and resolve such a 
cycle slip.
For fine attitude estimation during tracking process, we propose to use the GPS 
measurements collected from only two antenna-baselines to determine 3-axis attitude. As 
explained in flight data analysis and shown in Figure 6-12 and Table 6-8 of Chapter 6, the 
third possible baseline was not used because of poor accuracy associated with the 
corresponding antenna (see Section 1.4.3). Three implementations are developed to 
estimate attitude from GPS data: batch method, quaternion EKF estimator, and simplified 
EKF estimator.
For a batch method, we develop a new algorithm to construct vector measurements using 
scalar phase information collected from the two baselines (presented in Section 4.5.1). 
Then the available attitude algorithm applicable to vector observations can be used to 
determine attitude, for instance QUEST (presented in Section 3.3.2.1) or new attitude 
algorithm using vector observations (presented in Section 5.4.1).
The quaternion EKF (qEKF) estimator is a sophisticated estimator based on quaternion
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pai'ameters and complicated dynamic model (presented in Section 4.5.2). The advantage of 
this estimator is that large angle manoeuvres can be followed.
The simplified EKF (sEKF) estimator is based on small rotation dynamic model (detail 
presented in Section 4.5.3, and Appendix A). The advantage of this estimator is that it is 
compact and suitable for accommodation on board for nadir pointing spacecraft.
In order to continue correcting path difference after attitude solution has been acquired; the 
block bias search is not so appropriate, due to computation time used to search for the 
solution. An estimator based on RLS (recursive least squares) is developed to estimate line 
bias (presented in Section 4.6). The advantage of the RLS estimator is that time varying 
nature of line bias can be taken into account, and the result is smoother.
2.4.3 Attitude Acquisition (presented in Chapter 5)
At this stage, we now have developed all the algorithms needed for GPS attitude 
determination, except an acquisition process using GPS data only, which would enable a 
stand-alone system (GPS only). To this end, we need an algorithm which will resolve 
integer ambiguity without the input of any independent attitude data.
A new algorithm is developed to resolve integer ambiguity and achieve an instantaneous 
attitude solution. For acquisition, the algorithm is an ambiguity search technique 
requireing only four measurements from individual baselines. The Gram-Schmidt 
Orthonormalisation (GSO) procedure is applied to simplify the search formulation. The 
significant points of the new algorithm are that the formulation is expressed in analytic 
form, and the dimension of search space is greatly reduced.
Rather than tiying to solve for the most likely overall attitude, the algorithm looks for the 
most likely solutions to individual baseline pointing. These candidate solutions are then 
combined to generate most likely overall attitude.
2.4.4 Analysis of Space Flight Data (Chapter 6)
The goal of this research is to apply the proposed algorithms to test with the real GPS 
measurements. However, the first important step is to understand the flight data. The 
attitude knowledge from the reference ADCS and signal to noise ratio (SNR) information 
are used to analyse and characterise flight data.
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2.4.5 Attitude Estimation from Flight Data (Chapter 7 and Chapter 8)
Once the flight data has been analysed, the first demonstration is to use the reference 
ADCS attitude to initialise the system, and then determine UoSat-12’s attitude from GPS 
measurements only (results presented in Chapter 7). The results from this test will give 
understanding and provide significant information for the further test on stand-alone GPS 
attitude determination.
The next demonstration is to test the new algorithm to resolve integer ambiguity. The 
initial attitude acquisition will be tested over a number of epochs to ensure that attitude 
solution is consistent epoch by epoch (results presented in Chapter 8). This attitude 
knowledge can be used to initialise the developed filtering estimator.
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Background and Study on GPS Attitude Sensing
This chapter gives some background on GPS attitude determination, which is used and 
referenced throughout this thesis. This includes a brief introduction to attitude definitions 
and spacecraft dynamics, the fundamental measurement process for GPS attitude, and the 
studying of existing attitude algorithms based on deterministic least squares.
The selection of GPS satellites, error budget of measured phase difference, and expected 
pointing error have been investigated, and this information will be used to predict the 
performance of attitude determination using GPS signals. The details of an analytical 
solution, numerical solution and analysis of optimal GPS satellite selection is described. 
Consequently, an error budget and expected pointing error for the UoSat-12 case are 
presented in the last section of this chapter.
orbit-defined
3.1 Attitude Definitions and Dynamics coordinates
In this thesis, two coordinate systems are used 
to describe orientation of spacecraft: body- 
fixed coordinates (g); and orbit-defined 
coordinates (o).
The spacecraft body-fixed coordinates Xg, Yg 
and Zg are defined as shown in Figure 3-1. For 
the orbit-defined coordinates, the axis is 
defined in the nadir direction, the axis is in 
the orbit anti-normal direction, and the axis 
completes the orthogonal set.
body-fixed
coordinates
+ Y
+ X
Figure 3-1: Coordinate systems used in 
attitude determination
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3.1.1 Attitude Representations
There are several representations that can be used to describe the orientation of spacecraft. 
Euler symmetric parameters (quaternion) representation is commonly used in numerical 
computation. The reason is that there are neither singularities nor trigonometric functions, 
which may take more computation time. Quaternion representation has no obvious 
physical interpretation. Alternatively, Euler angle representation is clear for geometrical 
interpretation, particularly for small rotations. Euler angles are also often used as the input 
and output for computational processing. Moreover, Euler angles are useful for finding a 
closed-form of analytic solution to the equation of motion in several simple cases.
3.1.1.1 Euler Angles First rotation [2] Second rotation [1] Third rotation [3]
o
p i t c h ,0
Z y a w ,  (y
M
roll.
L
M
Figure 3-2: Demonstration of 2-1-3 Euler angle rotation
The orientation of spacecraft may 
be defined by three angles (roll, 
pitch, and yaw). These angles are 
obtained from the sequence of 
right hand positive rotation from 
a (Xo,Yq,Z q) set to a (XgYg,Zg) set of body-fixed axes. There are 12 possible sequences 
of rotation, which can be expressed with Euler angles. One example is a 2-1-3 rotation as 
shown in Figure 3-2. The first rotation is a pitch about the axis, this defines a pitch 
angle (ff). The second rotation is a roll about the intermediate L axis, this defines a roll 
angle (</>). The last rotation is a yaw about the Zg axis, this defines a yaw angle ( i//).
The attitude matrix, A , which transforms an arbitrary vector, , from the orbit-defined 
coordinates to spacecraft body-fixed coordinates can be expressed as [Wertz, 1978, p764]
A© —
cy/cO + sy/s<l^d sy/ctp -c y /sO  + sy/stftcd 
— sy /cd  + cy/s(f)sd cy/ctj) sy /sd  + cy/s(!)cd 
c(f^d —s(j) c(pc6
(3.1)
where A ©is the attitude matrix computed from Euler angles for 2-1-3 system, 
c is a cosine function, and 5 is a sine function.
The transformed vector, Vg, in the spacecraft body-fixed coordinates is then obtained by
Vg=A©Vo (3.2)
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3.1.1.2 Euler Symmetric Parameters
Euler’s theorem describes that the attitude of a rigid body can be expressed as a finite 
rotation of a rigid body through a single angle (0) about a fixed axis (e). The Euler 
symmetric parameters (or called quaternion) can be expressed in term of e and O by
e sin (0 / 2 ) 
cos(o/2) (3.3)
These four parameters are not independent, but satisfy the constraint equation
q ^ q ^ q f+ q l+ q ^ + q l= l (3.4)
The attitude matrix, , can be expressed in term of quaternion parameters by [Wertz, 
1978, p 414]
q\ - q l -  q \ + q\ '^iq\qi + 93^4) (^«?i% -  M 4)
2{q^ Q2 -  <?3^ 4 ) -q \ + ql~ql 3- ql 2 (^2% +^ 1^ 4 )
2 (^ 1  ^ 3 + 9 2 ^4 ) 2(^2^3 “ ^1^ 4 ) "  q\ "  ^ 2 + + ^ 4
(3.5)
It can be seen that the above expression contains no trigonometric functions that would 
require time-consuming computation. If the quaternion representation is used in the 
attitude matrix as shown in Equation (3.5), the roll, pitch and yaw attitude angles of the 
2-1-3 system can be calculated from
^ = arcsin(-fl32), 0 -  (y = arctan(a,2/'^22) (3.6)
where is an element of the attitude matrix.
3.1.2 Attitude Dynamics
3.1.2.1 Dynamic Equations of Motion
It is supposed that a rigid body is moving in inertial coordinates. The motion can be 
described by the translation motion of its centre of mass, together with a rotation motion 
of the body about some axis through its centre of mass. The rotation motion is caused by 
the applied moment. The basic equation of attitude dynamics relates the time derivative of 
the angular momentum vector (L), dL/dt, to the external torque, and can be expressed as 
[Wertz, 1978, p 521]
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dt (3.7)
where Imo/ îs a moment of inertia tensor of spacecraft (MOI), I MOI
- 4
- 4
" 4
Wg is an angular rate vector referenced to the inertial frame, expressed in body- 
fixed coordinates, Og = (O ^ ,
is an external torque vector, Ny N, f ,
and L = if the MOI is independent of time.
For an axially symmetric spacecraft, it can be assumed that the off-diagonal elements of 
the MOI tensor are very small and can be neglected. Equation (3.7) can then be explicitly 
re-written as
I a/o/ ^ b — I yyG)y = (3.8)
If the spacecraft is equipped with fixed-wheels, it is no longer a rigid body. Including the 
influence of the gravity gradient, and reaction wheel angular momentum, the dynamic 
equations in body-fixed coordinates can be expressed as [Wertz, 1978, p 523]
(3.9)~ (^G ) ^B  ^  ^ MOf^B ^
where is a gravity-gradient torque vector, f ,
is a torque vector generated by magnetorquers, Nj^y
is a relative wheel angular momentum vector, h„, = [h^ y^  f
For an axially symmetric spacecraft in a near circular orbit, the gravity-gradient torque is 
[Wertz, 1978, p 608]
(3.10)
where denotes orbital angular rate, col ~ (oM ^/R\ )
Rs -  geocentric position vector length, GM<g,= Earth’s gravitational constant
' N a ; ^^0  ( f  zz “  ^yy  ) ^ 3 3 ‘^ 2 3
N c> . = ^ ^ 0  XX ~~ f z z ) ^ 1 3 ^ 3 3
3COo { ly y  — f x c ) ^ 2 3 ^ 1 3
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Dynamic Equations for UoSat-12 Mini-Satellite
In the case of GPS attitude determination on UoSat-12, gravity-gradient torque, wheel 
angular momentum, and magnetorquers are taken into account in dynamic equations for 
Earth-pointing mode. The full equation of attitude dynamics is given
1 yyd)y
(fzz fyy)^ 33^ 23 ^z^yl^zz fyy)
^ M y  {ijcjc —  ) û ! i 3 ^ Ï 3 3  ~  ( ^ x x  ^ z z  )  ”  ^ z ^ x  ^ x ^ z  ~  ^ y
^ M z +  ( f  yy ”  ^xx )« 2 3 ^ 1 3  “  ^ x ^ y  (^ y y  “  ) "  ^ x ^ V y  +  ^ y K x  “  K z
(3.11)
Three reaction wheels are installed in the UoSat-12 for 3-axis stabilisation. It is assumed 
that the rotation axis of each wheel is aligned to the principle axis. The relative wheel 
angular momentum vector, /%, is expressed as
(3.12)
where = moments of inertia of the individual wheels,
^wx^^wy’^wz ~ relative angular velocities of the wheels
The wheel dynamics for identical wheels aligned to the principal axes, is computed by
W^x ^Wx^ Wx
= hwy — lyfyCOyyy
Jwz^Wz _
—
\ x ^W x^W x ^ W x
h/^ y = iw y ^ W y Nyfy
J h ' z _ J w z ^ W z  _ N w z .
(3.13)
where = [a^ ^^ x ^wy ^wzY = wheel torque vector.
3.1.2.2 Kinematic Equations of Motion
The attitude kinematic equation determines the rate of change of attitude with time. For an 
Earth-pointing spacecraft, the kinematic equation in quaternion parameters is given by 
[Wertz, 1978, p 512]
q = i f l q  = | A , <  
where Og is a body angular rate vector referenced to orbit-defined fames,
(3.14)
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(0« =
CO.Ox
CO.0\
.^ Oz
0 ^Oz ~ ^ Oy ^Ox -qy qi
Q = -^Oz 0 ^Ox ^Oy qy ^4 -q \0 , A„ =-^Ox ^Oz - q i q\ q4
_~^Ox ~ ^ Oy -^Oz 0 .-^1 - q i -qy
(3.15)
The vector of coj vector can be defined by
Wg = Wg -  Aw, (3.16)
If a spacecraft has a near circular orbit with orbital angular rate, co^ , then 
w , = [o -  w,, o f  is a constant orbital angular rate vector.
3.2 GPS Attitude Measurement
The fundamental observable in GPS attitude determination is the carrier phase difference 
between two antennas separated by the baseline length as illustrated in Figure 3-3.
For each GPS antenna, the 
received carrier phase signal is 
measured at the apparent phase 
centre of antenna itself. A relative 
phase difference between the 
received signals from two 
antennas is defined as carrier Figure 3-3: Carrier phase difference measurement
phase difference, cp (radian unit). If the length of baseline vector, /, is larger than one
carrier wavelength of the GPS LI frequency, the number of full cycles are unknown.
The mechanism of GPS attitude sensing can be explained from geometry as shown in 
Figure 3-3. A projection of the baseline vector on the line of sight vector to the GPS 
satellite is defined as single path difference, r (in length unit). This can be expressed in a 
simple formula {excluding measurement error)
Master
Antenna Antenna
r =
2 k
(3.17)
where n is the unknown integer cycle {excluding measurement error), 
is the known wavelength of GPS carrier frequency,
/ is the known baseline length,
a  is the unknown angle between the line of sight vector and the baseline vector.
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If there were no measurement errors, the quantity that would be measured by the GPS 
receiver would be
(3.18)
where r is a true modulo path difference in length units.
The true path difference r in Equation (3.17) can also be expressed in a vector dot product 
form
r = r s ( s g - b g )  (3.19)
where Sg is the unknown unit vector directed to GPS satellite in body-fixed coordinates, 
and bg is the known baseline vector in body-fixed coordinates.
The path difference can be rewritten in such a formula, which shows an attitude 
transformation matrix
r = f  + nA^ , = (As^ ’ bg) -  bgAs^ (3.20)
where A is the unknown attitude transformation matrix, and is the known line of sight
unit vector to the GPS satellite in orbit-define coordinates.
In reality, received phase measurements are perturbed by measurement noise (w), 
multipath error and bias. The measurement noise can be generated from the interfering 
radio frequency (RF) sources and from within the GPS receiver itself. The multipath 
signals are reflective signals from nearby objects surrounding the antenna.
A bias error (called line bias), , is a. relative phase offset or phase delay between two
antenna chains. Line bias is common to all measurements taken from a common pair of 
GPS antennas.
The full expression for path difference including integer cycles and measurement errors 
can be written
'RX (r-f-w+ /?)+ «  Ag, (3.21)
where is the recovered path difference including measurement error.
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It can be noticed that when the true modulo path difference ( r ) is close to the edge of
(± Ag]/2), the measurement errors may cause the overall figure of (r +w+y0) to wrap
around another (± Ag,/2 ) cycle.
Equation (3.21) can then be rewritten as
R^X ^  R^X (3.22)
where is a measured modulo path difference given by GPS receiver including 
measurement error, k is the unknown integer cycle including effects of measurement error.
The most likely two out of three possible value of integer k are given by
^ = {" "  " + [  f  (3.23)[n or n - 1, for r^ x <0
3.3 Deterministic Attitude Algorithms
If the integer ambiguities are resolved, the path difference can be recovered and used for 
attitude determination. This section gives some basic background to deterministic 
algorithms that can be used to estimate attitude from GPS data. In principle these 
algorithms are based on the least mean squares criterion.
3.3.1 Conventional Scalar Least Squares Estimation (SLSE)
In each epoch, a set of phase differences is collected from baselines and satellites, denoted 
baseline i and GPS satellite j. An attitude solution, A , can be obtained by minimising the 
cost function in least squares form [Cohen, 1992]
/=! j = l
where = recovered path difference for baseline i and GPS satellite j.
In least squares estimation, an estimated attitude matrix, A , can be expressed as
A = (SAa „ (3.25)
where A,, is a prior trial attitude matrix, ^A is the estimated correction to this prior attitude
^A = I3,3+[[A|]] (3.26)
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and, the attitude error vector A | and the anti-symmetric matrix [[A|]] are defined as 
[Shuster, 1993]
0 -  56
#.2:7)
For each trial in the iterative process (or recursive process in recursive estimation), the 
trial recovered path difference, r , can be expressed as
r =bjÂSo =bj(l3^3 +[[At]])À„So
~ ô ê
a |  = , [[a |]]  = -8yjr 0
S\pr <^9 0
The difference between r and r is then given by
? - r  = r-bX so-»> s[[A a]A „s<
The above equation can be rewritten as
r - r  =&-bg[[A%]]A^S( 
where & is an error in measurements expressed as
& = r-bgA^So
#.28)
(3.29)
(3.30)
# 3 1 )
The last scalar term of Equation (3.30) can be reformulated as
b^[[A|]]A,s« = hA |
where
h = s X [ [* > J ]^ -b X [ [S o ] ]
' 0 - 6 , 0
[[b j] = - K 0 K [[Sol] = - ^ z  0
- K  0 - J .  0 _
(3.32)
# 3 3 )
(3.34)
It is useful to note that the physical meaning of h vector is the cross product of the 
baseline vector and the line-of-sight vector when the trial A„ is an identity matrix.
From Equation (3.30) the overall difference between i}^ ''^ and should converge on 
towards zero in least squaie fitting. Therefore, the cost function can be rewritten as
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C135)M j=l
The solution of minimum attitude error vector in a standard LSE solution to an over­
determined set of linear equations is well-known as
where
= (h ’'h ) ‘^ 'h''At
Ar = [^ " ’ ••• 1%"*]T(miixl)
H =
h r '- ■ -b [A [[S o ]] '
(ninx3) _-bLÀ „[[s«]] _
(3.36)
(3.37)
(3.38)
In principle, the prior trial attitude is set as the identity matrix, and in each trial of the 
iterative process, after the attitude error vector A | is updated, the A matrix is then 
updated and fed back to update the A„ matrix for the next trial. In practice there may be
difficulties in obtaining a convergent solution unless the initial attitude is close in same 
sense to the final iterated solution.
However, it can be noticed that at each epoch, a point (instantaneous) attitude solution is 
provided, and is fully independent to any other measurements sampled at another time. 
The robustness of this approach is determined by the rank of H H matrix. There is no 
solution when there is only one GPS satellite or a single baseline in the measurements.
3.3.2 Vector Least Squares Estimation (VLSE)
A general cost function in least mean squares for finding an optimal attitude matrix from n 
vector measurements can be defined as [Wahba, 1965]
2
J  (A) — — Z <3 JjSjj2 ;=i " A sy (3.39)
where is a set of unit vectors as observed in body-fixed coordinates 
is a set of unit vectors as observed in orbit-defined coordinates 
Oj is a measurement weighting factor
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The problem of finding the constrained (by orthogonality) minimum of this cost function 
is known as Wahba’s problem. If the a.are a set of positive weights, then the cost
function can be scaled without affecting the determination of optimal attitude matrix.
Therefore, it is possible to normalise the weight to give = 1 • The cost function can be 
reformulated as shown in the q method by Davenport [Wertz, 1978, pp. 427-428]
y(A) = l- f r [A M '']3 l-^ (A )  (3.40)
where tr denotes the trace operation, and matrix M  is defined as
M s i a s '/ s o * '’ (3.41)H
Note that, the cost function 7(A) will be minimised when g(A) is maximised.
In GPS attitude determination, a set of vector are generally known. If the vector 
observations in the body-fixed coordinates, s^, can be constructed from the measured 
scalar phase differences, then the reformulated cost function can be formed directly. 
Consequently, the optimal attitude can be found by minimising the reformulated cost 
function. As mentioned in Section 2.3.2 of Chapter 2, at least three baselines in a non- 
coplanar configuration are typically used to construct pseudo-vector measurements from 
scalar phase differences. But in this research, a new method is proposed requiring only 
two baselines (detail in Section 4.5.1 of Chapter 4).
3.3.2.1 Solution using QUEST
Following from Equation (3.40), a cost function g{A) to be maximised can be 
reformulated using quaternion parameters [Wertz, 1978, pp. 427-428]
g(q) = q^Kq (3.42)
where the K matrix is a (4x4) matrix defined as
S-%1 : Z'
K = (3.43)
z f  :
and S = M + Z = ^ a j  (5 ^  ^x ) (3.44)
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Shuster and Oh developed a method for constructing the optimal quaternion using the 
Gibbs vector to reformulate and analyse eigenvalues of the K matrix. The explicit solution 
shows that the maximum eigenvalue is very close to unitary when the cost function is 
minimised. The optimal quaternion, is then formulated in analytical form as
presented in [Shuster and Oh, 1981].
3.4 Optimal GPS Satellite Selection
As the satellite geometry changes with time due to the relative motion of the GPS 
satellites, this factor influences the quality of results. For example, the GPS satellite 
geometry will magnify uncertainties in the calculation of the user position when the angle 
between the GPS satellites as viewed from the user is small. Numerically, the PDOP 
(Position Dilution of Precision) factor can be used for evaluating the given uncertainty of 
position [Kaplan, 1996, pp. 264-268]. Likewise in GPS attitude sensing, the uncertainty of 
the attitude solution depends upon the geometry of GPS satellites and baseline orientation, 
and can be expressed numerically as an attitude dilution of precision (ADOP).
3.4.1 Geometrical Interpretation of ADOP
To understand the concept of ADOP we can consider a number of cases. By geometrical 
analysis, it can be shown that the minimum error obtained from a differential phase 
measurement exists when the line of sight vector to the GPS satellite is normal to the 
baseline vector. The error increases while the baseline vector points to the line of sight 
vector, realising a singularity in worst case of actual pointing along the line of sight. The 
optimal configuration of satellites for the cases of single, dual and triple baselines can be 
simply shown in Figs 3-4, where the satellites are normal to one or more baselines, and 
line of sight vectors are normal to each other.
SV#3DoOsv#2
Îz„
QoDsv#! QoQ sv#2
IMI sv # i
U0USV#3
DoQ sv#2
DoDsv#i
single baseline dual baselines triple baselines
Figure 3-4: Optimal geometry of GPS satellites for various baseline configurations
3L12
Chapter 3: Background and Study on GPS Attitude Sensing
In the case of a single baseline, if the baseline rotates to align with one of the line of sight 
vectors, it is clear that the satellite selection becomes non-optimal.
In the case of the dual orthonormal-baselines, a minimum of two satellites is required to 
determine attitude. One is best aligned normal to the both baselines, the other aligned 
along one of the baselines.
In the case of the triple orthonormal-baselines, the three line of sight vectors should also 
be orthonormal, and each line of sight vector is noraial to baseline vector.
3.4.2 Analytic Interpretation
From Equation (3.36), the covariance of a|  vector is computed by
= j  ( h '^H )“' (3.45)
where ( ) denotes an expectation operator, is the standai'd deviation of phase
difference errors expressed in metre unit, H is a dimensionless observation matrix as 
shown in Equation (3.38), and L is a normalising baseline length (metres).
Therefore, the ADOP can be defined as
A£>OP = i/«r(H''H]r' = — <Te (3.46)<TSr
where pointing error,
ADOP or the normalised root-mean-square (RMS) of the attitude error caused by 
geometry can be optimised by minimising the summation of the diagonal elements of the
(H^H) 'matrix.
To describe the ADOP in term of analytic solution, a simple case with various line of sight 
vectors over the receiving hemisphere of the antenna is assumed for both dual and triple 
orthonormal-baseline configurations. The analytic solutions are given in Table 3-1.
It can be seen that there is a singularity, and therefore no solution for dual orthonormal- 
baselines when each satellite aligns along a baseline. By contrast, there is no singularity in
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the case of the triple orthonormal-baseline. At least two satellites are required for both 
dual and triple orthonormal baseline configurations. The summary is listed as follows:
1) In the case of a dual orthonormal-baselines, these two line of sight vectors ideally 
should be normal to each other, and one of those vectors should be normal to the baseline 
plane.
2) For triple orthonormal-baselines, there is no restricted geometry needed to avoid 
singularity. However, the direction of GPS satellites should not lie on the same plane.
3) ADOP will decrease as more GPS satellites are included in the calculation.
3-14
C4 O 2o o o
O ,«S I<n-c I O)a a:
o
(NP O o o
TH
o
oo
oo!
O o
o o o
00
o o oo oo op o oo oo
o ocs o o o o o
o o o o o o o o
oo oo oo o oo oo oo oo
lo
CO
Chapter 3: Background and Study on GPS Attitude Sensing
3.4.3 Simulated Numerical Solution
The results in the Table 3-1 were purely derived from analytic form. It is useful however 
to simulate results that compare more closely to a real case. Accordingly, the location of 
24 GPS satellites and a spacecraft in low Earth orbit were generated over a 24 hour period. 
The attitude of the spacecraft was generated using Equation (3.14), and assumed to be 
perfectly nadir-pointing. Using Equation (3.46), the ADOP figures were computed from 
all tracked GPS satellites once every 10 seconds for both dual and triple orthonormal- 
baselines. It was assumed for this simulation that there was no error in the phase 
difference measurements.
Figure 3-5 shows the simulated ADOP for two different lengths of baseline; 100 cm is 
regarded as the reference, and 65 cm for the UoSat-12 platform. As can be seen in Figure 
3-5, the ADOP is independent from the length of baseline.
Simulated ADOP for 100 cm and 65 cm Baseline Length
2 .0  -I
1 . 8  - -
1.4
1.2
1.0
0.8 - -
0.6 f  
0.4
0.2
0.0 4
dual base|ine j  ] [  [avg. = 0.94
triple baseline lavg. = 0.6B
0 3 18 21 246 9 12 15
Time (hours)
Figure 3-5: Simulated results of ADOP for 100 cm and 65 cm baseline length
3.4.4 ADOP Analysis
For the dual orthonormal-baselines, as can be seen in Figure 3-5, the average figure of 
computed ADOP is close to unity. From this result, the pointing error can be approximated 
by
radian (3.47)
dual orthonormai -hase lines
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For the triple orthonormal-baseline, the H H matrix can be written as
A^BB"A,[[s^^>]] (3.48)M
where B = [b,j, ••• b„„],^,„,.
As mentioned previously, we wish to minimise the square root of trace of (H^H) ' matrix, 
which in effect minimises the effect of GPS satellite geometry on attitude error.
It can be noticed in the above equation that the attitude matrix will be independent from 
this problem when BB^ = , where L is a normalising length of all baselines, and I is
the 3x3 identity matrix. Then, the ADOP factor is purely dependent the geometry of 
selected line of sight vectors. This condition occurs when the baselines are in an triple 
orthonormal configuration, and no other configuration satisfies this condition.
The ADOP figure for the triple orthonormal-baselines can be defined as
AZ)0/’ = < rV (iS » > F i5 ÿ îîr  (3.49)
triple orth onorm ai -haselities
3.5 Phase Error Budget
This section derives an error budget for GPS attitude determination caused by the error 
sources. Before discussing the error from each source, it is necessary to introduce the GPS 
signal structure.
The coarse/acquisition (C/A) code signal transmitted by each GPS satellite is a product of 
three components as shown in Table 3-2. This signal is always available for civilian GPS 
receivers.
Table 3-2: Component of C/A code GPS signal
Signal Component Detail
code c(t) unique pseudo random noise (PRN) code at/o = 1.023 MHz
data d(t) navigation message at 50 Hz
carrier sin(2;^f) naiTOw band width (2.046 MHz) GPS carrier where/=1540/o
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This can be written as
5(f) = Ac(f)j(^)sin(2;r 1540/„f) (3.50)
where 5(0 = modulated C/A code GPS signals at LI frequency 
A = amplitude of modulated signal
3.5.1 Receiver Noise
In general, more than one GPS signal is received by a single GPS antenna. Therefore, 
these GPS signals will appear at a digital tracking loop channel which consists of code and 
carrier sub-tracking loops. The C/A code generator inside a code sub-tracking loop will 
replicate only one code which is correlated with the incoming unique PRN code 
transmitted by each GPS satellite. The correlation function of the code sub-tracking loop 
will depress all the signals transmitted by other visible satellites, and bring up only the 
signal transmitted by the desired satellite. Simultaneously, a carrier-phase sub-tracking 
loop will replicate carrier-phase to match the phase of the incoming carrier signal 
transmitted by the desired satellite. When these two carrier signals match in phase, then 
the phase of the replica carrier signal is considered a phase measurement.
Additive noise caused by the temperature of the receiver will be present at the input of the 
tracking loop, and will cause phase error in both carrier-phase and code-phase. This study 
will concentrate on the carrier-phase error only. In general, thermal noise is considered to 
be a white Gaussian random process. Because the phase difference measurements are 
made from two separate RF-front ends, it is assumed that the thermal noise between two 
antenna chains is uncorrelated.
The RMS carrier phase error caused by receiver noise, , in the tracking loop of the GPS 
receiver is given in [Kaplan, 1996, p 158 ] (see derivation in [Holmes, 1982] )
À
271: \
B..
( % )  2tJ c / n 3 metre (3.51)
where A = carrier wavelength of LI frequency, 0.1903 metre.
Bn = noise bandwidth in Hz
C/No = received carrier-to-noise power density ratio, [C/No] expressed in dB-Hz 
Tint = integration time of loop filter
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A typical [C/Wq] figure for a space GPS receiver would be in the range of 40 dB-Hz to 50 
dB-Hz as computed and described in [Purivigraipong, 1999]. The integration time of loop 
filter is assumed to be in the range from 1 to 20 msec, and the noise bandwidth of PLL is 
considered to be narrow band, for example 1 Hz to 50 Hz [Kaplan, 1996, p 159].
(m m ) RMS Range E rror Caused by Receiver Noise
For the SGR GPS receiver, 
the PLL is designed with 
Tint = 1 msec, and Bn = \0 
Hz [SSTL, 1999]. Figure 
3-6 shows the RMS carrier 
phase error caused by 
receiver noise as a function 
of [C/Nq] computed from
[C /N „] (dB-H z)
Equa (3.51). Figure 3-6; RMS phase error caused by receiver noise
The measurement for GPS
attitude sensing is the carrier phase difference between measurements from two antennas. 
Therefore, the RMS error of carrier phase difference, cr^, caused by receiver noise can be 
expressed as
2.0  - -
Bn = 50  Hz
Bn = ;SGR GP^ receiver
0.5 - - Bn ^  1 Hz
0.0
40 41 42 43 44 45 46 47 48 49 50
2 2 
r(antenna#\) ^  r(antenna^2) (3.52)
3.5.2 Multipath
Multipath is generally considered the dominant error 
source in attitude determination. The received GPS 
signal at the antenna phase centre is a superposition of 
the direct carrier signal and the reflected signal.
The simple case of one direct signal and one multipath 
signal is shown in Figure 3-7. The geometry clearly 
indicates [Bishop et a l, 1985]
S0„m = arcsin J _ A  V2 4 (3.53)d
P hasor diagram
m ultipath
direct
I
(|)^  = m easured phase 
(|)j = direct signal phase 
(|)„, = m ultipath signal phase 
&|) = phase error
Figure 3-7: Phasor diagram of 
single ray multipath
where = amplitude of direct signal, and = amplitude of multipath signal
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The above equation can be rewritten in term of RMS range error
Ov = — iarcsin 
"  27T
1 1
V2 i^çjSMR]/\0
where [SMR] = signal-to-multipath ratio expressed in dB.
(3.54)
As shown in Figure 3-7, the 
maximum of carrier phase 
error occurs when the 
multipath signal vector is 
normal to the composite 
signal vector.
(mm) RMS Range Error Caused by Multipath
25.0
20.0
15.0 --
10.0
5.0 - -
0.0
0 10 20 30 40 50The RMS carrier phase error 
caused by multipath for 
[SM/?] varying from 0 dB to 
50 dB is shown in Figure 3-8, computed from Equation (3.53).
[SMR](dB)
Figure 3-8: RMS phase error caused by single ray multipath
In order to control the error caused by multipath within some satisfactory limit (e.g. 5 mm 
error [Cohen, 1992], which [SMR] is 13 dB approximately), the environment around the 
antenna must be considered carefully.
Since the measurement for GPS attitude sensing is carrier phase difference between two 
antennas, the RMS range error of carrier phase difference caused by multipath can be 
calculated using Equation (3.52).
3.5.3 Relative Phase Offset (Line Bias)
The relative phase offset between measurements from two antenna chains depends on the 
system architecture. As described in Chapter 2, the use of a switched architecture receiver 
or a parallel architecture with common local oscillator receiver can remove the relative 
phase offset inside the receiver. But, phase offsets caused by differences in LNAs (low 
noise amplifier) and RF cables will still be present in any receiver.
The relative phase offset caused by RF cables is in principle eliminated by having the 
same physical length of cable for both antenna chains. However, this may be impractical:
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a difference of 1 mm in physical length between two cables is equivalent to 1.89 degrees 
phase (LI frequency) multiplied with the square root of the dielectric constant of cable.
Different LNA modules may cause a relative phase offset. This offset error will vary 
between any pair of LNA modules. To reduce this relative phase offset, the components 
and layout of printed circuit board of these two LNAs should be designed to be identical.
3.5.4 Total Error Budget
Estimated errors in a carrier phase difference from all error sources are given in Table 3-3. 
Table 3-3: Error budget
Sources Expected range error (RMS) in 
phase difference measurement 
computed by Equation (3.52)
Multipath, [SMR] = 13 dB ~ 7.0 mm
Receiver noise (Tint = 1 msec, Bn = 10 Hz, [C/Nq] 
= 45 dB-Hz)
~ 0.7 mm
Line bias depends on the physical length of 
RF cable and hardware design of 
LNA, and relative RF-front ends.
Total error ~ 8 mm
3.5.5 Expected Pointing Error for UoSat-12
From Equation (3.47), an approximate RMS attitude error (in degree unit) for dual 
orthonormal-baselines (normalising length L metre) is given by
180 
L n degree (3.55)
The expected RMS attitude error of UoSat-12 (using only dual baselines, L = 65 cm) and 
compare to the case of L = 1 metre are shown in Figure 3-9.
If the expected range error is 8 mm, the expected pointing error cTq of 65 cm dual 
baseline on UoSat-12 will be within 0.8 degree.
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(deg) Expected Pointing Error versus RMS Path Difference Error
2.0
UoSat-|12 (L = ^5 cm)
0.6
0.4
0.2
0.0
L = I n)etre
0 2 4 6 8 1210 14 18 2016
RMS Path Difference Error (mm)
Figure 3-9: Expected pointing error for UoSat-12
3.6 Conclusions
In this chapter, the relevant background on attitude definitions and spacecraft dynamics 
has been briefly introduced. The fundamentals of interferometry for attitude determination 
from phase information have been discussed. The standard attitude algorithms based on 
deterministic least squares have been studied.
The ADOP analysis that was mostly absent in previous research has been addressed in this 
chapter. The analytical formulation and simulated results were derived in order to provide 
the information which predicts the pointing error.
To give some indication how phase error will affect attitude, the phase difference error 
budget was discussed for each particular error source: measurement noise, single ray 
multipath and line bias. The analytic formulation for predicting an approximate pointing 
error was presented. This material will be used in analysis of flight data in Chapter 6 for 
understanding and predicting the plausible accuracy of attitude that we can achieve.
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Development of Algorithms for GPS Attitude 
Determination
4.1 List of Significant Symbols
This section reminds some significant symbols used in this chapter. For other symbols, the 
definition is given in the “List of Symbols”, page ix.
Table 4-1: List of significant symbols
Symbol Definition Full Explanation
R^X "^measured path difference” raw measurement of modulo phase difference 
{excluding integer cycles) given by GPS 
receiver, and then converted into a range unit
f '’'recovered path difference” phase difference including the recovered integer 
cycles k and the corrected line bias P , and 
then converted into a range unit
X trial X -
x~ predicted x -
X estimated x -
X modulo 2%  of X -
n integer n integer ambiguity excluding effects o f error
k integer k integer ambiguity including effects o f error
A, attitude matrix attitude matrix computed from quaternion
Ae attitude matrix attitude matrix computed from Euler angle
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4.2 Overview
Attitude determination using GPS phase information can be achieved in a number of ways, 
which are described here: following Wertz [Wertz, pp 437 -  470], we may distinguish 
between batch (or block) least square estimation, recursive least squares (RLS) 
estimations, and Kalman filtering.
The principal computational advantage of the RLS estimator over the batch estimator is 
that the iterations are not required. However, the RLS estimator is more sensitive to poor 
measurement, particularly at the beginning of a pass. The formulations of Kalman filter 
and RLS estimator are similar. The difference between RLS and Kalman filter is that the 
RLS algorithm is deterministic whereas Kalman filter is stochastic. The RLS algorithm 
does not requires system dynamic model and propagation of the state in its operation.
We distinguish also between the initialisation (acquisition) process and a tracking process, 
which may work on different principles. We need also to consider the role of independent 
attitude determination with data provided by an external source (e.g. ADCS) to aid with 
initialisation.
We also refer to coarse attitude determination which uses a minimal amount of GPS 
measurements and/or ADCS information to acquire the attitude. This is distinct from fine 
attitude determination which refers to the tracking process and makes maximum use of all 
the GPS measurements and no external data.
By “attitude determination”, we also need to determine line bias which is initially assumed 
to be unknown. This parameter
has to be solved in order to find 
the actual attitude of spacecraft.
Figure 4-1 and Figure 4-2 show 
a general schematic of the 
overall process under these 
various headings.
In the acquisition process of 
Figure 4-1, we analyse a method
m easured path differences 
from  i baseline, -(»  
j  satellites,
known line-of-sight 
vectors
U)
SNR threshold for 
m easurem ent selection
epoch to
Acquisition Process
ADCS A ttitude
block bias 
search
P M
attitude
know ledge
epoch t, A,(/|)
Figure 4-1 Schematic of acquisition process
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using data from the independent reference ADCS and also the GPS systems. In this 
process, the ADCS provides the initial estimates of attitude for use in the tracking process. 
In combination with the GPS measurements, by back calculation, we are able to provide a 
first estimate of the line biases in the system. We may note that the "block bias search” is 
a special algorithm required to find the line biases.
In Chapter 5, we consider a novel and different scheme for attitude determination, which 
uses only GPS measurements to solve for the integer ambiguity problem, and provide an 
initial attitude estimate.
In the tracking process 
of Figure 4-2, we are 
using only GPS 
measurements. The 
schematic shows the 
following processes; an 
array of measured path 
differences (with
unsolved integer
ambiguities) is derived 
from the actual GPS 
measurements at point 
(1). Using prior attitude
measured path differences 
from i baseline, - i j )  
j  satellites,
known line-of-sight (v) 
vectors
Tracking Process
Acquisition Process required only 
at 1 epoch
SNR threshold for 
measurement selection
Q N
n
p  denotes epoch number
path difference 
correction
Pi(p+i)*------
4 -^ -----
® , '
attitude
estimation
® Â , „
RLS for
line bias
estimation
I for 
j next "T^poch 
[  processing
! (p+n
Â 7-
Figure 4-2: Schematic of tracking process
knowledge (derived either from the acquisition process or from a previous epoch in the
tracking process itself) and prior line bias knowledge at point (2), then the necessary 
integer cycle and line bias corrections are made to derive an array of recovered path 
differences at point (3). At this point the data enters the actual estimator "fine attitude 
estimation” of which three different kinds are analysed (i) a batch method using a 
combination of vector reconstruction and QUEST, (ii) a quaternion extended Kalman filter 
(qEKF), and (iii) simplified extended Kalman filter (sEKF).
The qEKF estimator is based on a sophisticated model, which can operate under large 
angular rotations, whereas the sEKF estimator is based on an Euler angle model for an 
Earth-pointing satellite undergoing only small rotation angles.
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At point (4), a method based on the recursive least square (RLS) estimation is used on this 
attitude data in order to update knowledge of line bias and also provide an initial reference 
at the next epoch to enable the recalculation of a new array of recovered path differences.
4,3 Acquisition Process - Block Bias Search
As explained, the acquisition process combines GPS measurements and ADCS data to find 
the line bias. A set of j  m easu rem en ts ,co llec ted  from individual baselines can be 
expressed as
(4.1)
(yxi)
.  r A  Irwhere y > 4 , and is a baseline pointing in orbit-defined coordinate
system calculated from
6o=Â^,bg (4.2)
where is the estimate of the attitude obtained from the reference ADCS system,
b^is now an estimate of baseline pointing computed from known ADCS attitude
An equivalent formulation in matrix form of Equation (4.1) can be written as
Sy
1 ^ 0 ^
p-(l)'RX
1 ^ ( 2 )'RX
• =
:
« ( ./) 1 ( 7x 4 ) J . (4x1)
= U )J R X  _ (7x 1)
(4.3)
where
S =
' s g r ^0)'RX
s g ’ 1 y = bo
J . (4x1)
^RX -
p(2)
^RX
’ k = (4.4)
1 ( 7x 4 ) J rx  _ (7x 1) (7x 1)
As the attitude A ,^is known, an estimated integer h can be obtained from
= round
V L^l
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We limit then the range for each trial integer k to n , w +1, and n -1 . If the best GDOP of 
four GPS satellites is selected, only 81 trials of four integers will be tested.
For each set of k^'^\ a most likely solution of trial baseline vector b^,, and trial line 
bias P is then computed by
" b .l  rc (r„ „+ l..k T 04.6)bo c ( f^  y^ ,^k)y =
J . + /l^ik)_
where matrix C and vector c aie expressed by standard least mean squares formulation
'(3xy)
_ N ) _
(4.7)
As the attitude infoimation has been provided, we can exploit the least mean squares 
criterion to test for nearest solution of pointing direction of baseline vectors in orbit- 
defined coordinates.
bo " b ^ (A8)
The short-list is generated in descending order of goodness of fit (g). The top choice on the 
list is the most plausible solution to the pointing direction from GPS measurements alone. 
Once the trial vector b^ of the plausible solution has been found, the fourth component of 
ÿ vector (the estimated line bias) is found.
?  = c(r„+ /l„fc) (4.9)
where k is the set of trail k which gives the smallest g in Equation (4.8).
4.4 Tracking Process - Path Difference Correction
Once the knowledge of attitude and line bias is available, the path difference can be 
recovered from measured path difference given by GPS receiver. Considering a single 
baseline and one GPS satellite, the unknown truth path difference r (included full integer 
cycle) can be expressed as
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r = r + « 4 , = - P (4.10)
where f  is an unknown truth modulo path difference excluding measurements errors, 
is an known received modulo path difference including measurement errors, 
n is an unknown integer cycle excluding measurement errors, 
k is an unknown integer cycle including measurement errors,
P  is an unknown truth line bias
At epoch p, knowledge of attitude from the previous epoch (p-1), is required to
predict path difference. The predicted path difference, r~, is given by
^ ( / p ) (4. 11)
Therefore, the predicted integer resolutions, n , can be obtained by
n^ fy) = round ‘'Ll (4.12)
Consequently, a trial recovered path difference, r , can be calculated from
4p) “  R^Xip) + A/M)
where A/M)is knowledge of line bias at epoch (p-1).
04T3)
The line bias is assumed to be slowly varying with time. Therefore, the differences 
between predicted measurement r~ and trial recovered measurement r , can be considered 
to estimate the integer k . The estimated integer k is approximately calculated from
k / ,) + < + - 3ÀL\
(4.14)
Once the set of integers k is defined, the recovered path difference r^ ^^  for baseline i and 
GPS satellites j  is then obtained by
A(p-i (4.15)
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4.5 Tracking Process - Fine Attitude Estimation
4.5.1 Vector Least Squares Estimation (VLSE)
This method has some novel features in that it seeks a mapping to enable the QUEST 
method used in a batch calculation (single epoch) to determine the attitude. As stated 
earlier, QUEST can only be used on vector measurements. Since the GPS data is 
inherently scalar, a method is needed to convert this scalar data to pseudo-vector 
observations first.
Given two arbitrary baseline vectors in body-fixed coordinate system,b,g and two
phase differences are measured from the baselines for each visible GPS satellite. 
Constructing a vector observation to a GPS satellite in body-fixed coordinate system 
directly is not a trivial task as each baseline vector contains an arbitrary value in the jc, y 
and z coordinates. With the new algorithm, the arbitrary baseline plane is transformed into 
an XY plane of a new coordinate system {n) by using a transformation matrix. In the new 
coordinate system, each baseline vector contains a zero value in z coordinate, therefore, it 
is possible to construct a three-dimensional vector observation from two-dimensional 
information. These vectors can be transformed back into body-fixed coordinate system by 
multiplying with the inverse of the transformation matrix. GPS
The key point of this method is the way of the new 
coordinate system is defined. The axis is defined to
lie on the b,g  vector coincidently, and the axis is
defined normal to the bjgbjg baseline plane. Therefore,
the Yyv axis is then normal to the X^Z^ plane.
The transformation of baseline vector from body-fixed 
coordinate to the new coordinates is expressed by
Figure 4-3: Geometry of 
baseline vectors
(4.16)
where is a transformation matrix from body-fixed coordinates to new coordinates.
The geometry of the baseline vectors in body-fixed coordinate system and the new 
coordinate system is illustrated in Figure 4-3. The matrix for transforming the baseline
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vectors from body-fixed coordinate system to new coordinate system, , is given by
- (b[g xb2g)xb;g xb2g_11^ib1 ||(k,g xb2g)xb|g|| ||b|g xb2g|
-I
(4.17)
Consequently, two arbitrary baseline vectors in body-fixed coordinate system now can be 
transformed into new coordinate system by using the transformation matrix. The baseline 
vectors in new coordinate system are given by
b , « = T > , ^ = k  0 o f  (4.18)
b2yv=Tflb2fi=k (4.19)
where
»,=l|b,.||. (4.20)P ib|| Pig I
It can be seen that the b,;  ^vector lies on theX,^ axis, and the bg^ vector lies on the 
X^Zyy plane in the new coordinate system. The three-dimensional unit vector in the new 
coordinates, , now can be constructed from recovered path differences.
For each tracked GPS satellite, the recovered path differences f[ and are obtained for 
baseline b,^ and bjyv respectively. Thus, the vector is given by
S(v=Uat yN ZnY  (4.21)
where
V. ’ I k x b ^ J '
As this vector is relative to the position of the given GPS satellite, the sign ambiguity of 
Zff coordinate can be solved from geometry. The desired unit vector observation in body- 
fixed coordinate system is then given by
Sg = (t  ^ ) Syy (4.23)
As the line of sight vectors in orbit-defined coordinate system, Sq ,^ to GPS satellites are
known and the new algorithm presented has provided a set of Sg^  vectors, then the M 
matrix of the reformulated Wahba’s cost function in Equation (3.40) can be constructed.
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A direct attitude solution can be obtained from either a new attitude algorithm presented in 
[Hodgart and Purivigraipong, 2000] or the QUEST method. Computer simulation results 
using the QUEST method are presented in [Purivigraipong et a l, 1998].
4.5.2 Quaternion-Based EKF (qEKF) Estimator
The assumptions for qEKF implementation are listed as follows:
1) The orbit of spacecraft is near circulai* with almost constant angular rate.
2) The system noise model has zero mean.
State Vector
The state vector, x, is defined as
x = q ^  co^  (O^, w j (4.24)
System Model
The non-linear model in the filtering estimator is defined as [Brown and Hwang, 1997]
X = f (x, r) + w(0 (4.25)
where f (x, t) is a non-linear system model,
w(f) is a zero mean white system noise with covariance matrix Q
In the qEKF estimator, the kinematic equation based on quaternion parameters is 
expressed in Equation (3.14).
From Equation (3.11), the rate of change of angular velocity can be expressed as
MX + i^ zz  ~  ^ yy Ka^ 23 ~ ^ z ^ y  zz ~  ^yy )  ~~ ^ y K z  + ^ z K y  ~  K x  }+
My AA ~^ ZZ “  ^ z ^ x  AA ~ ^ z z ) ~  ^ z K x  +  ^ x K z  “  K y ] +  ^ v
^ J +  ^ 0 ) 1  ( / -  7 ^ )ct23^I3 “  ^ A - ^ v y v ~ ^ x x ) ~  ^ x K v  +  ^ v K x  ~  K z } ' ^
A "
d>. =
A _
(4.26)
where w = [w^ . Wy .
The difference between the actual state vector, x , and estimated state vector, x , is defined 
as the state perturbation. Ax
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Ax(0 = x (0 -x (0  (4.27)
As it is assumed that Ax is small, the system model can be approximately derived from
f (x, ?) « f (x, )^ + F • Ax (4.28)
where F is a lineaiised system model defined as
F = ' a f 5ô>g_9x_ x=x 9x d \
From Equation (3.14), the perturbation in rate of change of quaternion is
9q 9q
9x g  J
where
9q 5<»g _ 1 A
From Equation (3.9), the perturbation in tOg can be expressed as
9x
9(bg 9côg
where
acblg  _ [ - i
9q
_ 9q 9o)g 
9Nr
MOI 9q
COo X + h y )
(4.29)
(4.30)
(4.31)
(4.32)
(4.33)
(4.34)
(4.35)
A discrete state transition matrix, 0 ,  can be approximated for a short sampling period Af
0  == I +FAf (4.36)
where I is an (7 x 7) identity matrix, and Ar =
Therefore, the discrete state perturbation model is then given by
(4.37)
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Measurement Model
A discrete non-linear measurement model is expressed as
z = h(x, r) 4- m(0 (4.38)
where h(x, f ) i s a  non-linear output model,
m(r) is a zero mean white measurement noise with scalar covariance R
The linearised innovation error model in EKF is given by [Brown and Hwang, 1997]
k p )  = Z(p) -b(p)(x. 0  = H„„ • Ax,p, +m„„(f) (4.39)
where Ar^ ^^ i^s an innovation vector at epoch p, an observation matrix is defined as
ah.H(g) = (g )ax (4.40)
Innovation Computation
The innovation is computed as the scalar difference between recovered path difference f  
and predicted path difference r~.
Sr = r - r (4.41)
where Sr is an innovation for one measurement. For all GPS data at epoch p, the innovation
is stacked into a Ar^ ,^) vector.
At epoch p, knowledge of the quaternion-attitude,Â^, from the previous epoch (p~l) is 
required to estimate the predicted path difference, .
(4.42)
The observation matrix is then obtained from
H(g) = k  A; A4 0  0  o]
where
A/(p) -  l>fl aA q ( g - i )A K p )
J  —1,2,3,4
(4.43)
(4.44)
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EKF Algorithm
Firstly, the error covariance matrix, P, is defined as
P(p)=(A x -Ax’'} (4.45)
The flowchart of the EKF algorithm for GPS attitude estimation is shown in Figure 4-4.
(/>)’ (P)
■(/j+1)’ *■(/)+!)
all GPS data 
at time (p+l)
compute: state transition matrix 
________0 ( ,)” I+FA^
read GPS data at time (p+l):
/^;+i) = recovered path difference 
'o(p+D = line-of-sight vector
propagate: state vector 
propagate: covariance matrix
compute: Kalman gain
compute: innovation
~ Kp+l) ~
update: state vector 
*(/;+!)
Update: covariance matrix
compute: predicted measurement 
%+i) =h(x7„+i)) 
compute: observation matrix
Figure 4-4: Diagram of EKF algorithm for GPS attitude estimation
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4.5.3 Simplified EKF (sEKF) Estimator for Small Rotation Angle
The second EKF estimator is implemented for Eaith-pointing spacecraft undergoing only 
small rotation angles. The system model used in this estimator is based on Euler angles, 
and simplified in order to reduce the complexity and processing time for accommodation 
on an on-board processor that has limited memory space.
The assumptions of the simplified EKF estimator are listed as follows:
1) The spacecraft is nominally Eai'th pointing with either a certain spin rate in Z axis or 
3-axis stabilised.
2) The spacecraft has a symmetric structure on X and Y axes (7xx = 7yy -  h = transverse 
inertia momentum), and without any cross terms.
3) The orbit of the spacecraft is near circular with an almost constant angular rate.
4) The system noise model has zero mean.
From Equation (A. 10) in Appendix A, it is explicitly shown that pitch is independently
separated from roll and yaw. The novel formulation identifies two state vectors that keep
the pitch state independent of roll and yaw, and simplifies the general calculation.
State Vector
The state vectors Xi and are defined as
X, = |ÿ  y/ 0 i/rj (4.46)
xj = [e e ]  (4.47)
System Model
As we consider only the torque from the Earth’s gravitation field and from magnetorquers, 
then the dynamics equation of the system model is analytically simplified as (Appendix A)
X. = ¥ ¥A{k  -  \)col(l) + + ^Mxlh +
^M zlh  +
BL48)
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'Ô' 'deX2 —
3(lC-l)û)le + ^My/^t + ^y_ (4.49)ë
Two discrete state transition matrices, and O2 , are expressed as
BL50)
04.51)
Measurement Model and Innovation Computation
The attitude matrix (2-1-3 type) for small angles in roll and pitch, but unlimited yaw 
rotation is used to calculate the predicted path difference.
A(p-i)
(4.52)
At epoch p, the innovation is also calculated according to Equation (4.41), and an 
observation matrix for each estimator is then obtained from
H Up) Q( p - l )
h]B
L V
*0(p)
BA0(p-i)
dyr ' Oip) 0 0
’0 { p ) 0
(4.53)
(4.54)
EKF Algorithm
Firstly, the error covariance matrices Pi and P2 , aie computed by
P2W=(AX2-AX2)
(4.55)
(4.56)
The two estimators operate simultaneously, and follow the process diagram in Figure 4-4. 
One advantage of the sEKF estimator is that the original (6x6) covariance matrix is 
replaced by the (4x4) Pi and (2 x 2) P2 matrices.
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Integrity Check
Several circumstances may cause the 
estimation to diverge. The developed 
estimator presented in this thesis includes 
a protection function to prevent divergence 
or large errors in the estimated solution. 
This function is designed to be activated 
after the filter has been running for a 
while. A schematic of the integrity check 
function integrated with EKF estimator is 
shown in Figure 4-5.
Under normal operation, the updated 
covariance matrix and updated state vector 
are used in propagating the state for the 
next epoch’s estimation, and this
read
parameters
Buffer Memory 
for
- covariance 
matrix
- state vector
propagation state
- covariance matrix
- state vector
write 
jxarameters ...J
write
data n  times
reset Kalman 
filter
measurements
determination state
differenced attitude 
between two epochs 
within boundary
agree
update state 
covariance matrixE
operation configurations
attitude acquisition 
using GPS only
attitude knowledge 
from ADCS system
filter
initialisation
Figure 4-5: Schematic of EKF with 
divergence protection
information will be written into the buffer memory if the difference of estimated attitude 
between two epochs is satisfied within the set boundary. If this difference is outside the set 
boundary, the updated information will not be saved into the buffer memory. 
Simultaneously, the previous updated information will be used in the propagation state. In 
this protection operation, the propagated covariance matrix and propagated state vector 
will be written back to the buffer memory again. The reason is that the anomalous 
operation may last longer than one epoch. However, after a long period of this anomaly, 
the propagated information may diverge from current spacecraft dynamics. Therefore, a re­
initialisation operation will be required under this condition.
Under such a re-initialisation operation, the knowledge from either attitude acquisition 
using GPS measurements only or ADCS system will provide an attitude for initialising the 
Kalman filter. It may not be necessary to re-estimate the line bias again. The back-up 
figure can be used that was saved before resetting the filter, and can be re-estimated after 
the estimated attitude is given by the filtering estimator. The test results from computer 
simulation of this integrity check function with the sEKF estimator are presented in 
[Purivigraipong el a/., 1999a].
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4.6 Tracking Process - Updating Line Bias
All three implementations of the attitude estimation require an iterative calculation to 
generate recovered path differences from the measured path difference measurements. For 
this purpose, we use a recursive least square estimator. The calculation is based on mean
squares error between estimated path difference, f ,  derived from estimated current-
attitude and recovered path difference, r , based on real measurements.
At epoch p, the estimated path difference and the recovered path difference for individual 
baseline and one satellite are computed from
hp) ~ ^l^{p)^(p) (4.57)
Kp) ~ R^X{p) Kp)^l\ ~ Âp-i) (4.58)
where = estimated attitude provided from fine attitude estimation at epoch p
Kp) ~ rc-computed integer cycle using current attitude knowledge 
Â(/j-i) = knowledge of line bias at a epoch (p-l)
For all j  measurements, a set of error, Sr^ j^ ,^ to be minimised is written as
-h(p)X(p) (4.59)
where an observation vector h, and state vector x are expressed as
l] (4.60)
1 (4.61)
The cost function of the mean squaies error, J, is given by [Steyn, 1995]
t e ) '  (4.62)
4- p=l J = l
The weighting factor pL can be set between zero to one, to enable a time-varying weighting 
of data. The estimation within the RLS algorithm is similar to standard filtering. The 
update computation of gain vector g, state vector x and covariance matrix P of the 
estimated state vector is given by
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S(P, = P(p-i)*>(,) k„)P(„-i)h(p, + f l \ '  (4.63)
(^/;) “  + ^{p)ëfp) (4.64)
^(p) = “ [^ 2x2 ~S(/7) [^/»V{p-i) (4.65)
In the acquisition process, knowledge of line bias from block bias search (Section 4.3) is 
used to initialise the RLS estimator. The tests results from computer simulation of tracking 
process-updating line bias aie presented in [Purivigraipong et al,  1999b].
4.7 Conclusions
Three new algorithms (a block bias seai'ch in Section 4.3, a method for path difference 
collection in Section 4.4, and a method for constracting pseudo-vector in Section 4.5.1) 
haven been developed to estimate attitude from GPS phase differences. In the acquisition 
process, by combining the reference ADCS attitude and GPS measurements, we can first
estimate the line bias using the block bias seaieh. In the tracking process, the prior
knowledge of attitude and line bias is used to recover path difference including integer 
cycles and the correction of bias error, based on GPS measurements alone.
In order to estimate attitude, we have presented three methods: batch method using vector 
observations, qEKF estimator, and sEKF estimator.
The novelty of the batch method is that vector observations can be constructed from scalar 
recovered path difference collected from only two antenn-baselines.
The sophisticated qEKF estimator can be used for general satellite applications, whereas 
the simplified sEKF estimator can be used only for small rotation conditions. The novelty 
of the sEKF estimator is that the pitch estimation can be separated from roll and yaw. The 
choice of EKF estimator depends on the mission requirements.
Also, the estimator based on the RLS technique was developed to re-compute and update 
line bias from all GPS measurements. The advantage of the RLS estimator is that time 
varying line bias can be handled and determined.
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This chapter describes a new algorithm to resolve integer ambiguity and achieve 
instantaneous attitude for a stand-alone GPS attitude system, without requiring 
independent attitude information from external attitude sensors. Only four GPS 
measurements, taken from two non-collinear baselines (3 GPS antennas) are required. The 
original concept of this algorithm is presented in [Hodgart and Purivigraipong, 2000]. The 
study is extended here to aim for robustness and verification.
5.1 Overview
As described in the literature survey of Chapter 2, the principal of most previous algorithm 
based on the ambiguity search (Section 2.1.1) is to minimise the error between 
measurement and estimate. For motion-based search methods (Section 2.1.2), the integer 
ambiguities are assumed constant over a given series of batch measurements over time.
The principle of the new algorithm is to formulate double differences search for integer 
solutions that minimise the error between the estimated baseline length and the known 
length, and achieve for baseline pointing in orbit-defined coordinate system. Then the 
instantaneous attitude can be estimated from vector observations. Attitude acquisition 
consists of testing trial integers in four parts. An overview of each part follows;
Part I; The first part is to resolve for possible pointing of each baseline independently of 
the others, based on one block of "‘Hnstantaneous’’ measurements. As two baselines are 
used, then two lists of the most likely solutions are independently generated in descending 
order of goodness of fit. The basis of this fit is simply the least difference between an 
apparent baseline length compared to the known actual baseline length. A  double phase
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difference approach is applied in this optimal ambiguity search in order to remove the 
unknown offset error (line bias) in the GPS measurements.
Part II: The second part is to select and combine a pair of estimated baselines from the 
lists in Part I. The apparent virtual-length between estimated baselines (from Part I) is then 
computed and compared to the known virtual-length between baselines in body-fixed 
coordinate system. The overall goodness of fit is then computed from the summation of 
goodness of fit from the individual lists and the difference in magnitude of virtual 
baselines. The list of candidate baseline pairs is now created in descending order of overall 
goodness of fit.
Part III: The third part is to solve for attitude. The attitude is computed from each 
candidate set and tested for overall likelihood in a least squares sense. The test is repeated 
for all candidate sets. The most likely candidate baseline pairs by least squares in 
descending order of overall likelihood is listed. This list is regaided as the final list.
Part IV: The fourth part if necessaiy is to apply a historical test to verify and reject wrong 
solutions. The concept of the historical test is to monitor and test all possible routes of 
possible solutions for a certain period, for instance 5 minutes, until the correct solution is 
guaranteed.
5.2 Part I; Finding Possible Pointing of Individual Baseline
For each single set of measurements from an individual baseline, the Gram-Schmidt 
Orthonormalisation (GSO) procedure is applied to construct an orthonormal set of three 
axes(u,,U2 ,u J  from three vectors of differenced line-of-sight.
Firstly, three differenced line-of-sight vectors are constructed from four unit line-of-sight 
vectors. Using the GSO, an orthogonal set of three axes (v,,V2 , V3 ) is constructed
V2 = = Asg') (5.1)
— S(2 )^ ~d-^2^2 "<^ 31^ 1 Asg''") ~ d-^ 2^ 2 ~  ^ 31^ 1
where are known vectors to GPS satellites in orbit-defined coordinates,
and the set of scalar parameters W2o'^3 i,^ 3 2 '^ii «^22*^ 3 ) is computed from
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4 ," ■Jl,'
3^1 = , 2^2 — k l l
_^ 32. _^ 33_ J^3|L
(5.2)
An orthonormal set (u,,U2 ,U3 )is then calculated from
w
« 2 = V 2M 2
« 3 .
(5.3)
In general, a baseline vector with respect to orbit-defined coordinates, can be 
expressed in a linear combination form as
= >^ U, + /I2U2 + y^U3 (5.4)
where /li, A2 ,and /I3 are scalar coefficients.
Each scalar coefficient in above equation can be obtained from vector dot product between 
baseline vector and each of unit vector u derived from the GSO procedure.
(5.5)
' K « 1  b o '
= U j  b o =
. 4 . u ,  b o . t e ™ ' *
where = (<7 3 , -  6/32^21 ) » we aie trying to find a set of double path differences
r.(i)R^X ~ 4x Ar^ Ji’^* + A/c"’^ ’
= ' rx _ (3)' rx = A i^y + A/c"-’’ (5.6)
Ar^^' „(i)’rx ~ 4 x Ai^''» + A&"''"
where is the set of known measurements, and is the set of unknown integers.
A reformulated equation of Equation (5.5) can be written as
(2 , 0  + Afc<'-'>)/4„
= (4 , + Afc"'^ > - r f 2 ,Aifc“'">)/d,2 (5.7)
A .
where a set of known matrix form is
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A '
= (5.8)
-■^ O. -4 2 A i^ r -4 o A % ''
Explicitly, solving for Z\, À2, and ^ 3 , then a pointing vector can be obtained. At this 
point, the set of integers Ak as shown in Equation (5.7) is unknown.
This method of block ambiguity search exploits the fact that
f  = (Aj )^  + {X^f + (Agf 
where I is the known length of an individual baseline.
Consequently, the A3 can be calculated from
( A 3 r= z '- (A ,r - (A ,r
(5.9)
(5.10)
Therefore, it is not necessary to search for all three integers; only an exhaustive 
two-dimensional seaich of and A/c^ ’’^  ^is required.
Given trial integers A& and A  ^ , then a predicted coefficient, A ,^ is computed from
y (7 y - . 2  Un+A/?'-^’)'
2^2
Once |Ag | is computed, the two neaiest possible numbers for the trial integer Ak can be 
obtained from
= round (+|A^|^^33 -  Ago + + d^ QAJc^ '^^ )^
Ak^lt^ = round (- |A^ |c?33 -  Ago + d^2^c  + d^^Ak )
The corrected trial coefficient for each value of is found from
= (Ago +
(5.12)
(5.13)
(5.14)
Finally, the estimated pointing vector is then formulated by
b^ = A^ U, + AgUg + A^Ug (5.15)
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The apparent length of estimated baseline vector, I , is calculated from
(5.16)
The goodness of fit (g) is then given by
8 l - l (5.17)
Testing over all possible values of A/c^ *’^ ^and generates a list of the most likely 
solutions for individual baselines in descending order of likelihood.
It is explicitly shown that the formula derived by the GSO procedure is expressed in 
analytic form, and is conducted to reduce the dimensional seaich space from three 
dimensions to two dimensions. This is the major advantage in applying the GSO procedure 
for solving the ambiguity problem, whereas other methods do not significantly reduce the 
search space in its analytical form.
As mentioned previously, at least two baselines are required to achieve an attitude 
solution, therefore two independent lists (e.g. List#l for baseline bi and List#2 for baseline 
b2) aie then generated. In each list, there are N  choices of the most likely solutions in 
descending order of likelihood.
5.2.1 GPS Selection
An implementation consideration prior to using the GSO procedure is how to select a 
small group of tracked GPS satellites (at least four), which provide good geometry of 
differenced line-of-sight vectors.
Generally, the ADOP describes the relative orientation between baseline configurations 
and a geometry of the selected GPS satellites. However, the attitude solution has to be 
determined before computing ADOP. For single epoch measurement, the entire process of 
attitude estimation need to be repeated every time when a small group of tracked satellites 
are re-selected from all tracked satellites, until the minimum ADOP is found. This will 
consume processing time and impractical for real operation.
Alternatively, the knowledge of position dilution of precision (PDOP) in the navigation 
context can be used to select and re-select a small group of tracked satellites. The
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minimum PDOP indicates that the selected group of tracked GPS satellites has the best 
geometry from the available tracked GPS satellites. The optimal PDOP is given by
iin^rr(v'"v)r' (5.18)
where the V matrix consists of three orthogonal vectors (v,,V2 ,v J  in Equation (5.1).
This allows a rapid search for the best choice of four GPS satellite vectors when more than 
four aie available.
5.3 Part II: Finding Candidate Set of Estimated Baselines
The simple geometry of two arbitrary baselines in the body 
frame is shown in Figure 5-1. A virtual baseline or 
differenced baseline, Ab^ , , is defined as
(5.19) Figure 5-1 : Geometry of 
baseline configuration
A pair of estimated baselines, one selected from List#l and
another from List#2, can be used to make a trial virtual baseline in orbit-defined 
coordinates
and Ab(1,2 )0
(5.20)
is tested. This fit andThe goodness of fit between magnitudes ||Ab(, 2)g|
knowledge of fit from List#l and List#2 corresponding individual pointing vector in the 
first part, are all used to computed the overall goodness of fit (f)
s  - H- (^1.2) 4l,2) (5.21)
where =||byg|| and =||Ab(, 2)^ 1 a i * e l e n g t h .
i*fO ^ud /(J 2) —Ab(1.2)0 are estimated length, and / = 1 , 2 .
If the number of choices from the Part I is 10, then there are 100 combination sets of
{b,o, 6 2 0 } to be tested. Once all sets have been tested, the list of candidate baseline pairs
is generated in descending order of overall goodness of fit. This list is regarded as the third 
list or the list of candidate baseline pairs.
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5.4 Part III; Solving for Attitude
One of candidate baseline pairs generated from the second pait is supposed to be the 
nearest solution to the true pointing as they make use of integers that were resolved in the 
first part. However, these vectors are still corrupted by errors caused by random noise, 
multipath, and the remaining unknown bias.
To ensure this most likely candidate baseline pair can be identified in the list, the 
estimated attitude, Â , is computed from each candidate baseline pair, and then tested for 
overall likelihood. The overall likelihood or the cost function, J, in least mean squares 
error sense can be computed from
y = Z  '  (5.22)1=1
where m denotes number of baselines, for example m = 2.
Once the cost function is computed using each candidate baseline pair, then the short-list 
is generated in descending order of computed cost function. This list is regarded as the 
fourth list or the candidate solution by least squares. The top choice on this list should be 
the nearest solution to the true pointing.
An alternative form of the cost function is as a vector cross product
2;  = Z  b,gXAb,o (5.23)
i= \
To solve for the attitude matrix, a general requirement is to make use of a number of 
vector measurements expressed in body-fixed coordinate system, and compare these to 
corresponding knowledge of these vectors expressed in appropriate reference coordinate 
system (e.g. orbit-defined). It is well known that attitude determination is possible using 
just two vectors by a direct algebraic procedure called the algebraic method [Wertz, 1978, 
pp 424 - 426] which however has two disadvantages: unequal weight is given to one 
vector rather than the other; and the procedure can use only two vectors at a time. There is
the well-known QUEST method [Shuster and Oh, 1981] that in principle overcomes both
difficulties. However, this sophisticated method uses in addition “sequential rotations” to 
avoid singularity when attitude rotation is close to 7i (180 degrees). This ad hoc 
requirement generally expands the amount of computation.
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b,.g — Abjo
5.4.1 New Attitude Algorithm using Vector Observations
By contrast, a new method suggested by Hodgart based on least squares would seem to 
have all of the advantages and none of disadvantages of these two well-known methods.
Given a candidate set of estimated baselines, b , from the list of candidate baseline pairs, 
a set of trial baseline vectors, b g ,  can be computed from
(5.24)
where A = |u v w f is a trial attitude matrix, and u, v, w are unit vectors.
The basic concept of a new deterministic attitude algorithm is to consider an error angle 
(g,, 6 2^ , ) between the actual known b g  and trial bg vectors in each attitude axis
rotation as shown in Figure 5-2. The misalignment between each known b g  and computed 
trial b g provides information for the iterative improvement of the trial À .
(#) d irec tion  o f  vecto r is po in ting  ou t o f  p lane
u
w
ro tation  about u ax is | ro tation  about y axis
V
w
ro tation  abou t w axis
The fundamental basis of 
information is considered as 
the vector cross product of 
the known vector b g  and
attitude axes plane. Figure 5-2: Projection angle in each attitude axes plane
In order to avoid the wrong initialisation, two operational modes are analysed.
Normal Mode
A set of error angles for small misalignment condition is computed from
2^ ~sin(é?2) = E
(5.25)
(5.26)
(5 .27)
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where m denotes number of baseline vectors and baseline coordinates are
^ B "  k(i) 4(2) 4(3)r » b g = i4,(i) 4(2) 4(3) r •
In the normal mode of operation, a set of the sine error is assigned as a correction 
vector
A^ = [s, ^2 = [ ^  S9 SyrJ (5.28)
The updated-trial attitude matrix, A , in normal mode operation is then computed from
A = <5A A
where a corrected matrix for Euler 2-1-3 system is assigned by
(5.29)
ÔA =
1 ôxff - ô d
-ô\jf 1 Ô<1>
89 ~ 8^ 1
(5.30)
A continued iteration will use the updated-trial attitude matrix to re-compute a new set of 
trial vector b,g  from the same given set of estimated b (see Equation 5.24), and then re­
compare with the known vector b^g. A new set of error angles will be computed until there 
is no significant improvement. Then the iteration will be stopped.
The updated attitude matrix needs to be re-normalised and re-orthogonalised in each 
iterative computation. The normalisation process requires normalising each row vector in 
the attitude matrix. The re-orthogonalisation process requires computing three dot 
products of row vectors, and then correcting the updated attitude matrix.
A =
1 ~ fe /2 )  -  (^2 / 2 )
f e /2 )  1 - f o / 2 )
f c /2 )  - f a / 2 )  1
(5.31)
where
^2 Ç3T =bL-E. W V u - v 7 (5.32)
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Acquisition Mode
The normal mode depends on the initial trial attitude being “iterative” in same sense to the 
final estimate. Analogous to the problems with QUEST, the normal mode will detect if the 
initial trial attitude is too far from the eventual solution. The worst case is being the 
exactly opposite pointing direction of one of the axes. In this circumstance, one or more of 
the sine functions will be close to zero. This condition can be detected by computing a 
cosine error using the dot product of the projection of the vectors in the corresponding 
plane as shown in Figure 5-2.
In the acquisition mode, a set of cosine error is computed from
k(2)4(2) 4(3)4{3) )* (4(2) + 4(3) )Cj -  COS
1=1
C2 -C0s(g2)=X,=l
(4m +4x3))
(4(3)4(3) +4{1)4(i))'(4(3) +4(1) )
(4(3) +4m)^
(4(i)4(i) +4( 2)4(2))' (4(1) +4(2))
i=\ I (4(1)+4(2))
(5.33)
(5.34)
(5.35)
The initial condition on each axis can be checked following the below procedure
if c, >-|5,|, then ô(J>-s ,^ else ô(j) = c^
if <^2 > “ |'^ 2 |’ S0 = S2, else 59 — (5.36)
if ( 3^ > "ksL else ôy/ = Cj^
5.5 Part IV: Historical Test
The entire technique can be summarised as a method of maximum likelihood. It is most 
likely that the first choice of the fourth list or candidate solutions by least squares is the 
correct solution of pointing vectors in the orbit-defined coordinates. However, 
occasionally, due to measurement error or geometry of selected GPS satellites, the first 
choice may not be the correct solution. We may expect in this list that the correct solution 
is near the top of the list.
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To distinguish the correct solution from other wrong solutions, the figure of the cost 
function computed from Equation (5.22) or Equation (5.23) is one indicator. If there is a 
large margin between the top two choices, it is very likely that the first choice is the 
correct solution. However, the ratio of the top two cost function figures may not so be 
consistent for every data set. Therefore, the threshold cannot be set to identify the conect 
solution, but the threshold of the ratio may be used to categorise a group of possible 
solutions for an individual epoch.
As a final step, if there is no clear margin between the most likely solution and the nearest 
most likely, then multiple solutions are monitored over consecutive epochs until it is clear 
that the correct solution has emerged.
5.6 Conclusions
This chapter presents a new algorithm to resolve integer ambiguity and achieve 
instantaneous attitude from GPS measurements only. The significant novelty of this 
algorithm is that the formulations were developed in analytical expressions using the GSO 
procedure, and the dimension of search space has been significantly reduced. Only four 
GPS measurements collected from two non-collinear baselines are required.
Another new attitude algorithm using vector observations has been developed to provide a 
quick solution. Coarse attitude can be obtained from vector observations, which use only 
four GPS measurements collected from individual pair of antennas.
Tests using computer simulation of both methods are presented in [Hodgart and 
Purivigraipong, 2000].
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Before testing the developed algorithms on actual flight GPS data, the first important step 
is to investigate and analyse the data from UoSat-12 itself. The analysis results lead to an 
understanding of errors, and help predict the accuracy that may be achieved.
This chapter describes a procedure to investigate and analyse real GPS measurements. The 
attitude knowledge from the ADCS is used to estimate the path difference. The disparity 
between the measured path difference and the estimated path difference is characterised 
and analysed. Further analysis then focuses on periods when a large disparity occurs. The 
signal to noise ratio (SNR) information is used to provide a quality indicator for the phase 
measurements. The direction vectors from the spacecraft to individual GPS satellites aie 
also used to provide more geometrical information for analysing the data.
The measured path differences between master antenna and slave antennas were logged 
onboard UoSat-12’s GPS receiver and downloaded to the ground for post processing. A 
total of two data files were analysed and characterised as listed in Table 6-1.
Table 6-1: Data file of phase differences logged on UoSat-12
Logged Data Data Length 
(minutes)
Data Rate 
(seconds)
File Name
Number of tracking 
channels
for master 
antenna
for slave 
antenna
13 Jan 2000 190 10 GP011301 6 6
17 Jan 2000 220 10 GP011707 6 6
UoSat-12’s GPS receiver provides synchronously latched carrier phase difference 
measurements at 10-bit resolution. The integer value of ±512 is equivalent to of
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phase angle (in radian unit). The GPS receiver also provides the SNR of tracked signals at 
master and slave antennas, using SGR-specific SNR units, typically from 6 to 20 dB*.
Table 6-2 shows an example of GPS measurements downloaded from UoSat-12’s GPS 
receiver.
Table 6-2: Example of GPS measurements downloaded from UoSat-12
Number
of
Measure
ment
GPS
Week
GPS
Second
No. 
Antenna 
allocated 
as Master
No. 
Antenna 
allocated 
as Slave
SNR at 
Master 
Antenna 
(dB)
SNR at 
Slave 
Antenna 
(dB)
Tracked
SV
PRN
Phase
Difference
(-512 to 
+512)
1 1044 385054.6 1 2 14.1 20.4 7 322
2 1044 385054.6 1 2 17.4 20.5 2 276
3 1044 385054.6 1 2 12.5 14.1 9 190
4 1044 385054.6 1 2 11.7 15.3 8 342
5 1044 385054.6 1 2 10.8 15.4 11 -418
6 1044 385054.6 1 2 7.9 7.9 4 -354
6.1 Bench-Test Results of Carrier Phase Differences
GPS Builder Board
GPS
simulator
Correlator
RF 
front end
RF 
front end
Tracking channel #1
Tracking channel #2
Prior to the launch of UoSat-12, the GPS 
technology was investigated on the ground under 
controlled conditions to characterise the 
performance to be expected in orbit. The bench-test
results of carrier phase differences using the GPS c o ^ e o  to system  b„s o f  pc-
Builder Board are detailed in this section. The GPS pjg„re 6-1: Testing configuration for 
Builder Board consists of two RF front ends and phase difference measurement 
one correlator chipsets, which are the same GPS- between two tracking channels, and 
chipsets used in the UoSat-12’s SGR-GPS receiver, common RF front ends.
Figure 6-1 shows the set up configuration for phase difference measurement between two 
tracking channels. The GPS signal is generated by a GPS simulator. The received GPS 
signal at the GPS Builder Board is down-converted to intermediate frequency (IF) and 
then sampled into a digital signal by the RF front-end. The digitised signal and the GPS 
code internally generated by the correlator are tested in order to lock onto, and decode the
The approximate calibration to C/N„ is given as +30 dB.
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GPS signal. The correlator has 12 tracking channels, but only two channels are 
programmed for this test. The software of GPS Builder Board is an original version, which 
has been modified for the SGR-GPS receiver. Therefore, the core software of the GPS 
Builder Board and SGR-GPS receiver is very similar.
Only one RF front end was used for the first test, and the variation in phase difference 
measurement is considered as a relative noise between two tracking channels due to the 
tracking loop implementation. As described in Morros’s thesis [Morros, 1995], the 
variation of carrier phase difference measurements around zero phase difference (no line 
bias) was fairly good for the received signals above 10 dB SNR (same units used by 
UoSat-12’s SGR-GPS receiver). The scatter 1 sigma rms was 0.7 mm computed from 
3000 data points, at a data rate of 0.1 second. A test using the second RF front end was 
also performed, and a similar' result was obtained. The deviation was significantly larger 
as signals decreased below 10 dB SNR. qps
Correlator
RF 
front end
RF 
front end Tracking channel #2 >
GPS
simulator
Tracking channel #1
connect to system  bus o f  P C
The second test is to use two different RF front ends 
as shown in Figure 6-2. The variation in phase 
difference measurements from this test can be 
considered as receiver noise. This receiver noise is
caused not only by different tracking channels, but ^=««"8 configuration for
, phase difference measurementalso by drfferent RF front ends. between two tracking channels, and 
According to Morros’s thesis [Morros, 1995], two two different RF front ends, 
different RF front ends introduce line bias. Using 3000 data points at 0.1 second data rate, 
the scatter 1 sigma rms of receiver noise was 1.3 mm for the received signals above 10 dB 
(at 25° C). The value of variation significantly increased for received signals below 10 dB.
Another interesting result in his work was that the line bias changes with temperature. 
Furthermore, the SNR of received signals decreases with increased temperature. For the 
test at 30° C, the scatter 1 sigma rms of receiver noise increased to 2.8 mm for the 
received signals above 10 dB [Morros, 1995]. Repeated experiments over 30 minutes 
(18000 data points) gave similar results.
From these results, it can be seen that a line bias is to be expected, and that the 
temperature must be allowed to stabilise to avoid drift. The higher SNR, the better phase 
determination.
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6.2 Reviews ADCS Attitude Determination of UoSat-12
This section briefly describes attitude determination on the UoSat-12. To estimate full 
attitude of UoSat-12 in 3-axis stabilised mode, a quaternion-based Extended Kalman filter 
(QEKF)* was implemented. A more detail description of the mathematics is contained in 
[Steyn, 1998], [Hashida, 1997], [Steyn, 1995].
The state vector of the ADCS-QEKF consists of angular rate and quaternion. The system 
equation of the ADCS-QEKF estimator is similar to the system equation of the GPS-qEKF 
estimator presented in Section 4.5.2 of Chapter 4. The difference is that the model of the 
gravity gradient torque was not modelled in the ADCS-QEKF estimator.
During GPS operations in January 2000, the filtering estimator used measurement inputs 
from magnetometers and horizon sensor. Other sensors are still being tested and calibrated 
onboard the spacecraft.
The setup paiameters for ADCS-QEKF estimator are shown in Table 6-3.
Table 6-3: Setup parameters for ADCS-QEKF estimator [Hashida, private communication]
Parameter Value Unit
process noise variance Q 4.0e-8 mixed dimension 
(quaternion and rad sec^)
measurement noise variance R 
for magnetometer measurements
6.25e-4 (Micro Tesla) ^
measurement noise variance R 
for X-horizon measurement
[l.Oe-4 0.0 l.Oe-4]'' no unit 
(each element of vector is a 
trigonometric function)measurement noise variance R for Y-horizon measurement
[0.0 l.Oe-4 l.Oe-4]^
The approximate 1 sigma attitude error of ADCS is given in Table 6-4. For zero-bias 
momentum mode, a large error in yaw occurs while satellite is orbiting around the polar 
region. This is because the measured vector of the Earth’s magnetic field almost aligns 
with the body-defined Zg axis.
* The acronym “QEKF” is used for quaternion-based Extended Kalman filter which is developed 
for ADCS system.
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Table 6-4: Approximate 1 sigma rms attitude error of ADCS [Steyn and Hashida, 1999]
Attitude Conditions Roll Error Pitch Enor Yaw Error
Zero-bias momentum mode 0.2° 0.2° 1.0°
Momentum-bias mode, or when 
measurements from Horizon sensor are 
not available
0.5° ~ 1.0° 0.5° ~ 1.0° 0.5° ~ 1.0°
An example of ADCS logged file download from UoSat-12 is shown in Table 6-5. As can 
be seen, ADCS information is provided every 10 seconds. The Unix Time is in seconds 
since January 1970, at time 00:00:00 (UTC).
6.3 Procedure for Flight Data Analysis
Using attitude knowledge from the reference ADCS, the estimate of GPS modulo path 
difference r can be calculated from
mod(b^AgSo) (6.1)
where mod denotes modulo, which range is within (±A^,/2) in metre units, is the 
attitude matrix computed from three Euler angles provided by ADCS log file.
The disparity, Ôr, between the estimated path difference f  and measured path difference 
F/jx given by the GPS receiver can be written as
Sr = mod(r -  ) (6.2)
The disparity of path difference is then used to analyse measurement errors for the 
duration of the collected data, for example, the line bias of an individual baseline. In 
addition, the line of sight vector to individual GPS satellites can be used to analyse the 
disparity in terms of geometry. The line of sight vector expressed in orbit-defined 
coordinates system can be transformed into spacecraft body-defined coordinate system by
— AqSq (6.3)
where Sg = [5 , '
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In order to simplify geometrical interpretation, the line of sight vector can be expressed in 
azimuth and elevation angles.
azimuth = arctan(j2 /^, ) 
elevation — arcsin(.y  ^) (6.4)
6.4 Analysis of Data File GP011301 (13 January 2000)
On January 2000, Figure 6-3 shows the interpolated ADCS attitude at intervals 
synchronised to GPS measurements.
(deg)
ADCS Attitude from Combined Magnetometers and Horizon
Data: 13 Jan 2000 Start Time: GPS week 1044, GPS second 384824.6010
ADqS-RoH -
• .  A!DCS Yaw
-10
ADCS Piltch
-20  -
-25
0 20 40 60 80 100 120 140 160 180 200
Time (minutes)
Figure 6-3: ADCS attitude on 13 January 2000
As shown in Figure 6-3, the rotation in roll and yaw of UoSat-12 was controlled to within 
4 degrees, but the interesting thing is the change in pitch. UoSat-12 was manoeuvred to 
-20 degrees pitch, from the 90*^  minute to the 190*^  minute. This data file is a good 
example for analysing and investigating the feasibility of using GPS measurements to 
recover attitude for large angle rotations.
Typically, the horizon sensor cannot provide attitude information while UoSat-12 is 
manoeuvring through a large angle. The reason is that the field of view of the horizon 
sensor itself is narrow, within ±5 degrees approximately as described in Chapter 1. 
Therefore, during large manoeuvres, only the magnetometers can provide attitude 
information continuously.
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6.4.1 Analysis of Disparity in path difference
Using Equation (6.2), for measurements collected from baseline b|, the disparity 
Sr between the measured path difference given by the GPS receiver and the estimated path 
difference computed from ADCS attitude is shown in Figure 6-4.
(metre) Disparity between Measured Path Difference and EstimateData: 13 Jan 2000 Start Time: GPS week 1044, GPS second 384824.60
' Baseline #1
Disparity
ayerage ='.0.048 n)etre Batch Average 
• Running Average
I estimât^ is calc(ilated fijom knoi^n ADC|S attitude
0 20 40 60 80 100 120 140 160 180 200
Time (minutes)
Figure 6-4: Disparity in path difference, measurements collected from baseline b,
As shown in Figure 6-4, the disparity ranges from 4-0.03 metre to 4-0.07 metre, and has an 
average of roughly 4-0.05 metre. It can be noticed that the disparity is consistent during the 
large angle manoeuvre in pitch (from the 90‘^  minute to the 190^ *' minute).
To investigate the drift of disparity, batches of data are processed.
batch  => 1 ' 'batch 2"^ batch
data  => & ,2  ••• & 2.2
m' batch
k . i  K.2 (6.5)
where m denotes number of batch, N  denotes number of data in the m‘ batch.
The average disparity, y , for each individual batch is computed by
(6 .6)
As shown in Figure 6-5, the batch average-disparity for every 300 data points 
(approximate 10 minutes) is shown by a notation. The running average disparity over 
300 data points is also computed and shown by a red line. The overall average disparity 
for the entire data is about 0.048 metres. Therefore, the approximate figure of line bias for 
baseline b| is then most likely about 0.048 metres.
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I ,1 '7  1 1 /  \  1 1 - Running Average•WT ' / \ '  1 ^ 1  ij ' A ' / V ' /  1 1 1 1
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Figure 6-5: Average disparity, measurements collected from baseline b,
To extend the analysis, the variance of disparity, , for each individual batch is given by
1 ^
Af j=\ (6.7)
The local variance of average disparity, , is computed by
1
where Y is an overall average disparity computed from entire data. 
The overall variance of average disparity, , is computed by
(6.8)
(6.9)
For each individual batch, the average variance of average disparity, C7 , is given by
N (6 .10)
The difference between local variance Ç and average variance cr might be considered as 
the drift of line bias.
For measurements collected from baseline bi, all computed statistical values are shown in 
Table 6-6.
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Table 6-6: Statistical values of disparity analysis (all measurements, baseline b,)
Overall (6524 data) 300 data points consideration
Average 
disparity Y
RMS of disparity Local RMS of average 
disparity Ç
Average RMS of 
average disparity â
48.1 mm 11.0 mm 3.0 mm 0.6 mm
As shown in Table 6-6, it can be seen that there is a significant drift in the line bias.
The next stage of analysis is to use SNR information to select measurements. We compute 
an overall RMS disparity from measurements above certain SNR level, and compare to 
other levels.
Figure 6-6 shows the overall RMS disparity computed from measurements above each 
SNR level, from 5 dB to 15 dB, in IdB step. Figure 6-7 shows the number of selected 
measurements.
Overall RMS Disparity Number of Selected GPS Measurements
U).9 -
1 0 .7  ■ -
10.? -
I 0 . .1  -  
10.2 -
4 126 X 10 1 4 1 6
|.SNff)dB
Figure 6-6: Overall RMS disparity
6 1 * 1 0  -
4 t * * l  - -
21**1 -11**1 -
0 6 124 X 10 1 4 1 6
IS \R  1 dB
Figure 6-7: Number of measurements
To choose a SNR threshold for rejecting some poor measurements, a trade-off is required 
between the number of measurements and the RMS of disparity. As shown in Figure 6-6, 
the 15 dB SNR appears to give minimal disparity, but more than 70% of the entire data 
will be discarded. A compromise choice is a 10 dB SNR, where less than 10% of the 
entire data points are discarded.
For the measurements collected from baseline b], the disparity between the measured path 
difference and the estimated path difference is shown in Figure 6-8.
As can be seen, there are patterns of large variation in several periods. Further analysis 
will focus on the large variations as identified by the green circles. The extraneous 
disparity around the edge of (±A^,/2) may be possibly caused by 180 degrees phase 
ambiguity in carrier tracking loop of the GPS receiver.
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(metre)
0.10
0.08
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0.02
0.00
- 0.02
-0.04
-0.06
-0.08
- 0.10
Disparity between Measured Path Difference and Estimate
Data: 13 Jan 2CXX)_______ Start Time: GPS week 1044, GPS second 384824.60
Baseline #2T
i T
overalll average! = 0.0041 metrer  '
estimate is calculated from |  
knoVn'ADCÎS attitude 1
Disparity 
Batch Average 
Running Average
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Figure 6-8: Disparity in path difference, measurements collected from baseline 6%
The overall average disparity is about 0.004 metres. Then, the approximate value of line 
bias for baseline b] is close to zero metres. The computed batch average-disparity over 
300 data points is shown in Figure 6-9.
(metre) Average Disparity
0.025 Baseline #2 Batch Average 
■ Running Average0.020 - Overall average disparity = 4.0 mm
0.015 --
0.010  - -
0.005 --
0.000
-0.005 --
_ Î  ^1=0.9 mm- 0.010  -
-0.015
0 20 40 60 80 120 140 160 180 200100
Time (minutes)
Figure 6-9: Average disparity, measurements collected from baseline bz
Using Equation (6.6) to (6.10), all computed statistical values are shown in Table 6-7. 
Table 6-7: Statistical values of disparity analysis (all measurements, baseline bz)
Overall (5289 data) 300 data points consideration
Average 
disparity Y
RMS of disparity
CTt-
Local RMS of average 
disparity (
Average RMS of 
average disparity â
4.0 mm 16.8 mm 5.5 mm 0.9 mm
It can be seen that there is a significant drift in the line bias.
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We then compute an overall RMS disparity from measurements above each SNR level, 
from 5 dB to 15 dB, in IdB step as shown in Figure 6-10. Figure 6-11 shows the number 
of selected measurements.
(m m )
Overall RMS Disparily Number of Selected GPS Measurements
16.9 —  
16.8 ‘ ^  
16.7 -
16.5 ■ -  —
1 6 .4 -------
16.3---
1 6 .2 -------
2 4 X 126 11 14 16
[SNR IdB
Figure 6-10: Overall RMS disparity
Basel! né #2
20 4 1(1 12 146 X 16
[SNR IdB
Figure 6-11: Number of measurements
It can be seen that a 10 SNR may be chosen for measurement selection. The overall RMS 
disparity decreases approximately by 0.3 mm, and only 10% of the entire data points are 
discarded.
As discussed in Chapter 1, antenna #4 is mounted lower than other antennas and is closer 
to the facet. Larger multipath signals may disturb the measurements collected from 
baseline bi. The disparity between measured path difference and estimated path difference 
is shown in Figure 6-12. As can be seen, there are patterns of large variations in several 
periods.
(metre)
0.10
Disparity between Measured Path Difference and Estimate
Data: 13 Jan 2000 Start Time: GPS week 1044, GPS second 384824.60
Baseline #30.08 - qverall ayerage =[0.009 m|etre1 -  r0.06 --
-0.06 T is calculated from
-0.08 f  -knowfi ADCS"OttitTide ' 
- 0.10
• Disparity 
Batch Average 
■ Running Average
0 20 40 60 80 100 120
Time (minutes)
140 160 180 200
Figure 6-12: Disparity in path difference, measurements collected from baseline b.
The average disparity over 300 data points is shown in Figure 6-13. The statistical values 
are given in Table 6-8.
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Figure 6-13: Average disparity, measurements collected from baseline 
Table 6-8: Statistical values of disparity analysis (all measurements, baseline bj)
Overall (5213 data) 3(X) data points consideration
Average 
disparity Y
RMS of disparity Local RMS of average 
disparity Ç
Average RMS of 
average disparity â
9.0 mm 20.3 mm 7.8 mm 1.1 mm
As can be seen in Table 6-8, there is a significant drift in the line bias. Comparing Table 
6-8 to Table 6-6 and Table 6-7, by overall RMS disparity, the quality of measurements 
collected from baseline b3 is poorer than the measurements collected from baseline b| and 
baseline bi
The next stage of analysis for baseline b  ^ is to compute an overall RMS disparity from 
measurements above each SNR level, from 5 dB to 18 dB, in 1 dB step.
Overall RMS Disparity Number o f Selected GPS Measurements
B aseline I Baseline2(1
IX
1 6
2(KK) ■-1 4
12
II) 20
Figure 6-14: Overall RMS disparity Figure 6-15: Number of measurements
As shown in Figure 6-14 and Figure 6-15, most measurements collected from baseline b  ^
are very poor in quality. In order to reject some poor measurements and achieve overall
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RMS dispaiity in the same order as the result of baseline b2 (1 sigma =16 mm), high SNR 
threshold at 16 dB can be set. However, more than 80% of the entire data has to be 
discarded. This indicates that most measurements contain lai'ge errors.
From all the analysis results presented in this section, we can now conclude that SNR 
threshold at 10 dB can be used to reject certain poor measurements collected from baseline 
b| and ba. For baseline bs, the quality of measurements was very poor.
As described in Chapter 2, this Ph.D. research proposed to use GPS measurements 
collected from only two baselines to estimate UoSat-12’s attitude. Therefore, further 
analysis will focus on measurements collected from baseline b, and b2 only.
6,4.2 Further Analysis of GPS Measurements
In this section, the analysis investigates a particular period, during which a large variation 
of disparity in path difference has occuixed.
The signal to noise ratio (SNR) of received signal at an individual antenna, from an 
individual GPS satellite, is attributable to the GPS receiver. Fluctuations in signal to noise 
may be due to multipath effects. The SNR in this analysis is independent information from 
GPS phase differences. In general, there is no specific threshold level to categorise the 
health of received signals. It depends on the system design, requirements, and purposes.
6.4.2.1 Master Antenna and Antenna #2
We first investigate at the period of measurements collected from baseline bi prior to the 
large angle manoeuvre in pitch (cf. Figure 6-4). The master antenna and antenna #2 
receive the transmitted GPS signals from several GPS satellites. One of them was the GPS 
PRN 23, the SNR level of received signal on master antenna and antenna #2 are shown in 
Figure 6-16.
As can be seen in the red circle, the SNR profiles for both antennas relatively rose and 
dropped and then rose up again. To extend the analysis, the direction of GPS PRN 23 to 
UoSat-12 is then plotted to provide more geometric information. The elevation direction 
of GPS satellite will appear from 0 to -90 degrees due to the facet that the -Z axis of 
spacecraft body-defined coordinates points to deep space as described in Section 3.1.
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Figure 6-16: SNR of received signal transmitted by GPS PRN 23
True Direction of GPS PRN 23 when Tracked by Master Antenna and Antenna #2
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Figure 6-17: True direction of GPS PRN 23 to master antenna and antenna #2
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Figure 6-18: Direction of GPS PRN 23 to UoSat-12
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As shown in Figure 6-16 and Figure 6-17, the SGR GPS receiver started to track the 
transmitted signal from GPS PRN 23 at 10 degrees elevation. Geometrically at low 
elevation, the reflected signals caused by the attach fitting ring and the star sensor nearby 
antenna #3 are likely to disturb the direct GPS signals at the master antenna. Similarly, for 
antenna #2, the nearby resistojet and star sensor could also cause reflected signals. 
Furthermore, the attach fitting ring is slightly taller than the location of antenna #2 as 
shown in Chapter 1, the diffracted signals at the edge of attach fitting ring will arrive the 
antenna #2 as well.
(metre)
Comparison between Measured Path Difference and Estimate
Data: 13 Jan 2000 Start Time: GPS week 1044, GPS second 384824.60
Measured Path Difference 
EstimateGPS PRN 23
Basdine #1
0 20 40 60 80 100 120 140 160 180 200
Time (minutes)
Figure 6-19: Path difference comparison for baseline bi, GPS PRN 23
As shown in Figure 6-19, at time around the 60^ minute, the noisy measurements 
(identified by the first green circle) are likely expected as SNR goes down below 10 dB. 
After that, there is a good tracking between measured path difference and estimated path 
difference until the time 70^ minute.
At a time around the 70**^  minute, the GPS PRN 23 had been tracked at a high elevation of 
60 degrees. After that, while the elevation direction was on the way down as shown in 
Figure 6-17, the direction in azimuth has moved from +90 degrees to +120 degrees. 
Geometrically, the master antenna and antenna #2 are more likely to face and receive 
strong reflected signals caused by the resistojet and the attached fitting ring (as shown in 
Figure 6-18). The magnitude of SNR at antenna #2 also confirms this anomaly; it dropped 
at the time around the 70^ minute, while SNR of the master antenna rose at that time (as 
shown in Figure 6-16). This appears to correspond with an error in the phase difference as 
indicated by the second green circle as shown in Figure 6-19.
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We then investigate the periods when the pitch angle suddenly manoeuvres from zero to 
-20 degrees (at time around the 90^ *^  minute), and manoeuvres from -20 degrees back to 
zero (at time around the 190‘*^ minute). The transmitted signal from the GPS PRN 25 was 
tracked before these two manoeuvring events.
As shown in Figure 6-20 and Figure 6-21, from the 60‘^  minute to the 80*'’ minute, there is 
a good correlation between SNR and elevation angle. From the 170"’ minute to the 190"’ 
minute (during pitch manoeuvre), the GPS satellite rose to a high elevation. This can be 
seen clearly on a received SNR.
SNR of Received Signal at Master Antenna and Antenna #2 when Tracking(dB) Data: 13 Jan 2(X)0 Start Time: GPS week 1044, GPS second 384824.60
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Figure 6-20: SNR of received signal transmitted by GPS PRN 25
True Direction of GPS PRN 25 when Tracked by Master Antenna andAntenna #2
; g )f  Data: 13 Jan 2000 Start Time: GPS week 1044, GPS second 384824.60
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Figure 6-21: Direction of GPS PRN 25 to master antenna and antenna #2
From the 70*'’ minute to the 80*'’ minute, the direction in azimuth moved from -90 degrees 
to -120 degrees. Geometrically, the received signals at master antenna and antenna #2
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were blocked by the star sensor near antenna #2. This could be observed at the SNR 
profile of both antennas which relatively dropped as shown in Figure 6-20 (indicated by 
the first red circle). After that, the antenna #2 has an unobstructed visibility, while the 
received signals (SNR < 10 dB) at master antenna were continuously blocked by the 
resistojet as shown in Figure 6-22. It causes an error in phase measurements as seen in 
Figure 6-23.
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Azim uth = -1 3 5 »  y"
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o
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W.
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antenna
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Figure 6-22: Direction of GPS PRN 25 to UoSat-12
Comparison between Measured Path Difference and Estimate
Data: 13 Jan 2(X)0 Start Time: GPS week 1044, GPS second 384824.60
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Figure 6-23: Path difference comparison for baseline b,, GPS PRN 25
During the -20 degrees pitch, there was a consistent tracking between the measured phase 
difference and the estimated phase difference as shown from the 165*" minute to the 190*" 
minute. From the -20 degrees to zero degree manoeuvring, a small oscillation in elevation 
is caused as shown in Figure 6-21. This also appears in the SNR profile of both antennas
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as shown in Figure 6-20. This circumstance is likely a small librations while UoSat-12 
was manoeuvring back to nadir pointing.
6.4.2.2 Master Antenna and Antenna #3
We now consider the second baseline using antenna #3, and investigate the period around 
the time when pitch is manoeuvred from zero to -20 degrees. The GPS PRN 25 was 
tracked during this large angle manoeuvre.
SNR of Received Signal at Master Antenna and Antenna #3 when Tracking(dB) Data: 13 Jan 2000 Start Time: GPS week 1044, GPS second 384824.60
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Figure 6-24: SNR of received signal transmitted by GPS PRN 25
True Direction of GPS PRN 25 when Tracked by Antenna #3
Data: 13 Jan 2000 Start Time: GPS week 1044, GPS second 384824.60
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Figure 6-25: Direction of GPS PRN 25 to antenna #3
The SNR profile of antenna#3 and antenna #2 as shown in Figure 6-24 can be compared to 
Figure 6-20. For example, the higher SNR from the 60“^ minute to SO^*' minute period can 
be explained by referring to Figure 6-22 and Figure 6-24 which showed that antenna #3 
has a clear view of satellite GPS PRN 25 during this earlier part of the manoeuvre.
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From the 80*^  minute to the 90^ minute, the received signals at master antenna and 
antenna #3 were disturbed by the star sensor (nearby antenna #2) and the resistojet as 
shown in Figure 6-22. This causes wide rapid variation in disparity as shown in Figure 
6-26. In addition, when the large manoeuvre in pitch started at the 90'^ minute, the 
disparity was at a maximum.
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Figure 6-26: Disparity of path difference for baseline bz, GPS PRN 25
From the 170'*' minute to the 190'*' minute, the GPS receiver almost totally failed in 
tracking GPS signals at antenna #3, as shown in Figure 6-24. On the other hand, the high 
SNR when there are measurements, is hard to explain as shown in Figure 6-25. The 
tracking failure results in larger disparity of phase difference as shown in Figure 6-26.
We now investigate the data from the GPS PRN 2 in the time between the 110'*' minute 
and 140'*' minute when the large pitch is maintained in the attitude manoeuvre. An 
anomalous variation seen in Figure 6-8 also appears in this period. The GPS PRN 2 was 
selected because it seemed to be the major cause of the large anomaly in the disparity 
shown in Figure 6-8. Initially, from 0 to 30'*' minute as shown in Figure 6-29, a very large 
disparity in the first few minutes, while Figure 6-27 shows a relatively high SNR. This is 
due to the initial “warm up” in phase with switch-on of the system.
At time around the 120'*' minute, a high disparity is seen in Figure 6-29 and Figure 6-8. 
This also agrees with the SNR profiles as shown in Figure 6-27. Geometrically, at the 
direction of the -120 degrees azimuth (see Figure 6-22), the received signals at master 
antenna were disturbed by the resistojet, while the received signals at antenna #3 were 
disturbed by the nearby star sensor.
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Figure 6-27: SNR of received signal transmitted by GPS PRN 2
True Direction of GPS PRN 2 when Tracked by Master Antenna and Antenna #3
Data: 13 Jan 2000 Start Time: GPS week 1044, GPS second 384824.60
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Figure 6-28: Direction of GPS PRN 2 to master antenna and antenna #3
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Figure 6-29: Disparity of Path difference for baseline bz, GPS PRN 2
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6.5 Analysis of Data File GP011707 (17 January 2000)
On IT**’ January 2000, the interpolated attitude ADCS at synchronised time to GPS 
measurement is shown in Figure 6-30. As can be seen, UoSat-12 was controlled to small 
rotation errors, and no large angle manoeuvres took place.
(deg)
ADCS Attitude from Combined Magnetometers and Horizon
Data: 17 JAN 2000 Start Time: GPS week 1045, GPS second 165334.90
ADC$_RolJ
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-10
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Figure 6-30: ADCS attitude on I?**" January 2000
6.5.1 Analysis of Disparity in Path Difference
For the measurements collected from baseline bi, the disparity between the measured path 
difference and the estimated path difference is shown in Figure 6-31.
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Figure 6-31: Disparity in path difference, measurements collected from baseline h.
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As shown in Figure 6-31, the disparity ranges from +0.02 metre to +0.07 metre. The 
average disparity is about +0.045 metre. The batch average-disparity over 300 data points 
is shown in Figure 6-32.
(metre) Average Disparity
0.055 1
Baseline #1
0.050 --
0.045  -I
0.040 --
0.035 -- - Batch Average 
■ Running AverageOveiiali average disparity = 45.0 mm
0.030 4
0 20 40 60 80 100 120 140 160 180 200 220 240
Time (minutes)
Figure 6-32: Average disparity, measurements collected from baseline b,
Using Equation (6.6) to (6.10), all computed statistical values are shown in Table 6-9. 
Table 6-9: Statistical values of disparity analysis (all measurements, baseline b,)
Overall (7728 data) 300 data points consideration
Average 
disparity Y
RMS of disparity Local RMS of average 
disparity Ç
Average RMS of 
average disparity â
45.0 mm 10.3 mm 3.3 mm 0.6 mm
As can be seen, there is a significant drift in the line bias. Comparing Table 6-9 to Table 
6-7, by overall RMS disparity, we can see that the quality of measurements collected on 
17‘^  January is similar but slightly better than measurements collected on 13*^  January.
Figure 6-33 shows the overall RMS disparity computed from measurements selected 
above the SNR threshold, from 5 dB to 15 dB, in 1 dB step.
As illustrated in Figure 6-33 and Figure 6-34, the 10 dB SNR is a fairly good threshold for 
measurement selection. The overall RMS disparity is improved by approximately 0.4 mm, 
and only 7% of the entire data is discarded.
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Figure 6-33; Overall RMS disparity
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Figure 6-34: Number of measurements
For the measurements collected from baseline bi, the disparity between the measured path 
difference and the estimated path difference is shown in Figure 6-35.
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Figure 6-35: Disparity in path difference, measurements collected from baseline bz
As shown in above figure, the disparity ranges from 4-0.0 metre to 4-0.06 metre. The 
average disparity is about 4-0.03 metre. Therefore, the approximate figure of line bias for 
baseline #1 is then about 0.03 metres.
The extraneous disparity around the edge of (±A^, /2)  may be possibly caused by 180 
degrees phase ambiguity. It can be noticed that this extraneous errors also appears in 
previous data file, particularly measurements collected from baseline b? (see Figure 6-8).
Figure 6-36 shows the average disparity over 300 data points. Table 6-10 shows the 
statistical values of disparity analysis, which is computed from all data.
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Figure 6-36; Average of disparity, measurements collected from baseline bi 
Table 6-10: Statistical values of disparity analysis, (all measurements, baseline bz)
Overall (6465 data) 300 data points consideration
Average 
disparity Y
RMS of disparity
CTt
Local RMS of average 
disparity Ç
Average RMS of 
average disparity c
30.0 mm 15.0 mm 6.7 mm 0.8 mm
As shown in Table 6-10, there is a significant drift in the line bias. Comparing Table 6-10 
to Table 6-8, by overall RMS disparity, the quality of measurements collected on 17'*’ 
January is similar but slightly better than measurements collected on 13'*’ January.
The next stage of analysis for baseline b? is to compute an overall RMS disparity from 
measurements above each SNR level, from 5 dB to 15 dB, in 1 dB step.
Overall RMS Disparity
(mm) Number of Selected GPS Measurements
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2 -
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Figure 6-37: Overall RMS disparity
[SNR] dB
Figure 6-38: Number of measurements
As can be seen, at the 10 dB SNR threshold, the overall RMS disparity decreases by 
approximately 0.3 mm, and only 9% of the entire data is discarded.
6-25
Chapter 6: Analysis o f Space Flight Data
6.5.2 Further Analysis of GPS Measurements
The further analysis of this data file will only investigate the measurements collected from 
baseline b]
6.5.2.1 Master Antenna and Antenna #3
We investigate the time from the 80‘^  minute to the 85**’ minute when a large disparity was 
characterised and shown in Figure 6-35. Four GPS satellites were tracked by master 
antenna and antenna #3. One of them was GPS PRN 17, which is most likely to have 
caused the large disparity.
(dB)
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SNR of Received Signal at Master Antenna and Antenna #3 when Tracking
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Figure 6-39: SNR of received signal transmitted by GPS PRN 17
True Direction of GPS PRN 17 when Tracked by Master Antenna and Antenna #3
(deg) Data: 17 JAN 2000 Start Time: GPS week 1045, GPS second 165334.90
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Figure 6-40: Direction of GPS PRN 17 to master antenna and antenna #3
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As can be seen in the circle of Figure 6-39 and Figure 6-40, there was a discrepancy 
between SNR and elevation angle. This can be explained by geometry as shown in Figure 
6-41. At time around 80**’ minute, the received signals at master antenna were blocked by 
star sensor (nearby antenna #3) as can be seen in Figure 6-39 (SNR dropped out), while 
the received signals at the antenna #3 were disturbed by reflected signals from the nearby 
star sensor. This effect causes an error in phase measurements on both antennas. The large 
disparity is shown in Figure 6-42.
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Figure 6-41: Direction of GPS PRN 17 to UoSat-12
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Figure 6-42: Disparity of path difference for baseline bz, GPS PRN 17
A very large disparity with high SNR in the first few minutes is due to initial warm up 
after switch-on of the system.
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6.6 Conclusions and Discussions
In this chapter, we have presented and analysed certain real GPS flight data. According to 
the analysis results, the line bias can be estimated from the disparity between the measured 
path difference and the estimated path difference. It has been shown that line bias is vary 
with time. The variation of disparity represents an error in phase difference measurements 
(allowing for some uncertainly in reference attitude).
The conclusions and discussions of the above analysis are summarised as follows;
Quality of GPS Phase Difference Measurements:
As two flight data files have been analysed, the statistical test showed that the quality of 
measurements collected from baseline hj was better than measurements collected from  
baseline 6 3 . One explanation could be that the general strategy of tracking on-board 
UoSat-12 was to try to allocate highest elevation GPS satellites, which soon fall behind 
UoSat-12 itself (i.e. -X axis direction). Geometrically, for 3-axis stabilised mode, the field 
of view of master antenna and antenna #2 would be better than antenna #3, which might 
be affected by the nearby star sensor and the attached fitting ring. For the measurements 
collected from baseline bs, the quality turned out to be very poor. The main reason is that 
the antenna #4 was mounted lower than the surrounding objects, and closer to the facet.
Therefore, from the above analysis, we decided to use only measurements collected from 
baseline bi and baseline b 2 to estimate UoSat-12’s attitude.
Measurement Selection:
As presented in the analysis of the flight data, the SNR threshold can be used to discard 
poor measurements of phase difference. The statistical test showed that the overall RMS 
disparity was significantly larger when SNR was smaller. However, choosing the SNR 
threshold for measurement selection, it has to be a trade-off in terms of the quality (overall 
RMS disparity) and the number o f measurements.
From the analysis of test results, the 10 dB SNR turns to be a good compromise. 
Furthermore, the bench-tested results, as reviewed in Section 6.1, also indicated that the 
receiver noise was significantly larger when the received signal was below 10 dB. If we 
select measurement at high SNR, more data would be discarded. However, this does not
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mean that the whole discarded data are poor measurements, but only part of them. 
Therefore, the number of discarded measurements should be considered as well.
From those statistical test results shown in Table 6-6 to Table 6-10, and the bench-tested 
results, it is concluded that it is reasonable to choose 10 dB SNR as threshold to select 
measurement for GPS attitude determination.
Expected pointing Error;
By the statistical test results using two flight data files, for measurements above 10 dB, the 
overall RMS of disparity and expected pointing error computed by Equation (3.55) are 
summarised in Table 6-11.
Table 6-11: Expected pointing error (measurements above 10 dB SNR)
Logged Data
Overall RMS disparity
Path difference error (mm)
Expected
pointing
error
(degrees)
Measurements 
collected from b]
Measurements 
collected from bi
13 Jan 2000 10,7 mm (Figure 6-6) 16.5 mm (Figure 6-10) V(10.7)2+ (16.5)2 =19 6 1.7
17 Jan 2000 9.9 mm (Figure 6-33) 14.6 mm (Figure 6-37) ^(9.9)2+ (14.6)2 =17.6 1.5
We now expect that the attitude error using GPS flight data is more likely to be within 2 
degrees without mitigating error caused by multipath.
Error in GPS Measurements;
As presented in the further analysis of GPS measurements, a very large disparity with high 
SNR occurred during initial “warm up”, after the GPS receiver is switch on.
There is some evidence of line bias drift as shown in Table 6-6 to Table 6-10. However, it 
was very difficult to characterise the drift of line bias.
During operation, the noisy measurements occurred as SNR went down below 10 dB, 
particularly when the GPS receiver started to track or almost lost track of GPS signals. 
This error may be caused by the receiver noise, which appears more significant as GPS 
signals become weak.
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As indicated in Figure 6-42, the larger error would occur when the received signals at 
antennas were disturbed or blocked. The low SNR can be used to explain this anomaly. If 
the SNR suddenly drops out, clearly the received signals are blocked by objects 
surrounding the antennas. An example of this anomaly is shown in Figure 6-39 The SNR 
of master antenna dropped out 5 dB, and it caused an error in phase difference 
approximately 3 cm (see Figure 6-42).
Another anomaly is the 180 degrees phase ambiguity of measurements. We believe that 
there is some small imperfection in carrier phase tracking sub-routine. The analysis results 
presented here showed that this anomaly mostly occurs in the measurements collected 
from antenna #3, In contrast, only a number of such problems were found in the 
measurements collected from master antenna and antenna #2.
There is some other anomalous error which are hard to explain, for example the poor 
tracking of received signal at antenna #3 (see Figure 6-24). The elevation angle and the 
SNR were both high, but the signal tracking almost failed.
Measurement Improvements:
The analysis of measurement errors may serve as a guide line to improve the quality of 
measurements. The problem of the 180 degrees phase ambiguity needs to be solved in the 
GPS software. The receiver noise or thermal noise can be mitigated by using high quality 
electronic components, the good hardware design (e.g. power supply for analogue and 
digital boards are separated, position of IC chips, which sensitive to RF inference, etc), 
and RF shielding.
For the SGR GPS receiver, the problem of the line bias cannot be avoided. Using high 
quality RF cables and identical LNAs, line bias may be made stable. On the other hand, 
line bias caused by RF front end chipsets is another issue. This depends on the design of 
the chipsets produced by the individual manufacturer.
The error caused by multipath may not be easily removed. To improve the quality of 
measurements, the location of GPS antennas requires an unobstructed field of view. As 
shown in the analysis results, three antennas (#1, #2 and #3) on-board UoSat-12 appear to 
have a reasonably good field of view. However, if we need to achieve high accuracy of 
GPS attitude determination, the antenna locations and field of view should to be improved.
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Attitude Estimation from Flight Data
The phase information logged on UoSat-12 was analysed in Chapter 6 . The results have 
shown that it is possible in principle to recover attitude. The next target of this research is 
to apply the developed algorithms in Chapter 3 and Chapter 4 to test and demonstrate 
attitude and line bias estimations from real GPS measurements.
In the acquisition process, attitude Icnowledge is provided from the reference ADCS. Once 
initialisation has been carried out, the tracking process presented in Chapter 4 will discard 
the attitude knowledge from the ADCS and use only GPS measurements collected from 
baseline bi and baseline 6 2  to estimate the attitude.
Two data files of phase information analysed in Chapter 6  were used to test and 
demonstrate GPS attitude. The comparisons in each axis between the estimated attitude 
derived from GPS measurements and ADCS attitude will be presented.
The setup parameters for the acquisition and tracldng processes are shown in Table 7-1 
and Table 7-2, respectively.
Table 7-1; Setup parameters for acquisition process
Parameter Value Unit
SNR threshold for measurement selection > 1 0 dB
Accepted difference of estimated line bias between 
two consecutive epochs, %  = 0 . 0 2 metre
A warm up period of 15 minutes is recommended to ensure that the ambient temperature 
around all the RF front ends is in equilibrium [Unwin, 1999]. For the initialisation to take 
place, the difference of estimated line bias between two consecutive epochs has to fall
within the band ( = 0 , 0 2  metre).
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Table 7-2; Setup parameters for tracking process
Parameter Value Unit
SNR threshold for measurement selection >10 dB
process noise variance, Q for sEKF l.Oe-6 mixed (rad^ and rad^/sec^)
process noise variance, Q for qEKF l.Oe-8 mixed (quaternion and rad^/sec^)
measurement noise variance, R 6.4e-5 metre^
weight factor for RLS estimation, // 0.99 no dimension
7.1 Data File GP011301 (13 January 2000)
7.1.1 Results of Acquisition Process
As explained in Section 4.3, the Table 7-3; Estimated line bias
ADCS attitude was used to aid 
initialisation of integer 
ambiguities and line biases. 
Table 7-3 shows the line bias 
estimated by block bias search
Epoch Line bias #1 (metre) Line bias #2 (metre)
90 + 0.043 -0.010
91 + 0.044 - 0.006
& + 0.001 + 0.004
for two consecutive epochs. As can be seen, the values of are within the setup band.
7.1.2 Results of Tracking Process
7.1.2.1 Fine Attitude Estimation using sEKF estimator
Using the sEKF estimator, the results of attitude estimation by GPS compared to ADCS 
attitude are shown in Figure 7-1. The estimated attitude using GPS measurements was 
very close to ADCS attitude. The large disagreement in pitch angle at time around 120**’ 
minute is consistent with the poor result as described and shown in Figure 6-29 of 
Chapter 6. That figure showed a large disparity in path difference measurements. The 
ADCS system itself may be contributing to the Table 7-4:1 sigma rms of difference 
greater difference since a large pitch manoeuvre between GPS attitude (using sEKF) 
has taken place, and horizon sensors lost. and ADCS attitude (using QEKF)
The 1 sigma rms of difference between estimated 
attitude and ADCS attitude is shown in Table 7-4.
Roll Pitch Yaw
0.6° 0.9° 0.8°
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Figure 7-1: Attitude comparison between ADCS and GPS, 13 Jan 2000
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Figure 7-2 shows the results of line bias estimation using RLS estimator. As can be seen, 
the profile of estimated line bias #1 is close to +0.04 metre, whereas line bias #2 is close 
to zero. At around the 90‘^  minute when UoSat-12 began to manoeuvre -20° in pitch, there 
is a small peak in the estimated line bias (as indicated by the arrows).
Estimated Line Bias using RLS
Data: 13 JAN 2000 Start Time: GPS week 1044, GPS second 384824.60
(metre)
Line B ias JU0.06 --
0.04 -
0.02 - -
0.00 - -
0.02  - - Lme Bias-#2
-0.04 --
-0.06 --
-0.08 -
20 40 60 80 100 120
Time (minutes)
140 160 180 200
Figure 7-2: Estimated Hue line bias using RLS, 13 Jan 2000
The computed ADOP using Equation (3.46), and the number of selected measurements 
from two baselines are shown in Figure 7-3.
Number of Measurements (SNR > lOdB) and Computed ADOP
Data: 13 JAN 2000 Start Time: GPS week 1044, GPS second 384824.60
Number of Selected Measurements avg = 9
10 ---
4 -- avg = 1.9ADOP
20 400 60 80 100 120 140 160 180 200
Time (minutes)
Figure 7-3: Number of selected measurements and computed ADOP
It can be seen that the computed ADOP was larger when the number of selected 
measurements was small (as indicated by the blue arrows), and these results agreed with 
the analytical results as presented in Table 3-1 of Chapter 3.
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7.1.2.2 Fine Attitude Estimation using qEKF estimator
Figure 7-4 shows a comparison between the Table 7-5: 1 sigma rms of difference 
ADCS pitch and GPS pitch estimated from between GPS attitude (using qEKF) 
qEKF estimator (presented in Section 4.5.2). ADCS attitude (using QEKF)
The computed 1 sigma rms of difference 
between ADCS attitude and estimated attitude is 
shown in Table 7-5.
Roll Pitch Yaw
0.4° 0.9° 0.8°
(deg) Pitch Comparison between GPS Attitude and ADCSData: 13 JAN 2000 Start Time: GPS week 1044, GPS second 384824.60
■ ADCS Pitch (QEKF)
• GPS“ ^rtcY(qÉKF)"
-5 --
-10 -
-20 -
-25 --
-30
0 20 40 60 80 100 120 160140 180 200
Time (minutes)
Figure 7-4: Attitude comparison between ADCS pitch and GPS pitch (using qEKF)
Comparing Table 7-5 (results of qEKF) to Table 7-4 (results of sEKF), there is no 
significant difference in pitch and yaw, but roll error is reduced by 0.2 degrees rms. As 
can be noticed, the estimated pitch here is smoother than the results from sEKF estimator.
7.1.2.3 Fine Attitude Estimation using VLSE
The developed algorithm presented in Section 4.5.1 is used to construct vector observation 
from scalar phase difference. Consequently, the QUEST method is used to estimate 
attitude from vector observations. The pitch comparison between ADCS and GPS is 
shown in Figure 7-5. It can be seen that the Table 7-6: 1 sigma rms of difference 
estimated pitch mostly follows the ADCS pitch. between GPS attitude (using VLSE) 
and ADCS attitude (using QEKF)
The computed 1 sigma rms of difference 
between ADCS attitude and estimated attitude is 
shown in Table 7-6.
Roll Pitch Yaw
0.9° 1.2° 0.9°
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(deg) Pitch Comparison between GPS Attitude and ADCS Attitude
Data: 13 JAN 2000 Start Time: GPS week 1044, GPS second 384824.60
ADCS Pitch (QEKF) _ _ 
GPS Pitch (VLSE)
0 20 40 60 80 100 120 140 160 180 200
Time (minutes)
Figure 7-5: Attitude comparison between ADCS pitch and GPS pitch (using VLSE)
There are large differences from the 160“^ minute to the 190*’ minute. This anomaly may 
be caused by a failure in signal tracking (as shown in Figure 6-24 and Figure 6-25). 
Another cause is the low number of constructed vectors, available for attitude estimation.
Number of Constructed Vectors
Data: 13 JAN 2000 Start Time: GPS week 1044, GPS second 384824.60
4 - - -
avg = 4
0 20 40 60 80 100 120 140 160 180 200
Time (minutes)
Figure 7-6: Number of constructed vectors used in attitude estimation
As indicated by the red circle, in some epochs, only 2 constructed vectors are available. 
Comparing Figure 7-6 to Figure 7-3, at the same period, an approximate 7 scalar 
measurements are available. But it is found that only 2 scalar measurements are collected 
from baseline b: According to the limitations of the method presented in Section 4.5.1, 
only 2 pseudo-vectors can be constructed.
However, the advantage of this method is that knowledge of attitude dynamics is not 
required.
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7.1.2.4 Fine Attitude Estimation using SLSE
Using the SLSE method presented in Section 
3.3.1, the estimated pitch is shown in Figure 7-7. 
The computed 1 sigma rms of difference 
between the ADCS attitude and the estimated 
attitude is shown in Table 7-7.
Table 7-7: 1 sigma rms of difference 
between GPS attitude (using SLSE) 
and ADCS attitude (using QEKF)
Roll Pitch Yaw
0.6° 0.9° 0.8°
Pitch Comparison between GPS Attitude and ADCS
(deg)10
5
0
-5
-10
-15
-20
-25
-30
Data; 13 JAN 2000 Start Time: GPS week 1044, GPS second 384824.60
1
- ......... -I""-------1-----------1-----------1-----------1-----------1-----------
f
1 1 : 1  1 - ADCS Pitch (QEKF) I
J; ' ' ; < • GPS Pitch (SLSE)
1
T 1 . r -> 1- •» -1 1 ; 1 1 1 t
1
+ * t  ^ 1
; 1
; 1 1 1 1 1 1 1 I 1 i 1 1
0 20 40 60 80 100 120 140 160 180 200
Time (minutes)
Figure 7-7: Attitude comparison between ADCS pitch and GPS pitch (using SLSE)
The attitude solutions estimated by the SLSE method are very close to sEKF’s solutions. 
Since the attitude dynamics model is not required, the solution of each epoch is fully 
independent. For this reason, the SLSE’s solution is a very useful reference, and can be 
used to verify the solutions derived from Kalman filtering.
7.2 Data File GP011707 (17 January 2000)
7.2.1 Results of Acquisition Process
Repeating the same processing, 
the line biases estimated by the 
block bias search for two 
consecutive epochs are shown in 
Table 7-8. Once line biases have 
been initialised, the tracking
Table 7-8: Estimated line bias
Epoch Line bias #1 (metre) Line bias #2 (metre)
90 + 0.052 + 0.030
91 + 0.054 + 0.033
& + 0.002 + 0.003
process only used GPS measurements to determine attitude.
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7.2.2 Results of Tracking Process
7.2.2.1 Fine Attitude Estimation using sEKF estimator
Using the sEKF estimator, the estimated 
attitude from GPS measurements compared to 
ADCS attitude is shown in Figure 7-8 and 
Figure 7-9. The 1 sigma rms of difference 
between the estimated attitude and the ADCS 
attitude is shown in Table 7-9.
Table 7-9: 1 sigma rms of difference 
between GPS attitude (using sEKF) and 
ADCS attitude (using QEKF)
Roll Pitch Yaw
1.0° 1.0° 0.6°
(deg) Roll Comparison between GPS Attitude and ADCS AttitudeData: 17 JAN 2000 Start Time: GPS week 1045, GPS second 165334.90
• ADCS Roll (QEKF)
• GPS Roll (sEKF)6 - -
0 - -  
-2  - -  
-4 -- 
-6  -
0 20 40 60 80 100 120 140 160 180 200 220 240
(deg) 
10  -
Time (minutes)
Pitch Comparison between GPS Attitude and ADCS Attitude
Data: 17 JAN 2000 Start Time: GPS week 1045, GPS second 165334.90
6
4
2
0
-2
-4
-6
-8
-10
• ADCS Pitch (QEKF)
• GPS Pitch (sEKF)
j____I.
0 20 40 60 80 100 120 140 160 180 200 220 240
Time (minutes)
Figure 7-8: Attitude comparison between ADCS and GPS, 17 Jan 20(X)
As can be seen in Figure 7-8, from the 80*^  minute to the 100*^  minute, the large difference 
in pitch is consistent with the poor results as shown in Figure 6-42 of Chapter 6.
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Yaw Comparison between GPS Attitude and ADCS Attitude
(deg)10 Data: 17 JAN 2000 Start Time: GPS week 1045, GPS second 165334.90
6
4
2
0
-2
-4
-6
-8
-10
• ADC S Yaw (QEKF) 
Yaw (sEKF)1 1 ( 1 1 1 • GPS
I I I ! ' !
1
'
1
; '
0 20 40 60 80 100 120 140 160 180 200 220 240
Time (minutes)
Figure 7-9: Attitude comparison between ADCS and GPS, 17 Jan 2000
Estimated Line Bias using RLS
Data: 17 JAN 2000 Start Time: GPS week 1045, GPS second 165334.90(metre)
0.06 -- "Lme Bias #r
Lin» Bias #20.00
-0.04
0.06 -
20 40 60 80 100 120 140 160 180 200 220 240
Time (minutes)
Figure 7-10: Estimated line bias using RLS, 17 Jan 2000
Number of Measurements (SNR > lOdB) and Computed ADOP
Data: 17 JAN 2000 Start Time: GPS week 1045, GPS second 165334.90
Number Selected of Measuremerlts avg =T 9
12  - -
10  - - -
6 - -
4 --------—
2 ------
ADOP I  avg =
200 40 60 80 100 120 140 160 180 200 220 240
Time (minutes)
Figure 7-11: Number of selected measurements and computed ADOP
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As shown in Figure 7-10, the estimated line bias for both baselines is close to the expected 
values (shown in Table 6-9 and Table 6-10). The number of selected measurements and 
computed ADOP (Figure 7-11) are similar to the previous data file.
1 ,2 .2 .2  Fine Attitude Estimation using qEKF estimator
Figure 7-12 shows a comparison between Table 7-10: 1 sigma rms of difference
ADCS roll and GPS roll estimated by qEKF between GPS attitude (using qEKF) and
estimator. The computed 1 sigma rms of ADCS attitude (using QEKF)
difference is shown in Table 7-10. Comparing 
Table 7-10 (results of qEKF) to Table 7-9 
(results of sEKF), there is no significant difference in pitch and yaw. The estimated roll is 
0.1 degrees (rms) better than sEKF’s solution.
Roll Comparison between GPS Attitude and ADCS Attitude
Roll Pitch Yaw
0.9° 1.0° 0.6°
(deg) Data: 17 JAN 2000 Start Time: GPS week 1045, GPS second 165334.90
• ADCS Roll (QEKF) 
•_ Rojl (qEKF)
-2 -
-6 -
-1 0
0 20 40 60 80 100 120 140 160 180 200 220 240
Time (minutes)
Figure 7-12: Attitude comparison between ADCS roll and GPS roll (using qEKF)
It can be noticed that the estimated roll derived from qEKF estimator is smoother, but 
there is small offset as compared to the sEKF’s solution.
7 .2 .2 .3  Fine Attitude Estimation using VLSE
Figure 7-13 shows a comparison between Table 7-11: 1 sigma rms of difference
ADCS-roll and GPS-roll estimated by the between GPS attitude (using VLSE)
QUEST method. As can be seen that the 
computed 1 sigma rms of difference as shown in 
Table 7-11 was within 1 degree.
and ADCS attitude (using QEKF)
Roll Pitch Yaw
1.0° 1.0° 0.7°
7-10
(deg)
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Roll Comparison between GPS Attitude and ADCS Attitude
Data: 17 JAN 2CXX) Start Time: GPS week 1045, GPS second 165334.90
-2  - -  
-4 -- 
-6 -  " • ADCS Roll (QEKF)• GPS Roll (VLSE)
-10
20 400 80 100 120 140 160 180 200 220 24060
Time (minutes)
Figure 7-13: Attitude comparison between ADCS roll and GPS roll (using VLSE)
It can be noticed that the profile of estimated roll is similar to the sEKF’s solution. But 
there is no a small offset as appeared in the sEKF’s solution (Figure 7-8).
7.2.2.4 Fine Attitude Estimation using SLSE
Figure 7-14 shows a comparison between 
ADCS-roll and GPS-roll estimated by the SLSE 
method. As can be seen that the computed 1 
sigma rms of difference as shown in Table 7-12 
was within 1 degree.
Table 7-12: 1 sigma rms of difference 
between GPS attitude (using SLSE) 
and ADCS attitude (using QEKF)
Roll Pitch Yaw
1.0° 1.0° 0.7°
(deg) Roll Comparison between GPS Attitude and ADCS Attitude
Data: 17 JAN 2000 Start Time: GPS week 1045, GPS second 165334.90
• ADCS Roll (QEKF)
• GPS Roll (SLSE)
-2 - -  
-4 -- 
-6 - -
-10
200 40 60 80 100 120 140 160 180 200 220 240
Time (minutes)
Figure 7-14: Attitude comparison between ADCS roll and GPS roll (using SLSE) 
It can be noticed that the profile of estimated roll is also close to the sEKF’s solution.
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7.3 Conclusions and Discussions
All results of attitude estimations from two data files have proven that the phase 
information of GPS signals potentially provided attitude information within 1 degree 
(1 sigma RMS, compared to ADCS attitude), without any attempt to mitigate errors caused 
by multipath effect. It is difficult to distinguish the multipath error from other errors. 
However, as presented in the phase error budget (Section 3.5 of Chapter 3), the multipath 
error is most likely a dominant error in GPS measurements. Therefore, a high quality of 
attitude solutions would be expected once the multipath error has been mitigated.
For the acquisition process, the knowledge of attitude was provided by the ADCS. The 
block bias search was tested to ensure that the consistent instantaneous line biases for two 
consecutive epochs were found.
For the tracking process, four algorithms were tested to estimate attitude using all GPS 
measurements only. Comparing results estimated from the sEKF estimator and the SLSE 
method, there was no significant difference. The attitude solutions derived from the qEKF 
estimator appeared to be more smoother than results from other algorithms due to heavier 
filtering. Another significant proof was the combination of vector constmction and 
QUEST method, which provided attitude solution from a number of pseudo-vectors.
Discussions on the attitude results from real flight data follow:
Plausible Pointing Error of GPS Attitude Estimations:
From the results of attitude estimations presented in this chapter, the 1 sigma RMS of 
attitude difference between GPS attitude and ADCS attitude error was 1 degree. As shown 
in Table 6-11, an approximate 1 sigma RMS of disparity was 2 degrees. The disparity 
includes the errors contributed by GPS and ADCS systems. As shown in Table 6-4 (for 
momentum bias mode), an approximate 1 sigma RMS attitude error of ADCS system is 
within 1 degree. Therefore, by back computation, the plausible error of GPS attitude is 
less than 2 degrees. With further processing and multipath mitigation, it is feasible that the 
GPS receiver on UoSat-12 may achieve sub-degree accuracy in the future.
Line Bias Sensitivity:
Another difficult issue is an offset in the attitude solutions. We have been aware that GPS 
measurements provided by the SGR-GPS receiver contained the line bias, which will 
appear as an attitude offset in the attitude solutions.
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As presented in Section 4.6 of Chapter 4, the RLS estimator was developed to re-compute 
and update line biases. From the analysis results indicated in Chapter 6, the line bias 
varied with time, but the drift rate was very small. Therefore, we need to take a term of 
time varying (//factor, see Equation (4.61)) into account by setting the fi factor less than 
one, but close to one. The lower value of ju. factor (e.g. 0.90) has been tested with real 
flight data. The results showed that large variations appeared in the estimated line biases 
and attitude solutions. Therefore, the tuning of // factor has been tested with several data 
files of real GPS data. It is found that the optimal value which minimised the variation in 
attitude and line bias solutions was 0.99 (as shown in Table 7-2).
However, the system model of the RLS estimator required attitude knowledge to predict 
and estimate path difference in order to compute the path difference error. As can be seen, 
the estimated attitude in each epoch derived from each individual attitude algorithm was 
not exactly the same, particularly, the solutions derived from the qEKF estimator (due to 
the detail in system model), and QUEST method (due to small number of pseudo-vectors). 
Combining the effects of the // factor, the updated line biases were not the same for each 
combination of each individual attitude algorithm and the RLS estimator. The profiles of 
estimated attitude were similar, but the offset in those profiles was not the same.
Another issue is the sensitivity of line bias estimation on initialisation. The line bias 
estimation may diverge due to wrong initialisation. The test results from computer 
simulation [Purivigraipong, 1999a] indicated that knowledge of line bias within 0.02 
metre was good enough. For the real data processing, a simple approach was introduced to 
ensure the correct initialisation. The estimated line bias must be found and must be 
consistent for at least two consecutive epochs.
Tuning Kalman Filter:
As indicated in the analysis results of flight data, the error of phase difference 
measurements was approximate 0.02 metre as shown in Table 6-11. Several sources 
introduced enors in the phase difference measurements; receiver noise (which may be 
assumed as the white noise), multipath error (unknown model), and line bias.
Generally, the vaiiance of scalar measurement noise R of Kalman filter is assumed to be 
white noise. For both sEKF and qEKF estimator, the value of 6.4e-5 metre (1 sigma = 
8.0e~3) was set for R (from error budget of UoSat-12 presented in Section 3.5.5).
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For UoSat-12, the torque generated by the reaction wheels is considered as the substantial 
torque with the maximum order of l.Oe-3 Nm [Steyn, 1998]. This value was used as the 
reference for tuning the estimators.
For the sEKF estimator, the system model was very simple and no detail of wheel torque 
was included. The diagonal elements of Q were set with the maximum value of l.Oe-6 
(1 sigma = l.Oe-3). By fixing the R, then the Q matrix was tuned. It was found that the 
attitude solutions started to diverge when the diagonal elements of Q were lower than 
6.4e-7 (1 sigma = 8.0e-4). One explanation is that the filtering estimator tries to follow the 
attitude dynamics, which are modelled in the system model. But, the system model itself 
cannot cope with the actuator torques. Therefore, the filtering solution starts to diverge 
when the small value of Q elements is set.
However, with high value of Q elements, the attitude solutions still converged, but has 
more noise. The explanation was that the filtering estimator has a shorter time constant 
and tries to follow the measurements rather than attitude dynamic model.
For the qEKF estimator, the diagonal elements of Q can be set to small values (e.g. l.Oe-8) 
and the filtering estimator still converges. The explanation is that the system model of 
qEKF included more detail of actuator torques.
Merits of Each Individual Algorithm:
The scalar least square estimator (SLSE) of Section 3.3.1 is a deterministic algorithm, 
which provides a fully independent GPS attitude solution for each epoch. Knowledge of 
spacecraft dynamics, and configuration (e.g. moment of inertia) is not required. Using the 
same GPS attitude software, the same GPS receiver may be used in any space application. 
However, the limitation of SLSE is that at least two antenna baselines and two available 
measurements from each baseline are required. Implementation of SLSE algorithm is quite 
simple, but the operations may consume substantial processing time due to the iterative 
process, and also it requires initialisation.
The vector least square estimator (VLSE) is a combination of vector construction and 
QUEST methods (presented in Section 4.5.1), where again no knowledge of spacecraft 
dynamics and configuration is required. The processing time of QUEST may increase by 
approximately 4 times compared to nornial operation in order to avoid singulaiity. This 
problem may be sorted out by replacing QUEST with the new attitude algorithm
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(presented in Section 5.4.1). Another limitation is that at least two antenna baselines, and 
two pseudo-vectors have to be available for each epoch.
By contrast to the above deterministic algorithms, more accurate results could potentially 
be achieved using the Kalman filter, which requires the knowledge of the spacecraft’s 
attitude dynamics. Using only a few GPS measurements from the number of baselines 
which can be reduced to one, the Kalman filter can still provide GPS attitude solutions. 
However, Kalman filters are notoriously dependent on correct initialisation, and if the 
dynamics models are incorrect, the results may diverge, or provide an inaccurate attitude 
solution. Another drawback is that the Kalman filter is not so easy to apply for general 
space applications, as initial attitude manoeuvre must be known, and knowledge of 
moments of inertia, and torques from actuators are required.
From these considerations, it is seen that the choice of algorithm depends on the specific 
mission requirements, for instance attitude accuracy, processing time and antenna baseline 
configurations.
Process Improvements;
From the above results, the line bias initialisation appeared to have a key role in attitude 
estimation. The error of estimated line bias depends on two factors; accuracy of attitude 
knowledge, and quality of GPS measurements.
For a 65 cm baseline length, prior attitude knowledge from reference ADCS within 8 
degrees appears to be good enough to resolve the integer ambiguity (computed from 
Equation (3.55)). There is possibility of cycle slips {ni^k diS presented in Equation 3.21 
and 3.22) when line bias is taken into account. As presented in Section 4.3, the block bias 
search does search up and down one cycle to solve this problem. However, more accurate 
of prior attitude knowledge will improve the goodness of fit in Equation (4.8), and clearly 
distinguish the correct solution of line bias from others.
For the quality of measurements, the RF front-ends used in the SGR-GPS receiver are not 
specifically designed to be stable in phase and tend to drift with time and temperature. 
This makes it very difficult to improve the quality of measurements unless a more stable 
front-end is used. The SNR threshold is one possibility to select a good measurement. 
However as described in Chapter 6, there is a trade off in terms of the number of discarded 
measurements and the satisfactory quality of data.
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Stand Alone GPS Attitude Acquisition
In Chapter 5, we developed a new approach to achieve stand-alone attitude determination 
using phase information from GPS signals, i.e. resolution of integer ambiguity with no 
external aiding. Computer simulations have been performed and presented in [Hodgart and 
Purivigraipong, 2000]. The final goal of this research is to apply the proposed algorithms 
to real GPS data.
This chapter presents the results of stand-alone spacecraft attitude determination using 
phase measurements collected from only two baselines on UoSat-12. Two data files, 
GPOl 1301 and GPOl 1707, aie used to demonstrate attitude estimation.
8.1 Data File GP011301 (13 January 2000)
After allowing 15 minutes for warm up period, the acquisition process stmts up. The 
attitude acquisition is individually tested for each individual epoch (10 second interval), 
over 5 minutes.
For a 65 cm baseline, there me 13 possible wavelength integers (-6 to +6) from a double 
phase difference given by one pair of GPS satellites (where the integer number -3 to h-3 is 
given by a single phase difference).
The number of integer must be semch clearly depends on the accuracy of prior attitude 
knowledge. In a worst case, assuming no prior attitude knowledge, and in the acquisition 
process, searching over three satellite pairs and two baselines, the number of trial integer 
sets is 13  ^= 4,826,809 for substituting in Equation (3.22) and then Equation (3.24).
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By contrast using the GSO procedure, which is reduced to two dimensional search per 
baseline, and only for each baseline. Therefore, the number of search is dramatically 
reduced to 2x 13^  = 338 trials.
As explained in Section 5.2 of Chapter 5, the test of Part I generates an individual list of 
likely baseline pointing in orbit-defined coordinates. Since we only use measurements 
collected from two baselines, then two individual lists are generated.
Figure 8-1 shows where the correct solution lies within these lists for both baselines, i.e. 
typically within the top 30 solutions. For each list, only the 30 best solutions (from the 
total 169 solutions) are empirically selected.
(listed order) 
top 0
Location of Correct Solution of Individual Baseline Pointing
Test Results o f Part 1 Data File: GPO 11301,13 JAN 2000
5
10
30
. ----------1----------------------------
■ ■ ■ ■
1----------------------------i-------------m—« --------
.  ■  .  ■■ ^
■ ■  ■  ■  ■  *  .
.......... •  ■  ;♦  ♦  <^ — — — — — — — —1 — — — — ^  —i — — — — ^  — — — — ■
♦ i ‘
j *  1  1
1 ♦ List# 1 for Baseline#!
Total lists = 169 1 ■ List#2 for Baseline#2
15 16 19 2017 18
Time (minutes)
Figure 8-1: Location of correct solution of individual baseline pointing
In Part II (presented in Section 5.3), the test has potentially up to 30  ^= 9(X) trials. Figure 
8-2 shows the location of the correct solution in the list of candidate baseline pairs. As can 
be seen that the correct solution is within the top 30 of the 900 listed solutions.
In Part III test (presented in Section 5.4), we empirically select the 30 best solutions from 
the list generated by Part II. Then, using Equation (5.22), we test only 30 trials for finding 
the most likely attitude solutions. Figure 8-3 shows the location of the correct solution 
after testing in least squares. Clearly, the first choice is not always the correct answer, but 
mostly within the top five of the list.
After the historical test, the correct solution was found after the second epoch. Figure 8-4 
shows the comparison between the ADCS attitude and estimated attitude from GPS.
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(listed order)
Location of Correct Solution in Candidate Baseline Pairs
Test Results of Part 11 Data File: GPOl 1301, 13 JAN 2000
top
10  - -
15 --
20 - -
25 -
Total lists = 900
15 16 17 18 19 20
Time (minutes)
Figure 8-2: Location of correct solution in candidate baseline pairs
Location of Correct Solution of Candidate Pairs by Least Squares
(listed order) 
top 0
Test Results of Part III Data File: GPOl 1301, 13 JAN 2000
10
V V—V" 'V V- - p . -  ;--------♦ 1
1 1 1” 1 “ 1 1 1 1 1
T otallists= ^0  ["
15 16 17 18
Time (minutes)
19 20
Figure 8-3: Location of correct solution of candidate pair by least squares
As can be seen in Figure 8-4 that the difference in roll and pitch between the estimated 
attitude and the ADCS attitude is within 3°, whereas the difference is within 1° for yaw.
It can be noticed that it was a large offset between the estimated pitch and the ADCS pitch. 
This offset may come from the uncommon error which is introduced by double differences
of GPS data. However, another possibility is the 
bias in pitch estimation of ADCS system itself.
The 1 sigma rms of pessimistic difference 
between the stand-alone GPS attitude and the 
ADCS attitude is shown in Table 8-1.
Table 8-1: 1 sigma rms of difference 
between stand-alone GPS attitude 
and ADCS attitude (over 5 minutes)
Roll Pitch Yaw
0.9° 0.9° 0.2°
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(deg)
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1
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Roll Comparison between ADCS and Stand-Alone GPS
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Yaw Comparison between ADCS and Stand-Alone GPS
Data: 13 JAN 2000 Start Time: GPS week 1044, GPS second 384824.60
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Figure 8-4: Attitude comparison between ADCS and stand-alone GPS attitude
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8.2 Data File GPOl 1707 (17 January 2000)
From the Part I test, the best 30 solutions from each baseline list are shown in Figure 8-5. 
It can be seen that the location of correct solution of individual baseline pointing is mostly 
within top 30 of the list (from total 169 solutions). However, in some epochs, the number 
of selected measurements collected from baseline b] is less than four. Then, the solution of 
this baseline pointing cannot be found. As shown in Figure 8-5, the arrows indicate the 
epoch that only solution for baseline b| pointing is available.
(listed order) 
top 0
Location of Correct Solution of Individual Baseline Pointing
Test Results of Part I Data File: GPOl 1707, 17 JAN 20CX)
5
10
15
20
25
30
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________________________
■ V t  i  * [ ♦ ♦ ♦
;
■ *  I t - - ; - , -
; ♦ List#l for Baseline#!
Total lists =|169 ■ List#2 for Baseline#2
15 16 17 18
Time (minutes)
19 20
Figure 8-5: Location of correct solution of individual baseline pointing
From the Part II test. Figure 8-6 shows the location of the correct solution in the list of 
candidate baseline pairs. It can be seen that the correct solution is within top 30 of the list 
(from total the 900 solutions).
The results from Part HI as shown in Figure 8-7 are similar to those from the previous data 
file, and we select only the 30 best solutions from the list generated by Part II. Then, we 
test only 30 trials for finding the most likely attitude solutions. Figure 8-7 shows the 
location of the correct solution after testing in least squares sense. As can be seen that the 
location of correct solution is mostly within top five.
After the historical test, the solution was found within first 3 epochs. Figure 8-8 shows 
comparison between the ADCS attitude and the estimated attitude from GPS.
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Figure 8-6: Location of correct solution in candidate baseline pairs
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Figure 8-7: Location of correct solution of candidate pair by least squares
As we can be seen in Figure 8-8 that the difference between the ADCS attitude and the 
GPS attitude is within 4 degrees for roll and pitch, and within 2 degrees for yaw.
It can be noticed that the solutions at time 16:10, 17:00, 18:20, and 19.10 are not available. 
The reason is that the number of selected measurements collected from baseline b? is less 
than four, and only measurements collected from b| are available more than four. To 
compute orientation analytically, at least two set of vectors have to be available at the
same time. Table 8-2: 1 sigma rms of difference
The 1 sigma rms of difference between the between stand-alone GPS attitude 
stand-alone GPS attitude and the ADCS attitude 
is shown in Table 8-2.
and ADCS attitude (over 5 minutes)
Roll Pitch Yaw
1.8° 1.2° 0.6°
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Figure 8-8: Attitude comparison between ADCS and stand-alone GPS
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8.3 Conclusions and Discussions
In this chapter, the stand-alone attitude detemiination from phase information of GPS 
signals logged on UoSat-12 has been demonstrated without relying on any external 
initialisation. Using only four GPS measurements collected from two individual baselines, 
the new algorithm is successful in resolving integer ambiguities and achieving 2 degrees 
(1 sigma RMS) disparity of attitude estimate compared to the ADCS attitude as shown in 
Table 8-1 and Table 8-2.
From these results, the coarse attitude from stand-alone GPS system can be used to 
estimate line bias (acquisition process as presented in Chapter 7), to recover path 
differences, and then to initialise a filtering estimator in the tracking process, which uses 
all GPS measurements to estimate fine attitude as presented in Chapter 7.
Discussions on the attitude results from real flight data follow:
Number of Search:
Using only three pairs of double phase difference measurements collected from two 
antenna baselines, the search dimensions are summarised in Table 8-3.
Table 8-3: Number of search
Test Part 1 Part n Partm
Number of search 169 for bi 
169 for bz
900 30
Remark - (30 best solutions selected 
from each list of Part 1)
(30 best solutions 
selected from Part 11)
As given in above Table, the total number of search dimensions (1268 trials) are 
significantly reduced when compare to conventional way (13  ^= 4,826,809 trials).
Unknown Offset in Attitude Acquisition:
As shown in Figure 8-4 and Figure 8-8, there was an offset between the ADCS attitude 
and stand-alone GPS attitude. It is very difficult to characterise this offset because any 
offset error to ADCS attitude estimate is unknown. In principle, the line bias in GPS 
measurements should be removed by double differences. But, the uncommon errors, for 
instance multipath error and measurement noise, may significantly appeal* in the double 
phase differences, and appear in the attitude solutions. Therefore, an uncommon offset 
cannot be avoided even if double differences is applied in the formulations.
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Conclusions and Future Work
In this research study, several algorithms have been developed to achieve attitude 
estimation from GPS carrier phase difference measurements. The study includes GPS 
selection, constructing vector measurements from scalar phase differences collected from 
two baselines, the block bias search for instantaneous line bias estimation, a method for 
detecting integer cycle slip and recoveiy of path difference, filtering estimators based on 
EKF for attitude estimation, and an RLS estimator for line bias estimation.
A novelty of this Ph.D. study is a new algorithm to resolve integer ambiguity and achieve 
stand alone GPS attitude determination. This also includes a new attitude algorithm using 
vector observations.
9.1 Research Contributions
The summary of significant contributions as a result of this research study follows:
9.1.1 Resolving Integer Ambiguity
Integer ambiguity is a major problem in attitude determination using phase information of 
GPS signals. This research study has developed a new algorithm based on the Gram- 
Schmidt Orthonormalisation (GSO) procedure to simplify the search formulation as 
presented in Chapter 5. The significant novelties of this new algorithm are that the 
formulation is expressed in analytic form, and the dimension of search space is reduced. 
Computer simulations have been performed as presented in [Hodgart and Purivigraipong, 
2000].
Chapter 9: Conclusions
Unlike previous research on resolving integer ambiguity, the significant contribution from 
this new developed algorithm is that the test has been performed with real flight data 
logged on board UoSat-12.
As presented in Chapter 8, the results show that the integer ambiguity has been resolved 
and achieves consistency attitude estimation within 4 degrees of the reference ADCS 
attitude. This proves that the newly developed algorithm does work with real data for 
spacecraft applications.
9.1.2 Line Bias Initialisation and Estimation
Line bias is one of fundamental problems in attitude determination from phase difference 
measurements. This research study has developed an algorithm to first estimate line bias. 
The block bias search presented in Chapter 4 requires at least four phase measurements 
from each individual baseline to search for instantaneous line bias. An integrity function 
provides a robust solution, by performing a least squares test. Computer simulation results 
are presented in [Purivigraipong et a l, 1999a].
Once knowledge of line bias is available, the filtering estimator based on RLS techniques 
is able to re-compute and update line bias from all GPS measurements. The advantage of 
the RLS estimator is that time variation is taken into account. Therefore, the change of line 
bias with time can be tracked. Computer simulation results are presented in 
[Purivigraipong e ta l,  1999b].
These two developed algorithms have been performed and tested with flight data in order 
to recover path difference as results presented in Chapter 7.
9.1.3 Development of Attitude Algorithms
A new algorithm for attitude determination from vector observations has been developed. 
This new algorithm can be used for general application as long as the observation is 
formed as a vector and at least two vector observations are available. The advantage of this 
new algorithm is that a non-singular attitude solution is provided within a few iterations. 
This algorithm has been used for the attitude acquisition to estimate the coarse attitude 
using real flight data as presented in Chapter 8.
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Another four attitude algorithms are developed for fine attitude determination using GPS 
measurements; the scalar least squares estimation (SLSE), the vector least squares 
estimation (VLSE), the sEKF estimator, and the qEKF estimator. Table 9-1 shows the 
advantages and disadvantages of developed attitude algorithms which can be used in 
tracking process.
Table 9-1: Advantages and disadvantages of developed attitude estimation algorithms
Algorithm Advantage Disadvantage
(1) SLSE
• no knowledge of spacecraft 
dynamics is required
• independent solution for 
each epoch
• simple for implementation
• same softwaie for any space 
applications
• consumes computation time
• at least two antenna 
baselines and two available 
measurements from each 
baseline are required
(2a) VLSE-QUEST 
(2b) VLSE-New 
attitude algorithm 
(Section 5.4.1)
same as SLSE, but less 
computation time compared 
to SLSE
• (2b) singularity can be 
detected, and requires no 
sequential rotations.
requires at least two antenna 
baselines
• (2a) requires sequential 
rotations to avoid singularity, 
and processing time will 
increase by approximately 4 
times.
(3) sEKF
• potentially accurate solution
• filtering estimator can 
provide solution from only 
few measurements
• requires dynamic model of 
small rotation angle
• operates under small 
rotation only
(4) qEKF
same as sEKF, but potentially 
more accurate solution and 
can operate under manoeuvre
• requires accurate system 
model
• implementation for specific 
space applications
All algorithms require initialisation and removal of integer ambiguities.
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9.1.4 Study on ADOP Analysis
The study on ADOP analysis provides significant information for computation of the 
approximate pointing error from the existing infoimation of system design for GPS 
attitude determination as presented in Chapter 3, for instance baseline configuration, 
overall expected measurement error.
9.1.5 Path Difference Recovery and Correction
Using the knowledge of attitude, the integer resolution can be achieved. However, a cycle 
slip may occasionally occur due to measurement error. The path recoveiy method as 
presented in Chapter 4 plays an important role in detecting a cycle slips and recovering 
single path difference. Without this integrity function, the path difference may not be 
recovered properly, and this may cause a laige error in the attitude solution.
9.2 Future Work
9.2.1 Multipath Mitigation
Although we have achieved GPS attitude determination from real flight data, measurement 
errors caused by multipath still remain and affect the attitude solution. In order to achieve 
a more accurate solution, the error caused by multipath has to be mitigated. To estimate 
the measurement errors, some kind of highly accurate attitude aiding is required.
One possible idea to characterise measurement errors is that the line of sight vector can be 
used to map the error for each single direction. However, to cope with all possible 
directions, a batch of data needs to be collected for a long period, for example 24 hours. 
Once measurement errors are mapped into a table with azimuth and elevation indexes, 
then the SNR information can be used to characterise the map of measurement errors.
In order to mitigate measurement errors, the characterised error as a function of azimuth, 
elevation, and SNR can be used to recover path difference from raw measurements.
For UoSat-12 case study, several issues need to be considered, listed as follows:
ADCS Attitude: The reference ADCS attitude information needs to be improved in order 
to provide highly accurate attitude information. By combining the measurements from the 
star sensors and Sun sensors, the error of ADCS attitude may reduce to less than 0.1°.
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Quality of GPS data: The caiTier tracking loop software needs to be improved in order to 
eliminate the problem of 180 degrees phase ambiguity.
9.2.2 Improvement of Acquisition Process
As indicated in the attitude results, initialisation of attitude and estimating line bias is very 
important. For attitude initialisation, the accuracy of the attitude solution depends on the 
quality of measurements used in the block ambiguity search. The currently developed 
algorithm uses the PDOP to select GPS satellites, also means to select the measurements. 
However, PDOP only indicates the geometry of a group of selected satellites, but it does 
not indicate the quality of measurements.
The high SNR threshold combined with PDOP may be used to improve the quality of 
selected measurements. Furthermore, the SNR data combined with line of sight vectors 
may be used to provide extra information to further limit the boundaries of a search. This 
will improve the performance of the block ambiguity search, and reduce the computation 
time of acquisition process.
9.2.3 Improvement of Line Bias Estimation
As shown in the analysis results, the line bias varies with time with a small drift rate. 
However, temperature may cause variation in line bias. The developed RLS estimator can 
cope with variation to a certain extent due to the fixed value of ju factor. If the temperature 
significantly changes, the variation of line bias may be significantly larger or smaller in a 
short period. An adaptive RLS estimator may be an alternative method, which can be used 
to estimate line bias precisely.
9.3 In Closing
It is almost 20 years since the first study on GPS attitude determination has been 
published. Since then, only a few space-based GPS attitude determination demonstrations 
have occurred. The difficulty in this research is that it requires not only high theoretical 
knowledge, but also strong practical experience to design the system. The results from this 
Ph.D. research should motivate the researcher to continue study in this area, and to achieve 
high performance in a real-time implementation. Using new and better GPS technology, 
real practical achievements will follow closely.
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Appendix A :
Dynamics of Earth-Pointing Spacecraft under Small 
Rotation Angles
This appendix describes an example of spacecraft dynamics under small rotation angles 
using Euler angle representation. The Earth-pointing spacecraft as shown in Figure A. 1 is 
used in this explanation. This pointing mode is widely used for communication satellites 
and Earth observation roll axis
satellites.
The spacecraft rotates at 
one revolution per orbit in a 
near circular orbit with 
orbital angular rate, .
The orbital rate vector can 
be written as
pitch  spacecraft
a x is  /direction
yaw axis
yaw
rotation pitch rotation 
pitch 
axis
Figure A-1: Earth pointing spacecraft
co„=[0 o f (A.1)
The attitude angles are defined as roll, pitch and yaw which are treated as small errors 
about the velocity vector. The transformation matrix (for 2-1-3 system) from orbit-defined 
coordinates to the body-fixed coordinates can be expressed as
■ 1 W -d ~
A = - i p 1 <(> (A.2)
d 1
The body angular rate vector referenced to orbit-defined coordinates can be derived from 
the rate of change of Euler angles (2-1-3) [Wertz, 1978, p 609]
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(On - ^ O y - Ô
¥ _
(A.3)
The body angular velocity vector referenced to inertial coordinate system can be derived 
by [Wertz, 1978, p 609]
(Og =(Dg + Am_ 5
0
9 + A ~^o = 0-w„
¥ 0 yr+ 0)„<l>
(A.4)
where co^  = is the orbital angular velocity of the spacecraft in the circular orbit of
radius R g, and is the Earth’s gravitational constant. For example a typical orbit of a
microsatellite at 800 km altitude is a t = 0.059 degree/second.
The zenith vector along the yaw axis in the orbit-defined coordinates is [o 0 - l] ^ .  
Thus, the zenith vector in the body-fixed coordinates system, Zg, is
Zg = A[0 0 ~ l j  =[0 —(f) —if (A.5)
The simplified formulation of gravity-gradient torque, Ng, on the entire spacecraft can be 
expressed as [Wertz, 1978, p 567 and p 609]
— 3^u^z  ^x(l^Q|Zg ) — 3o>jj
0
(A.6)
The above equation is simplified by linearisation for a spacecraft in a near circular orbit 
using small-angle approximation for ^and 9.
If we consider only the torque from Earth’s gravitational field, the dynamic equation in the 
body-fixed coordinates system can be expressed as [Wertz, 1978, p 609]
h'y ^ h'y)^y^z
{ ^ z z ~ ^ x x ) ^ ^ i f z z ~ ^ x x  )^ x ^ z (A.7)
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where 0)y coJ[
If the satellite has a symmetric structure in the x and y axes (/%% = lyy = /t = transverse 
inertia momentum), the dynamics equations are then rewritten as
-  A )^z^y
0
(A.8)
From Equation (A.4), the first-order derivative of the body-fixed angular rate vector is
ë (A.9)
Substituting the component of angular velocity vector and its derivative into 
Equation (A.8) yields
(A. 10)
where r  = /^/7,
It can be seen that the pitch is separated from roll and yaw under small rotation angles. 
There is only a coupling term between roll and yaw.
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