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Abstract
In this paper, we study regularity properties of a physically motivated observation associated with a controlled partial
dierential equation (PDE) model on a rectangular domain. This particular PDE describes the active control of acoustic
pressure in a chamber by means of piezoelectric activation; and involves a wave coupled to a structurally damped beam
equation, with the coupling being accomplished by boundary trace terms. The observation here consists of pointwise (in
space) measurements of the velocity of the wave component, with this velocity representing the acoustic pressure of the
system. As dened then, the observation of the system, like the control imput, is modeled by an unbounded operator. The
main result of this paper is the discovery of an energy space such that for initial data taken from this space, the desired
observation of the acoustic pressure is well dened. c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: Structural acoustics; Coupled partial dierential equations; Point control and observation; Trace regularity;
Fourier analysis
1. Introduction
1.1. Statement of the problem and main result
Let 
R2 be the rectangle (0; )  (0; ) with boundary  . Throughout, the \active" portion
of the boundary will be the side of the rectangle  0 = (0; ). On this geometry, we will consider
the following controlled system of time-dependent partial dierential equations (PDEs); this being
comprised of a wave equation satised by function z(t; x; y) on 
, coupled to a structurally damped
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beam equation satised by function v(t; x) on  0:
ztt = z on (0; T ) 
; (1)
9z
9 =
(
vt on (0; T )  0;
0 on (0; T )  n 0;
vtt =−2v− 2vt − zt + 0(0)u on  0  (0; T ); (2)
v(t; 0) = v(t; ) = 9v(t; 0)9x =
9v(t; )
9x = 0; 8t 2 (0; T )
[z(t = 0); zt(t = 0)] = [z0; z1];
[v(t = 0); vt(t = 0)] = [v0; v1]:
Above, [z0; z1; v0; v1] are given initial data. Also, the (control) function u(t)2L2(0; T ), and 0(0) is
the derivative of the Dirac delta function (or second derivative of the Heaviside function) evaluated
at a given point 0 2 0. A fortiori then, 0(0)2L(R; H−3=2−( 0)). In [2] it is shown that for initial
data in the \natural" space of wellposedness, and u2L2(0; T ), one has solutions of nite energy,
despite the unboundedness of the 0. Specically, if we make the denotation
H :=
H 1(
)
R 
L2(
)
R  H
2
0 ( 0) L2( 0); (3)
we then have the following regularity:
Proposition 1 (Avalos [1] and Avalos and Lasiecka [2]). For all u2L2(0; T ) and [z0; z1; v0; v1]2
H ; the solution of (1){(2) satises the following estimate:
k[z; zt ; v; vt]kC([0;T ];H) + k[ztj 0 ; vt]kL2(0;T ;H−1=4( 0)H 20 ( 0))6CT [kukL2(0;T ) + k[z0; z1; v0; v1]kH ]:
The PDE (1){(2) is used to model sound waves in a cavity 
 which has a exible wall at  0:
Here, control is implemented by the conduction of voltage through a piezoceramic patch distributed
at the point 0 of  0. Associated with this controlled PDE is the following pointwise observation,
this mapping being dened by having for arbitrary x0 2
 and [z0; z1; v0; v1]2H ,
Rx0
2
66664
z0
z1
v0
v1
3
77775= z1(x0): (4)
Note that as dened, Rx0 is an unbounded operator with respect to the state space H ; inasmuch as
pointwise values of functions in L2(
) are a priori ill-dened. Hence, according to Proposition 1,
an application of Rx0 to the trajectory [z; zt ; v; vt], corresponding to initial data [z0; z1; v0; v1]2H and
control u2L2(0; T ), would not seem to be justied. Physically, the observed term zt(x0) represents
a pointwise (in space) measurement of the acoustic pressure. The intent of this paper is to show that
there exists a subspace XH such that, for initial data [z0; z1; v0; v1] taken from X and u2L2(0; T ),
one can indeed consider the given pointwise observation of the corresponding solution [z; zt ; v; vt].
G. Avalos / Journal of Computational and Applied Mathematics 114 (2000) 121{135 123
Note that because of the nature of the coupling in (1){(2) (via unbounded trace terms) and the con-
trol map 0, simply taking smooth initial data would not do, as the corresponding solution [z; zt ; v; vt]
need not retain this smoothness pointwise in time. Hence, an application of the Sobolev Embedding
Theorem to dene the pointwise evaluation zt(x0) would be invalid.
To concisely describe this space X, we rst dene the self-adjoint, positive-semidenite operator
AN as AN =−, with
D(AN ) =
(
f2 H
2(
)
R 3
9f
9 = 0
)
: (5)
Note by [12], we have the following characterization of the domains of the fractional powers of AN :
D(AN ) =
H 2(
)
R ; 06<
3
4
; (6)
D(A3=4N ) =
(
f2 H
3=2(
)
R 33f2L
2
−1=2(
)
)
; (7)
where, as in [12], L2−1=2(
) denotes the space of functions h(x) such that %(x)
−1=2h(x)2L2(
), with
%(x) being the distance from x to boundary  . With this elliptic operator, we now quote a \trace"
result of sorts, this being the principal motivation for our choice of space X. This result gives mean-
ing to pointwise spatial evaluations of solutions of (uncoupled) wave equations. The result, as stated
below is essentially a deduction from Theorem 3:2 of [14] (for full details, see Lemma 1:3 of [4]).
Lemma 1. Let z(t; x) be the solution of the wave equation
ztt = z on (0; T ) 
;
9z
9 = 0 on (0; T )  ;
z(0; ) = z0 2D(A3=4N ); zt(0; ) = z1 2
H 1=2(
)
R ;
(8)
then for any x0 2 Int(
); there exists CT > 0 such that
kzt(; x0)kL2(0;T )6CTk[z0; z1]kD(A3=4N )H 1=2(
)=R:
With this result in mind, we denote the space of initial data to be functions in the following
product of Sobolev spaces, which moreover satisfy a certain compatibility condition:
X :=
(
[z0; z1; v0; v1]2 H
3=2(
)
R 
H 1=2(
)
R  H
2
0 ( 0) H 1=2+0 ( 0);
such that z0 − Nv1 2D(A3=4N )

: (9)
X is readily seen to be a Hilbert space with the norm
k[z0; z1; v0; v1]kX = (kz0k2H 3=2(
) + kz1k2H 1=2(
) + kv0k2H 20 ( 0) + kv1k
2
H 1=2+0 ( 0)
+ kA3=4N (z0 − Nv1)k2L2(
))1=2: (10)
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In [5], we show that for arbitrary initial data [z0; z1; v0; v1]2X and u2L2(0; T ), the corresponding
solution [z; zt ; v; vt]2C([0; T ];X). The main result of this paper gives that the pointwise observation
Rx0 dened in (4) may be applied to the solutions of (1){(2), for initial data in X.
Theorem 1. Let x0 2
 be xed. Then the mapping
f[z0; z1; v0; v1]; ug ! zt(x0)
is bounded from X  L2(0; T ) into L2(0; T ); with the norm bound
kzt(x0)kL2(0;T )6C(k[z0; z1; v0; v1]kX + kukL2(0;T )):
Remark 1. The wellposedness result in [5] states that for initial data in X and control in L2(0; T ),
the corresponding trajectory [z; zt ; v; vt] evolves in X, continuously in time. In turn, our main result
here states that for initial data in such space, one can proceed to take pointwise observations of the
acoustic pressure. Thus, for f[z0; z1; v0; v1]; ug2XL2(0; T ), the controlled PDE (1){(2) with the
unbounded observation (4) can freely be studied with a view towards optimal control or feedback
control design, as all the quantities involved are well dened. Note that a delicate balance must
evidently be struck here: In order for the control!state map to reach XH , the state space X
cannot be taken \too small". On the other hand, in order that pointwise spatial observations of zt be
made sense of, for arbitrary initial data taken from X, the state space X cannot be \too large".
Remark 2. One could easily replace the control term 0(0)u with the nite sum
PK
i=1 
0(i)ui, where
u2L2(0; T ;RK), and i 2 0 for every i. This would not change things at all, but is in line with the
intended application in which multiple piezoelectric patches are bonded to the chamber wall  0, and
so the resulting PDE (1){(2) would be controlled by means of a linear combination of derivatives
of delta functions (see [6]).
Remark 3. In [4], this same problem of validating pointwise observations of zt is taken up in
the case that the geometry 
 is a smooth, arbitrary domain. The methodology in [4] however,
is necessarily much dierent than that in the present work: Fourier expansion=Harmonic analysis
techniques, which exploit the special geometry under consideration, are used here to help obtain a
prerequisite trace result. In [4], the proof of the analogous trace result for arbitrary 
 involves a
technical pseudodierential=microlocal analysis of the dynamics.
The structure of the paper is as follows: in Section 2, we dene certain elliptic operators which
eventually allow for an explicit representation of the wave component z of (1){(2), in terms of
(strongly continuous) cosine and sine operators (applied to the initial data [z0; z1] and boundary
data vt). (See [10,11] for an exposition of this cosine operator machinery.) In Section 3.1, we intro-
duce two \trace" results for wave equations, under the action of boundary data of prescribed type
(Lemmas 3:1 and 3:2). In particular, Lemma 3:2 uses critically the fact that the coupling beam-
like equation of (1){(2) is modeled by an analytic semigroup. In Section 3.2, where we directly
prove Theorem 1:3, these trace results are used to analyze the wave component of (1){(2).
Here we scrutinize each term of the aforementioned cosine=sine model for z, invoking the trace
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Lemmas 3:1 and 3:2 as we go, so as to ultimately validate the pointwise evaluation zt(x0), thereby
proving Theorem 1:3.
2. Operator formalism
2.1. Modeling the wave component of (1){(2)
In what follows, we will have need of writing down, in operator form, solutions to wave equations
of the form
 tt(x; t) =  (x; t) on (0; T ) 
;
9 
9 =
(
g on (0; T )  0;
0 on (0; T )  n 0;
 (t = 0) = 0;  t(t = 0) = 0 on 
;
(11)
where g is prescribed boundary data. To this end, we recall the elliptic operator AN dened in
(5), and let fmn; mng1m;n=1 denote, respectively, its eigenvalues and orthonormalized eigenfunctions
(neglecting the zero eigenvalue and its constant eigenfunction), viz.,
mn = n2 + m2 for m; n= 1; 2; : : : ;
mn(x; y) =
2
 cos nx cosmy for m; n= 1; 2; : : : :
(12)
Also associated with AN is the so-called Neumann map N :L2( 0)! L2(
)=R, dened by Ng= h if
h= 0 on 
;
9h
9 = g on  :
(13)
By standard elliptic theory, it is known that
N 2L
 
Hs( 0);
H s+3=2(
)
R
!
: (14)
Using the cosine and sine operators associated with AN (see again [10,11]), the solution [ ;  t] to
(11) may be expressed abstractly as
 (t) = AN
Z t
0
S(t − )Ng() d; (15)
 t(t) = AN
Z t
0
C(t − )Ng() d: (16)
In turn, via the eigenvalues and eigenfunctions of AN , and the elliptic operator N , one can rewrite
this abstraction (see [13]) for  as the explicit expression
 (t) =
1X
m;n=1

1p
n2 + m2
Z t
0
sin
p
n2 + m2(t − )gn() d

mn; (17)
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where
gn() =
2
(g(; ); cos n())L2( 0): (18)
Remark 4. Using the machinery described above, and further accounting for initial data, the wave
component to (1){(2) may then be written as
z(t) = C(t)z0 +S(t)z1 + AN
Z t
0
S(t − )Nvt() d: (19)
In what follows, we will also have need of the following elliptic operator on the interval  0:
A 0 =−
d2
dx2
with D(A 0) =

u2H 2(0; )3 9u()9x =
9u(0)
9x = 0

: (20)
Then 8g2H( 0); 06< 32 ; we have from [12] the characterization
kgkH( 0) = kA=2 0 gkL2( 0): (21)
Furthermore, as A 0 has the respective eigenvalues and eigenfunctions fn2; 2= cos n()g1n=0, we deduce
by Parseval’s relation that for g2H( 0); 06< 32 ,
kgk2H( 0) = kA=2 0 gk
2
L2( 0)
=
1X
n=1


g;
2
 cos n()

2
n2: (22)
2.2. Modeling the beam component of (1){(2)
We dene the operator A : L2( 0)D( A)! L2( 0) as
A= 2; D( A) = H 4( 0) \ H 20 ( 0):
A is positive-denite, self-adjoint with its fractional powers therefore being well dened. By [12],
we have
D( A

) = H 40 ( 0) for 06<
5
8 : (23)
Through this elliptic operator, we in turn dene
A0 =
"
0 I
− A − A
#
: D(A0)! H 20 ( 0) L2( 0);
D(A0) = f[v1; v2]2 [H 20 ( 0)]2 such that v1 + v2 2D( A)g:
(24)
It is a rather nontrivial result that A0 generates an analytic C0-semigroup feA0tgt>0 of contractions
on H 20 ( 0) L2( 0) (see [7]); this analyticity will be used in a crucial way in the sequel. With this
operator, the beam component [v; vt] of (1){(2) can be written as
v(t)
vt(t)

= eA0t

v0
v1

+
Z t
0
eA0(t−)

0
−zt()j 0 + 0(0)u()

d: (25)
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At some point we will invoke the following characterization of the fractional powers of −A0, this
being established in [8] (as we said, feA0tgt>0 generates an analytic semigroup, so fractional powers
of −A0 are well dened):
Lemma 2 (See, Chen and Triggiani [8], Theorem 1:1). For 06s6 12 ;
D((−A0)s) = H 20 ( 0) H 4s0 ( 0):
3. Proof of Theorem 1
3.1. Two preliminary results
We rst recall a \trace" result which was proved in [3].
Lemma 3 (See Theorem 3.1 of Avalos et al. [3]). For g2L2(0; T ;H 5=40 ( 0)); let  denote the so-
lution of the wave equation
 tt =  on 
  (0; T );
9 
9 =
(
g on  0  (0; T );
0 on  n 0  (0; T );
 (t = 0) =  t(t = 0) = 0 on 
:
(26)
Then for xed x0 2 
;  t(; x0)2L2(0; T ); with the estimate
k t(; x0)kL2(0;T )6CkgkL2(0;T ;H 5=40 ( 0)):
Let us next denote the projection P2 on H 20 ( 0) L2( 0) as
P2

v0
v1

= v1: (27)
With this operator and that dened in (24), we have the following trace result, which is in the style
of Lemma 3.
Lemma 4. For arbitrary [v0; v1]2H 20 ( 0)H 1=2+0 ( 0); let  denote the solution of the wave equa-
tion
 tt =  on 
  (0; T );
9 
9 =
8><
>:
P2A0eA0()

v0
v1

on  0  (0; T );
0 on  n 0  (0; T );
 (0; x; y) =  t(0; x; y) = 0 on 
:
(28)
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Then for xed x02 
;  (; x0)2L2(0; T ); with the estimate
k (; x0)kL2(0;T )6C
∥∥∥∥

v0
v1
∥∥∥∥
H 20 ( 0)H 1=2+0 ( 0)
:
Proof. By means of the \input" map in (17), the solution  has the explicit representation (taking
[v0; v1] initially smooth)
 (t) =
1X
m;n=1
(Z t
0
mn(t − )

P2A0eA0

v0
v1

;
2
 cos n()

L2( 0)
d
)
mn; (29)
where
mn(t)  sin
p
m2 + n2(t)p
m2 + n2
:
Accordingly, a pointwise spatial evaluation of  is given by
 (t; x0) =
1X
m;n=1
(Z t
0
mn(t − )

P2A0eA0

v0
v1

;
2
 cos n()

L2( 0)
d
)
mn(x0)
and it is this expression which we attempt to make rigorous in an L2 sense.
Step 1: We rst prove the following:
Proposition 2. For arbitrary y0 2 [0; ]; one has the estimate
k (; ; y0)kL2(0;T ; H 1=2+=2( 0))6C
∥∥∥∥

v0
v1
∥∥∥∥
H 2 0
( 0)H 1=2+0 ( 0)
: (30)
Proof. Since the wave equation (28) has zero initial data, we can extend the solution  by zero for
t >T so as to allow for an application of the Laplace transform. With (Laplace) variable =+i!,
where > 0, we will throughout denote R(;A0) to be the resolvent of I − A0. One key facet of
this proof is the use, at a certain point, of the analyticity of A0; in particular, we will need the
estimate associated with its resolvent. Namely, A0 being an analytic generator on H 20 ( 0)  L2( 0),
it necessarily satises for all 0661
kA0R(;A0)kL(H 20 ( 0)L2( 0))6
C
jj1− (31)
for some constant C.
Using the generalized Parseval’s relation (see [9]), (22), the representation for  in (29), and the
convolution theorem we have
2
Z 1
0
e−2tk (t; ; y0)k2H 1=2+=2( 0) dt
=2
Z 1
0
e−2tkA1=4+=4 0  (t; ; y0)k2L2( 0) dt
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=
Z 1
−1
k [A1=4+=4 0  (+ i!; ; y0)k2L2( 0) d!
=
Z 1
−1
1X
n=1
’(!)  n1=2+=2

P2A0R(;A0)

v0
v1

;
2
 cos n()

L2( 0)

2
d!; (32)
where 2 (0; 1) is xed, and ’ is dened by
’(!) 
1X
m=1
cosmy0
2 + mn
:
Another key facet here is to show that the sum above obeys the following estimate:
j’(!)j6 Cj!j1=2 ; (33)
where the constant C is independent of !2R and n= 1; 2; 3; : : : .
Indeed, assume for the time being the validity of estimate (33). Then (32) and (33) in combination
yield
2
Z T
0
e−2tk (t; ; y0)kH 1=2+=2( 0) dt
6
Z 1
−1
C
j!j
1X
n=1
n1=2+=2

P2A0R(;A0)

v0
v1

;
2
 cos n()

L2( 0)

2
d!
=
Z 1
−1
C
j!j
1X
n=1


A1=4+=4 0 P2A0R(;A0)

v0
v1

;
2
 cos n()

L2( 0)

2
d!
=
Z 1
−1
C
j!j
1X
n=1


A1=4+=4 0 P2A
−1=8−=8
0 A
1−=8
0 R(;A0)A
1=8+=4
0

v0
v1

;
2
 cos n()

L2( 0)

2
d!
=
Z 1
−1
C
j!j
∥∥∥∥A1=4+=4 0 P2A−1=8−=80 A1−=80 R(;A0)A1=8+=40

v0
v1
∥∥∥∥
2
L2( 0)
d!
6
Z 1
−1
C
jj
∥∥∥∥A1−=80 R(;A0)A1=8+=40

v0
v1
∥∥∥∥
2
L2( 0)
d!; (34)
where for the last inequality we have used the fact that A=2 0 P2A
−=4
0 2L(H 20 ( 0)  L2( 0); L2( 0))
for 06< 3=2, by the characterizations in Lemma 2 and (21). Estimate (31) and another use of
the generalized Parseval’s relation applied to (34) now yield
2
Z T
0
e−2tk (t; ; y0)k2H 1=2+=2( 0) dt6C
Z 1
−1
1
jj1+=4 d!
∥∥∥∥A1=8+=40

v0
v1
∥∥∥∥
2
H 20 ( 0)L2( 0)
d!
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= 2C
Z 1
0
e−2t t−1+=4 dt
∥∥∥∥

v0
v1
∥∥∥∥
2
D(A1=8+=40 )
6C
∥∥∥∥

v0
v1
∥∥∥∥
2
D(A1=8+=40 )
= C
∥∥∥∥

v0
v1
∥∥∥∥
2
H 20 ( 0)H 1=2+0 ( 0)
: (35)
The remainder of the proof of Proposition 2 will thus be devoted to obtaining the asserted estimate
(33). To obtain this inequality it will then suce, by the denition of Riemann integrability, to show
that the following estimates hold, independent of !2R and n= 1; 2; 3; : : : :
Z 1
1
!
(n2 + y2 + 2 − !2)2 + 42!2 dy
6 Cj!j1=2 ; (36)
Z 1
1
(n2 + y2 + 2 − !2)
(n2 + y2 + 2 − !2)2 + 42!2 dy
 6 Cj!j1=2 : (37)
To obtain (36): We rst recall two associated integral estimates which were derived in [1] (see
estimates (3:33) and (3:55) therein):Z 1
1
n3=2
(n2 + y2 + 2 − !2)2 + 42!2 dy6C; (38)
Z 1
1
n−1=2!2
(n2 + y2 + 2 − !2)2 + 42!2 dy6C; (39)
where C is independent of !2R, and n= 1; 2; 3; : : : .
Case 1: !26n2 + 2. Then as !262n2,Z 1
1
!
(n2 + y2 + 2 − !2)2 + 42!2 dy6
1
j!j1=2
Z 1
1
j!j3=2
(n2 + y2 + 2 − !2)2 + 42!2 dy
6
C
j!j1=2
Z 1
1
n3=2
(n2 + y2 + 2 − !2)2 + 42!2 dy
6
C
j!j1=2 ; (40)
after using (38).
Case 2: n2 + 26!2. ThenZ 1
1
!
(n2 + y2 + 2 − !2)2 + 42!2 dy6
1
j!j
Z 1
1
!2
(n2 + y2 + 2 − !2)2 + 42!2 dy
6
1
j!j1=2
Z 1
1
n−1=2j!j2
(n2 + y2 + 2 − !2)2 + 42!2 dy
6
C
j!j1=2 ; (41)
after using (39). For both cases we have thus obtained estimate (36).
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To obtain (37): Throughout, we denote
I :=
Z 1
1
(n2 + y2 + 2 − !2)
(n2 + y2 + 2 − !2)2 + 42!2 dy:
Case 1: !26n2 + 2. In this case we set ~an! :=!2 − n2 − 260, and therewith
I =
Z 1
1
(y2 − ~an!)p
(y2 − ~an!)2 + 42!2 
p
(y2 − ~an!)2 + 42!2
dy
6
Z 1
1
dyp
(y2 − ~an!)2 + 42!2
6
p
2
Z 1
−1
dy
y2 + 2j!j
=
C
j!j1=2 : (42)
Case 2: !2>n2 + 2. We set a2n! :=!
2 − n2 − 2>0, and thereafter split up the integral I as
I =
Z 1
1
6
Z an!=2
0
+
Z 2an!
an!=2
+
Z 1
2an!
=I1 + I2 + I3: (43)
We now proceed to estimate each segment.
To estimate I1:
I1 =
Z an!=2
0
(y2 − a2n!) dy
(y2 − a2n!)2 + 42!2
6
Z an!=2
0
[jy2 − a2n!j+ 2j!j] dy
(y2 − a2n!)2 + 42!2
6 2
Z an!=2
0
dy
jy2 − a2n!j+ 2j!j
62
Z an!
0
dy
(3=4)a2n! + 2j!j
=
2an!
(3=4)a2n! + 2j!j
6
2an!p
6
p
an!
pj!j
=
Cpj!j : (44)
To estimate I3:
I3 =
Z 1
2an!
(y2 − a2n!) dy
(y2 − a2n!)2 + 42!2
6
Z 1
2an!
[y2 − a2n! + 2j!j] dy
(1=2)[y2 − a2n! + 2j!j]2
6
8
3
Z 1
2an!
dy
y2 + (8=3)j!j =
Cpj!j : (45)
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To estimate I2:
(a) If an!>j!j1=2, then making the substitution y2 − a2n! = t, we arrive at
I2 =
Z 2an!
an!=2
(y2 − a2n!) dy
(y2 − a2n!)2 + 42!2
=
1
2
Z 3a2n!
−(3=4)a2n!
t dt
(t2 + 42!2)
p
t + a2n!
6
1
an!
Z 3a2n!
−(3=4)a2n!
t dt
(t2 + 42!2)
=
1
an!
"
ln
 s
9a4n! + 42!2
9a4n! + 642!2
!
+ 2 ln 2
#
6
C
an!
6
C
j!j1=2 : (46)
(b) If an!<j!j1=2, then
I2 =
Z 2an!
an!=2
(y2 − a2n!) dy
(y2 − a2n!)2 + 42!2
=
1
2
Z 3a2n!
−(3=4)a2n!
t dt
(t2 + 4!22)
p
t + a2n!
6 6an!
Z 1
−1
dt
(t2 + 4!22)
 
as
jtjp
t + a2n!
612an!
!
6
Can!
j!j 6
C
j!j1=2 : (47)
The consideration of both cases completes the derivation of estimate (37). The two estimates (36)
and (37) in turn give rise to (33), and so the proof of Proposition 2 is completed.
Step 2 (Conclusion of the proof of Lemma 4): This is rather straightforward. Indeed, by the
Sobolev Embedding Theorem in one dimension and Proposition 2, we have for arbitrary x0 =
(x0; y0)2 [0; ] [0; ],Z T
0
j t(t; x = x0; y = y0)j2 dt6C
Z T
0
k t(t; ; y = y0)k2H 1=2+=2( 0) dt
6C
∥∥∥∥

v0
v1
∥∥∥∥
2
H 20 ( 0)H 1=2+0 ( 0)
:
This concludes the proof of Lemma 4.
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3.2. Proof Proper of Theorem 1
Step 1: Using the representation in Remark 4, the wave component of the solution of (1){(2)
(with initial data [z0; z1; v0; v1]2X and control u2L2(0; T )) can be written explicitly as
z(t) = C(t)z0 +S(t)z1 +
Z t
0
ANS(t − )Nvt() d: (48)
Adding and subtracting
R t
0 ANS(t − )Nv1 d, and considering the calculus of cosine operators (see
[10,11]) then yield
z(t) = z(a) + z(b)(t) + z(c)(t); (49)
where
z(a) = Nv1;
z(b)(t) = C(t)(z0 − Nv1) +S(t)z1;
z(c)(t) =
Z t
0
ANS(t − )N (vt()− v1) d:
(50)
The component z(a) is a constant in time, and so to prove Theorem 1 we need only analyze z(b)
and z(c).
To handle z(b): By its denition, the component z(b) satises the wave equation
z(b)tt (x; t) = z
(b)(x; t) on (0; T ) 
;
9z(b)
9 = 0 on (0; T )  ;
z(b)(t = 0) = z0 − Nv1; z(b)t (t = 0) = z1 on 
:
(51)
As [z0 − Nv1; z1]2D(A3=4N ) H 1(
)=R, we can then appeal to Triggiani’s Lemma 1 to have
kz(b)t (; x0)kL2(0;T )6Ck[z0 − Nv1; z1]kD(A3=4N )H 1(
)=R: (52)
To handle z(c): Recalling the abstract representation (25), we have
z(c) =
Z t
0
ANS(t − )N (v(i)t () + v(ii)t ()− v1) d; (53)
where "
v(i)(t)
v(i)t (t)
#
=
Z t
0
eA0(t−)
"
0
−zt()j 0 + 0(0)u()
#
d; (54)
"
v(ii)(t)
v(ii)t (t)
#
= eA0t
"
v0
v1
#
: (55)
As ztj 0 2L2(0; T ;H−1=4( 0)) with continuous dependence on the initial data (from Proposition 1),
we then have from Lemma 2 that
[0;−ztj 0 + 0(0)u]2L2(0; T ;D(A−1=20 )): (56)
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Using this regularity, representation (54) and the fact that A0 is analytic we deduce that"
v(i)
v(i)t
#
= A1=20
Z ()
0
eA0(−)(A−1=20 )
"
0
−zt()j 0 + 0(0)u()
#
d (57)
as elements of L2(0; T ;D(A1=20 )).
In particular then, this regularity, Lemma 2 and Proposition 1, give estimate
kv(i)t kL2(0;T ;H 20 ( 0))6C(kztj 0kL2(0;T ;H−1=4( 0)) + kukL2(0; T ))
6C(k[z0; z1; v0; v1]kH + kukL2(0; T )): (58)
Therefore, if we decompose z(c) as z(c) = z(c:i) + z(c:ii), where
z(c:i)(t) =
Z t
0
ANS(t − )Nv(i)t () d;
z(c:ii)(t) =
Z t
0
ANS(t − )N (v(ii)t ()− v1) d;
(59)
we then have from Lemma 3 (with v(i)t = g therein) and (58) that
kz(c:i)t (; x0)kL2(0; T )6C(k[z0; z1; v0; v1]kH + kukL2(0;T )): (60)
This gives us one part of the pointwise evaluation of z(c) as given in (53).
To continue, we recall (59), the denition of the projection P2 in (27), and that of v(ii) in (55)
to have the expression
z(c:ii)(t) =
Z t
0
ANS(t − )NP2
 
eA0
"
v0
v1
#
−
"
v0
v1
#!
d:
A dierentiation of both sides in t, followed by an integration by parts on the right-hand side, then
yields
z(c:ii)t (t) =
Z t
0
ANS(t − )NP2A0eA0
"
v0
v1
#
d: (61)
From here, we can directly invoke Lemma 4 (with z(c:ii)t   therein) to have the pointwise obser-
vation
kz(c:ii)t (; x0)kL2(0;T )6Ck[v0; v1]kH 20 ( 0)H 1=2+0 ( 0): (62)
Putting (60) and (62) together, we then have
kz(c)t (; x0)kL2(0;T )6C(k[z0; z1; v0; v1]kX + kukL2(0;T )): (63)
Applying estimates (52) and (63) to decomposition (50) now completes the proof of
Theorem 1.
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