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Abstract
We give a characterization of a generalized Whittaker model of a de-
generate principal series representation of GL(n,R) as the kernel of some
differential operators. By this characterization, we investigate some exam-
ples on GL(4,R). We obtain the dimensions of the generalized Whittaker
models and give their basis in terms of hypergeometric functions of one
and two variables. We show the multiplicity one of the generalized Whit-
taker models by using the theory of hypergeometric functions.
1 Introduction
Our interest in this paper is generalized Whittaker models of degenerate prin-
cipal representations. There are many studies about them for admissible (non-
degenerate) characters of unipotent radicals of parabolic subgroups (for example
[6],[16],[29],[30],[31]). In the case of degenerate principal series representations,
Yamashita gives existence theorem and multiplicity formula for wide classes of
generalized Whittaker models, i.e., generalized Whittaker models for general-
ized Gelfand-Graev representations in [31]. However, their techniques strongly
depend on the admissibility of the characters of the unipotent subgroups. On
the other hand, if we regard the Whittaker models as an analogue of Fourier
coefficients of an automoprhic form at a cusp, we often meet the necessity to
consider non-admissible characters. For example, Terras gives an expansion
of the Epstein zeta function in terms of modified Bessel functions [27]. Non-
admissible characters play important roles there. The Epstein zeta function
corresponds to the degenerate principal series representation of GL(n,R) in-
duced from the character of the maximal parabolic subgroup P1,n which fixes
the unit vector en = (0, . . . , 0, 1) (cf. [17]). Hence the Fourier coefficients given
by Terras can be seen as the generalized Whittaker functions for this represen-
tation. It seems, however, widely open about the problem of the existence and
the multiplicity formula of the generalized Whittaker models for non-admissible
characters of unipotent subgroups, though recently the solutions of such prob-
lems for degenerate characters of maximal unipotent subgroup are obtained by
∗E-mail:kazuki@ms.u-tokyo.ac.jp
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Abe and Oshima independently [1],[21] for degenerate principal series repre-
sentations with generic parameters. In this paper, we will give some examples
about this problems in the case of GL(4,R).
The other purpose of this paper is to give an expression of the generalized
Whittaker function as a hypergeometric function of several variables. According
to the recent work of Oshima and Shimeno [23], Whittaker functions can be
seen as the confluent hypergeometric functions obtained from Heckman-Opdam
hypergeometric functions. The similarities of Whittaker functions with spherical
functions were already pointed out by Hashizume in [7]. Also there are various
explicit pictures of Whittaker functions as hypergeometric functions of several
variables given by Oda and his collaborators (see [10] for the reference). We
will show that the generalized Whittaker functions of the degenerate principal
series representations of GL(4,R) are written by modified Bessel functions and
Horn’s hypergeometric function H10 in this paper. There is a similar work on
SL(3,R) in [12].
Let us explain the contents of this paper. In Section 2 and Section 3, we will
give a characterization of a Whittaker model of a degenerate principal series
representation of GL(n,R) as the kernel of a family of differential operators.
More precisely, let G = GL(n,R) and consider an Iwasawa decomposition G =
KAN where K = O(n), A is the group of diagonal matrices with positive real
entries, and N is the group of lower triangular matrices with 1s on diagonal
entries. We take an increasing sequence of positive integers ending at n, i.e.,
Θ = {n1, . . . , nL} with 0 < n1 < n2 < · · · < nL = n. Then let PΘ be the
parabolic subgroup corresponding to the sequence Θ and take the Langlands
decomposition PΘ = MΘAΘNΘ. For a linear mapping λ ∈ HomR(Lie(AΘ),C),
we can consider an induced representation C∞ -IndGPΘ(1MΘ⊗eλ⊗1NΘ). We call
this representation a degenerate principal series representation. The underlying
representation space of this is
C∞(G/PΘ, λ) =
{f ∈ C∞(G) | f(gp) = (1MΘ ⊗ eλ ⊗ 1NΘ)(p−1)f(g), g ∈ G, p ∈ PΘ}
and the action of G is defined by the left translation. Then we consider an ideal
of U(g) the universal enveloping algebra of gC = gl(n,C) such that IΘ(λ) =
{X ∈ U(g) | RXf = 0, f ∈ C∞(G/PΘ, λ)}. Here RX is the right derivation
by X ∈ U(g). We consider λ as an element of HomR(Lie(A),C) and we assume
it is regular and dominant. Under this assumption, the generators of the ideal
IΘ(λ) is known by Oshima (cf. Theorem 2.7). Let U be a closed subgroup N
and (η, Vη) an irreducible unitary representation of U . We consider the space
C∞η (U\G) = {f : G → V∞η smooth | f(ug) = η(u)f(g), u ∈ U, g ∈ G} where
V∞η is the space of smooth vectors in Vη. Let XΘ,λ be the Harish-Chandra
module of C∞(G/PΘ, λ) and X∗Θ,λ its dual Harish-Chandra module, i.e., the
space of K-finite vectors of HomC(XΘ,λ,C). The generalized Whittaker model
is the image of XΘ,λ by the element of HomgC,K(XΘ,λ, C
∞
η (U\G)). Then we
can show the following characterization theorem of the generalized Whittaker
model.
Theorem 1.1 (see Theorem 3.6). Assume that X∗Θ,λ is irreducible. We take a
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nonzero K-fixed vector f0 in X
∗
Θ,λ. Then the following mapping
Φ˜ : HomgC,K(X
∗
Θ,λ, C
∞
η (U\G)) ∼−→ C∞η (U\G/K, IΘ(λ))
W 7−→ W (f0)(g)
is a linear isomorphism. Here
C∞η (U\G/K, IΘ(λ))
= {f : G→ V∞η smooth | f(ngk) = η(n)f(g), g ∈ G,n ∈ U, k ∈ K
and RXf(g) = 0, X ∈ IΘ(λ)}.
This theorem is an analogue of the theorem for the generalized Whittaker
models of unitary highest weight modules obtained by Yamashita [32], [33].
From Section 4, we consider examples on degenerate principal series repre-
sentations of GL(4,R) induced from characters of maximal parabolic subgroups
P1,4 and P2,4 by using above theorem. We will determine the dimension of
HomgC,K(X
∗
Θ,λ, C
∞
η (U\G)) and the basis of C∞η (U\G/K, IΘ(λ)). Let us ex-
plain more detailed settings. As the space C∞η (U\G), we consider the space
defined as follows.
1. the group U is a closed subgroup of N and η is its unitary character,
2. the unitary induced representation L2 -IndNU η is an irreducible unitary
representation of N .
We will classify the G-equivalent classes of these C∞η (U\G) in Section 4.1
(see Proposition 4.10).
There is a linear isomorphism from the space C∞η (U\G/K) onto C∞(U\N×
A) (cf. Lemma 4.11). In Section 4.2, we will see how the the action of the Lie
algebra g is written as differential operators on C∞(U\N ×A).
Our main results are in Section 4.3. In this section, we will give the di-
mensions of C∞η (U\G/K, IΘ(λ)) and the basis of them as the functions on
C∞(U\N × A). These basis can be written in terms of modified Bessel func-
tions and Horn’s hypergeometric functions H10 (see Theorem 4.22, Theorem
4.25, Theorem 4.27, Theorem 4.28, Theorem 4.29, Theorem 4.31). According
to these theorems, we can conclude the following. For the degenerate principal
series representation induced from a character of P1,4, the multiplicity one the-
orem is true for the generalized Whittaker models for characters of the closed
proper subgroups of N . On the other hand, for the degenerate principal series
representation induced from a character of P2,4, the multiplicity one theorem
is no longer true. This fact seems to correspond to the result of Terras in [28].
In that paper, she could determine only the nonsingular terms in the Fourier
expansion of Eisenstein series corresponding to this degenerate principal series
representation (Theorem 1 in [28]). And she could not say anything about
degenerate terms in Fourier expansion. The multiplicities of the generalized
Whittaker models corresponding to these Fourier coefficients seems to be one of
the cause of this phenomenon.
Finally, we give some facts about Horn’s hypergeometric functions in Ap-
pendix.
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2 Spherical degenerate principal series represen-
tations of GL(n,R)
In this section, we study degenerate principal series representations of GL(n,R)
and their annihilators in the enveloping algebra U(gl(n,C)). T.Oshima shows
that the image of a degenerate principal series representation by the Poisson
transform is characterized by the kernel of the annihilator of the degenerate
principal series representation [19]. He also give the explicit generators for its
annihilator [20], [22]. We will give a brief review of these results here.
2.1 Spherical degenerate principal series representations
of GL(n,R).
Let G = GL(n,R). We denote its Lie algebra by g = gl(n,R). We take the
Iwasawa decomposition of G as G = KAN , where K = O(n) and A is the group
of n×n diagonal matrices with positive real entries and N is the group of lower
triangular matrices with 1s on the diagonal entries. Let Eij be the matrix with
1 in the (i, j)-entry and 0 elsewhere. We introduce a non-degenerate bilinear
form on gC = gl(n,C) =M(n,C) by
〈X,Y 〉 = tr(XY ) for X,Y ∈ gC.
By this bilinear form, we identify gC with its dual space g
∗
C
. The dual basis
{E∗ij} of {Eij} is given by E∗ij = Eji. For simplicity, we write ei = E∗ii.
We consider the Lie algebra
a = {
n∑
i=1
aiEii | ai ∈ R, i = 1, . . . , n},
of A. Then the root system of a in g is
△(g, a) = {ei − ej | 1 ≤ i 6= j ≤ n}.
We put αi = ei+1 − ei for i = 1, . . . , n− 1 and fix a simple system of △(g, a) as
Π(g, a) = {α1, . . . , αn−1}.
Then the positive system of △(g, a) associated to Π(g, a) is △+(g, a) = {ei −
ej | 1 ≤ j < i ≤ n}. Then the Lie algebra n of N is written by
n =
∑
α∈△+(g,a)
gα
=
∑
i>j
REij
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where gα = {X ∈ g | ad(H)X = α(H)X for H ∈ a}. On the other hand, let N
be the group of upper triangular matrices with 1s on the diagonal entries. Then
the Lie algebra n of N is also written by
n =
∑
α∈△+(g,a)
g−α
=
∑
i<j
REij .
Let Θ = {n1, . . . , nL} be a sequence of strictly increasing positive integers ending
at n, i.e., (0 = n0 <)n1 < n2 < · · · < nL(= n). For this Θ, the associated
standard parabolic subgroup PΘ can be defined as follows. Let
aΘ = {
L∑
k=1
ak
nk∑
i=nk−1+1
Eii | ak ∈ R, k = 1, . . . , L}.
Let LΘ be the centralizer of aΘ in G, i.e.,
LΘ =


l =


l1
l2
. . .
lL

 | li ∈ GL(ni − ni−1,R)


and lΘ its Lie algebra which is the centralizer of aΘ in g. We put
nΘ =
∑
ιΘ(i)>ιΘ(j)
REij
where
ιΘ(ν) = i if ni−1 < ν ≤ ni for i = 1, . . . , L. (2.1)
The corresponding analytic subgroup of G is NΘ = exp nΘ, i.e.,
NΘ =

n =


In′1
N21 In′2
N31 N32 In′3
...
...
...
. . .
NL1 NL2 NL3 · · · In′
L

 | Nij ∈M(n
′
i, n
′
j ;R), n
′
i = ni − ni−1


.
Here Im denotes the identity matrix of size m and M(k, l;R) denotes the
space of matrices of size k × l with components in R. We also define nΘ =∑
ιΘ(i)<ιΘ(j)
REij and NΘ = expnΘ as well.
Then we define the parabolic subgroup PΘ = LΘNΘ, i.e.,
PΘ =


p =


g1
∗ g2
...
...
. . .
∗ ∗ · · · gL

 ∈ GL(n,R) | gi ∈ GL(ni − ni−1,R)


.
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Its Lie algebra is written as pΘ = lΘ ⊕ nΘ.
For (λ1, λ2, · · · , λL) ∈ CL, we define a 1-dimensional representation of PΘ,
λ : PΘ → C× as follows,
λ(p) = | det(g1)|λ1 | det(g2)|λ2 · · · | det(gL)|λL , for p ∈ PΘ.
We define a spherical degenerate principal series representation of G, denote by
piΘ,λ = C
∞-indGPΘ(λ). The underlying representation space is
C∞(G/PΘ;λ) = {φ ∈ C∞(G) | φ(gp) = λ(p)φ(g), g ∈ G, p ∈ PΘ}
where C∞(G) is the space of C∞-functions on G. The action of G on this
space is defined by the left translation, piΘ,λ(g)φ(x) = φ(g
−1x) for g ∈ G and
φ ∈ C∞(G/PΘ;λ).
We consider the annihilator of C∞(G/PΘ;λ) in the universal enveloping
algebra. Let U(g) be the universal enveloping algebra of gC. We can see U(g)
as the ring of left G-invariant differential operators on C∞(G) by the natural
extent ion of the differentiation of the right translation,
RX(f)(g) =
d
dt
f(g exp(tX))|t=0.
for X ∈ g, f ∈ C∞(G). The representation of U(g) on C∞(G/PΘ;λ) is defined
by the differentiation of piΘ,λ, i.e., forX ∈ g, φ ∈ C∞(G/PΘ;λ), piΘ,λ(X)φ(x) =
d
dtφ(exp (−tX)x)|t=0.
Let Lg and Rg be the left and right translations by g ∈ G respectively, i.e.,
Lgf(x) = f(g
−1x) and Rgf(x) = f(xg) for f ∈ C∞(G).
Definition 2.1. We define the annihilator of C∞(G/PΘ;λ) in U(g) by
AnnU(g)(piΘ,λ) = {X ∈ U(g) ; piΘ,λ(X)φ(x) = 0, for all φ ∈ C∞(G/PΘ;λ)}.
This is a two-sided ideal of U(g).
We consider an antiautomorphism ι of U(g) defined by ι(XY ) = (−Y )(−X)
for X,Y ∈ gC. We denote the differentiation of λ by dλ : pΘ → C. Although
the proposition below is a well-known fact, we give a proof for the completeness
of the paper.
Proposition 2.2. The annihilator of piΘ,λ is written as follows,
ι(AnnU(g)(piΘ,λ)) =
⋂
g∈G
Ad(g)JΘ(dλ).
Here
JΘ(dλ) =
∑
X∈pΘ
U(g)(X − dλ(X))
is a left ideal of U(g).
Proof. For X ∈ pΘ and f ∈ C∞(G/PΘ;λ), we have
RXf(g) =
d
dt
f(g · exp tX)|t=0
=
d
dt
λ(exp tX)|t=0f(g).
(2.2)
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This implies RXf = 0 for X ∈ JΘ(dλ). We recall the equation LXf(g) =
RAd(g−1)ι(X)f(g), X ∈ U(g). Since X ∈
⋂
g∈GAd(g)JΘ(dλ) implies Ad(g)X ∈
JΘ(dλ), we have
Lι(X)f(g) = RAd(g−1)Xf(g) = 0,
for X ∈ ⋂g∈GAd(g)JΘ(dλ). Hence we have the inclusion ⋂g∈GAd(g)JΘ(dλ) ⊂
ι(AnnU(g)(piΘ,λ)).
On the other hand, we takeX ∈ AnnU(g)(piΘ,λ), and putXg0 = Ad(g−10 )ι(X)
for g0 ∈ G. Then we have
RXg0 f(g) = Lg0g−1(RXg0 f)(g0) = RXg0 (Lg0g−1f)(g0)
= LX(Lg0g−1f)(g0) = LX(piΘ,λ(g0g
−1)f)(g0) = 0
(2.3)
for f ∈ C∞(G/PΘ;λ). By the decomposition g = nΘ ⊕ pΘ and the Poincare´-
Birkoff-Witt theorem, we have
U(g) = U(nΘ)⊕ JΘ(dλ)
where U(nΘ) is the universal enveloping algebra of nΘ ⊗R C. Hence there exist
Y ∈ U(nΘ) and Z ∈ JΘ(dλ) such that Xg0 = Y + Z. By the equation (2.2), we
have RZf(g) = 0 for g ∈ G and f ∈ C∞(G/PΘ;λ). Therefore the equation (2.3)
lead us that 0 = RXg0 f(g) = RY f(g). We will show Y = 0. Then this means
Xg0 ∈ JΘ(dλ). Therefore we can show the inclusion
⋂
g∈GAd(g)JΘ(dλ) ⊂
ι(AnnU(g)(piΘ,λ)).
We consider the space of compactly supported C∞-functions on NΘ, and
denote it by C∞o (NΘ). For g ∈ NΘPΘ, we take n¯(g) ∈ NΘ and p(g) ∈ PΘ such
that g = n¯(g)p(g). Then we have an injection
C∞o (NΘ) −→ C∞(G/PΘ;λ)
f 7−→
{
λ(p(g))f(n¯(g)) if g ∈ NΘPΘ
0 otherwise.
By this injection, we can consider C∞o (NΘ) ⊂ C∞(G/PΘ;λ). Therefore if we
recall that RY f(g) = 0 for g ∈ G, f ∈ C∞(G/PΘ;λ), we have
RY f(n¯) = 0 for n¯ ∈ NΘ, f ∈ C∞o (NΘ).
For any ψ ∈ C∞(NΘ) and n¯ ∈ NΘ, there exists f ∈ C∞o (NΘ) such that ψ = f
on some neighbourhood of n¯ in NΘ. Hence this implies
RY ψ(n¯) = 0 for n¯ ∈ NΘ, ψ ∈ C∞(NΘ).
Therefore Y ∈ U(nΘ) must be 0, because of the fact that U(nΘ) is identified with
the ring of all left invariant differential operators in NΘ. Hence Xg0 ∈ JΘ(λ)
for any g0 ∈ G. This complete the proof.
2.2 The Poisson transform for the degenerate principal
series representation.
For simplicity we write IΘ(λ) =
⋂
g∈GAd(g)JΘ(dλ). Then we will see that this
ideal IΘ(λ) characterizes the image of the Poisson transform from the degenerate
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principal series. To explain this fact, we should extend the representation space
of the degenerate principal series to the space of hyperfunctions on G.
The space B(G) of hyperfunctions on G is a left G-module by the left trans-
lation G × B(G) ∋ (g, f(x)) 7→ f(g−1x). We take a parabolic subgroup PΘ of
G. Also we take a character λ : PΘ → C× for (λ1, · · · , λL) ∈ CL. Then we can
define a G-submodule
B(G/PΘ;λ) = {f ∈ B(G) | f(xp) = λ(p)f(x) for p ∈ PΘ},
as in Section 2.1. Let M = {k ∈ K | kak−1 = a, a ∈ A}, then we can define the
minimal parabolic subgroup Po = P{1,2,··· ,n} = MAN . We define a character
of Po by
λΘ : Po −→ C×
man 7−→
L∏
i=1
ni+1∏
j=ni+1
aλij ,
for m ∈ M,a ∈ A, n ∈ N . Now we introduce the Poisson transform of
B(G/Po;λΘ).
Definition 2.3. The Poisson transform is a G-homomorphism
Pλ : B(G/Po;λΘ) −→ B(G/K)
f 7−→ F (x) =
∫
K
f(xk) dk, x ∈ G.
Here dk is the normalized Haar measure on K so that
∫
K dk = 1.
We define a character of the center Z(g) of U(g). Let dλΘ : Lie(Po) → C
be the differentiation of λΘ. By the restriction to a ⊂ Lie(Po), we can regard
dλΘ ∈ a∗C. Let ω be a projection map from U(g) to the symmetric algebra S(a)
of aC = a⊗R C along the decomposition
U(g) = S(a)⊕ (nU(g) + U(g)n).
It is known that ω is an algebra homomorphism from Z(g) into S(a). We can
identify the symmetric algebra S(a) with the algebra of polynomials on a∗
C
.
Hence if we consider the evaluation of ω(·) ∈ S(a) at dλΘ, we obtain a character
of Z(g) as follows
χλ : Z(g) ∋ X 7−→ ω(X)(dλΘ) ∈ C.
We define a subspace of C∞(G/K) by
C∞(G/K;Mλ) = {f ∈ C∞(G/K) | RXf = χλ(X)f for X ∈ Z(g)}.
We put
e(λΘ) =
∏
α∈△+(g,a)
Γ
(
1
4
(3 +
2〈λΘ, α〉
〈α, α〉 )
)−1
Γ
(
1
4
(1 +
2〈λΘ, α〉
〈α, α〉 )
)−1
.
The following theorem is known as Helgason’s conjecture [8].
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Theorem 2.4 ([14]). The Poisson transform Pλ gives G-isomorphism
B(G/Po;λΘ) ∼= C∞(G/K;Mλ)
if and only if e(λΘ) 6= 0 .
We can also define the Poisson transform for the subspace B(G/PΘ;λ) of
B(G/Po;λΘ). We discuss the characterization of the image of B(G/PΘ;λ). We
consider the subspace
C∞(G/K; IΘ(λ)) = {f ∈ C∞(G/K) | RXf = 0 for X ∈ IΘ(λ)}
of C∞(G/K;Mλ).
Remark 2.5. We can easily show that
IΘ(λ) ⊃
∑
D∈Z(g)
U(g)(D − ω(D)(λΘ))
(cf. Remark 4.3 in [22]). Hence actually C∞(G/K; IΘ(λ)) is a subspace of
C∞(G/K;Mλ).
We assume
λΘ + ρ ∈ a∗C is regular and dominant.
Here ρ = 12 tr(ad|n) ∈ a∗C, i.e.,
ρ =
1
2
∑
1≤i<j≤n
(ej − ei) =
n∑
i=1
(i− n+ 1
2
)ei.
This assumption is equivalent to
2〈λΘ, α〉
〈α, α〉 /∈ {0,−1,−2, · · · } for α ∈ △
+(g, a),
i.e.,
(λj + νj)− (λi + νi) /∈ {0,−1,−2, · · · }
for i < j and νk are integers which satisfy nk−1 + 1 ≤ νk ≤ nk (k = i or j). We
keep this assumption all through the remaining of this paper.
Theorem 2.6 (Oshima. Theorem 5.1 in [22]). Under the above assumption,
the Poisson tranform
PλΘ : B(G/PΘ;λ) −→ C∞(G/K, IΘ(λ))
f 7−→ F (x) =
∫
K
f(xk) dk, x ∈ G.
is a G-isomorphism.
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2.3 The explicit generators of IΘ(λ).
In the previous section, we see that a degenerate principal series representa-
tion has a realization on the subspace of C∞(G/K) which is the kernel of the
annihilator ideal IΘ(λ). In [19],[20] and [22], T.Oshima obtained several good
generator systems of IΘ(λ). We introduce one of his generators here.
We denote the space of n× n matrices with entries in U(g) by M(n;U(g)).
For E = (Eij)ij ∈M(n;U(g)), we define elements in Z(g) by
∆k = tr(E
k), for k = 1, . . . , n.
Then it is known that Z(g) ∼= C[△1, . . . ,△n] as C-algebras.
Theorem 2.7 (Oshima. Corollary 4.6 in [22]). Asuume λΘ + ρ ∈ a∗C is regular
and dominant. Then we have
IΘ(λ) =
n∑
i=1
n∑
j=1
U(g)
L∏
k=1
(E− λk − nk−1)ij +
L−1∑
k=1
U(g)(△k − χλ(△k)).
3 Generalized Whittaker models
The generalized Whittaker model is the main theme of this paper. We will
give a characterization of the space of the generalized Whittaker models of a
degenerate principal series piΘ,λ as the kernel of IΘ(λ). This is an analogy of
Yamashita’s method in the case of irreducible highest weight modules [33]. The
substantial part of his method is that the maximal globalization (in the sense
of W.Schmid [26]) of highest weight modules is given by the kernel of a certain
differential operator. The corresponding theorem for the degenerate principal
series is obtained in Theorem 2.6 in Section 2.2. Moreover thanks to Theorem
2.7, we know explicit structures of these differential operators. Hence we can
carry out the explicit calculations about the space of the generalized Whittaker
models.
Let VK be the space of K-finite vectors for a continuous representation of G
on a complete Hausdorff locally convex space V . Let XΘ,λ be C
∞(G/PΘ;λ)K .
This becomes a (gC,K)-module, i.e., the gC-action is the differentiation of piΘ,λ
and the K-action is the restriction of piΘ,λ, furthermore the actions of gC and K
are compatible. Also XΘ,λ is a Harish-Chandra module, i.e., finitely generated
as a U(g)-module and with finite K-multiplicities.
3.1 Maximal globalization
For the Harish-Chandara module XΘ,λ, let us consider its dual Harish-Chandra
module XΘ,λ∗ . Here the character λ
∗ of PΘ is defined by
λ∗ = −λ¯− 2ρΘ = (n− n0 − n1 − λ¯, . . . , n− nL−1 − nL − λ¯),
where ρΘ =
1
2 tr(ad|nΘ) ∈ a∗C, i.e.,
ρΘ =
L∑
i=1
ni−1 + ni − n
2
ni∑
j=ni−1
ej .
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Actually, if we consider the pairing 〈 , 〉 : C∞(G/PΘ;λ) × C∞(G/PΘ;λ∗) → C
defined by
〈f, g〉 =
∫
K
f(k)g(k) dk
for (f, g) ∈ C∞(G/PΘ;λ)×C∞(G/PΘ;λ∗), this is aG-equivariant non-degenerate
sesquilinear pairing. By this pairing, the Harish-Chandra module XΘ,λ∗ =
C∞(G/PΘ,λ∗)K can be identified with the dual Harish-Chandra module (XΘ,λ)∗,i.e.,
all K-finite vectors in HomC(XΘ,λ,C)K . Here K acts on HomC(XΘ,λ,C) by
k · I(v) = I(piΘ,λ(k−1)v) for I ∈ HomC(XΘ,λ,C)K and v ∈ XΘ,λ.
We can consider the natural (gC×gC,K×K)-bimodule structures on XΘ,λ⊗
XΘ,λ∗ and C
∞(G). For X1, X2 ∈ gC and k1, k2 ∈ K, we put
(X1, X2)(f ⊗ f∗) =piΘ,λ∗(X1)f ⊗ f∗ + f ⊗ piΘ,λ∗(X2)f∗,
(k1, k2)(f ⊗ f∗) =piΘ,λ(k1)f ⊗ piΘ,λ∗(k2)f∗
for f ∈ XΘ,λ and f∗ ∈ XΘ,λ∗ . Also we define
(X1, X2)g =LX1g +RX2g,
(k1, k2)g =Lk1Rk2g
for g ∈ C∞(G). Then we introduce the matrix coefficient map (cf. [4]) from
(gC × gC,K ×K)-bimodule XΘ,λ ⊗XΘ,λ∗ to C∞(G) so that,
1. the map c : XΘ,λ ⊗ XΘ,λ∗ → C∞(G) is a (gC × gC,K × K)-bimodule
homomorphism,
2. for any f ∈ XΘ,λ and f∗ ∈ XΘ,λ∗ , the evaluation at the origin e ∈ G
becomes
c(f ⊗ f∗)(e) = 〈f, f∗〉.
It is known that this matrix coefficient map is uniquely determined (cf. Theorem
8.7 in [4]).
If we consider the restriction of Poisson transform PλΘ on XΘ,λ, Theorem 2.6
gives us the (gC,K)-isomorphism
PλΘ : XΘ,λ ∼−→ C∞(G/K; IΘ(λ))K .
Lemma 3.1. Take the K-fixed vector f0 ∈ XΘ,λ∗ such that f0|K ≡ 1. Then
the restriction of the Poisson transform on XΘ,λ is a matrix coefficient of an
element of XΘ,λ with f0 ∈ XΘ,λ∗, i.e.,
PλΘ(f) = c(f ⊗ f0).
Proof. By the pairing of C∞(G/PΘ;λ)×C∞(G/PΘ;λ∗) defined above, we can
define a map XΘ,λ ⊗XΘ,λ∗ → C∞(G) as follows,
f ⊗ f∗ 7−→ 〈piΘ,λ(g−1)f, f∗〉 =
∫
K
f(gk)f∗(k) dk,
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for f ∈ XΘ,λ and f∗ ∈ XΘ,λ∗ . This map satisfies the conditions of the matrix
coefficient map. Hence for f ∈ XΘ,λ, we have
PλΘ(f)(g) =
∫
K
f(gk) dk
=
∫
K
f(gk)f0(k) dk
=
∫
K
(piΘ,λ(g
−1)f)(k)f0(k) dk
= 〈piΘ,λ(g−1)f, f0〉
= c(f ⊗ f0)(g),
by the uniqueness of the matrix coefficient map.
Let us consider the space of (gC,K)-homomorphisms of XΘ,λ∗ into C
∞(G),
HomgC,K(XΘ,λ∗ , C
∞(G)).
Here we regard C∞(G) as a (gC,K)-module by the right translation. More-
over, this space of (gC,K)-homomorphisms inherits a Fre´chet topology and
a continuous G-action from C∞(G). More precisely, we define a semi-norm
on this space as follows. The space C∞(G) is a Fre´chet space of uniformly
convergence on compact sets for functions on G and their derivatives. Let
{| · |α}α∈Λ be a family of countable many semi-norms on C∞(G) which defines
the Fre´chet topology on C∞(G) where Λ is the index set. Take a semi-norm
| · |α ∈ {| · |α}α∈Λ and v ∈ XΘ,λ∗ . Then we define a real-valued function
| · |α,v : HomgC,K(XΘ,λ∗ , C∞(G))→ R≥0 by
|I|α,v = |I(v)|α
for I ∈ HomgC,K(XΘ,λ∗ , C∞(G)). We can see that the function | · |α,v defines a
semi-norm on HomgC,K(XΘ,λ∗ , C
∞(G)) for α ∈ Λ and v ∈ XΘ,λ∗ .
Lemma 3.2. Let {vn} be a countable vector space basis of the Harish-Chandra
module XΘ,λ∗ . Then the family of semi-norms {| · |α,vm}α∈Λ,vm∈{vn} defines a
Fre´chet topology on HomgC,K(XΘ,λ∗ , C
∞(G)).
Proof. Take I ∈ HomgC,K(XΘ,λ∗ , C∞(G)), and we assume |I|α,vm = 0 for any
| · |α,vm ∈ {| · |α,vm}α∈Λ,vm∈{vn}. Since {vn} is a basis of XΘ,λ∗ , it follows
that |I(v)|α = 0 for any v ∈ XΘ,λ∗ and α ∈ Λ. This means I(v) = 0 for
any v ∈ XΘ,λ∗ because C∞(G) is the Hausdorff space. Thus we have I =
0. This implies that HomgC,K(XΘ,λ∗ , C
∞(G)) is a Hausdorff space as well.
Since {| · |α,vm}α∈Λ,vm∈{vn} consists of countable many semi-norms, the space
HomgC,K(XΘ,λ∗ , C
∞(G)) is metrizable by this family of semi-norms. Finally we
need to check the completeness. Suppose that there exists a Cauchy sequence
{Ik} of the elements of HomgC,K(XΘ,λ∗ , C∞(G)), i.e.,
|Ik − Il|α,vm → 0 for k, l →∞,
for any | · |α,vm ∈ {| · |α,vm}α∈Λ,vm∈{vn}. Then this implies that for any v ∈
XΘ,λ∗ , the sequence {Ik(v)} ⊂ C∞(G) is a Cauchy sequence. Hence there
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exists limk→∞ Ik(v) ∈ C∞(G). We define the map I˜ : XΘ,λ∗ → C∞(G) by
I˜(v) = limk→∞ Ik(v) for v ∈ XΘ,λ∗ . Then we will show that I˜ is the element in
HomgC,K(XΘ,λ∗ , C
∞(G)). For any Z ∈ gC, v ∈ XΘ,λ∗ and α ∈ Λ, we have
|I˜(piΘ,λ∗(Z)v)−RZ I˜(v)|α
= |I˜(piΘ,λ∗(Z)v)− Ik(piΘ,λ∗(Z)v) +RZIk(v)−RZ I˜(v)|α
≤ |I˜(piΘ,λ∗(Z)v)− Ik(piΘ,λ∗(Z)v)|α + |RZIk(v)−RZ I˜(v)|α
→ 0 for k →∞.
Thus I˜(piΘ,λ∗(Z)v) = RZ I˜(v) for any Z ∈ gC and v ∈ XΘ,λ∗ . Hence I˜ is a
gC-homomorphism. Similarly we can show that I˜ is a K-homomorphism and
a linear map. Hence we could show that I˜ ∈ HomgC,K(XΘ,λ, C∞(G)). By the
construction of I˜, we can see that Ik → I˜ (k →∞) in HomgC,K(XΘ,λ∗ , C∞(G)).
This proves the lemma.
We could define a Fre´chet topology on HomgC,K(XΘ,λ∗ , C
∞(G)). Then a
continuousG-action on this space is defined by left translation on C∞(G). Hence
this space defines a continuous Fre´chet representation of G. This is called the
maximal globalization of the Harish-Chandra module XΘ,λ (cf. [26] and [15]).
Lemma 3.3. We assume that XΘ,λ∗ is irreducible. Take the K-fixed vector
f0 ∈ XΘ,λ∗ such that f0|K ≡ 1. We consider a mapping
Φ: HomgC,K(XΘ,λ∗ , C
∞(G)) −→ C∞(G)
I 7−→ I(f0)(g) (g ∈ G).
Then Φ is a continuous mapping. Moreover for any semi-norm | · |α,vm ∈ {| ·
|α,vm}α∈Λ,vm∈{vn} on HomgC,K(XΘ,λ∗ , C∞(G)), there exists a continuous semi-
norm µα,vm on C
∞(G) such that
µα,vm(Φ(I)) = |I|α,vm ,
for I ∈ HomgC,K(XΘ,λ∗ , C∞(G)).
Proof. For any semi-norm | · |α on C∞(G), there exists a continuous semi-norm
| · |α,f0 on HomgC,K(XΘ,λ∗ , C∞(G)) such that
|I|α,f0 = |I(f0)|α = |Φ(I)|α
for I ∈ HomgC,K(XΘ,λ∗ , C∞(G)). Hence Φ is the continuous. Conversely, we
take a semi-norm | · |α,vm on HomgC,K(XΘ,λ∗ , C∞(G)) for α ∈ Λ and vm ∈ {vn}.
Since XΘ,λ∗ is the irreducible Harish-Chandra module, there exists an element
X ∈ U(g) such that piΘ,λ∗(X)f0 = vm. Then we have
|I|α,vm = |I(vm)|α = |I(piΘ,λ∗(X)f0)|α = |RXI(f0)|α.
If we recall that U(g) can be identified with the ring of left invariant differential
operators on C∞(G), then µα,vm(f) = |RXf |α defines a continuous semi-norm
on C∞(G). This proves the lemma.
The following proposition is essentially obtained in [26] and [15] (more direct
proof is also given by H. Yamashita [33]). We give a proof for the completeness
of the paper.
13
Proposition 3.4. We assume that XΘ,λ∗ is irreducible. Take the K-fixed vec-
tor f0 ∈ XΘ,λ∗ such that f0|K ≡ 1. Then we have a following topological
G-isomorphism,
Φ: HomgC,K(XΘ,λ∗ , C
∞(G)) ∼−→ C∞(G/K; IΘ(λ))
I 7−→ I(f0)(g) (g ∈ G).
Here C∞(G/K; IΘ(λ)) has the Fre´chet topology as the closed subspace of C∞(G).
Proof. We can immediately see that Φ preserves the action of G by defini-
tion. First we show that Φ is well-defined. Take a K-finite element I ∈
HomgC,K(XΘ,λ∗ , C
∞(G))K . Then by the evaluation at the origin e ∈ G, we
can regard I(·)(e) as the element of XΘ,λ ∼= (XΘ,λ∗)∗. Since I(f0)(g) ∈ C∞(G)
is K-finite and Z(g)-finite, it is a real analytic function on G. LetW be an suffi-
ciently small open neighbourhood of 0 in g. Then we have the Taylor expansion
at the origin e ∈ G,
I(f0)(expX) =
∞∑
n=0
1
n!
RXn(I(f0))(e)
=
∞∑
n=0
1
n!
〈I(·)(e), piΘ,λ∗ (Xn)f0〉
=
∞∑
n=0
1
n!
c(I(·)(e) ⊗ piΘ,λ∗(Xn)f0)(e)
=
∞∑
n=0
1
n!
RXnc(I(·)(e) ⊗ f0)(e)
= c(I(·)(e) ⊗ f0)(expX)
for X ∈ W . We can extend this equality for the identity component Go of
G because both functions are real analytic. And the fact G = Go · K implies
I(f0)(g) = c(I(·)(e) ⊗ f0)(g) for all g ∈ G. Hence by Theorem 2.6 and Lemma
3.1, we have the inclusion
Φ(HomgC,K(XΘ,λ∗ , C
∞(G))K) ⊂ C∞(G/K; IΘ(λ)).
We recall that for a continuous representation of G on a locally convex complete
space V , the space of K-finite vectors VK is dense in V (for example, Lemma
1.9, Ch.IV in [9]). Since Φ is a continuous mapping by Lemma 3.3, we have
Φ(HomgC,K(XΘ,λ∗ , C
∞(G))) = Φ(Cl(HomgC,K(XΘ,λ∗ , C
∞(G))K)
⊂ Cl(Φ(HomgC,K(XΘ,λ∗ , C∞(G))K)) ⊂ Cl(C∞(G/K; IΘ(λ)))
= C∞(G/K; IΘ(λ)).
Here Cl(·) is the closure. Hence Φ is well-defined. Next we prove Φ is the
bijective map. Since XΘ,λ∗ is irreducible, the map Φ is injective. We will prove
that Φ is surjective.
For any F (g) ∈ C∞(G/K; IΘ(λ))K , there exist h ∈ XΘ,λ and F (g) = c(h⊗
f0)(g) (g ∈ G) by Theorem 2.6 and Lemma 3.1. We define an element of
HomgC,K(XΘ,λ, C
∞(G)) so that
Ih(v)(g) = c(h⊗ v)(g),
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for v ∈ XΘ,λ∗ . Then we can see that Φ(Ih)(g) = Ih(f0)(g) = c(h⊗f0)(g) = F (g).
Hence we have an inclusion C∞(G/K; IΘ(λ))K ⊂ Φ(HomgC,K(XΘ,λ, C∞(G))).
Because C∞(G/K; IΘ(λ))K is a dense subspace of C∞(G/K; IΘ(λ)), for any
f ∈ C∞(G/K; IΘ(λ)) we can choose a convergent sequence fn → f (n → ∞)
where fn ∈ C∞(G/K; IΘ(λ))K for n ∈ N. The above inclusion shows that
there exist In ∈ HomgC,K(XΘ,λ, C∞(G)) such that Φ(In) = fn. From the
second assertion in Lemma 3.3, the sequence {In} is a Cauchy sequence in
HomgC,K(XΘ,λ, C
∞(G)). Since HomgC,K(XΘ,λ, C
∞(G)) is a Fre´chet space, i.e.,
complete space, there exist I ∈ HomgC,K(XΘ,λ, C∞(G)) such that In → I
(n → ∞). Thus we have Φ(I) = (f) by the continuity of Φ. This shows
that Φ is a surjective map. The open mapping theorem leads that Φ is a
homeomorphism.
3.2 Generalized Whittaker models
We define a generalized Whittaker model for XΘ,λ. Let us fix a closed subgroup
U of N . We take an irreducible unitary representation η of U on a Hilbert
space Vη. Let V
∞
η be the space of C
∞-vectors in Vη. Let us consider the space
C∞η (U\G) = {f : G → V∞η smooth | f(ng) = η(n)f(g), g ∈ G,n ∈ U}. This
becomes a G-module by the right translation.
Definition 3.5. We consider the following intertwining space
HomgC,K(XΘ,λ∗ , C
∞
η (U\G)).
We call images of XΘ,λ∗ by these (gC,K)-homomorphisms generalized Whittaker
models of XΘ,λ∗ .
Theorem 3.6. Assume that XΘ,λ∗ is irreducible. We take the K-fixed vector
in XΘ,λ∗ such that f0|K ≡ 1. Then the following mapping
Φ˜ : HomgC,K(XΘ,λ∗ , C
∞
η (U\G)) ∼−→ C∞η (U\G/K; IΘ(λ))
W 7−→ W (f0)(g)
is a linear isomorphism. Here
C∞η (U\G/K; IΘ(λ))
= {f : G→ V∞η smooth | f(ngk) = η(n)f(g), g ∈ G,n ∈ U, k ∈ K
and RXf(g) = 0, X ∈ IΘ(λ)}.
Proof. Fix a nonzero element ξ ∈ Vη. Then we consider the linear mapping
T : C∞η (U\G) ∈ f 7−→ 〈ξ, f(g)〉η ∈ C∞(G),
which commutes with G and gC actions from the right where 〈 , 〉η is an inner
product on Vη. Since (η, Vη) is an irreducible unitary representation of U , this
mapping T is injective. In fact, if T (f) ≡ 0 for f ∈ C∞η (U\G), then we have
0 = T (f)(ng) = 〈ξ, f(ng)〉 = 〈ξ, η(n)f(g)〉 = 〈η(n−1)ξ, f(g)〉,
for any n ∈ U and g ∈ G. Since Vη is irreducible, this implies f ≡ 0. By this
map T , we also have an injective map
T˜ : Hom(gC,K)(XΘ,λ∗ , C
∞
η (U\G)) −→ Hom(gC,K)(XΘ,λ∗ , C∞(G))
W 7−→ T ◦W.
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For anyW ∈ Hom(gC,K)(XΘ,λ∗ , C∞(U\G, η)), we have T (Φ˜(W )) = T (W (f0)) =
T ◦W (f0) = T˜ (W )(f0) = Φ(T˜ (W )). Hence we have the following commutative
diagram,
Hom(gC,K)(XΘ,λ∗ , C
∞
η (U\G)) Φ˜−−−−→ C∞η (U\G/K)
T˜
y yT
Hom(gC,K)(XΘ,λ∗ , C
∞(G)) −−−−→
Φ
C∞(G/K)
.
Since Φ, T and T˜ are injective, we see Φ˜ is injective. Next we show that
Im Φ˜ ⊂ C∞η (U\G/K; IΘ(λ)). Take W ∈ Hom(gC,K)(XΘ,λ∗ , C∞η (U\G)), then
T (Φ˜(W ))(g) = 〈ξ,W (f0)(g)〉 ∈ C∞(G/K; IΘ(λ)) where g ∈ G. Hence we have
0 = RXT (Φ˜(W ))(g) = T (RXΦ˜(W ))(g) for X ∈ IΘ(λ) and g ∈ G. Since T
is injective, we have RXW (f0)(g) = 0 for X ∈ IΘ(λ) and g ∈ G, i.e, Im Φ˜ ⊂
C∞η (U\G/K; IΘ(λ)).
Finally, we show that Φ˜ is surjective. Let f ∈ C∞η (U\G/K; IΘ(λ)). For
v ∈ XΘ,λ∗ there exist Xv ∈ U(g) such that v = piΘ,λ∗(Xv)f0 since XΘ,λ∗
is irreducible. Then we define a mapping Wf : XΘ,λ∗ ∋ v = piΘ,λ∗(Xv)f0 7→
RXvf(g) ∈ C∞η (U\G). We need to check that it is a well-defined mapping.
If for Xv, X
′
v ∈ g we have v = piΘ,λ∗(Xv)f0 = piΘ,λ∗(X ′v)f0, then we have
piΘ,λ∗(Xv −X ′v)f0 = 0. On the other hand we have T (f) ∈ C∞(G/K; IΘ(λ)).
Thus there exists If ∈ HomgC,K(XΘ,λ∗ , C∞(G)) such that T (f) = Φ(If ) by
Proposition 3.4. We put Z = Xv − X ′v. Then we have T (RZf) = RZT (f) =
Φ(RZIf ) = RZIf (f0)(g) = If (piΘ,λ∗(Z)f0)(g) = 0. Hence by the injectivity of
T , we have RZf(g) = 0, i.e., RXvf = RX′vf . This implies that Wf is well-
defined. Also we can check that Wf is compatible with gC and K actions.
Hence Wf ∈ Hom(gC,K)(XΘ,λ∗ , C∞η (U\G)) and Φ˜(Wf ) =Wf (f0) = f . Hence Φ˜
is surjective.
Remark 3.7. This theorem is an analogue of Yamashita’s result for the gen-
eralized Whittaker models of discrete series representations (Theroem 2.4. in
[32]) and more general settings (Corollary 1.8. in [33]).
4 Calculus on the case of GL(4,R)
In previous sections, we gave a characterization of the space of generalized Whit-
taker model as the kernel of some explicit differential operators. We will cal-
culate some examples on GL(4,R) by using these theories. In particular we
take the spherical degenerate principal series representations induced from the
maximal parabolic subgroups P1,4, P2,4 and compute dimensions of the spaces
of generalized Whittaker models and find the basis for them.
Let us explain the detailed settings. We consider the case n = 4. Hence
G = GL(4,R), K = O(4) , A is the group of the 4 × 4 diagonal matrices with
positive real entries and N is the group of 4× 4 strict lower triangular matrices
with 1s in the diagonal entries. We put Pk = Pk,4, k = 1, 2. For (λ1, λ2) ∈ C2,
we define the character λ : Pk → C× and define degenerate principal series
representation induced from Pk and λ as before. Let Xk,λ be their Harish-
Chandra modules which consist of K-finite vectors of these degenerate principal
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series representations. Then by Theorem 2.7, the annihilator ideal in U(g) of
the degenerate principal series representation are written by
Ik(λ) = I{k,4}(λ)
4∑
i=1
4∑
j=1
U(g)(E− λ1)(E− λ2 − k) + U(g)(
4∑
i=1
Eii − λ1 − (4− k)λ2). (4.1)
for k = 1, 2. We put a stronger condition for λ,
λ1 − λ2 /∈ Z.
4.1 Equivalent classes of C∞
η
(U\G).
A generalized Whittaker model is an image of an embeddings of XΘ,λ∗ into
C∞η (U\G) where U is a closed subgroup of N and η is its irreducible unitary
representation. In this paper, we consider the space C∞η (U\G) defined as fol-
lows.
1. the group U is a closed subgroup of N and η is its unitary character,
2. the unitary induced representation L2 -IndNU η is an irreducible unitary
representation of N .
We will classify the G-equivalent classes of these C∞η (U\G).
4.1.1 The classification of Nˆ
Firstly we will give the classification of the unitary dual of maximal unipotent
subgroup N of G by using the Killirov’s method for coadjoint orbits. This
section contains no new results. The details of the contents of this section can
be found in [3] for example.
Let n = Lie(N), i.e.,
n =

n(z, y1, y2, x1, x2, x3) =


0
x1 0
y1 x2 0
z y2 x3 0

 ; x1, . . . , z ∈ R

 .
We denote its dual R-vector space by n∗ = HomR(n,R). We identify this space
with a subspace of M(4,R),
l(α, β1, β2, γ1, γ2, γ3) =


0 γ1 β1 α
0 γ2 β2
0 γ3
0

 ; α, . . . , γ3 ∈ R

 ,
so that
l(α, β1, β2, γ1, γ2, γ3) · n(z, y1, y2, x1, x2, x3)
= tr(l(α, β1, β2, γ1, γ2, γ3)n(z, y1, y2, x1, x2, x3))
= αz + β1y1 + β2y2 + γ1x1 + γ2x2 + γ3x3.
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We define the coadjoint action of N on n by (Ad∗(n)l)(X) = l(Ad(n−1)X) for
n ∈ N, l ∈ n∗, X ∈ n. Take a basis X1, X2, X3, Y1, Y2, Z of n and its dual basis
X∗1 , X
∗
2 , X
∗
3 , Y
∗
1 , Y
∗
2 , Z
∗ of n∗ so that
n(z, y1, y2, x1, x2, x3) = zZ +
2∑
i=1
yiYi +
3∑
j=1
xjXj
and
l(α, β1, β2, γ1, γ2, γ3) = αZ
∗ +
2∑
i=1
βiY
∗
i +
3∑
j=1
γjX
∗
j .
Under our coordinate system, the coadjoint action is written as follows,
(Ad∗ exp(n(z, · · · , x3)))(l(α, · · · , γ3))
= αZ∗ + (β1 + αx3)Y ∗1 + (β2 − αx1)Y ∗2
+ (γ1 + β1x2 + α(y2 +
x2x3
2
))X∗1 + (γ2 + x3β2 − x1β1 − x1x3α)X∗2
+ (γ3 − x2β2 + α(x1x2
2
− y1))X∗3 .
(4.2)
We consider the classification of coadjoint orbits of n∗. First, we assume
that α 6= 0. Then by the equation (4.2), if we choose appropriate x3, x1, y2, y1,
we can find in the Ad∗N -orbit a point with β1 = β2 = γ1 = γ3 = 0. Hence if
we write lα,γ2 = l(α, 0, 0, 0, γ2, 0), the coadjoint orbit is written as follows,
(Ad∗N)lα,γ2 = {αZ∗ + t1Y ∗1 + t2Y ∗2 + s1X∗1
+ (γ2 +
t1t2
α
)X∗2 + s2X
∗
3 ; t1, t2, s1, s2 ∈ R}.
Next, we consider the case α = 0, i.e., l(0, β1, β2, γ1, γ2, γ3). We assume β1 6= 0
or β2 6= 0. Then from the equation (4.2), we can see that there is an element
l(0, β′1, β
′
2, γ
′
1, 0, γ
′
3) in (Ad
∗N)l(0, β1, β2, γ1, γ2, γ3). Hence in this case, it is
enough to consider the orbit
(Ad∗N)l(0, β1, β2, γ1, 0, γ3)
= {β1Y ∗1 + β2Y ∗2 + (β1t1 + γ1)X∗1
+ t2X
∗
2 + (γ3 − β2t1)X∗3 ; t1, t2 ∈ R}.
Finally we consider the case β1 = β2 = 0. Then we have
(Ad∗n∗(0, 0, 0, γ1, γ2, γ3)) = {γ1X∗1 + γ2X∗2 + γ3X∗3}.
We summarize these as a proposition.
Proposition 4.1. We can classify coadjoint orbits of n∗ in following cases.
(I) For α ∈ R\{0} and γ2 ∈ R,
Oα,γ2 =(Ad∗N)l(α, 0, 0, 0, γ2, 0)
={αZ∗ + t1Y ∗1 + t2Y ∗2 + s1X∗1 + (γ2 +
t1t2
α
)X∗2
+ s2X
∗
3 ; t1, t2, s1, s2 ∈ R}.
We have dimOα,γ2=4.
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(II) For β1, β2, γ1, γ3 ∈ R such that β1β2 6= 0,
Oβ1,β2,γ1,γ3 =(Ad∗N)l(0, β1, β2, γ1, 0, γ3)
={β1Y ∗1 + β2Y ∗2 + (β1t1 + γ1)X∗1 + t2X2 + (γ3 − β2t1)X∗3 ;
t1, t2 ∈ R}.
We have dimOβ1,β2,γ1,γ3 = 2.
(III) For γ1, γ2, γ3 ∈ R,
Oγ1,γ2,γ3 =(Ad∗N)l(0, 0, 0, γ1, γ2, γ3)
={γ1X∗1 + γ2X∗2 + γ3X∗3}.
We have dimOγ1,γ2,γ3 = 0.
To construct the irreducible unitary representation of N from the coadjoint
orbit of l ∈ n∗, we should determine its radical rl and maximal subordinate
subalgebra sl. We define the coadjoint action of the Lie algebra n on l ∈ n∗ by
((ad∗X)l)(Y ) = l([Y,X ]) for X,Y ∈ n.
Definition 4.2. For l ∈ n∗, we define the subalgebra of n such that
rl = {X ∈ n ; (ad∗X)l = 0}.
We call this subalgebra the radical of l ∈ n∗.
If V is a R-vector space with an alternating bilinear form B, its isotropic
subspaceW is the subspace such that B(w,w′) = 0 for all w,w′ ∈W . We define
the radical of B by radB = {v ∈ V ; B(v, w) = 0, all w ∈ V }. It is known that
any maximal isotropic subspaces of V have codimention 12dimR(V/radB).
Definition 4.3. For l ∈ n∗, we can regard l([X,Y ]) as a bilinear form for
(X,Y ) ∈ n×n. By the antisymmetry of Lie bracket [X,Y ] = −[Y,X ] (X,Y ∈ n),
this is an alternating form on n × n. The subalgebra sl ⊂ n which is isotropic
for l and has codimension 12dimR(n/rl) is called maximal subordinate subalgebra
of n for l.
Remark 4.4. For a nilpotent Lie algebra n, there exists at least one maximal
subordinate subalgebra for any l ∈ n∗. Although the radical for l is uniquely
determined, maximal subordinate subalgebras are not unique for l.
Let us construct radicals and maximal subordinate subalgebras for coadjoint
orbits (I), (II), (III) which are classified in Proposition 4.1.
The case (I). By the equation (4.2), the coadjoint action of N on lα,γ2 =
l(α, 0, 0, 0, γ2, 0) is written as follows,
(Ad∗ exp(n(z, · · · , x3)))l(α, 0, 0, 0, γ2, 0)
= {αZ∗ + y1Y ∗1 + y2Y ∗2 + x1X∗1 + (γ2 +
y1y2
α
)X∗2 + x2X
∗
3}.
Hence we can see that
rlα,γ2 = {RZ + RX2}.
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As we noted before, there are some choices of maximal subordinate subalgebra
even if it contains the radical rlα,γ2 . Among these choices, we pick up a maximal
subordinate subalgebra
slα,γ2 = {RX2 + RY1 + RY2 + RZ}.
It is easy to check that this subspace is isotropic and its codimension is equal
to 12dimR(n/rlα,γ2 ) = 2. Also this becomes a subalgebra of n. We can see that
slα,γ2 does not depend on the choice of α ∈ R\{0} and γ2 ∈ R. Hence we simply
write s(I) = slα,γ2 .
The case (II). As well as the case (I), we can see that the radical for
lβ1,β2,γ1,γ3 = l(0, β1, β2, γ1, 0, γ3) is given by
rlβ1,β2,γ1,γ3 = {R(β1X3 + β2X1) + RY1 + RY2 + RZ}.
The codimension of maximal subordinate subalgebras are 12dimR(n/rlβ1,β2,γ1,γ3 ) =
1. We recall a fact for the codimension 1 subalgebra of n.
Proposition 4.5 (cf. Proposition 1.3.4 in [3]). Let g be a nilpotent Lie algebra
and g0 a codimension 1 subalgebra of g. For l ∈ g∗, let l0 = l|g0 be the restriction
to g0. If the radical of l in g is contained in g0, any maximal subordinate
subalgebra of g0 for l0 is also maximal subordinate subalgebra of g for l.
For any codimension 1 subalgebra n0 of n containing rlβ1,β2,γ1,γ3 , there exist
a maximal subordinate subalgebra of n0 for lβ1,β2,γ1,γ3 |n0 from Remark 4.4. By
this proposition, this is also a maximal subordinate subalgebra of n for l(II). By
the calculation done above, this maximal subordinate subalgebra should have
codimension 1. Hence this is nothing but n0. This implies that any codimension
1 subalgebra n0 of n containing rlβ1,β2,γ1,γ3 is maximal subordinate subalgebra
for lβ1,β2,γ1,γ3 . Among these, we pick up a maximal subordinate subalgebra
slβ1,β2,γ1,γ3 = {RX1 + RX3 + RY1 + RY2 + RZ}.
As in the case (I), the subalgebra slβ1,β2,γ1,γ3 does not depends on the choice of
β1, β2, γ1, γ3 ∈ R. Hence we simply write s(II) = slβ1,β2,γ1,γ3 .
The case (III). The coadjoint action on lγ1,γ2,γ3 = l(0, 0, 0, γ1, γ2, γ3) is given
by
(Ad∗ exp(n(z, · · · , x3)))l(0, 0, 0, γ1, γ2, γ3) = {γ1X∗1 + γ2X∗2 + γ3X∗3}.
It is obvious that the radical of lγ1,γ2,γ3 is
rlγ1,γ2,γ3 = n.
Also it is obvious that a maximal subordinate subalgebra of γ1, γ2, γ3 is
sγ1,γ2,γ3 = n.
Let us recall Kirillov’s theory for irreducible unitary representations of nilpo-
tent Lie group N . For l ∈ n∗, let sl be a maximal subordinate subalgebra for l
and let Sl = exp sl . We can extend l|sl : sl → R to the map χl : Sl → C1 by
χl(expX) = e
2piil(X), X ∈ sl.
20
This is a group homomorphism, i.e., an unitary character of Sl because sl is an
isotropic subspace for l, i.e., l([X,Y ]) = 0 for X,Y ∈ sl. We consider a Hilbert
space induced from χl,
Hχl ={f : N → C measurable ; f(sx) = χl(s)f(x) for s ∈ Sl, x ∈ N,
and
∫
Sl\N
|f(x)|2 dx˙ < +∞},
where dx˙ is the right-invariant measure on Sl\N . The inner product is defined
by
〈f, f ′〉 =
∫
Sl\N
f(x)f ′(x) dx˙.
It can be shown that Hχl is complete by this inner product. The action of N
on Hχl is given by the right translation. This is the unitary representation by
the right-invariance of dx˙. This representation is called the representation of N
induced from χl, and denoted by L
2 -IndNSl(χl).
Theorem 4.6 (Kirillov [13]). Take l ∈ n∗ and let sl be a maximal subordinate
subalgebra of n for l∗.
1. The induced representation L2 -IndNSl(χl) is an irreducible representation
of N .
2. Let s′l be a maximal subordinate subalgebra of n for l and S
′
l = exp s
′
l.
Then L2 -IndNS′
l
(χl) is unitarily equivalent to L
2 -IndNSl(χl). Hence we may
write pil for L
2 -IndNSl(χl).
3. Let l′ ∈ n∗. Then pil′ is unitarily equivalent to pil if and only if l′ ∈
(Ad∗N)l.
4. Let pi be an irreducible unitary representation of N . Then there exists an
l ∈ n∗ such that pi is unitarily equivalent to pil.
This Kirillov’s theorem implies that irreducible unitary representations of
nilpotent subgroup N of G are equivalent to induced representations IndNSl(χl)
and their equivalent classes only depend on coadjoint orbits of l ∈ n∗. We
have already classified coadjoint orbits of l ∈ n∗ and determined their maximal
subordinate subalgebras sl. Hence we can obtain equivalent classes of irreducible
unitary representations of N .
Proposition 4.7. We retain the notation as above. The every irreducible uni-
tary representation of N is unitarily equivalent to one of the following represen-
tations.
(I) For lα,γ2 = l(α, 0, 0, 0, γ2, 0) ∈ n∗ and its maximal subordinate subalgebra
s(I) = {RX2 + RY1 + RY2 + RZ}, we define the representation
L2 -IndNS(I) χlα,γ2 .
Here S(I) = exp s(I) and α ∈ R\{0}, γ2 ∈ R.
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(II) For lβ1,β2,γ1,γ3 = l(0, β1, β2, γ1, 0, γ3) ∈ n∗ and its maximal subordinate
subalgebra s(II) = {RX1 + RX3 + RY1 + RY2 + RZ}, we define the repre-
sentation
L2 -IndNS(II) χlβ1,β2,γ1,γ3
Here Sl(II) = exp sl(II) and β1, β2, γ1, γ3 ∈ R, β1β2 6= 0.
(III) For lγ1,γ2,γ3 = l(0, 0, 0, γ1, γ2, γ3) ∈ n∗, we define the unitary character of
N ,
χlγ1,γ2,γ3 .
4.1.2 Conjugacy classes of C∞η (U\G)
In previous section, we classify the unitary dual of N . Thus the next thing to
do is the classification of G-equivalent classes of the following spaces,
C∞χlα,γ2
(S(I)\G), α ∈ R\{0}, γ2 ∈ R, (I)
C∞χlβ1,β2,γ1,γ3
(S(II)\G), β1, β2 ∈ R, β1β2 6= 0, (II)
C∞χlγ1,γ2,γ3 (N\G), γ1, γ2, γ3 ∈ R. (III)
For x ∈ G, we write the conjugation of g ∈ G by x as gx = xgx−1. Let H be
a closed subgroup of G and pi a continuous representation of H on a complete lo-
cally convex space E. Then for x ∈ NG(H) = {g ∈ G |hg ∈ H, for any h ∈ H},
we can define conjugation of pi as pix(h) = pi(hx). Then we have the follow-
ing fact about the induced representation C∞pi (H\G) = {f : G → E smooth |
f(hg) = pi(h)f(g), g ∈ G, h ∈ H} on which G acts by the right translation.
Lemma 4.8. We retain the notations as above. The map
C∞pi (H\G) ∼−→ C∞pix(H\G)
f(g) 7−→ F (g) = f(xg)
gives isomorphism as G-modules.
Proof. We see that this map is well-defined. Take f ∈ C∞pi (H\G) and define
F (g) = f(xg). Then we have
F (hg) = f(xhg)
= f(xhx−1xg)
= pi(xhx−1)f(xg)
= pix(h)F (g),
for h ∈ H . Hence F ∈ C∞pix(H\G). Obviously this map is bijective and preserves
the action of G.
Lemma 4.9. Fix a maximal subordinate subalgebra sl ⊂ n for l ∈ n∗. We
put Sl = exp sl. Let us define a character χl : Sl → C1 so that χl(expX) =
e2pi
√−1l(X) for X ∈ sl. Then the character χl is invariant by the conjugation
by Sl, i.e.,
χxl (s) = χl(s)
for s, x ∈ Sl.
22
Proof. Take an element of x ∈ Sl. Then there exists Zx ∈ sl such that x =
expZx. By the Campbell-Hausdorff formula, for any X ∈ sl we have
x(expX)x−1 = expZx expX exp(−Zx)
≡ exp(Zx +X − Zx + Y )
= exp(X + Y )
for some element Y ∈ [sl, sl] = {[V,W ] | V,W ∈ sl}. If we recall that sl is a
maximal subordinate subalgebra for l, we have l(Y ) = 0 for Y ∈ [sl, sl]. Thus
we have
χxl (expX) = χl(x(expX)x
−1)
= e2pi
√−1l(X)
= χl(expX).
for any X ∈ sl.
By these lemmas, we have the following classifications.
Proposition 4.10. Case(I). For α ∈ R\{0} and γ2 ∈ R, we have
C∞χlα,γ2 (S(I)\G)
∼=
{
C∞χl(0,1,1,0,0,0) (S(I)\G) if γ2 6= 0, (I1)
C∞χl(0,0,1,0,0,0) (S(I)\G) if γ2 = 0 (I2)
Case(II). We take β1, β2, γ1, γ3 ∈ R and assume β1β2 6= 0. Then we have
C∞χlβ1,β2,γ1,γ3
(S(II)\G) ∼=

C∞χl(0,0,1,1,0,0) (S(II)\G) if (β1, γ1) · (γ3, β2) 6= 0, (II1)
C∞χl(0,0,0,1,0,1) (S(II)\G)
if (β1, γ1) · (γ3, β2) = 0
and β1 6= 0, β2 6= 0
, (II2)
C∞χl(0,0,0,1,0,0) (S(II)\G)
if (β1, γ1) · (γ3, β2) = 0
and β1 6= 0, β2 = 0
, (II3)
C∞χl(0,0,0,0,0,1) (S(II)\G)
if (β1, γ1) · (γ3, β2) = 0
and β1 = 0, β2 6= 0
, (II4)
where (a, b) · (c, d) = ac+ bd for a, b, c, d ∈ R is a natural inner product in R2.
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Case(III). For γ1, γ2, γ3 ∈ R, we have
C∞χlγ1,γ2,γ3
(N\G) ∼=

C∞χl(0,0,0,1,1,1) (N\G) if γ1 6= 0, γ2 6= 0, γ3 6= 0, (III1)
C∞χl(0,0,0,1,1,0) (N\G) if γ1 6= 0, γ2 6= 0, γ3 = 0, (III2)
C∞χl(0,0,0,1,0,1) (N\G) if γ1 6= 0, γ2 = 0, γ3 6= 0, (III3)
C∞χl(0,0,0,0,1,1) (N\G) if γ1 = 0, γ2 6= 0, γ3 6= 0, (III4)
C∞χl(0,0,0,1,0,0) (N\G) if γ1 6= 0, γ2 = 0, γ3 = 0, (III5)
C∞χl(0,0,0,0,1,0) (N\G) if γ1 = 0, γ2 6= 0, γ3 = 0, (III6)
C∞χl(0,0,0,0,0,1) (N\G) if γ1 = 0, γ2 = 0, γ3 6= 0, (III7)
C∞χl(0,0,0,0,0,0) (N\G) if γ1 = 0, γ2 = 0, γ3 = 0, (III8)
Proof. The case (I). The normalizer NG(S(I)) of S(I) in G is written as the
semi-direct product LI ⋉ SI where
LI =
{(
A 02
02 B
)
| A,B ∈ GL(2,R)
}
.
Here 02 =
(
0 0
0 0
)
∈ M(2,R). We define the action of NG(S(I)) on χ(α,γ2) as
(x·χ(α,γ2))(s) = χ(α,γ2)(sx
−1
) for x ∈ NG(S(I)) and s ∈ S(I). Then by lemma 4.8,
if χlα,γ2 and χlα′,γ′2
are in the same NG(S(I))-orbit, the spaces C
∞
χlα,γ2
(SI\G)
and C∞χl
α′,γ′2
(SI\G) are G-equivalent. Also by Lemma 4.9, we only need to
classify the L(I)-orbits of χlα,γ2 for α ∈ R\{0} and γ2 ∈ R. Then it is easy to
see that l(α,0,0,0,γ2,0) ∈ Ad∗(NG(S(I)))(l(0,1,0,0,0,1)) if γ2 6= 0 and l(α,0,0,0,γ2,0) ∈
Ad∗(NG(S(I)))(l(0,1,0,0,0,0)) if γ2 = 0.
The case(II). The normalizer of S(II) in G is written as the semi-direct prod-
uct L(II) ⋉ S(II) where
L(II) =

n(a,b,A) =

 a 02 0t02 A t02
0 02 b

 ∈ G | a, b ∈ R×, A ∈ GL(2,R)

 .
Here 02 = (0, 0) and
t02 =
(
0
0
)
. Then there are following L(II)-orbits of
χlβ1,β2,γ1,γ2 for β1, β2 ∈ R (β1β2 6= 0) and γ1, γ2 ∈ R,
O1 = {χl(0,0,v1,v2,w1,0,w2) | v1w1 + v2w2 6= 0}
O2 = {χl(0,0,v1,v2,w1,0,w2) | (v1, v2) 6= (0, 0), (w1, w2) 6= 0 and v1w1 + v2w2 = 0},
O3 = {χl(0,0,v1,v2,w1,0,w2) | (v1, v2) 6= (0, 0), (w1, w2) = 0 and v1w1 + v2w2 = 0},
O4 = {χl(0,0,v1,v2,w1,0,w2) | (v1, v2) = (0, 0), (w1, w2) 6= 0 and v1w1 + v2w2 = 0}.
The case(III). The normalizer of N in G is written as the semi-direct product
L(III) ⋉ S(III) where
L(III) =




a1
a2
a3
a4

 | a1, . . . , a4 ∈ R×

 .
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Then the lemma is easily follows.
4.2 Differential operators on the generalized Whittaker
models
Let U be a closed subgroup of N and χ a character of U . By Theorem 3.6, the
space of the generalized Whittaker model is isomorphic to the subspace of
C∞χ (U\G/K) = {f ∈ C∞(G) | f(ugk) = χ(u)f(g) for (u, g, k) ∈ U ×G×K}.
Lemma 4.11. We retain the above notations. There exists a linear bijection
Ξ: C∞χ (U\G/K) ∼−→ C∞(U\N ×A).
Proof. Because N is a nilpotent group and U is its closed subgroup, there is a
smooth cross section θ : U\N → N with the smooth splitting of n ∈ N so that
n = u(n)s(n) for u(n) ∈ U and s(n) ∈ θ(U\N) (cf. Theorem 1.2.12 in [3]). This
smooth cross section gives us a linear mapping
Ξ: C∞χ (U\G/K) ∼−→ C∞(U\N ×A)
f 7−→ Ξ(f)(x, a) = f(θ(x)a),
for x ∈ U\N and a ∈ A. Take an element φ ∈ C∞(U\N × A). If we define an
element of fφ ∈ C∞χ (U\G/K) by
fφ(usak) = χ(u)φ(sa)
for u ∈ U, s ∈ θ(U\N), a ∈ A and k ∈ K. SinceG ∼= U×U\N×A×K, this is well
defined. We denote this map Π. Then it is easy to see that Π◦Ξ = idC∞χ (U\G/K)
and Ξ ◦Π = idC∞(U\N×A). Hence Ξ is bijective.
We define the action of U(g) on C∞(U\N × A) by X · Ξ(f) = Ξ(RXf)
for X ∈ U(g) and f ∈ C∞χ (U\G/K). In this section, we will give the explicit
expression of the action of U(g) on C∞(U\N ×A).
According to the Iwasawa decomposition g = n⊕ a⊕ k, it suffices to see the
action of n, a and k respectively. We can see that Eii ∈ a, i = 1, . . . , 4 acts on
C∞(U\N × A) as ϑai = ai ∂∂ai , i = 1, . . . , 4 if we denote the elements of A by
a = diag(a1, . . . , a4). By the right K-invariance of C
∞
χ (U\G/K), the elements
in k acts trivially. Hence we have the following symmetric relation among the
generators of the annihilator ideal Ik(λ).
Lemma 4.12. For F ∈ C∞(G/K), we have
((E− λ1)(E− λ2 − k))ij F = ((E− λ1)(E− λ2 − k))ji F,
where 1 ≤ i, j ≤ 4, and k = 1, 2.
Proof. Take elements (Eij − Eji), 1 ≤ i < j ≤ 4 as the generators of k. Then
we have (Eij − Eji)F = 0, 1 ≤ i < j ≤ 4 for F ∈ C∞(G/K), i.e., EijF =
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EjiF, 1 ≤ i < j ≤ 4. This implies that
((E− λ1)(E− λ2 − k))ij F
= (
4∑
l=1
EilElj − (λ1 + λ2 + k)Eij + λ1(λ2 + k)δij)F
= (
4∑
l=1
EilEjl − (λ1 + λ2 + k)Eji + λ1(λ2 + k)δij)F
= (
4∑
l=1
(EjlEil − [Ejl, Eil])− (λ1 + λ2 + k)Eij + λ1(λ2 + k)δij)F
= (
4∑
l=1
(EjlEli − (δliEjl − δjlEil))− (λ1 + λ2 + k)Eji + λ1(λ2 + k)δij)F
= (
4∑
l=1
EjlEli − (Eji − Eij)− (λ1 + λ2 + k)Eji + λ1(λ2 + k)δij)F
= (
4∑
l=1
EjlEli − (λ1 + λ2 + k)Eji + λ1(λ2 + k)δij)F
= ((E− λ1)(E − λ2 − k))ji F.
This is the required equation.
We give more precise expressions of ((E− λ1)(E− λ2 − k))ij mod U(g)k for
k = 1, 2 and 1 ≤ i < j ≤ 4 below.
Lemma 4.13. Representatives ((E− λ1)(E− λ2 − k))ij modulo U(g)k (k = 1, 2
and 1 ≤ i < j ≤ 4) are written as follows,
E211 + E
2
21 + E
2
31 + E
2
41−(λ1 + λ2 + k − 3)E11
− (E2 + E3 + E4) + λ1(λ2 + k),
((i, j) = (1, 1))
E21(E11 + E22 − (λ1 + λ2 + k − 3)) + E32E31 + E42E41, ((i, j) = (1, 2))
E31(E11 + E33 − (λ1 + λ2 + k − 2)) + E32E21 + E43E41, ((i, j) = (1, 3))
E41(E11 + E44 − (λ1 + λ2 + k − 2)) + E42E21 + E31E43, ((i, j) = (1, 4))
E222 − (λ1 + λ2 + k − 2)E22+E221 + E232 + E242
− (E33 + E44) + λ1(λ2 + k),
((i, j) = (2, 2))
E32(E22 + E33 − (λ1 + λ2 + k − 2)) + E21E31 + E43E42, ((i, j) = (2, 3))
E42(E22 + E44 − (λ1 + λ2 + k − 2)) + E21E41 + E32E43, ((i, j) = (2, 4))
E233 − (λ1 + λ2 + k − 1)E33 + E231+E232 + E243
− E44 + λ1(λ2 + k),
((i, j) = (3, 3))
E43(E33 + E44 − (λ1 + λ2 + k − 1)) + E31E41 + E32E42, ((i, j) = (3, 4))
E244 − (λ1 + λ2 + k)E44 + E241 + E242 + E243. ((i, j) = (4, 4))
Proof. If we note that (Eij − Eji) 1 ≤ i < j ≤ 4 are the generators of k, this
lemma can be obtained by the direct computations.
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Along the classification obtained in Proposition 4.10, we express the action
of n.
The case (I). We consider the space
C∞χl(0,1,ε,0,0,0) (S(I)\G/K)
Here ε = 1 (resp. = 0) corresponds to the case (I1) (resp. (I2)) classified in
Proposition 4.10. If we notice that s(I) = {RX2 + RY1 + RY2 + RZ} is not
only a subalgebra of n but also an ideal of n, then s(I)\n ∼= {RX1 + RX3}
can be seen as a subalgebra of n. Hence S(I)\N is isomorphic to the subgroup
{exp(uX1 + vX3) | u, v ∈ R} of N . This isomorphism gives a smooth cross
section θ(I) : S(I)\N → N . Then we have the linear isomorphism
Ξ(I) : C
∞
χl(0,1,ε,0,0,0)
(S(I)\G/K) ∼−→ C∞(S(I)\N ×A)
by Lemma 4.11. We introduce a coordinate system on S(I)\N ×A as follows,
R2 × (R>0)4 ∼−→ S(I)\N ×A
(u, v)× (a1, a2, a3, a4) 7−→ exp(uX1 + vX3)× diag(a1, a2, a3, a4)
Proposition 4.14. We regard the space C∞(S(I)\N × A) as the image of the
space C∞χl(0,1,ε,0,0,0) (S(I)\G/K) by the mapping Ξ(I) for each ε = 0, 1. Then n
acts on C∞(S(I)\N ×A) as follows,
E21F =
a2
a1
∂
∂u
F, E31F = ε2pi
√−1a3
a1
, F
E41F = 0, E32F = 2pi
√−1a3
a2
(v − εu)F,
E42F = 2pi
√−1a4
a2
F, E43F =
a4
a3
∂
∂v
,
for F ∈ C∞(S(I)\N ×A).
Proof. For F ∈ C∞(S(I)\N × A), there exists a f ∈ C∞χl(0,ε,1,0,0,0) (S(I)\G/K)
such that F (u, v; a) = Ξ(I)(f) = f(exp(uX1 + vX3)a) for u, v ∈ R and a ∈ A.
Hence for Eij(1 ≤ j < i ≤ 4) we have
(EijF )(u, v; a) = Ξ(I)(REijf)
=
d
dt
f(exp(uX1 + vX3)a exp(tEij))|t=0
=
d
dt
f(exp(uX1 + vX3) exp(tAd(a)Eij)a)|t=0
=
ai
aj
d
dt
f(exp(uX1 + vX3) exp(tEij)a)|t=0.
(4.3)
By the direct computation, we have
exp(uX1 + vX3) · expn(z, · · · , x3)
= expn(z′, y′1, y
′
2, 0, x2, 0) · exp((u+ x1)X1 + (v + x3)X3),
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where
z′ = z + vy1 − uy2 + 1
2
x3y1 − 1
2
x1y2 − uvx2 − 1
2
vx1x2 − 1
2
ux2x3 − 1
3
x1x2x3,
y′1 = y1 − ux2 −
x1x2
2
,
y′2 = y2 + vx2 +
x2x3
2
.
Hence we have
f(exp(uX1 + vX3) expn(z, · · · , x3))
= f(expn(z′, y′1, y
′
2, 0, x2, 0) exp((u + x1)X1 + (v + x3)X3))
= χl(0,ε,1,0,0,0)(expn(z
′, y′1, y
′
2, 0, x2, 0))f(exp((u + x1)X1 + (v + x3)X3))
= e2pi
√−1(εy′1+y′2)f(exp((u + x1)X1 + (v + x3)X3)).
(4.4)
Combining formulas (4.3) and (4.4), we have the proposition.
The case (II). We consider the space
C∞χl(0,0,ε1 ,ε2,0,ε3)(S(II)\G/K).
Here each (ε1, ε2, ε3) corresponds to the case (IIi) (i = 1, . . . , 4) in Proposition
4.10 as follows,
(ε1, ε2, ε3) =


(1, 1, 0) if the case (II1),
(0, 1, 1) if the case (II2),
(0, 1, 0) if the case (II3),
(0, 0, 1) if the case (II4).
The subalgebra s(II) = {RX1 + RX3 + RY1 + RY2 + RZ} is a codimension 1
subalgebra of n. Because any codimension 1 subalgebra of a nilpotent Lie algebra
becomes an ideal (cf. Lemma 1.1.8 in [3]), the subalgebra s(II) is an ideal of n.
By the similar argument as in the case (I), the homogeneous space S(II)\N is
isomorphic to the subgroup {exp(uX2) | u ∈ R} of N . This isomorphism gives
a smooth section θ(II) : S(II)\N → N . Then we have a linear bijection
Ξ(II) : C
∞
χl(0,0,ε1 ,ε2,0,ε3)
(S(II)\G/K) ∼−→ C∞(S(II)\N ×A).
We introduce a coordinate system on S(II)\N ×A as follows,
R× (R>0)4 ∼−→ S(II)\N ×A
u× (a1, a2, a3, a4) 7−→ exp(uX2)× diag(a1, a2, a3, a4)
Then we can write down the action of n on C∞(S(II)\N ×A).
Proposition 4.15. We regard the space C∞(S(II)\N × A) as the image of
the space C∞χl(0,0,ε1 ,ε2,0,ε3)(S(II)\G/K) by the mapping Ξ(II). Then n acts on
C∞(S(II)\N ×A) as follows,
E21F = (2pi
√−1(a2
a1
)ε2)F, E31F = 0,
E41F = 0, E32F =
a3
a2
∂
∂u
F,
E42F = (2pi
√−1(a4
a2
)ε1)F, E43F = (2pi
√−1(a4
a3
)(ε3 − ε1u))F.
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Here F ∈ C∞(S(II)\N ×A) and
(ε1, ε2, ε3) =


(1, 1, 0) if the case (II1),
(0, 1, 1) if the case (II2),
(0, 1, 0) if the case (II3),
(0, 0, 1) if the case (II4).
Proof. The proposition can be obtained in the same way as the case (I) by the
formula,
exp(uX2) · expn(z, · · · , x3) = exp(n(z′, y′1, y′2, x1, 0, x3)) · exp(u+ x2),
where
z′ = z +
1
6
x1x2x3
y′1 = y1 + x1u+
1
2
x1x2
y′2 = y2 − x3u−
1
2
x2x3.
The case (III). We consider the space
C∞χl(0,0,0,ε1 ,ε2,ε3)(N\G/K)
where
(ε1, ε2, ε3) =


(1, 1, 1) if the case (III1),
(1, 1, 0) if the case (III2),
(1, 0, 1) if the case (III3),
(0, 1, 1) if the case (III4),
(1, 0, 0) if the case (III5),
(0, 1, 0) if the case (III6),
(0, 0, 1) if the case (III7),
(0, 0, 0) if the case (III8).
By the Iwasawa decomposition, we have the linear bijection
Ξ(III) : C
∞
χl(0,0,0,ε1 ,ε2,ε3)
(N\G/K) ∋ f 7→ f |A ∈ C∞(A).
by the restriction to A. Then we have the following proposition.
Proposition 4.16. Let us consider the space C∞(A) as image of the space
C∞χl(0,0,0,ε1 ,ε2,ε3)(N\G/K) by the mapping Ξ(III). Then n acts on C
∞(A) as
follows,
E21F = (2pi
√−1(a2
a1
)ε1)F, E31F = 0,
E41F = 0, E32F = (2pi
√−1(a3
a2
)ε2)F,
E42F = 0, E43F = (2pi
√−1(a4
a3
)ε3)F.
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Here F ∈ C∞(A) and
(ε1, ε2, ε3) =


(1, 1, 1) if the case (III1),
(1, 1, 0) if the case (III2),
(1, 0, 1) if the case (III3),
(0, 1, 1) if the case (III4),
(1, 0, 0) if the case (III5),
(0, 1, 0) if the case (III6),
(0, 0, 1) if the case (III7),
(0, 0, 0) if the case (III8).
Proof. It is obvious from the formula,
(EijF )(a) =
d
dt
F (a exp(tEij))|t=0 = d
dt
F (exp(tAd(a)Eij)a)|t=0.
for 1 ≤ i 6= j ≤ 4.
4.3 Generalized Whittaker models of GL(4,R)
After these preparations given in the previous sections, we can investigate ex-
plicit structures of the generalized Whittaker models. More precisely to say, we
will give the dimensions of these spaces and their basis in terms of the hyper-
geometric functions one and two variables.
4.3.1 The embeddings into the spaces (I)
We will give the explicit structures of the embeddings of the Harish-Chandra
modules Xk,λ (k = 1, 2) into the spaces (I1) and (I2) which are classified in
Proposition 4.10. These spaces are isomorphic to C∞χl(0,1,ε,0,0,0) (S(I)\G/K ; Ik(λ))
by Theorem 3.6. We will consider the image of C∞χl(0,1,ε,0,0,0) (S(I)\G/K ; Ik(λ))
by the mapping Ξ(I) defined in Section 4.2. Here ε = 1 (resp. = 0) for (I1)
(resp. (I2)). Hence our purpose is to investigate these spaces
C∞χl(0,1,ε,0,0,0) (S(I)\N ×A; Ik(λ)) = Ξ(I)(C∞χl(0,1,ε,0,0,0) (S(I)\G/K ; Ik(λ))).
Proposition 4.17. For ε = 0, 1, we consider the spaces C∞χl(0,1,ε,0,0,0) (S(I)\N ×
A; Ik(λ)). Then these are the solution spaces of the following systems of the
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differential equations on C∞(S(I)\N ×A).
[ϑ2a1−(λ1 + λ2 + k − 3)ϑa1 + λ1(λ2 + k) + (
a2
a1
)2
∂2
∂u2
+ ε(
a3
a1
)2(2pi
√−1)2 − (ϑa2 + ϑa3 + ϑa4) + λ1(λ2 + k)]φ = 0,
(4.5)
[
∂
∂u
(ϑa1 + ϑa2 − (λ1 + λ2 + k − 3)) + ε(
a3
a2
)2(2pi
√−1)2(v − εu)]φ = 0, (4.6)
[ε(ϑa1 + ϑa3 − (λ1 + λ2 + k − 2)) + (v − εu)
∂
∂u
]φ = 0, (4.7)
[
∂
∂u
+ ε
∂
∂v
]φ = 0, (4.8)
[ϑ2a2 − (λ1 + λ2 + k − 2)ϑa2 + (
a2
a1
)2
∂2
∂u2
+ (
a3
a2
)2(2pi
√−1)2(v − εu)2
+(
a4
a2
)2(2pi
√−1)2 − (ϑa3 + ϑa4) + λ1(λ2 + k)]φ = 0,
(4.9)
[(v − εu)(ϑa2 + ϑa3 − (λ1 + λ2 + k − 2)) + ε(
a2
a1
)2
∂
∂u
+ (
a4
a3
)2
∂
∂v
]φ = 0,
(4.10)
[(ϑa2 + ϑa4 − (λ1 + λ2 + k − 2)) + (v − εu)
∂
∂v
]φ = 0, (4.11)
[ϑ2a3−(λ1 + λ2 + k − 1)ϑa3 + ε(
a3
a1
)2(2pi
√−1)2
+ (
a3
a2
)2(2pi
√−1)2(v − εu)2 + (a4
a3
)2
∂2
∂v2
− ϑa4 + λ1(λ2 + k)]φ = 0,
(4.12)
[
∂
∂v
(ϑa3 + ϑa4 − (λ1 + λ2 + k − 1)) + (
a3
a2
)2(2pi
√−1)2(v − εu)]φ = 0, (4.13)
[ϑ2a4 − (λ1 + λ2 + k)ϑa4 + (
a4
a2
)2(2pi
√−1)2 + (a4
a3
)2
∂2
∂v2
+ λ1(λ2 + k)]φ = 0,
(4.14)
[(ϑa1 + ϑa2 + ϑa3 + ϑa4 − kλ1 − (4− k)λ2)]φ = 0. (4.15)
Here φ ∈ C∞(S(I)\N ×A).
Proof. Recall that Ik(λ) is written as (4.1). Then these differential equations
immediately follows from Lemma 4.12, Proposition 4.13 and Proposition 4.14.
We solve these systems of the differential equations.
(i) The case ε = 1.
We investigate the space C∞χl(0,1,1,0,0,0) (S(I)\N ×A; Ik(λ)), i.e, the case ε = 1.
We consider the case k = 1, i.e., the embedding of the Harish-Chandra
module X1,λ.
Proposition 4.18. For the case ε = 1 and k = 1, the solution space of the
system of the differential equations defined in Proposition 4.17 is {0}.
Proof. The equations (4.7) and (4.11) give us the equation,
[ϑa1 + ϑa2 + ϑa3 + ϑa4 − 2λ1 − 2λ2 + 2 + 2(v − u)(
∂
∂u
+
∂
∂v
)]φ = 0.
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By the equation (4.8), the term ∂∂u +
∂
∂v can be eliminated. Hence the only
remaining term is
[ϑa1 + ϑa2 + ϑa3 + ϑa4 − 2λ1 − 2λ2 + 2]φ = 0.
However if we compare this with the equation (4.15),
[ϑa1 + ϑa2 + ϑa3 + ϑa4 − λ1 − 3λ2]φ = 0,
we can conclude the solution space of these equations must be {0} because we
assume λ1 − λ2 /∈ Z.
Next, we consider the case k = 2, i.e., the embedding of the Harish-Chandra
module X2,λ. We introduce a new coordinate system below,
x1 = a1a2a3a4,
x2 = (pi
√−1)2
(
(
a3
a2
)2(v − u)2 + (a4
a2
)2 + (
a3
a1
)2
)
,
x3 =
(
a1a3
a2a4
(v − u)2 + a2a3
a1a4
+
a1a4
a2a3
)−2
,
x4 =
a1a3
a2a4
,
x5 =
a1a4
a2a3
,
x6 = u.
(4.16)
Proposition 4.19. Let ε = 1 and k = 2. We consider the system of the differ-
ential equations in Proposition 4.17. By adding and substituting each differential
equations and multiplying some rational functions, the system of the differential
equations under the new coordinate system x1, . . . , x6 is written as followings ,
(ϑx1 −
λ1 + λ2
2
)φ = 0, (4.17)
[x2 − (ϑx2 −
1
2
)(2ϑx3 − ϑx2)]φ = 0, (4.18)
[x3(ϑx2 − 2ϑx3)(ϑx2 − 2ϑx3 − 1)
− (ϑx3 −
1
4
(λ2 − λ1)− 1)(ϑx3 +
1
4
(λ2 − λ1))]φ = 0,
(4.19)
∂
∂x4
φ = 0, (4.20)
∂
∂x5
φ = 0, (4.21)
∂
∂x6
φ = 0. (4.22)
Proof. First, we put
α1 = a1a2, α2 = a1a
−1
2 , α3 = a3a4,
α4 = a3a
−1
4 , u
′ = u, v′ = (v − u).
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Then the differential equation (4.8) becomes
∂
∂u′
φ = 0. (4.23)
Furthermore we exchange the variables α2, α4, v
′ to
w = α2α4v
′2 + α2α−14 + α
−1
2 α4, β2 = α2α4, β4 = α2α
−1
4 .
Then equations (4.10) and (4.11) become
ϑβ4φ = 0, (4.24)
ϑβ2φ = 0, (4.25)
respectively. Setting
β1 = α1α3, β3 = α1α
−1
3 ,
the equation (4.15) becomes
(2ϑβ1 − (λ1 + λ2))φ = 0. (4.26)
Also we can see that the equation (4.6) is written as
[2w
∂
∂w
(2(ϑβ1 + ϑβ3)− (λ1 + λ2 − 1))− (2pi
√−1)2β−13 w]φ = 0. (4.27)
If we eliminate ϑβ1 from (4.27) by using the equation (4.26), it can be written
as
[2w
∂
∂w
(2ϑβ3 + 1)− (2pi
√−1)2β−13 w]φ = 0. (4.28)
We note that the equation (4.13) can be reduced to the same equation. Taking
into account the equations (4.26) and (4.28), the equation (4.5) can be reduced
to the equation
[(ϑβ3 + ϑw −
1
2
(λ1 − λ2 − 4))(ϑβ3 + ϑw +
1
2
(λ1 − λ2))− 4 ∂
2
∂w2
]φ = 0. (4.29)
We can also see that the equations (4.9), (4.12) and (4.14) can be written as
the same equation (4.29). Finally, we put
γ1 = (pi
√−1)2β−13 w, γ2 = w−2.
Then the equation (4.28) is equivalent to
[(ϑγ1 − 2ϑγ2)(
1
2
− ϑγ1)− γ1]φ = 0. (4.30)
Also the equation (4.29) is written as
[(ϑγ2−
1
4
(λ2−λ1)−1)(ϑγ2+
1
4
(λ2−λ1))−γ2(ϑγ1−2ϑγ2)(ϑγ1 −2ϑγ2−1)]φ = 0.
(4.31)
If we put
x1 = β1, x2 = γ1, x3 = γ2,
x4 = β2, x5 = β4, x6 = u
′,
then the theorem follows from the equations (4.23), (4.24), (4.25), (4.26), (4.30)
and (4.31).
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Corollary 4.20. The change of variables (4.16) gives a diffeomorphism from
{(a1, . . . , a4, u, v) ∈ R6 | ai ∈ R>0 (i = 1, . . . , 4)} ∼= S(I)\N × A to the domain
D1 = {(x1, . . . , x6) | xi ∈ R>0 (i = 1, 3, 4, 5), x2 ∈ R<0, x6 ∈ R}.
Proof. We should show that this gives bijection and the Jacobi determinant is
not zero, i.e.,
∣∣∣∣ ∂(x1, . . . , x6)∂(a1, . . . , a4, u, v)
∣∣∣∣ (p) =
∣∣∣∣∣∣∣
∂x1
∂a1
(p) · · · ∂x1∂a4 (p)
∂x1
∂u (p)
∂x1
∂v (p)
...
...
...
...
∂x6
∂a1
(p) · · · ∂x6∂a4 (p) ∂x6∂u (p) ∂x6∂v (p)
∣∣∣∣∣∣∣ 6= 0,
for any p ∈ {(a1, . . . , a4, u, v) ∈ R6 | ai ∈ R>0 (i = 1, . . . , 4)}. Here |X | means
the determinant of X ∈M(6,R). As we see in the proof of the previous propo-
sition, this change of variables is the composition of the following change of
variables.
Step1.
α1 = a1a2, α2 = a1a
−1
2 , α3 = a3a4,
α4 = a3a
−1
4 , u
′ = u, v′ = (v − u).
Here we can see this gives a bijection from {(a1, . . . , a4, u, v) ∈ R6 | ai ∈
R>0 (i = 1, . . . , 4)} to {(α1, . . . , α4, u′, v′) ∈ R6 | αi ∈ R>0 (i = 1, . . . , 4)}.
Step2.
β1 = α1α3, β2 = α2α4, β3 = α1α
−1
3 ,
β4 = α2α
−1
4 , w = α2α4v
′2 + α2α−14 + α
−1
2 α4, u
′ = u′.
Here we can see this gives a bijection from {(α1, . . . , α4, u′, v′) ∈ R6 | αi ∈
R>0 (i = 1, . . . , 4)} to {(β1, . . . , β4, w, u′) ∈ R6 | βi, w ∈ R>0 (i = 1, . . . , 4)}.
Step3.
x1 = β1, x2 = (pi
√−1)2β−13 w, x3 = w−2,
x4 = β2, x5 = β4, x6 = u
′.
Here we can see this gives a bijection from {(β1, . . . , β4, w, u′) ∈ R6 | βi, w ∈
R>0 (i = 1, . . . , 4)} to {(x1, . . . , x′6) ∈ R6 | xi ∈ R>0 (i = 1, 3, 4, 5), x2 ∈
R<0, x6 ∈ R}.
Also it is not hard to see that∣∣∣∣ ∂(x1, . . . , x6)∂(a1, . . . , a4, u, v)
∣∣∣∣ (p)
=
∣∣∣∣ ∂(x1, . . . , x6)∂(β1, . . . , β4, w, u′)
∂(β1, . . . , β4, w, u
′)
∂(α1, . . . , α4, u′, v′)
∂(α1, . . . , α4, u
′, v′)
∂(a1, . . . , a4, u, v)
∣∣∣∣ (p) 6= 0,
for any p ∈ {(a1, . . . , a4, u, v) ∈ R6 | ai ∈ R>0 (i = 1, . . . , 4)}. Thus we have the
proposition.
Pick up the differential equations (4.18) and (4.19). We take f(x2, x3) as a
solution of them. We take a function F (x2, x3) such that
f = x
1
2
2 x
1
4 (λ1−λ2)
3 F.
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Then this F (x2, x3) satisfies
[x2 − ϑx2(2ϑx3 − ϑx2 +
1
2
(λ1 − λ2 − 1))]F (x2, x3) = 0, (4.32)
[x3(2ϑx3 − ϑx2 +
1
2
(λ1 − λ2 − 1))(2ϑx3 − ϑx2 +
1
2
(λ1 − λ2 − 1) + 1)
−ϑx3(ϑx3 +
1
2
(λ1 − λ2)− 1)]F (x2, x3) = 0.
(4.33)
These are the differential equations for Horn’s hypergeometric function H10(
1
2 (λ1−
λ2− 1), 12 (λ1−λ2);x2, x3) (cf. [11]). We denote it by H10(a, d;x, y) the solution
space of the system of the partial differential equations for Horn’s hypergeomet-
ric function H10(a, d;x, y), i.e.,
[x(2ϑx − ϑy + a)(2ϑx − ϑy + a+ 1)− ϑx(ϑx + d− 1)]f(x, y) = 0,
[y − ϑy(2ϑx − ϑy + a)]f(x, y) = 0.
We can see more detailed properties of H10(a, d;x, y) in Appendix.
Definition 4.21. Let U ⊂ Rn be a domain. A function f(x) on U is called
rapidly decreasing on U if it satisfies,
sup
x∈U
|xαf(x)| <∞
for any α = (α1, . . . , αn) ∈ Nn, where xα = xα11 · · ·xαnn .
Also a function f(x) on U is called slowly increasing on U if there exists
N ∈ N such that
sup
x∈U
(1 + |x|)−N |f(x)| <∞
where |x| =
√
x21 + · · ·+ x2n for x ∈ U .
Theorem 4.22. The space C∞χl(0,1,1,0,0,0) (S(I)\N × A; Ik(λ)) consists of the el-
ements,
x
λ1+λ2
2
1 x
1
2
2 x
1
4 (λ1−λ2)
3 f(x2, x3),
for f(x, y) ∈ H10(12 (λ1 − λ2 − 1), 12 (λ1 − λ2);x, y). Here
x1 = a1a2a3a4,
x2 = (pi
√−1)2
(
(
a3
a2
)2(v − u)2 + (a4
a2
)2 + (
a3
a1
)2
)
,
x3 =
(
a1a3
a2a4
(v − u)2 + a2a3
a1a4
+
a1a4
a2a3
)−2
,
x4 =
a1a3
a2a4
,
x5 =
a1a4
a2a3
,
x6 = u.
Thus we have
dimCC
∞
χl(0,1,1,0,0,0)
(S(I)\N ×A; Ik(λ)) = 4.
In C∞χl(0,1,1,0,0,0) (S(I)\N × A; Ik(λ)), there is a rapidly decreasing function on
{(x2, . . . , x6) | x2 ∈ R<0, x3, x4, x5 ∈ R>0, x6 ∈ R} and it is unique up to
constant multiple.
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Proof. This follows immediately from Proposition 4.19 and the argument above.The
second assertion follows from Appendix B and Thorem B.1.
(ii) the case ε = 0.
We investigate the space C∞χl(0,1,0,0,0,0) (S(I)\N ×A; Ik(λ)), i.e, the case ε = 0.
We introduce a new cooridinate system as below,
x1 = a1, x2 = a2,
x3 = a
2
4 + a
2
3v
2, x4 = (a
−2
3 + a
−2
4 v
2)−1,
x5 = a3a
−1
4 , x6 = u.
Lemma 4.23. The change of variables given above is the diffeomorphism from
{(a1, . . . , a4, u, v) ∈ R6 | ai ∈ R>0 (i = 1, . . . , 4)} ∼= S(I)\N × A to the domain
D2 = {(x1, . . . , x6) | xi ∈ R>0 (i = 1, . . . , 5), x6 ∈ R}.
Proof. We can see that this is a bijection. Also it is not hard to see that∣∣∣∣ ∂(x1, . . . , x6)∂(a1, . . . , a4, u, v)
∣∣∣∣ (p) 6= 0,
for p ∈ {(a1, . . . , a4, u, v) ∈ R6 | ai ∈ R>0 (i = 1, . . . , 4)} by direct computation.
Then the systems of the differential equations in Proposition 4.17 are reduced
to the followings
Proposition 4.24. For k = 1, 2, we consider the systems of the differential
equations in Proposition 4.17. Then by adding and substituting each differential
equations and multiplying some rational functions, these systems are written on
{(a1, . . . , a4, u, v) ∈ R6 | ai ∈ R>0 (i = 1, . . . , 4)} as follows.
(ϑx1 − (λ1 − (4− k)))(ϑx1 − λ2)φ = 0, (4.34)
[ϑ2x2 − (λ1 + λ2 − 3 + k)ϑx2 + ϑx1
+ (2pi
√−1)2x−22 x3 + λ2(λ1 − (4− k))]φ = 0,
(4.35)
[4(ϑ2x3 + ϑ
2
x4)− 2(λ1 + λ2−1 + k)ϑx3 + 2ϑx4
+ (2pi
√−1)2x−22 x3 + 2λ1(λ2 + k)]φ = 0,
(4.36)
(2ϑx4 − λ1)(2ϑx4 − (λ2 + k))φ = 0, (4.37)
ϑx5φ = 0, (4.38)
ϑx6φ = 0. (4.39)
Proof. By the equations (4.5) and (4.15), we have the new equation
[ϑ2a1 − (λ1 + λ2 − 4 + k)ϑa1 +
(
a2
a1
)2
∂2
∂u2
+ λ2(λ1 − (4− k))]φ = 0.
By the equation (4.8), we can eliminate the term ∂∂u from the above equation,
then it can be written as
(ϑa1 − (λ1 − (4− k)))(ϑa1 − λ2)φ = 0. (4.40)
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Next, from the equations (4.9) and (4.15), we have a new equation
[ϑa2−(λ1+λ2−3+k)ϑa2+ϑa1+(2pi
√−1)2(a24+a23v2)a−22 +λ2(λ1−(4−k))]φ = 0,
(4.41)
as well. If we put α3 = a3a4 and α4 = a3a
−1
4 , we have a new equation
[2ϑα4 + (α
−2
4 v
−1 − v) ∂
∂v
]φ = 0
from the equation (4.10) and (4.11). Moreover if we put w = α−14 + α4v
2,
β3 = α3 and β4 = α4, the above equation is reduced to
ϑβ4φ = 0. (4.42)
And the equation (4.13) becomes
[ϑw(2ϑβ3 − (λ1 + λ2 − 1 + k)) +
1
2
(2pi
√−1)2β3wa−22 ]φ = 0. (4.43)
Also if we consider the sum of the equations (4.12) and (4.14), we have a new
equation
[2ϑ2β3 − 2(λ1+λ2+ k)ϑβ3 +2ϑ2w+2ϑw+(2pi
√−1)2wβ3a−22 +2λ1(λ2+ k)]φ = 0.
(4.44)
By the equation (4.43), we can eliminate the term β3wa
−2
2 from (4.44). Then
we have
(ϑβ3 − ϑw − λ1)(ϑβ3 − ϑw − (λ2 + k))φ = 0. (4.45)
Hence if we put
x1 = a1, x2 = a2, x3 = β3w, (4.46)
x4 = β3w
−1, x5 = β2, x6 = u, (4.47)
then we have the proposition from the equations (4.40), (4.41), (4.42), (4.44),
(4.45) and (4.8).
Let MB(ν ; x) be the solution space of the differential equation
[
d2
dx2
+
1
x
d
dx
− (1 + ν
2
x2
)]f(x) = 0,
i.e., the solution space of the modified Bessel equation. We have dimC MB(ν ; x) =
2. In MB(ν ; x), there is a series solution
Iν(x) =
∞∑
m=0
(x2 )
ν+m
m!Γ(ν +m+ 1)
.
Also there is a solution as a slowly increasing function
Kν(x) =
pi
2
I−ν(x) − Iν(x)
sin νpi
,
and any slowly increasing function inMB(ν ; x) are constant multiples ofKν(x).
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Theorem 4.25. For the cases k = 1, 2, C∞χl(0,1,0,0,0,0) (S(I)\N × A; Ik(λ)) are
written as follows under the coordinate system,
x1 = a1, x2 = a2,
x3 = a
2
4 + a
2
3v
2, x4 = (a
−2
3 + a
−2
4 v
2)−1,
x5 = a3a
−1
4 , x6 = u.
(i) For k = 1, C∞χl(0,1,0,0,0,0) (S(I)\N ×A; I1(λ)) consists of
xλ21 x
λ1+λ2−2
2
2 x
λ1+λ2
4
3 x
λ2+1
2
4 f(2pix
−1
2
√
x3)
for f(x) ∈MB(λ1−λ2−22 ; x). Thus we have
dimC C
∞
χl(0,1,0,0,0,0)
(S(I)\N ×A; I1(λ)) = 2,
and there is a slowly increasing function on {(x1, . . . , x6) | xi ∈ R>0 (i =
1, . . . , 5), x6 ∈ R} and it is unique up to constant multiple.
(ii) For k = 2, C∞χl(0,1,0,0,0,0) (S(I)\N ×A; I2(λ)) consists of
Cxλ21 x
λ1+λ2−1
2
2 x
λ1+λ2+1
4
3 x
λ1
2
4 f(2pix
−1
2
√
x3)
+ C′xλ1−21 x
λ1+λ2−1
2
2 x
λ1+λ2+1
4
3 x
λ2+2
2
4 g(2pix
−1
2
√
x3),
where C,C′ ∈ C, f(x) ∈MB(λ1−λ2−12 ; x) and g(x) ∈MB(λ1−λ2−32 ; x). Thus
we have
dimC C
∞
χl(0,1,0,0,0,0)
(S(I)\N ×A; I2(λ)) = 4,
and there is a 2-dimensional subspace which consists of slowly increasing func-
tions on {(x1, . . . , x6) | xi ∈ R>0 (i = 1, . . . , 5), x6 ∈ R}.
Proof. The solution space of the equation (4.34) consists of the elements
C1φ1(x2, x3, x4)x
λ1−(4−k)
1 + C2φ2(x2, x3, x4)x
λ2
1 ,
where Ci are constants and φi are arbitrary functions for i = 1, 2. We determine
functions φi by the equation (4.35). Then these functions satisfy following
equations,
[ϑ2x2 − (λ1 + λ2 − 3 + k)ϑx2 + (2pi
√−1)2x−22 x3 + (λ1 − 4 + k)(λ2 + 1)]φ1 = 0,
[ϑ2x2 − (λ1 + λ2 − 3 + k)ϑx2 + (2pi
√−1)2x−22 x3 + (λ1 − 3 + k)λ2]φ2 = 0.
We define the functions φ′i so that φi = x
λ1+λ2−3+k
2
2 φ
′
i for i = 1, 2, then φ
′
i satisfy
following equations,
[ϑ2x2 − ((2pix−12
√
x3)
2 + (
λ1 − λ2 − 5 + k
2
)2)]φ′1 = 0,
[ϑ2x2 − ((2pix−12
√
x3)
2 + (
λ1 − λ2 − 3 + k
2
)2)]φ′2 = 0.
For some fixed x3, if we put z = (2pix
−1
2
√
x3), these equations are nothing but
modified Bessel equations
[
d2
dz2
+
1
z
d
dz
− (1 + ν
2
i
z2
)]φ′i = 0,
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where ν1 =
λ1−λ2−5+k
2 and ν2 =
λ1−λ2−3+k
2 . Hence the intersection of the
solution space of the equations (4.34) and (4.35) consist of functions written as
follows,
C1ζ1(x3, x4)f1(x2, x3)x
λ1−(4−k)
1 x
λ1+λ2−3+k
2
2
+ C2ζ2(x3, x4)f2(x2, x3)x
λ2
1 x
λ1+λ2−3+k
2
2 ,
where Ci are constants, ζi are arbitrary functions and fi ∈MB(νi ; 2pix−12
√
x3)
for i = 1, 2.
By the same argument, we can also see that the intersection of the solution
spaces of the equations (4.36) and (4.37) are written as follows,
D1ξ1(x1, x2)g1(x2, x3)x
λ1+λ2−1+k
4
3 x
λ1
2
4
+D2ξ2(x1, x2)g2(x2, x3)x
λ1+λ2−1+k
4
3 x
λ2+k
2
4 ,
where Di are constants, ξi are arbitrary functions and gi ∈MB(µi ; 2pix−12
√
x3)
for i = 1, 2. Here we put µ1 =
λ1−λ2+1−k
2 and µ2 =
λ1−λ2−1−k
2 .
Note that MB(ν ; x) ∩MB(µ ; x) = {0} if ν 6= µ. Then intersections of the
solution spaces of the equations (4.34), (4.35), (4.36) and (4.37) are written as
follows. For k = 1,
xλ21 x
λ1+λ2−2
2
2 x
λ1+λ2
4
3 x
λ2+1
2
4 f(2pix
−1
2
√
x3)
where f(x) ∈MB(λ1−λ2−22 ; x). And for k = 2,
Cxλ21 x
λ1+λ2−1
2
2 x
λ1+λ2+1
4
3 x
λ1
2
4 f(2pix
−1
2
√
x3)
+ C′xλ1−21 x
λ1+λ2−1
2
2 x
λ1+λ2+1
4
3 x
λ2+2
4 g(2pix
−1
2
√
x3),
where C,C′ ∈ C, f(x) ∈MB(λ1−λ2−12 ; x) and g(x) ∈MB(λ1−λ2−32 ; x).
4.3.2 The embeddings into the space (II)
We consider the embeddings of Xk,λ (k = 1, 2) into the spaces (IIi) (i =
1, . . . , 4) which are classified in Proposition 4.10. These spaces are isomorphic
to C∞χ((0,0,ε1,ε2,0,ε3))(S(II)\G/K ; Ik(λ)). We consider the image of this space by
the map Ξ(II) defined in Section 4.2. Here
(ε1, ε2, ε3) =


(1, 1, 0) if the case (II1),
(0, 1, 1) if the case (II2),
(0, 1, 0) if the case (II3),
(0, 0, 1) if the case (II4).
We denote these space by
C∞χl(0,0,ε1 ,ε2,0,ε3)(S(II)\N ×A; Ik(λ)) = Ξ(II)(C
∞
χl(0,0,ε1 ,ε2,0,ε3)
(S(II)\G/K; Ik(λ)).
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Proposition 4.26. The function space C∞χl(0,0,ε1 ,ε2,0,ε3)(S(II)\N ×A; Ik(λ)) for
k = 1, 2 are equal to the solution spaces of the following systems of the differen-
tial equations in C∞(S(II)\N ×A).
[ϑ2a1 − (λ1 + λ2 − 3 + k)ϑa1 + (2pi
√−1)2(a2
a1
)2ε2
+ λ1(λ2 + k)− (ϑa2 + ϑa3 + ϑa4)]φ = 0,
(4.48)
ε2(ϑa1 + ϑa2 − (λ1 + λ2 − 3 + k))φ = 0, (4.49)
∂
∂u
φ = 0, (4.50)
ε1ε2φ = 0, (4.51)
[ϑ2a2 − (λ1 + λ2 − 2 + k)ϑa2 + (2pi
√−1)2(a2
a1
)2ε2 + (
a3
a2
)2
∂2
∂u2
+(2pi
√−1)2(a4
a2
)2ε1 + λ1(λ2 + k)− (ϑa3 + ϑa4)]φ = 0,
(4.52)
[
a3
a2
∂
∂u
(ϑa2 + ϑa3 − (λ1 + λ2 − 2 + k)) + (2pi
√−1)2 a
2
4
a2a3
ε1(ε3 − ε1u)]φ = 0,
(4.53)
[ε1(ϑa2 + ϑa4 − (λ1 + λ2 − 1 + k)) + (ϑ3 − ϑ1u)
∂
∂u
]φ = 0, (4.54)
[ϑ2a3 − (λ1 + λ2 − 1 + k)ϑa3 + (
a3
a2
)2
∂2
∂u2
+ (2pi
√−1)2(a4
a3
)2(ε3 − ε1u)2 − ϑa4 + λ1(λ2 + k)]φ = 0,
(4.55)
[(ε3 − ε1u)(ϑa3 + ϑa4 − (λ1 + λ2 − 1 + k)) + ε1
∂
∂u
]φ = 0, (4.56)
[ϑ2a4 − (λ1+λ2 + k)ϑa4 + (2pi
√−1)2(a4
a2
)2ε1
+ (2pi
√−1)2(a4
a3
)2(ε3 − ε1u)2 + λ1(λ2 + k)]φ = 0,
(4.57)
[ϑa1 + ϑa2 + ϑa3 + ϑa4 − kλ1 − (4− k)λ2]φ = 0. (4.58)
Here φ ∈ C∞(S(II)\N ×A).
Proof. As well as Proposition 4.17, these are obtained by the direct computation
from Lemma 4.12, Proposition 4.13 and Proposition 4.15.
(i) The case (ε1, ε2, ε3) = (1, 1, 0).
Theorem 4.27. When (ε1, ε2, ε3) = (1, 1, 0), we have
C∞χl(0,0,1,1,0,0) (S(II)\N ×A; Ik(λ)) = {0},
for k = 1, 2.
Proof. It is immediate from the equation (4.51).
(ii) The case (ε1, ε2, ε3) = (0, 1, 1).
Theorem 4.28. When (ε1, ε2, ε3) = (0, 1, 1), the space C
∞
χl(0,0,0,1,0,1)
(S(II)\N ×
A; Ik(λ)) (k = 1, 2) are written as follows.
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(i) If k = 1, we have
C∞χl(0,0,0,1,0,1) (S(II)\N ×A; I1(λ)) = {0}.
(ii) If k = 2, the space C∞χl(0,0,0,1,0,1) (S(II)\N ×A; I2(λ)) consists of
x
λ1+λ1−1
2
1 x
1
2
2 x
λ1+λ2+1
2
3 x
1
2
4 f(2pix2)g(2pix3)
for f(x), g(x) ∈MB(λ1−λ2−22 ;x). Here we put
x1 = a1a2, x2 = a
−1
1 a2, x3 = a3a4, x4 = a
−1
3 a4.
Thus we have dimCC
∞
χl(0,0,0,1,0,1)
(S(II)\N × A; I2(λ)) = 4. There exists a
slowly increasing function on the domain {(x1, . . . , x4, u) | xi ∈ R>0, u ∈ R} in
C∞χl(0,0,0,1,0,1) (S(II)\N ×A; I2(λ)) and it is unique up to constant.
Proof. We show the case k = 1 first. By the equations (4.49) and (4.56), we
have the new one,
[ϑa1 + ϑa2 + ϑa3 + ϑa4 − 2λ1 − 2λ2 + 2]φ = 0.
Comparing this equation with the equation (4.58), we can conclude that the
space C∞χl(0,0,0,1,0,1) (S(II)\N × A; I1(λ)) is equal to {0}. Next, we consider the
case k = 2. By the equation (4.50), we can eliminate the terms ∂∂u from the
other differential equations. Then the equations in Proposition 4.26 are reduced
to the followings,
[ϑa1 + ϑa2 − (λ1 + λ2 − 1)]φ = 0,
[ϑ2a1 − (λ1+λ2 − 1)ϑa1 + λ1(λ2 + 2)
+ (2pi
√−1)a−21 a22 − (ϑa2 + ϑa3 + ϑa4)]φ = 0,
[ϑ2a2 − (λ1 + λ2)ϑa2 + (2pi
√−1)2 + λ1(λ2 + 2)− (ϑa3 + ϑa4)]φ = 0,
[ϑa3 + ϑa4 − (λ1 + λ2 + 1)]φ = 0,
[ϑ2a3 − (λ1 + λ2 + 1)ϑa3 + (2pi
√−1)2a−23 a24 − ϑa4 + λ1(λ2 + 2)]φ = 0,
[ϑ2a4 − (λ1 + λ2 + 2)ϑa4 + (2pi
√−1)2a−23 a24 + λ1(λ2 + 2)]φ = 0.
We put
x1 = a1a2, x2 = a
−1
1 a2,
x3 = a3a4, x4 = a
−1
3 a4,
Then we can rewrite above differential equations as follows,
[2ϑx1 − (λ1 + λ2 − 1)]φ = 0,
[2ϑx3 − (λ1 + λ2 + 1)]φ = 0,
[ϑ2x2 − ϑx2 + (2pi
√−1x2)2 − (λ1 − λ2 − 2
2
)2 − 1
4
]φ = 0,
[ϑ2x4 − ϑx4 + (2pi
√−1x4)2 − (λ1 − λ2 − 2
2
)2 − 1
4
]φ = 0.
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We take φ′ as φ = x
1
2
2 x
1
2
4 φ
′. Then we can see that φ′ satisfies following equations,
[2ϑx1 − (λ1 + λ2 − 1)]φ′ = 0,
[2ϑx3 − (λ1 + λ2 + 1)]φ′ = 0,
[ϑ2x2 − ((2pi
√−1x2)2 + (λ1 − λ2 − 2
2
)2)]φ′ = 0,
[ϑ2x4 − ((2pi
√−1x4)2 + (λ1 − λ2 − 2
2
)2)]φ = 0.
Then we can conclude that
φ(x1, x2, x3, x4) = x
λ1+λ1−1
2
1 x
1
2
2 x
λ1+λ2+1
2
3 x
1
2
4 f(2pix2)g(2pix3),
where f, g ∈MB(λ1−λ2−22 ;x). Hence we have the proposition.
(iii) The case (ε1, ε2, ε3) = (0, 1, 0).
Theorem 4.29. When (ε1, ε2, ε3) = (0, 1, 0), the space C
∞
χl(0,0,0,1,0,0)
(S(II)\N ×
A; Ik(λ)) (k = 1, 2) are written as follows.
(i) If k = 1, the space C∞χl(0,0,0,1,0,0) (S(II)\N ×A; I1(λ)) consists of
x
λ1+λ2−2
2
1 x
1
2
2 (x3x4)
λ2+1f(2pix2)
for f(x) ∈MB(λ1−λ2−32 ;x). Here we put
x1 = a1a2, x2 = a
−1
1 a2, x3 = a3, x4 = a4.
Thus we have dimCC
∞
χl(0,0,0,1,0,0)
(S(II)\N × A; I1(λ)) = 2. There exists a
slowly increasing function on the domain {(x1, . . . , x4, u) | xi ∈ R>0, u ∈ R} in
C∞χl(0,0,0,1,0,0) (S(II)\N ×A; I2(λ)) and it is unique up to constant.
(ii) If k = 2, the space C∞χl(0,0,0,1,0,0) (S(II)\N ×A; I2(λ)) consists of
(C1x
λ2
3 x
λ1
4 + C2x
λ1−1
3 x
λ2+2
4 )× x
λ1+λ2−1
2
1 x
1
2
2 f(2pix2)
for f(x) ∈MB(λ1−λ2−22 ;x) and C1, C2 ∈ C. Here xi (i = 1 . . . , 4) are same as
(i).
Thus we have dimC C
∞
χl(0,0,0,1,0,0)
(S(II)\N × A; I2(λ)) = 4. There exists a 2-
dimentional supspace of C∞χl(0,0,0,1,0,0) (S(II)\N×A; I2(λ)) which consits of slowly
increasing functions on {(x1, . . . , x4, u) | xi ∈ R>0, u ∈ R}.
Proof. By the equation (4.50), we can eliminate the term ∂∂u from the other
equations. Then the equations in Proposition 4.26 are reduced to the followings,
[ϑ2a1 − (λ1 + λ2 − 4 + k)ϑa1 + (2pi
√−1)2a−21 a22 + λ2(λ1 − (4− k))]φ = 0,
[ϑa1 + ϑa2 − (λ1 + λ2 − 3 + k)]φ = 0,
[ϑ2a2 − (λ1 + λ2 − 3 + k)ϑa2 + (2pi
√−1)2a−21 a22 + ϑa1 + λ2(λ1 − (4 − k))]φ = 0,
[ϑ2a3 − (λ1 + λ2 − 1 + k)ϑa3 − ϑa4 + λ1(λ2 + k)]φ = 0,
[(ϑa4 − λ1)(ϑa4 − (λ2 + k))]φ = 0.
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We put
x1 = a1a2, x2 = a
−1
1 a2.
We take φ′ as φ = x
1
2
2 φ
′. Then we have
[ϑx1 −
λ1 + λ2 − 3 + k
2
]φ′ = 0, (4.59)
[ϑ2x2 − ((2pix2)2 + (
λ1 − λ2 − (4− k)
2
)2)]φ′ = 0, (4.60)
[ϑ2a3 − (λ1 + λ2 − 1 + k)ϑa3 − ϑa4 + λ1(λ2 + k)]φ′ = 0, (4.61)
(ϑa4 − λ1)(ϑa4 − (λ2 + k))φ′ = 0. (4.62)
The solution of (4.59) and (4.60) is
φ′(x1, x2, a3, a4) = c(a3, a4)x
λ1+λ2−3+k
2
1 f(2pix2),
for an arbitrary function c(a3, a4) and f(x) ∈ MB(λ1−λ2−(4−k)2 ;x). We solve
the equations (4.61) and (4.62) to determine the function c(a3, c4). Then we
can see that
c(a3, a4) =
{
(a3a4)
λ2+1 for k=1,
C1a
λ2+1
3 a
λ1
4 + C2a
λ1−1
3 a
λ2+2
4 for k = 2,
for some constants C1, C2 ∈ C. This concludes the proposition.
4.3.3 The embeddings into the space (III)
We consider the embeddings of Xk,λ (k = 1, 2) into the spaces type (IIIi) (i =
1, . . . , 8) which are classified in Proposition 4.10. These spaces are isomorphic
to C∞χ((0,0,0,ε1,ε2,ε3))(N\G/K; Ik(λ)). We consider the image of this space by
the map Ξ(III) defined in Section 4.2. Here
(ε1, ε2, ε3) =


(1, 1, 1) if the case (III1),
(1, 1, 0) if the case (III2),
(1, 0, 1) if the case (III3),
(0, 1, 1) if the case (III4),
(1, 0, 0) if the case (III5),
(0, 1, 0) if the case (III6),
(0, 0, 1) if the case (III7),
(0, 0, 0) if the case (III8).
We denote the image of Ξ(III) by
C∞χl(0,0,0,ε1 ,ε2,ε3)(A; Ik(λ)) = Ξ(III)(C
∞
χ((0,0,0,ε1,ε2,ε3))
(N\G/K ; Ik(λ))).
Proposition 4.30. The space C∞χl(0,0,0,ε1 ,ε2,ε3)(A; Ik(λ)) is equal to the solution
space of the following system of the differential equations on C∞(A).
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[ϑa1 − (λ1 + λ2 + k − 3)ϑa1 + (2pi
√−1a2
a1
)2ε1
− (ϑa2 + ϑa3 + ϑa4) + λ1(λ2 + k)]φ = 0,
(4.63)
ε12pi
√−1a2
a1
(ϑa1 + ϑa2 − (λ1 + λ2 + k − 3))φ = 0, (4.64)
ε1ε2φ = 0, (4.65)
[ϑa2 − (λ1 + λ2 + k − 2)ϑa2+(2pi
√−1a2
a1
)2ε1 + (2pi
√−1a3
a2
)2ε2
− (ϑa3 + ϑa4) + λ1(λ2 + k)]φ = 0,
(4.66)
ε22pi
√−1a3
a2
(ϑa2 + ϑa3 − (λ1 + λ2 + k − 2))φ = 0, (4.67)
ε2ε3φ = 0, (4.68)
[ϑ2a3 − (λ1 + λ2 + k − 1)ϑa3 + (2pi
√−1a3
a2
)2ε2
+ (2pi
√−1a4
a3
)2ε3 − ϑa4 + λ1(λ2 + k)]φ = 0,
(4.69)
ε32pi
√−1a4
a3
(ϑa3 + ϑa4 − (λ1 + λ2 + k − 1))φ = 0, (4.70)
[ϑ2a4 − (λ1 + λ2 + k)ϑa4 + (2pi
√−1a4
a3
)2ε3 + λ1(λ2 + k)]φ = 0, (4.71)
[ϑa1 + ϑa2 + ϑa3 + ϑa4 − kλ1 − (4− k)λ2]φ = 0. (4.72)
Here φ ∈ C∞(A).
Proof. As well as Proposition 4.17 and Proposition 4.26, this system of differ-
ential equations are obtained by the direct computation by using Lemma 4.12,
Proposition 4.13 and Proposition 4.16.
Theorem 4.31. The space C∞χl(0,0,0,ε1 ,ε2,ε3)(A; Ik(λ)) are written as follows.
(i) When
(ε1, ε2, ε3) =


(1, 1, 1)
(1, 1, 0)
(0, 1, 1)
,
then we have
C∞χl(0,0,0,ε1 ,ε2,ε3)(A; Ik(λ)) = {0}.
(ii) When (ε1, ε2, ε3) = (1, 0, 1), the space C
∞
χl(0,0,0,1,0,1)
(A; Ik(λ)) consists of
followings. If k = 1, we have C∞χl(0,0,0,1,0,1) (A; I1(λ)) = {0}. If k = 2, the
space C∞χl(0,0,0,1,0,1) (A; I2(λ)) consists of
x
1
2
1 x
λ1+λ2−1
2
2 x
1
2
3 x
λ1+λ2+1
2
4 f(2pix1)g(2pix3)
for f(x), g(x) ∈MB(λ1−λ2−22 ;x). Here we put
x1 =
a2
a1
, x2 = a1a2, x3 =
a4
a3
, x4 = a3a4.
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Thus we have dimC C
∞
χl(0,0,0,1,0,1)
(A; I2(λ)) = 4. There is a 1-dimensional
subspace of C∞χl(0,0,0,1,0,1) (A; I2(λ)) which consists slowly increasing func-
tions on {(x1, . . . , x4) | xi ∈ R>0, i = 1, . . . , 4}.
(iii) When (ε1, ε2, ε3) = (1, 0, 0), the space C
∞
χl(0,0,0,1,0,0)
(A; Ik(λ)) consists of
x
1
2
1 x
λ1+λ2+k−3
2
2 f(2pix1)×
{
xλ2+13 x
λ2+1
4 if k = 1,
C1x
λ2+1
3 x
λ1
4 + C2x
λ1−1
3 x
λ2+2
4 if k = 2,
for f(x) ∈MB(λ1−λ2+k−42 ;x) and C1, C2 ∈ C. Here we put
x1 =
a2
a1
, x2 = a1a2, x3 = a3, x4 = a4.
Thus if k = 1, we have dimC C
∞
χl(0,0,0,1,0,0)
(A; I1(λ)) = 2. There is a 1-
dimensional subspace of C∞χl(0,0,0,1,0,0) (A; I1(λ)) which consists slowly in-
creasing functions on {(x1, . . . , x4) | xi ∈ R>0, i = 1, . . . , 4}.
Also if k = 2, we have dimC C
∞
χl(0,0,0,1,0,0)
(A; I2(λ)) = 4. There is a 2-
dimensional subspace of C∞χl(0,0,0,1,0,0) (A; I2(λ)) which consists slowly in-
creasing functions on {(x1, . . . , x4) | xi ∈ R>0, i = 1, . . . , 4}.
(iv) When (ε1, ε2, ε3) = (0, 1, 0), the space C
∞
χl(0,0,0,0,1,0)
(A; Ik(λ)) consists of
followings. We put
x1 = a1, x2 =
a3
a2
, x3 = a2a3, x4 = a4.
If k = 1,
xλ21 x
1
2
2 x
λ1+λ2+k−2
2
3 x
λ2+1
4 f(2pix2)
for f(x) ∈MB(λ1−λ2−22 ;x). Thus we have dimCC∞χl(0,0,0,0,1,0) (A; I1(λ)) =
2. There is a 1-dimensional subspace of C∞χl(0,0,0,0,1,0) (A; Ik(λ)) which con-
sists slowly increasing functions on {(x1, . . . , x4) | xi ∈ R>0, i = 1, . . . , 4}.
Also if k = 2,
Cxλ1−21 x
1
2
2 x
λ1+λ2+k−2
2
3 x
λ2+2
4 g1(2pix2) + C
′xλ21 x
1
2
2 x
λ1+λ2+k−2
2
3 x
λ1
4 g2(2pix2)
for C,C′ ∈ C, g1 ∈ MB(λ1−λ2−32 ;x) and g2 ∈ MB(λ1−λ22 ;x). Thus
we have dimC C
∞
χl(0,0,0,0,1,0)
(A; I2(λ)) = 4. There is a 2-dimensional sub-
space of C∞χl(0,0,0,1,0,0) (A; Ik(λ)) which consists slowly increasing functions
on {(x1, . . . , x4) | xi ∈ R>0, i = 1, . . . , 4}.
(v) When (ϑ1, ϑ2, ϑ3) = (0, 0, 1), the space C
∞
χl(0,0,0,0,0,1)
(A; Ik(λ)) consists of
x
1
2
3 x
λ1+λ2+k−1
2
4 g(2pix3)×
{
xλ21 x
λ2
2 if k = 1,
C1x
λ2
1 x
λ1−1
2 + C2x
λ21
1 x
λ2+1
2 if k = 2,
for g(x) ∈MB(λ1−λ2−k2 ;x) and C1, C2 ∈ C. Here we put
x1 = a1, x2 = a2, x3 =
a4
a3
, x4 = a3a4.
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Thus if k = 1, we have dimC C
∞
χl(0,0,0,0,0,1)
(A; I1(λ)) = 2. There is a 1-
dimensional subspace of C∞χl(0,0,0,0,0,1) (A; I1(λ)) which consists slowly in-
creasing functions on {(x1, . . . , x4) | xi ∈ R>0, i = 1, . . . , 4}.
Also if k = 2, we have dimC C
∞
χl(0,0,0,0,0,1)
(A; I2(λ)) = 4. There is a 2-
dimensional subspace of C∞χl(0,0,0,0,0,1) (A; I2(λ)) which consists slowly in-
creasing functions on {(x1, . . . , x4) | xi ∈ R>0, i = 1, . . . , 4}.
(vi) When (ε1, ε2, ε3) = (0, 0, 0), the space C
∞
χl(0,0,0,0,0,0)
(A; Ik(λ)) consists of
the followings. If k = 1,
C1a
λ2
1 a
λ2
2 a
λ2
3 a
λ1
4 + C2a
λ2
1 a
λ1−2
2 a
λ2+1
3 a
λ2+1
4
+ C3a
λ1−3
1 a
λ2+1
2 a
λ2+1
3 a
λ2+1
4 + C4a
λ2
1 a
λ2
2 a
λ1−1
3 a
λ2+1
4 ,
for Ci ∈ C, i = 1, . . . , 4.
Also if k = 2,
C1a
λ2
1 a
λ2
2 a
λ1
3 a
λ1
4 + C2a
λ1−2
1 a
λ1−1
2 a
λ2+1
3 a
λ1
4
+ C3a
λ1−2
1 a
λ2+1
2 a
λ2+1
3 a
λ1
4 + C4a
λ2
1 a
λ1−1
2 a
λ1−1
3 a
λ2+2
4
+ C5a
λ1−2
1 a
λ2+1
2 a
λ1−1
3 a
λ2+2
4 + C6a
λ1−2
1 a
λ1−2
2 a
λ2+2
3 a
λ2+2
4
for Ci ∈ C, i = 1, . . . , 6.
Proof. (i) It is immediately follows from equations (4.65) and (4.68).
(ii) If we put x1 =
a2
a1
, x2 = a1a2, x3 =
a4
a3
, x4 = a3a4, differential equations
are written as
[ϑ2x1 − ϑx1−
1
4
(λ1 + λ2 + k − 3)(λ1 + λ2 + k − 1)
+ (2pi
√−1x1)2 + (λ1 + k − 3)(λ2 + 1)]φ = 0,
[2ϑx2 − (λ1 + λ2 + k − 3)]φ = 0,
[ϑ2x3 − ϑx3 −
1
4
((λ1 + λ2 + k)
2 + 1) + (2pi
√−1x3)2 + λ1(λ2 + k)]φ = 0,
[2ϑx4 − (λ1 + λ2 + k − 1)]φ = 0,
[2ϑx2 + 2ϑx4 − kλ1 − (4− k)λ2]φ = 0.
Then we can solve these equations.
(iii) If we put x1 =
a2
a1
, x2 = a1a2, x3 = a3, x4 = a4, differential equations
are written as
[ϑ2x1 − ϑx1−
1
4
(λ1 + λ2 + k − 3)(λ1 + λ2 + k − 1)
+ (2pi
√−1x1)2 + (λ1 + k − 3)(λ2 + 1)]φ = 0,
[2ϑx2 − (λ1 + λ2 + k − 3)]φ = 0,
(ϑx3 − (λ1 + k − 3))(ϑx3 − (λ2 + 1))φ = 0,
(ϑx4 − λ1)(ϑx4 − (λ2 + k))φ = 0,
[ϑx3 + ϑx4 + (1 − k)λ1 + (k − 3)λ2 + (k − 3)]φ = 0,
[2ϑx2 + ϑx3 + ϑx4 − kλ1 − (4− k)λ2]φ = 0.
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Then we can solve these equations.
(iv) If we put x1 = a1, x2 =
a3
a2
, x3 = a2a3, x4 = a4, differential equations
are written as
(ϑx1 − (λ1 + (k − 4)))(ϑx1 − λ2)φ = 0,
[ϑ2x2 − ϑx2 −
1
4
(λ1 + λ2 + k − 2)(λ1 + λ2 + k)
+ (2pi
√−1x2)2 − ϑx4 + λ1(λ2 + k)]φ = 0,
(2ϑx3 − (λ1 + λ2 + k − 2))φ = 0,
(ϑx4 − λ1)(ϑx4 − (λ2 + k))φ = 0,
[ϑx1 + 2ϑx3 + ϑx4 − kλ1 − (4− k)λ2]φ = 0.
Then we can solve these equations.
(v) If we put x1 = a1, x2 = a2, x3 =
a4
a3
, x4 = a3a4, differential equations are
written as
(ϑx1 − (λ1 − 4 + k))(ϑx1 − λ2)φ = 0,
(ϑx2 − (λ1 − 1))(ϑx2 − (λ2 − 1 + k))φ = 0,
[ϑ2x3 − ϑx3 −
1
4
((λ1 + λ2 + k)
2 + 1) + (2pi
√−1x3)2 + λ1(λ2 + k)]φ = 0,
[2ϑx4 − (λ1 + λ2 + k − 1)]φ = 0,
[ϑx1 + ϑx2 + 2ϑx4 − kλ1 − (4− k)λ2]φ = 0.
Then we can solve these equations.
(vi) Differential equations are written as
(ϑa1 − (λ1 − (k − 4)))(ϑa1 − λ2)φ = 0,
[ϑ2a2 − (λ1 + λ2 + k − 2)ϑa2 − (ϑa3 + ϑa4) + λ1(λ2 + k)]φ = 0,
[ϑ2a3 − (λ1 + λ2 + k − 1)ϑa3 − ϑa4 + λ1(λ2 + k)]φ = 0,
(ϑa4 − λ1)(ϑa4 − (λ2 + k))φ = 0,
[ϑa1 + ϑa2 + ϑa3 + ϑa4 − kλ1 − (4− k)λ2]φ = 0.
Then we can solve these equations.
Appendix
A The multiplicity one theorem for Horn’s hy-
pergeometric functions
We will give a kind of the multiplicity one theorem for Horn’s hypergeometric
functions for the purpose of the application to the multiplicity theorem for the
generalized Whittaker models.
Let Pi(x) and Qi(x) are nonzero polynomials on x = (x1, . . . , xn) for i =
1, . . . , n. Then the Horn’s hypergeometric functions are the solutions of the
system of linear partial differential equations
[xiPi(ϑ)−Qi(ϑ)]f(x) = 0, i = 1, . . . , n. (A.1)
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Here ϑi = xi
∂
∂xi
and ϑ = (ϑ1, . . . , ϑn). We assume that Pi and Qi can be
decomposed by products of linear factors, i.e.,
Pi(s) =
p∏
k=1
(〈Ak, s〉 − ci), Qi(s) =
q∏
l=1
(〈Bl, s〉 − dl)
for s ∈ Rn, Ak, Bl ∈ Rn, ck, dl ∈ C and 〈 , 〉 denote the natural inner product
in Rn. We also assume Pi(s), Qi(s + ei) are relatively prime for i = 1, . . . , n.
Here ei = (0, . . . , 0, 1, 0, . . . , 0) (1 in the ith position).
We consider the following system of difference equations associated with this
system of differential equations (A.1),
Pi(−(s+ ei))φ(s+ ei) = Qi(−s)φ(s) i = 1, . . . , n. (A.2)
We consider the general solutions for this system of difference equations (A.2).
Remark A.1. Let φ be a solution of the system of difference equations (A.2).
We consider an integral representation of Mellin-Barnes type,
f(x) =
∫
C
φ(s)x−s ds.
Then under the following assumptions, we can see that f(x) is a solution of
the system of differential equations (A.1).
A. For any i = 1, . . . , n, the translation of the contour C with respect to
the basis ei is homologically equivalent to C in the complement of the set of the
singularities of the integrand φ(s) in Cn.
B. The integral converges absolutely and it can be differentiated with respect
to x sufficiently many times.
If we put
Ri(s) =
Qi(−s)
Pi(−(s+ ei)) i = 1, . . . , n,
Theorem A.2 (Ore-Sato-Sadykov [18],[25],[24]). The system of difference equa-
tions (A.2) is solvable if and only if
Ri(s+ ej)Rj(s) = Rj(s+ ei)Ri(s), i, j = 1, . . . , n. (A.3)
If the system (A.2) is solvable, then its solution is unique up to an arbitrary
periodic function ψ(s) with respect to ei, i.e., ψ(s + ei) = ψ(s), i = 1, . . . , n.
Furthermore, there exist p′, q′ ∈ N, A′k, B′l ∈ Rn (1 ≤ k ≤ p′, 1 ≤ l ≤ q′),
c′k, d
′
l ∈ C (1 ≤ k ≤ p′, 1 ≤ l ≤ q′) and ti ∈ R (i = 1, . . . , n) such that the
general solution of (A.2) is written as follows,
φ(s) = t−s
∏q′
l=1 Γ(〈B′l , s〉 − d′l)∏p′
k=1 Γ(〈A′k, s〉 − c′i)
ψ(s),
where t−s = t−s11 · · · t−snn and ψ(s) is an arbitrary periodic function satisfying
ψ(s+ ei) = ψ(s).
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Suppose that the system of difference equations (A.2) is solvable, i.e., the
condition (A.3) is satisfied and we can choose a solution,
φ(s) = t−s
∏q′
l=1 Γ(〈B′l , s〉 − d′l)∏p′
k=1 Γ(〈A′k, s〉 − c′i)
which satisfies following conditions;
C. we have the inequality,
q′∑
l=1
|〈B′l , s〉| −
p′∑
k=1
|〈A′k, s〉| ≥
n∑
i=1
|si|
for s ∈ Rn.
D. the function φ(s) has no zero if each Re(si) are sufficiently large for
i = 1, . . . , n.
Remark A.3. We consider the integral
f(x) =
∫ σ1+√−1∞
σ1−
√−1∞
· · ·
∫ σn+√−1∞
σn−
√−1∞
φ(s)x−s ds,
for appropriate σi ∈ R i = 1, . . . , n. Under the assumption C, it follows that the
integral is absolutely convergent in the set {x ∈ Rn | (t1x1, . . . , tnxn) ∈ (R≥0)n}.
The following theorem is a generalization of the theorem of Diaconu and
Goldfeld (Theorem 6.1.6 in [5])
Theorem A.4 (Multiplicity one). If f(x) is a solution of the system of Horn’s
hypergeometric differential equations (A.1) which satisfies the growth condition
sup
x∈(R≥0)n
|xαf(tx)| < +∞
for sufficiently large integers αi ∈ N, i = 1, . . . , n, then it is unique up to
constant multiple. Here xα = xα11 · · ·xαnn and tx = (t1x1, . . . , tnxn).
Proof. We consider the Mellin transform of f(tx) as the function of x,
M[f, s] =
∫ ∞
0
· · ·
∫ ∞
0
f(tx)xs−1 dx.
This integral converges absolutely and M[f, s] is analytic function of s if each
Re(si) are sufficiently large by the assumption of f(x). Changing the variables
x to tx = (t1x1, · · · , tnxn), then we have
M[f, s] = t−s
∫ t−11 ∞
0
· · ·
∫ t−1n ∞
0
f(x)xs−1 dx.
By the growth condition of f(x), we have
∫ t−11 ∞
0
· · ·
∫ t−1n ∞
0
∂k
∂xki
f(x)xs−1 dx
= (−1)k
∫ t−11 ∞
0
· · ·
∫ t−1n ∞
0
f(x)
∂k
∂xki
xs−1 dx,
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by integration by parts for i = 1, . . . , n. Recall that f(x) satisfies the system of
the partial differential equations (A.1), then we have the system of the difference
equations for M[f, s],
Pi(−(s+ ei))M[f, s+ ei] = Qi(−s)M[f, s] i = 1, . . . , n.
Hence by Theorem A.2, there is a periodic function ψ(s) and we have∏q′
l=1 Γ(〈B′l , s〉 − d′l)∏p′
k=1 Γ(〈A′k, s〉 − c′i)
ψ(s) =
∫ t−11 ∞
0
· · ·
∫ t−1n ∞
0
f(x)xs−1 dx. (A.4)
By Stirling’s formula and the assumption C, we obtain the estimate for Re(si) >
0 (i = 1, . . . , n),∏q
l=1 Γ(〈Bl, s〉 − dl)∏p
k=1 Γ(〈Ak, s〉 − ci)
= O
(
exp(−1
2
pi
n∑
i=1
|Im(si)|)
)
as
n∑
i=1
|Im(si)| → +∞.
Also by the Riemann-Lebesgue theorem, we have
M[f, s]→ 0 as
n∑
i=1
|Im(si)| → +∞.
Combining these estimates, we obtain the asymptotic behaviour of the periodic
function
ψ(s) = O(exp(
1
2
pi|Im(si)|)), (A.5)
as Im(si) → ∞ and the other sj (i 6= j) are fixed. The right hand side of
the equation (A.4) is the analytic function of s when Re(si) (i = 1, . . . , n) are
sufficiently large. Thus if we recall that the assumption D and the periodicy of
ψ(s), we can see that ψ(s) is an entire function. We put zi = exp 2pi
√−1si for
i = 1, . . . , n. And we consider the Laurant expansion of φ(s) with respect to z1,
ψ(s) =
∞∑
k=−∞
c
(1)
k (s2, . . . , sn)z
k
1 .
Here c
(1)
k (s2, . . . , sn) are periodic and entire functions for (s2, . . . , sn) ∈ Cn−1.
We write si = σi+
√−1τi for σi, τi ∈ R, i = 1, . . . , n.We consider an integration∫ 1
0
|ψ(s)|2 dσi =
∞∑
k=−∞
|c(1)k (s2, . . . , sn)|2 exp(−4pikτi)
≥ |c(1)t (s2, . . . , sn)|2 exp(−4pitτi)
for every t = 0,±1,±2, . . .. However the estimate (A.5) tells us that there exist
constants Mi ∈ R>0 and we have
exp(pi|τi|) > Mi
∫ 1
0
|ψ(s)|2 dσi
for sufficiently large τi. Thus we have c
(1)
t (s2, . . . , sn) = 0 for t = ±1,±2, . . ..
The remaining coefficient c
(1)
0 (s2, . . . , sn) is also the periodic and entire functions
for (s2, . . . , sn) ∈ Cn−1. Hence we apply the same argument for c(1)0 (s2, . . . , sn)
with respect to s2. And also we can succeed inductively for i = 3, . . . , n. Thus
we can conclude ψ(s) must be a constant. This completes the proof of the
theorem.
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B Horn’s hypergeometric function H10
We will give some facts about Horn’s two variables hypergeometric function
H10. Horn’s hypergeometric function H10 is the hypergeometric seires defined
as follows,
H10(a, d ; x, y) =
∞∑
m=0,n=0
(a)2m−n
(d)mm!n!
xmyn.
Here the symbol (a)m means the Pochhammer symbol, i.e., (a)m = a(a +
1) · · · (a + (m − 1)) for a ∈ C and m ∈ N. It is not hard to see that this power
series satisfies the system of hypergeometric partial differential equations,
{x(2ϑx − ϑy + a)(2ϑx − ϑy + a+ 1)− ϑx(ϑx + d− 1)}φ(x, y) = 0,
{y − ϑy(2ϑx − ϑy + a)}φ(x, y) = 0.
(B.1)
It is known that the dimension of the solution space is 4 (cf. [2]). We define
another convergent series
H˜10(a, d ; x, y) =
∞∑
m=0,n=0
(−1)m+2n
(a+ 1)m+2n(d)nm!n!
xmyn.
Then the basis of the solution space are written by the power series below,
H10(a, d ; x, y)
y−d+1H10(a− 2d+ 2,−d+ 2 ; x, y),
xaH˜10(a, d ; x, x
2y),
xay−d+1H˜10(a− 2d+ 3,−d+ 2 ; x, x2y).
The system of hypergeometric differential equations (B.1) has the solution
which has the Mellin-Barnes integral representation. This is written as follows,
φ(x, y) =∫ σ1+√−1∞
σ1−
√−1∞
∫ σ2+√−1∞
σ2−
√−1∞
Γ(s1)Γ(s1−2s2−a)Γ(s2)Γ(s2−d+1)(−x)−s1y−s2 ds1 ds2.
Here σ1 ∈ R and σ2 ∈ R satisfy the conditions, σ1 > 0, σ2 > max{0,Re(d− 1)}
and σ1 − 2σ2 > Re(a). This integral converges absolutely for x ∈ R≤0 and
y ∈ R≥0.
Theorem B.1. If f(x, y) is a solution of the system (B.1) which satisfies that
sup
x,y∈R≥0
|xα1yα2f(−x, y)| < +∞
for sufficiently large α1, α2 ∈ N, then
f(x, y) =
C
∫ σ1+√−1∞
σ1−
√−1∞
∫ σ2+√−1∞
σ2−
√−1∞
Γ(s1)Γ(s1−2s2−a)Γ(s2)Γ(s2−d+1)(−x)−s1y−s2 ds1 ds2,
for some constant C.
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Proof. For
φ(x, y) =∫ σ1+√−1∞
σ1−
√−1∞
∫ σ2+√−1∞
σ2−
√−1∞
Γ(s1)Γ(s1−2s2−a)Γ(s2)Γ(s2−d+1)(−x)−s1y−s2 ds1 ds2,
it is easy to see that φ satisfies the assumptions of Theorem A.4. Hence we
only need to check that φ satisfies the growth condition. If we write a complex
number s = σ +
√−1τ , we have
|x|−s = |x|−σ .
Thus we have the inequality,
|φ(x, y)| ≤M |x|−σ1 |y|−σ2 ,
for x ∈ R≤0 and y ∈ R≥0. Here the constant
M =
∣∣∣∣∣
∫ σ1+√−1∞
σ1−
√−1∞
∫ σ2+√−1∞
σ2−
√−1∞
Γ(s1)Γ(s1 − 2s2 − a)Γ(s2)Γ(s2 − d+ 1) ds1 ds2
∣∣∣∣∣ .
We can choose σ1 and σ2 as σ1 > 0, σ2 > max{0,Re(d − 1)} and σ1 − 2σ2 >
Re(a). Thus φ(x, y) satisfies the growth condition.
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