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Introduction*. Comme on le sait bien, un domaine dans Γespace de plu-
sieurs variables complexes satisfait au theoreme de la continuite, c'est-a-dire qu'il
est pseudoconvexe, s'il est un domaine d'holomorphie. Reciproquement, un
domaine pseudoconvexe est un domaine d'holomorphie (K. Oka [1, 2]). Dans
le present memoire, j 'examine le theoreme de la continuite en detail et introduis
quatre nouvelles definitions de pseudoconvexite. Le but principal de ce memoire
est de prouver que nos nouvelles definitions sont equivalentes a la classique. En
outre, j'etudie le rapport de la pseudoconvexite d'un domaine a celle de la section
par un ensemble analytique regulier d'une certaine sorte. Enfin j'etudie des
relations entre la pseudoconvexitώ et le rayon de Hartogs. Nous considerons
toujours les ensembles ouverts et univalents que nous appelons <Cregions> mais
tous les enonces subsistent pour les regions multivalentes.
En terminant cette introduction, Γauteur se fait un honneur d'exprimer ses
remerciments les plus vifs a MM. K. Kunugi, Y. Tόki et E. Sakai, pour Γinteret
qu'ils lui ont temoigne et pour les conseils qu'ils lui ont donnes au cours de la
preparation de ce memoire.
1. Preliminaire. Soit D une region, c'est-a-dire, un ensemble ouvert
dans Γespace de m variables complexes zl9 #2, ••-,#„, (m>l). Soit Fty O^t^l
une famille de surfaces analytiques definies par
, in,
oύ les /,-(£, f) sont des functions continues sur \ζ\ ^ 1, O^ί^l et holomorphes en
ζ dans I ζ\ < 1 pour t fixe. On dit que D est pseudoconvexe ou D satisfait au theoreme
de la continuite, si nous avons toujours F0dD pour toute famille de surfaces analy-
tiques de la forme expliquee ci-dessus et satisfaisant aux conditions Fr. F0(Σ.D1:>
et FtdD pour
* Ce memoire est une exposition systematique des resultats publics dans [5, 6].
1) Fr. F0 designe la frontiere de F0.
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Concernant la pseudoconvexite, on sait:
Thέorέme (K. Oka [1, 2]). Si une region est pseudoconvexe, toutes ses com-
posantes connexes sont des domaίnes d'holomorphίe.
En outre on sait:
Proposition. Soit D
ny n=l, 2 ,••• une suite croίssante de regions pseudocon-
vexes; alors sa lίmίte Z) = lim D
n
 est pseudoconvexe.
Soit V— V(z19 %2 , , ZM) une fonction reelle definie dans une region D. On
dit que V est plurίsousharmonique dans D, si V satisfait aux conditions suivantes.
1°. On a -oo^J7< + oo dansZλ
2°. V est semi-continu superieurement dans D.
3°.. Si L est une droite complexe definie par
ou flt et ήf sont des constantes arbitrages et u est un parametre complexe, alors la
trace de V sur une composante connexe quelconque de la region





est sousharmonique ou egale a la constante — °o .
Enfin on sait le lemme suivant:
Lemme (P. Lelong [3], H.J. Bremermann [4]). Une region D est pseudocon-
vexe, s*il exίste une fonction plurίsousharmonίque dans D et tendant vers Γinfinipositίf
lorsque le point de D s'approche de la frontier e de D.
Soit D une region et soit (#1°, #2V ">*m) un point quelconque de D.
Designons par Z)( 1^°, #2V >*ίί»-ι) la section
de D par le plan ^1=5r1°, ^2=^2
0
 > '"> ^ -1= -^1. Soit
la distance entre le point ^  et la frontiere de la region Z)(^ 1°, 2^° >"*)^-i)i alors
la fonction R2m(zly #2>*">#»i-i) est definie et semi-continue inferieurement dans
Z); cette fonction est, par definition, le rayon de Hartogs de D par rapport a z
m
2\
2. Definitions. Soit D une region dans Γespace de m variables zly z2 , ,
z
m
\ en designant par # une des variables z{ de Γespace et par y1,y2, " >ym-ι les
2) Cf. K. Oka [1, 2].
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autres, dέfinissons quatre sortes de pseudoconvexite.
DEFINITION 1. Soit Fty O^t ^  1 une famille de surfaces analytiques definies
par
F* yi=f *(*>*)> l*-*ol^, ι = l , 2, — ,m— 1,
oύ xQ et r sont des constantes et ou les fj(x, t) sont des functions continues sur
\x—x0\ 5Sr, O^ί^l, holomorphes en x sur \x— x0\ ^r pour t fixe, mais xQ, r,
fi(x, t) sont d'ailleurs arbitraires. Nous disons que la region D est pseudoconvexe
(0) par rapport a x, si nous avons toujours F0<^D pour toute telle famille Fty
O^ί^l, pourvu que Fr. F0(^D et FtdD pour 0<ί^l.
DEFINITION 2. Soient j>, =/,-(#, t), i=l, 2, ,m— 1 des fonctions continues
sur |# — #0| ^ r, O^JZ^I et holomorphes en ΛJ sur | x — x0\ ^r pour t fixe, ou x0 et
r sont des constantes mais arbitraires. Supposons qu'on ait
et (jc, /J(Λ:, 0) ,
 9fm-ι(x9 0))eZ) pour 0< | ,τ— ^ 0 1 ^r. Nous disons que la region
D est pseudoconvexe (I) />^r rapport a x, si, pour tout systeme de m — 1 fonctions
yi=ff(x, t) satisfaisant a ces conditions-ci et pour tout 8 positif, il existe un δ
positif tel que la condition 0^ί<δ entraine Γexistence d'un point x dans | x— x0 \
<6 satisfaisant a
DEFINITIONS. Soient fi(x), i= 1, 2, , m— 1 des fonctions holomorphes
sur \x — Λ?O | ^p, ou x0 et p sont des constantes. Considόrons trois domaines
, \yi-fi(x)\<ri , i = 1, 2, -,m-l ,
Q: p^k-ΛoKp, I^—ΛWK^ , i= 1, 2,-,fir-l ,
C2: |Λ-Λ:O |<P, | j,— /^)| <r/ , / = 1, 2, — , m— 1 ,
ou p', r, , r/ (<^, ) sont des constantes. Nous disons que la region D est
pseudoconvexe (II) par rapport a x, si, pour tous tels domaines C, Cly C2, la relation
C Ί U C jCD entraine toujours CcZλ
Concernant la pseudoconvexite (II), nous avons la
Proposition 1. Dans la Definition 3, on pent supposer que les //(#) sont des
polynόmes et de plus que //(# ) sont non-constants.
En effet c'est une consequence immediate du
Lemme 1. Dans la Definition 3, soient E} Elt E2 trois ensembles fer me s tels
que EcC, EjCCj, E2dC2; on peut trouver trois domaines
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Δ : \x— x0\<σ, \yi—pi(x)\<si9 ί= 1, 2, ,w— 1,
Δι\σ'<\x—Xt\<σ9 \yi—pi(x)\<si, i = 1, 2, ,w— 1 ,
Δ2: \x— x0\<σ, \yi—pi(x)\<Si'9 i= 1, 2,— ,01— 1 ,
satίsfaisant a EcΔcΔcC, J^cΔ^S^CΊ έtf £2CΔ2cΔ2cC2, ow σ, σ',
^M V (<Λ ) ίow* aes constantes et oύ les pt(x) sont des polynόmes non-constants.
Preuve. On voit d'abord qu'il existe de nombres positifs σ, σ', ί, , £/ tels
que p'<cr'<σ<p, s/^/^jO,- et que les domaines
C" : I*— Λ?0 |<σ, I jv— /,-(#) I
C2': |Λ?-Λ0 |<σ, \yi-fi(x)\<Si', i= 1, 2,-,w-l,
satisfassent aux conditions £*cC', JS^cC/, E2(^C2'. Ensuite, on voit qu'il existe
un £ positif tel que, pour chaque /, on ait
\yι- fi(x)\+S<Si sur E\JE{9 \yi-fi(x)\+ε<si' sur E2
et 5, +6<rt , Jf'+f <r, '. Enfin on voit qu'il existe de polynόmes non-constants
,^ (Λ:) tels que Γon ait
I fi(x)-pi(x] I <^ sur I x-x0 \^p.
Considerons trois domaines




7< IΛ?-^ |<σ, | j,— p{(x)\ <st , ί = 1, 2 ,-, w-1 ,
Δ2: |Λ?— Λ?0 |<σ, ly,— jfc(*)l <*Λ t = 1, 2, — ,m— 1 ,
Soit (ΛJ, ^ i j ^fw-Oun point de Δ; on a |y f— //(^)| <ίt +6<rt pour cha-
que / et done on a ΔcC. Tout pareillement on a ^ ldC1 et Δ2ciC2.
Soit (x, Jι, ,J
w
-ι) un point de £"; on a \yi—pi(x)\<Si pour chaque z;
done on a £"cΔ. De meme on a EldA1 et £"2cΔ2.
DέFiNiTiON 4. Nous disons que la region D est pseudoconvexe (III, jj par
rapport a x, lorsque, sous les hypotheses de la Definition 2, si nous supposons de
plus que//(^0, 0)Φ03:>, nous avons la meme conclusion que dans la Definition 2.
3. Coincidence de definitions. Dans ce numero, etablissons Γequiva-
lence entre les pseudoconvexites (0), (I) (II). En effet, en designant les variables
par x9 yl , *>Jf»-ι>
 on a
 la proposition suivante:
Proposition 2. Les pseudoconvexites (0), (I), (II) par rapport a x coincident.
Preuve. Demontrons la proposition en suivant le programme: (0)=^(I)
3) fι(x, t) designe la derivee partielle df^x, t)/dx.
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(0) entraine (I): Soit D une region pseudoconvexe (0) par rapport & x et
soient yf=fi(x, t), i=l, 2, ,m—l des fonctions continues sur \x— x0\^r,
O^t^ί et holomorphes sur \x— x0\ ^r pour t fixe. Supposons qu'on ait
et
 (x>fι(x> 0), ftn-^x, 0))eZ) pour 0< |#— ff0| ^ r. Pour raisonner par
Γabsurde, supposons qu'il y ait de nombres t non-negatifs et arbitrairement
petits tels que Γon ait
(x,fι(x, *).->Λ -ι(*» t})£ΞD pour |*-*ol ^£,
oύ 6 est un nombre positif. Alors il existerait un nombre £0, 0<£0<1 tel que
Γon ait
Pour I Λ J — Λ?O! ^ f
et on ait (x, fax, i)>'">/«-i(^ 0)e£)POUΓ l*—*0|=£, 0^ί^ί0 Soit
^ί0 la famille des surfaces definies par
yi=fi(*yt\ \χ— ^ o l^^, /= 1, 2, — ,ιw— 1 .
Soit T la borne superieure de Γensemble {ί|0^ί<ί0, F^φD}; on a Fr. Fτ
et FtdD pour τ<ί^ί0. D'apres la pseudoconvexite (0), on a FτcZ>; c'est
absurde. Done Z) est pseudoconvexe (I) par rapport & #.
(I) entraine (II): Soit Z) une region pseudoconvexe (I) par rapport & x.
Considerons trois domaines
C: \x—x0\<p, \yi—fi(x)\<ri9 ί= 1, 2, — ,ifi— 1 ,
Ci. p^lΛ-ΛoKp, |^ -/ (^)|<r, , i = l , 2, ,fiι-l,
C2: |Λ-Λ?o|<p, |yt— fi(x)\<r/(<ri)9 i = 1, 2,-, w-1 ,
tels que Γon ait C
x
 U C2 C D, oύ les f{(x) sont des polynόmes. D'apres la Proposi-
tion 1, il suffit de prouver que CcZλ





-1 a Γespace X, Yl , , Ym-1 par
^=^—^0> Yi=yi—fi(x)> i=l,2, ,m—l.
Alors Γimage Z)' de D par cette transformation est pseudoconvexe (I) par rapport
& X et les images de C, C\, C2 sont les domaines
C':
C,':
Done on peut supposer, sans perdre la generalite, que C, C
v
 C2 ont les expres-
sions suivantes,
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C: \x\<p, \y£\<riy i= 1, 2,-,/n-l,
C\: p'<\x\<p, \y,\<ri, i = 1, 2, ,m-l,
C2: |*|<p, | jv |<r/, ί= 1, 2,-,m-l.
Pour raisonner par Γabsurde, supposons qu'on ait CcfD et posons
pour /=0, 1 , ,m— 1. On a C=Σ
m
_j et done il existe un entier k (l^
tel que Σ^CJlZ) et Σ/^cZλ
Soit (α, £>!,••-, ft^-i) un point de Σ^— Z>; on a |α | ί£p', rk' ^ \ bk\ <rk.
Suivant la methode employee par M. K. Oka dans [2], introduisons Γexpression
oύ λ est un nombre positif. Et posons
d0 = sup {d(x, yk) \ (x, yl ,— ,^
Prenons un nombre rζ entre r
Λ
 et 1 6
Λ
 | et choisissons λ suffisamment petit pour
qu'on ait
Comme on a d(x, yk)<dλ pour (Λ?, ^  , — ^ ^eΣ*— A 1^1 > ί^ et jv=δ, ,




— D tel que Γon ait d(ξ, ^)=^0>
-yji=biy i^pk. En particulier, on a |f | ^p', | i7 f t | ^r£.
Soient yi=fi(x, t), i=l, 2, ,m— 1 les foncitons definies par les equations
Elles sont definies, holomorphes et satisfont a (x, /^(x, t) , **,/
w
-ι(^,
pour I ΛJ — f I <^r0, 1 ^ t^t0, oύ r0 est un nombre positif suffisamment petit et tQ un
nombre superieur a et suffisamment voisin de 1. En outre on a
φ, yk)z = d02(t2+\ \τ?*\*\x-tζ\*) pour yh = /,(*, ί) .
Par consequent, si 0<\x— ξ \ ^r
oy on a d(x,fk(x, l))>doj c'est-a-dire qu'on a
(#,/i(#, l), ,Λ,-ι(^, 1))^A et, si |Λ?— ?| ^r0, I<^ί0, on a d(x, fk(x, t))>dQ,
c'est-a-dire qu'on a (x, f^x, 0 >*">/*»-i(^> t))^D. C'est en contradiction avec
la pseudoconvexite (I) par rapport a x.
(II) entraίne (0): Soit F,, O^Z^l une famille de surfaces definies par
yt=fi(x,t), |Λ?— Λ? 0 | ^ r 0 > i= 1, 2, — ,ιw— 1,
oύ les/t-(Λ;, ί) sont des fonctions continues sur \x— x0\ ^r0, O^ί^l et holomor-
phes sur \x— XQ\ ^r0 pour t fixe. Supposons qu'on ait Fr. FQc:D et FtdD
pour
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Soit r un nombre positif suffisamment petit et soit p' un nombre inferieur a
et suffisamment voisin de r0. Alors Γensemble
[p'<\x—x0\<r09 \yi—fi(x,Q) <2r, i = 1, 2, — ,in— 1}
est contenu dans D. D'ailleurs il existe un tQ positif assez petit pour qu'on ait,
pour chaque /,
\ /;.(#, 0)—ftx, tQ) \ <r sur \ x—x0 \ ^ r0.
On voit que Γensemble suivant est contenu dans D:
C,: p'<\x—x0\<r0, \yί-fί(x, t0)\ <r , ί = 1, 2, —,01—1 .
Soit / un nombre positif inferieur a r et suffisamment petit; alors Γensemble
C2: \x—#0|<r0, \yi—fi(x,t0)\<r', i = 1, 2, ,m—l .
est contenu dans D. Done, si D est pseudoconvexe (II) par rapport a x,
Γensemble suivant est contenu dans D:
C: \x—#0|<r0, \yi—fi(xyt0)\<r, i = 1, 2,...,m— 1 .
Soit (x, y19 9ym-1) un point quelconque de Γinterieur de FQ\ on a, pour
chaque i,
\ yι-fi(χ, ί0) I = I Λ(*» O)-/ ,^ ί0) I <r,
c'est-a-dire que (x, y1 , ,ym-.1)^Cc:D. Par consequent on a F0dD.
D'apres la proposition, on peut dire simplement qu'une region D est pseudo-
convexe par rapport a xy si D est pseudoconvexe (0) ou (I) ou (II) par rapport
a x.
4. Cas de deux variables. Considerons le cas m=2 et designons les
variables par x et y. Pour demontrer Γequivalence entre la pseudoconvexite
(III, y) par rapport a x et la pseudoconvexite par rapport a x, commenςons par
prέparer une suite de lemmes.
Lemme 2. Si la pseudoconvexite (III, y) par rapport a x rΐentrainaίt
pas necessairement la pseudoconvexite par rapport a x, il existerait une region D, un
polynόme non-constant p(x) et troίs domaines
C : \x\<p, \y\<r,
CΊ: p'<\x\<p, \y\<r,
C2: \x\<p, \y\<r'(<r),
satisfaisant aux conditions mivantes.
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1°. CMJC.cZ), CctZλ
2°. Soίt y=f(x, t) une function continue sur \x— Λ?J ^r
x
, O^ί^l e£ λo/o-
morphe sur \x—xl\ ^^ pour t fixe. Supposons que (x^ f(xly 0))$D βί jw'on ait
(x, f(x, 0))eZ) /WHIT 0<|#— ΛjJ ^r
x
 rf #ι/m que f'(x19 G)+p'(x1)^0. Alors ίl
exίste toujours un 8 positίf tel que Ofg£<δ entraίne Γ existence d'un point x dans
\x—Xι\ <B satisfaίsant a (x, f(x, f))$A oύ 8 est un nombre positίf arbitr air ement
donne auparavant.
Preuve. Par Γhypothese, il existe une region D pseudoconvexe (III, y) par
rapport a x et non-pseudoconvexe par rapport a x. Done, d'apres la Definition
3 et les Propositions 1, 2, il existe trois domaines
C : \x-x0\<p, \y-f(x)\<r,
Cl : p'< \ x-x0 \ <p, I y— /(#) | <r ,
C2: |Λ?-Λ?0 |<p, |j;-/(Λ)|<r/(<r),
tels que Γon ait C^C^D et CφZ), oύ f(x) est un polynόme non-constant.
Pour simplifier les expressions de C, C
n
 C2, transformons Γespace #, j a
Γespace jf, F par ^ΓZ=ΛJ— Λ?O, Y=y—f(χ). Dans Γespace X, Y, les images de
Z), C, Cj, C2 par cette transformation et le polynόme non-constant p(X)
=f(X+x0) jouissent des proprietes 1°, 2° ceci est aisement verifie.
Lemme 3. Supposons qu'une region D, un polynόme non-constant p(x) et
trots domaines
C : \x\<p, \y\<ry
Csp'<\x\<p, \y\<r,
C2: \x\<p, \y\<r' (<r) ,
satίsf assent aux conditions 1°, 2° du Lemme 2. Alors, Γ ensemble
^ = {(1*1, \\ly\)\(χ,y)*ΞC-D}
jouίt de la propήete suivante.
Soit (α, β) un point de A; prenons un point (ξ, η) de C — D tel que Von ait
a= \ ξ \ 9 β= 1 1/97 1 , et posons ξ = \ ξ \ ω, η= \ rj \ ω' (on pose ω = 1 si £=0). Soit en
outre λ un nombre posίtίf tel que les points (u, v) de A, excepte (α, β), se placent
au dessous de la ligne droite
= Φ0 (=/8+λα),
oύ u, v desίgnent les coordonnees reelles sur le plan. Alors, il faut qu'on ait
= 0 .
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Preuve. Pour le demontrer, prenons la famille des surfaces
Et: ω'/y+\xlω = Φ0t, t^l .
Considerons Γexpression Φ(#, y)= \ \jy \ +λ \x alors on a Φ(x, y)^Φ0 pour
(x, y) e C— D, et on a Φ(xy y) ^  Φ0t pour (x, j;) e £,. Done on a /?, (Ί (C— D) = φ
si ί>l. Ensuite, soit (x, y) un point de E1Γ\(C—D) on voit que
Φ(*> y) = I Φ0— λ#/ω I +λ I # | = Φ0
et done que x/ω est reel non-negatif. D'autre part, les relations Φ(xy 3;)=Φ0 et
(x, y)^C—D entrainent que | # | = | f | et | j; | = 1 17 1 . Par consequent, si (x, y)
e^n(C— £)), on a x=ξ et done y=η: ceci montre que E1Γ\(C—D)={(ξ9 17)}-
Soit enfin y=f(χ, t) Γequation de Et\ on a/x(f, l)=λ?72/(ωω/) D'apres la con-
dition 2°, il faut qu'on ait/'(f, l)+p'(ξ)=Q.
Nous utiliserons un lemme analogue au Lemme 3
Lemme 4. Dans les conditions du Lemme 3, V ensemble
B={(\ex\\ \Uy\2)\(x,y)ςΞC-D}
jouit de la propriete suivante. Soit (ay β) un point de B prenons un point (ξ, η) de
C—D tel que ΐon ait a= \e%\2, β= \ l/η |2. Soit λ un nombre positif tel que les
points (u, v) de B se placent ou bίen au dessous de ou bien sur la ligne droite
T
λ
:v+\u = Ψ0 (=β+\a);
alors on a \ηη2 exp (ξ+%)+p'(ξ)=0.
Preuve. Soit en effet Ft, t^l la famille des surfaces definies par
exp (x+ξ) = Ψ0t .
Considerons la quantite Ψ(x, y)= I /y\2 -\-\\e* 2; alors on a Ψ(x, y)^Ψ0 pour
(x, y)^C—D. D'autre part, si (x, y)^Fty on a
Par consequent, si (x, y)^F1 Π (C— Z>), on a Ψ(x, y)=Ψoy et done d'apres
Γexpression de Ψ(#, y) dans Ft, on a ex=e% et y=η: ceci montre que
F1Γ\(C—D) se reduit a (ξ, η) dans un voisinage de (ξ, η). En outre, d'apres
Γexpression de Ψ(#, y) dans Ft, on a Ψ(x9 y)>Ψ0 lorsque (x, y)^Ft et t>l done
on a FtΓi(C—D)=φ pour t>l. Enfin, soit y=g(χ, t) Γequation de Ft\ on a
gf(ξj \}=\ηη2 exp (?+l). En vertu de la condition 2°, on voit que g'(ξ , 1)
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Lemme 5. Sous les memes hypotheses que dans le Lemme 3, prenons un point
(a, b) de C—D tel que Von ait
et \a\ =max. { | x \ \ (x, y) e C—D, \ y \ = \ b \ }. Alors, sur le cercle \x = \ a \ , il
riy a qviun nombre finί de points x tels qu'il existe de points (ΛJ, y) de C — D satis-
faisant a \ y \ = \ b \ . En particulier, les relations \ x \ — | a \ , | y \ = \ b \ et (x, y)
<=C— D entraίnent p'(χ)=Q.
Preuve. II suffit de montrer que, si (f, η) est un point de C — D tel que
I? I = M et 1 17 1 = I ft I , on a p'(ξ)=Q. Considerons Γexpression





de C—D tel que Γon ait
Φ( *\, J>
λ
; λ) = Φ
λ
 = sup {Φ(xy y\ λ) I (x, y)^C-D} .
On alim \x
λ
\ = \a\ et lim |j;
λ





 converge vers une valeur Φ0 pour X— >0. On a en
particulier Φ0^> | l / f t | 2 , puisque Φλ^ | l/ft | 2 +λ \ a \ 2 . Soit maintenant (£', η'}




) pour λ^O; on a \η'\ =Φ^1/2^ | f t | et (ξ' , η'}<^C—D.
II faut que | 9 7 ' | = = | f t | , d'apres la definition de | f t | . D'autre part, on a \x
λ
\
^ I a I et done | ξ' \ ^  | a \ . II faut que | ξ'\ = \ a , d'apres la definition de \ a \ .
Par consequent on a lim | x
λ
 =\a\ et lim | y
λ
 \ = \ b .




Tout pareillement a la demonstration du Lemme 3 ou celle du Lemme 4, on a
£(1, λ) Π (C-D) - {(*
λ> yλ)} et E(ty λ) Π (C-D) - φ pour t>l .
Soit y=f(xy t\ λ) Γequation de E(t, λ); on a f'(xλ, 1; λ)=λyλjλ2#λ. Done, si
p '(%) φ 0 lorsque (x, y) e C— Det \x\ = \ a \ , \y\ = I ft I , il existerait un λ suffisam-




)ΦO, ce qui est en contradiction
avec Γhypothese 2°. Par consequent, il faut qu'il existe au moins un point
(£", ?") de C-D tel que 1'on ait | ξ" \ = \ a \ , | η'\ = \ ft | et p'(ξ")=0.
Transformons Γespace x, y a Γespace X, Y par X—x-\-μξ, Y=y, oύ μ est
un nombre positif suffisamment petit. Alors Γimage D' de D par cette trans-
formation, le polynόme non-constant p(X—μξ) et les domainessuivantsjouissent
des proprietes 1°, 2° du Lemnie 2;




oύ κ=(p—p')β. On voit en effet que C/ U C2'cZ)' et (a+μξ, b)<=C', c'est-a-
dire que la condition 1° pour D', C', C/, C2' est vraie, si μ est inferieur a κ/ρ'.
La condition 2° pour D' etp(X — μξ) est immediatement verifiee.
Le μ etant petit, on voit que C' est contenu dans 1'image de C. Done on a
I Y I ^  I b I pour (X, Y) e C"-Z>' et on a | X \ ^  | β | (1 +/*) pour tout point (.Y, F)
de C'—D' satisfaisant a | Y\ = \b\ , dont Γέgalite a lieu seulement si J¥=|;(l+μ).
Par consequent, il existe au moins un point (ξ", η") de C'—D' tel que
\ξ"\ = \a\(l+μ), η"\ = \b\ et p'(ξ"-μξ)=Q. On a ?'=?(!+**); done on a
Dans les conditions du Lemme 3, prenons des points (a, b) et(a',b') de C — D
tels que Γon ait
- max. * *, y e - , y
Ί - max. {kΛ | |(*, j)eC-A \y\ = \ b ' \ }
alors on a le
Lemme 6. Soίt v=H(u) (ou v=K(u)) la function representant la frontίere
superieure de Γenveloppe convexe de A (ou B). Alors v=H(u) (ou v=K(u))
est concave, decroissante et continύment derivable dans un ίntervalle ferme [ \ a \ y u0]
( \ a \ <u0) (ou [ I exp a' \ \u0'] ( \ exp a'\ 2<uQ'}). En particulier on a H'( \ a \ )=0
Preuve. Nous nous contentons d'exposer la preuve pour la fonction
v=H(u): pour v=K(u)y on peut demontrer le lemme en utilisant le Lemme 4.
Prouvons d'abord qu'il existe au moins un point (x, y)^C—D tel que \x\
>\a\. En effet, sinon, on aurait | Λ ? | ^ | Λ | pour (x, y)^C— D. Done il
existerait deux nombres positifs distincts λ, λ' tels que, au point ( | α | , \ \ f b \ \
les lignes droites
Φ0 et Tλ'
(Φ0= | l / A | + λ | α | et Φ0' = \l/b\+\'\a\)
satisfassent aux conditions exposees dans le Lemme 3. Posons a=\a\ω et
b= I b I ω' alors on a, par ce lemme,
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ce qui est impossible.
La function v=H(u) est done definie, concave et decroissante dans un
intervalle [ \ a \ , u0] (\a\<uQ). On voit que H'( a \ ) et H'(u0) sont determines:
H'(u0) peut etre — °o . Ensuite, examinons sa derivee a un point quelconque
u=a ( \ a \ <a<u0). Comme H(u) est concave, on a H+'(a)^H_'(a), oύ les
signes designent la derivee a droite et la derivee a gauche de H(u) au point
u=a respectivement. Or si H+'(a)<H_'(a), on peut trouver deux lignes
droites, passant par le point (α, /?) (β=H(a))y a gradient negatif et telles qu'
elles satisfassent aux conditions dans le Lemme 3. D'apres le meme raisonne-
ment que dans la premiere partie de la demonstration actuelle, on a une con-
tradiction. Par suite, la fonction v=H(u) est derivable dans [ | a \ , u0]. Or cette
fonction est concave done H'(u) est decroissant. En consequence, la fonction
H'(u) est continue dans [ \ a \ , w0], car, pour tout a ( \ a \ ^α^α0), il existe sa
limite pour u-*a.
En general on a H'(\a\)^Q. Supposons qu'on ait H'( β|)<0. Alors le
raisonnement qui fait usage du Lemme 3 nous introduit dans une contradiction.
Par consequent on a H'( \ a \ )=0.
Lemme 7. Si D est une region pseudoconvexe (III, y) par rapport a x, alors
D est pseudoconvexe par rapport a x.
Preuve. Pour raisonner par Γabsurde, supposons que la pseudoconvexite
(III, y) par rapport a x n'entraine pas la pseudoconvexite par rapport a x\ alors,
d'apres le Lemme 2, il existe une region Z), un polynόme non-constant p(x) et
trois domaines cylindriques C, C19 C2 satisfaisant aux conditions 1°, 2° du meme
lemme.
(1) II est evident qu'il existe un point (#, b) de C — D tel que
\b\=τnm.{\y\\(x,y)tΞC-D}
et \a\ =max. { \ x \ \(x, y)^C— Z), |j;| = | f t | } . Supposons que #ΦO et designons
par Al Γensemble
{( x , \ y \ ) \ ( x , y ) S Ξ C - D } .
Soit v=k(u) Γequation representant la frontiere inferieure de Γenveloppe convexe
de A1: alors, d'apres le Lemme 6, on voit qu'il existe de points (x, y) de C—D
satisfaisant a | x \ > \ a et done que k(u) est defini, convexe et strictement crois-
sant dans un intervalle [ \ a \ , u0] (\a\<u0).
On peut trouver un μ positif arbitrairement petit tel que la fonction k(u)
— μu atteigne son minimum a un seul point u=a ( \ a \ ^a^uQ). En eίfet, sinon,
il existerait, pour μ suffisamment petit, un segment ayant le gradient μ et situe
completement sur la courbe v=k(u): mais il n'y a qu'un nombre denombrable de
segments sur ςette ςourbe,
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Soit μ un nombre positif et petit jouissant de la propriete expliquee ci-
dessus; alors le point (α, β) (β=k(ά)) est situe sur A
Γ
 Par suite, il existe un
point (ξ,η)^C—D tel que \ξ\=a, \η\=β. Transformons Γespace x, y a
Γespace ^Y", Y par X=x, Y=y—μωx, oύ ω est tel que |ω | =1 et ωξ/η soit reel
et positif. Je dis que le polynόme^^Q+μω^f n'est pas constant: en effet, sinon,
on auraitp'(X) = — μω, contrairement au Lemme 5. L'image D' de D par cette
transformation, le polynόme p(X)+μωX et les domaines suivants satisfont aux
conditions 1°, 2° du Lemme 2:
C' : \X\<P, |F|<r 0,
C1':ff<\X\<p, \Y\<r0>
C2': \X\<P, \Y\<r9',
oύ r0=(r-\-\b\)/2 et r0'=r'/2. En efFet la condition 2° est aisement verifiee.
La condition 1° est aussi verifiee, car on a C/UC/cZ)' et (a, b — μωa)^C'
lorsque μ<(l/2p) min. (r— \ b \ , r').
Puisque μ est suppose petit, C' est contenu dans Γimage de C. Done on a
\Y\^k(a)—μa pour (X, Y)^C'—D\ dont Γegalite a lieu seulement si
\X\=a. En outre, μ etant petit, la valeur \η\ est voisin de \ b \ : done on a
(ξ, ΎJ — μωξ)^C'—D' et 77 — μωξ\ =k(a)— μoί. Par consequent, on peut sup-
poser, sans restreindre la generalite, qu'on a
\y\^\b\ pour (x, y)^C-D
et qu'on a | j; | = | ft | pour un point (x, y) e C — 7) seulement si # | = | a \ .
(2) L'ensemble {x \ (x, y) e C— D, | j | = | ft } se place sur le cercle
\x\ = \a\ et est constitue par un nombre fini de points, d'apres le Lemme 5.
Designons par ξ1 (=β), £2 >*">?£ tous les points de Γensemble. Transformons
Γespace x, y a Γespace X, Y par X=x— a, Y=y. Soit D' Γimage de D par
cette transformation. Soit p0 un nombre positif petit et soient r0, p0
r
 ( | ft | <r0
<r, 0<p0'<po) des nombres voisins de | f t | , p0, respectivement alors la region
Z)', les domaines
C'
|F |<r 0 ,
et le polynόme p(X-\-a) satisfont aux conditions 1°, 2° du Lemme 2. On a en
effet | j > | > | f t | quand (x, y)^C— D et x=£ξ
ί9 i=l, 2, , k. Done on a, pour
p0 suffisamment petit,
| j y | > | f t | pour (x, y)<=C— D et 0<\x—a\^p0,
ce qui entraine que { | x— a \ =p0, | y \ ^  | ft } CD: nous fixons un tel ρ0. Ensuite,
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supposons que r0 et p0' soient voisins de b\ et p0 respectivement alors on a
C/U C2'cZ)'. La relation C'ctD' est evidente pusique (0, b)<=C' . Par con-
sequent, la condition 1° est remplie par Z)', C', C/, C2' '.
aussi remplie par D' et p(XJ
Γ
ά).
Pour les regions D'y C' ainsi acquises, on a | Y\ > |6 | si (X,
et ^ΓΦO, puisque Γimage de C contient C'. En consequence, on peut
supposer, sans restreindre la generalite, qu'on a a—Q:
3 ° . (Q,b)&C—Det\y\^\b\ pour (x, y) e C— D, dont Γegalίte a lieu seule-
ment si #— 0.
Simplifions le polynόme non-constant p(x)\ on suppose que ^>(0)=0, ce
qui ne perd pas la generalite. D'apres le Lemme 5, on a/>'(0)=0: il existe done
un entier q (>1) et une function g(x) holomorphe dans un vosinage de #=0 tels
que Γon ait ρ(χ)= — (xg(x)}g et ^(0)ΦO. On peut supposer que g(x) est holo-
morphe et non-nul sur \x\ 5^p; pour obtenir cette conclusion il suffit de prendre
p suffisamment petit. Sous cette circonstance, transformons Γespace x, y a
Γespace X, Y par X=xg(x), Y=y.
Soit po un nombre positif suffisamment petit; Γimage du cercle ouvert
x\<ρ contient alors le cercle ferme \X\ ^p0. Prenons deux nombres r0 et
p0' (\b <r0<r, O<P(/</>O) voisins de \b\ et p0 respectivement. Alors, Γimage
D' de la partie commune de D et \x\ <p, les domaines
C' : I^Kpo, |F |<r 0 ,
C2Ί
et le polynόme —Xq satisfont aux conditions 1°, 2° du Lemme 2. En effet, la
condition 2° est immediatement verifiee. Examinons done la condition 1°.
Puisqu'on a { | X \ =p0, \Y = \ b \ } cZ)', on a C/ U C2' cZ>' pour r0 et p0x voisins
de |δ | et PO respectivement: par suite, la condition est vraie. En consequence,
on peut raisonner desormais en supposant que p(x)=— x9.
(3) Soit v=H(u) la fonction dans le Lemme 6: prouvons qu'on a [H(u)~1]'
= (UQ}' ou H(u)~^=uq-\^ I b I pour u suffisamment petit.
Pour raisonner par Γabsurde, supposons que cela ne soit pas vrai; alors il
existerait un a0 positif arbitrairement petit tel que Γon ait G\a^)^qal~λy oύ Γon
designe par G(u) la fonction H(u)~l. Considerons le cas oύ le point (a
oy /30)
(β0=H(aQ)) n'est pas dans Γensemble A* qui sera defini comme suit: un point
(α, β) est contenu dans A* si (α, β) est situe sur la courbe v=H(u) et tout
(u, v) (φ(α, β)) de Γensemble
^ = {(1*1, \lly\)\(χ,y)(=C-D}
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se place au dessous de la tangente de la courbe a (α, β). Alors (α0, /50) est situe
sur un segment S appartenant completement a la courbe. Soient (a', /?'),
(a", β") et —λ Γextremite gauche, Γextremite droite et le gradient de Sy respec-
tivement. On peut supposer que la function v=H(u) est definie dans un
voisinage ouvert de Γintervalle ferme [α', a"]. En effet, on peut trouver un
point (α*, β*) (α*>0) de A*, car on voit, d'apres le resultat ίΓ(0)=0 du
Lemme 6, qu'aucun segment sur la courbe ne peut s'etendre a (0, | ί/b\) et qu'il
n'y a qu'un nombre denombrable de segments sur cette courbe: par suite, pour
obtenir cette situation, il suffit de prendre un a0 tel que a0<.a*.
Maintenant supposons qu'on ait G'(a0)>qao~lm9 alors on a \>qal~lH(aQ)2.
Par suite on a \=-H'(a'}>q(aJ-lH(aJ ou G'(a')>q(ar)q-\ puisque la
function uq~lH(uf est croissante quand u est petit. Ensuite, si G'(aQ)<qao'\
on a G'(a"}<q(a")q-\ Remarquons ici que (ar, β') et (α", β") sont tous les
deux sur Ά*, ce qui entraine qu'il y a de points (α, β)EίA*y voisins de (α7, β')
ou (α", β") et satisfaisant a G/(α)Φ^rα^~1. En consequence, on peut supposer,
sans perdre la generalite, que (α0, β0)^A*.
Soit (ξ, η) un point de C— D tel que a0= |f | et >S0= | l/i? |. Alors (α0, /S0),
(?> ^7) et λ (= —H'(a 0 )) satisfont aux conditions dans le Lemme 3. Done, d'apres
le lemme, il faut qu'on ait \η2/(ωω')=qξg~~\ oύ ω=ξ/\ξ\ et ω 7—η/ \ η \ . Par
suite on a \H(a0)~2 = qcto~l, ce qui entraine G'(a0) = qao~1: c'est absurde.
D'oύ Γequation G'(u)=(uq)' est demontree.
En consequence, on a la proposition suivante:
4°. On a \ y \ ~ ϊ > \ x \ q - \ - \ b pour (xy y)^C—D, si x est petit. Reciproque-
ment, pour tout u non-negatίf et petit, il existe au moins un point (x, jy)eC—D tel
que I x I = u et \y\ = uq+ \ b \ .
Dans la suivante, nous designerons par u0 un nombre positif petit. Alors on
a la proposition:
5°. Si (ΛJ, y) est un point de C—D tel que 0< | x \ <u0 et \y\ = \x\9+\b\,
onay/\y\=(x/\x\γ.
Soit en effet (ξ, η) un point de C—D tel que 0<\ξ\ <u0 et η \ = \ ξ \ q+ b .
Posons a= \ ξ \ , β= \ l/η\ et λ=— H'(ά)\ alors les (a, β), (ξ, rj) et λ satisfont
aux conditions dans le Lemme 3. Done il faut faut qu'on ait
λtfY(ωω') = qξq~l ou ω = ξj ξ \ et ω' - ηf \ η :
cela entraine que ω'=ωg.
On peut montrer plus precisement que:
6°. Pour Q<u<u0, il existe au moins un point (x, j>)eC—D tel que Γon
ait \x\ = uety = ( b / \ b \ ) ( u « + \ b \ ) .
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Pour le demontrer, transformons Γespace x,y a Γespace X, Y par X=x,
Y=y—μ, oύ μ est un nombre petit et tel que μ\b soit reel et positif. Alors
Γimage D' de Z), le polynόme — X9 et les domaines
C' : X\<p, Y\<r0,
C/:P'< X\<P, \Y\<r0,
C/: \X\<p, \Y\<r0'
jouissent des proprietes 1°, 2° et 3° et done necessairement 4° et 5°, oύ
rQ=(r-\- \b\)β et ra'=r'/2. Nous nous contentons d'exposer la preuve de 3°:
on a
\b\-\μ\ =
E t o n a X = O s i ( J 5 r , F)eΞC"-Z>'et |F | = |* |- |μl
D'apres 4°, pour tout u (0<w<w0), il existe un point (£, rf) de C'—D' tel que
\ξ\=u, \vi'\=ug+\b\ — \ μ \ . D'apres 5°, il faut qu'on ait
rf = (u + \ b \ - \ μ \ ) ( ς ι \ ς \ γ .
Posons η = η'+μ] on a (f, ^)eC— D et | ι? | <ΞM*+ | f t | . Or on a, d'apres 4°,
b . En outre, d'apres 5°, on a ι ? / | τ ? | =(ξl\ξ\)9 En consequence,
on a
ce qui entraine (ξ / 1 ξ \ )«=μ/ \μ\=b/\b\.
(4) Prouvons ensuite par le raisonnement par Γabsurde que:
7°. Tous les points (0, y) sur \y\ = \b\ appartiennent a C—D.
Supposons en effet qu'il existe un point (0, b0)^D tel que b0\ = \
Transformons Γespace x, y a Γespace X, Y par X=ωx, Y=ω'y, oύ ω, ω' sont
des nombres tels que ωg=ω', \ω'\ =1. Alors Γimage D(ω) de Z), le polynόme
—X9 et les images C(ω), C^ω), C2(ω) de C, C19 C2 (C(ω), C^ω), C2(ω) ont les
memes expressions que C, C
n
 C2), satisfont aux conditions 1°~6°. On a en
particulier (0, | b \ ) e D(9\/ \ b \ /b0): done on peut considerer i0 comme reel et
positif.
En considerant les regions D(exρ (\/ — \2k π/q))y k=Q, 1 ,•••,?— 1, dans
Γunique espace Λ?, j, formons leur partie commune Z)0; alors Z)0 satisfait de meme
aux condition 1°^^6°, par rapport au polynόme —x9 et aux domaines C, Cly C2.
Soit b19 b2 Γarc sur le cercle \y\ =b0 tel que Γon ait
^ (C-A) Π {(*, y) I * = 0, y e Cί } = {(0, ij, (0, δ2)}
et bQ^bιy b2, Re ό^Re ό2
4)
 Posons ^=60 exp (\/ — 1 ^0)> 0< | z/0 ^TT. Corres-
4) Re Λ: designe la partie reelle de x.
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pendant a la region Z)0, constrυisons la fonction v=K(u) que nous avons intro-
duite dans le Lemme 6: on voit qu'elle est definie, concave, decroissante et
continument derivable dans un intervalle [1, u0'] (I<w0').
Soit 8 un nombre tel que 1<£ ^ #0' et soit B(β) Γensemble
-D,\ \l/y\2 = K(\ex\2), 1
alors B(8) n'est pas vide pour tout £ (1<£^W0') En effet, si Γon avait B(S)=φ
pour un £, la courbe v=K(u) se reduirait a un segment au voisinage de u=l
et done on aurait '^(1)<0, ce qui contredit au resultat '^(1)=0 dans le
Lemme 6.
Soit (ξ, η) un point quelconque de B(uQ')\ posons
μ = μ(ξ) = arg ξ, v = v(η) = arg 17, ( \ μ(ξ) \ <πβ) .
En vertu du Lemme 4, nous avons \ηη2 exp (ξ-\-ζ)=qξg~1J oύ \=—K'(\e*\2).
Done il faut que
v = (q—l)μ (mod. 2π) .
Remarquons maintenant qu'on a la proposition suivante, qui est evidente
par la construction de D0 et bl :
Pour Q<U<UQ, tons les q points (xky y), k=Q, 1, ,^— 1, appartiennent a
C— Z>0, oύ Γon pose
et y = (u9+
A Γaide de la propriete de Z)0, on a \μ\^\vQ\lq pour (ξ, η)^B(u0'). En effet,
si \vQ\lq=τrl2, c'est evident. Si \v0\/q<π/2y d'apres 4° et la proposition pour
Z)0 qu'on vient d'obtenir on voit que le point (| e* \ 2 , K( \ e* \2)) sur le plan w, v est
situe au dessous de la courbe v=L(\ogu\ μ)~2 et au dessus de la courbe
v=L(logu; v0/q)~2, oύ L(cr τ) designe la fonction [σ/(2 cos τ)Y+bQ. Cela
entraine que \μ\^\v0\/q.
Puisqu'on a B(G)ήpφ pour 1<£^W0'> on Peut trouver une suite con-
vergente {(?„, η
n
}} de points appartenant a B(uQ'\ telle que Re ξn^0 pour




) = (ξ09 %) alors on a
Re ξ0 = 0 et lim μ(ξH) = μ(ξ0) = arg ξ0.
D'autre part, on a | μ(ξ
 0) \ ^ \ v Q \ / q puisqu'on a | μ(ξn) \^\v0\/q pour tout n. En
vertu de Γequation
|i7oΓ2 - lim^(|exp ξ
n
\2) = K(l) = b^2
et des relations (f0, ^70)ΦA> l?o ^p'> on a (fo> V0)<^C—D0 et |^0| =i0. Done






) (mod. 2τr) pour chaque n ,
on a η0=b0 lim exp (v7 — 1 K7?*)) = *o eχp (v7 — 1 (q — I)μ(ξ0)). Par consequent,
η0 est contenu dans Γinterieur de b19 b2, puisqu'on a
Mais cela est en contradiction avec (0, ^0)eC— Z)0: d'oύ la proposition 7° est
demontree.
(5) Transformons Γespace #, j a Γespace ^Γ, Fpar X=x, Y=y—8y oύ 6
est un nombre positif petit. L'image D' de D, le polynόme —X9 et trois
domaines cylindriques convenables C", C/, C2' satisfont aux conditions 1
0
~^30
et done necessairement aux 4° ^ 7°. On a
\b\-6 = min. {| Y\ \(X, Y)^C'-D'} .
Mais sur le cercle X=Q, \Y\ = \b\ —8, il n'y a pas de points de C'—D' autre
que (0, \b —8). C'est en contradiction avec la proposition 7°: d'oύ la demon-
stration.
Le lemme etant etabli, en vertu de la Proposition 2, nous avons la
Proposition 3. Dans Γespace de deux variables oc, yy les pseudoconvexites
(0), (I), (II), (III, y) par rapport a x sont mutuellement equivalentes.
5. Resultat principal. Dans ce numero, considerons le cas de m (>1)




Lemme 8. Soit A une varίete analytique de la forme
y. = afU+b^x), i= l ,2, ,/w— 1 .
oύ les aι sont des constantes et les b^x) des polynόmes, mats Us sont dyailleurs quel-
conques. Designons par DA la region
{(x, u)\(x, a.u+b^^-.a^.u+b^x^^D}
dans Γespace x, u. Alors la region D est pseudoconvexe par rapport a xy si et
seulement si la region DA est pseudoconvexe par rapport a x pour tout A
admissible.
Preuve. Soit D pseudoconvexe par rapport a x. Soit A une variete de la
forme donnee dans le lemme et soit u=f(x, i) une fonction continue sur | x — x0\
^r, O^ί^l et holomorphe sur \x—x0\^r pour t fixe. Supposons que
(x0,f(x0j 0))φ DA et (x,f(x, Q))^DA pour 0< \x— XQ\ ^r. Posons
Ji =MX> 0 = aif(x> i)+bi(x) pour chaque i .
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Alors on a (*0,/ι(*o, O),-,/,,.^ , 0))$D et (*,.£(*, O),-,/^*, 0))eΞZ>pour
0<|# — #0|^r. Puisque D est pseudoconvexe par rapport a x9 il existe un δ
positif tel que O5j£<δ entraine Γexistence d'un point x dans |#— #0|<£,
satisfaisant a




(x, f))e=7> ou (*, /(*, ί))e0A ,
oύ 6 est un nombre positif arbitrairement donne auparavant.
Reciproquement, supposons que D satisfasse a la condition pour toute variete
A admissible. Prenons trois domaines suivants.
C: |*-*0|<p, \yi-fi(x)\<ri9 i = 1, 2,-,ro-l ,
Cl:p
/<\x-x0\<p9 \yi-fi(x)\<rt, i = 1, 2, ,w-l ,
C2: I*— ff0|<p, |jί- /f(Λ?)|<r/(<r f.), / = 1, 2, — ,w— 1 ,
oύ les ff(x) sont des polynόmes. Supposons que C1\jC2dD et prouvons que
CcZλ Transformons Γespace Λ?, ^  ,
 yym-ι a Γespace ί^, Fj ,••-, Ym-ι par
^T=,^~ Λ?O, Yg=yi—fi(x), i=l,29 — 9m—l.
Alors C, Cj, C2 sont transformes respectivernent aux domaines
C' : \X\<p, \Yi\<r{, i= l,2, ,m-l,
C1':P<\X\<p, |y, |<r,, / = 1, 2,-,ifi-l ,
C2': I^ΓKp, IF.Kr/, ί=l,2,.. , i f i- l .
En designant par D' Γimage de D, prouvons que C'cZ)'.
D' jouit, dans Γespace X, Y19 , Ym-ί9 de la meme propriete que Z), c'est-
a-dire que, pour toute variete A' de la forme
9 i= 1,2, — ,w— 1
(les af sont des constantes et les bf(X) des polynόmes), la region
D'A> = {(X, u)\(X, a1u+b1(X),-,am.1u+bm_1(X))^D'}
est pseudoconvexe par rapport a X. Soit en effet u=F(X, t) une fonction
continue sur \X—X^\ ^ry O^t^l et holomorphe sur \X—X^\ ^r pour t fixe.
Supposons qu'on ait (X19 F(X19 0))φ£>V et (X, F(X9 0))eZ)V pour 0< | Jί— ^  |
^r. Soit A la variete
^x) , / = 1, 2, — , m— 1
on a (^ι,/(^ι,0))$Z>^ et (x, f(x, 0))eDA pour 0< Λ— Λ?J ^r, oύ ^ =^+^0 et
que/(#, t) designe la fonction F(x— χ09 t) continue sur {x—x^ ^r, O^ί^l et
holomorphe sur | x—x
λ
 \ ^ r pour t fixe. Par consequent, il existe un δ positif tel
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que 0^ί<δ entraine Γexistence d'un point x satisfaisant a \x~x1\<8 et
(#,/(#, i)}^DA, oucelled'un point X satisfaisant a \X—Xl\<6 et (X, F(X, t))
$.D'A' (pour le voir il suffit de poser X=x— x0), oύ £ est un nombre positif
arbitraire. Cela montre que la propriete demandee pour D'A' est vraie.
Pour raisonner par Γabsurde, supposons que C'φZ)'. Pour /=0, 1 , ,
m— 1, posons
Σ/ = {|AΊ<p, \YtKr,, \Yj\<r
Puisqu'on a C'= Σ^ctZ)', il existe un entier k (l^k<m) tel que Σfc<tD' et
)'. Soit (0, *ι, * >δ,»-ι) un point de Σfe— £>'; on a | f l |^p ' , |^|<^-,
rA, l i y l O ; (l^i<k<j<m). Soit ^4' la variete: Yk=u, Yi=bίy
. Alors on a
D'A' = {(x, u)\(x, y,,-, y^-OeD', yA - 1/, y, - ,^ IΦΛ} .
Cette region est pseudoconvexe par rapport a X. D'autre part, on a C" U C2"





On a ensuite la proposition suivante.
Proposition 4. Zλms Γespace x, yl , yym-u les quatre pseudoconvexίtes (0),
(I), (II), (III, JΊ) par rapport a x sont mutuellement equίvalentes.
Preuve. Supposons, pour raisonner par Γabsurde, qu'une region D soit
pseudoconvxe (III, JΊ) par rapport a x et non-pseudoconvexe par rapport a x.
Alors d'apres le Lemme 8, il existerait une variete A: yi=aiu-{-bi(x)y ί=l, 2,...,
m—lj telle que la region
DA = {(x, u)\(x, w+bMt a^
ne soit pas pseudoconvexe par rapport a x, oύ les β, sont des constantes et les
bi(x) des polynόmes. On voit qu'il existe trois domaines fermes
C : \x-x
C2: \x-x
de faςon qu'on ait Ct U C2dDA et int. Cφ DA
5\ oύf(x) est un polynόme. Je dis
5) int. C designe Γinterieur de C.
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qu'on peut supposer tf^O. En effet, dans le cas fl
x
— 0, prenons un point (ξy p)
(Ξint. C—DA. On a
Δ = {(x, alu
Done il existe un δ0 positif tel que
dist. [(x, y, , — , ^ -0, Δ]<δ0 entraine (x, yί , —
Considerons la variete
A':y1 = a1'(u—ρ)+b1(x)yyi = a^+b^x) , i= 2, 3, ,w— 1 ,
oύ #/ est non-nul et tel qu'on ait | a^u—u') \ <80 pour deux points quelconques
(xy u) et (x'9 uf) de C. Or, si (#, u)^C1\J C2, on a
ce qui entraine (#, a^'(u—p) +b
ί





puisque | a^u—p) \ <δ0. Done on a Cα U C2cD^/. En outre on a (£,
Done on peut supposer desormais que βjφO.
D
Λ
 et δ^Λ?) jouissent de la propriete suivante: soit u=f(x,t) une fonction
continue sur \x — x1\ ^rn O^t^l et holomorphe sur \x — x1 \ ^ ^ pour t fixe.
Supposons d'ailleurs qu'on ait
et (X)f(x, 0))^DA pour 0< | Λ:— ^  | ^/Ί. Alors il existe un δ positif tel que 0^t<8
entraine Γexistence d'un point x dans x — x1\ <£ satisfaisant a (Λ;,/(<^, t))$ΞDA,
oύ £ est un nombre positif arbitraire. La pseudoconvexite (III, JΊ) de D par
rapport a Λ? possede cette propriete : pour le voir, il suffit de considerer les fonc-
tions yi=fi(x, i)=dif(x, ή+b^x), ι=l, 2 , — , m— 1.
Transformons Γespace Λ?, w a Γespace X, U par ^iΓ=ΛJ, U=u-\-aϊlb1(x).
Alors Γirnage D' de DA est pseudoconvexe (III, ,Z7) par rapport a X, de sorte
que, d'apres le Lemme 7, D' est pseudoconvexe par rapport a ^Γ: ceci est une
consequence immediate de la propriete de DA.
Considerons les domaines
C' : \X-x0\^pί \U-
oύ F(X)=f(X)+aϊlb
ί
(X). On a C/UC/cD' et int. C'ctZ)'; ce qui est en
contradiction avec la pseudoconvexite de D' par rapport &X.
Employons les variables zly z2 , , zm\ alors on a le lemme suivant.




 Z2j"°yzm-ιϊ alors la function
Gfa, z2, — ,zm) = — logΛM(#ι, — ,#«-ι)
est plurisousharmonique dans D.
Preuve. G est semi-continu superieurement et ne prend pas la valeur oo.
Done il suffit de verifier sa sousharmonicite sur une droite complexe L quelconque.
En employant la methode donnee par M. K. Oka dans [1, 2], nous montrons
que cela est vrai dans un voisinage de Γorigine sur L lorsque D et L contien-
nent Γorigine: cela achevera la demonstration.
1°. Considerons le cas oύ L est represente par Zi=aiZky z'Φ&, oύ k est un
entier tel que l^k<m. Pour la simplicite, posons k=l.
Considerons la transformation: Z1=z19 Zi =zi—aiz^ i=2y 3 , , m. L'ima-
ge L' de L par cette transformation est
Z{ — 0 , i= 2, 3 , ,m .
La pseudoconvexite de D par rapport a zl entraine celle de Γimage D' de D, par
rapport a Z^ D'autre part on a
dont le premier membre est le rayon de Hartogs de D' par rapport a Z
m
\ c'est une
consequence du fait que la transformation se reduit a une translation du plan #
w
pour %19 z2 , , #m-ι fixes. De plus, si la fonction —log R0
f(Zly 0 , , 0) est sous-
harmonique, la restiction
0'(zly 0, — ,0)
de G sur L Test aussi. Done on peut supposer que L est de la forme: #/=0,
ί=2, 3, — ,m.
Soit u(z^) une fonction harmonique mats d'aίlleurs arbitraire dans | ^  | < °°
la fonction G(zly 0, ,0)+w(,2'1) n'atteίnt aucun maximum local dans le voisinage de
z1=0. Par consequent, G(%19 0 , , 0) est sousharmonique dans le voisinage de ^ =0.








 exp (/(^)) , ί = 1, 2 , — , m— 1 .
L'image L' de L par cette transformation est de la forme: Zf =0, /— 2, 3 , , m.
L'image D' de D est pseudoconvexe par rapport a Z^ En outre on a
,, 0,.. ,0) = G(zl9 0,..
oύ R'Zm (Z1 , , Zw_j) designe le rayon de Hartogs de D' par rapport a Zm. Par
consequent, il suffit de montrer que la, fonction G'(Z;) n'atteint aucun maximum
SUR LE THEOREME DE LA CONTINUITE 265
local dans le voisinage de Z1=0.
Pour raisonner par Γabsurde, supposons qu'il y ait un cercle \Z1 — Z1°\ ^p
sur le plan Z19 contenu dans le voisinage de Γorigine et tel qu'on ait G'(Z^)
<G'(Z1°) sur \Z1—Z1Q\=p. Puisque Gf est semi-continu superieurement, on
peut trouver un r0 tel que
sur Z.-Z,0
Or Γensemble {\Z1 — Zl°\ ^p, Zz =0, /=2, 3 , ,m} est contenu dans le voisinage
de Γorigine et done dans D' '. De plus, Γensemble
{IZ.-Z^I-^Z^O, |ZJ^r0 > ί=2,3, ,w-l}




{IZ.-Z,0 ^P,Z, = 0, |ZJ^r0, ί=2,3 , ,m-l}cZ>'.
Par suite on a RQ'(Z*, 0, ,0)>r0: c'est impossible.
2°. SoitL de la forme: *,.=(), ι=l, 2, — ,ιw— 1. La fonction ^
w
(0 , , 0)
est egale a la distance du point z
m




) - max. {-log \z
m
-ξ\ I^^Fr. A)
est sousharmonique dans D19 puisque — log|#w— ξ\ est harmonique et que
G(0 , , 0, z
m
) est continu.
Soient D et σ une region et un nombre positif petit nous designerons par
Z)(σMa region constituee par les points P^D tels que dist. (P, Fr. D)>σ.
D'abord, en designant les variables par x, y±<>"'<>y
m
-\ on a le
Lemme 10. Si D est pseudoconvexe par rapport a x, alors D(cr) Vest aussi.
Preuve. Soient .yf =/f (#, t), i=l,2, ,m—l des fonction continues sur
\x— x0\ ^r, O^t^l et holomorphes sur \x— x0\ ^r pour t fixe. Soit Ft, Q^t
^ 1 la famille des surfaces definies par
Supposons que Fr. F0cZ)(σ) et Ftc:Dm pour 0<*^1. S'il y avait un
point P^^^FQ — DC(T), on aurait une contradiction.
En effet, puisque P
x
eFr. Z)cσ), il existe un point P2eFr. D tel qu'on ait




• * « - ^  > Jl J >
ςonsiderpns U translation suivante
266 I. KIMURA
™, i= l,2, ,m-l .
alors, pour O^ί^l, Γimage Gt de Ft par cette translation est representee par
i= l ,2, ,w— 1 ,
oύ Λ?O'= x0— #
cl)+#(2). La famille G,, O^ί^l satisfait aux conditions que
Fr. G0cZ) et G,cZ) pour 0<ί^l. On a G0cZ) pusique Z) est pseudoconvexe
par rapport a x. D'autre part on a P2eG0 — D: c'est impossible.
Supposons que D soit borne; alors, en designant les variables par #„ #2 , ,
z
m
, on a le
Lemme 11. Aw«ιf P, (P) (P e Z)(σ)), ί= 1 , 2 , , m, les rayons de Hartogs de
Z)cσ) par rapport a %19 %2>'"> zm> respectίvement. La fonction
= min.{Ri(P)9 ί = 1, 2,-, m}
tend vers 0, lorsque le point PeZ)cσ) tend vers la frontier e de Dc<r).
Preuve. Pour raisonner par Γabsurde, supposons qu'il existe une suite con-
vergente {P
v






oύ k0 est un nombre positif. Alors il existerait un point P0'eFr. D tel que
dist. (P0, P0') = σ nous posons
p _ / ~ o o _. o\
 f p / _ / / / ... y / \^o — ^j , ^2 , , ,srw ) eι X'Q — ^j , £2 , , ^ w .
Soit P=(z19 zz , , ^ w) un point quelconque. Designons par ^S(P) Γensemble
et par C(P) Γensemble ouvert {P' | dist. [P', B(P)]<σ}. En vertu de P1(
on a d'abord C(P
v
)cD pour chaque z> et done on a C(P0)cZλ Je dis qu'on a
r. C(P0). En effet, P0eP(P0) entraίne P0'eC(P^) et done P0'<ΞC(P0)
entraine P0'eD.
Considerons Γhypersphere S={P| dist. (P, P0)=σ}. On a
Fr. C(P0). En outre on a
Soit en efϊet P= (^ ^ #2 , , ^ w) un point de S tel que ^  Φ #j°. II existe un nombre
ςomplexe u petit tel que
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et |
On a (z°+u, #2V"> zm°)^B(P0) et on a necessairement PeC(P0).
Par consequent on voit %1'=z1
Q




Corollaire. iSΌ/ί Z) w»e region pseudoconvexe par rapport a toutes les variables
de Γespace; alors D est pseudoconvexe au sens usuel.
Preuve. D'abord supposons que D soit borne. Soit σ un nombre positif
petit. En vertu du Lemme 10, Z)(σ) est pseudoconvexe par rapport a toutes
les variables qui seront designees par z19 z2y •••,#„,. D'apres le Lemme 9, la
fonction — logR{(P) (PeZ)c<T)) est plurisousharmonique pour chaque /, oύ Rf
est le rayon de Hartogs de Z)C<T) par rapport a #f . Le Lemme 11 assure que la
fonction
G(P) = max. {-log Rt(P) , i = 1, 2 ,.-, m]
tend vers oo lorsque le point PeZ)(σ) tend vers la frontiere de Z)C<Ό. Puisque G
est plurisousharmonique, on voit, d'apres le lemme dans le Preliminaire, que
Z)cσ) est pseudoconvexe. D'apres la proposition dans le Preliminaire, la limite
D de Z)(σ:> pour σ— >0 est pseudoconvexe.
Supposons ensuite que D soit non-borne; alors la partie commune de D
et une boule quelconque autour de Γorigine satisfait aux memes conditions que
D. Par suite, D est pseudoconvexe, car il est la limite d'une suite croissante
de regions pseudoconvexes.
Lemme 12. Soit D une region dans Γespace x,
 <3Ί, ,<ym-ι Alors D est
pseudoconvexe par rapport a yly y2 y 9ym-19 si D est pseudoconvexe par rapport a x.
Preuve. Demontrons que D est pseudoconvexe (III, x) par rapport a y
ί9
sous Γhypothese que D soit pseudoconvexe par rapport a x. D'apres la Pro-
position 4, cela achevera la preuve. Soient
χ
 =/CM)> yt =fi(y» 0 1 ί = 2> 3 >'~>m— l
des fonctions continues sur \y^—y^ ^r0, O^t^l et holomorphes sur \yl— y?
^r0 pour t fixe. Supposons d'ailleurs qu'on ait
', 0)ΦO,
et en outre que
(/(Ji, O),^,/^, O),...,/^^^))^/) pour
Envisageons maintenant Γequation χ=f(yl9 ΐ). On voit qu'il existe une
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unique solution yl=g1(x9 t) definie, continue sur \x— x0 ^r, O^t^r et holo-
morphe sur \x— x0 ^r pour t fixe, oύ X0=f(y1°, 0) et que r, T sont des nombres
positifs petits. Pour chaque /= 2, 3 , , m— 1, posons
yi=gi(*> *)=fi(gι(x, t), t);
ils satisfont aux memes conditions que celles de g^(x, t) sur | x— x0 \ ^ r, O^t^r.
On a en particulier (Λ?O, &(#„, 0) r-'^-iC*^ 0))<$Zλ En outre, pour 0 < | x— x0 \
^r, on a 0< Ig^x, 0)—y1Ό\ ^r0 et done
Soit £ un nombre positif il existe deux nombres positifs £
x
, δj tels que
#> 0~~JΊ°l<f POUΓ \X—XO\<GI> Q<t<81. Ensuite, il existe un δ (<δj)
positif tel que 0^t<8 entraine Γexistence d'un point x dans | x— x0 \ <6ί satisfai-
sant a (*, g,(xy t) , ^«-I(Λ?, 0) ί° Or> sί on Pose yι=gι(x> 0> on a
et i^-^Ί <£ .
Cela montre la pseudoconvexite (III, x) de Z) par rapport a ylf
D'apres le Lemme 12 et le corollaire du Lemme 11, on a le
Theorέme. Si une region D est pseudoconvexe par rapport a une des vari-
ables de Γespace, D est pseudoconvexe au sens usuel.
Par le theoreme et la Proposition 4, on a le
Corollaire 1. Dans Γespace x, yl 9 9ym-19 une region D est pseudoconvexe,
si et seulement si D est pseudoconvexe (III, JΊ) par rapport a x.
Considerons dans Γespace x, y1 ,•"> J^-u une variete
A:yg = aiU+bi(x), i = 1, 2, - ,m— 1 ,
oύ les a{ sont des constantes et les b^x) des polynόmes mais d'ailleurs arbitraires.
Soit D une region formons la region
DA = {(x, u)\(x, «1w+έ1(^), ,«w_
D'apres le Lemme 8 et le theoreme, on a le corollaire suivant.
Corollaire 2. La region D est pseudoconvexe, si et seulement si la region DA
est pseudoconvexe pour toute telle variete A.
En designant les variables par zl9 zz>°"> %mι
 on a une
 application du Corollaire
2. Considerons une vairete
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B: zt = Pf(z19 z2), i= 3, 4, , m ,
oύ les Pf sont des polynόmes de z19 z2y mais ils sont d'ailleurs arbitraires. Soit
une region f ormons la region
D(B) = {(*» *,)!(*„ z2y Pa(zί9 z2), ,Pm(z19 *2))€ΞZ)} .
Alors on a le
Corollaire 3. La region D est pseudoconvexe, si et settlement si la region
D(B) est pseudoconvexe pour tout B admissible.
Preuve. Si D satisfait a la condition, D satisfait a celle du Corollaire 2 et
done D est pseudoconvexe. En effet, en designant les variables par x, yt , ,
y
m
~ly supposons qu'il existe une variete
telle que DA ne soit pas pseudoconvexe. Alors, comme on Γa vu dans la preuve
de la Proposition 4, on peut supposer que ^ΦO: A est egal a la variete definie par
yf = efX-Cyi—
fti(*0) +*••(*) > ί = 2, 3 , — , in— 1 .
Par Γhypothese, β(^ !) est pseudoconvexe. Done Z)A Test aussi, puisqu'il est
transforme biunivoquement a D(A) par M=αf1(j;1 — b^x)): c'est absurde.
Supposons ensuite que D soit pseudoconvexe; alors il existe une function
plurisousharmonique G(z19 z2 > >zm) dans D, qui tend vers oo quand le point de
D s'approche de la frontiere de D. Soit B une variete admissible considerons
la fonction
qui est definie et plurisousharmonique dans D(B). On voit qu'elle tend vers oo
quand (z
ίy z2)^D(B) s'approche de la frontiere de D(B). Done D(B) est
pseudoconvexe.
En employant les variables z19 %2 , , zm, on a enfin un corollaire qui concerne
les rayons de Hartogs:
Corollaire 4. Solent Rk(zly z29 , ^ w), k=l, 2 , , m les rayons de Hartogs
d'une region D par rapport a zly z2 , ,zm, respectivement posons
Gk(z» z2, — ,zm) = — log Rfa, z2, ~,zm), k=l,2, — ,m.
Pour que D soit pseudoconvexe, il faut et il suffit que m—l quelconques des fonc-
tions Gk, k=l, 2, ,m soient plurίsousharmonίques dans D,
En particulier, considerons le cas m=2. Alors on voit que, dans Γespace




est plurisousharmonique dans Z), ou R
x
(y) designe le rayon de Hartogs de D par
rapport a x.
Preuve. D'apres le Lemme 9, la condition est necessaire. Prouvons done
la suffisance. En vertu du theoreme, il suffit de montrer que, si Gky &— 2, 3 , ,
m sont plurisousharrnoniques, D est pseudoconvexe par rapport a z^ Con-
sidέrons trois domaines
C : l^-^'Kp, I *,-/,(*!) |<r
ί f i=2,3,- , i i f ,
CΊ:p'<l*ι-*ι° <p, I *,-/,(*!) I <r,, i=2,3,- , i f i ,
,-/,(*ι)l<rί'(<rί). i = 2 , 3 , - , i f f ,
satisfaisant a C\ U C2cZ), oύ les //(SΊ) sont des polynόmes. II suffit de montrer
que CdD pour tous tels domaines C, C19 C2.
Transformons Γespace par Z1=z1—z1°9 Zi=zi—fi(z1)9 i=29 3, ,w; alors
les images de C, C19 C2 sont les domaines
C" r l^Kp, IZ Kr,, i= 2, 3,-,w,
C/rp^lZ.Kp, IZ.-Kr,., i= 2, 3,-,iif ,
C/: IZ.Kp, |Z,|<r/, i= 2, 3,-,ifi .
Designons par Z)' Γimage de Z) et par Rk\Z19 Z2, ,Zm), Λ=l, 2, ,/w, les
rayons de Hartogs de Z)' par rapport a Z1? Z2 , 9Zm9 respectivement. Puisque
la transformation n'est qu'une translation du plan zk pour k = 2, 3, •••, m
lorsque #f (iφΛ) sont fixes, on a Rk'=Rk, k=2, 3 , , m. Par suite on voit que
les fonctions
<V(Zlf Z29 .;Zm)=-logRk'(Z19 Z29 ,Zm), k=29 3,-, m
sont plurisousharrnoniques dans Z)'.
II ne reste qu'a montrer C'cfl'; pour raisonner par Γabsurde, supposons
que C'φZ)'. Pour /= 1, 2, ••-,/«, designons par Σ/ Γensemble
r,, |Zy |<r/, 2^i^Kj^
on a Σ
w
=Cr. Done il existe un entier & (2^k^m) tel que Σ^CJlZ)' et Σfe
Soit (a19 ^2, ,O un point de Σk — D': on a |αj^p', | a£\ <ri9 rk'^ \ak\ <rk,
Posons
μ = mί{\Zk\ \(Z19 Z29-9Zm)<=2>-Df9 Zi=ai9 iφl, k]
alors il existe un point (Z^, Z2°, - ,Zi)eΣft— D' tel que Zf 0=βί (ίφl, Λ) et
μ=\Zk° : on a en particulier μ>0. Soit £ un nombre positif petit; posons
Z»'=Z»β(l-«) et
M(ZO = G4'(zH z^. . .zϊ^, z/, zϊ+l,» ,z;) .
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Alors la function u(Z^) est sousharmonique dans |ZJ <p; en outre on a
u(Z1)>— log£μ pour p / <|Z 1 |<p
et w(Z1°)= — log £μ. C'est absurde.
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