Abstract. We study the existence of a solution for a non-necessarily cooperative system of n equations involving Schrödinger operators defined on R N and we study also a limit case (the Fredholm Alternative (FA)). We derive results for semilinear systems.
Introduction.
We consider the following elliptic system defined on R N , for for all x ∈ R N and q i (x) → +∞ when |x| → +∞,
We do not make here any assumptions on the sign of a ij . Recall that (1.1) is called cooperative if a ij ≥ 0 a.e. for i ≠ j.
Our paper is organized as follow, in Section 2, we recall some results about Mmatrices and about the maximum principle for cooperative systems involving Schrö-dinger operators −∆ + q i in R N . In Section 3, we show the existence of a solution for a non-necessarily cooperative system of n equations. After that we study a limit case (FA) and finally we study the existence of a solution for a (non-necessarily cooperative) semilinear system.
Definitions and notations

M-matrix.
We recall some results about the M-matrix (see [4, Theorem 2.3, page 134]). We say that a matrix is positive if all its coefficients are nonnegative and we say that a symmetric matrix is positive definite if all its principal minors are strictly positive.
Definition 2.1 (see [4] ). A matrix M = sI − B is called a nonsingular M-matrix if B is a positive matrix (i.e., with nonnegative coefficients) and s > ρ(B) > 0 the spectral radius of B. 
Proposition 2.2 (see [4]). If M is a matrix with nonpositive off-diagonal coefficients, the conditions (P0), (P1), (P2), (P3), and (P4) are equivalent. (P0) M is a nonsingular M-matrix,
Schrödinger operators. Let Ᏸ(R
be the set of functions
Let q be a continuous potential defined on
and q(x) → +∞ when |x| → +∞. The variational space is, V q (R N ), the completion of To the form
we associate the operator 
Moreover, the equality holds if and only if u is collinear to
We also note that
The following theorem is classical.
Theorem 2.6 (see [1, 6, 10, page 204] ). Consider the equation
and q is a continuous potential on R N such that q ≥ 1 and q(x) → +∞ when |x| → +∞. (2.6) . Moreover, u ≥ 0.
Cooperative systems.
In this section, we consider the system (1.1) and we assume that it is cooperative, that is,
We recall here a sufficient condition for the maximum principle and existence of solutions for such cooperative systems.
We say that (1.1) satisfies the maximum principle if for all
Let E = (e ij ) be the n × n matrix such that for all 1 ≤ i ≤ n, e ii = λ(q i − a ii ), and for all 1 ≤ i, j ≤ n, i ≠ j implies e ij = −a We consider the following elliptic system defined on
We make the following hypothesis: (H) G is a nonsingular M-matrix.
Theorem 3.1. Assume that (H1), (H2), (H3), and (H) are satisfied. Then system (1.1) has a weak solution
First, we prove the following lemma.
Lemma 3.2. Assume that (H), (H1), (H2), and (H3) are satisfied. Let
(u 1 ,...,u n ) ∈ V q 1 (R N ) ×···×V qn (R N ) be the solution of L q i u i := − ∆ + q i u i = n j=1 a ij u j in R N . (3.2) Then (u 1 ,...,u n ) = (0,...,0).
Proof of Lemma 3.2.
Let m ∈ R * + be such that for all 1 ≤ i ≤ n, m − a ii > 0. Let
and by the characterization (2.4) of the first eigenvalue λ(q i ) we get that (λ(
We have X ≥ 0 and GX ≤ 0. Since G is a nonsingular M-matrix, by Proposition 2.2, we deduce that
Proof of Theorem 3.1.
is a weak solution of (1.1) if and only if (u 1 ,...,u n ) is a weak solution of (3.5) where, for 1 ≤ i ≤ n,
We have
By Theorem 2.6, we deduce the existence (and uniqueness) of
(ii) We note that for all
, so, by the scalar case, we deduce that there exists a unique ξ
In the same way, we construct a lower solution of (3.5), for all 1 ≤ i ≤ n, there exists a
We note that for all i, ξ i,0 ≤ ξ
We prove that T * has a fixed point by the Schauder fixed point theorem.
(iii) First, we prove that [ξ 1,0 ,ξ 
However, the function l defined on R by for all x ∈ R, l(x) = x/(1 + |x|) is Lipschitz and satisfies for all x, y ∈ R, |l(x) − l(y)| ≤ |x − y|. So 
But for all j, | u j, /(1+ |u j, |)| < 1. So there exists a strictly positive constant K such that u i, Multiplying (3.14) by , we get
Moreover, for all φ ∈ Ᏸ(R N ), R N f i φ → 0 when → 0. Moreover, we have for all j
. Therefore, we can pass through the limit and we get for all 1 ≤ i ≤ n,
We prove now that for any i, u * i = 0. Multiply (3.20) by u * i , integrate over R N , and In a weak sense, we have for all 1 ≤ i ≤ n,
We have for all φ ∈ Ᏸ(R N ),
We also have for all 1 ≤ j ≤ n,
(3.27)
(At least for a subsequence because u j, → 0 when → 0.) By using the dominated convergence theorem, we deduce that
So we can pass through the limit and we get for all 1 ≤ i ≤ n,
By Lemma 3.2, we deduce that for all 1 ≤ i ≤ n, v i = 0. However, there exists a sequence ( n ) such that there exists
So we get a contradiction.
(ix) There exists u
We have in a weak sense
We also have
(3.33)
(At least for a subsequence because u i, → 0 when → 0) and ( u
By using the dominated convergence theorem, we deduce that
is a weak solution of (1.1).
Study of a limit case.
We use again a method in [5] . We rewrite system (1.1), assuming for all 1
Each a ij is a real constant. We denote A = (a ij ) the n × n matrix, I the n × n identity matrix, Proof of Theorem 3.3. Let P be a n × n nonsingular matrix such that the last line of P is t X and such that T = P AP −1 := (t ij ) where, t ij = 0 if i > j; t nn = λ(q) and for all 1 ≤ i ≤ n − 1, t ii < λ(q). Let W = P U. The system (3.37) is equivalent to the system (3. 
Then we deduce U (because matrix P is a nonsingular matrix).
3.3.
Study of a non-necessarily cooperative semilinear system of n equations. We rewrite system (3.37), for 1 ≤ i ≤ n,
We recall that the n×n matrix G = (g ij ) defined by g ii = λ(q i −a ii ), for all 1 ≤ i ≤ n, and 
Then (3.40) has at least a solution.
Proof of Thorem 3.4. (a) Construction of an upper and lower solution. We consider the following system (3.42)
By hypothesis (H4) and (H5) we can apply Theorem 2.8. We deduce the existence of a [U 0 ,U 0 ] is a convex, closed, and bounded subset of (L 2 (R N )) n , so by the Schauder fixed point theorem, we deduce that T has a fixed point. Therefore, (3.40) has at least a solution.
