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Quantum photonics is one of the newest strands of research that shares the border be-
tween fundamental science and state of the art technology. Many of the visions of quantum
photonics, for example, linear optical quantum computing, require ideal single-photon
sources (SPSs). A key pre-requisite of an ideal SPS is the near unity (> 99%) indistinguisha-
bility among single-photons from multiple SPSs. This is a true measure of scalability, as
multiple indistinguishable SPSs can be integrated on a single chip for performing complex
quantum information algorithms. To date, higher than 95% indistinguishability has not
been shown in any photonic platform. Silicon on insulator (SOI) photonics is one of the
platforms that promises a near ideal heralded SPS. It also offers mature fabrication tech-
nology, truly scalable architecture and a roadmap to electronic integration. If higher than
99% indistinguishable SPSs are achieved, it will pave the way to implement adequately
complex algorithms that cannot be reproduced using classical computers. The primary
focus of this thesis is to investigate ways to achieve and compare indistinguishable her-
alded SPSs in the SOI photonic platform. Specifically, we have chosen two well-known
structures as heralded SPSs: nanowire waveguides and micro-ring resonators. Although
the brightness and purity of the single-photons generated in those two structures are in-
vestigated both theoretically and experimentally, the indistinguishability data is scarce in
the literature. In fact, the indistinguishability of the micro-ring resonator heralded SPSs
has not been experimentally demonstrated in SOI or any other photonic platform. The
intrinsic resonance enhancement in the resonator predicts high brightness and purity si-
multaneously with high indistinguishability. Thus, designing and implementing on-chip
photon indistinguishability measurement (PIM) circuits for micro-ring resonator SPSs
cover a significant portion of this thesis. Also, the purity of the designed heralded SPSs
has been simulated, and the effects of the possible imperfections of the PIM circuits along
with practical SPSs have been investigated with numerical models. As such, the study pre-
sented here provides insights into the indistinguishability of the heralded SPSs to build
scalable quantum technologies in SOI photonic platform.
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েকায়া%াম েফাটিনকস েমৗিলক িব/ান এবং সব2াধুিনক 5যিু7র সীমানায় অব;ানকারী একিট নতুনতম 
গেবষণার ধারা। েকায়া%াম েফাটিনকস এর 5েয়াগ‌েলার মেধC অনCতম ৈরিখক-আেলাক েকায়া%াম 
কিGউিটং এর জনC আদশ2 একক-েফাটন উৎস (SPS) 5েয়াজন। আদশ2 SPS এর একিট 5ধান েযাগCতা হেN 
একািধক SPS হেত িনগ2ত একক-েফাটন‌েলা 5ায় সGূণ2 (৯৯%) অিভR (indistinguishable) হেত হেব। 
এই েযাগCতা আনপুািতক হাের সািক2 ট বড় করার (scalable) একিট সিঠক পিরমাপ, যােত একিট জিটল 
েকায়া%াম অCালগিরদম সGাদেনর জনC অেনক অিভR SPS একিট িচেপ একিXত করা যায়। এখন পয2Y ৯৫% 
েচেয় েবিশ SPS এর অিভRতা েকানও েফাটিনক মাধCেমই অিজ2ত হয়িন। েফাটিনকস এর মাধCম‌েলার মেধC 
একিট িবেশষ মাধCম হল িসিলকন অন ইনসুেলটর (SOI) েফাটিনকস যা একিট আদশ2 SPS এর 5িত\িত েদয়। 
এছাড়াও SOI েফাটিনকস এর পিরপ^ ফCাি_েকশন 5যিু7, সিতCকােরর ে`েলবল িনম2াণেকৗশল এবং 
ইেলকaিনক ইি%েbশন এর একিট েরাডমCাপ আেছ। যিদ এই মাধCেম ৯৯% এর েচেয় েবিশ অিভR SPS অজ2ন 
করা যায়, তাহেল এিট িদেয় পয2াd পিরমােন জিটল অCালগিরদম সGাদন করা যােব যা eািসকCাল কিGউটার 
িদেয় করা সfব নয়। অতএব, এই গেবষণার মূল উেgশC হল SOI েফাটিনকস বCবহার কের অিভR SPS অজ2েনর 
উপায়‌িল খঁুেজ েবর করা এবং তুলনা করা। এই লেiC আমরা দিুট সুপিরিচত কাঠােমা েবেছ িনেয়িছ: 
নCােনাওয়ার ওেয়ভগাইড এবং মাইেjা-িরং েরজেনটর। যিদও ঐ দিুট কাঠােমা হেত উৎপR একক েফাটন এর 
উlলতা এবং িব‌nতা বCাপকভােব তািoক ও পরীiামূলকভােব গেবষণা করা হেয়েছ, িকp অিভRতা সjাY 
তথC অ5তুল। ‌ধুমাX িতনিট পরীiা এখন পয2Y ওেয়ভগাইড এর অিভRতা গেবষণা কেরেছ। আর মাইেjা-
িরং েরজেনটর এর অিভRতা SOI অথবা অনC েকানও মাধCেমই পরীiা করা হয়িন। েযেহতু েরজেনটর এর 
অননুাদকতা একক েফাটন এর উr উlলতার এবং িব‌nতার 5িত\িত েদয়, সুতরাং মাইেjা-িরং েরজেনটর 
SPS এর জনC একই-িচেপ েফাটন অিভRতার পিরমাপ (PIM) সািক2 ট িডজাইন এবং বাsবায়ন এই 5েবtর 
একিট ‌uvপূণ2 অংশ। এছাড়াও, এখােন বCবwত একক-েফাটন উৎেসর িব‌nতা িসমুেলশন করা হেয়েছ 
এবং PIM সািক2 েটর সfাবC xিটর 5ভাব সাংিখCক মেডল িদেয় পরীiা করা হেয়েছ। সািব2কভােব, এই 5বেt 
উপ;ািপত একক-েফাটন উৎেসর গেবষণা SOI েফাটিনকস িদেয় ে`েলবল েকায়া%াম 5যিু7 িনম2ােণর জনC 
অYদৃ2িz 5দান কের। 
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Light and the particle of light have invoked curiosity since the early days of humanity.
Ancient Greece considered fire (≡ light) as one of the four fundamental elements of the
world. The early Indian subcontinent considered light as one of the five fundamental
elements of the universe, from which other elements emerge. The idea of light, its fun-
damental constituents and properties, such as colour, was a subject of scholarly debate
throughout history. Although most of those ideas appear crude in the 21st century, our
modern physics reveals that the photon, the fundamental particle of light, is versatile and
can be considered as a fundamental particle of the universe from which other elements
emerge.
Figure 1.1: Photon: a key quantum particle of the universe. (a) Compton scattering.
Elastic scattering of a photon with an electron changes the wavelength of the photon
showing wave and particle behaviour simultaneously. (b) Virtual photon, the carrier of the
electromagnetic force, causes the electron-electron repulsion in this Feynman diagram.
(c) Two-photon physics, showing photon-photon scattering in the vacuum. (d) Electron-
positron pair production from gamma rays. (e) Photons combined with excitons (electron-
hole pairs) can form polaritons. (f) Light can be stopped entirely and transformed into a
matter wave in Bose-Einstein condensate (BEC) and revived. All the images in this figure
have been adapted from Wikipedia except (f) which has been adapted from Ginsberg et
al., Nature 445, 623—626 (2007) [1].
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The photon is one of the elementary quantum particles and the particle of light. It
demonstrates the wave-particle duality in Compton scattering (Fig. 1.1 (a)). Photons are
the quanta of the electromagnetic field which is one of the four fundamental forces in the
universe. In fact, photons or more accurately virtual photons are also the force particles of
the electromagnetic field. Figure 1.1 (b) shows Feynman diagram of the electron-electron
(e−—e−) repulsion mediated by a virtual photon γ. Photons are bosons and can form su-
perfluids [2,3]. Photons are also their own anti-particles. When an electron-positron pair
annihilates each other, they release the energy as gamma rays (photons). The reverse
process, matter creation, is mediated by the presence of a nucleus, and electron-positron
pairs are produced from very high energy gamma rays (photons) (Fig. 1.1 (d)). A photon
can be combined with other quasiparticles such as an exciton (electron-hole pair in a
semiconductor) and form another quasi-particle called polariton (Fig. 1.1 (e)).
In the above examples, photons appear to be fundamental particles in many different
types of physics, but a question remains whether the photon is indivisible such as an
electron or it constitutes more versatile fundamental elements. In two-photon physics,
high energy photons (gamma rays) have been collided with each other to investigate the
constituents of the photons and to observe photon-photon scattering (Fig. 1.1 (c)). This is
quite in contrast with our usual experience of stargazing, as photons travelling through
vacuums for billions of years unperturbed, reach our eyes. Also, contrary to the popular
belief that photons always travel at the speed of light, this has been dramatically vio-
lated using slow light medium. As shown in Fig. 1.1 (f), a light pulse is slowed down
and completely stopped when it encountered first of the two Bose-Einstein condensates
(BECs). It transferred all the information to the matter wave which then propagated to
the second BEC. At the end of that BEC, the light pulse is revived again retaining all the
information [1]. Actually, photons produced in the core of the sun may take millions of
years to reach the surface due to a slow down, but then only 8.3 minutes to reach the
earth.
In general, photonics, the scientific and technological pursuit of photons is invigorating.
It not only evokes one’s curiosity but also relates the scientific truth to the big philo-
sophical questions, such as what is the universe made of and where is our place in it.
1.1 Motivation
Photonics stands at the border of science and cutting-edge technology. The present sci-
entific knowledge of the photon not only satiates our curiosity but it also holds immense
possibilities in the form of futuristic technologies. For instance, attosecond pulses have
enabled space-time measurements with sub-atomic scale precision. This has been used to
measure real time-resolved propagation of electromagnetic field oscillations (not just the
envelope) [4] and chemical reactions with sub-femtosecond resolutions [5] (Fig. 1.2 (a)) to
name a few applications. High precision and table-top optical clocks are being developed
using optical frequency combs which are generated with standard integrated-photonic
components (Fig. 1.2 (b)). Another high precision application of photonic technology is the
use of Michelson interferometer to detect graviton (the particle of the gravitational field)
propagation in LIGO (Fig. 1.2 (c)). A state of the art photonic spectroscopy method [6]
revealed the quantum walk performed by the excitons generated during photosynthesis
process and its efficient (near unity) transfer of excitons to the reaction centre [7], which
is one of the topics that started the revolutionary field of quantum biology [8]. Last but
not least is the photonic quantum computing. Photonic quantum computing can revo-
lutionise our current understanding of the physical world. This promise is due to the
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fact that nature is governed by quantum mechanics and quantum computers operate
on the very same principle, unlike classical computers. Therefore, the quantumness of
nature can only be understood using a quantum computer free of the classical limita-
tions. Also, quantum computation has shown advantages over classical computation, for
example, Shor’s algorithm can factorise prime numbers more efficiently [11]. Thus, it
can break the RSA public key encryption [12], which is the underlying principle of online
banking. Figure 1.2 (d) shows one possible implementation of quantum computing using
measurement-based cluster states of photonic qubits entangled in a large matrix along
with feedforward networks (e.g. electronic integration) [10]. Most of the measurement
based quantum computing schemes—generalised teleportation model [13] and one-way
quantum computing [14]—require a large number of identical physical qubits such as
> 106 [15, 16] as also envisioned by Google’s quantum computing in Fig. 1.3. Identical
photonic qubits also require identical single-photon sources.
Figure 1.2: Photonic technologies. (a) Attosecond pulses can dynamically capture the
chemical reactions with attosecond precision. This image is adapted from Calegari et
al, Science 346, 336-339 (2014) [5]. (b) Table-top generation scheme of optical fre-
quency comb adapted from Kippenberg et al, Science 332, 555-559 (2011) [9]. (c) Grav-
itational wave measurement in LIGO using Michelson interferometer—another photonic
technology. This image and the aerial view in the inset are adapted from Wikipedia. (d)
Cluster state generation and preparation using the entangled matrix of pure and indis-
tinguishable single-photons for photonic quantum computing. This figure is adapted from
O’Brien, Science 318, 1567-1570 (2007) [10].
There are many photonic platforms which have the capability to integrate electronics
and photonics on a single chip. Silicon photonics is one such platform. In fact, silicon pho-
tonics is one of the most promising platforms for near-term implementation of quantum
technologies. Silicon photonics is a mature platform with existing roadmap to electronic
integration, such as a proof of principle demonstration of electronics + photonics inte-
gration [17], even though silicon is not the best material from the perspective of a pho-
tonic or even electronic components. For example, compound (III-V or II-VI) or hetero-
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junction semiconductors show high electronic speeds and better optical non-linearities.
However, silicon has established large scale integration and standardised photonic fab-
rication. Silicon foundries offer low-cost multi-project wafers with relatively low loss
waveguides. The key advantage of silicon is the combination of its moderate nonlin-
earity, ability to increase complexity and existing roadmap of electronic integration. In
fact, today’s silicon electronic industry produces microprocessor chips containing high
component density, an excess of 20 billion ( 106) transistors. Therefore, Silicon on Insu-
lator (SOI) photonic platform represents a good choice to implement quantum computing
schemes.
Figure 1.3: The vision of quantum computing research direction published by Google
showing that for an error corrected computing an excess of 106 physical qubits
are required. That corresponds to a large array of indistinguishable sources for
photonic qubits. Such a high density of components has only been demonstrated
in fabricating the processor chips containing more than 20 billion (20 × 109) tran-
sistors. This image is adapted from https://research.googleblog.com/2018/03/a-preview-
of-bristlecone-googles-new.html.
A modular implementation of cluster state quantum computing scheme requires near
unity indistinguishable single-photons, as every photon interferes with at most 3 nearest
neighbour photons [18]. From photonic qubit’s perspective, this requires an array of
near ideal single-photon sources. Near unity indistinguishability among single-photon
sources is one of the figures of merit of an ideal Single-Photon Source (SPS). Highly in-
distinguishable single-photon sources are also desirable for other quantum technologies
such as quantum metrology and quantum communications. This is the primary reason for
choosing silicon photonics to develop near ideal single-photon sources in this thesis. If
SPSs in silicon can be shown with 99% indistinguishability with high brightness, consid-
ering silicon’s scalability, it will have the advantage over other platforms leading to the
earliest demonstration of quantum supremacy.
1.2 Structure of the thesis
The goal of this thesis is to design and characterise bright, pure and indistinguishable
heralded single-photon sources in silicon photonics. We have chosen popular structures
such as nano-wire waveguides and micro-ring resonators. Also, we want to relate the
design parameters of such structures with the figures of merit of an ideal SPS. We aim to
construct a model that gives a perspective on the limitations of such a characterisation
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method and the SPSs.
Figure 1.4: Structure of the thesis. The area of the research in this thesis is equivalent
to a drop in the ocean. Yet, in this thesis, by developing indistinguishable single-photon
sources in silicon photonics, we hope to glimpse the universe.
The next two chapters of this thesis contain literature reviews, figures of merit used for
SPSs characterisations and a brief review of the silicon photonic components used in this
thesis. The methods and definitions mentioned in these chapters will be used in the rest
of the thesis. Afterwards, the designs and models of the silicon photonic circuit for Photon
Indistinguishability Measurement (PIM) has been explained. Next, we simulated the effect
of imperfect SPS and imperfect photonic circuit on PIMs. Finally, we have presented the
experiments: on-chip PIM with micro-ring resonator SPSs, off-chip PIM with waveguide




Silicon photonics and recent advances in heralded
single-photon sources
This part contains two chapters on background theories and literature reviews. Chap. 2
begins with the figures of merit of a Heralded Single-Photon Source (HSPS), and concludes
with recent advances of HSPS in silicon photonics compared to other platforms. Chap. 3
introduces general silicon photonics and its usability for quantum photonic technologies
such as to design the PIM circuits.
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Spontaneous emission of photons is a natural phenomenon frequently observed in the
biological world. Planktons fluoresce while fireflies convert chemical energy to light. In
non-organic materials, spontaneous emission of gamma rays (photons) from radioactive
materials had been made well known by Henri Becquerel and Marie Skłodowska-Curie.
Nevertheless, the origin of the word photon and its first scientific usage is debatable.
9
Chapter 2. Attributes of an ideal HSPS and recent advances
Photon has been first defined11Quantum &
Lichtquanta
in the context of fundamental energy unit (quantum) of
light in explaining photo-electric effect by Max Planck and Albert Einstein. This quanti-
sation is referred to as first quantisation. However, a photon as a quantum of electromag-
netic radiation had not been defined until after the electromagnetic field was quantised.
This is usually referred to as second quantisation. In the view of the quantisations, a
single-photon is broadly defined as the single indivisible quantum of the electromagnetic
radiation that contains all the properties of that radiation. In this definition, the depen-
dence of the electromagnetic field of the photon on spectral, spatial or any other attributes
is not constrained. The only condition is that a single-photon quantum state has to contain
only one quantum of the electromagnetic field of the quantum system in discussion.
Historically, the spontaneous emission from the atomic cascades was the first exper-
imental source of single-photons [19]. Subsequently, nonlinear optical processes and
artificial molecules (quantum dots) have gained popularity to generate single-photons.
An ideal single-photon source: emits single-photons on demand (deterministic / unity
heralding efficiency); provides a sufficient rate of single-photons (high brightness); emits
each photon in a single optical mode (high purity) and has photons from multiple sources
indistinguishable from one another (high indistinguishability). The quality of a practical
single-photon source is based on these figures of merits, as depicted in Fig. 2.1. Indistin-
guishability of a practical single-photon source is essential for scalable photonic quantum
technologies (e.g. quantum computing).
Figure 2.1: A comparison between ideal and practical single-photon sources. ηH :
heralding efficiency; P : purity; |1〉: single-photon state and |2〉: two-photon state. The
diagram on the right shows the indistinguishability between two ideal single-photon
sources.
In the past few years, quantum photonic technology emerged as the next leading tech-
nology of the world. Single-photon sources are one of the key pre-requisites of quantum
photonic technology. Significant works have been carried out in producing near ideal
single-photon sources in solid state platforms (e.g. quantum dots) and nonlinear optical
platforms (e.g. parametric down conversion, four wave mixing). In this chapter, first, the
various types of platforms of the single-photon sources will be mentioned. Then, we will
focus on the spontaneous four wave mixing sources. Afterwards, the figures of merit of
an ideal source will be discussed. Lastly, recent progress on the single-photon sources
achieved in different platforms will be briefly compared.
2.1 Types of single photon source
Single-photon sources have been implemented in a variety of photonic platforms. Mostly,
they fall into two broad categories: Deterministic Single-Photon Source (DSPS) and Her-
alded Single-Photon Source (HSPS). Both of these categories can be viewed as effective
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two level systems as discussed in the next section.
2.1.1 An effective 2-level system
Photons are energy quanta. According to one of the fundamental rules of physics, the
energy conservation:
Energy cannot be created or destroyed, it can only be transformed from one
form to another.
Therefore, we cannot create single-photons but can only transform other forms of energy
to become single-photons. The above principle actually stems from the symmetry in time
as explained by Noether’s theoremwhich relates symmetries with conservation principles.
Therefore, during the photon emission process other symmetries such as space and angles
give rise to linear and angular momentum conservation rules. A single photon emission
process has to follow all of the conservation principles. The single-photons generated
by the non-linear optical process, used in this thesis, have the same polarisation as the
pump. Thus, in all our calculations, only energy and linear momentum conservation will
be considered.
Figure 2.2: Effective two level systems. (a) A two-level system showing the bottom and
top levels as atomic ground energy state |g〉 and excited energy state |e〉 respectively. Step
1: the atom is excited to the higher energy level |e〉. Step 2: the atom returns to its lowest
energy level |g〉 naturally, and emits a single-photon to conserve the energy. It is assumed
that it is a direct bandgap material to facilitate photon emission. Also, in practice, as two-
level system cannot reach steady state with 100% throughput of single-photons, three-
or four-level systems are used. (b) A nonlinear optical process, spontaneous parametric
down conversion (SPDC), can also be viewed as an effective two level system [20]. In
SPDC, a photon from the pump laser is absorbed and then two new photons with half of
the energy of the pump photon are emitted.
An ideal way to generate single-photons is to excite an atomic system (DSPSs) to a
higher energy level by means of electrical, optical or other forms of energy. For example,
Fig. 2.2 (a) describes the excitation of a system from the ground energy state |g〉 to the
excited energy state |e〉. We know that any system naturally tends to return or stay to its
lowest energy state |g〉. According to the Jaynes-Cummings model [21], when the system
returns to the |g〉 state, it dissipates this energy into the vacuum electromagnetic bath and
brings a virtual photon into existence. Considering the system under discussion permits
such radiative transitions, a single photon will manifest as spontaneous emission. The
frequency (ω) or colour of the single-photon is related to the energy difference between
the two levels:
E|e〉 − E|g〉 = ~ω (2.1)
where, ~ is related to the Planck constant, h = 2π~.
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The quantum-mechanical description of the nonlinear optical processes such as SPDC
(Fig. 2.2 (b)) or SFWM describe similar underlying physics. The primary difference with
nonlinear optical processes is that the energy levels are represented as virtual energy
levels (specified by dotted lines) [20]. Virtual energy levels are not eigenstates of an atom
but the combined energy of the atomic energy state and the radiation field. Nonlinear
optical phenomena are matter mediated and strongly depend on the material properties.
The aforementioned energy andmomentum of a single-photon are interdependent through
the dispersion relation of the material. This relation is particularly important for nonlinear
optical processes to determine the phase-matching (momentum conservation) conditions.
The Jaynes-Cummings model can explain single-photon emission from both atomic tran-
sitions and nonlinear optical phenomena using the effective two level system. In the next
section, the physical process of practical DSPSs and HSPSs will be briefly discussed.
2.1.2 Deterministic single-photon source (DSPS)
Deterministic single photon sources are either atomic or molecular systems, or systems
that modify material structures to mimic atomic systems. These are called deterministic,
because as soon as the system is excited, a single photon emission is guaranteed through
the relaxation process. However, the collection efficiencies of the single-photons are not
unity in practical systems, which counteracts the concept of guaranteed photons. Popular
deterministic sources include atomic vapours, cold atoms, quantum dots, colour/defect
centres, large organic molecules etc.
Figure 2.3: Phonon assisted emission from quantum dots. (a) Shows spontaneous emission
of photons from excited state |e〉 to the ground state |g〉 or the zero phonon line (ZPL). When
the lattice vibrational modes or phonons also participate, the emitted photons constitute
the sidebands (SB). (b) Shows the photon emission spectrum: photon emission probability
as a function of frequency or energy (~ω). Due to the phonon assisted emission, the photons
have sidebands unique to that specific quantum dot. These figures are adapted from Iles-
Smith et al, Nat. Phot. 11(8), 521-526 (2017) [22].
Quantum Dots and quantum LEDs
Quantum dots are a promising candidate for deterministic single-photon sources. A quantum
dot structure is made in solid-state direct band-gap material system to enable radiative
transitions. III-V semiconductor system (such as InAs or GaAs) or compound semicon-
ductor materials such as InGaAs are some popular choices. In these semiconductor ma-
terials, the energy bands can be engineered to give rise to quantum well or quantum dot
structures resembling well defined atomic energy levels. The quantum particle that gets
trapped in such a structure is called an exciton (bounded electron-hole pair). An exciton
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can be excited in two major ways which subsequently emits photons during relaxation:
photoluminescence and electroluminescence. In photoluminescence, a laser light is used
with a wavelengthmatching the transition energy (resonant excitation) or slightly detuned
from it (non-resonant excitation). Electroluminescence uses electrical current as an exci-
tation. Quantum dots that use electroluminescence, are called quantum LEDs. Quantum
LEDs are more scalable as they do not need any external sources (lasers) for excitation. To
date, the indistinguishability and consistency of single-photons from electroluminescence
are much lower than photoluminescence systems.
Solid state lattices contain vibrational modes of energy that contribute during the photon
emission process. The quantum particle of lattice vibration is called phonon. Transition to
a phonon energy level is non-radiative. The ground state (|g〉) does not have any phonon
levels, and therefore, the emission to |g〉 is called the zero phonon line (ZPL). ZPL transition
from |e〉 to |g〉 radiates the desired photons, as shown in Fig. 2.3. The figure also shows
that the phonon assisted transition results in a broad sideband (SB). This SB strongly af-
fects the quality of the single-photon such as spectral indistinguishability and brightness
reduction. A cavity built around a quantum dot can suppress the SB and enhance the ZPL
emission. The physics of the photon-emission process in quantum dots under various cir-
cumstances is captured by non-Markovian processes [23]. Such analysis in conjunction
with the presence of a cavity can be found in [22].
Atomic, molecular & colour centre systems
The principle of single-photon emission from atomic, molecular or colour centres is same
as for the quantum dots. The first experimental single-photon source of light was atomic
cascades [19]. In that experiment, mercury atoms 202Hg were excited by electron bom-
bardment (cathode-ray-tube electron gun) and subsequent cascaded atomic transitions
were used. It showed that second quantisation is necessary to account such photo-emission
process. Due to the subsequent photon emission in subsequent transitions, an atomic
cascade resembles a photon-pair source. In recent years, rubidium isotope 87Rb in vapour
cell has been used for single-photon generation and single-photon non-linear optics [24].
Large organic molecules have become popular as single-photon sources [25] as they fall
under two-level systems while at the same time the chemical formulae can be engineered
to give certain spectral response. In addition, the organic molecules are large enough to
pick up using optical tweezers and place them on a waveguide or a cavity. That facilitates
guided emission and spectral engineering through photonic circuits with high collection
efficiencies.
Colour centres in diamonds or defects centres in silicon have also been used as single-
photon emitters. They are particularly popular as they operate in room temperature [26]
and the spin property of the atomic transition can also be used for quantum-bit (qubit)
processing.
2.1.3 Heralded single-photon source (HSPS)
A heralded single photon source (HSPS) generates pairs of single-photons, in contrast to
DSPSs. Detecting one of the single-photons of a pair heralds the presence of the other
single-photon, hence the name HSPS.
Two most common nonlinear optical processes of generating photon pairs are: second
order and third order non-linear processes corresponding to χ(2) and χ(3) susceptibility
respectively. These are essentially the dominant susceptibility tensors after the linear one
χ(1). The susceptibility tensors arematerial properties and their values depend on the sym-
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metry of the atomic arrangements and other atomic properties. During the propagation of
light they contribute to the polarisation response of the material. Usually, the magnitudes
of χ(2) and χ(3) are significantly smaller than the linear susceptibility. In a low intensity
light propagation, the light beams do not interact with each other due to the linearity
property of the linear susceptibility. Any nonlinear process requires light-beams, known
as pumps, with high enough intensities to mediate interactions with the matter. These
interactions drive the material’s response such that the higher order susceptibilities start
to play roles in the polarisation response of the material. These susceptibilities couple the
propagation equations of the light beams, and generate photons with new frequencies.
Historically, these photon-pairs are called signal-idlers. One major difference between
DSPSs and HSPSs is that generation of signal-idler photon pairs in HSPSs is probabilistic.
In contrast, detecting the idler single-photon guarantees the presence (heralding) of the
signal single-photon, which can then be multiplexed to make a near-deterministic single-
photon source.
Spontaneous parametric down conversion (SPDC) and spontaneous four wave mixing
(SFWM) processes are the two most popular processes of photon-pair generation. Usually,
the value of χ(3) is weaker than χ(2). In centro-symmetric materials, such as silicon, χ(2)
vanishes, making χ(3) dominant. The HSPSs discussed in this thesis are based on χ(3)
(SFWM).
Spontaneous parametric down conversion based HSPSs
The χ(2) susceptibility facilitates the spontaneous parametric down conversion process.
Figure 2.2 (b) describes the process, where a photon from a strong pump beam (ωp) dis-
appears into the vacuum, and two new photons (ωs, ωi) come into existence. The energy
and momentum of the whole process involving all three photons are conserved:
Energy conservation : ~ωp = ~ωs + ~ωi (2.2)
Momentum conservation : ~kp = ~ks + ~ki (2.3)
In degenerate SPDC, the central frequencies of the new photons have half the frequency
of the original pump photon, ωs0 = ωi0 = ωp/2. The figures of merit of the SPDC photon-
pairs are intricately related to the χ(2) tensor and other properties such as the geomet-
rical dimensions of the HSPS. SPDC sources have been extensively researched in the
past decades and until now they are the best single-photon sources available in terms
of brightness, purity and indistinguishability.
Figure 2.4: Spontaneous four wave mixing (SFWM): (a) Energy and momentum conser-
vation of the absorbed and generated photon-pairs. (b) Detecting one photon of the
photon-pair, we can herald the presence of the other photon. Thus, it acts as a heralded
single-photon source.
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Spontaneous four wave mixing based HSPSs
The χ(3) susceptibility facilitates the spontaneous four wave mixing process. Figure 2.4
describes the process where two photons from the strong pump beam (ωp) disappear into
the vacuum and two new photons (ωs, ωi) come into existence. The energy and momentum
of the whole process involving all four photons are conserved:
Energy conservation : 2~ωp = ~ωs + ~ωi (2.4)
Momentum conservation : 2~kp = ~ks + ~ki (2.5)
Here, the nonlinear phase shift contribution during momentum conservation is not in-
cluded.
The conservation principles and the properties of the single-photons depend strongly on
the χ(3) tensor and the properties of the pump beam. The value of the nonlinear suscep-
tibility (χ(3)) coefficient depends on the material properties such as the symmetry of the
atomic arrangements and atomic properties. The strength of the nonlinear process such
as SFWM depends on the strength of the non-linearity of the material and the intensity
of the pump light. In fact, when a strong laser with intensity I propagates through a χ(3)
material, the refractive index can be expressed as [20],
n = n0 + n2I (2.6)
where, n0 is the refractive index of the material and n2 is the intensity dependent re-
fractive index. Our primary material of choice for the photonic circuits, silicon, has an
inversion symmetry resulting in a strong χ(3) and a vanishing χ(2). Silicon has a value of
χ(3) =2.8 × 10−18 m2/V 2 and n2 = 2.7 × 10−14 cm2/W [20]. These values are considerably
higher than other materials with inversion symmetry. For example, it is 100 times higher
than the glass which is used to make optical fibre. Moreover, the high refractive index
value of silicon (n = 3.41) can guide the light in a tightly confined waveguide structure
with effective cross sectional area of 500 nm × 220 nm or even smaller. That, in turn, in-
creases the intensity of the light beam inside the waveguides compared to an optical fibre.
The effective nonlinearity of a waveguide is expressed in relation to the effective area Aeff





Due toAeff , the actual value of γ depends on the waveguide geometry and the surrounding
media of the waveguide. For a strip waveguide of 500 nm × 220 nm, typical values of γ =
400/(m.W ). To put this into perspective, it is remarkable to consider that the intensity of a
1 mW power of light (1550 nm wavelength) inside such a waveguide exceeds the intensity
of the light at the surface of the sun’s corona.
Quantitative analysis of the SFWM pair-generation is essential to the design of a photon-
pair HSPS. Maxwell’s electromagnetic wave equations describe both classical pump and
single-photon light propagation through any material structure. Non-linear Schrödinger
equation arising from Maxwell’s equations is useful in understanding the parasitic effects
of nonlinearity on pair generation. Such analysis is an essential first step in describing the
environment in which the photon-pair generation takes place [27]. Instead, in this section,
we will qualitatively discuss the final outcome of the quantum mechanical description of
the SFWM process to define the attributes of an ideal heralded single photon source.
Afterwards, the quantitative discussion of these attributes will follow.
Quantum mechanically, the interactions among the pump beam and the signal-idler
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where the normalisation constant N is related to the strength of the interaction, the bi-
photon function f(ωs, ωi) contains energy and momentum conservation of the interaction,
H.c. represents Hermitian conjugate, and â†(ωs), â†(ωi) represent creation operators of
signal and idler photons which act on the vacuum and generate signal and idler photons.
The above expression of Ĥint can relate and define the figures of merit of the heralded
single-photon sources discussed in the following section.
2.2 Figures of merit of heralded single-photon sources
The figures of merits commonly used for a heralded single-photon sources are brightness,
purity, heralding efficiency and indistinguishability as described in Fig. 2.1. The character-
isation schemes to quantify the figures of merit of a HSPS are elaborated in the following
sub-sections.
2.2.1 Brightness
The brightness refers to the coincidence count rate (expressed as CC) of the photon-pairs
generation from a HSPS. It is related to the normalisation constant N in Eq. 2.8. N is
proportional to the intensity of the pump beam and the strength of the χ(3) non-linear
interaction, and depends on the conservation principles. The exact analytical relation
between N and the rate CC depends on many factors, such as the strength of the non-
linearity, energy and momentum conservation, application of filters, actual geometry of
the HSPS etc. Also, we know from the preceding section that the SFWM process depends
on the powers of the two pump fields. Hence the quadratic dependence of SFWM on the
power (P ) of a single pump field. For a CW pump with frequency ωp, waveguide HSPS of
length LWg and photon collection bandwidth ∆Ω, the effective brightness of the HSPS γeff








where, γ is the effective non-linearity containing χ(3) which is mentioned in the last section.
A similar expression can be obtained for the pulsed pump [27]. In an experiment, ∆Ω is
fixed by the collection bandwidth of the filter. Thus, γeff can be viewed as the intrinsic
photon-pair generation efficiency of a HSPS, per unit squared power of the pump laser
in per unit of time. In terms of waveguide’s geometry, γeff is proportional to the length
squared L2Wg and inversely proportional to the effective cross-sectional area squared A2eff
(hidden in γ).
A micro-ring resonator resonantly enhances optical fields through the cavity structure,
and the brightness is expected to be higher. If the field enhancement on resonance (ωp)
is expressed as fE(ωp), then the intrinsic efficeincy γeff and rate CC of photon-pair gener-








where, LRg is the length of the cavity and vg is the group velocity of the photon’s wavepacket.
A similar expression can be obtained for pulsed pump [32]. The dependence of γeff on
the geometry of the resonator is related by the field enhancement fE(ωp) (Sec. 4.2.4). It
strongly depends on the round-trip loss of the cavity which depends on the specific geo-
metrical structure of the cavity.
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According to the above Eqs. 2.10 and 2.12, once all the design and material parameters
(e.g. L, χ(3), vg) of HSPSs are fixed, the rate CC depends quadratically on the pump
power P . Therefore, γeff can be used as a metric of brightness of HSPSs under the same
experimental conditions. For a pulsed laser experiment, if the average pump power is
Pavg, and the repetition rate of the laser is R, then the brightness is also defined by the







In the following, common measurement techniques to extract γeff are discussed.
Figure 2.5: Estimating HSPS’s brightness. (a) Brightness of the generated photon pairs is
measured by detecting signal photons (s), idler photons (i) and both of them together (s-i)
as coincidence events by a coincidence logic (CL) unit. (b) Coincidence counts measure-
ments under continuous wave (CW) and pulsed configurations using time-interval analysis.
The signal and idler photons may experience different amounts of delays before being de-
tected by D1 and D2. For a specific delay corresponding to the simultaneous generation
of signal-idler photons, the coincidence is the highest. That is the measure of brightness
(CC). In all other delays the coincidence is counted as accidentals (ACC). (c) A plot
of signal, idler and coincidence as a function of normalised power following Eqs. 2.14,
2.15, 2.16. (d) A relative comparison of the coincidence rate without (Eq. 2.16) and with
(Eq. 2.32) non-linear losses and multi-pair emission.
Two-fold measurements
Considering that the above expressions (Eq. 2.10, 2.12) of brightness are proportional to
the square of the pump power, the detection rate of signal (C(s)), idler (C(s)) and the signal-
idler coincidence (C(s, i)) can be expressed by the following set of equations commonly
used in the literature [32,35]:
C(s) = (ηsγeff )P
2 + βsP +DCs (2.14)
C(i) = (ηiγeff )P
2 + βiP +DCi (2.15)
CC(s, i) = (ηiηsγeff )P
2 +ACC (2.16)
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Here, DC represents dark counts and ACC represents accidentals. ηs and ηi represent the
detection efficiencies for the signal and idler channels respectively. Figure 2.5 (a,b) depict
the experimental configuration and Fig. 2.5 (c) plots the above equations as a function of
the pump power (P ). The experimental data is first fitted with quadratic equations:
Ck = akP
2 + bkP + ck (2.17)
CC = asiP
2 +ACC(P ) (2.18)
where, k = {s, i} represents signal or idler. The coefficients ak of the quadratic term is














If the width of the coincidence window is τw, then the Coincidence to Accidental Ratio





In practice, the above model is sufficient provided that we have photon number re-
solving (PNR) detectors and can always herald only single-photon states, or if the power
is low enough that the multi-pair emission is negligible and the non-linear losses in the
system are negligible. This model of brightness estimation needs modification, particu-
larly, accounting for multi-pair emissions for measurements usually done with non-PNR
detectors. In the following, the origin of the multi-pair emission and the three-fold mea-
surement technique as an estimation method are discussed.
Figure 2.6: Multi-pair emission. (a) Multi-pair emission from a photon-pair source with
squeezing strength x = |tanh(λ)|2. (b) Detection probability of the multi-photon states with
respect to squeezing λ: single-photon state P|1〉, two-photon state P|2〉 and three-photon
state P|3〉.
Multi-pair emission effect
The origin of multi-pair emission can be understood from the expression of wavefunction
of the photon pairs derived using Eq. 2.8. For pure signal-idler photon-pairs (explained in
more detail in section 2.2.4), the interaction Hamiltonian can be simplified as,
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This is a Hamiltonian for single mode twin-beam squeezer [28]4 4in section 7.7with squeezing λ, and
creation operator for signal and idler photons Ĉ†s and Ĉ†i respectively. The wavefunction












































where, λ is the squeezing parameter and also the eigenvalues of the Schmidt decompo-
sition for a multi-mode twin-beam squeezers as explained in Sec. 2.2.4. The squeezing
strength x is directly related to the generation probability of each photon-number term as
explained below. The strength x and the argument θλ are expressed as,
x = tanh2(|λ|) ≤ 1 (2.29)
θλ = ∠λ (2.30)
The squeezing strength x is related to the average photon-number per pulse through,
n̄ = 〈n〉 = sinh2(|λ|) = x
1− x (2.31)
Considering x is always less than unity, the most dominant term in the above expression
(Eq. 2.28) of |Ψ〉 is the vacuum term |0, 0〉, confirming that most of the time in the SFWM
process, nothing happens and the strong pump beam propagates through the structure
without any change or non-linear interaction. The next dominant term is the single photon
term |1, 1〉 with coefficient √x. The detection of this term is proportional to P|1〉 = (1− x) x.
At low values of x, it reduces to, x ∝ |λ|2 ∝ γ2eff , which is consistent with the system of
Eq. 2.16. Although small, at high enough input power (high x) the higher order terms, such
as |2, 2〉, start to contribute to the photon counts. A relative comparison of the strength of
the different terms in the above equation is plotted in Fig. 2.6 (b).
This wave-function |Ψ〉 of the photon pairs generation and the detection is depicted by
the cartoon in Fig. 2.6 (a). As we use non-photon number resolving detectors, detecting
idler photons in |1〉 or |2〉 (or higher order) states cannot be differentiated and the heralding
will always assume |1〉 state for signal photons even when it is |2〉 state. This will erro-
neously add single-photon counts from all the higher order photon number states, while
the above count rate equations are only valid for single-photon number state |1〉. A more
accurate rate equation can be found in [36],
CC =
xηiηs(x
2(1− ηi)(1− ηs)− 1)
(1− x(1− ηi))(1− x(1− ηs))(x(1− ηi)(1− ηs)− 1)
(2.32)
Here, the ηi and ηs has been modified to include the non-linear losses (Two-photon ab-
sorption and free carrier absorption). Figure 2.5 (c) compares this equation with Eq. 2.16,
showing that the estimation of the brightness is lower in this method.
Three-fold measurements (g(2)H )
Themeasurement basedway to correct formulti-pair emission effect in estimating brightness
is to perform a three-fold coincidence count measurement, commonly known as condi-
tional (heralded) second order correlation g(2)H . Themain idea in this scheme is that placing
an even-split beam-splitter in the path of heralded photons acts as a pseudo PNR detector.
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Figure 2.7: A cartoon of heralded g(2)H and un-heralded g(2) measurements. g
(2)
H quantifies
the multi-pair contamination and photon-number purity. g(2) quantifies the multi-mode
contribution and spectral purity. The relation between g(2) and spectral purity is non-
intuitive [30,37]. (a) The idler photons are detected (D1) and herald the presence of the
signal photons, which pass through an even beam-splitter (BS). The photons from both
of the output ports of the beam-splitter are detected (D2, D3), and the whole event is
counted as a 3-fold coincidence. (d) g(2) measurement (Sec. 6) is an un-heralded 2-fold
measurement and does not include idler detector (D1). Raw data collected using the coin-
cidence logic unit (CL) as a function of time delay (τ) for (b) g(2)H and (e) g(2). (c) The form
of g(2)H as a function of power P , shows the strong presence of multi-photon states at high
pump power. (f) Usually, g(2) is not affected by optical gain G (function of power) unless
the gain is very high.
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As shown in Fig. 2.7 (a), the detection of the idler photons heralds the presence of
signal photons which are then passed through an even beam-splitter. If the incoming
signal photons are in the single photon state (|1〉), then they will go through only one of
the output ports of the beam-splitter. Therefore, only one of the detectors will detect the
photon and there will be no three-fold coincidences (Fig. 2.7 (b)). If the incoming signal
photon is in a two-photon state (|2〉) or higher order, then it will go through both of the
output ports of the beam-splitter and there will be three-fold coincidence events. Thus,
the absence of the three-fold events can effectively separate the single-photon states. The
sum of the strictly two-fold coincidences (D123̄ + D12̄3) in this scheme is used to estimate
the brightness using Eq. 2.16.
It is important to note that a two-photon (and higher order events) also has a finite
probability of exiting through only one of the output ports of the beam-splitter. That will
result in false counts in the single-photon state photon pairs counts. Nevertheless, the
combined probability of all the higher order terms (|2〉, |3〉 etc) leaving through only one
of the output ports is relatively small compared to leaving through both ports. Thus, the
scheme sufficiently mitigates the effect of multi-pair emissions.
The outcome of this scheme is usually presented by a ratio of single-pair emission and
multi-pair emission. Effectively, the ratio of two-fold events and three-fold events is plotted







where, D123 is the three-fold coincidence event on detectors 1, 2 and 3, Dij is the two-
fold events on detectors i and j, and D1 is the rate of the heralding idler photons. The
experimental data can be fitted with the following equation which expresses that themulti-






1 + Σk≥2 akP k
(2.34)
where ak are fitting parameters and P is the optical power. This expression is similar to
the expression used in [38].
All of the above analysis are valid for both nanowire waveguide andmicro-ring resonator
heralded single-photon sources and will hence be used in Chap. 6 and 7 to evaluate the
experimental data.
2.2.2 Heralding efficiency and photon number purity
Heralding efficiency refers to the efficiency with which one can herald the presence of
a single-photon. A heralding efficiency of 50% means if we herald the presence of single-
photons 100 times, in reality, only about 50 of them will actually have a single-photon. If the
two-fold signal-idler coincidence event is denoted by Ds−i and the heralding idler singles





Photon number purity has a definition similar to the above. If the heralding photon
has |1〉 state and we detect the heralded photon in the state |1〉 with absolute certainty,
then the photon number purity is unity. It means, detecting the heralding photon (idler)
should project the heralded photon (signal) in a single-photon state only and not in a
mixed state with vacuum (representing loss) state or with multi-photon state (|2〉, |3〉 etc).
Therefore, detection loss and the multi-pair emission effect (g(2)H (0)) plays a role in deter-
mining photon-number purity. Even if the heralding efficiency (ηH) is high, for a high value
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of g(2)H (0), the photon-number purity will be low due to multi-pairs. If photon-number re-
solving detectors (PNRD) are used, the multi-pair emission can be discarded and the ηH
will also represent photon-number purity.
In state of the art experiments, the heralding efficiency of the HSPSs in silicon are rela-
tively low (about a percent). This is due to a few factors. The most common and important
factor is the collection efficiency of the photons and the loss in the detection channels.
For example, if we herald the presence of a single-photon then due to loss sometimes the
photon will be lost even though we predict the presence of that photon. In silicon pho-
tonics that can be associated with lossy output couplers and the non-unity efficiency of
the single-photon detectors in telecom wavelengths. The state of the art output couplers
(vertical grating couplers) in silicon at telecom wavelength has 81% efficiency (−0.9 dB
loss) [39] and certain design proposals promise 89% efficiency (−0.5 dB loss) [40]. The
commercially available single photon detectors at telecom wavelengths offer about 80%
(Photon Spot) efficiency at the moment. Therefore, even using the state of the art tech-
nology, the combination of these two factors can bring down the heralding efficiency of
an ideal photon-pair sources to a maximum of 71% at telecom wavelength.
The other reasons of low heralding efficiency are dependent on particular structures
of the HSPSs. For a waveguide HSPS, the heralding efficiency has a trade-off with the
spectral purity of the sources (elaborated in Sec. 5.1.2). For the micro-ring resonator
HSPSs, the non-unity out-coupling coefficient κ of signal and idler photons leads to a
reduction in the heralding efficiency. The small κ contributes to the field enhancement to
the cavity, but at the same time only a small fraction of the generated signal-idler photons
inside the cavity can escape to the outside world. Sometimes, only one of the signal and
idler photons of a photon-pair leave the cavity at the same time, resulting in broken pairs
[32]. In the literature, the best heralding efficiency is calculated as 68% for slightly over-
coupled micro-ring resonator HSPSs [41].
2.2.3 Spatial mode and polarisation mode purity
The purity of the spatial mode (or polarisation mode) refers to the generation of signal
and idler in spatial modes such that detecting the heralding idler photon will project the
heralded signal photon into a well defined single (non-mixed) spatial mode. In silicon
photonic circuits the spatial modes are defined by the eigenmodes of propagation of the
waveguide structure. As the waveguide can be designed to support only a fundamental
spatial mode for a particular polarisation, it is assumed that the spatial mode purity is
unity.
Our choice of waveguide—nanowire or strip waveguide—supports fundamental TE and
TM propagating mode for 500 nm×220 nm dimensions (Sec. 3.1.1). As our choice of grating
coupler only supports TE mode of coupling, it can be assumed that the SFWM process only
involves the fundamental TE modes and the corresponding purity is unity.
2.2.4 Spectral purity
The purity in the spectral domain refers to the generation of signal and idler photons
without any spectral correlation such that when a heralding idler photon is detected, the
heralded signal photon is projected into a single spectral mode. Spectral purity is rela-
tively hard to achieve for parametric heralded sources due to the interplay among strong
pump beam (energy conservation and non-linear phase contribution), phase matching
function and material and waveguide dispersion relations. All of these interactions are
captured by the bi-photon wavefunction f(ωs, ωi) in the interaction Hamiltonian Hint in
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Eq. 2.8. The spectral purity is achieved when the signal and idler photons are spectrally
uncorrelated, that is f(ωs, ωi) is a separable function in signal and idler frequencies:
f(ωs, ωi) = h(ωs)× g(ωi) (2.36)
where, h(ωs) and g(ωi) contain the spectral shape of the signal and idler photons respec-
tively.
Figure 2.8: Multi-mode single-photon spectra with multi-pair emission in each mode from
spectrally impure photon-pair sources. The squeezing strengths x1, x2 and x3 values of the
three orthogonal optical modes 1, 2 and 3 respectively depend on the shape of the JSA.
Quantification of the spectral purity (P)
The calculation of the spectral purity and the origin of the separability of f(ωs, ωi) is related
to its proximity to the pure product state (Eq. 2.36) and subsequent calculation of the
heralded signal density matrix ρs. In order to quantify spectral purity, the separability of
bi-photon function (f(ωs, ωi)) needs to be expressed in a quantifiable manner. For a non-
separable f(ωs, ωi), it can be expressed as a sum of orthogonal separable signal and idler





where λ′k are Schmidt coefficients. If the net optical gain is G, then these coefficients are








If only λ1 exists (i.e. λk = 0 for k > 1), then the above reduces to Eq. 2.36 and become
spectrally pure. Therefore, the relative strengths of the Schmidt coefficients λk essentially
quantify the spectral purity. In general, the purity is quantified by how close the Schmidt
decomposition results into only one major/dominant term in the series expression. Each
term (λkhk(ωs) × gk(ωi)) in the above equation can be viewed as a single mode squeezer
with squeezing λk [28]. While writing the general wavevector as a multi-mode squeezer,
the sum (
∑
) in Eq. 2.37 will become a tensor product (⊗) of the k single mode twin-beam
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xnk |nk, nk〉 (2.42)
where k is the number of optical modes, xk is the squeezing strength of kth mode (Eq. 2.29)
and |nk, nk〉 represents n number of signal and idler photons in kth mode. The above ex-
pression is depicted in Fig. 2.8 showing that each HSPS acts as a conglomeration of k
HSPSs where k is the number of non-zero optical modes. If the density matrix of the
whole system is ρ̂ = |Ψ〉〈Ψ|, then the density matrix of the heralded signal photons can be
expressed by tracing out the idler photon state |ki〉,




Hence, the purity (P ) is quantified by the following two equations,










where, KSchmidt is called the Schmidt number. If there is only one element in the above
expression (ki = 1 only), then it corresponds to a separable signal-idler spectra in the bi-
photon function and tr(ρ̂2s) = tr(ρ̂s) will be true. In general, this statement is also used to
specify that a state is pure.
Expressing f(ωs, ωi): joint spectral amplitude (JSA)
The separability of the bi-photon function is linked to the spectral construction of signal-
idler correlation stemming from the SFWM process. The expression of SFWM bi-photon
function helps to gain insight into the process [31]:
f(ωs, ωi) =
∫
dωpα(ωp)α(ωs + ωi − ωp)φmatch (2.46)
The first part of the equation α(ωp)α(ωs + ωi − ωp) is related to the energy conservation
as it picks up two photons from the pump envelope with frequency ωp and (ωs + ωi −
ωp). This part mimics autocorrelation function of the pump envelope constrained by the
energy conservation (Eq. 2.4) and sets the effective energy bandwidth for the signal and
idler as shown in Fig. 2.9 (a). The second part of the expression is related to momentum








where, ∆k is the phase or momentum mismatch, and L is the SFWM interaction length.
Thus, the bi-photon function can be loosely written as,
f(ωs, ωi) = (Energy Conservation)× (Momentum Conservation)
Fig. 2.9 (a) describes the above equation. The quantitative expression of the bi-photon
function (Eq. 2.46) is required to calculate the spectral purity of our photon-pair sources
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Figure 2.9: JSA and Schmidt decomposition. (a) Pump envelope of a sech pulse of 500 pm
FWHM, showing energy conservation bandwidth; phase matching or momentum conser-
vation of a silicon-nanowire waveguide of 14.5mm length; JSA as the outcome of energy and
momentum conservations. (b) Schmidt decomposition of this JSA showing the first three
terms. (c) The signal (g(νs)) and idler (h(νi)) photons’ spectra of the first three Schmidt
modes. (d) The relative amplitude λk of the normalised squeezing for the first five modes.
which strongly depends on the choice of the structure, waveguides or micro-ring res-
onators. The plot of the amplitude of the bi-photon function in terms of signal and idler
frequency is called the joint spectral amplitude (JSA). JSA is the graphical and quanti-
tative representation of the signal-idler spectral correlation. It is sufficient to quantify
purity of a heralded single-photon source. As mentioned in the last section and shown in
Fig. 2.9 (b), the JSA can be decomposed into orthogonal signal-idler spectral modes using
Schmidt decompositions. The Schmidt coefficients (λk) are then used to estimate purity
P (Eq. 2.44).
Estimation of purity using joint spectral intensity (JSI) measurements
Conceptually, the most straight-forward measurement of JSA is to put a single-photon
spectrometer in each of the signal and idler photons’ output arms. This joint measurement
of signal-idler photons’ frequency is used to reconstruct joint spectral intensity (JSI) [42].
JSI does not include the phase information and therefore only serves as an upper-bound
of the purity calculated from it. Due to the flux rate (∼brightness) of the single-photons,
this aforementioned measurement requires a long integration time of the detectors. Also,
most single-photon spectrometers have poor wavelength resolution, thus they are not
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able to resolve finer features. In recent years, stimulated non-linear optical processes
Figure 2.10: Reconstructing JSI using stimulated nonlinear process. This figure is adapted
from Eckstein et al. Laser & Photonics Reviews, 80 (5), 2014 [43]. Using a monochro-
matic seed continuous wave (CW) laser in the place of the SPDC signal photons, a stimu-
lated idler photon has been generated as the difference frequency generation (DFG). By
sweeping the seed laser in frequency and recording generated idler photons’ spectra, the
JSI can be reconstructed.
have been used to reconstruct the JSI [43]. Figure 2.10 shows the stimulated process:
difference frequency generation (DFG) to estimate the JSI of a SPDC HSPS. Here the
signal photons are mimicked by a monochromatic CW laser called seed laser, and the
generated idler is detected by a classical optical spectrum analyser (OSA). Also, different
techniques to measure joint spectral phase (JSP) has been invented [44,45] in recent years
to re-construct the full JSA.
Estimation of purity using un-heralded g(2) measurements
It has been known that for a pure single mode twin beam squeezer, the un-heralded (i.e.
not detected) photons of the photon-pairs behave as a thermal state [28]77Sec. 7.7: Eq. 7.183 . Such a state
also resembles amixed state whenmeasured in a Hanbury-Brown-Twiss (HBT) experiment
(Fig. 2.7 (d,e)) with the corresponding g(2)(0) approaching 2. If the single-photon state is
spectrally pure (only one temporal/Schmidt mode), then g(2) = 2 (maximally mixed). It has
been shown recently that for low values of squeezing (optical gain G << 1) for low pump
power, the g(2) and the spectral purity (P ) is related by [30,37],














= 1 + P (2.49)
where, λ′k are the non-normalised eigenvalues of the Schmidt decomposition (Eq. 2.39)88
∑
λ2k = 1 .
The above equation is valid when G is small enough (G << 1) such that sinh(λ′k) ≈ λ′k. As
shown in Fig. 2.7 (d), in this HBT configuration, idler photons are not detected, hence the
name un-heralded. The signal photons are passed through an even beam-splitter (BS) and
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the outcomes are detected by two detectors (D2, D3) as a function of time delay (τ). This
experiment essentially resembles a auto-correlation of the signal photons’ wave-packets.
At delay τ = 0, the photon wave-packets overlap maximally on the BS and results in the
highest peak in the 2-fold counts as shown in Fig. 2.7 (e). The other peaks in this histogram
corresponds to the time delay of non-overlapping photons’ wave-packets, and thus used to
normalise the counts. If no other nonlinear process is considered during the photon-pair
generation, then g(2)(0) will not depend on the input power9 9if G >> 1, g(2) ≈ 2
will overestimate P
.
g(2) measurement is simpler compared to the JSA measurement while estimating the
same purity value. Also, g(2) measurement includes the effect of both amplitude and phase
of the photons compared to the JSI that only considers amplitudes. In contrast, As g(2) is
a HBT experiment of only the signal channel, the presence of background noise affects
the measurement results drastically. Usually, background noises are uncorrelated in time.
Thus, measurements including both signal and idler photons, which are highly correlated
in time, naturally discard such noise.
2.2.5 Indistinguishability
Indistinguishability is the true measure of a scalable heralded single photon source. In-
distinguishability refers to the degree of identicalness among the heralded single-photons
emitted from multiple sources. A complex quantum algorithm implemented through a
quantum photonic circuit often requires multiple identical single-photon sources. Thus,
indistinguishability is one of the most important metrics of a HSPS.
Indistinguishability is measured using a phenomenon called quantum interference first
experimentally demonstrated by Hong, Ou and Mandel [46]. Figure 2.11 (a) shows a
cartoon of quantum interference between two heralded single-photon sources (S1 and
S2): the heralded single-photons (s1, s2) from both sources are incident on an evenly split
beam-splitter (BS) and have four possible outcomes of leaving the beam-splitter. As shown
in Fig. 2.11 (b), both photons can reflect or transmit (anti-bunching), and one of them can
transmit while the other reflects (bunching). If both of the photons are identical in all
degrees of freedom such as spatial mode, polarisation, spectrum and arrival time on the
beam-splitter then the wavefunctions of those two single-photons overlap completely on
the beam-splitter. That results in the two photons bunching and leaving the beam-splitter
together through either of the two output ports. Therefore, to measure the indistinguisha-
bility we vary, for example, the relative time delay between the two incoming photons and
keep recording the 4-fold coincidence values as shown in Fig. 2.11 (c). When the photons’
wavepackets completely overlap in time (τ = 0) and they are indistinguishable, they will
bunch together at the output and there will be a drop in the 4-fold counts. The degree
of indistinguishability is quantified by measuring this coincidence rate drop, such as for
complete indistinguishability the rate drops to zero. For BS with reflectivity R and trans-
missivity T , P4F can be expressed as [46],
P4F = N (R
2 + T 2 − 2RTVHOM e−(δτ/στ )
2
) (2.50)
where N is a normalisation constant, VHOM represents the visibility of the interference,
and the Gaussian part of the expression corresponds to the filter and pump spectra and
the spectra of the photons. From experimental point of view, the visibility can also be
expressed as,
VHOM =
P4F (τ →∞)− P4F (τ = 0)
P4F (τ →∞)
(2.51)
The above interference can also be performed in a Mach-Zehnder interferometer (MZI)
as shown in Fig. 2.11 (d) and (e). Here, complete indistinguishability corresponds to the
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100% visibility (VMZI) of interference fringes [47, 48], while complete distinguishability
refers to the fringe visibility of 33%. The rate of 4-fold coincident events (P4F ) and visibility
for both cases for a perfect MZI can be expressed in terms of the MZI phase (ΦMZI):
P4F.I = |cos(ΦMZI)|2 (2.52)
P4F.D = |cos2(ΦMZI/2)|2 + |sin2(ΦMZI/2)|2 (2.53)
VMZI =
(P4F )max − (P4F )min
(P4F )max + (P4F )min
(2.54)
Figure 2.11: Measuring indistinguishability. BS: even beam-splitter, M: mirror, D: de-
tectors, CL: coincidence logic unit. (a) HOM interference experiment with heralded single-
photon sources. Signal photons s1 and s2 from source S1 and source S2 are interfered on
a BS. A delay line is used to vary the arrival time (τ) of the signal photons from source S2.
(b) This interference has four possible outcomes: i) and ii) both s1 and s2 come out of dif-
ferent ports, iii) and iv) both s1 and s2 come out of the same port which is called bunching.
(c) Four-fold coincidence is plotted against τ and a drop in the count rate is observed due
to the bunching of the indistinguishable photons [46]. The count rate will drop to zero for
completely indistinguishable sources. (d) The same experiment can be performed using
a Mach-Zehnder interferometer. (e) Four-fold coincidence is plotted while φMZI is varied.
Absolutely indistinguishable sources will have four-fold coincidence with 100% visibility
compared to the 33% visibility of the totally distinguishable photons [47, 48]. Partially
indistinguishable sources have visibilities between these two values.
Naively, it may appear that indistinguishability between two independent sources re-
quires that f(ωs, ωi)source1 = f(ωs, ωi)source2. Considering the latter is true, but the purity is
not unity then the heralded photons have multiple spectral modes as mentioned in the pre-
vious section (Sec. 2.2.4) and shown in Fig. 2.8. Different spectral modes are orthogonal to
each other as obtained through orthogonal Schmidt decomposition and shown in Fig. 2.9.
Figure 2.12 depicts the situation of measuring quantum interference with such impure
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sources. As the first spectral mode of source S1 is orthogonal to the second spectral
mode of source S2, they will not interact in the beam-splitter and not bunch together.
This will result in this residual value of 4-fold coincidence count rate and the sources will
not be considered indistinguishable. Therefore, the purity of the sources has an intimate
relationship with indistinguishability. If both of the sources are pure and have identical
spectral composition, only then will their identical bi-photon functions result in 100% in-
distinguishability. One way to include all the above figures of merit into one attribute is
Figure 2.12: Orthogonality of the different optical modes of impure sources shows the po-
tential cause for reduced interference in an indistinguishability measurement of sources.
Therefore, indistinguishability measurement is intimately related to the spectral purity.
to introduce coefficient of PIM,
CPIM = B4F × PIMraw ÷ Tint. (2.55)
The raw visibility of PIM, PIMraw takes into account multi-pair andmulti-mode effect on the
indistinguishability while the raw 4-fold brightness B4F and integration time Tint together
take into account the intrinsic photon generation efficiency (γeff ), heralding efficiency
(ηH) and collection efficiency (e.g. VGC loss). Comparing CPIM of different sources, we can
evaluate the scalability of heralded single-photon sources. A source is more scalable if it
has higher brightness (B4F ↑) and higher raw visibility (PIMraw ↑) for the same integration
time (Tint).
2.3 Recent advances with HSPS
In the past few years, there has been tremendous progress with the development and
performance of single-photon sources. Although practical sources are still far from ideal,
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the present SPDC based multiplexed HSPSs [49] and quantum dot based high brightness
DSPSs [50] have shown great promise. The HSPSs based on silicon photonics have also
progressed significantly in the last few years. In the following sections, some of these
results are reviewed from the point of view of an ideal HSPS.
2.3.1 HSPS in silicon photonics
There are three structures in silicon photonics which have been used often as SFWMbased
HSPSs in the last few decades. They are waveguides (strip and ridge), micro-ring res-
onators and photonic crystals (PhC) (waveguides and cavities). The brightnesses of these
HSPSs have been investigated extensively and Tab. 2.1 shows the relative comparison of
the brightness values from selected experiments. In contrast, purity, specifically spectral
purity, has been investigated in fewer experiments [44, 51–55]. Most of these experi-
ments have investigated the purity of the micro-resonator HSPSs. Only a few measured
the purity of the waveguides [44, 53]1010reconstructing JSI &
JSP using stimulated
four wave mixing
but not in the context of achieving higher purity
with or without spectral filtering. Thus, systematic investigation of the spectral purity of
the SOI waveguide HSPSs have not been performed till now. In fact, in most waveguide
experiments, narrow spectral filters are employed and it is assumed that the spectral
purity is achieved. Lastly, among all the experiments, only three experiments to date have
investigated indistinguishability as 4-fold coincidences by performing a triggered HOM
interference (Sec. 2.2.5). All three of these experiments were performed with nanowire
waveguides. Therefore, indistinguishability data for other structures such as micro-ring















[56] Wg 2185 500 5.72 5 − 1.9 - 71
[57] Wg − 10 − 0.6 7 - - 69
[58] Wg 200 50 − 0.6 50 2.5 - 88
[38] Rg 59 - 149± 6 5.5 532 3.5 - -
[59] Rg 700 - 1.62± 6 − 500 2.5 - -
[60] Rg − - − − 12 10 - -
[55] Rg 8 10 − − − 5 97± 9 -
Table 2.1: Figures of merits of SOI HSPSs. In addition to figures of merits, experimental
conditions are also tabulated. Wg: waveguide HSPS; Rg: micro-ring resonator HSPS; R:
repetition rate of the pulsed laser; CC2: raw coincidence counts; η: collection loss from
the HSPS. The brightness of a moderate Q-factor resonator is orders of magnitude higher
than a waveguide HSPS. The purity of a resonator is high without spectral filtering. The
reported highest indistinguishability for waveguide HSPS is 88 ± 8%, while for resonator
HSPSs it is not measured yet. These indistinguishability values are achieved with spectral
filtering.
The very first of the aforementioned waveguide experiments, has been done by Harada
et al [56] (2011). It shows 71% raw indistinguishability between nanowire HSPSs. It
is argued that the visibility reduction is solely due to multipair emission as very narrow
spectral filters (0.2 nm) were used. Another result of 69± 3.4% raw indistinguishability has
been reported in an active temporal multiplexing scheme [57]. A higher value of visibility
88± 8% has been reported by also employing narrow spectral filtering [58]. However, the
nature of spectral filtering and its impact on the visibility has not been investigated in
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these experiments.
Other four-fold experiments with silicon HSPS have been reported very recently [61,
62]. In these experiments a silicon nanowire has been used as HSPS in the context of
wavelength-division and time-division multiplexing schemes, and the properties of the
single-photons were not in a focus. All of the mentioned experiments used the funda-
mental spatial waveguide mode. Recently, photon-pairs generation using SFWM involving
multiple spatial waveguide modes has been experimented [63] with the promise of higher
spectral purity without narrowband filtering.
Similar to the waveguides, the micro-ring resonator and the PhC waveguides have been
investigated extensively to optimise the brightness. Theoretically, the micro-ring res-
onators are much brighter than the waveguides. A significantly higher CAR value 532
(12000) was obtained for a input power 59 µW (at much lower power) in a regular micro-
ring resonator [38] along with 99.5% photon-number purity (g(2)H = 0.005) for 20 µW . To
date, this is the highest CAR values for a low CW input power with the highest brightness
as a SOI HSPS. Therefore, in a multi-photon experiment with 2-fold, 4-fold or higher order
coincidences it will facilitate higher count rates with much lower backgrounds.
It has been shown theoretically that the resonant enhancement of the micro-ring res-
onator HSPSs cause intrinsic purity of 92%, without performing any spectral filtering [34].
Experimentally, purity P = 97 ± 9%11 11estimated from the
quoted Schmidt
number
KSchmidt = 1.03± 0.1
of the micro-ring resonator HSPSs (Q ∼ 4 × 104,
FWHM = 38 pm, 5 pm spectral resolution) has been also measured by reconstructing
the JSI using stimulated four wave mixing [55]. In another experiment, single-photons
generated from counter-propagating pump pulses in a micro-ring resonator have been
interfered in HOM interferometer with a raw visibility of 88.1 ± 3.1%. As the interfered
photons were from the same resonator, this value implies the spectral purity and close
to the ideal value 93%. Although it has not been shown either theoretically or experi-
mentally, similar outcomes can be expected from cavities based on PhC waveguides. Very
recently, schemes have been proposed to further increase the spectral purity of the micro-
ring resonator to near unity. One of these proposals employs pump pulses with adjustable
temporal shape to excite the resonator [66]. In other proposals, adjustable cavity-coupling
for signal and idler photons have been used to increase the purity of the photons [64,65].
These results imply that the indistinguishability between single-photons from micro-ring
resonator HSPSs should be very high, which has not been experimentally demonstrated
yet, and is one of the experiments performed in this thesis.
The photon-number purity of either of the waveguide or micro-resonator sources is not
usually quoted in experiments. Loss in collecting the photon-pairs off-chip is still too high
(best VGC in SOI is −0.36 dB [67]) to have any decent value of the heralding efficiency.
Theoretical calculations on the micro-ring resonator shows that in the presence of loss,
heralding photons’ rate and heralding efficiency cannot be optimised simultaneously [41].
Increasing the heralding efficiency significantly reduces the heralding photons’ rate. This
calculation suggest the best achievable heralding efficiency for a micro-ring resonator to
be 80%.
Indistinguishability experiments or other quantum algorithms involvingmultiple sources
require stable resonant position of the resonators. Stabilising the resonance position of
a micro-ring resonator is non-trivial due to its high sensitivity. Thermal stabilisation of
micro-ring resonators with phase locked loop for stable frequency comb generation has
been studied already for pulsed configuration [68]. More recently, re-injecting signal-idler
pairs of the resonator as amplified spontaneous emission, CW lasing is achieved without
any external laser [69,70]. This technique is also used for frequency comb stabilising.
Micro-disc resonator sources in SOI with very high Q-factor (near a million) have been
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demonstrated with pair generation rate of 100 kcounts/s at near telecom wavelengths with
22µW CW pump power [71]. This is the highest raw brightness observed in an SOI HSPS
though this source was not fully integrated as tapered optical fibre was used to collect the
photons. Theoretical simulation of SFWM photon-pairs generated inside a photonic band
gap Bragg cavity has been shown to choose only specific phase matching condition to be
fulfilled which increases the CAR of the process [52]. A review of photon-pair generation
and photon-storage buffers in photonic crystal designs in SOI chips can be found in [72].
A full integration of source and detectors in a quantum photonic circuit also requires
high extinction on-chip pump rejection filters. As the pump powers that we use to gen-
erate photon-pairs are about 0 dBm, an excess of 100 dB pump extinction filter is required.
Usual filter structures in SOI involves cascaded AMZIs, micro-ring resonators and Bragg
filters. It has been shown that imperfect filters due to the fabrication tolerance results in
reduced extinction than designed [73]. In that experiment, using a MZI to mimic perfect
beam-splitter resulted in 60 dB extinction, compared to the imperfect component with
∼ 30 dB extinction. In another experiment, single etch step Bragg filter grating of 1.1 nm
bandwidth with 40 dB rejection has been shown [78]. As Bragg filters are comparatively
longer than the AMZIs or resonators, there is the possibility of generating spurious SFWM
photon-pairs inside the filters. This has been studied both theoretically and experimentally
in [79].
Figure 2.13: Single-photon sources without external lasers. (a) Shows the configuration
of a harmonically mode-locked laser using a micro-ring resonator. This configuration is
similar to the standard active mode-locked laser such as the commercially available fibre-
ring laser: ultrafast optical clock (UOC) from PriTel, Inc.. This figure is adapted from
Roztocki et al, Opt. Express 25, 18940-18949 (2017) [54]. In that experiment an unher-
alded g(2)(0) = 2.00 ± 0.11 was also observed. (b) Shows quantum LEDs, using all elec-
trical excitations. This figure has been adapted from Heindel et al, Appl. Phys. Lett. 96,
011107 (2010) [80] demonstrating g(2)H (0) value of 0.13± 0.05 at a rate of 8.5 MHz with 34%
overall efficiency of 220MHz electronic excitations. In a later experiment [81], with similar
structure, similar g(2)H (0) = 0.152 for 400 MHz repetition rate has been demonstrated.
2.3.2 SPS in other platforms
DSPSs: Quantum dots, LEDs & organic molecules
Quantum dot experiments are usually characterised by three attributes: brightness, photon-
number purity and indistinguishability. The brightness is measured by the probability of
generating photons per excitation pulse. The photon number purity is measured using
standard conditional g(2)H (0) experiments. The indistinguishabilitymeasurements for quantum
dots and similar structures are different from the HSPSs. For HSPSs, photons are inter-
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fered from two independent HSPSs. For quantum dots, photons which are generated in
different times but from the same quantum dots are interfered, which is essentially a tem-
poral indistinguishability (spectral purity) measurement among photons from the same
source. The idea here is to temporally de-multiplex photon-stream of a single quantum
dot into multiple photon-streams such that each stream behaves as an independent single-
photon source. Therefore, high temporal indistinguishability and simultaneous high brightness
determines howmany independent photon-streams can be achieved from a single quantum
dot [50]. Table 2.2 shows recent performance in the quantum dots and similar structures.
This is a rapidly developing research area and the aforementioned metrics (brightness,
g
(2)
H ) are not fully characterised (especially in terms of laser power and such) in many plat-
forms. Among all the platforms, the InGaAs quantum dots have excelled both in brightness
and Spectral purity. A comprehensive review on DSPSs can be found in [82].
Lit. Temp. R (MHz) n̄(%) g(2)H Purity (%) τbin Indist.(%)
[83] InGaAs cryo 80 14 0.03 71 (NR), 96 (R) 32 −
[84] InGaAs cryo 81 15 0.03 −, 99 (R) − −
[85] InAs/GaAs cryo 76.4 6.6 0.007 −, 92 (R) 1120 −
[86] InAs/InP cryo − − 0.06 −, − − 55
[87] DBT room − 75 0.2 −, − − −
[26] Col. cent. room − − 0.3 −, − − −
Table 2.2: Figures of merits of DSPSs. Col.Cent. refers to colour centre; Temp. refers to op-
erating temperature and τbin refers to the nth time bin used for interference. Purity refers
to the spectral purity usually quoted as indistinguishability by quantum dot community.
Other metrics have their usual meanings.
Quantum dots are unique structures. To date, scalable fabrication of quantum dots has
not been demonstrated experimentally [82]. Only in one of the two most recent experi-
ments a HOM interference is performed between two independent InGaAs/GaAs quantum
dots [88] estimating the visibility to be 80%12 12or 50% depending on
the correction method
due to non-zero g(2)H (0) with average 18%
collection efficiency. It also uses low loss silicon oxynitride waveguide circuit as hybrid
integration with quantum dots at cryogenic temperature. Although the photons are gen-
erated in this experiment using non-resonant excitation, it is not electroluminescence.
In the other experiment [86], the indistinguishability between photons emitted from two
independent quantum dots has been estimated as 55% without background corrections.
In a recent experiment [83], absolute brightness of 3.5 MHz has been achieved, which
is 14% of the total excitation pulses. At this brightness the photon number purity was
higher than 97%. The temporal indistinguishability of the photons were 70% for non-
resonant excitation and 96% for resonant excitation. In another report, 99% temporal in-
distinguishability with state-of-the-art extraction efficiency of 15% brightness for a photon-
number purity of 99% (g(2)H ∼ 0.0028) [84] has been achieved. A similar result has been
reported in [88,89]. In all of the above results, the use of the optical cavity enhances the
Purcell factor which prohibits sideband emissions and ultimately increases temporal indis-
tinguishability of the photons. A more exotic result shows photon triplet generation from
a quantum dot positioned inside an epitaxially-grown photonic nanowire [90]. A triplet is
a sequential emission of three photons with strong correlations. Also, plug-and-play fibre
coupled quantum dots has been shown recently [91].
The point defect solid state single-photon sources have the obvious advantage of op-
erating temperature over the quantum dots. While the quantum dots structures need to
be operated in cryogenic temperature, the point defect sources operate at room temper-
33
Chapter 2. Attributes of an ideal HSPS and recent advances
ature [26]. Some of these sources have also shown wavelength tuneability of the emitted
photons such as Boron nitride point defects [92] (g2H(0) is 0.39 and 0.34 for 633 nm and
714 nm respectively), nitrogen vacancy (NV) centres in a GaP-on-diamond platform [93]
which is useful for indistinguishability experiment.
Significant progress has been made recently with organic molecules as single-photon
sources in terms of brightness. DBT molecules at room temperature can yield 75% steady
population inversion, while cooling it down to liquid nitrogen predicts more than 99% yield
[87]. Another bio-molecule terrylene can reach 96% efficiency at room temperature [87]
and already demonstrated 68% quantum yield by [25]. In these experiments, the photon
collection efficiency is not optimised.
Comparing Tab. 2.1 and Tab. 2.2, we can see that the brightness and temporal indistin-
guishability (spectral purity) is higher for quantum dot SPSs than SOI HSPSs. However,
indistinguishability measurement among multiple HSPSs is high while for quantum dots











[94] ppKTP 80 81 0.0007 24.3 64± 2 − 82± 2
[95] ppKTP − 100 − − 77± 3 90.6 91± 4
[96] ppKTP 700 − − − 40 95± 3 −
[97] aKTP 10 80 0.0005 − 53 90.7 89.7±0.2
[98] ppLN 0.014 4 0.0042 0.2 12 − −
[99] ppLN 0.03 1 0.01 − 46.2 66 −
[100] KDP − 76 − − 42 − 94.4±1.6
[49] ppKTP − 0.5 0.18 − 66.7± 2.4 92± 3 −
Table 2.3: Figures of merit of periodically poled SPDC HSPSs. The indistinguishability
values here are obtained without any spectral filtering.
SPDC based on crystalline systems
The periodically poled crystalline waveguides, such as ppKTP, ppLN or KDP usually have
high brightness and spectral purity simultaneously. It has been reported that, trade-off
exists among heralding efficiency, spectral purity and brightness of the generated photon-
pairs from ppKTP HSPSs at telecom wavelengths [101,102]. In [94], it is discussed that
the side lobes of the phase-matching function (sinc) in the JSA, limit the purity below
84% corresponding to 82 ± 2% indistinguishability which, if spectrally filtered, achieves
indistinguishability of 100±5%. In another report, using different ppKTP constructions, the
90% purity is achieved using both JSI and unheralded g(2)(0) measurements [95]. Recently,
apodised KTP has been introduced using domain engineering techniques [97] and without
(with) any spectral filtering, 90.7±0.2% (92.7%) indistinguishability and 53% (52%) heralding
efficiency have been achieved.
Lithium niobate (LN) on insulator platform has emerged as integrated platform (topcial
review [103] & [104]) and hybrid integration of femto-second glass waveguide with PPLN
has also been reported [106, 107]. Recently, in this platform, high speed electro-optic
modulators has also been demonstrated [105].
Among all the previously mentioned single-photon sources in Tab. 2.1, Tab. 2.2 and
Tab. 2.3, the SPDC sources have shown comparable performance with quantum dots in
terms of brightness and purities. At the same time, SPDC HSPSs have the best raw indis-
tinguishability data (94.4± 1.6) among all the platforms without any spectral filtering.
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III-V and compound semiconductor platforms
AlN micro-ring resonators have shown second order non-linearity and SPDC with almost
unity purity from second order correlation function (P = 1.07 ± 0.12) [108]. Photons were
pumped at 775nm TM(2,2) mode and collected from 1550 nm TM(0,0) mode. AlN has
electro-optic coefficients 10 times smaller than lithium niobate which has been compen-
sated in this work with a 2 × 105 Q-factor micro-ring resonator. This work is an excellent
demonstration of challenging fabrication of multi-mode (polarisation modes) waveguide
SPDC process with high spectral purity.
GaAs emerged with the possibility of electrically self-pumped platform [109]. This re-
sults show type-I spontaneous parametric down-conversion of laser light from a 2.2 mm
long Bragg-reflection waveguide, with estimated internal pair production efficiency 2 ×
10−8 (pairs/pump photon) or 8.57× 107cts/s/mW . However, this structure has a high linear
propagation loss (4.3 dB/cm).
UV-written silica waveguides
Recently UV written Ge doped silica waveguides (total 18) on a silicon substrate has been
demonstrated to produce near identical photons at visible wavelengths. The waveguide
lengths were 2.3 cm each and 4.8 µm thick with lateral Gaussian profile. The coupling
efficiency is more than 80% from waveguide to the fibres. The raw purity is ∼ 87% and with
a gentle filtering (92% photon transmission) the purity increased to 97%. The maximum
attained raw indistinguishability was 92.2%. With 80 mW injected average power at visible
wavelength (700 nm), 250 four-folds per second was observed, although the brightness
of the photon-pairs of the different waveguides varies less than 4% [110, 111]. In terms
of brightness, purity and raw indistinguishability, these silica waveguides have shown











[111] Wg 80 80 − 200 31.6± 0.3 87 92.2
[112] Wg − 0.25 − − − − −
Table 2.4: Figures of merit of other SFWM based HSPSs. The indistinguishability value
here are obtained with spectral filtering. [111] is in visible wavelength while [112] is in
1550 nm.
Optical fibres
SFWM photon-pair generation has been proposed in standard polarisation maintaining
fibres using dual-pump scheme [113]. In this scheme, SFWM photon-pair spectra can be
tailored to achieve 99% purity albeit a trade off with spectral proximity with the pump
spectra. With narrowband spectral filtering, 88% raw indistinguishability has been exper-
imentally observed in micro-structured fibre [114]. JSI using stimulated four wave mixing
was first measured in optical fibre by [115], and later [116] demonstrated near factora-
bility (P ∼ 0.98) with a bow-tie birefringent fibre.
2.3.3 Multiplexed SPS
The idea of multiplexing multiple single-photon sources was introduced to increase the
photon number purity of the HSPSs, and to make the single-photons’ stream more regular
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Figure 2.14: A scheme of spatial and temporal multiplexing of HSPSs adapted from
Mendoza et al. Optica 3, 127-132 (2016) [117]. Here N × 1 spatial switches are con-
nected to N sources for spatial multiplexing. At the same time the output stream of the
spatial multiplexing is regularised in time with a time interval T which is called temporal
multiplexing.
[118,119]. Together, these two effects can transform probabilistic HSPSs to deterministic
on-demand single-photon sources. Figure 2.14 describes a spatial and temporal multi-
plexing scheme [117]. Laser pulses with time-period T generate signal-idler photon-pairs
in N sources (shown by the blue squares) separated in space. The idler photons from
the sources are being detected for heralding and the signal photons from each sources
are connected to an input port of a N × 1 switch. Detection of a heralding photon from
any of these HSPSs will result in a single photon at the output of the switch. Combining
single-photons from N sources to one output stream is called spatial multiplexing. Now
the photons from these streams can be time delayed by integer multiple of T to make the
photon stream regular in time such that at each time period T there are single-photons.
This is called temporal multiplexing.
Multiplexingmultiple single-photon sources, whether deterministic or heralded is popular
due to its promise of increased brightness with lower CAR values (increased photon number
purity). A multiplexed source can achieve high enough brightness to carry out multi-qubit
algorithms or high bit rate QKD protocols. The proof of principle of this idea has already
been demonstrated in time multiplexed sources such as in SOI, optical fibre and crystal
based platforms (ppKTP, ppLN). [120] used a frequency conversion technique for multi-
plexing. [121] multiplexed PCF (total no 4) with average 86% (raw 71%) purity at telecom
wavelength. With coupling loss to SMF-28 as -5.3 dB and the switch loss 0.94 dB, it re-
sults into a factor of 1.71 effective improvement of count rates for a fixed CAR value
of 40. [49] multiplexed 40 time bins from the same ppKTP source with an average 92%
spectral purity, and predicted 30 ten-fold coincidence per seconds and 1 thirty-fold co-
incidence per seconds which is 5 orders of magnitude higher than the recent 10 photon
entanglement experiment by [122].
2.3.4 Characterisation of HSPS
Previously mentioned purity experiments mostly consists of using stimulatedmethod to re-
construct JSI such as [115]. Recently, joint spectral phase (JSP) has been measured using
phase-sensitive amplification [44]. Also time-lens technique has been used to measure
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joint temporal amplitude (JTA)13 13Fourier transform of
JTA ≡ JSA
and manipulate temporal correlation and therefore JSA
[45]. Similar technique has been used to measure JSA at different position in the HOM
interference [123]. In a recent report, Schmidt modes are selected experimentally by
noticing that for a Gaussian JSA, the eigenmodes are Hermite-Gauss polynomials [124].
Using a sum-frequency generation technique and shaping the pump tomatch the eigenmode
spectra, the upconverted photons have been detected which project the signal photons
only to that eigenmode due to orthogonality conditions.
An experimental overview of PIM methods has been presented in [125] for BBO crystal
and optical fibres. The measurements include JSA, JSP, unheralded g(2), HOM measure-
ments and a relative comparison of implied purity. It shows a good agreement between
g(2) and HOM.
When measuring brightness and g(2)H , we assume perfect instruments. That is not neces-
sarily valid for any experiments and for a high count-rate experiment the effect of counting
logic system plays a role [126]. These types of effects can be mitigated using renormal-
isation of the measurement results. In a related experiment, pseudo photon-number re-
solving detector is used for heralding to investigate the effect of loss or noise on heralding
along with determining the squeezing parameter [127]. This method will be very useful
to correctly estimate the brightness of a HSPS.
Figure 2.15: State of the art experiments. (a) 10 photon entanglement experiment. This
figure is adapted from Wang et al, Phys. Rev. Lett. 117, 210502 (2016) [122]. (b)
Electronic and photonic integration on the same chip using commercial 45 nm CMOS
compatible SOI platform. This image is adapted from Sun et al, Nature 528, 534-538
(2015) [17].
2.3.5 State of the art experiments with SPSs
One of the most challenging multi qubit experiments performed in recent years with prac-
tical HSPSs is the demonstration of the ten-photon entanglement [122]. The ability to
herald ten single-photons requires stable 20-fold coincidence counts from HSPSs. An-
other experiment related to the state of the art HSPSs is the 18 qubit entanglement using
three degrees of freedom [128]. Such experiments inspire the realisation of scalable op-
tical quantum computing or other technologies with non-ideal single-photon sources in
near future.
The primary reason to develop a near ideal single-photon source is to perform flawless
quantum photonic experiments. The twomost detrimental effects on amulti-photon exper-
iment based on quantum interference are multi-mode and multi-pair effect due to an im-
perfect source. Usually, spectral filtering and (pseudo) photon-number resolving detection
are used to mitigate those two effects when using an imperfect source. Recently, using
time-lens techniques to the heralded photons, correlation of the SPDC photon-pairs from
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anti-correlated to positively correlated has been demonstrated [129]. Also, there has been
proposal to use post processing the outcome of a quantum experiment and reconstruct
it for ideal sources [130, 131] or use methods such as counter-factual quantum erasure
(remove the need for entanglement sharing) [132] or use weak coherent light [133] or
thermal state [134].
Apart from being single-photon sources, micro-ring resonators have also been used for
single-photon level quantum frequency conversion with 60% conversion efficiency [135]
with the prediction of increasing it to 95% [136], and table top optical frequency combs
[137].
Not all the quantum computing schemes are related to linear optical quantum com-
puting or measurement induced nonlinearity. Single-photon induced phase shift is a holy
grail of quantum logic circuits as it means deterministic photon-photon gate. In a recent
experiment, a single photon pulse imprints a π phase shift on a second light beam using
Rydberg blockades combined with electromagnetic induced transparency in an optical
dipole trap [138]. In terms of quantum memory, three microsecond storage of weak co-
herent pulses with a Prussium doped crystal at 3.5 k for spin wave solid state quantum
memories has also been shown [139].
2.4 Synopsis & outlook
In this chapter, we viewed the figures ofmerit (FOM) of a single-photon source: brightness,
photon-number purity, spectral purity and indistinguishability. Using these FOMs, the
SOI HSPSs are compared with state of the art SPDC HSPSs and DSPSs in different plat-
forms. In terms of brightness, heralding efficiency, purity and indistinguishability the mul-
tiplexed SPDC HSPSs are the best single-photon sources available although none of the
single-photon sources so far have shown more than 95% raw indistinguishability through
quantum interference visibility [100]. Quantum dots DSPSs have demonstrated significant
progress recently and have become comparable and even better than SPDC regarding
brightness and indistinguishability (spectral purity) of photons from the same dot [50].
Using active demultiplexing such a high brightness and spectrally pure DSPS acts as mul-
tiple sources of indistinguishable single-photon streams. Quantum dots are unique and
only very recently single-photons from two independent quantum dots has been inter-
fered with 55% visibility [86] thus limiting the possible integration of multiple quantum
dots in the same circuit. In contrast, using a high degree of multiplexing SPDC sources
are achieving high brightness, purity and indistinguishability of single-photons [49]. Once
a near ideal SPS is demonstrated in any of these platforms, we can scale up the linear
optical circuit to perform sufficiently complex quantum algorithms. Such scaling up ap-
proach also requires a system that favours integration and SOI is one such platform.
The SOI photonic HSPSs have shown comparable intrinsic brightness to SPDC sources,
but due to the low collection efficiency, the raw brightness is still low. The recent proposals
[41,64–66] with micro-ring resonator HSPSs promise near unity (99.99%) spectral purity
with near unity indistinguishability and high heralding efficiency which are essential to
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The silicon industry is the technological revolution that started a few decades ago in
California in silicon valley. Emerged as the electronics industry, it has changed many as-
pects of our lives, in particular, by introducing computers for personal and professional
uses. Over the last few decades, it has also opened pathways to implement light manipu-
lations in the nano-scale regime in the very same silicon based platform. This study and
application of optics in silicon is called silicon photonics. The term photonics is similar to
the word electronics, inducing similar connotations such as integration of light manipu-
lating structures. Albeit, photonics is neither limited to silicon structures nor to the inte-
grated chip technologies. Photonics is also used to denote fibre based technologies and
even large crystal based structures used as lasing materials. Thus, loosely defined, pho-
tonics is the science and engineering of photon-based phenomena. Specifically, in recent
years, the study of quantum phenomena with photons, commonly known as quantum pho-
tonics, emerged as a quantum-based technology (e.g. quantum computing and quantum
metrology). There are a vast number of material platforms used for quantum photonics:
Silicon on Insulator (SOI), Lithium Niobate waveguides and femtosecond laser written
waveguides, to name a few. We have chosen SOI platform for its versatility and mature
fabrication technology.
This chapter begins with a brief description of the SOI photonic components used in
this thesis for the photon indistinguishability measurements (PIMs). Any deviation from
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the desired behaviour of these components can alter the PIM significantly. Therefore, it is
necessary to understand the underlying physics of the SOI photonic components and the
possible source of imperfections. Among those components, waveguides and micro-ring
resonators are used as HSPSs in this thesis. The physical principle and design parameters
of these two components are discussed in the next section. Afterwards, a short overview
of the design software used is presented along with the foundry used for fabrications.
Figure 3.1: Silicon on insulator photonics waveguides. The layers of a silicon chip are
shown. The silicon wafer or the silicon substrate is the bottom layer. The insulating SiO2
material is grown by thermal oxidation on top of the substrate and commonly known as the
buried oxide (BOX) layer. The actual high quality silicon layer used for device fabrication
is bonded on top of the BOX [140]. Generally used thicknesses values are for substrate
200 µm to 700 µm, for the BOX 3 µm and for the deposited silicon 220 nm. Some broadly used
waveguide structure in SOI are strip, rib, slot and photonic crystals (PhC) with respective
group indices of (ng) 4.2, 4.0, 4.0 and 4.6 at 1550 nm telecom wavelength with standard
dimensions [141,142].
3.1 Silicon on Insulator platform
A Silicon on Insulator (SOI) chip consists of layers of different materials as shown in
Fig. 3.1. The substrate is a silicon wafer of about 700 µm thickness which varies depending
on the application. On top of that 3 µm (this amount may vary) SiO2 is grown through ox-
idation, which is often called as buried oxide (BOX). High quality crystalline silicon of
220 nm (the number varies) is bonded on top of the BOX [140]. Patterning the top layer
of this silicon with different physical and chemical processes are usually termed as fab-
rication steps. Often, a cladding material such as SiO2 is deposited on top of the silicon
layer.
SOI is popular for a few reasons, most notably, because of the mature fabrication tech-
nology and the existing road map to electronic integration. In addition, photonic circuits
designed and made in a standard foundry following standard fabrication process will give
the consistent performance of the components. That makes an experiment widely re-
peatable. Therefore, the SOI platform, in principal, can produce commercial grade and
foundry independent photonic components. Commercially, the most popular photonic
component is the optical interconnect that facilitates the high bandwidth of data transmis-
sions. A brief description of the components that we have used for our quantum photonics
experiments follows.
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3.1.1 Photoinic components
A photonic component is a nano scale structure, which is designed to manipulate light
similar to a regular free space optical component. Among these components, thewaveguide
is the most important. It not only guides light through the photonic circuit but it also can
change properties of the propagating light. For example, a waveguide with certain di-
mensions changes the dispersion properties of light many times more than the material
dispersion. We begin our description with waveguides in the SOI photonic platform.
Waveguides
In free space, light is focussed, collimated or reflected to facilitate point-to-point commu-
nication with large components such as lenses and mirrors. In nano-scale regime, unlike
the macro-optics components, the wavelength of the light is comparable to the dimension
of the components. Therefore, the design and dimensions of a light guiding structure
is non-trivial. One of the simplest light guiding structure in nano-scale regime is a slab
waveguide. Figure 3.2 (a) shows the formation of slab waveguide where a slab of higher re-
fractive index material (n1) is sandwiched by slabs of lower refractive index materials (n2,
n3) on either sides. The slab is confined in the vertical x-direction but infinite on the trans-
verse y-direction and propagating z-direction. The physical principle behind guiding light
in the slab waveguide is total internal reflection. While propagating, the light undergoes
total internal reflection in the x-direction, and becomes confined in the x-direction inside
the high index slab. Imposing self-consistency condition, waveguide modes are defined
by the fields that maintain the same transverse direction and polarisation at all distances
along the waveguide axis (i.e. eigenmodes) [143]14 14Chap. 7 of the
reference
.
The behaviour of light inside the slab is qualitatively represented by the dispersion di-
agram in Fig. 3.2 (b). Dispersion diagram is the relation between the energy (~ω) and
momentum (~β) of the light, or between angular frequency ω and wave-vector β. In the
bulk medium, this relation results in a line called the light line. The slope of the light line





As refractive index is defined by the ratio of the velocity of the light in that medium to the





and the wave-vector can be expressed as β = k0ng, where k0 is the wave-vector of light in
free space. Thus the slope of the light-line of a material can be uniquely represented by
the refractive index ng. A quantitative use of the light-line can be found in [144]. In this
section a qualitative use of the light line is applied to explain the guided waveguide modes.
Figure 3.2 (b) represents the light-lines of the slab waveguide’s materials n1, n2 and n3.
As n1 > n2 > n3, the slope of the n3 medium’s light line is the highest. The slab waveguide
confines the light between the high index (n1) and low index n2 material and the light
responds to both of the materials at the same time. Therefore, intuitively, the refractive
index of the propagating light has to be in between these two values (e.g. n1 and n2). This
index of the propagating light is called the effective refractive index neff . It means that the
dispersion relation of the confined guided mode of light has to be somewhere in between
those two light-lines. Based on this idea, the waveguide modes can be defined into three
categories: guided modes, propagating radiative modes and evanescent radiative modes.
The strict definition of the guided modes is that the electromagnetic fields of the guided
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Figure 3.2: Slab waveguide and dispersion relation. (a) In a slab waveguide, a slab of
high index material (n1) is sandwiched by low index materials (n2 and n3). The TE and TM
optical modes of propagation contain the electromagnetic field components (Hx, Ey, Hz)
and (Ex, Hy, Ez) respectively. (b) The dispersion relations of the propagating waveguide
modes have to be in-between the light-lines of the high index (vg1) and low index (vg2)
materials. Due to the light confinement, a discrete set of waveguide modes (eigenmodes)
exist, each with its own cut-off frequency (ωc). The plot on the right shows the propagating
eigenmodes form discrete energy levels while the radiativemodes form a continuous band.
These plots are adapted from Microphotonics course notes of Universiteit Gent and the
textbook by Saleh and Teich [143] (Fig. 7.28). (c) Shows the mode profiles of the field
components of TE mode obtained using Lumerical Mode Solver. (d) Shows the mode
profiles of the field components of TM mode. The black vertical lines in these plots refer
to the extent of the n1 slab.
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modes decay exponentially from the core and no oscillatory field exists at infinite distance
from the core. For propagating radiative modes, the fields decay exponentially only on
one of the interfaces of the waveguide, while for evanescent radiative modes fields are
oscillatory on both interfaces.
The basic wave-theory indicates that when the light-wave is confined in the x-direction,
it will only allow standing waves with certain wavelengths. Therefore, the confined light
in this slab waveguide will have discrete standing wave modes, each with its own dis-
persion relations. These are called the eigenmodes of propagations. For each of the
eigenmodes, there is a minimum frequency that the standing wave pattern can sustain
for that particular dimension of the waveguide. Figure 3.2 (b) denotes them by ωck which
are also known as cut-off frequencies of the modes k. Light with lower frequencies will
not be guided and will radiate optical energy to the surroundings. These are called ra-
diative modes. The preceding discussion indicates that the waveguide changes the total
dispersion of the light. Also, this dispersion is related to the waveguide geometry, and
therefore can be engineered.
The dependence of the total internal reflection on the wave-vector (β) of light also ex-
plains the existence of cut-off frequency of a guided mode. If we start with the lowest pos-
sible β and then continuously increase it to plot the dispersion profile, we see the following
behaviour: at a certain frequency the light energy experiences only the n2 cladding ma-
terial and starts propagating at the boundary of n2 and n1. This is the minimum βc0 = k0nc0,
where the total internal reflection can take place inside the waveguide core n1. The notion
of this cut-off wave-vector exists because the total internal reflection starts at a certain
angle, which strongly depends on the frequency of the light. Thus, the dispersion relation
starts at the n2 light line. At a higher β, more light starts to propagate inside the n1 ma-
terial, and the dispersion relation moves towards n1. It can asymptotically reach n1 if the
light is completely confined inside n1.
The quantitative description of the above is acquired by solving Maxwell’s equations of
electromagnetic wave propagation inside the slab waveguide. The solutions are essen-
tially eigenmode solutions and reveal there are two broad category of eigenmodes that
propagate inside the waveguide. They are related to the orientation of the electric field of
the light with respect to the geometry of the waveguide. When the electric field vector is
perpendicular to the direction of propagation of light in the waveguide, it is called trans-
verse electric field mode of propagation or in short TE. The second mode is the transverse
magnetic filed propagation mode or TM, indicating the magnetic field of the light being
perpendicular to the propagation direction. Figure 3.2 (c), (d) shows the non-zero compo-
nents of the fundamental TE and TM modes of propagation inside a slab waveguide.
Figure 3.1 shows a few types of waveguides used in practical SOI platforms: strip
or nanowire, rib, slot and photonic crystal waveguides. In the rest of the thesis, only
nanowire waveguides will be discussed. The nanowire waveguide can be viewed as the
modification of the slab waveguide. It resembles a box which is the core to guide light
and the surrounding air/glass materials are the cladding to employ the total internal re-
flection. As mentioned before, the geometry of the waveguide, such as the width (W ) and
the height (H) of the nanowire waveguide play an important role in determining the dis-
persion of the light. The total dispersion profile (material + waveguide) of a waveguide
mode is usually represented by the effective refractive index neff (λ) as a function of the
wavelength. While the group index ng of the light is related to the real part of the ef-
fective index, the linear loss α of the propagating light is related to the imaginary part
43
Chapter 3. Silicon photonics
(from Optical Materials course notes of Universiteit Gent):
neff (λ) = neffR(λ) + ineffI(λ) (3.3)




α(λ) = neffI(λ)k0 (3.5)
Figure 3.3: Modes in a strip waveguide. The left side of the figure shows the electric
field intensity profiles of the first 4 TE and TM optical modes. These are obtained using
Lumerical Mode Solver for a waveguide dimensions of 500 nm × 220 nm at wavelength
1550 nm. Different electric field intensity profile results in different effective indices. As
shown in the plot on the right side, the width of the strip waveguide determines the number
of propagating spatial modes and their effective indices. A waveguide with 220 nm height
is single mode (fundamental TE and TM only), for width < 450 nm. For a width of 500 nm it
still contains only fundamental TE mode. The right-hand side plot is adapted from [145].
The real and imaginary parts of the effective index are not independent of each other
but connected through Kramers-Kronig relations. This plays a role in the employment of
the phase shifters as a photonic component, as we only wish to change the phase without
introducing losses.
An important design criterion of our PIM experiment is to carry light in a single spatial
mode for a certain range of wavelengths. The single mode nature ensures the spatial
mode purity of the generated SFWM photon pairs. Figure 3.3 (b) depicts a simulation
result (numerical mode solver solving Maxwell’s equations following the usual boundary
conditions) of effective index as a function of waveguide width W for height H = 220 nm.
This figure has been taken from [145]. As can be seen from the figure, a single mode
waveguide carries at least one single mode at TE mode and one single mode at TM for for
W = 500 nm. Usually, the height is specified by the foundry. That leaves us to choose the
width only. The dispersion relation strongly depends on the width of the waveguide. By
choosing the correct width, we can restrict the number of spatial modes that can prop-
agate in the waveguide while engineering some aspects of the dispersion. In the next
chapter (Sec. 4.2.1), a more detailed analysis of the dispersion profile of this waveguide
geometry will be discussed in the context of the phase matching bandwidth of the Spon-
taneous Four Wave Mixing (SFWM) process.
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Figure 3.4: Vertical grating coupler in SOI. (a) represents schematic and cross-sectional
view of a VGC in SOI with 1.5 dB coupling loss with 54 nm 3-dB bandwidth at 1560 nm. This
image is adapted from Li et al, Optics Express 21(7), 7868 (2013) [146]. (b) represent
Bragg conditions in k-space due to refractive index periodicity in real space (spatial di-
mensions) with period Λ. Due to the periodic refractive index in z-direction, kz only take
discrete values m(2π/Λ). Therefore, an incident light beam (kin) will couple to specific k
vectors of light allowed by the Bragg condition. The closer the kin is to an allowed k vector,
the higher the coupling efficiency. This image is adapted from theMicrophotonics course
notes of Universiteit Gent.
Vertical grating couplers (VGC)
The next important photonic component is the coupler that couples light in and out of a
SOI photonic chip. As every photon counts in a quantum photonic experiment, an efficient
coupling, usually to an optical fibre, is desirable. The main challenge is to match the
optical mode field diameter (MFD) of the optical fibre with the waveguide. While the
typical core diameter of a single mode optical fibre (SMF-28 Corning) is 8.2 µm (MFD
= 10.4 µm) for 1550 nm wavelength, our choice of nanowire waveguide has a core width of
0.5 µm as explained in the last section. Therefore, the numerical apertures of these two
structures have to be matched through the use of the coupler.
There are two well known ways of coupling light in and out of a SOI photonic chip: ta-
pered waveguide for edge coupling and grating coupler for vertical coupling. A edge cou-
pling of 0.1 dB loss (97.8% transmission) in coupling efficiency in silicon-nitride on insulator
photonic circuit has been proposed by Sandia National Lab in US for visible wavelength
(about 700 nm). A similar value (0.7 dB loss per facet) has been shown [147] with silicon
waveguides at 1550 nm, although the total efficiency was limited (∼ 3.5 dB) due to the loss
of the collecting lensed fibre. Both of the preceding examples have used a deep reactive-
ion etching method called Bosch etching. The pre-existing edge coupling photonic devices
in our group have about 8 dB loss per tapered coupler.
The vertical grating couplers (VGC) has been proven to be the more popular method of
coupling light in and out from the silicon nano-photonic chip to the optical fiber network.
The size of a VGC is relatively large, therefore easy to align. Also, a VGC does not have
to be placed at the edge of the chip, and can be positioned almost anywhere in the design
space. The physical principle of the VGC follows from the Bragg condition15 15more generally,
Floquet-Bloch Theorem
of the periodic
structures: periodicity of the refractive index in the spatial domain (e.g. n(x) periodic in
x-direction) results into a discretisation of the wave-vector (e.g. kx is discretised) in the
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Fourier domain (k-space). Therefore, the component of the wave-vector k is only allowed
to take certain values at the direction of periodicity. In one dimension it reduces to the
response of light passing through N number of slits/openings. The light after the slits will
be only focussed to a certain spatial location following the interference. These locations
fulfil a relation with the distance between two slits that stems from the Bragg condition.
The spatial locations of the interference are called the diffraction orders.
Figure 3.4 shows an example of VGC based on the periodicity of the refractive index. If
the 3D periodic structure is designed with certain periodicity, the light will propagate at a
certain direction out of the plane of the photonic chip. By varying the period, height and
width of the periodicity, it is possible to control the peak wavelength transmission, the
bandwidth of the transmission, the angle between the chip and the propagation direction.
At the moment, the state of the art efficiency of coupling light in/out through this structure
is about 88% transmission (less than 0.58 dB loss) [148] and an apodised design with 92%
transmission (0.36 dB loss) [67].
Directional couplers (DC)
A direction coupler is analogous to a beam splitter cube for macro-optics. The physical
principal of a directional coupler is the evanescent wave tunnelling phenomena between
two closely placed waveguides (Fig. (a), (b)). As explained in the previous sections, the
total internal reflection at the boundary of thewaveguide confines the light in thewaveguide.
Although most of the light energy is confined in the core of the waveguide, the tails of
the electric and magnetic field extends in the cladding surrounding the core, as shown
in Fig. 3.2 (c), (d). These fields decay monotonically in the cladding and are called the
evanescent fields. If another waveguide is brought closer to the first waveguide, then the
evanescent fields of the light propagating in the first waveguide will intersect the second
waveguide. That has a non-zero probability of exciting propagating optical mode into
the second waveguide, and transfer energy from the first waveguide. This phenomenon is
called wave-tunnelling, or more generally frustrated total internal reflection. If the waveg-
uides are close together for a long enough distance then this interaction will cause the
energy of the light in the first waveguide to completely transfer to the second waveguide.
Moreover, further increasing the interaction length can cause the light energy to oscillate
between the two waveguides. Therefore, choosing a certain length of the interaction
region we can choose the amount of splitting of the optical energy from one waveguide to
the other.
The ability to control the energy transfermakes DC irreplaceable inmicro-ring resonator
or other whispering gallery mode resonators. There are two primary design parameters of
a DC: length (L) of the interaction region and the gap (g) between these two waveguides.
Figure 3.5 (c) shows the effect of the parameters on the cross-transmission (κ) of the
optical fields. The outcome of a directional coupler is usually expressed as a four-port













Here, τ is the self-coupling coefficient satisfying the energy conservation rule,
|τ |2 + |κ|2 = 1 (3.7)
According to the super mode analysis [145], if the effective index difference between the
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Figure 3.5: The physical principle behind directional coupler (DC). (a) Photographs of the
frustrated total internal reflection (FTIR) or wave tunnelling with refraction blocks. The
left photograph shows the total internal reflection (TIR) at the top block. In the right
photograph, the presence of the bottom refraction block causes most of the light trans-
mitting through it. Thus, wave tunnelling causes TIR to become FTIR. The photographs are
taken from the website: http://www2.oberlin.edu/physics/catalog/demonstrations/modern/
ftir.html. (b) The principle of wave tunnelling applied in terms of super mode theory
explains the working of the DC. An optical mode propagating in a waveguide feels the
presence of a nearby second waveguide. The evanescent field of that optical mode ex-
cites super modes propagating through the waveguides and transfers optical powers. De-
pending on the interaction length L and gap g between the waveguides, optical modes
leave both of the waveguides with varying proportions of the intensities. (c) A graph
showing optical field coupling coefficient κ between two waveguides as a function of g for
two different L (adapted from [145] for a strip waveguide: 500 nm×200 nm, obtained using
Lumerical Mode Solver). It shows that the total optical field transmission (κ = 1) for the
shorter length L (= 5 µm) occurs at a larger gap g (= 150 nm).

















Here, Cg = Aexp(−Bg) is a constant that depends on the gap g and the particular ge-
ometry of the two waveguides through the constants A and B. As from the equation, it
can be seen that the coupling coefficients κ and τ depends on the wavelength of the prop-
agating light. Using certain fabrication techniques, the directional coupler can be made
broadband, such that it maintains the same splitting ratio over a broad range of wave-
length. In contrast it can be made very narrow band as a filter, such that all the light at
certain wavelength can only be output from one specific waveguide. In general, we have
used a commercial software Lumerical Mode Solver to simulate our designs of DC. Using
a parametric simulation on the DC geometry, L and g are chosen for a resonator HSPS.
Multi-mode interferometer (MMI)
Multi-mode interference (MMI) coupler is a photonic component based on the interference
amongmultiple spatial modes of a widewaveguide. TheMMI connects singlemodewaveg-
uides to a multimode waveguide region. In the multi-mode region, several spatial optical
modes are excited. These modes propagate inside this multi-mode region and interfere
47
Chapter 3. Silicon photonics
with each other. Based on the device geometry, it can form N images of the input single
mode at N locations of the MMI. Those locations, if connected to single mode waveguides,
can propagate each of those single modes. Therefore, MMI can be used as m×N splitter
for m single mode inputs. A MMI has larger device geometry compared with DC and is
usually symmetric. That makes a 2× 2 splitter MMI a more tolerant choice to fabrication
imperfections over the DC for an even beam-splitter design. Figure 3.6 shows anMMIwith
two inputs and two outputs and the interference pattern inside the device. The inputs and
outputs of the MMI are also related by Eq. 3.6.
Figure 3.6: MMI energy density. (a) Shows the simulation area of the Lumerical FDTD
solutions corresponding to the geometry of a MMI design pre-existing in our group. (b)
Shows the energy density of the MMI in terms of the spatial dimensions. The incoming
light excites multiple spatial modes which interfere. At the end of the MMI, light is re-
coupled to the output single mode waveguides.
Thermo-optic heater
Reconfigurable photonic circuits require photonic elements that induce phase shifts on
the propagating optical mode of light. Unlike macro-optics, SOI photonics cannot change
the length of the waveguide at will to introduce phases to the propagating light. Instead,
the real-part of the effective refractive index of the material is modified to change the
optical length of the light Lopt = neffRL to induce a phase shift φ = k0Lopt. According to
Kramers-Kronig relationships, the real and the imaginary part of the neff are related such













ω′ − ω dω
′ (3.11)
Here, the susceptibility of the material χ(ω) = n2eff (ω) − 1. It is interesting to note that,
according to these relations, if a material is dispersion-less (i.e. neffR is constant), then it
is also lossless (α = 0). The key to introduce a phase shift with negligible loss is to modify
neff much further away from the resonant response of the material which will induce
negligible loss.
Silicon is a centro-symmetric (χ(3)) material and therefore it does not have any electro-
optic coefficient. It means applying an external electric field will not distort the structure
of the silicon and therefore the light will see the same material, and the effective index
of the light will be the same. Therefore, for silicon, localised heat is used which does not
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Figure 3.7: The material layers of a thermal phase-shifter fabricated by the IME foundry.
The image is adapted from Lim et al, IEEE JSTQE 20(4), 405-416 (2014) [149].
depend on the symmetry. Heating a concentrated region of a silicon waveguide distorts
the material structure sufficiently to induce a phase shift. A typical heater used in our fab-
ricated SOI chips requires about 30 mW of electrical power dissipation as heat to induce
a π phase shift. These heaters are formed with fabrication techniques depending on the
foundry. Figure 3.7 shows heaters connected through vias in the chips we received from
IME foundry. Simpler tri-layer metallisation process also exists which we received from
ANT foundry and also made ourselves (App. D). The heater material is usually a highly re-
sistive material such as titanium nitride which can efficiently convert the electrical energy
into heat. The heaters are electrically connected through the gold tracks to the bond-pads
and then to the outside world.
Mach-Zehnder interferometer (MZI)
A Mach-Zehnder interferometer is the most common interferometer for chip based pho-
tonics. The light entering through one of the input ports will be split evenly by a directional
coupler (or an MMI) and then propagate without any interaction in separate waveguides.
One of the waveguides may have a thermo-optic phase shifter which can change the phase
of the light in one of the waveguides. After a certain propagation length these two waveg-
uides are brought together in another directional coupler (or anMMI) where they interfere
constructively or destructively based on the relative phase difference. The outcome of the

























where, κ = √η is the splitting ratio of the DC or the MMI, and ΦMZI is the phase induced
by the heater. If the top (bottom) waveguide has a propagation constant βt (βb) and length
Lt (Lb), then,
ΦMZI = βtLt − βbLb (3.13)
A balanced MZI has Lt = Lb, where an asymmetric MZI (AMZI) may have βt = βb. An
AMZI has different waveguide lengths on the top and bottom arms. Depending on the
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Figure 3.8: Schematics and general responses of MZI and AMZI. (a), (b) show the
schematics of the MZI and AMZI. (c), (d) show the typical transmission through one of the
output ports. MZI does not depend on the wavelengths of the light, while AMZI strongly
depends on them.
lengths, some wavelengths will acquire more relative phase in the top waveguide than
the bottom. Thus, the dispersion property of the effective index of the light together
with the path length difference of the two waveguides, contribute to the position of the
constructive and destructive interferences of light with wavelength dependance. The free
spectral range (FSR) of the interference dips (or maxima) are related to the path length





Figure 3.8 shows typical responses of such structures when the paths are balanced (MZI)
and when they are imbalanced (AMZI). One of the waveguides has a heater on top of it
such that we can change the phase of the light propagating through that waveguide and
change the interference outcome.
Micro-ring resonator
A micro-ring resonator can be viewed as an interferometer with a cavity. An ideal cavity
can be seen as a physical structure similar to a closed box, which is unperturbed by and
un-connected to the surrounding environments. Therefore, it is hard to access what is
inside the cavity. Similarly, anything inside the cavity does not communicate with the
outside world. In reality, a cavity has a weak connection to the outside world. A micro-ring
resonator has two main structures. The first one is a waveguide loop which closes upon
itself thereby free from any external influence, and therefore, acts as a cavity. Any light
trapped inside the cavity will propagate around forever, ideally, for lossless waveguides.
The second one is the bus waveguide which is put very close to this loop. It facilitates
wave tunnelling through directional coupler (DC) mechanisms. This bus waveguide is the
connection of the loop waveguide cavity to the outside world.
The two aforementioned structures, loop and the bus waveguides, contribute to the
major responses of the micro-ring resonator cavity. The loop waveguide can only sustain
light with wavelength that forms standing wave patterns. The length of the loop (LRg) has
to be such that after a round trip of light propagation, it contributes constructively with the
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Figure 3.9: Schematics of single-bus and double-bus micro-ring resonators and their
typical responses. (a), (b) show the schematics while (c), (d) show the responses with
usual characterisation properties. ER: extinction ratio; FWHM: full width half maximum;
FSR: free spectral range.
phase. In other words, it accumulates integer multiple of the phase 2π. That is the same
resonance criteria in any cavity sustaining a standing wave motion: the integer multiple of
the wavelength has to be equal to the length of the loop (LRg = mλres). These wavelengths
that sustain in the cavity are called resonance wavelengths, λres. Therefore, there will be
resonance wavelengths at regular intervals which is called the free-spectral-range (FSR),





Now, in an ideal cavity with no internal loss, light can travel forever without decaying. But
any real cavity will have some finite loss ae per unit length, which results in a non-unity
round-trip transmission, αRg = exp(−aeLRg) < 1. Thus, a pulse inside the resonator com-
pletes finite number of round trips. This metric of the cavity is called the internal quality
factor, Qint. When the DC mechanisms is used, it enables the bus waveguide to control the
amount of light extracted from the cavity to this bus waveguide. The additional extraction
of light can be viewed as additional loss which results into a lower quality factor. This
is called the loaded quality factor Qload of the resonator. In the rest of the thesis, unless
explicitly mentioned, the quality factor Q will represent Qload. In the loaded scenario, the
DC parameters are called the cross-coupling coefficient κ and the self-coupling coefficient
τ which satisfy the energy conservation principle:
|κ|2 + |τ |2 = 1 (3.16)
As shown in Fig. 3.9 (a) and (c), the response of the micro-ring resonator can be viewed as
anMZI. For example, at the beginning of the coupling section, the input light (Ein) is being
injected into the cavity (κEin) and mixed with the light that is already in the cavity (EC).
Depending on the phase (θ) accumulated by EC , at the end of the coupling/interaction
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region, at the output of the bus waveguide (Eout), EC and Ein interfere to form Eout with
either of the two possible interference outcomes. The corresponding equations are:
EC = −κ∗Ein + τ∗αRgeiθEC (3.17)




1− ατ∗eiθ Ein (3.19)
There is constructive interference or destructive interference, depending on the round
trip phase θ(λ) for that particular wavelength of light. When the light wavelength is non-
resonant in the loop waveguide, it cannot sustain the standing waves. It will then simply
pass to the bus waveguide without any change, as if the loop waveguide does not exist.
For the resonance wavelengths (λres) of the loop waveguide, there is constructive inter-
ference inside the cavity, sustaining more round trips in the cavity. The total energy is con-
served through the total destructive interference outside the cavity in the bus waveguide.
Therefore, if we see the response of the ring-cavity at the end of the bus waveguide as a
function of wavelength, we see dips at the resonance wavelengths (Fig. 3.9 (c)). The depth
of a dip with respect to the non-resonant response is called the extinction ratio (ER). The
full width of the resonance line-width (dip) at half the value of the ER is called the full-
width half-maximum (FWHM ) of the resonator. Extinction ratio is related to the quality
factor (Qload) and denotes the degree of destructive interference at the resonance wave-
lengths. Inside the cavity, the recurring constructive interferences of light in each round
trip add the optical field of the light at the resonance wavelength. This can be seen as an
effective enhancement of light’s optical field inside the micro-ring resonator compared to








There are three modes of operations in a resonator, based on the interplay between the
coupling constant and the loss inside the cavity, as shown in Fig. 3.10:
1 Under-coupling regime. When we couple in much less light in steady state than
that is lost in the round trip loss inside the cavity, then this is called under-coupling
(τ > αRg). Here, the field enhancement (fE) as well as the extinction ratio (ER) of
the light is low as shown in Fig. 3.10 (a).
2 Critical-coupling regime. If the coupling is just matched with the internal round trip
loss, then the ER is the highest and the mode of operation is called critical coupling
(τ = αRg). The field enhancement of light in critical coupling is the highest as shown
in Fig. 3.10 (b).
3 Over-coupling regime. If we couple more light into the loop waveguide than lost in
the round trip, then the destructive interference is also not as high as in the critical
coupling and the extinction lowers eventually. This mode of operation is called over-
coupling (τ < αRg). It also has lower field enhancement than the critical coupling as
shown in Fig. 3.10 (c). Increasing the coupling will further reduce the fE and the
FWHM of the resonance line-width will further increase as shown in Fig. 3.10 (d).
The micro-ring resonator is a versatile device. It can be used as a spectral filter by
adding a second bus waveguide as shown in Fig. 3.9 (b), (c). This configuration made the
resonator a four-port device. Depending on the coupling of the second waveguide, the
total loss in the loop waveguide can effectively increase. This can significantly lower the
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Figure 3.10: Coupling regimes of a single-bus micro-ring resonator. The output trans-
mission of the resonator is denoted by the blue curve, while the field enhancement
inside the cavity is denoted by the red curve. For the round-trip transmission coefficient
αRg = 0.995, (a) represents under-coupling, (b) represents critical-coupling, (c) and (d)
represent over-coupling regimes. The extinction ratio ER and field-enhancement fE is
highest for the critical-coupling.
extinction (quality factor) and increase the FWHM at the resonance wavelengths. Due
to the presence of the second waveguide the resonance light which destructively inter-
fered in the first bus waveguide and cannot escape, will now escape through the second
bus waveguide. The amount of light escaping through the second waveguide will be deter-
mined by the coupling (κ2) of the second waveguide to the loop waveguide. Therefore that
side of the second waveguide is called the drop port. If we inject light from the other end
of the second bus waveguide and if it fulfils the resonant condition, then it will be coupled
in to the cavity and output through the first bus waveguide. This adds new signals to the
original input to the structure. Therefore, this port of the second bus waveguide is called
the add port.
Passive and active circuits
The components discussed above are passive semiconductor components. It means they
do not have any active regions such as n-type doped or p-type doped region to make p-n
junctions or carrier injection modulators. The PIM experiments performed in this thesis
used only the passive components.
Active components such as p-i-n diode across a resonator can be used with resonator
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HSPS to reduce free-carrier induced loss and to increase the brightness [150]. Active
components are also important for fast switching (e.g. carrier depletion modulators) for
multiplexed sources. Based on the experiments presented in this thesis, in further work,
PIM experiments will be performed with active components.
3.1.2 Fabrication techniques and tolerances
The previously described components were discussed from the point of view of the ideal
structures without any practical imperfections. The actual physical process of patterning
structures in a thin layer of silicon is called the fabrication process. This process for
silicon nano-photonic components has been improved and developed extensively in the
last few decades primarily benefitting from the semiconductor electronics industry. Nev-
ertheless, depending on the method of employment, practical structures are still far from
the textbook idealisations.
Figure 3.11: Fabrication process of nano-photonic components. (a) Shows the different
components of the optical lithography process. The image has been adapted from
https://www.anandtech.com/show/10097/euv-lithography-makes-good-progress-still-not-
ready-for-prime-time. (b) Shows the schematic diagram of electron beam lithography
system.
The twomainmethods of fabrications are deep ultra-violet photo-lithography and electron
beam lithography. As the main idea of patterning is to imprinting an image on the surface
of the silicon layer, the mentioned two methods are actually sophisticated imaging tech-
nique in nano-scale. The first one, deep UV photolithography, imprints the image of the
component using optical projection using deep UV light similar to a photographic shot
with a camera. The physical principle behind this lithography technique is very similar to
developing paper photographs with chemical developers. Due to the very short UV light
(248 nm or 193 nm depending on the process), the minimum feature size corresponds
to the diffraction limit and the projection techniques. Using immersion lithography tech-
nique the feature size can be as low as 65 nm. The minimum feature or tolerance in the
design of a photonic component has to comply with this value.
Electron beam lithography (EBL), uses the De Broglie wavefunction of the electrons
by choosing the right energy of the electrons to imprint an image on the resist. Here,
the electron beam can be raster scanned starting from the top right corner and going to
the left and then continuing to the next line at the right etc. This is very similar to the
old cathode ray tube based television. Using 100 keV energy electron beams, a minimum
feature size of 6 nm can be achieved. Therefore, it appears that EBL has a clear advantage
over photolithography in terms of minimum feature size.
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The EBL does not necessarily make the fabricated components superior than the photo-
lithography process. The actual quality of the fabricated device also depends on the sub-
sequent physical processes such as etching, depositions etc. Once a waveguide pattern
is imprinted on the silicon, the surrounding silicon layer has to be etched away to form
the sidewalls of the waveguides. This etching determines the sidewall roughness related
to the scattering loss and back-reflections. The roughness that exists in the sidewall of






Where, αscat is a constant related to the etching process, ∆n is the index contrast at the
interface, ES is the strength of the electric field at the edge of the waveguide and P is the
power in the optical field. Surface roughness not only increases the linear loss but also
sometimes contributes to unpleasant effects in some photonic components. For example,
resonance splitting due to back scattering is a major problem in a ring-resonator cavity.
Sometimes, this will result in a directional coupler with splitting coefficients deviating only
after 3rd significant digits from the designed splitting coefficients. But that is enough to
change the extinction ratio of an AMZI filter from 60 dB to 30 dB [73]. The combination
of cladding and depositing heater elements and metal layers may also affect the quality
of the final state of the components.
Tolerances and reproducibility
The fabrication tolerance limit of 6 nm in EBL compared to 65 nm in photolithography ap-
pears to be in favour of choosing EBL. However as the photolithography takes the whole
image of the imprinting at one go, it is much faster than the electron beam lithography
that does a much slower raster scan. Another important reason in choosing photolithog-
raphy is the reproducibility of the photonic components. Photolithography process that
happens specifically in a foundry follows standard procedure that gives standard compo-
nents comparable to other foundries. In contrast, the EBL is usually not commercially
mass producible scheme and thus not standardised. That makes it less viable for repro-
ducible components with the same performance. The number of samples delivered in a
photolithography process is usually few times higher than the EBL.
3.2 Design software and foundries
A successful implementation of a nano-photonic design in SOI requires various types of
simulations to make the geometry, determine the design parameters or to estimate the
performance of the devices. Often, a final file in the GDSII format is produced. It contains
all the geometrical definition of the components for each fabrication steps to be used by
the foundry that fabricates the devices.
3.2.1 Software
The design parameters of the photonic components are determined with commercially
available softwares such as Lumerical. Lumerical contains standard design tools: Eigenmode
Expansion as waveguide Mode Solver, FDTD tools to accurately determine the coupling
ratio of a DC etc. Often, a new photonic component, or specific design physics cannot
be simulated in any commercial softwares. In such scenarios, MatLab or other similar
numerical simulation tools are required to simulate the performance of the devices.
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Once the design is finalised, it is implemented by a python based software package called
IPKISS. This essentially contains a large library of geometry packages to draw layer by
layer geometrical shapes. The final output of the IPKISS is theGDSII file. This file contains
all the information of the different material layers, shapes of the components at different
layers and the position of each component with respect to each other.
3.2.2 Foundries
Most of the SOI photonic chips mentioned in this thesis were fabricated in the Institute of
Microelectronics (IME) of Singapore. These are referred with the prefix IME. IME chips
are fabricated using photolithography process. Therefore, many of the device constraints
and imperfections in our photonic chip are due to the constraints of the IME foundry
service.
One of the experiments has been performed with a chip fabricated using EBL in Dan-
marks Tekniske Universitet. This chip is referred to as DTU-tele in the rest of the thesis.
3.3 Synopsis & outlook
SOI is one of the many photonic platforms. It has a myriad number of well designed pho-
tonic components suitable for carrying out a quantum algorithm. Although SOI does not
have the best components in every single aspect, it is the most mature, commercial-grade
platform. It not only has high optical nonlinearity required for waveguide or micro-ring
resonator HSPSs but it also has low loss optical delay lines [74,75], high-speed electro-
optic modulators [76] and even the possibility of multi-layer photonic chip [77], all of
which are necessary to accommodate very large scale integration to design a sufficiently
complex quantum computer.
In this chapter, a set of photonic components have been briefly described. These com-
ponents are used to design the photonic circuits for the photon indistinguishability mea-
surements (PIM) in the subsequent chapters. Each of these components has the ability to
affect the PIM as we will see in Chap. 6 and Chap. 7. Therefore, it is essential to under-
stand their ideal behaviour and the design parameters. Two of these components are the
waveguides and the micro-ring resonators which also act as HSPSs. Also, the component
directional coupler (DC) is very sensitive to its design parameters and fabrication imper-
fections and plays an important role setting the performance of the resonator HSPSs and
the MZI. In the next chapter, the design procedures to identify the optimum parameters
of all these components are illustrated. These design parameters play an important role
in the performances of the PIM circuits, particularly on the HSPSs.
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PART II
PIM circuits in SOI: design, modelling and simulation
Implementing on-chip PIM circuits in SOI platform requires choosing appropriate design
parameters for each photonic component used in the circuit. Modelling a new component
using FDTD and the expected spectral response of the whole circuit facilitates the choice
of the optimum design parameters (including HSPSs) as discussed in Chap. 4. Subsequent
simulations have been done in Chap. 5, to estimate the purity of the on-chip HSPSs, and
to estimate the effect of the device imperfection on indistinguishability measurements.
These give an estimate of the performance of the designed PIM circuits and necessary
tools to analyse the experimental data.

Chapter 4
Designing and modelling PIM circuits
Contents
4.1 Design proposal of the PIM circuits . . . . . . . . . . . . . . . . . . . 60
4.1.1 Schematics of the on-chip PIM circuit . . . . . . . . . . . . . . . . . 60
4.1.2 Proposed designs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2 Modelling photonic components . . . . . . . . . . . . . . . . . . . . . 62
4.2.1 Compact waveguide model . . . . . . . . . . . . . . . . . . . . . . . 63
4.2.2 TE vs TM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2.3 FDTD simulations of directional-couplers (DC) . . . . . . . . . . . . 64
4.2.4 Optimum parameters for waveguide and resonator HSPSs . . . . . 65
Waveguides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Micro-ring resonators . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2.5 Optimum filter parameters . . . . . . . . . . . . . . . . . . . . . . . 68
4.2.6 Narrowband spectral filters to increase purity . . . . . . . . . . . . 69
4.2.7 Component variations and modelling feedback . . . . . . . . . . . . 70
4.3 Simulating the spectral response of the PIM circuit . . . . . . . . . . 71
4.4 The implemented PIM circuits . . . . . . . . . . . . . . . . . . . . . . . 71
4.5 Synopsis & outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
In this chapter, we will design and model on-chip and off-chip photon indistinguisha-
bility measurement (PIM) circuits. A common PIM method is to use Hong-Ou-Mandel
(HOM) [46] interference, as described in Sec. 2.2.5. Usually, in a HOM interference the
single-photons’ wavepackets are delayed in time and then gradually overlapped on an
even beam-splitter. An integrated circuit does not have an analogue time-delay (analogue
path variation); therefore, it is not ideal for such experiments to be performed on-chip.
At the same time, the immobility of the waveguides makes the relative phase difference
between two optical paths in an integrated circuit very stable. Thus, a highly stable Mach-
Zehnder interferometer (MZI) can be implemented in an integrated platform and used for
PIM (Sec. 2.2.5). This stability is the primary strength of an integrated quantum photonic
platform. The interference data collected using on-chip MZI (Chap. 6) is much less noisy
than the off-chip HOM interference (Chap. 7). A stable MZI fringe is not only important
for a PIM but also readily useful in quantum metrology. In general, such stability is nec-
essary to perform long and complex quantum photonic experiments, which is immensely
important for scalable quantum photonic circuits (e.g. quantum computer).
Prior to fabrication, it is necessary to agree on the design parameters of a photonic
component as most of them cannot be changed afterwards. In addition, the delivery time
of an SOI multi-project-wafer (MPW) fabrication is about six months—one-quarter of the
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lifetime of a PhD. Both of these points indicate the necessity of extensive simulations to
ensure that the right circuit is sent for fabrication.
Fabricating a PIM circuit requires simulations of the photonic components (e.g. waveg-
uides, HSPSs), the circuit designs for PIM, and the spectral response to determine the
correct reconfigurability. The very first simulation is performed to choose the appropriate
waveguide dimensions. Waveguides interconnect the photonic components in the circuit
and guide the light through them. Therefore, the loss has to be low, and the minimum
bend radius for optical guiding has to be known. We also need to ascertain the single
spatial mode for spatial mode purity of the HSPSs and estimate the dispersion in the
waveguide. Specifically, the group index (ng) and the group velocity dispersion (GVD)
need to be known. The ng determines the free spectral range (FSR) of the resonator
HSPSs and the filters. The GVD parameter determines the phase matching bandwidth of
the SFWM photon-pairs generation.
This chapter begins with the proposed design of the PIM circuit. Then it continues to
the modelling of the photonic components including compact waveguide model and its
relation with the HSPS. Afterwards, the spectral response of one of the PIM circuits is
presented which shows the role of different components in the circuit. Finally, the images
of the GDSII files of the implemented designs are shown.
4.1 Design proposal of the PIM circuits
A PIM circuit design needs at least two HSPSs for single-photon generation and an in-
terferometric component for the indistinguishability measurements among them. For an
off-chip PIM, only two on-chip HSPSs are required, since the interference can be per-
formed with an off-chip beam-splitter. An on-chip PIM requires not only on-chip HSPSs
but also on-chip filters to separate signal-idler photons and an on-chip MZI for quantum in-
terference. These components can be arranged in a few ways as described in the following
sections.
4.1.1 Schematics of the on-chip PIM circuit
The schematics are arranged under two tag-names based on theMPW fabrication run they
have been sent to: IME01 and IME03. IME is a foundry in Singapore who fabricated our
SOI photonic chips. IME01 and IME03 are the chips fabricated in the years 2014 and 2016
respectively. IME01 chips contain the most basic on-chip and off-chip PIM circuits. IME03
chips contain some major modifications based on our experience with IME01 chips. In
addition to IME01 and IME03, on-chip PIM has been performed with a reconfigured DTU-
tele chip. DTU-tele is designed by Dr Jianwei Wang in our research group for multi-photon
experiments, and fabricated by a research group inDanmarks Tekniske Universitet (DTU).
Figure 4.1 (a) and (b) show the IME01 designs for both off-chip and on-chip PIM re-
spectively. The premise of the off-chip PIM is simple: a laser pulse (green pulsed shape
in the figure) will be split equally by an on-chip directional coupler (DC); laser pulses will
generate photon pairs in source 1 and 2; photon-pairs will be coupled out of the chip and
interfered in a HOM experiment. The on-chip PIM has three additional components: two
filters and a MZI. The filters separate signal and idler photons. Idler photons are sent for
detection to herald the signal photons. Signal photons from these two independent HSPSs
are then interfered on the MZI.
Figure 4.1 (c) and (d) show the IME03 designs for on-chip PIM. IME03 designs are
modified version of IME01 chips, based on the following observations:
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Figure 4.1: Schematics of the design proposals of on-chip and off-chip PIM circuits. The
input pump pulses in the circuits are represented by green pulse shapes. Signal-idler
photons are represented by red and blue dots respectively. (a) contains only two on-chip
sources which are used for off-chip PIM. (b) represents an on-chip PIM, where the photon-
pairs are first generated by HSPSs 1 and 2, then signal-idler photons are separated by
filter 1 and 2, idler photons are sent out for detecting the presence of signal photons
and lastly, the signal photons are interfered on an MZI. (c) is a slightly modified version
where the first two filters (1 & 2) are used for pump rejection to limit the spurious four
wave mixing. The rest of the circuit remains the same. (d) contains slightly different
filters designed for narrowband spectral filtering to increase the spectral purity, and it is
specifically designed for waveguide HSPSs. First two of these filters (1 & 2) spectrally
filter only the signal photons which then interferes in the MZI. The last two filters (3 & 4)
can spectrally filter the idler photons if needed. (a), (b) are implemented in IME01 chips,
while (a), (c), (d) are implemented in IME03 chips.
1 Due to fabrication tolerances, the directional couplers (DC) in the IME01 chips did
not have even splitting ratios, which resulted in unequal pumping of two HSPSs and
imperfect MZIs. Therefore, the input DCs have been replaced with MZIs in Fig. 4.1
(c) and (d) to ensure equal pumping. Also, the DCs in the MZIs have been replaced
by MMIs. As described in the last chapter, MMIs have larger dimensions compared
to DCs, therefore more tolerant to fabrication imperfections. The symmetric ge-
ometry of a 2 × 2 MMI for even splitting also makes it more tolerant to fabrication
imperfections.
2 Spurious four wave mixing (Sec. 6.3.3) is an issue with the IME01 chips due to the
long input waveguides and the propagation of the pump through the whole circuit.
Photon-pairs generated by spurious four wave mixing in the circuit other than in
the HSPSs can reduce the quantum correlations. Therefore, the input waveguides
have been shortened in IME03 circuits. Also, filter 1 and 2 are used to filter out the
pump pulses just after the HSPSs. This stops spurious four wave mixing in the rest
of the circuit.
3 Off-chip spectral filtering to increase spectral purity is challenging as it is difficult
to find a narrowband spectral filter which is tuneable in wavelength with low in-
sertion loss. The on-chip filters in Fig. 4.1 (d) are narrowband spectral filters used
to increase spectral purity of the waveguide HSPSs. This design is low loss and
tuneable in both the wavelength and the filter bandwidth. The first two filters (1 &
2) separate and also spectrally narrow the signal photons, while the last two filters
(3 & 4) only spectrally filter idler photons if they are reconfigured (Sec. 4.2.6).
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4.1.2 Proposed designs
Based on the above schematics, the following designs were implemented:
1 IME01 off-chip PIM design contains waveguide HSPSs based on the schematic of
Fig. 4.1 (a).
2 IME01 AMZI design contains single-bus micro-ring resonator HSPSs and asym-
metric MZIs (AMZIs) as filters based on the schematic of Fig. 4.1 (b).
3 IME01 RF design contains single-bus micro-ring resonators as HSPSs and double-
bus micro-ring resonators as filters based on the schematic of Fig. 4.1 (b). RF stands
for ring filter which is used to separate signal and idler photons.
4 IME03 RF design contains single-bus micro-ring resonators as HSPSs, asymmetric
MZIs (AMZIs) as first two pump-rejection filters (1 & 2), and double-bus micro-ring
resonators as the last two filters (3 & 4) based on the schematic of Fig. 4.1 (c).
5 IME03 Wg design contains waveguide HSPSs, a special resonator based photonics
component (described in Sec. 4.2.6) as spectral filters based on the schematic of
Fig. 4.1 (d).
All of the above designs are first modelled on a component by component basis, then the
spectral response of the whole circuit is simulated.
4.2 Modelling photonic components
The main purpose of the following modelling is to ensure the optimum performance of the
components in the photonic circuit. Each component mentioned in the preceding section
will be modelled according to the experimental considerations: a compact waveguide
model to determine ng and dispersion; FDTD simulations of directional coupler (DC) de-
signs for optimum resonator parameters and the correct FSR for filters. All our circuits
are designed for the transverse electric (TE) mode.
Figure 4.2: Dispersion using compact waveguide model for a 500 nm × 220 nm silicon
nanowire waveguide calculated using Lumerical Mode Solver for TE mode. (a) Effective
index neff and group index ng as a function of the wavelength of the light. (b) The dis-
persion parameter Dλ as a function of the peak wavelength of the pulsed light in the
waveguide.
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4.2.1 Compact waveguide model
In this section, we will only model the nanowire waveguide. In designing photonic circuits,
it is useful to estimate effective index and the linear loss (imaginary part of the effective
index) as close to the practical values as possible. The value of the effective index as a
function of the wavelength, expressed as a Taylor series expansion up to the second order
term, is used as a practical model of the dispersion in the waveguide. This model is called
the compact waveguide model [145]:
neff (λ) = n1 + n2(λ− λ0) + n3(λ− λ0)2 (4.1)




A commercial software, Lumerical Mode Solver, can simulate the light propagation
inside the nominal waveguide design, following Maxwell’s equations of the electromag-
netic wave propagation. It outputs the eigenmode propagation of light and the effective
index for each mode for a particular wavelength. A simulated compact waveguide model
for a standard 500 nm× 220 nm nanowire waveguide for TE mode is presented in Fig. 4.2.
From this figure, we extract the value of ng = 4.16 and the dispersion parameter D =
460 ps/nm/km at 1550 nm.
Fabricating a AMZI based on this model, and measuring the response of the device we
can also estimate the actual value of effective index and the dispersion to match with the
modelled value. Such an experiment is presented in App. A.
Figure 4.3: Dispersion using compact waveguide model for a 500 nm × 220 nm silicon
nanowire waveguide calculated using Lumerical Mode Solver for TM mode. (a) Effective
index neff and group index ng as a function of the wavelength of the light. (b) The dis-
persion parameter Dλ as a function of the peak wavelength of the pulsed light in the
waveguide.
4.2.2 TE vs TM
It is mentioned before that the transverse electric (TE) mode of propagation is chosen
over the transverse magnetic (TM) mode of propagation. That is based on the following
reasons effectively captured by the compact waveguide model of TM light in Fig. 4.3:
1 It can be seen from Fig. 4.3 (a) that the value of ng at 1550 nm is about 3.7 for a
fundamental TM mode. This is lower than the ng = 4.16 of fundamental TE mode.
Low ng value translates into lower intensity due to lower confinement, larger bend
radius for low loss guiding, and larger footprint of the same component.
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2 Figure 4.3 (b) shows that the value of the dispersion parameter D is few orders
of magnitude higher than the TE mode. A higher dispersion will make the phase-
matching bandwidth of SFWM smaller. This will result in photon-pair generation
near the pump pulse wavelength, resulting in the need of more strict constraints on
pump filtering.
3 The TM modes are more sensitive to temperature variation as explored in App. A.
A small fluctuation in the temperature results into a large variation in the TM ef-
fective index compared to TE. Therefore, a resonator with TM mode will be more
challenging to stabilise compared to TE.
Figure 4.4: FDTD simulation result on the coupling of the ring-resonators by varying the
coupling length Lcoup. (a) shows the device geometry simulated in Lumerical FDTD sim-
ulation. (b) represents 2D simulation to determine the Lcoup for |κRg|2 = 0.07. (c) shows
wavelength dependence of the DC for three different values of Lcoup. (d) shows 3D FDTD
simulation to estimate the Lcoup for λ = 1.55 µm.
4.2.3 FDTD simulations of directional-couplers (DC)
The analytic expressions of the splitting ratio of the DC mentioned in the last chapter
are used to determine the design parameters of a DC with low accuracy but closer to
the desired values. Subsequently, a Finite Difference Time Domain (FDTD) simulation is
performed to refine it to a more accurate version of the component behaviour for a specific
device geometry. Such accuracy is required, for example, to design the coupling section
of a ring-resonator. As we know from the Eq. 3.19 that the response of the resonator
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depends critically on the parameter values of the coupling region, namely, the coupling
length Lcoup and the gap g. An inaccuracy of a few percent in the coupling κ(Lcoup, g) can
change the resonance from over coupled to critically coupled regime. Considering the
round-trip transmission inside the resonator is αRg = 0.995, the |κRg|2 = 0.07 is chosen for
slightly over-coupled resonators (Sec. 4.2.4).
All the simulations and fabrication here are done with a comparitvely large gap between
the waveguides (g = 300 nm) to achieve higher fabrication tolerance on the length Lcoup. A
larger gap (g) results in a larger length Lcoup to achieve the same field coupling (Fig. 3.5),
and a larger Lcoup has larger tolerance limits. Fig. 4.4 (a) shows the simulation geometry
of the resonator—known as the racetrack resonator with an S-bend in the coupling region.
Fig. 4.4 (b) shows the 2D FDTD simulation results of the transmission |κRg|2 in the ring
region as a function of the coupling length for different wavelengths. For a |κRg|2 = 0.07,
the Lcoup is between 5 µm and 10 µm. Fig. 4.4 (c) shows that for this geometry the coupling
constant κ strongly depends on the wavelength of the interest. For example, fixing the
coupling length Lcoup to achieve over-coupling the resonator in the pump wavelength may
result in under-coupling in shorter wavelength signal photons. Fig. 4.4 (d) shows the more
accurate but resource-hungry 3D FDTD simulations of the same parameters. Using these
simulations as a guide, the Lcoup = 12 µm is determined for the micro-ring resonator HSPSs
mentioned in the next section.
4.2.4 Optimumdesign parameters for waveguide andmicro-ring resonator
HSPSs
Following the literature and the simulation presented previously, the photon-pairs gener-
ation in the waveguide and resonator HSPSs is optimised in this section. This parameter
set will be verified by experiments presented in Chap. 6 and Chap. 7. We will first discuss
the optimum parameters for the waveguide structure and then the micro-ring resonator
structure.
Waveguides
Once the waveguide cross section of the PIM circuit is chosen from the dispersion calcula-
tions, the primary parameter for a waveguide source that we canmodify while maintaining
single mode operation is the length of the waveguide, LWg. According to the photon pair
generation theory, the generation rate γeff is proportional to the square of the length of
the waveguide without considering any self-phase modulations (Eqn. 2.10). At the same
time the total linear loss αT = αWgLWg increases with the length of the waveguide. As
these two effects contribute simultaneously,
γeff ∝ L2Wgexp(−2αLWg) (4.3)
there will be an optimum length that will maximise the photon-pair generation rate as
shown in Fig. 4.5 (a). It is assumed in these figures that we know the actual value of the
linear losses (propagation and bending losses) for a certain waveguide structure that we
use. For a loss αWg = 3 dB/cm for IME01 chip, the optimum length is found to be 14.5 mm.
Another important parameter is the dispersion parameter D, which is extracted from
the compact waveguide model, to determine the SFWM phase matching for this chosen
wavelength. The length and the dispersion parameter are related to the phase mismatch
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Figure 4.5: Optimum waveguide parameters. (a) shows the relative brightness values for
three different linear loss αWg as a function of the waveguide HSPS length LWg. For a
αWg = 3 dB/cm, the optimum LWg = 14.5 mm. (b) The phase-matching function plotted for
three different values of waveguide length LWg. It shows that for the chosen length the
3 dB bandwidth of the phase-matching is 28 nm.



















Figure 4.5 (b) shows that for our chosen values of length and pump pulse (at 1546 nm),
the 3 dB phase matching bandwidth is broad enough (∼ 26 nm) to collect the generated
SFWM photon-pairs in most of the telecom C-band. The figure also shows that, for the
geometrical length (LRg = 0.186 mm) of a typical resonator, the phase matching function
φmatch is almost unity for the whole of C-band.
Micro-ring resonators
Figure 4.6 (a) shows the different attributes which need to be optimised for a resonator
HSPS: free spectral range (FSR), extinction ratio (ER), full-width at half-maximum (FWHM)
of the resonance line-width.
The first of these attributes is the FSR. Figure 4.6 (b) shows FSR as a function of the





Although ring resonators of any FSR can be used as HSPSs, in reality FSRs, which are
multiples of∼ 0.8 nm (100GHz) are desirable. That value 0.8 nm corresponds to the channel
spacing of the International Telegraphic Unit (ITU) grid (shown in Fig. 4.7) in the telecom
C-band. The value of the FSR is chosen to be 3.1 nm (400 GHz) which corresponds to the
resonator’s geometrical length of LRg = 185.37 µm.
Secondly, to maximise the brightness, the field enhancement fE needs to be maximised
(Eqn. 2.12). fE is related to the extinction ratio (or the intrinsic quality factor) of the
resonator. These are related to the relative amplitude of the self-coupling coefficient τ
and intrinsic cavity loss α through the equation as mentioned in the previous chapter:
fE(λ) =
−κ∗
1− α τ∗ exp(iθ(λ)) (4.8)
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Figure 4.6 (c) shows the ER as a function of τ for a lossy (α = 0.900) and a low loss (α = 0.995)
cavity. To maximise the intrinsic brightness of the photon-pairs generation inside the
cavity we would have chosen critical coupling τ = α. It turns out that the heralding effi-
ciency or the photon-number purity (ratio of heralding an actual photon and the vacuum) is
at most 50% at critical coupling [41]. The reason behind the 50% photon-number purity is
related to the non-unity escape probability of both signal and idler photons [32]. A slightly
over-coupled regime can maximise the heralding efficiency to 68% [41]. Therefore, for our
low loss cavity α = 0.995, we chose τ = 0.965 for a slight over-coupling. This corresponds
to the transmission to the ring, |κ|2 =
√
1− |τ |2 = 7%.
Figure 4.6: Optimum design parameters for micro-ring resonator HSPS. (a) A typical re-
sponse and field enhancement of a resonator. Here the definitions of different attributes of
a micro-ring resonator are shown: free spectral range (FSR), extinction ratio (ER) which
is related to the intrinsic quality factor Q, full-width at half-maximum (FWHM) of the res-
onance line-width. (b) The FSR as a function of geometrical length of the resonator. For a
FSR of 3.1 nm, the length is 185.37 µm. (c) The extinction ratio ER (and fE & Q) is highest
at critical coupling (τ = α) for both high and low loss resonators. (d) The FWHM of a res-
onator shortens monotonically from over-coupling to under-coupling regime. The shaded
region represents the area between high (α = 0.900) and low (α = 0.995) loss resonators
critical-coupling region.
The chosen value of |κRg|2 = 7% is used in Fig.4.4 to choose the correct coupling length
of the directional-coupler region of the resonator. For a gap of 300 nm between the waveg-
uides, the coupling length is found to be Lcoup = 12.2 µm at λ0 = 1550 nm.
Lastly, the purity of these resonators needs to be related to the source geometry. Ac-
cording to the literature [32,34], if the FWHM of the resonance line-widths are narrower
than the pump-pulse bandwidth, such that the resonance effectively sees a flat-top pump,
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then the optimum purity of the resonator (93%) can be achieved. As we use 0.8 nm
bandwidth broadband ITU grid DWDM filters to clean the pump spectrum, the pump
pulses used have bandwidth narrower than that. If we choose a factor of 10 to divide
0.8 nm to get 80 pm for the FWHM of the resonance line-width, then it will fulfil the flat-
top pump condition to achieve high spectral purity. Figure 4.6 (d) shows the value of
FWHM as a function of τ . For our choice of τ = 0.965 for the over-coupling condition, the
FWHM= 30 pm. Later in Sec. 5.1.2, the JSA of such a configuration is computed and found
to be in agreement with our choice.
Figure 4.7: Typical response of an Opneti Dense Wavelength Division Multiplexer
(DWDM). The chosen signal, pump and idler channels are 47, 39 and 31 respectively.
4.2.5 Optimum filter parameters
There are two types of filtering important for our quantum photonic experiments. The
first of those is the off-chip filters from Opneti, which filter the pump spectral leakage at
the signal-idler photons’ spectra. These filters have high suppressions (> 50 dB for non-
adjacent channels) of the pump photons at signal-idler wavelengths. The filter’s channel
spacings (200 GHz) follow the ITU grid for only odd-numbered channels. A typical filter
response from the channels are shown in Fig.4.7.
The other filters are on-chip filters to separate the signal-idler photons. As mentioned
in the last section, the resonator HSPSs have a FSR matching the ITU grid. These filters
are asymmetric MZI (AMZI) filters and the double-bus resonators (DbR) filters. The path
length difference (∆L) of the AMZI filters are chosen to be 149µm for 1550 nm wavelength










The above relation of the FSRs results in the filter’s transmission to be maximum at the
idler photons’ collection channel and minimum at the signal photons’ collection channel,
therefore, spectrally separating the signal photons from the idler photons. The geomet-
rical length of the DbR filters has been chosen by the same above equation of ∆L. A
DbR filter has two self-coupling (τb, τt) and two cross-coupling (κb, κt) coefficients for the
top and the bottom bus waveguides as shown in Fig. 4.8 (a). The through-port and the
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Figure 4.8: Choosing the parameters of the spectral filters. (a) The coupling coefficients
of the DbR were chosen to obtain a FWHM ∼ 200 pm. (b) Replacing the coupling section
of the bottom bus with a MZI gives control over the coupling-regimes of the resonator. (c)
Replacing the top bus with another MZI adds control over the filter parameters (FWHM)
and transmission.
where θ is the roundtrip phase. Our goal is to choose the coupling coefficients such that
the drop-port transmission is near unity for a specific FWHM. For an intrinsic cavity loss
of α = 0.98, the values τb = 0.9425 and τt = 0.9500 were chosen using Fig. 4.8 (a) to achieve
a FWHM ∼ 200 pm with a transmission of ∼ 70%.
4.2.6 Narrowband spectral filters to increase purity
Replacing the fixed coupling section of the resonator with a MZI, we have more control
over the coupling regimes. As shown in Fig. 4.8 (b) by choosing the phase of the MZI, κ (or
τ) can be chosen to match the α. As α strongly depends on the fabrication process of the
foundry, this design makes the resonators more robust. A device based on this principle
is shown in Fig. 4.8 (b) and was designed by Dr Damien Bonneau.
The aforementioned structure (Fig. 4.8 (b)) can be modified by adding a second MZI
coupling section for the top bus as shown in Fig. 4.8 (c). The transmission of this modified
structure is also expressed by Eq. 4.11 and 4.12 where τb and τt are fully adjustable.
Here, both the FWHM and transmission of the filter and can be chosen as a narrowband
69
Chapter 4. Designing and modelling PIM circuits
spectral filter to increase the purity of the single-photons. These filters are used for IME03
waveguide design.
4.2.7 Component variations and modelling feedback
In order to design a photonic component in a specific foundry, a significant amount of
simulation is required to get close to the practical value. For reproducibility, it is important
to design that specific component with several copies on the same chip and also with a
gradual variation of the parameter most susceptible to fabrication tolerance. For example,
to get a reproducible directional coupler made by a specific foundry, we need to put many
designs of that directional coupler with different values of gaps and lengths. This will
help capturing the trend of the design that is susceptible to width and height variation of
the waveguide along with the reproducibility of the minimum feature size of the design
which is the gap between the two waveguides here. The measurement outcomes of these
devices can then be fed back to the model to adjust it to give more accurate designs for the
next fabrication process. We have followed this procedure specifically for the directional
couplers and the resonator HSPSs from the first designs in IME01 to the next designs in
IME03. Thermal crosstalk investigation and resonator phase estimation were two circuits
that we have designed based on the modelling feedback as shown in App. B.
Figure 4.9: Modelling the spectral response of a photonic circuit with the schematic in
(a). (b) Shows the HSPS spectrum at point A of the schematic. (c), (d) The spectra of
the resonators need to be well-matched with the on-chip AMZI (point B) and double-bus
resonator filters (point C).
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4.3 Simulating the spectral response of the PIM circuit
Once all the parameters of the individual photonic components are chosen, they are all
connected together to form a circuit corresponding to the schematics in Fig. 4.1. If the
circuit contains wavelength sensitive devices such as filters or resonator HSPSs, then it
is customary to simulate the final spectral response of the circuit. Such a simulation: 1
checks if all the different FSRs of different components are calculated correctly, 2 helps
anticipating the possible reconfigurability of the PIM circuits for experiments. In this
section, the circuit corresponding to the IME03 RF design (Fig. 4.1 (c)) is used to show
the final spectral response of the PIM circuit in Fig. 4.9.
Let’s consider, light from a broadband source is coupled into the photonic circuit from
the left through the grating couplers. It first encounters a MZI with reconfigurable phase
ΦMZI−in. This phase is chosen such that the MZI splits the incoming light into equal
proportions. The outputs of this MZI are connected to two identical micro-ring resonator
HSPSs 1 and 2. If the MZI is configured to even-splitting, then both of the resonators will
have the spectral responses to the broadband light as shown in Fig. 4.9 (b) with many
resonant dips spaced as regular interval with FSR = 3.1 nm. This is the point A in the
schematics.
Each of the resonators are connected to asymmetric MZIs (AMZI) filters 1 and 2. The
spectral responses of an AMZI connected to a resonator are shown in Fig. 4.9 (c). These
are the points B1 and B2 in the schematics. The AMZI has one output B1 which is coupled
out of the photonic circuit to dump the pump spectra. This is the green curve with highest
transmission at the pump channel. The other output B2 has maximum transmission at the
signal-idler channels to separate them from the pump channel.
Finally, the B2 is connected to a double-bus ring-resonator (DbR), configured as an add-
drop filter. The two outputs of these filters are denoted by C1 and C2 and shown in Fig. 4.9
(d) by the blue and red curves respectively. The blue curve C1 transmits only in the idler
channel, therefore filtering the idler for heralding the signal. The red curve transmits in
the signal channel which is connected to the final MZI for PIM.
4.4 The implemented PIM circuits
The GDSII images of the implemented PIM circuits are shown in Fig. 4.10 and tabulated
in Tab. 4.1. The long input waveguides for the IME01 AMZI and IME01 RF designs can
be seen in Fig. 4.10 (a) and (b).
Figure Design
Fig. 4.10 (a) IME01 AMZI
Fig. 4.10 (b) IME01 RF
Fig. 4.10 (c) IME01 off-chip PIM
Fig. 4.10 (d) IME03 waveguide
Fig. 4.10 (e) IME03 off-chip PIM
Fig. 4.10 (f) IME03 RF
Table 4.1: GDSII images of the implemented schematics.
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Figure 4.10: GDSII images of the implemented PIM circuit designs. (a) IME01 AMZI
design. The long input waveguide can be seen on the left. (b) IME01 RF design. The
long input waveguide can be seen at the left. (c) IME01 off-chip PIM design. (d) IME03
waveguide design. (e) IME03 off-chip PIM design. (f) IME03 RF design. Different colours
represent different material layers: blue hash is the silicon waveguide layer, pink hash is
the thermo-optic heater layer, red hash is the metal connector layer etc.
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At the beginning of this chapter, we have presented four on-chip and off-chip PIM schematics.
In order to implement the schematics, we have first performed simulations to choose the
correct waveguide dimensions for an appropriate dispersion and single spatial mode prop-
agation. The dispersion governs the phase matching condition during the SFWM photon-
pair generation process. The single mode propagation ensures spatial mode purity. Next,
the HSPSs are optimised: the optimum interaction length of the waveguides is chosen
to maximise the brightness; coupling coefficients of the micro-ring resonators are esti-
mated using Lumerical 3D FDTD simulations to maximise the brightness and heralding
efficiency. To implement on-chip PIM schematics, we have also calculated the parameters
of the spectral filters. With the aforementioned designs of the components, the spectral
response of the whole circuit is simulated to check the appropriate parameters of the
components.
Among all of the components, the directional couplers were the most fundamental sim-
ulations as it sets the performances of both the resonator HSPSs and the double-bus res-
onator filters. The cross-coupling coefficient (κ) plays a significant role in determining the
FWHM, quality factor and the transmittance of the resonances which affect the HSPSs
and signal-idler demultiplexers: brightness and heralding efficiency of a resonator HSPS
can change significantly and the bandwidth and transmittance of a resonator filter can
reduce immensely. Therefore, if the final chip has slightly wrong directional couplers,
whether due to imprecise design or fabrication imperfections, it affects the performances
of the resonator based PIM.
The GDSII images show the actual implementation of the designs from the early schematics
in Fig. 4.10 as tabulated in Tab. 4.1. Fig. 4.10 (a) and (b) also show the long input
waveguide responsible for spurious SFWM discussed in Sec. 6.3.3. The experimental data
on the IME01 designs are presented in Chap. 6 and Chap. 7. As we will see in Chap. 8,
for a complex circuit a suitable on-chip PIM circuit directly indicates the performance of
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In the previous chapter, the PIM circuits were designed in SOI using classical device
simulations. The designs were expected to obtain ideal PIMs and the optimum perfor-
mance of the waveguide and resonator HSPSs regarding brightness and purity. These
optimum values were estimated based on the existing literature, and simulations consid-
ering ideal components. In reality, the HSPSs have imperfections which can be analysed in
the context of a PIM before an actual experiment is performed. These component imper-
fections usually stem from the SOI fabrication process. SOI device fabrication is a complex
many-step process. The actual fabricated devices may be unavoidably different from the
original designs. Therefore, PIM simulations with imperfect HSPSs and imperfect PIM
circuits help us anticipating the experimental outcomes. These simulations also enable us
to review the designs for the future PIM circuits.
In this chapter, we will first analyse the limiting factors of a practical HSPS in the view
of experimental conditions (e.g. laser pulse-width) and component imperfections. After-
wards, a model is described to simulate PIM with imperfect circuits and practical HSPSs.
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Figure 5.1: Orthogonality of the different optical modes of impure HSPSs shows the po-
tential cause of reduced interference in a PIM. As the value of the strength of the squeezers
(xk) has to always be xk < 1, the multi-pairs always have lower probabilities of emission
than the single-pair.
5.1 Spectral purity of the HSPSs
The spectral purity of a HSPS refers to the proximity of the heralded signal photons to
be in a single spectral mode. A HSPS is a twin-beam squeezer [28], and more generally
a multi-mode twin-beam squeezer [30], as mentioned in Sec. 2.2.4. The modal structure
strongly depends on the signal-idler spectral correlation which stems from the energy
and momentum conservations. Generally, a SFWM based HSPS has multi-mode spectral
structure and multi-pair effects, as mentioned in Sec. 2.2.4 and depicted as a cartoon in
Fig. 5.1. While the latter effect is an intrinsic property of a HSPS, the former is closely re-
lated to the design parameters. Themulti-mode spectral structure is quantified as spectral
purity of the HSPS (i.e. single mode → unity purity).
As mentioned in Sec. 2.2.4, the spectral correlation of a HSPS is captured by the bi-
photon wavefunction f(ωs, ωi) in the interaction Hamiltonian Hint in Eq. 2.8. The JSA of
our SFWM HSPSs are simulated using the following equation [28],
f(ωs, ωi) =
∫
dωpα(ωp)α(ωs + ωi − ωp)φmatch (5.1)
Here, α(ωp) is the pump envelope, and the momentum conservation or phase matching








where, ∆k is the phase or momentum mismatch, and L is the SFWM interaction length.
Neglecting the non-linear phase shift for low pump power the phase mismatch can be
calculated using the dispersion relation presented in Fig. 4.2,
∆k = ng(ωp)k0(ωp) + ng(ωs + ωi − ωp)k0(ωs + ωi − ωp)− ng(ωs)k0(ωs)− ng(ωi)k0(ωi) (5.3)
The graphical representation of the bi-photon function in terms of ωs and ωi is commonly
known as Joint Spectral Amplitude (JSA). The spectral purity is achieved when the her-
alded photon is in a single mode, that is JSA: f(ωs, ωi) = h(ωs) × g(ωi). This represents
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separable signal and idler spectra. Thus, if a heralding idler photon is detected, the her-
alded signal photons is projected into a single spectral mode, independent of the spectrum
of the detected idler photon.
In general, the f(ωs, ωi) (JSA) is expressed as a sum of separable functions in signal and
idler spectra using Schmidt decomposition, f(ωs, ωi) =
∑∞
k=1 λk hk(ωs)×gk(ωi), where λk are
the Schmidt coefficients. Thus the HSPSs wave-function can be expressed as a multi-mode
squeezer, which can be rewritten as a tensor product (⊗) of the k single mode twin-beam









xnk |nk, nk〉 (5.4)
where k is the number of optical modes, xk is the squeezing strength of kth mode and
|nk, nk〉 represents n number of signal and idler photons in the kth mode. The λk is related
with the squeezing strength xk depicted in Fig. 5.1 by the relation xk = |tanh2(λk)|. As the
value of the strength of the squeezers (xk) always has to be xk < 1, the multi-pairs always
have lower generation probability than the single-pair. This equation shows that spectral
correlation invokes several optical modes, and detecting a idler photon projects the her-
alded signal into multiple modes. The purity will be calculated according to Eq. 2.44, in
terms of the Schmidt coefficients, purity P =
∑
λ4k. The squeezing strength xk is related





In this section, using the aforementioned equations, the JSA of the waveguide HSPS is
analysed first, and then the resonator HSPS is investigated. From each of the JSA the
values of the Schmidt coefficients λk and the squeezing strength xk are extracted using
Schmidt decomposition and used to calculate the purity.
Figure 5.2: Pump-pulse and filter functions. (a) Pump envelope of a sech2 pulse with FWHM
= 1.1 pm, in contrast to DWDM filter with FWHM = 1.24 pm. (b) The response and field
enhancement (fE) from a resonator of FWHM = 30 pm. It sees the pump-top almost flat
for pump FWHM = 200 pm within the resonance line-width.
5.1.1 Waveguide JSA and spectral filtering
For our chosen waveguide length L = 14 mm, the phase matching is near unity (φmatch ≈ 1)
for the signal-idler wavelengths of interest (Fig. 4.5). Our pump envelope is a solitonic
sech2 pulse, generated from the fibre ring-laser (PriTel FFL) at a telecom wavelength
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(1546 nm), as shown in Fig. 5.2. The pump is expressed by the equation:







Here, FWHMpump = 2sech−1(1/
√
2)σpump = 1.1 nm is used. The JSA of our waveguide HSPS
with this pump pulse and without any spectral filters is plotted in Fig. 5.3 (a) using Eq. 5.1
resulting in purity, P = 0.22.
If we use the spectral filters depicted in Fig. 5.2 for signal, pump and idler wavelengths,
then the JSA becomes,
f(ωs, ωi) =
∫
dωpα(ωp)Fp(ωp)α(ωs + ωi − ωp)Fp(ωs + ωi − ωp)Fs(ωs) Fi(ωi)φmatch (5.7)
where the filter functions are expressed by:
Figure 5.3: JSA of a nanowire waveguide. (a) JSA without any spectral filtering. (d) Im-
provement of JSA using spectral filtering with a top-hat like (higher order Gaussian shape
with finite roll-off) functions (Eq. 5.10). (b), (e) Shows the spectra of the first three Schmidt
modes. (c), (f) Show the relative strengths of these modes with respect to each other.
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and FWHMDWDM = 2 8
√
2ln(2)σDWDM = 155 GHz corresponding to 1.24 nm. The DWDM
(dense wavelength division multiplexer) is a commercial filter from Opneti which does not
provide any analytic function to express the filter shape. The above functions match with
99% correlation with the experimental data and will be used as representatives of these
filters. The centre wavelengths of these filters correspond to the ITU grid channels of Ch
47, 39 and 52, such that λs0 = 1552.18, λp0 = 1546.12 and λi0 = 1539.48 respectively. The JSA
with the spectral filtering is plotted in Fig. 5.3 (b) showing the calculated purity, P = 0.71.
The corresponding Schmidt decomposition is used to plot the spectral structure of the
first three modes of these JSAs in Fig. 5.3 (c), (d) which show their mutual orthogonality
as expected. Their respective relative strengths (λk) are plotted in Fig. 5.3 (e), (f).
Before analysing the JSA of the resonators in the next section, the following points can
be drawn from this section and Fig. 5.3:
1 Using the above method, the purity and squeezing strengths xk of each mode k are
determined. These values will be useful in the next section to estimate the indis-
tinguishability between two HSPSs. Also, this method will be used to fit the experi-
mental purity data estimated from unheralded g(2)(0) measurements in Chap. 7.
2 Spectral filtering improves the purity. As we filter more, we discard a portion of the
spectrum of the heralded photons, which results in an effective frequency dependent
loss in the signal channel. Thus, this purity improvement comes at a cost of degraded
heralding efficiency [151].
Figure 5.4: Effect of phase matching on a waveguide JSA. (a) JSA for L = 14 mm. (b) JSA
for L = 140 mm. It shows that a strong phase matching can change the JSA significantly.
3 The effect of the phase matching function in these JSAs is not noticeable. This is due
to the assumption that it is unity for waveguide of length 14 mm and the dispersion
estimated for the waveguide dimensions (height 220 nm, width 500 nm). The phase
mismatch can also be expressed by ∆k = (ω − ωp0)2 × GVD(ωp0) using Taylor series
expansions of the k-vectors. The group velocity dispersion, GVD(ωp0) has wide range
of values that can be found in the literature determined both experimentally and
theoretically. The GVD in the waveguide differs from material’s GVD, and strongly
depends on the waveguide’s dimensions. In this simulation, the GVD is chosen to
be a conservative value of 460 ps/nm/km as suggested by Lumerical Mode Solver
simulation mentioned in Fig. 4.2. If the length is increased 10 times to L = 140 mm,
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then the effect of phase-matching is visible in the JSA as depicted in Fig. 5.4. In this
particular example, the phase matching has increased the purity at the expense of
the brightness (long L ∝ high linear loss). Depending on the dispersion, it can also
prohibit phase matching. Therefore, in future, a rigorous experimental method is
required to determine the dispersion in these waveguides.
The Joint Spectral Phases (JSPs) of these waveguides are not plotted as they are flat (i.e.
factorable) if the pump is considered chirp-less and free from any phase profile caused by
self or cross phase modulation.
Figure 5.5: JSA of a ring resonator for a broad bandwidth pump pulse. (a) The spectral
alignment of the resonance positions of a micro-ring resonator with respect to a pump and
broadband filters. (b) The resulting JSA has about 92% purity.
5.1.2 Micro-ring resonator JSA and design parameters
The bi-photon function of a micro-ring resonator is a modified version of the waveguide
JSA expression to take into account the resonance field enhancement (fE(ω)) of the pump,
signal and idler frequencies [32,34]:
f(ωs, ωi) =
∫
dωp α(ωp) α(ωs + ωi − ωp) φmatch
fE(ωp) fE(ωs + ωi − ωp) f∗E(ωs) f∗E(ωi) (5.11)
The fE(ω) expression is the same expression for a single-bus all-pass micro-ring resonator
mentioned in Chap. 3:
fE(ω) =
−κ∗
1− α τ∗ exp(iθ(ω)) (5.12)
where, κ is the cross coupling coefficient, α is the round trip loss, τ is the self-coupling
coefficient, and θ(ω) = ωL/vg(ω) contains the dispersion relation through group velocity
vg(ω). L is the geometrical length of the resonator and determines the FSR of the res-
onance to match the DWDM filter channels. These DWDMs are broadband filters and
mainly rejects the pump spectral leakage into the signal-idler photons’ spectra.
As we know from the last chapter, the designed ring-resonator HSPS has L = 186 µm.
This value corresponds to 400 GHz (3.1 nm) FSR and 3.6 GHz (30 pm) FWHM of resonance
line-widths at telecom wavelengths. The phase matching function for such a resonator is
near unity (φmatch = sinc2(∆k L/2) ≈ 1) for the wavelengths of interest as shown in Fig. 4.5
(b). For a secant hyperbolic pump envelope with 25.1 GHz (200 pm) FWHM, we obtain the
JSA shown in Fig.5.5. In this configuration, all the signal, idler and pump resonances are
filtered with a broadband filter (DWDM) corresponding to Ch 47, 39 and 31. The purity
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Figure 5.6: Purity as a function of the ratio of the pump to resonance bandwidths
(FWHMs). (a) From top-left, clockwise, the pump FWHM is broadened from 1.25 GHz
(10 pm) to 37.60 GHz (300 pm) while keeping the ring FWHM fixed at 3.60 GHz (30 pm).
(i) FWHM = 1.25 GHz, (ii) FWHM = 3.15 GHz, (iii) FWHM = 18.80 GHz. (iv) FWHM =
37.60 GHz. (b) The plot shows that at 150 pm pump FWHM, the purity reaches a plateau
∼ 0.92.
of this JSA is, P = 0.92 without performing any narrowband spectral filtering. This is in
contrast to the waveguide JSA which needs narrowband filtering to increase the purity.
As reported in [32, 34], if the pump-pulse in Eq. 5.11 is broad enough compared to
the resonance line-width, the purity will approach to its maximum value 0.93. In order
to verify: 1 that for our choice of resonator, a broad pump gives high purity (close to
0.93) and 2 to determine the optimum value of the pulse-width when the purity value
starts to change significantly, the pump FWHM is varied and purity is calculated from the
JSA as shown in Fig. 5.6. 2 is important, specifically, to reduce the spurious four wave
mixing without compromising the purity as mentioned in the Sec. 6.3.3. Here the JSA is
calculated, keeping the ring-resonance fixed at 3.60 GHz (30 pm) FWHM, while the pump-
spectra is varied gradually from 1.25 GHz (10 pm) to 37.60 GHz (300 pm). With a narrow
pump FWHM 10 pm, there is a strong correlation between signal and idler spectra. This
correlation gradually reduces resulting in higher purity with broader pump FWHM and
reaches a plateau at about 150 pm (18.80 GHz) as shown in Fig. 5.6 (d). Hence we can say
that the optimum pump pulse-width (FWHM) is ∼ 150 pm.
5.1.3 Imperfect micro-ring resonator
Often, a spectral scan of a micro-ring resonator shows imperfections in the resonance
spectra with split resonance dips or split field enhancements. It can be assumed, sidewall
roughness of thewaveguides due to fabrication imperfections causes back reflection inside
the resonator. The back reflection causes backward propagating mode inside the same
resonator. Figure 5.7 (a) shows a modification of the original resonator model by adding a
second coupled resonator that contains mode propagating in the opposite direction. The
cross-coupling coefficient κ3 is the amount of back-reflected mode expressed as a fraction
of the original propagating mode in the cavity. The final output mode contains at least
two optical modes or two super-modes which are orthogonal to each other. The field en-
hancement of an imperfect micro-ring resonator with back reflections can be expressed
by the following equation:
fE−split =
−τ1κ21α1exp(iθ1)(τ3α2exp(iθ2)− τ2)
1− τ2τ3α2exp(iθ2)− τ2τ1α1exp(iθ1) + τ1τ3α1exp(iθ1)α2exp(iθ2)
(5.13)
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Figure 5.7: The split-resonance model of a micro-ring resonator. (a) Modification of the
original resonator configuration by adding a second coupled resonator that contains a
mode propagating in the opposite direction describing back-reflection. κ3 is the amount
of back-reflected mode expressed as a fraction of original propagating mode in the cavity.
(b) The field enhancement inside such a structure is plotted for κ3 = 0.03. The notation
δωres is used to specify the value of splitting. In this example, δωres = 33.79 pm (4.24 GHz).
The pump envelope has a FWHM = 200 pm.
where the symbols have their usual meanings. Figure 5.7 (b) plots the above equation
for the same parameter values of all the parameters of a single-bus ring, except the κ3
is chosen as 0.03, resulting in, 33.79 pm resonance split. The pump envelope for FWHM
= 200 pm is also plotted to put this into perspective. By varying the κ3, the splitting of
Figure 5.8: Purity as a function of resonance splitting of a ring-resonator. The splitting is
varied from 3.20 GHz (25.5 pm) to 8.74 GHz (69.7 pm). (a) (i) δωres = 3.20 GHz, P = 0.90, (ii)
δωres = 4.92 GHz, P = 0.89, (iii) δωres = 6.25 GHz, P = 0.88, (iv) δωres = 8.74 GHz, P = 0.85.
(b) Purity plotted as a function of resonance splitting. Even a splitting of 8.74 GHz does
not change purity significantly.
the resonances can be varied and the JSA can be calculated for a fixed pump FWHM
500 pm as shown in Fig. 5.8. In these JSAs, all the other parameters of the resonators
are kept the same as Fig. 5.5, which corresponds to a slightly over-coupled resonator
(|κ1|2 = |κ2|2 = 7%). The corresponding purity is plotted in Fig. 5.8 (d). In our micro-
resonators from the IME-chips, we have observed the split resonances below 10 pm. It
is evident that for a splitting of 10 pm the purity value does not change more than a few
percent from its’ optimum value P = 0.92.
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Figure 5.9: Purity as a function of coupling for a chosen resonance splitting (δωres =
6.88 GHz) of a ring-resonator. (a) (i) Under-coupled (τ = 0.998), P = 0.79, (ii) Critically
coupled (τ = 0.995), P = 0.84, (iii) Over-coupled (τ = 0.992), P = 0.87, (iv) Over-coupled
(τ = 0.975), P = 0.90. These JSA imply that the different couplings at split resonances
reduce the purity. (b) Purity is plotted as a function of different coupling regimes.
The JSAs of a practical micro-ring resonator can also be plotted for different coupling
regimes to see if there is any effect of coupling on the purity. For a chosen splitting of
6.88 GHz (∼ 55 pm), the coupling is varied from the under-coupled to the over-coupled
regime and the JSA is plotted in Fig. 5.9. It shows that the different coupling regime does
change the appearance of the JSA. The JSA with over-coupling regime smears the details
of the resonance splitting and may hide the backward propagating mode. Thus, the purity
calculated from the JSA reaches a higher value for the over-coupled regime than in the
under-coupled regime for an imperfect resonator.
5.2 The effect of device imperfections on PIM
Indistinguishability refers to the degree of identicalness among the heralded single photons
emitted from multiple sources. As mentioned in Chap. 2 (Fig.2.11, Fig. 5.1), often the
heralded photons from multiple sources are interfered in a HOM configuration or MZI
configuration to perform a PIM. This measurement will be affected by the multi-pair and
multi-mode characteristics of a practical HSPS as mentioned in the last section.
In addition to imperfect sources, the imperfections in the photonic circuit can also affect
the PIM. The directional couplers in the MZI can have un-even splitting ratio due to fab-
rication imperfections which will distort the MZI fringes. Moreover, experimental consid-
erations such as non photon number resolving detectors (PNRDs) also influence the PIM.
For example, the multi-pair effect can be mitigated if we had 100% efficient PNRD.
Figure 5.10 represents schematic of the experimental configuration, which will be used
to simulate the PIM. The sources in this figure are practical HSPSs with multi-pair and
multi-mode effects as described in Fig. 5.1. The heralded photons are transformed through
a unitary matrix (U) for PIM. The creation operators of the heralded signal photons before
and after the unitary are denoted by a†, b† and c†, d† respectively. Using this notation, a
single photon state from HSPS 1, can be expressed as |1〉s1 = a†s1|0〉, where |0〉 represents
vacuum. Similarly, a two-photon state is represented by |2〉s1 = (1/
√
2)(a†s1)
2|0〉 and so on.
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Figure 5.10: Configurations to simulate device imperfections. (a) Represents the PIM
configuration, where all the losses are lumped with the detectors. (b) Represents the
unitary of the MZI.
For the simplest case, without any multi-pair or multi-modal effects and with perfect de-
tection efficiency, the transformation for the PIM for distinguishable photons (s1 6= s2) and















































The corresponding probabilities of four-fold coincidences are,
P4FD = P (i1, i2, s
′, s′′) = P (c†s1d
†





= |U11U22|2 + |U12U21|2 (5.17)
P4FI = P (i1, i2, s
′, s′′) = P (c†sd
†
s)
= |U11U22 + U12U21|2 (5.18)
This section will begin with the model on the effect of device imperfections in the PIM
circuits, then the effect of lossy detection is included in the model. Afterwards the effect
of source imperfections while performing PIM is included. Finally, a comparison between
HOM and MZI PIM is presented using this model.
5.2.1 Indistinguishability measurement with imperfect devices
The transformations of photons during PIM through a MZI or an HOM interferometer are
often expressed by unitary matrices.
Unitary matrix of imperfect HOM


















where P4FD and P4FI are calculated using Eq. 5.17 and Eq. 5.18 for an ideal source. Thus,
for a perfect beam-splitter (ηDC = 1/2) and ideal sources, Eq. 5.18 gives P4FI = 0 and
VHOM = 100%, as expected for completely indistinguishable sources.
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Figure 5.11: MZI fringes for (a) perfect (ηDC = 50%) and (b) imperfect (ηDC = 40%) MZI.
The blue (red) line represents fringes with indistinguishable (distinguishable) photons. (c)
Inclusion of multi-pair effect on the indistinguishable fringe reduces the visibility. Adding
device-imperfection (imperfect MZI) distorts the fringe while keeping the visibility defi-
nition unchanged. (d) Inclusion of multi-mode effect without any multi-pair emission re-
duces the fringe visibility for perfect MZI. Here, r represents the ratio of first two Schmidt
modes. r = 0.001 means, there is effectively one Schmidt mode (spectrally pure).
Unitary matrix of imperfect MZI
On-chip indistinguishability is measured using a MZI which is implemented with two di-
rectional couplers (Sec. 15) and a thermal phase shifter (Sec. 15) in between to change
the phase. The directional couplers act as beam-splitters and due to imperfections may
have uneven splitting ratio ηDC . The unitary transfer matrix of the MZI can be expressed


































With no multi-pair or multi-mode effect, and for a perfect MZI, if the four-folds for totally
indistinguishable photons (s1 = s2) are expressed as P4F.I , and the four-folds for totally
distinguishable photons (s1 6= s2) are expressed as P4F.D, then using Eq. 5.17 and Eq. 5.18,
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they can be expressed in terms of the MZI phase (ΦMZI):
P4F.I = |cos(ΦMZI)|2 (5.23)
P4F.D = |cos2(ΦMZI/2)|2 + |sin2(ΦMZI/2)|2 (5.24)
The visibility VMZI , is expressed by,
VMZI =
(P4F )max − (P4F )min
(P4F )max + (P4F )min
(5.25)
where P4F can be completely distinguishable (P4FD), completely indistinguishable (P4FI)
Figure 5.12: Visibility of HOM and MZI interference as a function of average photon-
number n̄ generated by each HSPS. (a) Our method for single-mode squeezer agrees with
results obtained from the literature with multi-pair emissions. Fulconis et al [114] (black
dashed line) includes total 3 photon-pairs at a time and Harada et al [56] (red solid line)
includes total 10 photon-pairs at a time. Our results, shown by red and blue dots, agrees
with the literature. (b) HOM visibility for both single-mode and multi-mode case: total
mode # = 2, purity = 83%, relative strength between the squeezers 4 : 1, detection effi-
ciency in all channels η = 0.01. The multi-mode case starts from a reduced visibility even
at the absence of multi-pair emissions due to lower purity. (c) The same analysis is per-
formed for the visibility of the MZI as a function of average photon number. The MZI
graphs have steeper slopes than the HOM interference graphs. (d) Shows the relative
comparison of the absolute visibility values of a PIM using HOM and MZI as a function of
the HSPSs’ purity. High values of purity constitutes effectively two Schmidt modes, and
can be expressed by the ratio of them, x2/x1.
or partially indistinguishable (P4F ). Figure 5.11 (a) plots the MZI fringes for both distin-
guishable (VMZI = 33%) and indistinguishable (VMZI = 100%) photons from ideal sources
with perfect MZI. Now, as shown in Fig. 5.11 (b), if the MZI is imperfect with splitting
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ratio ηDC = 0.39, then the equation of the visibility still remain the same albeit the fringe
distorts due to the imperfect destructive interference at certain phases. This shows the
robustness of the measurement using a stable integrated MZI. An imperfect MZI does not
change the raw visibility, while an imperfect beam-splitter used for HOM changes the raw
visibility value.
5.2.2 Lossy detection
In our experiments, the photon collection efficiency is less than 100%. If there is loss in
collecting photons before the interference, then there has to be an analysis of the photon-
number state of the surviving photons. For example, a two-photon state can become a
single-photon state after passing through a lossy channel. That behaviour needs to be
accounted for a correct analysis.
If there is no loss of photons before the quantum interference (generally the case in
the photonic circuits for on-chip PIM), then all the losses can be lumped together. If the
lumped detection efficiency of a idler photon channel is ηi, then for a generic non-photon-
number-resolving detector [153], the probability of detecting k idler photons is,
Pi(k) = 1− (1− ηi)k (5.26)
This relation is also used for signal photons. For the rest of the analysis in this section,
we will assume that the above equation holds.
5.2.3 Inclusion of the imperfect HSPS
Single-mode twin-beam squeezer
A single-mode twin-beam (referring to signal and idler beams) squeezer, which contains
the multi-pair emissions but not multi-mode effect, can be expressed by the following








xn |n, n〉 (5.27)
After the detection of idler photons in each source, the resulting heralded density matrix






Here, the photon collection and detection efficiency (Eq. 5.26 for k idler photons) has been
taken into account in the heralded density matrix ρ̂s. After the unitary transformation,
ρ̂s
U−→ ρ̂′s, the probability of detecting a four-fold event for the single mode squeezed state










Ps(nc1 + ...nck )Ps(nd1 + ...ndk )
〈nc1 |〈nd1 |...〈nck |〈ndk |ρ̂′|nc1〉|nd1〉...|nck 〉|ndk 〉 (5.29)
where Ps(k) is the probability of detecting k signal photons considering a lump detection
efficiency ηs, and ck and dk are output optical modes of the U . In a MZI, the phase
ΦMZI is scanned to get the minimum and maximum four-fold coincidences which are used
to estimate the visibility and in subsequently indistinguishability using Eq. 5.25. The
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fringe shape for single mode squeezer with multi-pair emissions is plotted in Fig. 5.11
(c). It shows that the fringe visibility reduces due to multi-pair emissions even though the
photons are identical to each other. The same scenario for an imperfect MZI shows the
distortion of the fringe shape while the fringe visibility remains the same.
The average photon-pairs (n̄) generated by eachHSPS is related to the squeezing strength





Increasing the value of n̄ by turning up the input laser power implies increasing the value
of the squeezing strength x, which in turn increases the probability of multi-pair emission.
This will reduce the visibility. In literature such model including only multi-pair emission
exists for HOM interference visibility: Fulconis et al [114] has calculated VHOM including
total 3 photon-pairs at a time, while Harada et al [56] used upto 10 photon-pairs at a time.
Figure 5.12 (a) shows the visibility as a function of n̄, from the above two literature: Ful-
conis et al [114] by black dashed line andHarada et al [56] by red solid line. The calculated
HOM interference visibility using our model (from the above equations) are superposed
on the aforementioned literature using blue dots (total 3 photon-pairs emissions) and red
dots (total 10 photon-pairs emissions). It can be seen that our multi-pair model agrees
with the literature.
Unitary evolution and multi-mode quantum interference
The inclusion of multiple optical modes will change the above single-mode equations to
the multi-mode twin-beam squeezers as a tensor product of the k single-mode twin-beam








xnk |nk, nk〉 (5.31)
The reduced density matrix ρs of the heralded signal photons for multi-mode twin-beam
squeezer can be expressed by detecting at least one idler photon in at least one of the





Pi(n1 + ...nk)〈n1|...〈nk|ρ̂|nk〉...|n1〉 (5.32)
Considering the input optical modes of U from source 1 and source 2 are â1i and â2j re-
spectively with i and j as ith and jth Schmidt modes, and the output optical modes of the
transformation are ĉ†ij and d̂
†
ij, then the transformation for distinguishable photons will be























For the indistinguishable case, we can assume that both first and second Schmidt mode
of source 2 will be the same as source 1 in the above equations: ĉ†21 → ĉ†11 and ĉ†22 → ĉ†12
and the same treatment for mode d̂†. Therefore, the probability of detecting two heralding
idler photons, and heralded signal photons at both of the output modes of the unitary can
be recorded as a four-fold coincidence event P4F describing heralded two-photon quantum
interference. Thus, after the unitary transformation of the heralded signal photon density
matrix, ρ̂s U−→ ρ̂′s, the probability of detecting a four-fold event for the single mode squeezed
state can be calculated by an equation similar to Eq. 5.29, expanded to contain two modes
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〈ncs1 |〈ncs′1 |〈nds1 |〈nds′1 |...〈ncsk |〈ncs′k |〈ndsk |〈nds′k |ρ̂′|ncs1〉|ncs′1〉|nds1〉|nds′1〉...|ncsk 〉|ncs′k 〉|ndsk 〉|nds′k 〉
(5.35)
PIM using HOM
The inclusion of multi-mode analysis is important to compare a PIM experiment with a
less than unity purity HSPS. It shows that the visibility cannot get higher than the purity
of the sources, even if there is no multi-pair effect, as shown in Fig. 5.12 (b). Here the
HOM visibility is calculated for both single-mode and multi-mode (2 modes) twin-beam
squeezer as a function of average photon-number n̄. The multi-mode case is calculated
for a purity of 83% with the relative strength between two modes as 4 : 1. The detection
efficiencies are ηs = ηi = 0.01, typical for our experiments.
PIM using MZI
The above analysis can also be performed for MZI, and the four-fold coincidence as a
function of ΦMZI (MZI fringe) can be analytically evaluated for partially indistinguishable
(P4F ) sources. The corresponding visibilities as a function of average photon number is
plotted in Fig. 5.12 (c) with detection efficiency ηs = ηi = 0.01. Themulti-mode is calculated
for a purity of 83% with the relative strength between two modes as 4 : 1.
It can be seen that both the single-mode andmulti-mode visibility graphs for MZI falls off
steeply with increasing average photon-number (increasing multi-pair effect), compared
to the HOM interference visibility.
Relation between HOM and MZI PIM
The above analysis (Fig. 5.12 (b), (c)) shows that for the same purity values (same strength
of the xk), the visibility values of the MZI and HOM interference are different at a higher
average photon-number n̄ values. As the higher value of n̄ represents more pronounced
multi-pair effect, it can be understood that they will behave differently passing through
different unitaries corresponding to MZI and HOM interference. A few points can be
drawn from Fig. 5.12:
1 In the single-mode case (100% pure photons), without any multi-pair effect (n̄ ≈ 0),
for indistinguishable sources, both the HOM and MZI visibility is 100%.
2 The inclusion of the multi-pair effect (high values of n̄) shows that for the same
indistinguishability of the HSPSs, the absolute values of VHOM and VMZI differs for
the same value of n̄.
3 Further inclusion of multi-mode effect shows that the upper bound of the visibility
values for both HOM and MZI are the same and less than 100% depending on the
value of the purity. As shown in Fig. 5.12 (d), for indistinguishable sources, without
any multi-pair effect, for purity relatively close to 100%, the two visibility values
start to differ once the purity starts to decrease. In this plot, the relative strength
of the squeezer, r = x2/x1 is the ratio of the strength of the first two Schmidt modes.
Using r to express purity is valid only for high purities, where there is effectively
not more than two Schmidt modes.
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Alternative calculations with photon-number resolving detectors
If we have photon-number resolving detectors (PNRD) or use them in future experiment,
it will be interesting to know if they can make the above analysis simpler. Considering
the use of PNRD, we arrive at the simplest multi-mode twin beam squeezer: two-Schmidt
modes for each source with maximum one photon-pair in each optical mode. The wave-
function for source 1 with two Schmidt modes of squeezing strength x11 and x12 can be
















Heralding at most one idler photon in each mode and total one photon from each source,
the reduced density matrix for signal photons from source 1 becomes,
ρ̂s1 = N1Pi(1) [x11 (|1〉〈1|11 ⊗ |0〉〈0|12) + x12 (|0〉〈0|11 ⊗ |1〉〈1|12)] (5.37)
Here, N1 is the normalisation constant and Pi(1) is the detection probability of one idler
photon. Similarly, the reduced density matrix for signal photons form source 2 with
squeezing strengths x21 and x22 can be expressed as,
ρ̂s2 = N2Pi(1) [x21 (|1〉〈1|21 ⊗ |0〉〈0|22) + x22 (|0〉〈0|21 ⊗ |1〉〈1|22)] (5.38)
Therefore, the combined density matrix for the whole system can be written as ρ̂ = ρ̂s1⊗ρ̂s2.
Any term in this density matrix can be rewritten using creation and annihilation operators,
such as,
|1〉〈1|11 ⊗ |1〉〈1|22 = â†11â
†





jk are creation operators and âjk, ĉjk, d̂jk are annihilation operators for jk
optical modes at the input/output of the unitary. The system can evolve according to the
unitary transformation U as ρ̂ U−→ ρ̂′ for completely distinguishable case, and the probability
of four-fold coincidence for temporally distinguishable events becomes,
P4F.D = N1N2Pi(1)
2Ps(1)
2 (|U11U22|2 + |U12U21|2) (x11x21 + x11x22 + x12x21 + x12x22) (5.40)
For indistinguishable sources, there are two options:
1 Source 1 and source 2 are completely indistinguishable. It means that the primary
Schmidt mode 11 and 21 of source 1 and 2 respectively will result into the same
optical mode, and similarly the secondary Schmidt modes 12 and 22 of source 1 and 2


















2 Source 1 optical modes can be decomposed into orthogonal Schmidtmodes of Source
2. It means that the primary Schmidt mode of source 1 can be expressed in terms





11). The sub-Schmidt modes of both sources, modes 12 and 22 are
orthogonal to each other and all other optical modes. If the purity of source 1 is P1
and source 2 is P2, then the weighting factors can be expressed as: x11 = ηov
√
P1,




P2 and x22 = 1 −
√
P2. Then the density matrices for both
sources can be relabeled as,
ρ̂s1 = N1Pi(1) (x11ρ̂I + x12ρ̂Ds1) (5.42)
ρ̂s2 = N2Pi(1) (x21ρ̂I + x22ρ̂Ds2) (5.43)
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If we take the inner product of the densitymatrices of both sources, we get tr(ρ̂s1ρ̂s2) =








P2 and x11x22 + x12x21 +

























This is a much simpler equation and depends primarily on the purity values (P1,
P2) as expected. Comparing it to Eq. 5.17 and Eq. 5.18, it can be seen that this
multi-mode equation is a weighted equation of single-mode distinguishable and in-
distinguishable cases. The overlap parameter ηov determines how much of the in-
distinguishable part of the density matrix ρ̂I contributes to the fringe, and it gives
an estimate of the indistinguishability of the sources.
It must be noted that this analysis is valid in the presence of PNR detector, hence, ruling
out the multi-pair emission effect. Non-PNR detection will invalidate this analysis and we
need to take into account the full model numerically calculated in the previous sections.
5.3 Synopsis & outlook
In this chapter, the imperfections of the waveguide and resonator HSPSs, designed in
the previous chapter, are numerically investigated. Specifically, the spectral purity of the
HSPSs and the effect of impurity in an indistinguishability measurement (e.g. PIM circuit)
has been numerically investigated. The spectral purity is investigated by simulating the
Joint Spectral Amplitude (JSA) of signal-idler photons and then using Schmidt decompo-
sition to estimate the amount of multiple optical modes. Each spectral (i.e. optical mode)
is then assumed to be an independent HSPS with the probability of multiple pair produc-
tions.
We started the investigation with our current waveguide HSPS design, which is opti-
mised in the previous chapter only for the waveguide’s length for high brightness. The
JSA simulation shows that our choice of spectral filtering can achieve high purity photons,
at the expense of the brightness. It is also found that the waveguide length plays an
important role in shaping the JSA through the phase matching function. For our par-
ticular design, increasing the length (10 times) of the waveguide enforces a stricter phase
matching, which improves the purity at the expense of the brightness. The Phasematching
function strongly depends not only on the waveguide length but also on the dispersion.
For a highly confined waveguide mode, the dimensions of the waveguide’s cross-sectional
area dominate the dispersion properties. Optimising all the dimensions of the waveguide
for both purity and brightness can, in future, relax the spectral filtering condition. That
will increase the brightness of the high purity photons without reducing heralding effi-
ciency.
In contrast, the calculated JSA for the designed micro-ring resonator HSPS shows high
brightness and also high purity (92%) photons without any need for spectral filtering. In
recent experiments, it is seen that a practical resonator may show split resonances in-
dicating the presence of additional modes which can potentially reduce purity. This can
happen due to the imperfections in the fabrication quality which manifests as the side-
wall roughness of the waveguides. Thus, it meditates back-reflections and introduces a
backward propagating mode. However, JSA simulations have been performed for such
scenarios, and they show that the purities do not degrade unless the splitting is severe
(more than the line-width of the resonances). It is also found that an over-coupled res-
onator smears such resonance splitting indicating 92% purity. Therefore, in future, an
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experimental investigation can explain whether the over-coupling reduces the splitting,
or the JSA overlooks the presence of multiple modes.
The aforementioned JSA simulations extract the relative squeezing strengths of the mul-
tiple spectral (i.e. temporal or optical) modes of our designed HSPSs using Schmidt de-
composition. Therefore, each HSPS can be assumed to be composed of k independent
HSPSs, each representing a temporal mode with varying brightness determined by the
previously obtained squeezing strength of that mode. Each of these modes also includes
the multi-pair emission effects. The density matrix of each HSPS is then propagated
through the PIM circuit with device imperfections to estimate the indistinguishability in
both HOM and MZI configurations. Such a model for PIM has already been developed in
the literature but only for single mode case in HOM configuration and including multi-
pair effects. Our methods fully agree with the solutions extracted from these literature
[56,114]. Moreover, our model includes the multi-mode effect, which is essential to inves-
tigate a practical HSPS with non-unity spectral purity. This model quantifies the reduction
of HOM or MZI visibility in a PIM with impure sources with and without multi-pair effects.
Another important aspect of this implementation is its ease of generalisation. The PIM in
HOM or MZI configuration for two independent HSPSs can be viewed as a 2 × 2 unitary
matrix (U2×2). This is used to transform the density matrix of the sources as it propagates
through the PIM circuit and then the outcomes are post-selected to correspond a mea-
surement. As most quantum computing or communication protocols can be expressed by
an unitary transformation, the outcome of those implemented in an imperfect photonic
circuit with practical HSPSs can be readily simulated using our method. Such possibility
is envisaged (but not presented in this thesis) for the quantum teleportation protocol men-
tioned in Chap. 8 with a U4×4 with four independent HSPSs. This model can be further gen-
eralised by including losses after the HSPS for macro-optical circuits. Although Schmidt
decomposition of HSPSs and unitary representation of quantum protocols are prolific in
the literature, to best of our knowledge, the two have not been combined before as pre-
sented here.
The simulations performed in this chapter form the basis of the analysis of the experi-
mental PIM data presented in the next chapters. These simulations are also used to design
the future SOI HSPSs that improve both purity and brightness.
92
PART III
PIM circuits: experimental results
The experimental verifications of our designed PIM circuits are presented in the following
two chapters. Chap. 6 details the first experimental demonstration of PIM with micro-
ring resonator HSPSs (in any platform) fitted with the theoretical expectations. Chap. 7
describes experimental off-chip PIM with simpler waveguide HSPSs to achieve high purity
and indistinguishable single-photons for multi-photon experiments.

Chapter 6
On-chip PIM with micro-ring resonator sources
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A large-scale quantum photonic circuit, such as modular cluster state generation [18]
for quantum computing, requires an array of indistinguishable SPSs. Indistinguishability
between two SPSs is measured (i.e. PIM) by interfering the single-photons generated
from them. PIM has not been performed on micro-ring resonator HSPSs in SOI or any
other platform, despite the fact that the resonant enhancement in the resonator naturally
offers spectrally purer and brighter heralded single-photon generation (Sec. 5.1.2). An on-
chip PIM also paves the way for future scalable on-chip indistinguishability measurements
among many HSPSs. As shown by the cartoon diagram Fig.6.1, the primary goal of this
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chapter is to estimate the degree of indistinguishability between the micro-ring resonator
HSPSs by using on-chip PIM. Also, we will quantify the effect of spectral purity and multi-
pair contribution on PIM and compare with our numerical predictions of Sec. 5.2.1.
Figure 6.1: A cartoonish depiction of the final outcome of an on-chip PIM. (a) Signal and
idler photon-pairs are generated in HSPSs S1 and S2, signal and idler photons are sep-
arated by on-chip filters F1 and F2, signal photons from both sources are interfered in
the on-chip MZI. (b) The heralding idler photons from both sources (i1, i2), and the out-
comes of the interference (s, s′) are recorded as 4-fold coincidence (P4F ) as a function of
the MZI phase, ΦMZI . The visibility VMZI of the P4F fringe is directly related to the source
indistinguishability as described in the last chapter.
IME01 RF design and IME03 RF design are the two circuits implemented specifically for
on-chip PIM (Sec. 4.4). DTU-tele was the third design which is reconfigured for the on-chip
PIM. Setting up a PIM requires two particular preparations: building the optical setup and
determining the operating configurations. The optical setup is briefly introduced in the
next section and the details are in App. B.
Each PIM requires the circuit elements to be configured (e.g. spectrally aligned) which
are called the Operating Points. Operating configurations or operating points is a tech-
nical term often used in electronics. It refers to the different settings of the reconfigurable
elements, such as a transistor’s gate voltage, to perform a particular experiment. A PIM
circuit with more than one micro-ring resonator cavities has non-trivial operating points
set by the voltages on the thermal phase-shifters. The determination of the operating
points of the PIM circuit is inextricably related to the experimental considerations related
to the optical setup. In the forthcoming sections, at first, the classical characterisation
method of the operating points of the PIM circuit is explained. Next, the effects of exper-
imental considerations on the operating points are discussed. Finally, the on-chip PIMs
with only IME01 RF design chip and DTU-tele chip are presented with closing remarks.
6.1 The optical setup
All the experiments presented in this chapter and the next share a common experimental
assembly. The one used for IME01 chip is shown in Fig. 6.2. It has three major con-
stituents:
1 A Nanomax stage (Thorlabs) which holds an angle bracket that holds the optical
fibre array to couple light in/out of the chip.
2 The chip holder where the chip sits. At the top of the chip-holder sits a Peltier to
control the temperature, and on top of that the Printed Circuit Board (PCB) where
the chip is attached with thermally conductive glue.
3 The PCB facilitates the electrical connection between the chip and the driving elec-
tronics. The on-chip thermal phase-shifters for MZI and micro-ring resonators are
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connected by gold tracks to the on-chip bond-pads. The electrical connections from
the PCB are then wired to the electronics (Qontrol System PLC). The electronics
control the electrical powers dissipated by the thermal phase-shifters.
Figure 6.2: Optical setup for the PIM experiments. (a) The Nanomax stage and the chip
holder labelled with the relevant parts of the setup. (b) The PCB, optical fibre arrays and
electronic connections from the chip. (c) A zoomed photo of the PIM circuit in the IME01
chip showing different photonic components and gold wire-bonds of the IME01 RF design.
Once 1 the Nanomax stage and 2 the chip-holder heights are adjusted, and the correct
3 PCB is glued to the chip according to the chip dimensions, then the optical ports—
vertical grating couplers (VGC) are aligned with the V-groove fibre array. The optical
alignment procedure is elaborated in App. B.
6.2 Operating configurations of the PIM chip
One of the perks of a quantum photonic circuit is that the operational configurations of the
circuit can be determined with classical laser light. A classical measurement requires rela-
tively commonplace equipment such as a continuous wave laser and optical power meters.
In addition, a classical measurement is much quicker than a quantummeasurement which
requires more time to accumulate single photons. Here, the task is to tabulate the oper-
ating points of the PIM circuit using classical measurement techniques. For our exper-
iment, these are the voltages applied on the thermal phase-shifters (Fig. 6.1) for spectral
alignments of all the different components in the photonic circuit. The alignments are
performed by only looking at the spectral response from the MZI outputs (s′, s′′) of the
97
Chapter 6. On-chip PIM with micro-ring resonator sources
photonics circuit while using the electronics to control the thermal phase shifters. The
simulations of the spectral response of our circuit (Sec. 4.3), helps us in anticipating the
measured response.
The first experimental step is to measure the insertion loss of the photonic chip. By
measuring the total loss along a very short waveguide, the insertion loss of the Vertical
Grating Couplers (VGC) is determined. The insertion loss at each VGC for the IME01 chip
is about −4.5 dB (transmission ∼ 36%), while for the DTU chip is about −1 dB (transmission
∼ 80%). A precise measurement of this value is required to correctly estimate the power
inside the HSPS while measuring brightness (in Sec. 6.4.1).
Figure 6.3: Classical characterisation and operating configurations of the PIM circuit. (a)
The non-tuned spectra of the source (S1, S2) and filter (F1, F2) resonators. (b) Operating
points of the resonators for ΦMZI = 0 (VMZI = 0.36 V ), superposed with the DWDM filter
spectra. Ch 47, 39 and 31 represents idler, pump and signal photons channels respectively.
For our experiment, the operating points refer to the alignment of all the resonances as
shown in the figure.
To measure the spectral response, a tuneable wavelength CW laser is injected into the
input optical port (Iin) of the chip (Fig. 6.1). The light from the MZI output ports (s′, s′′)
are recorded by power-meters PM1 and PM2 respectively. Plotting PM1 and PM2 while
scanning the wavelength of the CW laser forms the spectral response of the chip. The
spectral responses of the IME01 RF design circuit, as shown in Fig. 6.3 (a) & (b), are
obtained by adding the power-meter values (PM1 + PM2). That makes the variation of
the MZI phase indifferent due to the energy conservation (before and after the MZI), and
avoids any unwanted phase effect on the resonator spectra. The responses show that
the micro-ring resonator HSPSs are easily identifiable due to their narrower line-widths
compared to the filter micro-ring resonators.
The free spectral range (FSR) of ourmicro-ring resonator HSPSs and filters are designed
to match the spectral responses of our pump rejection filters (Opneti). These filters sup-
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press the noise floor of the pump leakage or any stray photons, at signal-idler wavelengths,
to single-photon level (∼ 120 dBm extinction). That helps achieving high signal to noise
ratio (SNR > 50 dB for non-adjacent channels) for the generated signal-idler photons at the
cost of reduced brightness (∼ 3 dB insertion loss). The different channels of these filters
follow spectral responses centred based on the ITU grids. The channels 47, 39 and 31 are
chosen respectively for idler, pump and signal photons for our experiment. The spectral
response of these channels are superimposed on the spectral response of the PIM circuit
(Fig. 6.3 (b)) to check the alignments of the resonators. The resonators are aligned by
applying voltage across the heaters. Therefore, the operating points are the voltages on
the heaters of the two source micro-ring resonators and two filter micro-ring resonators.
For the configuration shown in Fig. 6.3 (b), these values are tabulated in Tab. 6.1.
VS1 (V ) VS2 (V ) VF1 (V ) VF2 (V )
0.35 1.82 3.28 2.97
Table 6.1: Operating points for IME01 PIM chip
6.3 Experimental considerations
As the PIM circuit is optically aligned and the operating points for PIM are determined, the
next step, to perform actual PIM appears to be straightforward. In actuality, micro-ring
resonators are well known for their use as sensors. The resonators, being cavities, are
very sensitive to surrounding environment. Therefore, due to the surroundings, they can
be also unstable while performing long experiments. Nevertheless, the enhanced optical
field and high single-photon brightness in the cavities make them a suitable choice for
quantum applications. Our naive expectation is that these two cavities are stable enough
to emit heralded photons which are sufficiently indistinguishable with respect to each
other so that we can do PIM. The challenges to stabilise the resonators in the PIM, also
turned out to be physics worth exploring.
A few of these experimental considerations involved understanding the basic cavity
physics, which is influenced by the surroundings (e.g. temperature instability, thermal
cross-talk etc), as explained in the coming sections. Additionally, as this was the first
4-fold coincidence measurements in our laboratory involving SOI and Superconducting
Nanowire Single Photon Detector (SNSPD)s, there were technical considerations (e.g.
four-fold coincidence logic unit) which are also briefly discussed.
6.3.1 Thermal stability
Thermal instability is one of the major problems in a photonic circuit containing a cavity or
certain interferometric structures. It can make the resonance of the ring resonator shift
more than a line-width for a high quality factor cavity (Q > 105 at 1550 nm wavelength).
It can also introduce a large phase accumulation to the propagating light even if it is not
on resonance with the cavity. Therefore, temperature fluctuation can erase any quantum
correlation from the photons/qubits.
As can be seen from Fig. 6.4 (a), a laser is injected into our PIM chip, and then collected
from the outputs of the MZI by PM1 and PM2, while a thermistor is used to monitor the
temperature (T ) of the chip. Figure 6.4 (b) shows the Lorentzian fit of the intensity of
the resonator’s response. This fit is used to estimate the phase response of the resonator.
For our resonator the phase changes ∼ 2π from on-resonance wavelength to off-resonance
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wavelength. If the resonance shifts with temperature, the phase ΦS1−S2(T ) will change
rapidly. Figure 6.4 (c) shows that the MZI output intensities (PM1 and PM2) fluctuate and
have strong correlations with the temperature fluctuations. As the thermo-optic coeffi-
cient of silicon is very high (∆λres = 76 pm/K as measured, in Fig. 6.5), a temperature
fluctuation of 0.1 K (fluctuation circled as A) can shift the resonance 7.6 pm which is about
1/4th of our resonator HSPS’s linewidth (30 pm). Thus, it can make the heralded photons
spectrally distinguishable. Even, when the propagating light is off-resonance with the
cavity, an accumulated phase difference (ΦS1−S2(T ) in Fig. 6.4 (b)) arises from a shifting
cavity spectra.
Figure 6.4: Temperature instability and unstable MZI outputs. (a) Detuning the filter rings
and keeping only the source rings, the light passing through the path containing the source
ring cavity S2 will obtain a phase ΦS1−S2(T ) with respect to cavity S1, depending on the
temperature (T) of the cavity. Therefore I0exp(ΦS1−S2(T ))will interfere on the MZI with the
reference light I0 and fluctuate as the temperature fluctuates. (b) The estimated phases of
the source cavities S1 and S2 have very sharp changes in phase across the resonance. (c)
Temperature fluctuation monitored with a thermistor placed on the chip. Narrower cavity
(Q∼ 50000, FWHM∼ 30 pm) causes very sharp phase (φS1−S2(T )) change as a function of
temperature T . The temperature (T ) fluctuation of the cavity is strongly correlated with
the MZI output power (PM1, PM2) as can be easily seen from the circled peaks A,B,C.
Redesigning heat baths and ample thermal grease made (d) the temperature and the MZI
outputs stable over 12 hours.
Figure 6.4 (d) shows temperature stability, which is obtained by using a high efficiency
Peltier driven by a TEC, together with a large heat sink and a heat bath. A sample cal-
culation on the mass of the heat bath and the placement of the temperature sensor is
mentioned in the App. B.
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6.3.2 Thermal crosstalk and operating points
In a photonic circuit, if there is a large heater (thermal phase shifter) present among mul-
tiple small heaters, then the heat dissipated by the large heater will start to influence
the relatively small heaters (Fig. 6.5 (a)). That changes the state of the photonic com-
ponent belonging to that small heater. This phenomena is termed as thermal crosstalk
in this thesis. Thermal crosstalk is unavoidable in a photonic circuit containing cavities.
Figure 6.5 (c), (d) shows thermal crosstalk on source ring-resonator heaters due to the
large MZI heater in IME01 RF design chip. When the MZI heater dissipates heat from
0 mW to 60 mW , the cavity spectra shifts about a linewidth (30 pm) or more for our S1
and S2 HSPSs making them distinguishable in spectra. Therefore, thermal crosstalk af-
fects the operating configuration of the PIM which requires recalculations that includes
thermal crosstalk.
Figure 6.5: Thermal crosstalk among the MZI and high Q source-rings. (a) Heat propa-
gation from the MZI heater to the rest of the circuit, which changes the spectral position
of the resonant cavities. (b) The spectral resonance position shift per degree rise in the
temperature. (c) λres−S2 shifts about one FWHM amounts for VMZI = 10V . (d) λres−S1 shifts
about 1.5×FWHM amounts for VMZI = 10V .
One way to mitigate the thermal crosstalk is to develop a full thermal model of the chip
as done by Dr Gary Sinclair and then apply a bisection algorithm for fine tuning. This
approach is followed for IME01 chip. Alternatively, we can apply bisection algorithm from
the very beginning to align all the resonances. This approach is followed for DTU-tele
chip. Bisection algorithm is often used as a searching algorithm in computer programs
and also in mathematics for root-finding. For determining operating points it is used as
follows:
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1 The target spectral positions of the resonances are set as the response shown in
Fig. 6.3 (b).
2 For the maximal thermal crosstalk (MZI heater ∼ 60 mW ), the voltage on the res-
onator S1 is applied to place it close to the target. If it is on the right side (VR) of the
target, the voltage is substantially lowered till we get the position to the left side
(VL) of the target. Averaging these two values of voltage, we choose a third voltage
value which is closer to the target, bisection Vb =
√
(V 2R + V
2
L )/2. This procedure is
reiterated until we reach the target. All the other resonators are used with the same
method to get to the target.
3 The same technique is used forminimum thermal crosstalk configuration (MZI heater
∼ 0 mW ).
4 All the other MZI phase configurations (operating points) in between are also set
by using bisection algorithm using two nearest neighbouring points. For example,
the phase in the middle of the maximum and minimum thermal crosstalk is deter-
mined by starting with considering maximum thermal crosstalk as VR and minimum
thermal crosstalk as VL.
5 This nested bisection method carries on until all the resonances are aligned for all
the MZI phase values.
A look-up table Tab. 6.2 (showing only three points here for simplicity) is used for operating
points employed for the PIM at different configuration of the ΦMZI . Bisection algorithm
worked well as we have only one dominant heater (MZI). For a more complicated circuit,
we may need a more sophisticated thermal modelling.
ΦMZI (π) VMZI (V ) VS1 (V ) VS2 (V ) VF1 (V ) VF2 (V )
0 0.36 0.35 1.82 3.28 2.97
1 6.06 0.21 1.79 3.28 2.95
2 8.60 0.00 1.77 3.287 2.94
Table 6.2: Corrected operating points for IME01 PIM chip
6.3.3 Spurious four-wave mixing photon pairs
In a large photonics circuit, if photon pairs are generated through SFWM in parts of the
circuit other than the HSPSs, then these are called spurious SFWM photon pairs. If the
accumulated photon-pairs through spurious SFWM amounts more than the photon-pairs
from the HSPSs, then, the expected quantum correlation in any measurements including
PIM can be altered. Our micro-ring resonator (Q ∼ 5 × 104) HSPSs are much brighter
than the waveguide HSPSs as shown in Fig. 6.6 (d), and we would not expect the spurious
SFWM to affect the measurements. Also, the waveguides generate photon-pairs in a very
large bandwidth while the resonators generate in a very narrow bandwidth (∼ 30 pm).
If the photon-pairs are collected in a very narrow bandwidth then the contributions of
the resonator HSPSs far exceeds the waveguides. In contrast, as in our experiment, we
collect the photons in a large bandwidth (∼ 1200 pm) set by the DWDM filters, the total
accumulated spurious photon-pairs from the input waveguide or the circuit is comparable
to the total photon-pairs from the resonators. Specifically, the IME01 designs have long
input waveguides (Fig. 6.2) of length ∼ 730 µm. This can alter the outcome of a quantum
experiment in a two-fold coincidence measurement.
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Figure 6.6: Bunching configuration and quantifying spurious SFWM. (a) The experimental
setup for the measurements where the path entangled signal-idler photon-pairs from the
S1 and S2 interferes. (b) Absence of any two-fold bunching (P (c†sc†i )) quantum corre-
lation due to spurious SFWM. P (c†sc†i ) corresponds to detecting idler (blue) and signal (red)
photons at output of c mode. (c) Quantifying the SFWM photon-pairs generated from the
whole PIM circuit by varying CW pump wavelength λp. The inset shows the experimental
setup. The long input waveguide (∼ 730 µm) is responsible for most of the background
(spurious) SFWM photon-pair generation. The ratios of the total coincidences from the




= 0.75. These ratios can be
improved by employing a tuneable bandwidth filter to narrow the pump pulse FWHM to
TF with 200 pm. (d) JSA containing both resonator HSPS and the long input waveguide.
The waveguide contribution is artificially weighted higher in this JSA for a better contrast.
(e) Quantum correlation was recovered after employing the TF.
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Figure 6.6 (a) shows the equivalent circuit of a 2-fold coincidence measurement which
is affected by spurious SFWM. This circuit is obtained from Fig. 6.1 by detuning the filter
resonators (F1 & F2). Considering low input pump power, signal-idler photon-pairs are
generated by either in S1 or S2 at a time, forming a superposition. Following the notation
introduced in Sec. 5.2.1, if the creation operators in source S1 and S2 are expressed by
a† and b†, then this superposition can be expressed by, (a†sa†i + b†sb
†
i )|0〉, with s & i denoting
signal and idler. This superposition further propagates and interferes in the MZI. This
is called the bunching configuration [154]. Considering a fixed phase difference (ΦS1−S2)
between S1 and S2 HSPSs, and following the same unitary transformation introduced in

































The probability of detecting signal and idler photons at the output c mode is denoted by
P (c†sc
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In the last line, it is considered that ΦS1−S2 = 0 and the MZI is perfect. If the photon-













This shows that the interference period halves for a single-photon interference. The ex-
perimental data in Fig. 6.6 (b) has a fringe with half the frequency of the theoretical
expectations. This is due to the strong contribution from the spurious FWHM which ac-
cumulates to the c output mode in much greater extent than the photon-pairs generated
by S1 & S2.
Fig. 6.6(c) shows the quantification of the spurious background photon pairs. The gen-
erated signal-idler photon-pairs were collected by the signal-idler channels of the DWDM
filters, while the CW pump wavelength is monotonically tuned across the pump channel
of the DWDM. The photon-pairs generated at the resonant wavelengths of source S1
and source S2 are much higher than the spuriously generated photon-pairs in the input
waveguide. In the scenario of accumulating the photon-pairs in the whole bandwidth of the
DWDM channel (not just the resonant wavelength) by our wavelength insensitive SNSPDs,
the ratio of the pairs generated in the waveguide (CBG) is comparable with the pairs gen-
erated in the rings (CS1, CS2). For the data shown in Fig. 6.6(b), (CS1 + CS2)/CBG ≈ 1.
In actual experiments, we use a pulsed laser to generate photon pairs, and can produce
a plot very similar to Fig. 6.6(b), but using a tuneable bandwidth filter to select a 50 pm
(lower limit of the filter) chunk of the pump laser spectra each time.
This effect was mitigated by spectrally narrowing the pump pulse to match just the
resonance linewidth. That lengthens the pump pulses in time and results in lower peak
power to decimate the spurious SFWM significantly in the input waveguide. We could not
narrow the linewidth arbitrarily as we know that (Sec. 5.1.2) to achieve a higher purity
heralded photons, the pump spectrum needs to be flat at the resonances. In our PIM
experiment of 30 pm line width ring resonators, we used a 200 pm bandwidth input filters
for the pump. That keeps the heralded photons’ purity high while reducing the spurious
SFWM in the input waveguide to negligible amounts such that we recovered the bunching
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effect shown in Fig. 6.6(e). The recovered fringe has the expected double period but
distorted as the phase ΦS1−S2 = 3π/4 is fixed in our photonic circuit and the reflectivity of
the directional coupler was ηDC ∼ 40%.
Using TF to narrow the pump spectra is better than using spectral filtering (to discard
spurious SFWM) at the end of the circuit for two reasons. The first is that the insertion loss
of the filters at the input is counteracted by increasing the pump power. The second is that
it reduces the SFWM in the waveguide in the same signal-idler spectra of the resonator,
which cannot be separated by the output spectral filters. Also, spurious SFWM photon-
pairs are generated in different parts of the circuit and therefore uncorrelated in time.
As we increase the degree of coincidence from 2-folds to 4-folds, the effect of spurious
SFWM becomes negligible or easily filtered out by post-selection.
6.3.4 Four-fold counting logic
As the experiment mentioned here was the first four-fold counting events experiment in
our laboratory with silicon photonics sources, the counting logic system had to be built
to extract four-fold event data registered by the single photon detectors. There were
two major issues to resolve: 1 the superconducting nanowire single photon detectors’
(SNSPD) output signal compatibility with the counting logic system and 2 extracting
four-fold events from the accumulated time-to-digital data of the photons. Figure. 6.7
shows the outputs of the SNSPDs and their similarity with the NIM logic definition. The
four-fold coincidences are extracted by modifying a software pre-existing in our group.
These are elaborated in App. B.4.
Figure 6.7: Stark contrast between NIM and LV-TTL logic levels. (a) Oscilloscope traces
of the 4 SNSPDs used in the lab. It shows that the voltage levels of the detectors resemble
NIM in shape but the peak voltage is 3 times lower. The ringing (oscillatory) behaviour
of detector 3 shows two important things: first is the sensitivity of the low noise amplifier
stage connections. The second is the need for special detection module called Constant
Fraction Discriminator rather than LV-TTL level detections. This prevents double counting
of the multiple peaks from the ringing. (b) A standard LV-TTL logic pulse is much broader
and the peak voltage is positive and 3 times higher than the NIM pulses.
6.3.5 MatLab instrumentations
MatLab instrumentations has been used for all the instruments for computer control. It
was necessary due to two major reasons: the previously existing C-codes for the instru-
mentations has lower fidelity of working when copied from one computer to the next,
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and the time-tagger Hydraharp can be efficiently controlled together with all other in-
struments using a high level language such as MatLab. Among all the instruments, Hy-
draharp and the optical delay line were the more challenging ones to automate with other
instruments.
6.3.6 Instrumentation mitigations
The experimental measurement described in the following sections has practical consid-
erations that has been eluded to the performed simulations and the above discussions.
These include imperfect measuring instruments.
Laser and wavemeter
A major error in measuring the classical spectra of our photonic chip was the error in
absolute wavelength accuracy of the scanning laser. The sources and the filters we have
used have linewidths of 30 pm to 100 pm, while the absolute wavelength accuracy of our
laser is 200 pm and sensitive to the environmental temperature. That was mitigated using
an wavemeter that measures the wavelength of the laser and corrects them. Later, the
instrument CT400 in conjunction to the laser was used. CT400 has an acetylene gas cell
inside it, which is used as a reference point to make the absolute accuracy of the laser
within 2 pm.
Electronic Control of the thermal phase-shifter
One of major source of imperfections in relevant instrumentations is the electronics, that
supply electrical current to the thermal phase-shifter or electronic heaters. By applying
different electrical currents (i.e. different heat dissipations→different phase), these heaters
act as reconfigurable photonic elements. The practical heater driver that we used has a
certain accuracy/resolution in delivering the voltage across that resistance. That makes
the range of continuous tuning of the reconfigurability of a particular photonic component
limited to∼ 10mV accuracy. Moreover, these heater drivers do not have any feedback loop
to read out the actual electrical power dissipation, leaving a gross error in estimating the
performance (i.e. phase) of the heaters. We have found that, although, the nominal ap-
plied voltages by the electronic heater-board used in the experiments are different from
the actual applied voltages, the margin of error is just sufficient to perform PIM. The
details of this observation are in App. B.6.
6.4 On-chip PIM with micro-ring resonators
In the previous sections, all the experimental considerations were investigated to prepare
the setup for quantum measurements. In this section a PIM will be performed. A com-
prehensive PIM analysis requires measurements of the brightness and the purity of the
resonator HSPSs. These measurements benchmark our ring resonator HSPS, and predict
the performance of the PIM. Therefore, this section begins with the brightness and the
purity measurements, continues to PIM and finally discusses the results and the outlooks.
6.4.1 Brightness
As the HSPSs are integrated with other photonic components, the PIM circuit requires ap-
propriate reconfiguration for a reliable brightness measurement. In addition, the afore-
mentioned experimental considerations non-trivially arranges the off-chip experimental
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configurations. In this subsection, first, the experimental configurations for the brightness
measurements will be discussed and then the results will be presented.
Figure 6.8: Experimental setup to measure resonator HSPS brightness of the IME01 chip.
To measure the brightness of source S1, only filter F1 is tuned to separate the idler
photons, while both source S2 and filter F2 are detuned. EDFA: Erbium Doped Fibre
Amplifier, TF: Tuneable bandwidth Filter, BF: Broad band Filter, VOA: Variable Optical
Attenuator, PM: optical Power Meter, D: single-photon Detectors.
Experimental setup
The off-chip experimental arrangements starts with a 50 MHz repetition rate input pump
laser (Pritel), as shown in Fig. 6.8. The pump wavelength is spectrally tuned to Ch 39
(1546.12 nm) of ITU frequency grid using an Optical Spectrum Analyser (OSA) by mea-
suring the wavelength. It is then passed through an EDFA to achieve the desired maximum
pump power, followed by the tuneable bandwidth filter (TF). TF sets a bandwidth of
200 pm, which sufficiently narrows the pump spectrum but is about 7 times broader than
the spectral width (30 pm) of the resonances of source S1 and S2. Therefore, it limits
the spurious SFWM from the input waveguide significantly (Sec. 6.3.3), while keeping
the spectral purity high (Sec. 5.1.2). Then, two (only one shown in the figure) cascaded
broadband filters (BF) limits the pump photon-leakage into the spectra of the generated
photon-pairs. A variable optical attenuator (VOA) is used to adjust the desired optical
power (Pin) injected into the chip. The light is then passed through a polarisation con-
troller (PC) to control the polarisation and an 1% tap to monitor the input power to the
PIM circuit. At this stage an average of 2 mW input power of the laser is coupled into the
photonic circuit (coupling loss 4.5 dB) with a suitable polarisation through the VGC.
The very left of the photonic circuit contains a directional coupler (DC1). It splits the
input light with splitting ratio (ηDC , measured 60%) to pump source S1 and S2. Now, to
avoid counting photon-pairs from both sources while measuring brightness of only one
source, the other source is spectrally tuned off the pump spectrum. For example, to
measure the brightness of S1, source S2 and filter F2 are spectrally tuned off the Ch
39. Only source S1 is aligned to the peak of the pump spectra in Ch 39 to generate SFWM
signal-idler photon-pairs in the selected channels Ch 31 (1552.52 nm) and Ch 47 (1539.77
nm). The filter F1 is spectrally tuned to collect idler photons from Ch 47. The idler photons
are coupled off chip with coupling loss 4.5 dB×2, cleaned by filter BF1 to further reject the
pump, detected by the single photon detector D1 and herald the signal photons (Ch31).
The signal photons are collected from both ports of the MZI, cleaned by filter BF2 and
BF4, detected by single photon detectors D2 and D4. All the three detectors are con-
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nected to a time-to-digital converter HydraHarp (from PicoQuant) to record the photons’
arrival times. These data are post-processed to identify and sum the coincidence counts
of signal-idler photon pairs generated by S1. Finally, the VOA is used to set a range of
input powers Pin, and the coincidence counts at each power are collected. This data is
plotted in Fig. 6.9 to estimate the brightness.
Figure 6.9: Brightness data of the resonator HSPSs of IME01 chip. (a), (c) represents the
signal and idler singles counts from sources S1 and S2 resectively. (b), (d) represents the
signal-idler coincidences, and the Coincidence to Accidental Ratio (CAR) for each sources
respectively. Both sources achieved a CAR more than 10 even at the highest measured
coincidence rate. The error-bars are calculated assuming Poissonian statistics.
Experimental results
Figure. 6.9 graphs the results obtained from the aforementioned experimental setup.
Figure. 6.9 (a), (c) contains the singles counts from signal and idler photons, while (b), (d)
contains coincidences and CAR (coincidence to accidental ratio) from sources S1 and S2
respectively. The data are fitted with the Eq. 2.16 from Sec. 2.2.1. The error-bars on the
raw data are calculated assuming Poissonian statistics (e.g. error =
√
counts) and following
standard error propagation methods.
As mentioned in Sec. 2.2.1, if the lumped efficiency of the four wave mixing process is
γeff (photon-pairs/s/mW 2), signal photons’ channel detection efficiency is ηs, idler photons’
channel detection efficiency is ηi, input power is Pin and repetition rate of the laser is
R, then the average number of photon-pairs generated per pulse will be, n̄ = γP 2in/R
(Eq. 2.13). Our sources S1 and S2 have n̄1 = 0.1003±0.01 and n̄2 = 0.123±0.01 for Pin = 1mW
with 68% confidence interval as tabulated in Tab. 6.3.
There are a few points we can draw from these results:
1 Table 6.4 compares the performance of our resonator with some of the best brightness
values found in the literature. It shows that the brightness of our resonator has
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Source ηs ηi γeff (Mcts/s/mW 2) n̄
1 0.008 0.013 5.013 0.1003± 0.01
2 0.011 0.028 6.130 0.1233± 0.01
Table 6.3: Average photon number estimation of S1 and S2 of IME01 PIM chip.
similar figure of merit with the literature. It also shows that the brightness (γeff )
crucially depends on the quality factor (Q) of the resonator: [38] (the best value re-
ported so far) has about twice the Q than IME01-chip’s Q, and the average power
in the chip is about 1/17th power (59 µW CW light) than our average pulsed power
(1 mW ) in the chip, but it has achieved more than 30 times the brightness (value of
γeff ) compared to our results.
2 The raw brightnesses (2-fold coincidence counts), of these two results, have only
a factor of 2 difference. This emphasises the importance of having high efficiency
VGCs, and good channel efficiency to the detectors, as they play more important
role in actual practicality in performing a multi-photon quantum experiment. For
example, with our raw brightness, we can expect a four-fold rate of,
CC4F = ηs1ηi1ηs2ηi2n̄1n̄2R (6.5)
= 75 cts/h
This is much lower than a typical SPDC source of 200 cts/s of four-folds with γeff =
10 Mcts/s/mW .
Work Power (µW ) γeff Q CC (k cts/s) CAR VGC (dB)
IME01 1000 (Pulsed) 5 5× 104 2.265 24 4.5
[38] 59 (CW) 149± 6 9× 104 4.869 532 3.5
[59] 700 (CW) 1.62± 6 1.5× 104 − 500 2.5
[60] − (CW) − 5× 104 − 12 10
Table 6.4: Comparing IME01 resonator HSPS’s brightness with literature
The literature contain mainly the measurements of the brightness of the micro-resonator
HSPS. Very few have reported spectral purity measurements: [55] measures the purity
(0.97 ± 0.09) using stimulated four wave mixing process (StFWM) for a resonator HSPS
with a Q of 4×104, similar to IME01 HSPS. There exists purity measurements such as [51]
with scanning monochromators, but the margin of error is high due to high losses. In the
next section, the purity measurements of IME01 HSPSs will be discussed .
6.4.2 Spectral purity
The purity of our micro-ring resonator sources can be measured in two very different
ways: unheralded second order correlation function g(2)ii (0) and using stimulated four wave
mixing by measuring joint spectral intensity (JSI). The following experimental setup only
discusses the purity estimated from the g(2)ii (0). Then, the experimental results are pre-
sented and a comparison is drawn with a JSI (by StFWM) previously obtained in our group
from a similar resonator in the same IME01 chip.
Experimental setup
The experimental setup for the purity measurement is very similar to the brightness mea-
surement upto the injection of light into the chip as shown in Fig. 6.10. On the chip, to
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Figure 6.10: Spectral purity of the single photons are measured using self g(2)ii (0) of idler
photons. (a) The idler photons (i1) from S1 is coupled out of the chip using F1, and then
passed through a fibre beam splitter (BS with 50% reflectivity). The outcome from the
BS is collected by detectors D1 and D2 connected to a coincidence logic unit (CL) for
recording second order correlations. (b) Extracted purity vs input power shows that purity
remains almost the same for a range of power, as expected. We did not measure purity
for power lower than 58µW due to impractical integration time.
measure the spectral purity of source S1, only S1 is aligned to the pump spectra and filter
F1 is aligned to collect the idler photons generated in S1. Once the idler photons are
coupled out of the chip, they are incident on a fibre beam splitter (BS with 50% splitting
ratio). The outcomes of the BS are collected by detectors D1 and D2 connected to a coin-
cidence logic unit (CL) for recording second order correlation function g(2)ii (0). The same
way the g(2)ii (0) of idler photons generated by source S2 is also measured.
In addition, the effect of the intensity of the optical input power on the g(2)ii (0) due to any
non-linear interaction has been investigated. The input optical power is varied over a 5 dB
range and the purity is estimated and plotted in Fig. 6.10 (b).
Experimental results
The purity of the sources has been estimated by measuring the second order correlation
function g(2)ii (0) of the idler photons from each source, and using the relation [30], purity
P = g
(2)
ii (0) − 1 (Sec. 2.2.4). Figure 6.10 (b) plots the estimated purity values for both
sources S1 and S2 as a function of the input optical power. The figure shows that the
purity values of both of the sources are about the same irrespective of the input power.
It suggests that the purity values are not affected by the non-linear interactions of the
pump power in our range of interest. Using Schmidt decomposition, we can estimate the
relative strength of the squeezers (Fig. 6.11 (c)). This plot shows that using effectively two
Schmidt modes for each of our sources is a reasonable approximation for PIM simulation
to match the measurements mentioned in the next section.
For our operating power, the estimated purity for both sources are PS1 = 86.20 ± 3.89%
and PS2 = 78.69 ± 2.44%. These values are lower than our expectation of 92% as predicted
by the simulation (Sec. 5.1.2) for IME01 HSPSs. There is no other value in the literature
that use g(2)ii (0) to estimate the purity of a micro-ring HSPS in SOI. A value of micro-ring
resonator in silicon nitride shows a g(2)ii (0) = 2.0± 0.11 with high margin of error [54]. The
only other value found in the literature ( [55]) for SOI is obtained through StFWM process.
In the next section, we compare the StFWM and g(2)(0) methods.
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Figure 6.11: The relative strength of squeezers vs the kth optical mode for multimode
squeezed state obtained from simulation. (a) Experimentally estimated JSI using stimu-
lated four wave mixing. (b) Theoretical JSA considering the linear theory (Sec. 5.1.2). (c)
The relative strength of the Schmidt modes that corresponds the simulated JSA showing
the strength of the primary mode.
Estimated purity from g(2)(0) vs simulations
Considering the general expression of the JSA (Sec. 5.1.2) for our pump pulse (secant
hyperbolic) and micro-resonator, we numerically calculated the JSA as shown in Fig. 6.11
(b). The simulation predicts a purity of 0.92. Using stimulated four wave mixing we also
experimentally estimated the joint spectral intensity (JSI). This experiment is performed
using pre-existing codes and setup in our group on a resonator in the IME01 chip as
explained in App. B and presented in Fig. 6.11 (a). The purity (P = 0.95) estimated from
the average of 16 JSI measurements is an upper-bound, as it does not include the phase
correlations of the photon-pairs.
Knowing the purity of the HSPS is crucial, as it predicts the PIM between two HSPS. The
g(2)(0) results provides an prediction of the maximum indistinguishability between these





contrast, the StFWM results predicts an indistinguishability of 95%. Obviously, only one
of these measurements is closer to the actual purity of the resonator HSPS. The following
can be inferred from our observations:
1 The result from the StFWM experiment is very close to both the results reported
in [55] and the performed simulation. That indicates that the IME01 resonators
are of very high purity. In contrast, the simulations (Sec. 5.1.2) do not include any
non linear effects inside the resonator. We know that the strong non-linearity of the
silicon causes non-linear losses (e.g. two-photon absorption) or phase correlations
(e.g. cross-phasemodulation). If these non-linearities are included in the simulation,
it may result in a lower purity.
2 Due to the same reason, some [51] criticised StFWMprocess in measuring the purity
of a resonator HSPS, as the added non-linearity due to the stimulation process inside
the cavity can alter the JSA.
3 The simulations in Sec. 5.1.2 shows that the JSA can hide details of themode structure
for an over-coupled resonator. For example, if the ring is over-coupled, a split reso-
nance due to the back-reflected mode can be hardly seen from the JSA, resulting in
the appearance of a high purity.
4 The g(2)(0) measurements are also not devoid of criticism to measure purity of a
resonator HSPS. As the relation P = g(2)(0)−1 holds specifically when the squeezing
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(or average photon-number generated per pulse) is low. Inside a high Q resonator,
due to the field-enhancement, that relation may not hold. If the total optical gain is
very high, then the g(2)(0) = 2 always as shown in Fig. 2.7 (f).
5 In addition, g(2)(0) implies the purity from the photon’s arrival-time statistics of a
2-fold measurement. Noise, such as spurious four wave mixing, can easily alter
that statistics, as noisy photons usually have much lower purity (Fig. 6.13 (c)). We
suspect the latter happened specifically with the g(2)(0) measurements of the DTU-
tele chip. Here, we assumed that the Raman noise in silicon has not affected our
measurement as the Raman gain is about 15.6 THz away from the pump with a
bandwidth of 105 GHz [152].
The PIM result strongly depends on the purities of the HSPSs. Therefore, the best way to
measure the purity and settle the contradiction is to do a PIM.
6.4.3 Indistinguishability: PIM
Figure 6.12: The experimental setup contains a laser which passes through a broadband
filter (BF), a tuneable bandwidth filter (TF) and a polarisation controller (PC) and then
coupled to the photonic circuit. The photonic circuit consists of a directional coupler (DC),
micro-ring resonator sources S1 and S2, micro-ring filters F1 and F2, MZI composed of
DC with reflectivity ηMZI (ideally ηMZI = 50%). Photon-pairs generated by the sources are
coupled off-chip and filtered (BF1 to BF4) and collected by single photon detectors (D1 to
D4) connected to coincidence logic unit (HH).
Experimental setup
The experimental PIM setup is the same as the brightness and purity setups up to the
coupling of light into the chip. The main difference in the chip is that for this measurement
all four resonators S1 & S2 and F1 & F2 are aligned.
The leftmost part of the PIM circuit contains a directional coupler which splits the light
coupled into the chip to pump source S1 and S2. Both sources are aligned with the pump
spectrum such that resonantly enhanced SFWM produces signal-idler photon pairs in
Ch31 (1552.52 nm) and Ch47 (1539.77 nm) of the ITU grid. The micro-resonator add-
drop filters ΦF1 and ΦF2 are only resonant with the idler photons (Ch47) and therefore
separate the idler photons through the drop port. Subsequently, the idler photons are
coupled off the chip with coupling loss 4.5 dB of each channel, cleaned by filter BF1 and
BF3 to reject the pump, detected by single-photon detectors D1 and D3 and herald the
signal photons (@Ch31).
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After the MZI interference the signal photons are coupled off-chip (coupling loss 4.5 dB
each channel), filtered (BF2, BF4) to reject the pump and couple to the single-photon de-
tectors D2 and D4. All four detectors (D1 to D4: average efficiency 75%, dark counts <
200 counts/s) are connected to a PicoQuant time-tagger (HydraHarp). The HydraHarp
records the photons’ arrival times which are post processed to identify four-fold coinci-
dence events as heralded two-photon quantum interference as a function of MZI-phase
(ΦMZI).
Figure 6.13: The PIM of micro-ring resonator HSPS. (a) The plot of 4-fold coincidences
as a function of MZI phase ΦMZI . The blue (red) events correspond to indistinguishable
(distinguishable) photons with a fitted visibility of 72 ± 3% (24 ± 2%). (b) Placement of
the measured visibility on the graph of the simulated visibility as a function of average
photon-number per pulse. The graph shows that within the measurement errors of av-
erage photon-number, and the estimation error of the visibility, the PIM agrees more with
the HSPS purity value of 92%. (c) The effect of mixing impure noise photons with the
photons generated by resonator HSPSs. Considering the highest purity of resonators
(0.92), the mean purity, Pmean =
√
0.92× Pnoise. Purity estimated from the g(2)(0) implies a
noise photon purity between 0.68 and 0.8 which is possibly generated in the waveguides.
6.4.4 Results: PIM in relation to purity and brightness
Figure 6.13 (a) plots the measured 4-folds as a function of MZI phase ΦMZI . The magenta
events correspond to the indistinguishable photons with a visibility of 72± 3% fitted using
Eq. 5.35. Table 6.5 contains the values of the fitting parameters (App. E.2).
The red events correspond to temporally distinguishable photons with a fitted visibility
of 32.47 ± 2%. These values are lower than any of the predicted purities due to multi-
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x r ηi ηs ηMZI Cmax θoff S
0.11 5 1% 1% 39.191±2.977 242.7964±15.044 −0.7468±0.093 1.045± 0.026
Table 6.5: Fitting parameters of IME01 PIM
pair contribution as simulated in Sec. 5.2. Figure 6.13 (b) plots the visibility from the
PIM as a function of average photon-pairs generated per pulse for the two purity values
0.92 and 0.837 from the simulation and the g(2)(0) measurement respectively as mentioned
in the last section. The graph also includes the measurement errors of average photon-
number (n̄), and the estimation error of the visibility, as grey strips. As the curve with 0.92
purity passes through the intersection of these two grey strips, our PIM agrees more with
this value of purity. As mentioned above, 0.92 corresponds to the theoretically predicted
visibility for the resonator HSPSs. Although an experimental determination of the purity
by g(2)(0) measurements have indicated a lower purity, this observation suggests that the
true purity may indeed be closer to the theoretically estimated value. It is possible that
the noise photons (e.g. from the waveguides) have altered the statistics of the g(2)(0)
measurements as described in Fig. 6.13 (c).
The raw PIM is an important metric to integrate many sources on chip to perform a
scalable multi-photon experiment. Compared to state of the art fibre HSPS or crystal
HSPS which usually have more than 90% visibility, this PIM value of 72% of the resonator
HSPS is not very high. However, it can be improved by tackling:
1 the multi-pairs effect by
a using photon-number resolving detectors (PNRDs) in heralding arms which
will remove the multi-pair effect on the condition that the photon collection
efficiency is improved to near unity,
b improving the VGC design, such that the coupling efficiency of the device in-
creases, and the input power can be lowered to lower multi-pair emission,
2 the multimodes (impurity) effect by using interferometrically coupled resonator de-
signs as proposed by [64, 65]. It narrows the linewidths of the signal and idler
photons compared to the pump photons which increases the purity.
6.4.5 Experimental considerations and IME03 chip vs DTU-tele chip
Based on the insights gained from the PIM in IME01, IME03 chip has been designed to
counteract the previously discussed experimental considerations, particularly, spurious
four wave mixing. It has short input waveguides, and on-chip filters for about 20 dB
extinction of the pump pulse just after the photon-pairs generation in the HSPSs. One
shortcoming of the IME chips is their lossy VGCs. Considering 4.5 dB loss per VGC in the
IME01 chips, the PIM experiments loose 18 dB 4-fold counts just after the chip. With such
losses we have collected just enough 4-folds to perform the experiment, despite having
the HSPSs optimised for brightness.
The DTU-tele chip has been designed to perform multi-photon experiment with res-
onator HSPSs in our group (Chap. 8) which can also perform PIM. The primary benefit of
this chip is its ultra-low loss (∼ 1 dB) VGCs. These improve the collection efficiency about
3.5 dB per channel resulting in a 14 dB gain in the 4-fold counts (aforementioned ( 1 - b )
multi-pair effect mitigation). That allows a significantly higher 2-fold brightness, and con-
sequently 4-fold PIM data as a function of the input power. This reveals the practicality
of the HSPS in terms of the total experimental time and if it can be pushed to achieve
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e.g. 8-fold coincidence counts. Also, the input pump power can be lowered more with this
chip, therefore, reducing the multi-pair contribution and achieving higher raw visibility
(modelled in Sec 5.2.1).
The knowledge of PIM with IME01 chip will be also used to determine what part of the
photonic circuit needs to be reconfigured for a PIM. An on-chip measurement protocol is
useful to understand the limitation of any multi-photon experiment. For the single qubit
teleportation experiment (Chap. 8) using the DTU-tele chip, the PIMwill reveal the highest
achievable fidelity of the teleported states.
The DTU-tele chip has a much longer input waveguide, which brings back the spurious
four wave mixing and a few other experimental considerations (e.g. thermal crosstalk).
Nevertheless, for the mentioned advantages, we chose to perform the following PIM ex-
periment with the DTU-tele chip.
6.5 Reconfiguring the DTU-tele chip for on-chip PIM
This section begins with the equivalent circuit of the DTU-chip to perform PIM; then con-
tinues to brightness, purity and multi-pair quantification measurements; afterwards mea-
surements of multi-pair fringes and PIM fringes and concludes with PIM vs brightness
measurements.
Figure 6.14: Equivalent circuit of the DTU chip for PIM. The MZI switches SN1 & SN2
are used to measure multi-pair emission fringes.
6.5.1 Equivalent circuit of the DTU-chip
The Fig. 6.14 depicts the experimental setup of the DTU-chip. The top part of pump pulse
preparation is the same as the previous setups. Then the pump is injected into the part of
the chip configured for PIM.
The left part of the circuit up to the switches SN1 and SN2 are configured as follows: the
injected light in the chip is split equally by the input Mach-Zehnder interferometer (MZI)
to pump equally the two micro-ring resonator HSPSs S1 and S2; the photon-pairs are
generated inside the micro-ring resonators through SFWM such that the signal photons
are in ITU grid 31 and idler photons are in ITU grid 47; an imbalanced MZI is used to
separate the signal photons from the idler photons; the idler photons are coupled out of the
chip and further filtered by DWDMs to clean up the stray photons from the pump spectra
and detected by the single photon detectors (SNSPDs). The heralded signal photons are
then passed throughMZIs acting as switches for each of the photons. Based on the state of
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the switches (SN1 and SN2), DTU chip is configured into four different modes of operation
for the PIM:
Primary mode sets both of the switches to identity, therefore, the two signal photons are
injected directly into the MZI and the outcome of the quantum interference between
two signal photons are then performed as a function of MZI phase.
Secondary mode SN1 sets SN1 to identity while SN2 to swap. That allows only source S1
photons to reach to the final MZI, while source S2 photons are routed off the final
MZI. Therefore, this mode measures the multi-pair fringes from source S1 only.
Secondary mode SN2 sets SN2 to identity while SN1 to swap. That allows only source S2
photons to reach to the final MZI, while source S1 photons are routed off the final
MZI. Therefore, this mode measures the multi-pair fringes from source S2 only.
Background mode sets both of these switches to swap. That allows to measure 4-fold coin-
cidence generated by spurious SFWM from the input waveguide and the rest of the
circuit.
Finally, the outcome of the interference in the MZI of the two output arms are coupled
out of the chip. They are then passed through another set of filters to further clean up
stray photons from the pump and then to the detectors. For PIM measurements, in all
four modes, the whole event is recorded as a four-fold event as a function of MZI phase
ΦMZI .
Figure 6.15: Multi-pair emission (g(2)H ) and unheralded g(2) as a function of input pump
power. Here the MZI phase is set as to give the maximum multi pair emission. (a) & (c)
show the experimental setup, and (b) & (d) show the recorded data for source S1 & S2.
6.5.2 Brightness, multi-pair (g(2)H ) and spectral purity (g(2)) measurements
The measurements presented in this section use secondary operation modes (SN1 & SN2)
to collect the 2-fold and 3-fold coincidences where the final MZI is set as an even splitter.
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Figures 6.15 (a) and (b) show the equivalent measurements of on-chip configurations.
These configurations are essentially the conditional and unheralded second order corre-
lation measurements (g(2)H & g(2)) respectively as explained in Fig. 2.7. Only for multi-pair
emissions from the sources, we can get three-fold counts. In the Secondary mode SN1
Figure 6.16: Brightness of the resonator HSPSs on DTU-tele chip. (a), (c) show the singles
counts from the resonators, while (b), (d) show the coincidence counts and the CAR.
configuration, if the singles counts of each detectors are D1, D2, D4, and coincidence
counts areD12,D14, then the brightness (CC), purity (g(2)(0)) andmulti-pairs (g(2)H ) of source
S1 for any input power Pin are:
CC(Pin) = D12 +D13 (6.6)










where τ is the time-delay in the coincidence histogram. Similarly, using SN2, the above
quantities can be acquired for source S2. The measurement error of g(2)(0) is calculated
in App. C using the error propagation of Poissonian photon statistics.
The data plotted in Fig. 6.15 (b) represent the g(2)H values for the two sources as a function
of the input power. It shows that the multi-pair effect is less that 2% for a pump power
less than 176µW . This value is one of the best multi-pair emission value for the raw 2-fold
coincident counts (∼ 5kcts/s) at the same power for a pulsed excitation, and comparable
with quantum dot sources (Sec. 2.3). With the increment of the power, g(2)H increases






1 + Σk≥2 akP k
(6.9)
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Figure 6.15 (c), (d) shows the purity estimated from an unheralded g(2)(0) function. It
can be seen that the estimated purity values are low, about 60%. As we suspected from
Sec. 6.4.4 with IME01 chip, the spurious four-wave mixing played a significant role in
these measurements. Our first observation is that the DTU-tele chip is much larger than
IME01 chip and also comes with long input waveguides. Therefore, the spurious SFWM
in the waveguides and in the circuit of the DTU-tele chip will be higher than IME01 chip.
In fact, the singles counts (1000 cts/s) are much higher than the dark counts (∼ 200 cts/s),
even when the 2-fold coincidence counts approach zero. Also, the background mode (SN1
& SN2 swap) shows that the spurious SFWM contributes to 4-fold counts of ∼ 8cts/min
for input power of ∼ µW , thus, confirming high noise.
Our second observation is that the g(2)(0) measurements do not involve both the signal
and idler photons of a photon-pair, and thus the advantage of uncorrelated noise reduction
in the time-correlated measurements of photon-pairs cannot be employed (Sec. 6.3.3). Al-
though, it is noted that the noise photons generated in the same time intervals as the
photons from the sources cannot be reduced in time-correlated measurements. Also,
any resonant source of noise in the micro-ring resonator HSPSs cannot be distinguished
in these measurements. Therefore, spectral purity measured by Hanbury-Brown-Twiss
(HBT) type interferometer with a single channel (e.g. only idler or only signal) in g(2)(0)
measurements suffer severely from the noise photons (Fig.6.13 (c)).
One possible mitigation is to reduce the input power. As SFWM counts ∝ P 2in, when
Pin reduces the CCRg/CCWg increases due to the field enhancement of the micro-ring
resonators. However, as can be seen from Fig. 6.15 (d), the measurement error increases
significantly at low power due to low counts and prevent any decisive agreements.
Source ηs ηi γeff (Mcts/s/mW 2) n̄
1 0.022 0.027 19.185 0.384± 0.01
2 0.042 0.021 24.850 0.497± 0.01
Table 6.6: Average photon number estimation of S1 and S2 of DTU-tele chip
Figure 6.16 shows the data and the fits to obtain the brightness values of the resonators
used for the PIM. Table 6.6 shows the relevant values from the fit to compare with the
IME01 chip. The effective brightness values γeff are higher than the IME01 chip despite
the fact that the Q-factor of the HSPSs are about the same. The previously mentioned
Q-factors are estimated from the FWHM of the resonator line-widths. The Q-factor of a
resonator also depends on many other parameters including linear losses in the waveg-
uides. It is possible that the silicon waveguides of the DTU-tele chip has slightly lower
loss. As the brightness goes as ∝ Q4, a slight change in the Q results in almost 4 times the
brightness of the IME01 HSPS. With the aforementioned results of brightness and purity,
we will now perform PIM.
6.5.3 PIM and multi-pair MZI fringes
Figure 6.17 shows the MZI fringe of multi-pair emissions from each source. To fairly
estimate the multi pair emission for the same experimental condition, we have taken each
data point of the secondary mode (SN1 & SN2) after each data point of the primary mode.
The rate of multi-pair generation from source S2 is slightly higher than source S1. The
raw four-fold coincidences of DTU-tele chip are almost 250 times brighter than the IME
chip. This is due to the ∼ 3 dB improvement of the photon collection efficiency of the
each VGC (total ∼ 12 dB imprvements for four-folds) of the DTU-tele chip and the slightly
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Figure 6.17: Four-fold coincidence events as a function of MZI phase. The magenta dots,
fitted by the solid magenta curve (Eq. 5.35) in the top plot, represent the raw four-fold
events in the primary data collection mode with a raw visibility of 65%. The triangular and
square orange dots are multi-pair emissions from each source in secondary data collection
modes. They are in anti-phase with the primary fringe. The corrected fringe, represented
by the magenta solid line in the bottom plot, is obtained by subtracting both of the multi-
pair events from both of the sources. The corrected visibility is about 89%.
higher Q-factors of the resonators. Thus, according to the coefficient of PIM (Eq. 2.55),
CDTU−tele >> CIME which implies the higher scalability of these resonator HSPSs.
We observed that the multi pair emissions are in anti-phase with the main fringe. This
can be understood once we deconstruct the effect of each multi-pair term on the fringe.
For simplicity, let’s consider the wavefunction of each source in terms of Fock bases of
signal and idler photons up to two-photon state and only with two optical (Schmidt) mode.
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(6.10)
As described in Fig. 6.18, if we limit our discussion by considering up to total three
photon-pair emission at a time from both of the sources (S1 & S2), the effect of multi-pair
emission can be categorised into three different cases:
Case 1 After heralding the idler single-photons, the terms containing vacuum can be ex-
cluded and the original fringe without any multi-pair effect is projected into the
dominant: |1〉〈1|11 ⊗ |1〉〈1|21. This term interferes in the MZI following the unitary
matrix formalism mentioned in Sec. 5.2, and the probability of detecting four-fold
coincidences for a perfect MZI is,
P4F = (1− x11)(1− x21)x11x21cos2(ΦMZI) (6.11)
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Figure 6.18: Effect of multi-pair emission on the MZI visibility.
In the figure, this term is indicated by |1〉S1|1〉〈1|S2 for simplicity. The order of this
term can be identified by the coefficient x2 in the probability. The visibility calculated








Case 2 The influential multi-pair terms from orthogonal Schmidtmodes are |2〉〈2|11⊗|1〉〈1|22,
|1〉〈1|11⊗|2〉〈2|21, |2〉〈2|12⊗|1〉〈1|21, |1〉〈1|12⊗|2〉〈2|22. These terms have coefficients x211x22
and similar and the photons in the orthogonal Schmidt modes do not interact with
each other. These are the terms which contributed to our multi-pair measurements
in Fig. 6.17 using secondary operating modes (SN1 & SN2) and the probability of
four-fold coincidences between x11 & x22 is expressed as,
P4F = (1− x11)(1− x22)x211x22sin2(ΦMZI) (6.13)
This fringe is in anti-phase with Eq. 6.13. Higher order terms will also result into a
similar form but with coefficient ∼ x4. Figure 6.18 (case 2) shows that these terms
only change the minimum position of the fringe. If the minimum value of the fringe








The fringes produced by Case 2 is measured by our secondary modes SN1 and SN2.
Therefore, subtracting the SN1 and SN2 fringes counteracts the multi-pair emission
in the PIM.
Case 3 Themulti-pair termswhich cannot be estimated by SN1 and SN2modes are |2〉〈2|11⊗
|1〉〈1|21 and similar. This term correspond to an in-phase four-fold coincidence prob-
ability and visibility,
P4F = (1− x11)(1− x21)x211x21
1
4





These terms are also adversely affecting the probabilities and if subtracted then the
visibility will improve.
Subtracting the added multi-pair fringe from the original fringe, we obtained the cor-
rected fringe with visibility of ∼ 89%, indicating the average purity of the sources are
limited to about 89%. As discussed above such direct subtraction does not take into ac-
count all the different multi-pair emission effects and at worst case scenario may overes-
timate the visibility. A better way to estimate the effect of multi-pair emission on the PIM
is to plot the visibility as a function of average photon-number as described in the next
section.
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6.5.4 PIM vs average photon number
The model mentioned in Sec.5.2 can be used to infer at what input power the multi-pair
emissions minimally affect the PIM. Figure 6.19 shows the theoretical MZI visibility as a
function of the average photon number generated per pulse n̄. The upper bounding curve
of the magenta band represents the single optical mode and the lower bounding curve
represents out two Schmidt mode model for 92% spectral purity. To validate the model, we
have measured the visibility at different input pump power level, as presented by the black
dots. The measurement and the numerical prediction matches reasonably well within the
margin of error. The graph shows that, for n̄ < 0.05, the multi-pair emission is low enough
to get a raw visibility > 80%.
Figure 6.19: The visibility of the MZI fringe generated from two separate micro-ring res-
onators as a function of power showing the effect of multi-pair emission on raw visibility.
This leads to the observation that a trade-off exists between the raw indistinguishability
(visibility) and the integration time. If the input power into the chip is lowered to achieve
a higher raw visibility, then the time required to accumulate photons (integration time)
per data point increases. Figure 6.19 shows that for the measured data points, lowering
the power 1.5 dB increased the visibility from 55% to 65%, while the integration time also
increased from 0.5 min to 2 mins. Table 6.7 uses the model to further show that to get
a raw visibility above 90%, our integration time has to increase more than 32 times. At
this rate, a multi-photon experiment involving more than 4-fold coincidences may become
impractical. Considering our current setup, we will get a 6-fold coincidence per 10 mins,
and an 8-fold coincidence per week.
n̄ 0.34 0.17 0.085 0.043 0.021
Tint(min) 0.5 2.0 4.0 8.0 16.0
VMZI(%) ∼ 50 ∼ 60 ∼ 70 ∼ 80 ∼ 90
Table 6.7: n̄ vs integration time.
This leads to the conclusion that there are two practical ways to perform multi-photon
experiments with HSPS: 1 using high efficiency photon number resolving detectors for
heralding will naturally counteract the multi-pair emission effect with the caveat that the
total photon-detection efficiency has to be near unity. 2 Using a resonator cavities with
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higher Q-factor. As can be seen from the literatures (Tab. 6.4), doubling the Q-factormakes
the intrinsic brightness of the resonator almost 30 times higher. Although harder, it is
certainly possible to stabilise a higher Q resonator for the whole period of the experiment.
6.6 Synopsis & outlook
In this chapter, we have discussed the PIM circuit and the optical setup to investigate
brightness, purity and indistinguishability of micro-ring resonator HSPSs. The effect of
the sensitivity of the resonators on determining the operational points and instrumentation
has also been explored. The impact of noise or background photons generate by spurious
SFWM in the input waveguide and/or in the circuit has been thoroughly investigated. We
found that one of the advantages of resonator HSPSs is to successfully mitigate the noise
photons. The noise photons canwash away the quantum correlation from resonator HSPSs
in a 2-fold measurement. One way to reduce these background photons and improve the
signal-to-noise ratio is to temporally lengthen (spectrally narrowing) the pump pulse. This
reduces the peak power and subsequently the spurious SFWM in the waveguide while the
resonant enhancement in the resonator still generates a high amount of photon-pairs. The
caveat here is the effect of the spectrally narrow pump pulse on the spectral purity. The
highest achievable spectral purity for our basic design, 92%, is acquired by having the
pump spectra almost flat-top over the resonant response [34], which sets the minimum
spectral width to about 150 pm (5 times the resonant linewidth, as simulated in Chap. 5)
and subsequently limits the signal-to-noise ratio. Also, as the 4-fold measurements re-
quire precise time correlation, it naturally reduces the noise photons which have a much
lower probability to generate 4-fold coincidences. Therefore, the residual background
is negligible for the smaller IME01 PIM circuit during 4-fold measurements. The back-
ground generated in a bigger circuit such as the DTU-tele chip is non-negligible even for
4-fold measurements (e.g. 8 cts/min 4-fold noise photons). The same logic dictates that
collecting photons from single channels such as only signal photons for unheralded g(2)(0)
measurements will drastically affect the measurements. This effect of the noise photons is
quantifiable when using a resonator HSPSs, unlike waveguide HSPSs, and therefore, can
be post-processed or mitigated. The noise photons can be further reduced using at least
two more component level engineering and one device level engineering. Firstly, using
higher Q resonator along with high-efficiency grating couplers (such as in DTU chip) can
improve the signal-to-noise ratio by further reducing the pump power while keeping the
HSPS’s brightness high. Secondly, designing short input waveguides and filtering out
the pump just after the HSPSs (e.g. IME03 circuits) will keep the spurious SFWM to a
minimum. The capability of quantifying and separating the background photons from the
photon-pairs generated in the HSPSs makes the micro-ring resonator a good choice over
waveguide HSPSs for high fidelity quantum computing and communication protocol.
In terms of brightness and purity, micro-ring resonator HSPSs have naturally higher
values of brightness and purity than waveguide HSPSs (e.g. Tabs. 2.1 & 6.4). But, there
are controversies in the literature on the methods to measure the purity of a resonator
HSPS. The stimulated SFWM method to measure the JSI has been criticised as the res-
onant enhancement for higher power during stimulation may involve different non-linear
dynamics absent during the spontaneous process. Also, stimulated methods has not been
used to measure the JSP of a resonator which can also significantly alter the spectral
purity. Alternatively, the g(2)(0) method can measure the spectral purity involving both
amplitude and phase of the single-photons by interfering them in a Hanbury-Brown-Twiss
setup. Our measurements show that the noise photons affect this measurement drasti-
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cally for larger DTU-tele chips. It is also noted that any noise photon generated inside the
resonator may not be distinguishable in this measurement. Although both of the methods
(g(2) and JSI) discussed here have their own merits and demerits, the JSI values tend to
agree more with our experimentally measured PIM data.
Using the PIM circuit, we have interfered heralded single-photons from micro-ring res-
onator HSPSs for the first time on Si or any other platform and found the raw (uncorrected)
MZI visibility to be 72%. This value is lower than the theoretically achievable limit 92% for
our design (Chap. 5) due to the multi-pair contribution. However, this is the first PIM
with micro-ring resonators which also do not require any spectral filtering. State of the
art SPDC sources (Tab. 2.3) have been researched for more than the last two decades
resulting in 95% indistinguishability without spectral filtering [100], and 40 time-bin mul-
tiplexing to get proposed one 30-fold coincidence/s [49]. It is also noted that the newly
proposed interferometric coupling of resonator design [64,65] or temporal manipulation
of the pump pulse [66] can increase the spectral purity to 99% in SOI.
We have used the numerical model developed in Chap. 5 to fit the aforementioned PIM
data. In particular, we have fitted the raw visibility (72%) obtained from the IME01 chip
and concluded that the multi-pair contribution is the major cause of the raw visibility re-
duction. In addition, the multi-pair emissions are measured using the reconfigurability of
the DTU-tele chip and a direct subtraction results in 89% corrected visibility (i.e. indistin-
guishability), much closer to the theoretical limit of 92%.
In future, designing resonator HSPSs with interferometric coupling and combining it
with high Q-factor cavities and temporal manipulation of the pump pulse, we plan to
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The nanowire waveguides are one of the most common heralded single photon sources
(HSPSs) in silicon photonics due to the ease of implementation. Although the brightness
of the nanowire HSPSs has been explored extensively in many experiments, a systematic
investigation of the spectral purity has not been performed. The spectral purity of the
nanowire HSPSs has been investigated in [44, 53], but not in the context of spectral fil-
tering to achieve high purity. Also, among all the waveguide experiments, only three ex-
periments to date have investigated indistinguishability by performing a triggered HOM
interference. The very first of the aforementioned waveguide experiments has been done
by Harada et al. in 2011 [56]. It shows 71% raw indistinguishability between nanowire
HSPSs. It is argued that the visibility reduction is solely due to multi-pair emission as very
narrow spectral filters were used. Other raw indistinguishability results 69±3.4% [57] and
88 ± 8% [58] have also assumed spectral purity by employing narrow spectral filtering.
In these experiments, the spectral purity was assumed but not measured. Thus a sys-
tematic characterisation of waveguide HSPSs’ brightness, purity and indistinguishability
will illuminate on their scalable employability in future multi-photon experiments.
The primary focus of this chapter is to investigate the spectral purity as a function
of spectral filtering and use the IME01 off-chip PIM design to investigate the indistin-
guishability of the waveguide HSPSs. The cartoon in Fig. 7.1 shows that this is an off-chip
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Figure 7.1: A cartoonish depiction of off-chip PIM with waveguide HSPSs W1 & W2. DC:
directional coupler; D: single-photon detector; BS: beam-splitter; CL: coincidence logic
unit.
quantum interference experiment similar to the original HOM experiment [46]. Despite
designing an on-chip PIM for waveguide sources in IME03 chip, it was not used for mea-
surements due to a design fault as explained at the end of the chapter. The IME01 off-chip
PIM circuit design contains two waveguide HSPSs W1 and W2, each with an optimal
waveguide length of 14 mm to maximise the brightness (Sec. 4.2.4). Benchmarking the
performance of the PIM also requires the characterisation of brightness and purity of these
waveguides. Here we first measured brightness and heralding efficiency of W1 andW2,
then estimated purity at different spectral filtering configurations. Lastly, we performed
off-chip heralded quantum interference (HOM) to estimate the indistinguishability.
7.1 Brightness and purity measurements
This section begins with a description of the experimental setup to measure the brightness
of the waveguide HSPSs. Subsequently, the purity of these HSPSs and its dependence on
the spectral filtering has been discussed and experimentally demonstrated.
7.1.1 Brightness
The following experimental setup is similar to the brightness measurements of the micro-
ring resonators mentioned in the last chapter. There are a few changes at the out-coupling
section of the chip, due to the difference in the chip design and the experiment.
Experimental setup
Figure 7.2 describes the experimental setup onmeasuring the brightness of the waveguide
HSPSs. A pulsed laser (PriTel FFL of 50 MHz repetition rate, nominal 1 ps pulse width) is
connected to an Erbium doped optical fibre amplifier (PriTel EDFA) to attain the desirable
power. The output optical beam from the amplifier is then connected to two broadband
pump rejection filters (DWDMs fromOpneti) to reduce the pump leakage in the anticipated
spectra of the signal and idler wavelengths. It is then connected to a Variable Optical
Attenuator (VOA from OZ optics) to control the amount of injected power into the chip
while keeping the same pulse shape. Output of the VOA is connected to a polarisation
controller (PC) which chooses the polarisation of the light that can maximally couple to
the transverse electric (TE) mode supported by our Vertical Grating Couplers (VGCs). A
1% tap from the output of the polarisation controller is connected to an optical power
meter PMtap, while the rest is connected to the input fibre that couples light into the chip.
In effect, the 1% tap monitors the input power coupled into the chip, provided the coupling
does not change significantly over time.
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Figure 7.2: Experimental setup to measure brightness of the waveguide sources. A pulsed
laser light is prepared with desired power and polarisation and coupled into the chip. A
directional coupler (DC) in the chip splits the power and generate photon-pairs in both
W1 & W2. Signal-idler photon-pairs are coupled out of the chip and spectrally separated
using DWDMfilters. Signal and idler photons are then detected by single-photon detectors
D1 and D2 and coincidences are collected by coincidence logic unit (CL). EDFA: fibre
amplifier; BF: broadband filter; VOA: variable optical attenuator; PM: powermeter.
The chip contains two waveguides with the same length connected by a directional
coupler with splitting ratio ηDC (ideally, ηDC = 50%). The directional coupler splits the
pump light according to the splitting ratio which then propagate inside each waveguide
producing SFWM signal-idler photon-pairs. The outputs of the waveguides are coupled out
of the chip through fibres connected to wavelength demultiplexer DWDMs (from Opneti).
The DWDMs separate photons at signal, idler and pump wavelengths. A DWDM output
at the pump wavelength is connected to a power meter to monitor the coupling into the
chip. Together, PMtap and PMcoup give us an indication if the experimental condition has
been changed due to a change in the coupling.
The signal and idler channels are connected to single photon detectors (D1, D2 SNSPDs)
through fibre channels and polarisation controllers (not shown in the figure) for 2-fold
measurements of the brightness. The polarisation controller is used to maximise the effi-
ciency, as some of the SNSPDs have polarisation dependence.
The average VGC loss in this chip is−4.5 dB for each coupler at the best coupling, making
the average insertion loss of the device higher than −9 dB. The best coupling point drifts
of within an hour and the insertion loss settles around ∼ 5.5 dB per coupler for a long
experiment. The measurement of the ηDC gives us 40% : 60% splitting ratio as described
in App. C. Therefore the two waveguide HSPSs were not equally pumped.
Experimental results
Figure 7.3 contains the analysed experimental data. Fitting and solving the system of
equations described by Eq. 2.16, using singles from signal and idler photons and coinci-
dences from signal-idler photon-pairs, we obtain the value of the brightness in the form
of average photon number n̄ generated per pulse as tabulated below. Here, ηs and ηi rep-
resent detection efficiencies of the signal and idler photons respectively. It can be seen
from Fig. 7.3 (a,b) that ηs and ηi for the W2 channels are lower than the W1 channels. Al-
though our single-photon detectors have similar efficiencies, the channel efficiencies (from
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Figure 7.3: The raw signal and idler singles counts are shown in (a,c) and coincidence
counts with corresponding coincidence to accidental ration (CAR) are shown in (b,d) re-
spectively for the two waveguide HSPSs W1 & W2 respectively.
Source ηs ηi γeff (Mcts/s/mW 2) n̄
W1 0.065 0.0093 0.637 0.012± 0.005
W2 0.0045 0.0420 1.114 0.022± 0.005
Table 7.1: Average photon number estimation of waveguide HSPSs
the outputs of the chip to the detectors) vary. The off-chip DWDM filtering to reduce the
pump leakage together with the channel loss brought down the total detection efficiencies
to an average η = 1.84% per signal/idler photon’s detection.
In Tab. 7.1, n̄ is calculated for Pin ≈ 1 mW to compare with the micro-ring resonator
HSPSs measured in the last chapter. We can see that the value of the n̄ is about one order
of magnitude lower for the waveguide HSPSs. This is because the intrinsic brightness
(γeff ) of the waveguides are also about an order of magnitude lower than the resonators.
These values of the n̄ are comparable with other waveguide experiments reported in the
literature (Tab. 2.1). In contrast, the raw collection efficiencies of the coincidence counts
in [35,56] are higher as their coupling efficiencies per channel are a few dB higher than
ours.
It is important to note that as we are using a high peak power pulsed laser, the appro-
priate use of the correct power meter is important. Most of the solid state power heads are
inappropriate for a direct measurement as they have a maximum limit of 500 mW to 1 W ,
while the peak power of the laser can easily exceed 1 W , thereby, saturating the power
head and giving a wrong reading. As the two power meter readings PMtap and PMcoup are
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collected by solid state power meters at relatively low power (due to 20 dB tap and ∼ 15 dB
insertion loss), our power meter data are reliable.
Figure 7.4: Experimental setup on purity measurements. Upto the ouput DWDM it is the
same as the brightness setup. After the chip, idler photons are separated by a DWDM
and passed through a tuneable bandwidth filter (TF). The output of the TF is connected to
an even beam-splitter (BS) for the second order correlation (g(2)(0)) measurements. The
outputs of the BS are detected by detectors D1 and D2 and recorded by Coincidence Logic
unit CL for estimating g(2)(0).
7.1.2 Purity
The purity of the heralded photons from the waveguide HSPS has been estimated by
measuring unheralded second order correlation function g(2)(0) (Sec. 2.2.4) as described
below.
Experimental setup
In this measurement (Fig. 7.4), the experimental setup is the same as the brightness ex-
periment in the last section upto the output DWDM. At the output of the DWDM, only the
idler photons have been chosen to be detected. It is passed through a tuneable bandwidth
filter (TF), which is used to change the bandwidth of the spectral filtering. After the TF,
they are passed through a fibre beam splitter with equal splitting ratio and then being
collected by the single-photon detectors and recorded as two fold coincidences. This is
a second order correlation measurements g(2)(0) between the photon flux from the two






where FWHMpump and FWHMfilter are the Full Width Half Maximummeasure of the band-
widths of the pump and the filter spectra respectively. The aforementioned measurements
have been performed for a range of TF bandwidth for two different pulse-width configu-
ration of the input pump laser (Pritel FFL). A filter cartridge inside the cavity of this pulsed
laser can be changed to different values. When we used 2 nm and 5 nm filter cartridges
(denoted by A and B respectively), the values of the pump spectral widths are found to
be 0.4 nm and 1.1 nm as measured by an OSA (Fig. 7.5 (a), (b)). The narrow pulse-width
is smaller (less than half) than the DWDM filter bandwidth used for signal-idler photons.
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Therefore, without considering the effect of TF, in this case the DWDMacts as a broadband
filter for the pump while spectrally filtering the signal and idlers. The ratio of the pump
bandwidth to DWDM filters are then low (rF = 0.4/1.24 ≈ 1/3). In contrast, the broader
pulse-width fills the DWDM channel. In this case the spectral filtering ratio rF ≈ 1 without
considering the effect of TF.
Figure 7.5: Fitting the pump (a & b) and filter (c & d) spectra of different bandwidths
using Eqs 7.2, 7.3 & 7.4.
Tuneable bandwidth filter (TF)
The tuneable bandwidth spectral filter (TF) is the crucial component in this experiment
to employ spectral filtering on the spectra of the idler photons. TF is used to vary the
filtering ratio rF for the above two pump pulse spectra. The TF (Yenista X-50) has a range
of filtering bandwidth (Full Width Half Maximum (FWHM)) from 950 pm to 50 pm with 1 pm
resolution over the whole C-band of the telecom spectra. Therefore, for narrower pump
configuration, rF is varied from 0.42 to 8, while for broader pump configuration it is varied
from 1.15 to 22.
This filter was not manufactured specifically for quantum applications, where loss plays
an important role. The −5 dB insertion loss of this filter reduces the photon flux appre-
ciably and increases the time required for g(2)(0) measurement. The g(2)(0) is a 2-fold
coincidence measurement, while the PIM described in the next section is a 4-fold mea-
surement. Therefore, this TF cannot be used practically for the PIM.
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Experimental results
The raw measurement results of 2-fold coincidences are plotted in App. C showing the
coincidence counts as a function of the arrival time between the photons (τ). Using the
formulae mentioned in Sec. 2.2.4, we calculated the g(2)(0) from the raw data to estimate
the purity (P = g(2)(0) − 1) as a function of TF’s FWHM, and plotted in Fig. 7.6 (a). The
brown dots and the green dots correspond to 0.4 nm and 1.1 nm pump spectral width
respectively. As expected, the purity of the idler photons increases with narrower spectral
filtering (rF →∞).
Fitting data with simulated JSA
In order to understand the connection between the measurement results and the purity
calculated from the JSA, we need to simulate the JSA for our choice of filters and pump
spectra. Figure 7.5 shows the spectral shapes of the pumpmeasured with an OSA, and the
TF and DWDM filters measured with scanning continuous wave laser. The pump spectra
are fitted with an hyperbolic secant function which is a typical output of a passively mode-
locked fibre-optic solitonic pulsed laser (PriTel FFL). As mentioned in Chap. 5, the com-
mercial filters do not provide any analytical form to describe the transmission. We have
guessed the following functions of the filter spectra which fitted the transmission with
> 98% correlation.















Here the relations between the σ and FWHM are,
FWHMpump = 2sech−1(1/
√
2)σpump = 1.763σpump (7.5)
FWHMDWDM = 2 8
√
2ln(2)σDWDM = 2.083σDWDM (7.6)
FWHMTF = 2 8
√
2ln(2)σTF = 2.083σTF (7.7)
As we know most practical traces, especially if they are related to statistics or distribu-
tions, can be presented with a Gaussian or a modified Gaussian with reasonable amount
of accuracy. In the above equations, we chose a modification of the exponent which made
the function flat-top with desired roll-off of the filter.
We calculated the JSA for a particular filter settings of the idler photons using the afore-
mentioned spectral fittings and the following equation from Sec. 2.2.4:
f(ωs, ωi) =
∫
dωpαP(ωp)FDWDM(ωp)αP(ωs + ωi − ωp)FDWDM(ωs + ωi − ωp)
FDWDM(ωs) FDWDM(ωi) FTF(ωi)φmatch(ωs, ωi) (7.8)
Here, ω is the angular frequency corresponding to that wavelength. The phase matching
function φmatch is almost unity for our choice of waveguide HSPSs. It is calculated using
Eq. 5.2 and Eq. 5.3. In the fitting of the experimental purity data with our numerically
calculated JSA, the pump spectral widths were divided by a factor of 2
√
2 for the best fit
and remained as the only fitting parameter.
The calculated values of the purity from the simulated JSA are plotted as solid lines in
Fig. 7.6 (a). The brown and green solid curves represent the narrower and wider settings
of the pump pulse spectra. Both curves follow the experimental data as the purity grad-
ually increases to 1. It is also noticeable that the green curve at wider filter width has
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much higher purity values than the brown curve. According to the JSA this is due to the
higher uncertainty of the energy conservation due to the wider pump envelope. Figure 7.6
(b) shows a few of the calculated JSAs for the narrower pump width (0.4 nm) setting. The
JSA, at a wider filter configuration, is elongated, similar to a cigar-shape at 45 degree
energy conservation line showing correlation between signal and idler photons. At a nar-
rower filter setting, the JSA resembles a box-shape (fuzzy vertical line) with almost no
correlation between signal and idler photons thereby increasing the purity towards unity.
The normalised relative strength of the first five Schmidt modes are also plotted in Fig. 7.6
(c) showing how the strengths of the higher mode numbers increase with the filter width.
Figure 7.6: Experimental purity data of the waveguide HSPS estimated through g(2)(0).
(a) Purity as a function of the FWHM of the spectral filtering for two different pump pulse
FWHMs. The brown (green) solid line, fitting the brown (green) events corresponds to
pump FWHM of 0.4 nm (1.1 nm). (b) Simulated JSA as a function of filter bandwidth using
the spectral shapes used for the spectral fittings. From the top-left JSA to the bottom-
right JSA the filter bandwidth gradually widens. (c) The relative strengths of the first five
Schmidt modes for different values of purity (filter width) as calculated from the JSA.
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At the right-end of the graph, at the widest filter setting (950 pm), the purity is about 80%
for the green curve (rF ≈ 1) while 42% for the brown curve (rF ≈ 0.42). At about, 1/3rd of
this filter setting, at ∼ 400 pm, the purity has significantly improved for the brown curve to
∼ 75% (rF ≈ 1) while also improving the purity of the green curve to ∼ 90% (rF ≈ 3). These
observations will be useful in the next section when off-chip PIM will be performed using
different filter settings.
It is noted that this increased purity comes at a price of heralding efficiency and brightness
[151]. As the filtering is essentially modifying the JSA by filtering out part of the spectra
of the photons, it will then reduce the cumulative flux of that particular photon channel
for the whole wavelength range. Therefore, the photon-pair counts will drop, decreasing
the brightness and the heralding efficiency of our waveguide HSPSs.
This trade off is crucial in building scalable single-photon sources with waveguideHSPSs
with both high purity and high brightness for a complex photonic circuit that requires
multi-photon coincidences. The duration of the multi-photon experiment will increase
exponentially with the decreasing number of the available high purity photons from these
parametric sources. Therefore, lowering the brightness and heralding efficiency of the
HSPSs to increase the purity can even make the duration of an experiment changed from
an hour to a week. In the next section, we will measure the indistinguishability of the
waveguide HSPSs by using spectral filtering method to increase the purity. We will also
attempt to quantify the duration of an experiment affected by spectral filtering and multi-
pair emission.
7.2 Off-chip PIM using HOM interference
Once we choose the spectral filters and pump pulse bandwidth, the next step is to perform
the PIM using HOM interference. First, the details of our HOM interference experiment is
presented, followed by the experimental outcomes. Lastly, the effect of multi-pair emission
is determined by recordingHOM interference for two different settings of filter bandwidth,
each with three different values of the input pump power.
7.2.1 Experimental setup
HOM interference requires precise measurement of the path length difference between
the interfering photons’ wavepackets with about 50 ps width (depending on our filter set-
tings), to guarantee that they will overlap in time (Sec. 2.2.5). As the speed of light is
about 30 cm/ns in free space, to have a pico-second resolution, the path length difference
has to be calculated in a millimetre scale resolution.
One very specific reason, that makes this path length adjustment challenging, is the
difference in the time delay through the two different DWDMs (#1 and#2) for the W1
and W2 sources. These DWDMs have large dispersions and often contributes 10 ns (or
more) time-delay difference between the same output channels in two different DWDMs.
Therefore, if the path lengths are not matched, the signal photons from DWDM 1 will be
nanoseconds apart from signal photons filtered by DWDM 2. Therefore, they will never
overlap or interfere in our HOM measurements.
The first delay-matching calculations of this experiment was performed with free space
optics together with Dr. Takafumi Ono as mentioned in the Acknowledgements and elab-
orated in the App. C. This method is similar to the methods described in the literature
[56–58], but unlike using unheralded two-fold coincidences to match the time delay and
detect the position of the HOM dip, we have used the coincidence logic unit to calculate
the delay. The free space optical components were not stable enough to perform longHOM
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Figure 7.7: Experimental setup of off-chip PIM with waveguide sources. All the com-
ponents in this setup are in enclosed packagings with fibre pigtailed connections. BF:
Broadband Filter, VOA: Variable Optical Attenuator, PM: Power Meter, D: single-photon
detectors, DWDM: Dense Wavelength Division Multiplexer, LF : Length-matched Fibre,
DL: Optical Delay Line, BS: Beam Splitter, PBS: Polarisation Beam Splitter, FBG: Fibre
Bragg Grating.
interference, in addition to the losses introduced by coupling lenses. Eventually, in our
setup all the free space elements were replaced with all fibre components. The primary
benefit of using all fibre optic components was that the setup became stable and retained
the same experimental characteristics, even in the course of a few months. The challenge
was to prepare fibre lengths (for delay-matching) with millimetre scale precision.
All-fibre pigtailed setup
The all fibre pigtailed experimental setup for HOMmeasurement is shown in Fig. 7.7. The
first part of the experimental setup up to the chip is the same as the last two experimental
diagrams used for brightness and purity measurements. After the chip, the DWDMs sep-
arate the signal and idler photons from each waveguide HSPSW1 andW2. Idler photons
are then detected by single-photon detectors D1 and D3 and herald the presence of the
signal photons. The signal photons off the #1 DWDMs are then passed through an extra
fibre patch-cords LF , while signal photons from #2 is passed through a fibre pigtailed
delay line DL (OZ optics, motorised, computer controlled) to match the delay. The path
length mismatch between these two paths was found to be LF = 25± 5 cm. A single mode
fibre patch cord (SMF28e) has been chosen as LF and then continuously cleaved by a
millimetre at one end until it matches the desired delay.
Each path is connected to a polarisation controller (PC #1 and #2) which has its output
connected to the input of a fibre beam-splitter (BS). The quantum interference between the
signal photons occur in the BS at the right time delay τ of the DL. One output of the beam-
splitter is connected to a fibre polarisation beam-splitter (PBS) such that both photons
entering the beam splitter have the same polarisation as can be adjusted by the polari-
sation controllers, PC #1 and #2. The photons from the PBS output and the other output
of the BS are then filtered by the FBG filters and collected by single-photon detectors D2
and D4. The photons arrival time is recorded by time-tagger (TT) and post processed to
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extract the 4-fold coincidences. Finally, the HOM interference as 4-fold coincidences is
measured as a function of time delay (τ) and presented in the next section.
Figure 7.8: Fibre Bragg Grating (BG) spectrum in comparison to DWDM spectrum.
As mentioned earlier, due to its high insertion loss (∼ 5 dB), using TF to increase the
spectral purity is not suitable for a 4-fold measurement. Using two matching TFs corre-
sponds to ∼ 10 dB loss which will decimate the 4-fold counts. Instead, we have employed
the narrowest commercially available Fibre Bragg Gratings (FBG) filters with −0.5 dB loss.
The chosen FBGs have FWHM of 50 GHz (∼ 395 pm) at central wavelength λ0 = 1539.48 nm.
Thus, the FBG spectrum is 1/3 of the broader pump spectra. To maximally match the
signal photons’ spectra from two independent waveguides, two FBG filters were chosen:
one fixed in the aforementioned wavelength and the other one tuneable in wavelength.
Figure 7.8, shows the spectral shape of the fixed FBG. It can be seen that the roll-off of
the FBG is less steep than the DWDM and fitted with the following function:





We have performed HOM interferences for three different input pump powers for two
different filter settings. In both settings, the broader pump pulse spectrum (green line in
Fig. 7.6 (a)) was chosen where pump bandwidth approximately equals to the DWDM filter
bandwidth. The filter settings were:
1 The pump, signal and idler photons all have the same DWDM filters. This corre-
sponds to the filtering ratio rF ≈ 1. According to Fig. 7.6 (a) themaximum achievable
visibility in this configuration is ∼ 78%.
2 The pump and the idler photons have the same DWDM filters. The FBG filters were
used for signal photons. This corresponds to the filtering ratio rF ≈ 3. According to
Fig. 7.6 (a) the maximum achievable visibility in this configuration is ∼ 90%.
Figure. 7.9 shows the experimental results for the aforementioned settings. As expected,
higher filtering ratio (rF ≈ 3 with 1/3rd narrower spectral filters) corresponds to higher
HOM interference visibility. We can also see that for both settings, reducing the input
pump power resulted in higher HOM interference visibility. This is due to multi-pair
emission as mentioned in Sec. 5.2, and also discussed in a later sub-section. The best
HOM interference visibility we have achieved was Fig. 7.9 (f) replotted in Fig. 7.10. The
equations that has been used to fit all these experimental data is described below.
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Figure 7.9: The HOM interference for two different settings of the spectral filtering. (a),
(b), (c) correspond to rF ≈ 1 with decreasing power while (d), (e), (f) correspond to rF ≈ 3
with decreasing power. Eq. 7.14 was used to fit the data. The right-hand y-axes represent
the actual counts in the experiments while the left-hand y-axes are normalised for com-
parison.
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Figure 7.10: The highest HOM interference visibility (fitted with Eq. 7.14) was achieved
using FBG filters (rF ≈ 3) with low input power. That ensured high spectral purity with low
multi-pair contribution. Without multi-pair contribution, Fig. 7.6 (a) indicates that highest
expected visibility is ∼ 90%.
HOM interference fittings
The procedure introduced in [155] for SPDC and adapted in [114] for SFWM, relates the
four-fold coincidence detection probability per pulse (P4F ) with the brightness and the
spectral purity of the interfering HSPSs. Although we will not re-derive the mentioned
expression and not derive a closed form expression of HOM interference for our specific
pump pulse and filter shape, the following discussion is used to understand the implication
of filter functions in our experiment. If i1 and i2 refer to the heralding idler photons, s3 and
s4 refer to the heralded signal photons after the interference, then P4F can be expressed
as,
P4F = P (i1, i2, s3, s4) = n̄1n̄2η
4 (R2G13G24 + T 2G14G23 −RT (Gint(τ) +G∗int(τ))) (7.10)
Here, n̄1 and n̄2 represent average photon pairs per pulse from waveguide HSPSs W1 &
W2, the average channel detection efficiency η = 4√ηi1ηi2ηs3ηs4, R and T correspond to the
reflection and transmission of the beam-splitter used for the interference. The functions
Gij and Gint contain the spectral information of the SFWM photon-pairs. The subscript
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The cross terms (e.g. G13G24) in Eq. 7.10 results into delta function (e.g. δ(ωs1−ω′s2)δ(ω′s2−
ωs1)) which is satisfied by matching the filter spectra of our signal and idler photons (e.g.
using the tuneable FBG to match the fixed FBG). Therefore, the term that is related to the
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The filter functions (Fi(ω), Fs(ω)) play an important role in the shape of the HOM dip
and fitting the HOM interferograms. For energy matched Gaussian pump pulse and filter
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Considering the power fluctuations while adjusting the time delay (τ), we used the fol-




R2 + T 2 − 2RTVHOMexp
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Here,m and c are also fitting parameters. Our pump and filter functions are not Gaussians
and the exact analytical solution for our experiment is not available. Nevertheless, the
Gaussian approximation worked well with our data. The HOM interferences in Fig. 7.9
and Fig. 7.11 are fitted using this equation and the corresponding visibilities are extracted
with 68% confidence interval.
Multi-pair effect: HOM visibility vs average photon number
The effect of multi-pair emissions on the interference visibility is best understood using
Fig. 7.11 (a), where the visibility is plotted as a function of average photon number gen-
erated per pulse (n̄). As we know from Sec. 2.2.1 that n̄ ∝ P 2in, by adjusting the input
pump power we can adjust n̄. Also from Sec. 2.2.1, we infer that the emission probability
of two-photon state is ∝ n̄2 and so on. Therefore, increasing the n̄ increases the chance of
multi-pair emissions and effectively reduces the visibility as derived in Sec. 5.2.
In Fig. 7.11 (a), we plotted numerically calculated visibility as a function of n̄ for two
different purity values corresponding to our aforementioned filter settings and assuming
two effective Schmidt modes. We also placed the experimentally obtained visibilities on
the same plot. We found that for FBG filter setting (rF ≈ 3), the numerical calculations
agrees with the experimental data. For the DWDM filter setting (rF ≈ 1), the slope of the
experimental data appears different from the numerical calculation. This could be due to
the fact that our effective two Schmidt mode model broke down at lower purity. It can be
amended if we include three or four Schmidt modes in the model. In future, expansion of
the model and recording more HOM interference visibility at different n̄ will solidify our
findings.
Experimentally, further reducing the average photon number per pulse n̄, we can achieve
higher visibilities. An inspection of the integration time to accumulate 4-fold coincidence
data for each settings of the time delay (τ), as depicted in Fig. 7.11 (b), reveals that
the integration time increases exponentially for decreasing n̄ and becomes impractical.
Therefore, we also need to engineer brighter waveguide HSPSs (e.g. lower propagation
loss, higher collection efficiency) along with the high purity (e.g. dispersion engineering).
Another experimental solution is to use higher repetition rate pulsed laser, such as R =
500 MHz actively mode locked ultrafast optical clock (UOC from PriTel). According to
Eq. 2.13 (n̄ ∝ (P 2avg/R)), with higher repetition rate, for the same input pump power, the
n̄ reduces, promising better count rates with lower multi-pair emission. Figure 7.11 (c)
shows a HOM interferogram using UOC laser. The details of the advantage of using UOC
for waveguide HSPSs such as presented in this chapter are still under investigation.
7.3 On-chip PIM with IME03 waveguide design
The experimental result and analysis with IME01 off-chip PIM design can be performed
extensively with higher stability using the on-chip PIM design in IME03 chip. As men-
tioned in Sec. 4.1, the newly designed narrowband, tuneable bandwidth and low loss on-
chip spectral filters can be used for all signal and idler channels. This effectively could
have been used to map the extent of the high HOM interference visibility for all different
spectral filtering configuration (→ spectral purity). Unfortunately, there was a design rule
in the IPKISS codes which set the minimum length of the cavity structures. That set the
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minimum FSR of such filters which went unnoticed. The fabricated design with these
filters have FSRs misaligned to the DWDM pump, signal and idler channels. The reso-
nances of these filters enters both the pump and signal (or idler) channels such that the
pump will also generate signal-idler photon-pairs in those filters. Therefore, these filters
cannot be used without introducing spurious SFWM photon-pairs. The results obtained
from this design is not presented in this thesis.
Figure 7.11: HOM visibility vs input power. (a) The HOM visibility at different input power
plotted to verify the multi-mode and multi-pair emission model for FBG and DWDM filter
settings. The data points marked as (i), (ii), (iii), (iv), (v) and (vi) represents respectively
(d), (e), (f), (a), (b) and (c) in Fig. 7.9. (b) Exponential increase of the integration time with
decreasing n̄. (c) HOM interference using UOC laser.
7.4 Synopsis & outlook
In this chapter, we have measured the brightness, spectral purity and off-chip PIM for
waveguide HSPSs. We found that our design of silicon nanowire waveguide HSPS has
photon-pair generation brightness comparable to the literature. The maximum brightness
from our optimum waveguide HSPSs is an order of magnitude lower than the moderately
high Q-factor micro-ring resonator HSPSs of the last chapter for the same pump power.
This brightness, in general, is not the fundamental limit and not the maximum achievable
brightness for our design. We have observed that our specific design of waveguides which
winds the long length (e.g. 14 mm) by spiralling in & out using a constant radius of cur-
vature causes extra bending losses. This design results in about 4 dB/cm linear loss,
making our length sub-optimised (e.g. Fig. 4.5) and also loosing generated photon-pairs.
In addition, using recently demonstrated lower loss rib-waveguides (1 dB/cm [38]), the
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brightness can be increased to 6 times of our current value (Fig. 4.5), which, without ap-
plying any spectral filtering, is comparable to the moderate Q-factor (5 × 104) resonator
HSPSs of the last chapter. A fair comparison requires those resonators to be also fabri-
cated with thementioned rib waveguides. That would havemade the Q-factor twice (∼ 105)
of our current value, resulting in more than an order of magnitude higher brightness [38].
A fair comparison also requires the brightness to be measured along with the spectral
purity of the single-photons. The raw brightness can be further improved by boosting
the collection efficiency, using low loss VGCs. All in all, this brightness of the waveguide
HSPSs deems perfect, combined with its robustness and extremely low maintenance, for
2-fold, 4-fold or even 8-fold coincidence counts experiments which do not require high
purity photons.
We have measured purity using unheralded second-order correlation function (g(2)) as
a function of spectral filtering. In this experiment, two different configurations of pump
bandwidth were chosen: narrow bandwidth (0.4 nm) and wide bandwidth (1.1 nm) pulses.
For both of these choices, purity of the heralded photons can be almost arbitrarily in-
creased using spectral filtering. We have simulated the JSA for each of this configuration
and found that the simulation agrees with the experimental result. As expected from the
JSA, the wider bandwidth pump pulse causes higher purity for the same filter bandwidths.
At wider filter settings, the separability of the JSA is governed by the energy conservation
(pump envelope) of the SFWM photon-pairs, and wider pump translates to more separable
JSA. At narrower filter settings, the purity is strongly dependent on the spectral filtering.
When both settings of the pump’s spectral width are normalised with respect to the filter’s
spectral width (Eq. 7.1), the two curve coincides. Thus, from an analytical point of view,
this ratio sets the spectral purity rather than the actual values of the spectral widths. Also,
this higher purity using spectral filtering comes at the cost of reduced brightness [151].
Even with the reduction of the brightness, experiments based on post-selection of two-
fold coincidence events, which do not necessarily require high brightness, can benefit
using the waveguide HSPSs. The obvious advantage of using a waveguide HSPS com-
pared to a micro-ring resonator HSPS is its robustness to the environmental change and
low maintenance. In contrast, a micro-ring resonator HSPS requires resonance alignment
and stabilisation as mentioned in the last chapter.
We have performed off-chip PIM using HOM interferometer with the broader pump con-
figuration for two different spectral filtering settings (narrower and broader) to observe
the effect of purity on PIM. At both of these filter settings, we have varied the input pump
power to see the effect of multi-pair contribution on PIM. We have observed the highest
HOM interference visibility, with narrower filter settings and low input power, as expected.
These data also show that spectrally filtered and reduced brightness photon flux used
to increase visibility values resulted in large integration time to record one event. That
makes performing a multi-photon (higher than 2-folds) experiment with waveguide HSPSs
challenging. Using a higher repetition rate laser may be an experimental solution for our
design of nanowire HSPSs. Yet, scaling up a quantum experiment with our waveguide
HSPSs will make the duration of the data collection longer. Even with very high collection
efficiency VGCs, the use of waveguide HSPSs may limit the on-chip quantum experiment
up to a few fold (less than 10) coincidence events. In future, designing lower propagation





The knowledge of on-chip PIM circuits can be readily useful for multi-photon experiments
as described in the next chapter. The experiment considered here is quantum teleportation
where the raw indistinguishability of the HSPSs limits the fidelity of the teleported state.

Chapter 8
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An ideal single-photon source is a requirement for many quantum photonic applica-
tions. In previous chapters, investigations of PIM on two integrated HSPSs explores the
HSPSs’ performance to build larger circuits. In this chapter, we will investigate a spe-
cific application: quantum teleportation from the point of view of PIM. In this experiment,
three micro-ring resonator HSPSs are integrated to implement a standard teleportation
protocol.
The circuit used for this experiment has been designed and fabricated jointly by Jianwei
Wang and Yunhong Ding of QET Labs and DTU respectively. The circuit reconfiguration,
data collection and analysis were performed by Jianwei Wang, Dan Llewellyn, Stefano
Paesani, Davide Bacco and myself. The project was supervised by Mark G. Thompson
(QET Labs) and Leif K. Oxenløwe (DTU).
8.1 Optimising teleportation experiment using PIM
Quantum teleportation refers to the transfer of the information of a quantum state of
a qubit to another qubit using ancillary qubits in Einstein-Podolsky-Rosen (EPR) state
(e.g. Bell state) [156]. Once transferred, the original qubit looses the information of the
quantum states. At first instant, quantum teleportation of qubits may seem unnecessary
compared to data transfer using classical bits. In classical computers, a bit can be de-
terministically copied from one location to another as many times as needed. According






. Therefore, quantum teleportation is the way to fully transfer a quantum state of
a qubit from one party to the other. Quantum teleportation was experimentally demon-
strated by [162,163].
In this section, first a basic textbook teleportation scheme is presented, then the corre-
sponding photonic circuit diagram is described with the specific uses of PIM. Lastly, the
results from this experiment are analysed.
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Figure 8.1: On-chip implementation of standard teleportation protocol. (a) The definition
of a qubit in terms of dual rail path encoded photons. The actual position of the photons in
one of the rails of the waveguides defines the value of the qubit to be |0〉 or |1〉. Signal and
idler photons of a photon-pair from a micro-ring resonator HSPS produce one qubit each.
(b) Maximally entangled Bell states shared by Alice (blue qubit) and Bob (red qubit). The
photon-pairs are generated frommicro-ring resonator HSPSs S1 and S2 and the AMZIs are
used to separate the signal and idler photons. It is assumed that only one of the HSPSs will
generate signal-idler photon-pairs at a time, thus making the combined signal and idler
qubits entangled. Applying proper unitary operation U and phase shift θ, one of the four
Bell states can be chosen. (c) Alice’s Bell measurement circuit teleports the information
from qubit C to qubit B. The relation between path and polarisation implementation is
indicated by the arrows. The polarisation implementation diagram is adapted from [162].
(d) Alice prepares a single qubit in |+〉C state. Then performs a joint Bell measurement
with qubit C and qubit A of the Bell state |Φ+〉AB. The outcome is projected into |Φ+〉AC ,
resulting into the teleported state |+〉B after an appropriate unitary operation on Bob’s
qubit.
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8.1.1 The teleportation protocol
Let’s consider that Alice will teleport the state of a quantum particle to Bob. The textbook
protocol of quantum teleportation consists of the following [164]:
1 Alice prepares the quantum state for teleportation, e.g.
|ψ〉C = α|0〉C + β|1〉C (8.1)
Experimentally, such a qubit can be defined by dual rail path encoded photons as
shown in Fig. 8.1 (a). In SOI circuits, using a micro-ring resonator HSPS, an AMZI
spectral demultiplexer and a MZI (& a phase shifter) as a unitary, path encoded
qubits can be generated for each signal and idler photons.









(|0〉A|1〉B ± |1〉A|0〉B) (8.3)
where the subscripts A and B represents Alice and Bob respectively. The Bell states
are mutually orthogonal.
Bell states generation is enacted by the photonic circuit shown in Fig. 8.1 (b). Here
two sources S1 and S2 are used to generate two qubits. Assuming only one of the
sources S1 or S2will generate photon-pairs at a time, the two qubits are superposed.
This forms the basis of Bell states generation. Using a unitary and a phase shifter
any of the Bell states can be prepared. Here, Alice is associated with the blue qubit
and Bob is associated with the red qubit. Due to the assumption that only one or the
other source will fire at a time, these two qubits become entangled and form a Bell
state. If both sources generate photon-pairs at the same time, the resulting state
will be invalid according to the definition of qubit.
3 Alice performs a Bell measurement on the state |ψ〉C together with one of the qubits
from the Bell states, say qubit A from |Φ+〉AB. In order to understand the impli-
cation of Bell measurement, let’s first rewrite the status of the qubits just before
the measurement,
|ψ〉C |Φ+〉AB = (α|0〉C + β|1〉C)
1√
2




(|Φ+〉AC (α|0〉B + β|1〉B) + |Φ−〉AC (α|0〉B − β|1〉B)
+ |Ψ+〉AC (β|0〉B + α|1〉B) + |Ψ−〉AC (β|0〉B − α|1〉B)) (8.5)
Where the last line is only a change into Bell state basis and no measurement has
been performed by Alice or Bob yet. The reason for the above decomposition is
that Alice’s Bell measurement uses Bell states bases. Now, Alice performs a mea-
surement using the states A and C with one of the Bell states. As the Bell states
are orthogonal, the measurement will project into only one of the above four terms
with equal probability. For example, if Alice’s measurement basis was |Φ+〉AC , then
Bob’s state reduces to (α|0〉B + β|1〉B).
In terms of the photonic circuit, Alice’s Bell measurement with path qubit is shown
in Fig. 8.1 (c). Inside this mapping, there are two waveguide crossings representing
swap operations. This indicates the assumption of indistinguishable single-photons
from both of the qubits.
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Let’s consider that Alice will transfer the quantum state |+〉C to Bob, produced by the
third source S3 in Fig. 8.1 (d). This is used for Bell measurement with previously
generated qubit A from the Bell state |Φ+〉AB. At the two MZIs, which are set as
beam-splitters (BS1 & BS2) configuration, the blue photons from S1 and S2 undergo
quantum interferences with blue photons from S3. Detecting the photons from both
of the output ports of the MZI and the idler photon from the S3 projects Bob’s qubit
into |+〉B.
4 Alice sends one of the four outcomes of her measurement (in our example it is
|Φ+〉AC) to Bob using two classical bits (total 4 possibilities). Once Bob knows Alice’s
outcome (|Φ+〉AC), he performs an appropriate unitary operation (in this case identity)
to his qubit B (that was entangled with qubit A). This operation projects his qubit
to the desired state (|+〉B). For Alice’s other three measurement outcomes, he can
perform appropriate unitary operations to recover the quantum state |ψ〉B in his
basis. Here only the quantum state of |ψ〉C has been transferred to |ψ〉B, the physical
qubit |ψ〉C has not been sent to Bob.
In terms of the photonic circuit, Bob’s unitary operation is shown in Fig. 8.1 (c).
8.1.2 Experimental setup
The experimental setup and the full photonic circuit is shown in Fig. 8.2. The experimental
setup is essentially the same from the PIM of Sec. 6.5. The experimental considerations for
making micro-ring resonators indistinguishable for a PIM has been applied in this setup
for all three micro-ring resonators. We have measured the mutual indistinguishability of
the three micro-ring resonators and found that their visibilities are similar to each other.
The spectral responses of all three micro-ring resonators are also found to be similar to
each other.
During the experiment, source S3 is used to generate |0〉C , |1〉C , |+〉C , |−〉C , | + i〉C and
| − i〉C states using the part of the circuit labelled as state preparation. After the mixing
the photons are detected by four detectors at the four output ports shown in the figure.
These are recorded using the photon’s arrival times and post-processed to extract the
4-fold coincidences.
Figure 8.2: The experimental setup and the circuit diagram of the teleportation chip. The
experimental setup follows the PIM setup mentioned in Sec. 6.5.
8.1.3 Result and analysis
The results of the teleportation experiment have been analysed in terms of the state fi-
delity. State fidelity reveals the degree of resemblance between a teleported state and the
actual measured state. If our target state is |σ〉 (density matrix |σ〉〈σ|) and the measured
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state is |ψ〉, then fidelity (F) can be represented as an inner product,
F = 〈ψ|σ〉〈σ|ψ〉 (8.6)
State |0〉 |1〉 |+〉 |−〉
F (%) 87.4 90.4 74.5 74.6
Table 8.1: Fidelity of the teleported states.
Table 8.1 shows the fidelity of the teleported state in our experiment. The fidelity values
show quantum correlations, as all of them are higher than 66%. Similarly with the PIM
analysis in the previous chapters, the major reason for the reduction in the fidelity is due
to the imperfect indistinguishability of the HSPSs. In particular, during the Bell mea-
surement, the visibility of the quantum interference is reduced by the multi-pair emis-
sions affecting the measurement outcomes. Here, high power and low power correspond
to ∼ 0 dBm and lowering the power tend to improve the fidelity.
8.2 Synopsis & outlook
In this chapter, the use of PIM for a quantum photonic application, teleportation, has been
demonstrated. A high fidelity teleportation requires at least three highly indistinguishable
HSPSs with high photon-number purity which is one step forward towards scalability from
the PIM experiments with two HSPSs. In future, more quantitative analysis of the quality
of PIM on this experiment will be performed.
There is a growing need to identify which source design will be the best for a specific
quantum photonic experiment. While some algorithms require high indistinguishability,
other algorithms may require only high brightness. The broader definition of PIM encom-
passing not only spectral correlation but also multiple spatial modes, polarisation mode,






A single-photon has many physical properties. Widely used and cross-disciplinary ex-
amples of single-photons such as photosynthesis or photoelectric effect only distinguish
photons based on their colour (energy of the photon). However, a quantum photonic ex-
periment considers all the attributes of the single-photons. When single-photons, emitted
from multiple emitters, are bright, in a single optical mode (pure) and indistinguishable
from each other in all aspects, the emitters are called ideal single-photon sources. In par-
ticular, the indistinguishability of a single-photon source is a true measure of building a
large circuit with multiple sources.
Ideal single-photon sources are a prerequisite for many of the futuristic quantum pho-
tonic applications (e.g. quantum computing). There are a few photonic platforms in the
race of achieving near ideal single-photon sources. We have chosen silicon on insulator
(SOI) photonics for its mature fabrication technology, plethora of standard photonic com-
ponents, promise of scalability and existing roadmap to electronic integrations [18].
9.1 Summary
In this thesis, two well-known structures in the SOI platform have been chosen to inves-
tigate the attributes of heralded single-photon sources (HSPSs). One of these structures is
nanowire or strip waveguide which is widely used as an HSPS. The other one is micro-ring
resonator which is intrinsically brighter and purer than the waveguides due to resonant
enhancement. Both of these structures generate signal-idler photon-pairs through spon-
taneous four wave mixing (SFWM) process. In the literature, the brightness and purity of
these two structures have been investigated but the indistinguishability has scarcely been
explored. In a handful of experiments, the indistinguishability of the waveguide HSPSs
have been estimated but without putting it into the quantitative context of spectral purity.
In contrast, the indistinguishability of heralded single-photons from multiple micro-ring
resonator HSPSs has not been investigated in SOI or any other photonic platform. For
a single-photon source to be ideal, it has to be bright, pure and indistinguishable with
respect to each other. Therefore, to benchmark the waveguide and resonator HSPSs in
SOI, we need to measure brightness, purity and indistinguishability of the single-photons
simultaneously. Also, the experimental conditions that may affect these attributes need
to be identified. We have termed these experiments: photon indistinguishability measure-
ments or in short PIMs.
We aimed to perform both on-chip PIM and off-chip PIM. The off-chip PIM is the common
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method to determine indistinguishability of the HSPSs. An off-chip PIM mostly involves
setting up aHong-Ou-Mandel interference experiment and interfering single-photons from
multiple HSPSs as a function of the arrival time of the photons’ wavepackets. Off-chip
PIM design mainly requires multiple SOI HSPSs on-chip. In contrast, on-chip PIM in-
volves interfering single-photons on an on-chip Mach-Zehnder interferometer. Thus, it
also requires on-chip integration of signal-idler spectral demultiplexer and pump-rejection
filters. Designing and performing on-chip PIM is also useful in understanding the charac-
terisation procedures and the extraction of indistinguishability information of an array of
HSPSs integrated into a large scale quantum photonic circuit.
We have chosen standard components in silicon photonics to design both on-chip and
off-chip PIM. First, we have performed dispersion simulation to choose the waveguide
cross-sectional area. The height of the waveguides (and all other photonic components)
were 220 nm as set by the foundry (IME) who fabricated the devices. We chose a width
of 450 nm that ensured a single spatial mode, and excellent very low polarisation mode
mixing, thus ensuring purity in those attributes. The waveguide dimensions also influence
the total dispersion such that the phase-matching function of the SFWM is near unity in the
collection wavelengths of signal and idler photons. Next, based on the linear propagation
loss quoted by the foundry (∼ 3 dB/cm), we have performed simulations to choose the
length of the waveguide HSPSs (L = 14 mm) and coupling coefficients of the resonator
HSPSs (Q ∼ 50 × 104). These simulations are based on the literature to maximise the
brightness of our sources. Additionally, the cavity length of the resonator HSPSs and
the resonator filters along with the path length difference in AMZI filters were chosen to
match the free spectral range (FSR) of the off-chip high extinction pump rejection DWDM
filters.
Once the HSPSs are designed for the maximum brightness, we have investigated the
experimental conditions such as the pulse width of the laser light for maximum spectral
purity. The spectral purity is expressed by joint spectral amplitude (JSA) and related to
the energy conservation (pump pulse-width) and momentum conservation (dispersion re-
lation) of the signal-idler photon-pairs generation. Our current waveguide HSPSs require
spectral filtering to achieve adequate spectral purity. Our resonator design (linewidth:
30 pm FWHM) does not require spectral filtering but requires minimum FWHM of 200 pm
of the pulses to achieve maximum 92% spectral purity. This value agrees with the liter-
ature [34] for our basic resonator design. Recent theoretical proposals [64–66] in the lit-
erature suggest higher than 99% purity through compound structures or pump pulse mod-
ifications. We have also simulated the effect of resonance splitting on the purity which is
a common phenomenon for practical resonators. For a practical value of splitting < 10 pm,
the simulation suggests ∼ 90% purity which is close to the optimum value.
We have simulated the imperfections that may occur in photonic circuits and affect the
PIM. In this analysis, the imperfections of our waveguides and micro-ring resonators,
in terms of spectral purity and multi-pair contributions were also considered. We have
plotted the interference visibility as a function of average photon-number per pulse for
both pure and impure HSPSs. Our simulation suggests that the interference visibility in
a PIM is affected more drastically by multi-pair contributions. This model has also been
used to fit the experimental PIM data.
Experimentally, we have reported, for the first time, PIM of micro-ring resonator HSPSs.
Our PIM shows a MZI visibility of 72% of the resonator HSPSs fabricated by IME foundry.
As expected from the simulation, we found that this value is mainly contaminated by
the multi-pair contribution. If corrected for multi-pairs, we found the visibility reaches
92% where it is intrinsically limited by our basic resonator design. We have measured
150
9.2. Future work
the mutli-pair contributions on-chip with a reconfigurable photonic circuit (DTU-tele). A
direct subtraction of the multi-pair contribution shows a visibility close to 89 ± 3%. Also,
the experimental plot of the visibility as a function of average photon number per pulse
indicates that if the multi-pair emissions are mitigated, we can improve the visibility to
92%. Multi-pair emissions can be removed by using photon-number resolving detectors
or reducing the input power in future experiments. It is worth emphasising here that our
detection efficiency per signal/idler channel was between ∼ 1% and ∼ 2%. This translates
between ∼ 80 dB to ∼ 70 dB total loss for a 4-fold coincidence measurement. If we can
improve this huge headroom of efficiency, we can lower the input power and reduce the
multi-pair emission sufficiently. That will make our current resonator design comparable
to the state of the art SPDC HSPSs in terms of simultaneous high brightness and high
indistinguishability.
A thorough understanding of waveguide PIM has been experimentally observed. The
purity as a function of spectral filtering has been investigated. Based on these purity
data, off-chip PIM has been performed. The best HOM visibility we achieved was 86± 1%
which is near the best-reported value in the literature 88±8% [58]. We have also designed
on-chip tuneable bandwidth low loss spectral filters. In future, on-chip spectral filtering
will be employed to improve the photon counts of waveguide HSPSs while achieving high
purity.
Lastly, the DTU-tele chip was used for a specific multi-photon experiment, quantum tele-
portation to investigate the effect of PIM on the fidelity of the teleported state. As such ex-
periments require perfect interference among multiple qubits, we found that the indistin-
guishability (spectral impurity & multi-pair contribution) affects the maximum achievable
fidelity.
To conclude, we have achieved a thorough understanding of the waveguideHSPSs purity
and its relation with indistinguishability. We have also experimentally observed single-
photon indistinguishability from micro-ring resonator HSPSs for the first time. From the
point of view of multi-photon experiments, in future, we will explore the design parameter
space to achieve near unity indistinguishability.
9.2 Future work
The results obtained in this thesis have opened up new possibilities and indicated a few
ways to achieve near unity indistinguishability. In the near term, the following outcomes
are desirable:
1 Find a better expression for the PIM coefficient (CPIM of Sec. 2.2.5) for comparing
any SPSs. This will enable us to compare different quantum photonic platforms.
2 If the loss per signal-idler channel is improved to near unity, using photon-number
resolving detectors (PNRDs) for PIM will immediately result in high brightness and
high raw indistinguishable HSPSs simultaneously. PNRDs will relax the condition
of reducing the power to reduce multi-pair contribution and achieve multi-photon
experiments with more than two qubits interferences (e.g. 6-folds, 8-folds etc.).
3 To date, higher than 95% raw indistinguishability has not been observed in any pho-
tonic platform. In this thesis, only two SOI structures were investigated as HSPSs.
Even if we put aside the two theoretical proposals of a compound structure with
high purity [64,65], there are immense possibilities with SOI to achieve near ideal
single-photon sources. A few of the structures that promise higher purities are com-
pound resonators (e.g. MZI-resonators), photonic crystal cavities, pulley micro-ring
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Figure 9.1: One of the important near-term goals is to use the results obtained from the
presented experiments and achieve > 99% indistinguishability with high brightness.
resonators, multi-mode waveguides. We aim to achieve 99% raw indistinguishability
with the aforementioned structures.
4 Once a high indistinguishability HSPSs is achieved, we can use spatial and temporal
multiplexing schemes to obtain near deterministic SPSs.
5 The use of high repetition rate laser such as the ultrafast optical clock (UOC) will
further increase the brightness while lowering the multi-pair contribution. If the
slower free-carrier dispersion becomes challenging due to the high repetition rate,
we can employ reverse-biased p-n junction to sweep off the carrier.
6 In terms of simulations, the device imperfection model presented in this thesis only
considers two Schmidt modes and no loss before the interferometer. This model can
be extended to an arbitrary number of modes (e.g. 10) which can then mimic any
kind of quantum state such as coherent state and thermal state rather than the only
two-mode squeezed state. Although for on-chip PIM, there is almost no loss before
the interference, the inclusion of loss will make the model more realistic.
7 We have found that the g(2) measurements and the JSA predictions of purity for
micro-ring resonators do not agree with each other. Experimental and theoretical in-
vestigation of this discrepancy, such as measuring JSA and JSP with high-resolution
instruments, will help us understand the truer characterisation process of the purity.
It will also reveal if there is any practical limitation in achieving high purity which
is not included in the theory.
8 Quantifying thermal crosstalk will help us in future to develop higher density pho-
tonic circuit with multiple micro-ring resonators.
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9 Quantifying the teleportation fidelity as a function of PIM will be useful to find the
limit of such photonic circuits and indicate ways to improve the future designs.
SFWM is a χ(3) process which in SOI includes non-linear losses (two-photon absorption,
free carrier dispersion) and other parasitic effects. They are all inter-related through
the pulse propagation equations such as non-linear Schrodinger equations (NLSEs). A
basic split step simulation of the coupled NLSEs for the waveguide HSPSs has been de-
veloped. Once completed, it will give us more understanding of the device physics and
its implication on the brightness, purity and indistinguishability of the waveguide HSPSs.
Eventually, this model will be extended for the micro-resonator HSPSs. In recent years,
Lugiato-Lefever equations have been used to explain the physics of micro-ring resonators
in the context of optical frequency combs. It will be illuminating to use those equations in
the context of our HSPSs.
To counteract non-linear carrier generated losses, the use of active devices such as
reverse bias p-n junction across the HSPS to sweep out the carriers can be a practical so-
lution. This method is also useful to monitor the optical power inside the HSPSs. Changing
the material platform to a higher band-gap material such as silicon nitride (promising
higher Q resonator with a lower loss) or changing the operating wavelength to 2 µm have
been popular choices to avoid non-linear losses. In that context, using a direct band-gap
material such as GaAs or InGaAs, which also have high-performance electronic compo-
nents, may also be worthy to implement indistinguishable HSPSs. In these material plat-
forms, the laser light can also be integrated on the same chip. Some of these platforms
are CMOS compatible. Also, hybrid integration of electronic platform or laser source with




This image is drawn by artist Milica Prokic based on our search for the perfect
geometry of a resonator to achieve pure single-photons. The drawing is influ-
enced by spectral correlations, tessellation and the word Metatron (he who
sets boundaries, the measurer). The work was commissioned by QET Labs
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The group index (ng) and the effective index (neff ) of a waveguide mode depend on many
factors, including the wavelength of the propagating light, refractive index of the material,
the waveguide geometry and the orientation of electromagnetic field inside the waveguide
such as Transverse Electric (TE) field and Transverse Magnetic (TM) field propagation.
As the refractive index of the material depends on the temperature, TE and TM light ex-
perience different propagation responses due to temperature change and therefore the
ng and neff varies as a function of the temperature. Here, we used interferometers which
only sustain either TE or TM mode, and from the temperature induced shift of the inter-
ference pattern, we quantified the effect of temperature on ng and neff of these modes.
The analysis presented here followed the outlines of the edX UBCx Phot1x Silicon Pho-
tonics Design, Fabrication and Data Analysis course, which is supported by the Natural
Sciences and Engineering Research Council of Canada (NSERC) Silicon Electronic-Photonic
Integrated Circuits (SiEPIC) Program.
A.1 Introduction
A silicon photonics waveguide can have electromagnetic field of the propagating light ori-
ented in many ways. These orientations are primarily categorised as TE and TM modes of
light propagation. A pure TE or transverse electric field propagation has the electric field
parallel to the wafer and continuous on the interface of the sidewall of the waveguide and
the cladding (e.g, air). In contrast, a pure TM propagation has the electric field perpen-
dicular to the wafer and does not require continuity on the sidewall interface (Sec. 3.1.1).
Due to the difference in electric field orientation, the propagating light sees different
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waveguide cross-sections and the environment which results in different effective index
(neff ) and group index (ng) for TE and TM propagation. Moreover, as refractive index of
the silicon depends on the temperature, TE and TMwill respond differently to this temper-
ature variation. Therefore any change in the environment, surrounding the waveguide,
will influence the TE and TM modes which may affect the performance of the particular
photonic component. As this environmental change may cause a very small change in the
refractive index, a highly sensitive measurement quantity is required. For example, an
interference pattern of an asymmetric Mach-Zehnder interferometer is highly sensitive to
the phase of propagating light which can be affected by the environmental temperature
variation. Thus by monitoring the position of the wavelength corresponding to the con-
structive and destructive interference of light, we can quantify the effect of temperature
variation on the TE and TM light propagation.
Figure A.1: At the top are typical layouts of Mach-Zehnder interferometer for (a) TE with
path length difference of ∆L = 179.838 µm and (b) TM modes with path length difference
of ∆L = 105.018 µm. Below are the corresponding interference fringes generated using
the compact waveguide model. With the shorter path length difference for TM-MZI, the
lower group index of TM modes results into an even shorter optical length (ng ×∆L) and
therefore larger FSR compared to the TE-MZI.
A.2 Modelling and simulation
An asymmetricMach-Zehnder interferometer has imbalanced path lengths in it’s two arms
as shown in Fig. A.1. Thus, different wavelength of light accumulates different phase in
each arm as a function of wavelength as ng and neff depends on the wavelength. This
corresponds to the constructive and destructive interferences of light at different wave-
lengths.
In order to simulate the effect of temperature on the interference pattern, we first need
the compact waveguide model based on ng and neff as a function of wavelength. After-
wards, this model will be incorporated into phase accumulation of the transfer function of
the interference pattern. Lastly, the effect of temperature change on ng and neff will be
calculated.
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Using a typical dimension of the waveguide of 500 nm of width and 220 nm of height,
the Lumerical Mode Solver can generate the appropriate effective and group index as a
function of wavelength (as shown in the course [145,165]) as a Taylor expansion. Table A.1
corresponds to the compact model for the waveguide: neff (λ) = n1 +n2(λ−λ0)+n3(λ−λ0)2.





Table A.1: Compact waveguide model for TE and TM mode: neff (λ) = n1 + n2(λ − λ0) +
n3(λ− λ0)2
Mode n1 n2 n3 ng at 1.55 µm
TE 2.4473 −1.1327 −0.0440 4.181
TM 1.7689 −1.1259 1.9140 3.713
Figure A.2: TE & TM comparisons and corner analysis. (a,b) Lumerical Interconnect sim-
ulation of the interference fringe of devices MZI-TE1 and MZI-TM1 as a function of tem-
perature. This simulation also confirms the higher temperature dependence of TM mode
compared to TE. (c) Monte Carlo simulation of the MZI-TM1 device shows standard de-
viation of central wavelength 1.66762 nm with mean 1548.41 nm. (d) The four corners of
the Corner Analysis with dimensions of the waveguides: C1(470, 223.1), C2(510, 223.1),
C3(510, 215.3) and C4(470, 215.3).
A.2.1 Transfer functions
Transfer function of the Mach-Zehnder interferometer used for the simulation and also to
fit the data is,








Here, the propagation constant is β = 2πneff/λ, and the path length difference between
the two arms of the interferometer is ∆L, α is the propagation loss of the waveguide while
b is the extra insertion loss of the device if fitted well. The fitting of the MZI data was done
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using the findpeaks method in matlab. A few additional Monte Carlo simulations were
done for MZI − TE1 and MZI − TM1 devices to see the fabrication tolerance.
A.2.2 Simulation on temperature effect
Using Lumerical Mode Solver, at 1.55 µm light-waves, the change in the value of neff
and ng for quasi-TE mode and for quasi-TM mode are plotted in Fig. A.3. The Lumerical
Interconnect can also be used to simulate this temperature effect on the interference
pattern of the MZI. Figure A.2 (a,b) contains such a plot where the movement of the
wavelength positions of the constructive and destructive interferences are quantifiable.
Figure A.3: A plot of effective index neff and group index ng as a function of temperature
change. The theory results are extracted from Lumerical Mode Solver simulations as
described in the course. The experimental results are extracted from the MZI fitting of
group index from the measurements at 25 degree and 30 degree celcius for TE and TM
MZI.
A.2.3 Corner analysis on the waveguide model
For both TE and TM designs, 4 corners and one typical design—total of 5 waveguide
models are chosen for the corner analysis. Considering the typical design is for 500× 220
waveguides at 1.55 µm wavelength, the four corners are (470, 223.1), (510, 223.1), (510,
215.3) and (470, 215.3) and the outcome of the corner analysis is tabulated in Tab. A.2
below. The group index in the Tab. A.2 are at wavelength 1.55 µm.
A.3 Fabrication
The designs were fabricated in Applied Nanotools, Inc. NanoSOI process as described
in [145]. In the rest of the report, only four devices will be discussed:
1 MZI-TE1 with ∆L = 179.838µm,
2 MZI-TE2 with ∆L = 307.337µm,
3 MZI-TM1 with ∆L = 105.018µm and
4 MZI-TM2 with ∆L = 385.416µm.
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Table A.2: Corner analysis for TE and TM modes: neff (λ) = n1 + n2(λ− λ0) + n3(λ− λ0)2
Mode Corner n1 n2 n3 ng FSR-MZI-1
TE 1 2.40270 −1.19925 −0.05160 4.238 1.817
TE 2 2.47130 −1.10631 −0.04590 4.167 1.848
TE 3 2.43992 −1.11858 −0.031590 4.160 1.851
TE 4 2.37158 −1.20970 −0.03171 4.230 1.820
TM 1 1.76577 −1.28920 1.87496 3.742 2.777
TM 2 1.79755 −1.33095 1.74698 3.831 2.712
TM 3 1.74524 −1.20817 1.85858 3.560 2.919
TM 4 1.71688 −1.15964 1.94513 3.481 2.985
A.4 Experimental data and Analysis
The measurements of the devices were performed by the edX course associates as men-
tioned in [145] and the analysis was performed by us.
From the fitting of the measurement data, Fig. A.4 shows the graph of extracted group
index ng from experimental data as a function of wavelength in comparison to the simu-
lation. It is evident from the graphs that the TM mode has lower group index but expe-
rience higher dispersion compared to the TE mode.
Figure A.4: Simulation vs the extracted group index for TE and TM MZI shows good
agreement.
The same method is used to extract the group index from the measurement of the all
four MZI devices at two different temperatures and plotted in Fig. A.3. Table A.3 shows
that the measurement data for the device MZI-TE2 at 25 degree celcius was noisy with
low resolution and the fitting error was large (16%) such that the ng seems to decrease
with temperature. This data point was excluded from the graph. More measurements at
different temperatures would be more conclusive determining the behaviour of the optical
modes.
The extracted group index ng of all four devices are within the ranges of corner analysis
performed earlier. This indicates that the usual assumption in corner analysis is rea-
sonable in considering the imperfections of the fabricated devices.
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Table A.3: Extracted group index from TE and TM MZI at different temperature
Device Temp. (◦celcius) ng at 1.55 µm Fitting error
MZI-TE1 25 4.1648 3%
MZI-TE1 30 4.1661 2%
MZI-TE2 25 4.2102 16%
MZI-TE2 30 4.1795 2%
MZI-TM1 25 3.6204 2%
MZI-TM1 30 3.6242 2%
MZI-TM2 25 3.6965 6%
MZI-TM2 30 3.7003 6%
A.5 Synopsis
Observation of the simulated and experimentally extracted group index show that TM
mode has higher change in group index as a function of temperature than TE mode.
Therefore, environmental change can affect the TM interference based photonic com-
ponent more than the TE based components. For example, resonance of the TM micro-
ring resonators can be harder to stabilise against the environmental change compared to
TE. Therefore, TE micro-ring resonator is a better choice as a HSPS as it is more stable in
room temperatures. The same observation also suggests that TM micro-ring resonators
are better sensors for detecting environmental change. As HSPSs, TM micro-ring res-
onators could be more useful in cryogenic temperatures as it requires less heat for a
larger index gradient change for phase shifts.
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B.1 The experimental setups
The major three constituents of the vertical grating coupler optical setup which has been
described in the Fig. 6.2 are,
1 A Nanomax stage (Thorlabs) with 6 degrees of freedom (x, y, z translations and
rotations). An angle (made by the Mechanical Workshop) sits on the stage and holds
the optical fibre array. The optical fibre array (OZ Optics) couples light in/out of the
chip.
2 The chip holder where the chip sits. Its construction varies depending on the size
of the chip. In general, the height of the chip should be at the pivot point of the
Nanomax stage, to avoid cross-coupling among translational and rotational axes
of the stage. Therefore, the chip-holder is constructed with an adjustable height
stage, with a rotational and fine translational stages. At the top of the chip-holder
sits the Peltier to control the temperature, and on top of that the Printed Circuit
Board (PCB) where the chip is attached with thermal glues. An important step here
is to put Peltier with correct efficiency associate with the thermal mass of the copper
blocks. As shown in Fig. B.3 (a) the position of the Peltier and the size of the heat
baths need to have correct sizes.
3 The PCB facilitates the electrical connection between the chip and the driving elec-
tronics. The on-chip thermal phase-shifters for MZI and ring-resonators are con-
nected by gold tracks to on-chip bond-pads. These bond-pads are sufficiently large
to attach a gold wire to it by applying localised heat as a form of electric spark. This
process is called wire-bonding. The other end of the wire is connected to the PCB
using the wire-bonding. The electrical connections from the PCB are then wired to
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the electronics (Qontrol System PLC). The electronics controls the electrical powers
dissipated by the thermal phase-shifters.
This optical setup and another similar to it were used to collect the experimental data
mentioned in Chap. 6 and Chap. 7. In addition to these setups, a side-coupled optical
setup was also built to test and characterise the HSPSs on the chips fabricated by Toshiba
(SOI) and Sandia National Labs (silicon nitride). As the collection efficiencies in those
chips were not high enough to perform four-fold experiments, they are not mentioned
here. A photograph of the side-coupled setup is shown in Fig. B.1. In future experiments
with high collection efficiency side-coupled chips, this setup will be used.
Figure B.1: Side-coupled optical setup assembled for SOI and silicon nitride chips.
B.2 Optical alignments
In our experimental setup, the fibre-array needs to be aligned with the on-chip VGCs for
coupling light in/out. There are two primary alignment associated with our design. The
first is the angle of the fibre-holder ( 1 in the above discussion) and the second is the
orientation of the fibre array with respect to the chip. The VGCs used in our chips require
that the angle to be 10 ◦. Appropriate orientation of the fibre array was achieved by making
the flat bottom of the fibre array parallel to the PCB (hence the chip) using small mirrors
which can be seen in Fig. 6.2 (c) (appearance of a miniature prism).
B.3 Thermal crosstalk and resonator phase
We have designed photonic circuit to quantify the thermal crosstalk between thermal
phase shifter. This circuit will compare the heat flow through the cladding and the waveg-
uides at various distances. A micro-ring resonator in one arm of the MZI will have the
interference visibility that depends on the round-trip phase of the resonator. The data
from these two circuit will indicate the phase profile of the resonators.
B.4 Counting logic for four-fold coincidence
As mentioned in Chap. 6, there were two major challanges needed to be resolved: 1
compatibility between SNSPD outputs with counting logic system and 2 extraction of the
four-folds from the raw data.
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Figure B.2: Photonic circuits to quantify thermal crosstalk and resonator phase. (a) Res-
onator phase. (b) Thermal crosstalk.
1 At the event of a single photon detection, a SNSPD emits an electrical pulse with
a negative amplitude that resembles in shape the electrical standard called NIM (Nu-
clear Instrumentation Module) for fast negative logic on standard high temporal reso-
lution metrology. A NIM pulse from a SNSPD resembles a negative spike falling sharply
between −150 mV to −900 mv (50 Ω termination) and decaying slowly within 200 ps. In
terms of logic definition, that represents logic 1. In contrast, most of the counting logic
with readily available computer controlled softwares operates on electronic standard LV-
TTL (Low Voltage Transistor-Transistor Logic). +3.3 V represents LV-TTL logic 1 with slow
rising and falling edges (e.g. 50 ns). Therefore, either the output pulses from the detectors
needs to be converted to TTL, or a NIM compatible counting logic unit that accepts our
raw output pulses needs to be used. We have tried both options. A NIM to TTL converter
(from Ortec) was used for each of the four SNSPDs and fed into the counting logic. It
turns out that it is extremely difficult to keep that setup stable over the whole duration of
the experiment.
Next, we tried a counting logic module that is compatible with NIM pulses (Hydraharp
from PicoQuant). Hydra harp does not have a readily available software to output a four-
fold events. That required to write some Matlab and Python codes to expand the provided
Hydraharp’s library to extract the four-fold events from the time-tags. The new Matlab
codes controls the Hydraharp to take data in a format called time-tags where the photon
arrival times in each channel of the Hydraharp are registered.
2 These data files, containing time-tags, are then copied into a computationally pow-
erful computer. Reusing a pre-existed algorithm (from Dr. Peter Shadbolt) in our group
(done by Dr Damien Bonneau) for a different counting module, and using the python
modules, the four-fold events from these time-tags are extracted.
B.5 Matlab instrumentation
Most of the instruments mentioned in this thesis were connected using RS232 serial com-
munication. RS232 protocol is one of the most well established protocol. The manufac-
turers of our instruments provided a set of RS232 commands to communicate with and
operate the instruments. In Matlab, a serial object with correct communication port (e.g.
COM1) is defined straightforwardly with appropriate values of baudrate, start/stop bits,
terminators etc,
obj_HD = instrfind(’Type’, ’serial’, ’Port’, ’COM1’, ’Tag’, ’’);
set(obj_HD, ’Timeout’, 2.0, ’Terminator’, {’LF’,’CR’}, ’Baudrate’, 115200, ’Stopbit’, 1);
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Figure B.3: Thermal stability and MatLab instrumentation. (a) The components of the
thermal stability stage showing the place of the PCB and the Peltier with respect to the
heat baths (copper blocks). (b) A flow chart showing a measurement algorithm used for
on-chip PIM with micro-ring resonators.
Some instruments (e.g. Thorlabs powermeters) required VISA protocol using standard
command sets called SCPI. These instruments have to be communicated using their unique
identification numbers. In contrast, the PicoQuant time-tagger HydraHarp (or PicoHarp)
has its own communication protocol defined in a C-code library. To use this library in
MatLab, a standard MatLab toolbox called MEX setup has to be setup.
There are a few advantages of connecting all these instrument to a high level language
such as MatLab:
1 Any arbitrary automated algorithms can be executed. Such an algorithm will not
only collect the quantum data but will also collect the meta data (such as dark
counts, coupling of the chips etc) to reflect on the status of the experiment. For
example, using MatLab we have followed a procedure to set the correct bias points
of the single-photon detectors and measure their overall efficiencies as shown in
Fig. B.4 and Fig. B.5. This experiment has been performed together with Dr. Gary
Sinclair and Dr. Döndu Sahin.
2 Changing the computer or the experimental setup or swapping one instrument with
another will not affect the execution of the algorithm. This is because the installed
MatLab in all computers are of the same standard.
3 MarLab algorithms written for one setup are readily usable in another setup. This
facilitates portability unlike C, which may not follow the same standard from com-
puter to computer (or one operating system to another).
A complex measurement algorithm that conditionally measures an attribute based on
the measurement outcome of other instruments or the reconfigurable circuit can be imple-
mented with relative ease with MatLab. One such algorithm is shown by the flow chart in
Fig. B.3 (b). Therefore, although writing MatLab communication protocol from scratch for
all these instruments was relatively time consuming, later it proved to be very resourceful.
B.6 Heaterboards
As the precision of a few millivolts in setting up the voltage matters in aligning spectra of
high Q micro-ring resonators, a study of the two available heaterboards (Qontrol & UEI)
precision was performed together with Callum Wilkes. Figure B.6 shows the schematic
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of the measurements where a known resistance of 400 Ω has been connected to two 6
digit precision multi-meters as 4-point measurements and repeat the measurements many
times to build a data set for statistical reliability measurements. This way the repeatability
of the heater driver board can be monitored as well as the electrical power dissipation in
the heater with high accuracy. As the phase ∝ V 2, an inaccuracy in the second signif-
icant digit in the voltage results in the inaccuracy of the phase estimation. Each heater-
board, separately, has been used to change the current or voltage through the resistance.
The nominal applied voltage and currents, the readouts from the heaterboards and the
recordings of the multi-meters have been plotted together. We have observed that both
of the heaterboards successfully changed the voltage across the resistance with 12 digit
resolution (0.0003 V ), but the readout from the Qontrol heaterboards were very noisy and
sometimes inconsistent.
Figure B.4: The diagram shows the method used to measure the detection efficiency and
set up the correct bias points of the single-photon detectors, along with measuring the
channel efficiency. This diagram has been adapted from a report written by Dr. Gary
Sinclair.
B.7 Stimulated four wave mixing and JSI
An automated script written by LucaMilic in python and C preexisted in the lab to measure
joint spectral intensity (JSI) using stimulated four wave mixing. Figure B.7 shows the ex-
perimental setup used to measure the JSI of our micro-ring resonator HSPSs. The OSA
used in our experiment has 30 pm absolute wavelength accuracy while the FWHMs of our
resonators are also ∼ 30 pm. Therefore the absolute resolution of the JSI were not very
high. In one of the mode, OSA reconstructed the intermediate wavelength and have rel-
ative wavelength resolution higher than 30 pm. We have also recorded the JSI 16 times
and averaged it. This helped estimating the statistical error associated with our measure-
ments but averaged our finer details.
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Figure B.5: Setting detector bias and efficiency. (a) The correct bias point is about 1200 mV
where it reaches a plateau. About 1400 mV the detector latches. (b) The efficiency of this
detector was found to be ∼ 73%.
Figure B.6: Heaterboard noise estimation. (a) Shows the four-point measurement method
with a known resistance (400 Ω) and two 6 digit precision multimeter (Agilent). This image
is adapted from Wikipedia. (b) The difference in the readout voltage of Qontrol PLC and
the UEI heaterboard shows that the Qontrol PLC is more noisy. The precision multimeter
readings reveal that both of the heaterboards successfully set the voltages with 12 digit
resolution. This measurement was performed together with Callum Wilkes.
Figure B.7: Stimulated four wave mixing with pulsed pump laser (green) and continuous
wave seed laser (red) generate idler (blue). The relative amplitudes of the seed, pump and
the idler are measured with an optical spectrum analyser.
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The first free space setup of HOM interference mentioned in Sec. C.3.1 was assembled
together with Dr Takafumi Ono.
C.1 Determination of ηDC
Using the setup shown in Fig. C.1 and the following equations the splitting ratio of the
directional coupler was calculated [32]:
Po11 = η1η2ηDCPi1 (C.1)
Po12 = η3η2(1− ηDC)Pi2 (C.2)
Po21 = η1η4(1− ηDC)Pi1 (C.3)







From the measurements, we have found ηDC = 0.5861. With similar measurements, the
Figure C.1: Estimating ηDC .
BS used for HOM interference was found to be ηBS = 0.501.
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C.2 Raw g(2)(0) data





P = g(2)(0)− 1 (C.7)
As shown in Fig. C.2, the numerator and the denominator are defined by,
Figure C.2: Raw g(2)(0) data.
cc =
∑




From the figure, cc = 4339, acc1 = 2536, acc2 = 2568 are counted. Considering the Poisson















Averaging ac1 and ac2, we find the measurement as g2 = 1.7000± 0.0424.
C.3 Experimental setup of off-chip HOM experiment
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Figure C.3: Free space HOM interference setup. (a) Experimental diagram of free-space
setup showing lenses L1 and L2 with the delay stage. (b) Experimental setup of delay-
matching. (c,d) Use of coincidence logic unit to calculate the delay. (e) Classical inter-
ference and (f) two-fold coincidence measurements to verify the estimated value of the
delay.
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C.3.1 First free-space setup
In the first free space experimental setup, the delay line was built by free space optics. The
light coupled out of the fibre was collimated using a lens and propagated certain distance
(delay). Then it is coupled in by another lens on a motorised stage. The insertion loss of
this delay line was more than ∼ 2 dB at its best.
The experimental setup to measure the HOMdip has to very precise as we would overlap
photons spectra which are about 50 ps wide depending on the filtering employed. As
the speed of light is about 30 cm per nanosecond, it means that to have a picosecond
resolution, we have to calculate the path lengths of the input arms of the beam splitter
in millimetre scale resolution. The reason we need to adjust the path length is mainly
because the DWDMs that we use to filter and clean out the pump spectra at signal and
idler wavelengths have large dispersions contributing 30 ns or more between channels.
None of the DWDMs have similar dispersion with respect to each other. Therefore, if the
path lengths are not matched the signal 1 from DWDM 1 will be few nanoseconds apart
from signal 2 filtered by DWDM 2. To quantify and balance this time delay between two
signal photons, and in order to achieve such millimetre scale resolution we have used
the experimental setup used in Fig. C.3. At the output of the chip, we choose only one
waveguide, and split the photon pairs equally using a beam splitter. The two output arms
of the splitter are then fed through two DWDMs we intend to use for the HOM experiment.
These two DWDMs will then separate the signal and idler photons in each of the arms of
the beam splitter. For example, the DWDM 1 and DWDM 2 will split the signal and idler in
channel 3 and channel 11 respectively for each of the arms. The channel 11 of the DWDM
1 can be taken as a reference. Now channel 3 of DWDM 1 and DWDM 2 have polarisation
controllers 1 and 2 respectively before going to the detectors. Also channel 3 of DWDM
2 has a delay line which can be varied from overlapping the photon wavepackets to not
overlapping them. At this configuration if we record the two fold coincidence histogram
in from ch3 an ch11 of DWDM 1, we will see the coincidence peak at histogram τ1 ∼ 22ns.
The coincidence histogram records the coincidence counts between the two channels in
a start stop manner. This means, that if ch11 is the start of the timer, then ch3 is stop
of the timer and the time delay between these two events are plotted as the histogram
binning parameter. Therefore the coincidence peak of the histogram represents the actual
generation event of the signal idler pairs but through the different channels have delayed
that τ1 amount.
Now if we measure the coincidence peak between ch11 of DWDM 1 and ch3 of DWDM
2, and find it to be τ2 ∼ 26 ns, then the difference between τ1 and τ2 will give us the
difference between ch3 of each of these DWDM channels. Therefore to overlap the two
signal photons coming through these two waveguides we have to match the path lengths of
these two channels. For the free-space delay line version, we moved the lens to a different
position until τ1 = τ2.
We have calculated the path length mismatch from these two DWDMs to be 25±5 cm for
the fibre pigtailed delay line from OZ optics and made a fiber patch cord of that length.
And according to our result we added it to the path of ch3 of DWDM 1.
C.3.2 Classical interference
A classical way of testing this above setup is to use a classical interference as shown in
Fig. C.3 (e) for the free-space version. If the classical pulsed spectra that correspond to the
photon wavepackets interfere in the beam splitter then the wavepackets of the photons
will also overlap. Another quick way to check this setup is to use unheralded two-fold
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coincidences (Fig. C.3 (f)) as often used in the literature.
Figure C.4: Classical interference showing the dip of the HOM interference for FBG and
DWDM filter settings.
In retrospect we did not need to perform the aforementioned delay matching measure-
ments. If we observe closely, Fig. C.4 (a) shows that the HOM interference setup with our
waveguide chip acts as a MZI for the classical light: the beam splitter (DC) inside the chip
is the first beam splitter of the MZI, the delay line (DL) is the MZI phase and the output
beam splitter (BS) is the second beam splitter of the MZI. The output of this MZI is then
monitored as we vary the delay line of about 100 ps. The result is plotted in Fig. C.4 (b) and
(c) for two different filter (FBG & DWDM) configurations. As we can see we get an almost
perfect interference with a width that corresponds to the pump and filter width. And if
we fit the envelope of that interference, we get the maxima/minima at 71 ps, referring
to the perfect point of overlap of the wavepackets. The reason the classical interference
does not go complete zero is because there is about 1 dB loss in the delay line which then
cannot completely balance the interference constructively or destructively. The visibility
of the classical interference with OZ optics delay line (Fig. C.4 (b)) were higher than the
free-space version (Fig. C.3 (e)).
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C.3.3 Free space vs all-fibre setup
In a free space arrangements, regular alignments (at least every week and before recording
a data set) are necessary due to all the large mechanical parts (lens holders, microscope
objectives etc.). In contrast, preparing fibres for precise length requirement through con-
tinuous cleaving is a relatively tedious and meticulous process but gains it merits in sta-
bility. With the all-fibre pigtailed components, the alignment becomes stable that experi-
ments can be performed for few weeks without alignments.
C.3.4 Monitoring the experimental stability
Figure C.5: The monitored output power for each scan are all plotted together to check
the stability and group together the similar data set corresponding to the same power in
the waveguide.
We have recorded the input tap power and output coupling power for each of the scans
and plotted them altogether as can be seen in figure C.5. This gave us an indication of
the input power of the waveguide during each of the HOM dip experiment. This is useful
as the coupling of the chip can dwindle during each scan and this will not only help us
group together the input power in each scan but will also able to tell us what should be
the average stability during such scans. It is noticeable that the power drops slightly from
the beginning to the end of each scan, indicating the coupling drops slightly from the
beginning till the end of the scans. If the coupling power drops less than 0.25dB then this
will correspond to an average drop of 0.25 × 4 = 1dB in the four-fold coincidences, which
is acceptable for the validity of that data set.
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The silicon nitridemicro-ring resonator presented in Sec. D.1 was provided by Dr Alberto
Politi from University of Southampton. The electron beam lithography (EBL) mentioned in
Sec. D.2 to fabricate heaters were performed Sandia National Laboratory, Albuquerque,
USA. The EBL procedure was performed together with Mack Johnson.
D.1 Brightness of a silicon nitride micro-ring resonator HSPS
From our preliminary measurement as shown in Fig. D.1, we have found that the group
index of the silicon nitride resonators is about ng = 2.88 which is almost 2/3rd of the group
index of the silicon (ng = 4.16). The FSR of the resonators (2.3 pm↔ 287 GHz) did not match
well the DWDM channel spacings (200 GHz). Therefore, we lost most of the coincidence
counts. From the noisy data presented in Fig. D.2, we also suspect that the low non-
linearity in silicon nitride produced lower coincidence counts compared to silicon.
D.2 Electron beam lithography
At the CINT facility of the Sandia National Laboratory, USA our goal was to fabricate
low insertion loss silicon nitride photonic circuits. Specifically, Mack Johnson was in-
vestigating etching and sidewall roughness of the waveguides, while I was investigating
fabricating thermal phase shifters. Fig. D.3 (a) shows our preliminary simulations on the
minimum bend radius for silicon nitride waveguides.
D.2.1 Fabrication facility
The fabrication process was carried on silicon nitride wafers supplied by Sandia facility.
The wafers consisted of 250 nm to 275 nm silicon nitride layer on top of a 2 µm to 4 µm silicon
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Figure D.1: Group index of a silicon nitride micro-ring resonator. (Resonances of the SiN
micro-resonators). (b) The FSR between consecutive resonances as a function of wave-
length. (c) Group index estimated from the FSR using Eq. 3.15.
di-oxide (SiO2) layer that resides on a silicon substrate as shown in Fig. D.3 (b). We have
used a few different wafers with different layer thicknesses measured with ellipsometry.
We had the following instruments at our disposal.
• EBL - JEOL,
• SEM: Nova Nano SEM 450, FEI,
• Asher: PDS/PDE-301,
• e-beam evaporation: Temescal FC-2000,
• Annealer: Jipelec, Jetfirst,
• Profilometer: Alpha-Step 500,
• Ellipsometry: V-VASE, J. A. Woollam Co.
All the instruments required training by the facility staff. The electron beam lithography
(EBL) system required extensive training due to its complicated and user-unfriendly op-
erating instructions.
D.2.2 Heaters
We have used the heater specifications from IME [166]. The resistive material for the
heater was titanium nitride (TiN) material and the contact material was highly conductive
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metals such as gold (Au). This correspond to at least two steps of lithography, excluding
alignment marks and cladding layer lithography.
Figure D.3 (b) shows the structure of the heater that will be compatible with the waveg-
uides. As only the values of the resistances were important at this point in fabrication,
we did not put any SiO2 claddings in between the heater layer and the waveguide. Nev-
ertheless, this resulted in three lithography steps and two lift-off steps.
Figure D.2: Brightness of a silicon nitride micro-ring resonator. (a) Resonance configu-
ration. (b) Resonance position inside the pump pulse. (c) Lorentzian fitting shows the
FWHM = 19.75 pm, Q = ∼ 8× 104. (d) Singles counts. (e) Coincidence counts and the CAR.
The first step was to make alignment marks for successive lithography steps. JEOL EBL
system requires global marks and chip marks. Our design has four global marks of Au as
a form of cross with 4 µm width and 250 µm length. The following procedure was used to
make the alignment marks:
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• Sample preparation: at first, the protective layer of resist is removed by soaking 5
min each in Acetone and IPA. Then the surface is cleaned in Barrel Asher at 100 W
for 5 min.
• Resist coating: positive resist PMMA 495 at 3000 rpm for about 400 nm of thickness.
Prebake at 170 C for 2 min.
• Patterning: EBL was used to pattern the resist.
• Developing: develop with MIBK:IPA = 1:3 for 1 min. Rinse with IPA, blow dry with
N2 without letting IPA evaporate.
• Cleaning: descum at 10 W for 2 min.
• Gold deposition: deposit Ti:Au = 100:750 Å using EG3. Titanium was used here for
adhesion.
• Lift-off: Soak in acetone over 15 min to 1 hour till some reactivity is seen on 90% of
the surface. Then use acetone brush to remove all of it and rinse with IPA and blow
dry with N2.
Figure D.3: Silicon nitride EBL. (a). Simulation of minimum bend radius for silicon nitride
waveguide using Lumerical Mode Solver. (b) Different layers of the heaters and the optical
microscope image of the fabricated heaters. (c) Variation of heater lengths. The + signs
are the alignments marks. (d) A SEM image of the roughness of the coating of the resist.
Figure D.3 (c) shows the alignment marks (+) used for subsequent lithography steps:
• Patterning the heater structure: the first few steps of the alignment marks pro-
cedure were used to pattern the resist layer with EBL for the heater structure.
• Depositions: As TiN is not a standard material, a manual control of the Soak power
during deposition process is required to keep the deposition rate steady while the
material from TiN crystal chunk evaporates. Keeping the power at about 1.9% and
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pressure at about 6×10−6 torr for a rate of 0.4 Å/second takes about 50 minutes to
deposit about 100 nm of TiN film.
• Lift-off technique was used to remove the excess TiN.
• The third lithography step was performed for the contact pads connected to the
heaters.
The final heater structure is shown by the optical microscope image shown in Fig. D.3
(c) and (d). The brown material in this figure is TiN and the golden material is the gold
contact.
We have also attempted annealing the heaters at various temperature and observed
that the resistance changes if the TiN is annealed. Table D.1 shows the heater resistances
before and after annealing.
Length (µm) R (Ω) R (Ω) (Annealed)
80 0.463 1.818
200 1.010 4.000
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E.1 Implementing imperfect PIM with non-ideal sources in
MatLab
Heralded single-photon sources have finite probabilities of emitting multi-pairs. From the
point of view of ideal single-photon sources such multi-pair emission is an imperfection.
Also, the photon-pairs may not be emitted in a single optical mode but in multiple op-
tical modes. The appropriate metric of these two effects are photon-number purity and
spectral purity. Photon-number purity is measured using conditional HBT interferometer
which reveals the amount of multi-pair contribution with respect to the total number of
photon detection events. For HSPSs, this metric is determined by the squeezing (i.e. the
input pump power). In contrast, the spectral purity is measured by unconditional HBT
interferometer or reconstructing JSA which reveals the strength of the primary optical
modes with respect to the total strength of all the optical modes.
In the following sections we will first discuss the effect of multi-pair emission on the
PIM: starting with three-photon pairs and extending it to 10 photon-pairs thus reproducing
[56,114]. Afterwards, we will extend this model by including a second optical mode in our
calculations which implies spectral impurity that exist in all the practical single-photon
sources. We will also apply this model to PIM with MZI.
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E.1.1 Effect of at most three-photon pairs on the PIM
Let’s consider our sources emit at most two-photon pairs at any given time. The wave





x|1s, 1i〉+ x|2s, 2i〉
)
(E.1)
where, x represents squeezing, "s" and "i" represent signal and idler respectively. If all
the losses experienced by a photon are lumped with the detector loss and expressed by
the symbol η, then the loss experienced by n-photons is [153],
P (1) = η (E.2)
P (2) = 1− (1− η)2 (E.3)
The idler photons are used to herald the presence of the signal photons, and the reduced
density matrix for the heralded signal photons for each source become,
ρ̂s = N (1− x)
(
xP (1s)|1〉〈1|s + x2P (2s)|2〉〈2|s
)
(E.4)
where N is a normalisation constant. Therefore, the density matrix of the system with two
sources will be,
ρ̂ =ρ̂s1 ⊗ ρ̂s2 (E.5)
≈N1N2(1− x1)(1− x2)
(
x1x2P (1i1)P (1i2)|1〉〈1|s1 ⊗ |1〉〈1|s2 + x21x2P (2i1)P (1i2)|2〉〈2|s1 ⊗ |1〉〈1|s2
+ x1x
2
2P (1i1)P (2i2)|1〉〈1|s1 ⊗ |2〉〈2|s2
)
(E.6)
In the above expression the |2〉〈2|s1 ⊗ |2〉〈2|s2 is omitted as it contains only part of the con-
tribution of total four photon-pairs at a time. Now, after the beam-splitter transformation,
the first term becomes,




































[P (1s)P (1s)|1c〉〈1c|s ⊗ |1c′〉〈1c′ |s ⊗ |0〉〈0|s′ + P (1s′)P (1s)|1d〉〈1d|s ⊗ |1c′〉〈1c′ |s′
+ P (1s)P (1s′)|1c〉〈1c|s ⊗ |1d′〉〈1d′ |s′ + P (1s′)P (1s′)|0〉〈0|s ⊗ |1d〉〈1d|s′ ⊗ |1d′〉〈1d′ |s′ ] (E.11)
Here, the subscripts s and s′ denote the two output ports of the interferometer (BS orMZI).
For the above case of completely distinguishable photons, even when both of the photons
come out of s port of the interferometer, they actually correspond to different mode c
and c′. As our detection mechanism cannot distinguish c and c′ modes, the two photons
appears as bunched. Also, in all the four outcomes, photon reflection and transmission
have equal probabilities. Now, if the photons are completely indistinguishable, then c ≡ c′,
and the middle two terms which correspond to photons on both of the output ports (s &
s′) of the interferometer will cancel out: +d̂†ĉ′† − ĉ†d̂′† = +d̂†ĉ† − ĉ†d̂† = 0 and hence, there
will be no 4-fold counts. This is because ĉ† and d̂† commute. Therefore, the first term for
indistinguishable photons becomes,




[(ĉ†)2 − (d̂†)2]|0〉〈0|s ⊗ |0〉〈0|s′
1
2




[2P (2s)|2c〉〈2c|s ⊗ |0〉〈0|s′ + 2P (2s′)|0d〉〈0d|s ⊗ |2〉〈2|s′ ] (E.14)
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In order to quantify the quantum interference, we calculate the probability of photons
exiting s and s′ port of the interferometer which together with heralding idler photons
constitute four-fold coincidences,
PD1 (s, s
′) =N1N2(1− x1)(1− x2)x1x2P (1i1)P (1i2)〈1|s〈1|s′ T̂D1 |1〉s|1〉s′ (E.15)
=N1N2(1− x1)(1− x2)x1x2P (1i1)P (1i2)
1
4
[(P (1s)P (1s′) + P (1s′)P (1s)] (E.16)
P I1 (s, s
′) =N1N2(1− x1)(1− x2)x1x2P (1i1)P (1i2)〈1|s〈1|s′ T̂ I1 |1〉s|1〉s′ (E.17)
=0. (E.18)
In the last line the value 0 for detecting four-folds for indistinguishable photons is due to
the absence of any cross term in both s and s′ modes in Eq. E.14 where both of the photons
leave from either s or s′ mode. It signifies the bunching of single-photons due to quantum
interference as first observed by Hong-Ou-Mandel [46]. If the detection efficiencies in s
and s′ modes are the same, then for distinguishable case, it shows equal probabilities of
photons exiting on both s mode, s and s′ modes, s′ and s modes and both s′ modes.























(2P (2s)P (1s)|2c〉〈2c|s ⊗ |1c′〉〈1c′ |s ⊗ |0〉〈0|s′ + 4P (2s)P (1s′)|1c〉〈1c|s
⊗ |1c′〉〈1c′ |s ⊗ |1d〉〈1d|s′ + 2P (2s′)P (1s)|2d〉〈2d|s′ ⊗ |1c′〉〈1c′ |s + 2P (2s)P (1s)|2c〉〈2c|s ⊗ |1d′〉〈1d′ |s′
+ 4P (1s)P (2s′)|1c〉〈1c|s ⊗ |1d〉〈1d|s′ ⊗ |1d′〉〈1d′ |s′










(3P (3s)|3c〉〈3c|s ⊗ |0〉〈0|s′ + 2P (2s)P (1s′)|2c〉〈2c|s ⊗ |1d〉〈1d|s′
+ 2P (1s)P (2s′)|1c〉〈1c|s ⊗ |2d〉〈2d|s′ + 3P (3s′)|0〉〈0|s ⊗ |3d〉〈3d|s′) (E.21)
The above terms will contribute to four-fold events for both distinguishable and indistin-
guishable photons due to multi-pair emission and our bucket detector (i.e. non-PNRD),
PD2 (s, s
′) =N1N2(1− x1)(1− x2)[〈1|s〈1|s′ T̂D2 |1〉s|1〉s′ + 〈1|s〈2|s′ T̂D2 |1〉s|2〉s′
+ 〈2|s〈1|s′ T̂D2 |2〉s|1〉s′ ] (E.22)




+ 2P (2s′)P (1s) + 2P (2s)P (1s) + 4P (1s)P (2s′)] (E.23)
P I2 (s, s
′) =N1N2(1− x1)(1− x2)[〈2|s〈1|s′ T̂ I2 |2〉s|1〉s′ + 〈1|s〈2|s′ T̂ I2 |1〉s|2〉s′ ] (E.24)
=N1N2(1− x1)(1− x2)x21x2P (2i1)P (1i2)
1
16
[2P (2s)P (1s′) + 2P (1s)P (2s′)] (E.25)
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(2P (1s)P (2s)|1c〉〈1c|s ⊗ |2c′〉〈2c′ |s ⊗ |0〉〈0|s′ + 4P (2s)P (1s′)|1c〉〈1c|s
⊗ |1c′〉〈1c′ |s ⊗ |1d〉〈1d|s′ + 2P (1s)P (2s′)|1c〉〈1c|s ⊗ |2d′〉〈2d′ |s′ + 2P (2s)P (1s′)|2c′〉〈2c′ |s ⊗ |1d〉〈1d|s′
+ 4P (1s)P (2s′)|1c′〉〈1c′ |s ⊗ |1d〉〈1d|s′ ⊗ |1d′〉〈1d′ |s′











(3P (3s)|3c〉〈3c|s ⊗ |0〉〈0|s′ + 2P (1s)P (2s′)|1c〉〈1c|s ⊗ |2d〉〈2d|s′
+ 2P (2s)P (1s′)|2c〉〈2c|s ⊗ |1d〉〈1d|s′ + 3P (3s′)|0〉〈0|s ⊗ |3d〉〈3d|s′) (E.29)
These terms also contributes to four-folds for both distinguishable and indistinguishable
photons,
PD3 (s, s
′) =N1N2(1− x1)(1− x2)[〈1|s〈1|s′ T̂D3 |1〉s|1〉s′ + 〈1|s〈2|s′ T̂D3 |1〉s|2〉s′
+ 〈2|s〈1|s′ T̂D3 |2〉s|1〉s′ ] (E.30)




+ 2P (2s′)P (1s) + 2P (2s)P (1s) + 4P (1s)P (2s′)] (E.31)
P I3 (s, s
′) =N1N2(1− x1)(1− x2)[〈2|s〈1|s′ T̂ I3 |2〉s|1〉s′ + 〈1|s〈2|s′ T̂ I3 |1〉s|2〉s′ ] (E.32)
=N1N2(1− x1)(1− x2)x1x22P (1i1)P (2i2)
1
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[2P (2s)P (1s′) + 2P (1s)P (2s′)] (E.33)
Let’s consider for the simplicity that the idler and signal photons experience the same
losses,
P (1i1) = ηi = P (1i2) = P (1i) (E.34)
P (1s) = ηs = P (1s′) (E.35)







′) + PD2 (s, s
′) + PD3 (s, s
′) (E.37)
=N1N2(1− x1)(1− x2)x1x2P (1i)P (1s)[
1
2
P (1i)P (1s +
3
4
(x1 + x2)P (2i)P (2s] (E.38)
Similarly, the total probability of detecting four-fold coincidences for indistinguishable
photons is,
P I4F =N1N2(1− x1)(1− x2)x1x2P (1i)P (1s)
1
4
(x1 + x2)P (2i)P (2s (E.39)
According to the expression of HOM interference, the effect of multi-pair emission on the






2P (1i)P (1s) + 2(x1 + x2)P (2i)P (2s)
2P (1i)P (1s) + 3(x1 + x2)P (2i)P (2s)
(E.41)
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Assuming the brightness of both of the sources are the same and redefining losses to
follow [114], we get,
x1 = x2 = x (E.42)
P (2i) = 1− (1− ηi)2 = 2ηiγi, where γi = 1− ηi/2 (E.43)





The last expression matches the expression in [114].
E.1.2 Verifying the effect of at most three photon-pairs using MatLab
The first step ofMatLab implementation is to define the transformation of the creation/annihilation
operators and the wavefunctions using symbolic variable. The benefit of symbolic variable
is that we can substitute the transformation of the symbolic variable as the photons prop-
agates through the circuit. A major disadvantage of symbolic variable is that it consumes
more memory (RAM), therefore, the program slows down exponentially for larger photon-
states.
%% Transformations and state definitions. N = 2 for upto 3 photon-pairs
syms x1 psi1 x2 psi2 rho k a b c1 c2 d1 d2 sc1
x1 = mu1; x2 = mu2;
n = 1:N;
as1 = (c1 + d1)/sqrt(2);
bs1 = (c1 - d1)/sqrt(2);
bs2 = (c2 - d2)/sqrt(2);
%% Heralding n idler photon with lumped efficiency eta_i, Pn = 1 - (1-eta_i)^n
psi1 = (sqrt(x1).^n).*(a.^n./sqrt(factorial(n))).*sqrt(1 - (1-eta_i).^n);
psi2 = (sqrt(x2).^n).*(b.^n./sqrt(factorial(n))).*sqrt(1 - (1-eta_).^n);
The transformations as1, bs1 are for indistinguishable photons and as1, bs2 are for dis-
tinguishable photons. Modes c1, c2 and d1, d2 correspond to modes ĉ†, ĉ′† and d̂†, d̂′†
respectively. The squeezing strengths mu1 and mu2 are numeric values input by the user.
In the following analysis, these values are not assigned to x1, x2, in order to understand
the symbolic manipulation and to derive a symbolic expression of visibility.
The expressions psi1, psi2 contains the coefficients of the creation operator parts of the
heralded density matrices from the two sources respectively. The annihilation operator
part of the density matrix is omitted as it contains redundant information of the coefficient:
multiplying the coefficient of the creation operator with its’ complex conjugate gives us
the correct coefficient as we are only interested in the diagonal terms. These expressions
are also not normalised and the factor (1 − x1)(1 − x2) is omitted as we have seen in the
last section that the factor N1N2(1− x1)(1− x2) is only a multiplication factor and cancels
out in the expression of the visibility. Inputting N = 2, eta_i = eta_s = 1, we can verify if
the program has produced the correct coefficients,
psi1 = [ a*x1^(1/2), (2^(1/2)*a^2*x1)/2]
psi2 = [ b*x2^(1/2), (2^(1/2)*b^2*x2)/2]
Now taking an outer product, collecting all the elements and removing the 4 photon-pairs
term, we get the coefficients (creation operator parts) of the density matrix of the both
sources (i.e. ρ̂),
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psi = [ a*b*x1^(1/2)*x2^(1/2), (2^(1/2)*a*b^2*x1^(1/2)*x2)/2, (2^(1/2)*a^2*b*x1*x2^(1/2))/2]
%% Calculating cross terms for distinguishable case
psid = subs(psi, [a b], [as1 bs2]);
psid2 = collect(expand(psid), [c1 d1 c2 d2]);
Pdist = [];
for k1 = 1:length(psid2)





C_inc1 = zeros(1, Nterms);
C_ind1 = zeros(1, Nterms);
C_inc2 = zeros(1, Nterms);
C_ind2 = zeros(1, Nterms);
for k2 = 1:Nterms
C_inc1(k2) = feval(symengine, ’degree’, Pterms(k2), c1);
C_ind1(k2) = feval(symengine, ’degree’, Pterms(k2), d1);
C_inc2(k2) = feval(symengine, ’degree’, Pterms(k2), c2);







% Calculating the loss coefficients for detection
C_inc = C_inc1 + C_inc2;
alpha_c1c2 = sqrt( 1 - (1-eta_s).^C_inc );
alpha_c1c2(alpha_c1c2==0) = 1;
C_ind = C_ind1 + C_ind2;
alpha_d1d2 = sqrt( 1 - (1-eta_s).^C_ind );
alpha_d1d2(alpha_d1d2==0) = 1;
alpha_cd = alpha_c1c2.*alpha_d1d2;






% Calculating coincidence counts
Pcc = subs(Pdist, [c1 d1 c2 d2], [1 1 1 1]);
Pcc = Pcc.*alpha_cd.*F_cd;
Pterms = Pterms.*alpha_cd.*F_cd;
Pcross_terms = Pterms(Cross_index ~= 0);
Pcross_terms = subs(Pcross_terms, [c1 d1 c2 d2], [1 1 1 1]);
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Ppure_terms = Pterms(Cross_index == 0);




The above code first calculates all the 16 possible outcomes (Nterms) of the interferometer,
Pterms which matches with our calculations in the last section.






The terms C_inc1, C_inc2 etc stores the power/degree of each creation operator and Cross_index
separates the cross terms which contributes to the four-fold coincidences. The terms
alpha_cd and F_cd calculates the loss incurred by each term and the coefficient of each
term. The outcomes of the above piece of code are: Pcross_terms which contains all the
relevant cross terms from the above expression; Prob_cross_d which contains the total
probability for distinguishable photons,
Prob_cross_d = (abs(x1)*abs(x2))/2 + (3*abs(x1)*abs(x2)^2)/4 + (3*abs(x1)^2*abs(x2))/4
%% Calculating cross terms for indistinguishable case
psii = subs(psi, [a b], [as1 bs1]);
psii2 = collect(expand(psii), [c1 d1]); %3. No sum here due to statistical mixture
Pindist = [];
for k1 = 1:length(psii2)





Ci_inc1 = zeros(1, Nterms);
Ci_ind1 = zeros(1, Nterms);
for k2 = 1:Nterms
Ci_inc1(k2) = feval(symengine, ’degree’, Pterms(k2), c1);




% Calculating the loss coefficients for detection
alphai_c1 = sqrt( 1 - (1-eta_s).^Ci_inc1 );
alphai_c1(alphai_c1==0) = 1;
alphai_d1 = sqrt( 1 - (1-eta_s).^Ci_ind1 );
alphai_d1(alphai_d1==0) = 1;
alphai_cd = alphai_c1.*alphai_d1;




% Calculating coincidence counting
Pcc = subs(Pindist, [c1 d1], [1 1]);
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Pcc = Pcc.*alphai_cd.*Fi_cd;
Pterms = Pterms.*alphai_cd.*Fi_cd;
Pcross_terms = Pterms(Cross_index_id ~= 0);
Pcross_terms = subs(Pcross_terms, [c1 d1], [1 1]);
Ppure_terms = Pterms(Cross_index_id == 0);
Ppure_terms = subs(Ppure_terms, [c1 d1], [1 1]);
Similarly, all 10 possibilities of 4-fold coincidences are expressed by Pterms as can be
verified by the calculations of the last section,
Pterms =[ ((x1^(1/2)*x2^(1/2))/2)*c1^2, (-(x1^(1/2)*x2^(1/2))/2)*d1^2, ((x1^(1/2)*x2)/4)
*c1^3, (-(x1^(1/2)*x2)/4)*c1^2*d1, (-(x1^(1/2)*x2)/4)*c1*d1^2, ((x1^(1/2)*x2)/4)*d1^3,
((x1*x2^(1/2))/4)*c1^3, ((x1*x2^(1/2))/4)*c1^2*d1, (-(x1*x2^(1/2))/4)*c1*d1^2,
(-(x1*x2^(1/2))/4)*d1^3]
The final outcomes are Pcross_terms and Prob_cross_idwhich contains the total probability
of indistinguishable photons,




V = (1 - P_id/P_d);
If we substitute x1, x2 with x then we get the following expression of visibility in terms of
symbolic variable x,
Visibility = simplify(subs(1 - Prob_cross_id/Prob_cross_d, [x1 x2], [x x]))
Visibility = (2*abs(x) + 1)/(3*abs(x) + 1)
which is the same as Eq. E.45 with the no losses (ηi = ηs = 1).
E.1.3 Extending to at most ten photon-pairs using MatLab
The above code can be extended to investigate the effect of at most ten photon-pairs on
the raw visibility as done by [56] by only changing the second part of the code where the
relevant terms are retained after the outer product of the heralded density matrices of
the two sources,








The above code only keeps the upper triangular matrix of the outer product as can be
understood by Fig. E.1. Following the same codes of the last section for the rest of the
calculations we can evaluate the value of raw visibility for specific values of squeezing
strength and losses.
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Figure E.1: Choosing the correct terms in reduced density matrix
E.1.4 Extending the multi-pair effect to MZI with imperfect PIM circuit
using MatLab
The primary difference between MZI and HOM is the unitary matrix which now constitute
of two beam-splitters and a phase shifter in the middle. By varying the phase in this
unitary, we get the interference fringe corresponding to interference between two her-
alded photons. This interference also reveals the quality of the two-photon NOON state
and the effect of multi-pair emission.
The imperfection of the PIM circuit is easily implemented in the code by replacing the
50:50 beam-splitter matrix by a beam-splitter with arbitrary splitting ratio η.
function [P_id, P_d] = Visisibility_MZI_multi_pair_loss_phi(mu1,mu2,N,alpha,phi,eta)
syms x1 psi1 x2 psi2 rho k a b c1 c2 d1 d2 sc1
x1 = mu1; x2 = mu2;
DC = [sqrt(eta) sqrt(1-eta); -sqrt(1-eta) sqrt(eta)];
M_phi = [1 0; 0 exp(1i*phi)];
U = DC*M_phi*DC;
n = 1:N;
as1 = c1*U(1,1) + d1*U(1,2);
bs1 = c1*U(2,1) + d1*U(2,2);
bs2 = c2*U(2,1) + d2*U(2,2);
% heralding n idler photon with lumped efficiency eta_i, Pn = 1 -% (1-eta_i)^n
psi1 = (sqrt(x1).^n).*(a.^n./sqrt(factorial(n))).*sqrt(1 - (1-alpha).^n);
psi2 = (sqrt(x2).^n).*(b.^n./sqrt(factorial(n))).*sqrt(1 - (1-alpha).^n);
%% Choosing the correct terms from psi12
psi12_p = transpose(psi1)*psi2;
in_ab = ones(N,N);





%% Calculating cross terms for distinguishable case
psid = subs(psi, [a b], [as1 bs2]);
psid2 = collect(expand(psid), [c1 d1 c2 d2]);
Pdist = [];
for k1 = 1:length(psid2)
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% Separating cross terms from pure terms
C_inc1 = zeros(1, Nterms);
C_ind1 = zeros(1, Nterms);
C_inc2 = zeros(1, Nterms);
C_ind2 = zeros(1, Nterms);
for k2 = 1:Nterms
C_inc1(k2) = feval(symengine, ’degree’, Pterms(k2), c1);
C_ind1(k2) = feval(symengine, ’degree’, Pterms(k2), d1);
C_inc2(k2) = feval(symengine, ’degree’, Pterms(k2), c2);







% Calculating the loss coefficients for detection
C_inc = C_inc1 + C_inc2;
alpha_c1c2 = sqrt( 1 - (1-alpha).^C_inc );
alpha_c1c2(alpha_c1c2==0) = 1;
C_ind = C_ind1 + C_ind2;
alpha_d1d2 = sqrt( 1 - (1-alpha).^C_ind );
alpha_d1d2(alpha_d1d2==0) = 1;
alpha_cd = alpha_c1c2.*alpha_d1d2;






% Calculating coincidence counts
Pcc = subs(simplify(Pdist), [c1 d1 c2 d2], [1 1 1 1]);
Pcc = Pcc.*alpha_cd.*F_cd;
Pterms = Pterms.*alpha_cd.*F_cd;
Pcross_terms = Pterms(Cross_index ~= 0);
Pcross_terms = subs(Pcross_terms, [c1 d1 c2 d2], [1 1 1 1]);
Ppure_terms = Pterms(Cross_index == 0);




if (Prob_all == (Prob_cross_d + Prob_pure))
display(’Probability matched.’);
else
display(’Probability for dist. did not match’);
end
%% Calculating cross terms for indistinguishable case
psii = subs(psi, [a b], [as1 bs1]);
psii2 = collect(expand(psii), [c1 d1]); %3. No sum due to stat. mix.
Pindist = [];
for k1 = 1:length(psii2)
Pindist = [Pindist (children(psii2(k1)))];
end
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Pterms = simplify(Pindist);
Nterms = length(Pterms);
% Separating cross terms from pure terms
Ci_inc1 = zeros(1, Nterms);
Ci_ind1 = zeros(1, Nterms);
for k2 = 1:Nterms
Ci_inc1(k2) = feval(symengine, ’degree’, Pterms(k2), c1);




% Calculating the loss coefficients for detection
alphai_c1 = sqrt( 1 - (1-alpha).^Ci_inc1 );
alphai_c1(alphai_c1==0) = 1;
alphai_d1 = sqrt( 1 - (1-alpha).^Ci_ind1 );
alphai_d1(alphai_d1==0) = 1;
alphai_cd = alphai_c1.*alphai_d1;




% Calculating coincidence counting
Pcc = subs(Pindist, [c1 d1], [1 1]);
Pcc = Pcc.*alphai_cd.*Fi_cd;
Pterms = Pterms.*alphai_cd.*Fi_cd;
Pcross_terms = Pterms(Cross_index_id ~= 0);
Pcross_terms = subs(Pcross_terms, [c1 d1], [1 1]);
Ppure_terms = Pterms(Cross_index_id == 0);








if double(Prob_all - (Prob_cross_id + Prob_pure)) < 1e-10
display(’Probability matched.’);
else
fprintf(’Probability for indist. did not match, del(P)= %e ’,
double(Prob_all - (Prob_cross_id + Prob_pure)));
display(Prob_cross_id);
end
%P_id = double(subs(Prob_cross_id, [x1 x2], [mu1 mu2]));




The above code calculates the 4-fold events for a set phase of the unitary. If we vary the
phase and calculate the 4-folds, then we get a fringe, which is then used to estimate the
visibility,
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function [Vi,Vd, Pi, Pd, phi] = Visisibility_MZI_multi_pair_loss(mu1,mu2,N,eta,alpha)
format long g;
display(’MZI-loss.’);
phi = linspace(0.0001, 2*pi, 100) + pi;
Pi = zeros(1,length(phi));
Pd = Pi;
for k1 = 1:length(phi)








E.1.5 Implementing the source imperfection
Augmenting a second optical mode to the single-mode twin-beam squeezer, we get a multi-
mode twin-beam squeezer. If both of the heralded single-photon sources are multi-mode,
then the PIM can be implemented in two possible ways. In the first instant, both of the
sources can be thought as identical with identical optical modes. Otherwise, optical modes
of one of the sources can be expressed in terms of the other. In that case, the primary
optical mode of both of the sources will be the same but the second optical mode will be




phi_d = linspace(0.0001, 2*pi, 100) + pi;
syms x11 x12 x21 x22 psi1 psi2 phi ...
a11 a12 b21 b22 c11 c12 c21 c22 d11 d12 d21 d22 eta
eta = eta_u;
DC = [sqrt(eta) sqrt(1-eta); -sqrt(1-eta) sqrt(eta)];
M_phi = [exp(1i*phi/2) 0; 0 exp(-1i*phi/2)];
U = simplify(DC*M_phi*DC);
as11 = c11*U(1,1) + d11*U(1,2);
as12 = c12*U(1,1) + d12*U(1,2);
bs21 = c21*U(2,1) + d21*U(2,2);
bs22 = c22*U(2,1) + d22*U(2,2);
%% Determining the value of squeezing for each Schmidt mode
[mu11, mu12] = find_relative_n(mu1, r1);
x11 = mu11./(1+mu11); x12 = mu12./(1+mu12);
[mu21, mu22] = find_relative_n(mu2, r2);
x21 = mu21./(1+mu21); x22 = mu22./(1+mu22);
%% Truncating the source terms
n = 0:N;
% Determining the truncated terms
Ni = N + 1;
in_s = ones(Ni,Ni);
for k1 = 2:Ni
in_s(k1,(Ni-k1+2):Ni) = 0;
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% heralding at least 1 idler photon with lumped efficiency eta_i, Pn = 1 - (1-eta_i)^n
in_a11 = zeros(1, length(psi1));
in_a12 = zeros(1, length(psi1));
for k1 = 1:length(psi1)
in_a11(k1) = feval(symengine, ’degree’, psi1(k1), a11);
in_a12(k1) = feval(symengine, ’degree’, psi1(k1), a12);
end
in_a = in_a11 + in_a12;







% heralding at least 1 idler photon with lumped efficiency eta_i, Pn = 1 - (1-eta_i)^n
in_b21 = zeros(1, length(psi2));
in_b22 = zeros(1, length(psi2));
for k1 = 1:length(psi2)
in_b21(k1) = feval(symengine, ’degree’, psi2(k1), b21);
in_b22(k1) = feval(symengine, ’degree’, psi2(k1), b22);
end
in_b = in_b21 + in_b22;
P_heralding2 = 1 - (1-alpha).^in_b;
psi2 = psi2.*sqrt(P_heralding2);







for k1 = 1:in1
for k2 = 1:in2
In_a11(k1,k2) = feval(symengine, ’degree’, psi12_p(k1,k2), a11);
In_a12(k1,k2) = feval(symengine, ’degree’, psi12_p(k1,k2), a12);
In_b21(k1,k2) = feval(symengine, ’degree’, psi12_p(k1,k2), b21);
In_b22(k1,k2) = feval(symengine, ’degree’, psi12_p(k1,k2), b22);
end
end
in_ab = In_a11 + In_a12 + In_b21 + In_b22;
in_ab(in_ab > (N+1)) = 0;
in_ab(in_ab ~= 0) = 1;
psi_c = psi12_p.*in_ab;
psi = children(sum(sum(psi_c)));
%% Calculating cross terms for distinguishable case
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psid = subs(psi, [a11 a12 b21 b22], [as11 as12 bs21 bs22]);
psid2 = collect(expand(psid), [c11 c12 c21 c22 d11 d12 d21 d22]);
Pdist = [];
for k1 = 1:length(psid2)




% Separating cross terms from pure terms
C_inc11 = zeros(1, Nterms);
C_inc12 = zeros(1, Nterms);
C_ind11 = zeros(1, Nterms);
C_ind12 = zeros(1, Nterms);
C_inc21 = zeros(1, Nterms);
C_inc22 = zeros(1, Nterms);
C_ind21 = zeros(1, Nterms);
C_ind22 = zeros(1, Nterms);
for k2 = 1:Nterms
C_inc11(k2) = feval(symengine, ’degree’, Pterms(k2), c11);
C_inc12(k2) = feval(symengine, ’degree’, Pterms(k2), c12);
C_ind11(k2) = feval(symengine, ’degree’, Pterms(k2), d11);
C_ind12(k2) = feval(symengine, ’degree’, Pterms(k2), d12);
C_inc21(k2) = feval(symengine, ’degree’, Pterms(k2), c21);
C_inc22(k2) = feval(symengine, ’degree’, Pterms(k2), c22);
C_ind21(k2) = feval(symengine, ’degree’, Pterms(k2), d21);
C_ind22(k2) = feval(symengine, ’degree’, Pterms(k2), d22);
end
C_inc = C_inc11 + C_inc12 + C_inc21 + C_inc22;
C_ind = C_ind11 + C_ind12 + C_ind21 + C_ind22;
Cross_index_d = C_inc.*C_ind;
% Calculating the loss coefficients for detection
alpha_c = sqrt( 1 - (1-alpha).^C_inc );
alpha_c(alpha_c==0) = 1;
alpha_d = sqrt( 1 - (1-alpha).^C_ind );
alpha_d(alpha_d==0) = 1;
alpha_cd = alpha_c.*alpha_d;












% Calculating coincidence counts
Pcc = subs(Pdist, [c11 c12 d11 d12 c21 c22 d21 d22], [1 1 1 1 1 1 1 1]);
Pcc = Pcc.*alpha_cd.*F_cd;
Pterms = Pterms.*alpha_cd.*F_cd;
Pcross_terms = Pterms(Cross_index_d ~= 0);
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Pcross_terms = subs(Pcross_terms, [c11 c12 d11 d12 c21 c22 d21 d22], ...
[1 1 1 1 1 1 1 1]);
Ppure_terms = Pterms(Cross_index_d == 0);
Ppure_terms = subs(Ppure_terms, [c11 c12 d11 d12 c21 c22 d21 d22], ...
[1 1 1 1 1 1 1 1]);
Pd = zeros(1,length(phi_d));
for k4 = 1:length(phi_d)
Prob_all = double(sum(abs( subs(Pcc, phi, phi_d(k4)) ).^2));
Prob_pure = double(sum(abs( subs(Ppure_terms, phi, phi_d(k4)) ).^2));
Prob_cross_d = double(sum(abs( subs(Pcross_terms, phi, phi_d(k4)) ).^2));
if (Prob_all - (Prob_cross_d + Prob_pure)) < 1e-10
display(’Probability matched.’);
else
fprintf(’Probability for dist. did not match, del(P)= %e ’,...




%% Calculating cross terms for indistinguishable case
psii = subs(psid, [c21 c22 d21 d22], [c11 c12 d11 d12]);
psii2 = collect(expand(psii), [c11 c12 d11 d12]);
Pindist = [];
for k1 = 1:length(psii2)




% Separating cross terms from pure terms
Ci_inc11 = zeros(1, Nterms);
Ci_inc12 = zeros(1, Nterms);
Ci_ind11 = zeros(1, Nterms);
Ci_ind12 = zeros(1, Nterms);
for k2 = 1:Nterms
Ci_inc11(k2) = feval(symengine, ’degree’, Pterms(k2), c11);
Ci_inc12(k2) = feval(symengine, ’degree’, Pterms(k2), c12);
Ci_ind11(k2) = feval(symengine, ’degree’, Pterms(k2), d11);







% Calculating the loss coefficients for detection
Ci_inc = Ci_inc11 + Ci_inc12;
alphai_c = sqrt( 1 - (1-alpha).^Ci_inc );
alphai_c(alphai_c==0) = 1;
Ci_ind = Ci_ind11 + Ci_ind12;
alphai_d = sqrt( 1 - (1-alpha).^Ci_ind );
alphai_d(alphai_d==0) = 1;
alphai_cd = alphai_c.*alphai_d;
% Factorial coefficients when operated on vacuum
Fi_c11 = sqrt(factorial(Ci_inc11));
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% Calculating coincidence counting
Pcc = subs(Pindist, [c11 c12 d11 d12], [1 1 1 1]);
Pcc = Pcc.*alphai_cd.*Fi_cd;
Pterms = Pterms.*alphai_cd.*Fi_cd;
Pcross_terms = Pterms(Cross_index_id ~= 0);
Pcross_terms = subs(Pcross_terms, [c11 c12 d11 d12], [1 1 1 1]);
Ppure_terms = Pterms(Cross_index_id == 0);
Ppure_terms = subs(Ppure_terms, [c11 c12 d11 d12], [1 1 1 1]);
Pi = zeros(1,length(phi_d));
for k4 = 1:length(phi_d)
Prob_all = double(sum(abs( subs(Pcc, phi, phi_d(k4)) ).^2));
Prob_pure = double(sum(abs( subs(Ppure_terms, phi, phi_d(k4)) ).^2));
Prob_cross_id = double(sum(abs( subs(Pcross_terms, phi, phi_d(k4)) ).^2));
if (Prob_all - (Prob_cross_id + Prob_pure)) < 1e-10
display(’Probability matched.’);
else
fprintf(’Probability for indist. did not match, del(P)= %e ’, ...









function [mu11, mu12] = find_relative_n(nbar, r)
syms n11 positive;
mu11 = double(solve((1-r)*n11^2 + ( (1+r) - (1-r)*nbar )*n11 - nbar ));
mu12 = double( r*mu11./( 1 + (1-r)*mu11 ) );
end
E.2 Fitting the MZI fringe data
There are few ways to fit the PIM data as described below.
E.2.1 Fitting with multi-pair and multi-mode
The above code which implements Eq. 5.35, can be used to fit the raw PIM data obtained in
Chap. 6. The fitting parameters will be ηMZI , x1, x2, r1, r2, ηi, ηs and maximum 4-fold counts
Cmax. The above code is resource hungry to fit all of these parameters with the data,
especially, whenN > 3. The resource requirement is reduced by first performing a series of
measurements to determine: ηMZI by inputting classical light through the MZI and fitting
the output intensities and x1, x2, etai, ηs from brightnessmeasurements. The spectral purity
is determined by the ratio of the squeezing strengths of the Schmidt modes, represented
by r1, r2 which is assumed from the simulation from Chap. 5. Using these values for a
range of squeezing strength the maximum 4-fold counts Cmax is fitted to match the data.
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E.2.2 Fitting assuming multi-mode only
Assuming no multi-pair emission, the PIM data can be fitted as a weighted sum of com-
pletely indistinguishable photons and completely distinguishable photons,
phi_c = @(Y,theta) (Y(1)*(theta + Y(2)));
U11 = @(eta,phi) ( 1 + eta*(exp(1i*phi) - 1) );
U12 = @(eta,phi) ( sqrt(eta*(1-eta))*(exp(1i*phi) - 1) );
U21 = @(eta,phi) ( sqrt(eta*(1-eta))*(exp(1i*phi) - 1) );
U22 = @(eta,phi) ( exp(1i*phi) - eta*(exp(1i*phi) - 1) );
CC4F_fit_function = @(X, theta) ( X(1)*( X(2)*abs(U11(X(3),phi_c([X(4) X(5)],...
theta)).*U22(X(3),phi_c([X(4) X(5)],theta)) + U12(X(3),phi_c([X(4) X(5)],theta))...
.*U21(X(3),phi_c([X(4) X(5)],theta))).^2 + (1-X(2))*(abs(U11(X(3),phi_c([X(4) ...
X(5)],theta)).*U22(X(3),phi_c([X(4) X(5)],theta))).^2 + abs(U12(X(3),phi_c([X(4) ...






X0 = [0.93*Cmax eta_ov eta scaling theta0];
CC4F_test = CC4F_fit_function_2(X0, phase_res*pi);
[xfit,resnorm] = lsqcurvefit(CC4F_fit_function,X0,phase*pi,FF_S);
The fitting parameters for IME01 PIM data are,
ηMZI ηov Cmax θ0 scaling
39.191± 2.977 67.315± 10.988 242.7964±15.044 −0.7468±0.093 1.045± 0.026
Table E.1: Fitting parameters of IME01 PIM considering multi-mode only
E.2.3 Fitting assuming multi-pair only
Assuming nomulti-mode effect, the PIM data can be fitted as a weighted sum of single-pair
interference and multi-pair interference which is exactly out of phase,
CC4F_fit_function = @(X, theta) ( X(1)*( abs(U11(X(3),phi_c([X(4) X(5)],theta))...
.*U22(X(3),phi_c([X(4) X(5)],theta)) + U12(X(3),phi_c([X(4) X(5)],theta)).*U21(X(3),...
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