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SECANT PENALIZED BFGS: A NOISE ROBUST QUASI-NEWTON
METHOD VIA PENALIZING THE SECANT CONDITION
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Abstract. In this paper, we introduce a new variant of the BFGS method designed to perform
well when gradient measurements are corrupted by noise. We show that by treating the secant
condition using a penalty method approach, one can smoothly interpolate between updating the
inverse Hessian approximation with the original BFGS update formula and not updating the inverse
Hessian approximation. Furthermore, we find the curvature condition is smoothly relaxed as the
interpolation moves towards not updating the inverse Hessian approximation, disappearing entirely
when the inverse Hessian approximation is not updated. These developments allow us to develop
an algorithm we refer to as secant penalized BFGS (SP-BFGS) that allows one to relax the secant
condition based on the amount of noise in the gradient measurements. Mathematically, SP-BFGS
provides a means of incrementally updating the new inverse Hessian approximation with a controlled
amount of bias towards the previous inverse Hessian approximation. Practically speaking, this can
be used to help replace the overwriting nature of the BFGS update with an averaging nature that
resists the destructive effects of noise. We provide a convergence analysis of SP-BFGS, and present
numerical results illustrating the performance of SP-BFGS in the presence of noisy gradients.
Key words. Quasi-Newton Methods, Secant Condition, Penalty Methods, Noisy Optimization
AMS subject classifications. 49, 65
1. Introduction. Over the past 50 years, quasi-Newton methods have proved
to be some of the most economical and effective methods for a variety of optimization
problems. Originally conceived to provide the advantages of second order methods
without the full cost of Newton’s method, quasi-Newton methods, which are also
referred to as variable metric methods [20], are based on the observation that by
differencing observed gradients, one can calculate approximate curvature information.
This approximate curvature information can then be used to improve the speed of
convergence, especially in comparison to first order methods, such as gradient descent.
There are currently a variety of different quasi-Newton methods, with the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) method [5, 12, 14, 31] almost certainly being the
best known quasi-Newton method.
Modern quasi-Newton methods were developed for problems involving the op-
timization of smooth functions without constraints. The BFGS method is the best
known quasi-Newton method because in practice it has demonstrated superior perfor-
mance due to its very effective self-correcting properties [28]. Accordingly, BFGS has
since been extended to handle box constraints [7], and shown to be effective even for
some non-smooth optimization problems [23]. Furthermore, a limited memory version
of BFGS known as L-BFGS [24] has become a favourite algorithm for solving opti-
mization problems with a very large number of variables, as it avoids directly storing
approximate inverse Hessian matrices. However, BFGS and its relatives were not de-
signed to explicitly handle noisy optimization problems, and noise can unacceptably
degrade the performance of these methods.
The authors of [6] make the important observation that quasi-Newton updating
is inherently an overwriting process rather than an averaging process. Fundamen-
tally, differencing noisy gradients can produce harmful efffects because the resulting
approximate curvature information may be inaccurate, and this inaccurate curvature
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2 B. IRWIN, AND E. HABER
information may overwrite accurate curvature information. Newton’s method can
naturally be viewed as a local rescaling of coordinates so that the rescaled problem
is better conditioned than the original problem. Quasi-Newton methods attempt to
perform a similar rescaling, but instead of using the (inverse) Hessian matrix to ob-
tain curvature information for the rescaling, they use differences of gradients to obtain
curvature information. Thus, it should be unsurprising that inaccurate curvature in-
formation obtained from differencing noisy gradients can be problematic because it
means the resulting rescaling of the problem can be poor, and the conditioning of the
rescaled problem could be even worse than the conditioning of the original problem.
With the above in mind, several works have dealt with how to improve the per-
formance of quasi-Newton methods in the presence of noise. Many recent works focus
on the empirical risk minimization (ERM) problem, which is ubiquitous in machine
learning. For example, in [6] the authors propose a technique designed for the stochas-
tic approximation (SA) regime that employs subsampled Hessian-vector products to
collect curvature information pointwise and at spaced intervals, in contrast to the
classical approach of computing the difference of gradients at each iteration. This
work is built upon in [26], where the authors present a stochastic L-BFGS algorithm
that draws upon the variance reduction approach of [19]. In [32], the authors out-
line a stochastic damped limited-memory BFGS (SdLBFGS) method that employs
damping techniques used in sequential quadratic programming (SQP). A stochastic
block BFGS method that updates the approximate inverse Hessian matrix using a
sketch of the Hessian matrix is proposed in [15]. Further work on stochastic L-BFGS
algorithms, including convergence results, can be found in [30, 25, 34, 10].
Despite the importance of the ERM problem due to the current prevalence of
machine learning, there are still a variety of important noisy optimization problems
that arise in other contexts. In engineering design, numerical simulations are often
employed in place of conducting costly, if even feasible, physical experiments. In
this context, one tries to find optimal design parameters using the numerical simu-
lation instead of physical experiments. Some examples from aerospace engineering,
including interplanetary trajectory and wing design, can be found in [11, 21, 4]. Exam-
ples from materials engineering include stable composite design [1] and ternary alloy
composition [16], amongst others [27], while examples from electrical engineering in-
clude power system operation [35], hardware verification [13], and antenna design [22].
Apart from the analysis of the BFGS method with bounded errors in [33], there is
relatively little work on the behaviour of quasi-Newton methods in the presence of
general bounded noise. As optimizing noisy numerical simulations does not always fit
the framework of the ERM problem, analyses of the behaviour of quasi-Newton meth-
ods in the presence of general bounded noise are of practical value when optimizing
numerical simulations.
1.1. Contributions. Noise is inevitably introduced into machine learning prob-
lems due to the approximations required to handle large datasets, and numerical sim-
ulations due to the effects of finite precision arithmetic, and parts of the simulator
containing inherently stochastic components. In this paper, we return to the fun-
damental theory underlying the design of quasi-Newton methods, which allows us
to design a new variant of the BFGS method that explicitly handles the corrupting
effects of noise. We do this as follows:
1. In Section 2, we review the derivation of the original BFGS method, which
lays the foundation for Section 3.
2. In Section 3, we show how a penalty method can be used to relax the secant
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condition, and then apply this technique to the BFGS method. This creates
a new BFGS update formula that we refer to as secant penalized BFGS (SP-
BFGS), which reduces to the original BFGS update in a special case.
3. In Section 4, we present an algorithmic framework for practically implement-
ing SP-BFGS, and discuss implementation details.
4. In Section 5, we analyze the convergence properties of SP-BFGS on strongly
convex functions with bounded gradient noise, theoretically illustrating how
SP-BFGS updating can handle the corrupting effects of noisy gradients.
5. In Section 6, we study the practical performance of SP-BFGS by perform-
ing numerical experiments using a strongly convex test problem with noisy
gradients.
Finally, Section 7 concludes the paper and outlines directions for further work.
2. Mathematical Background. We begin our analysis by reviewing the deriva-
tion of BFGS, following the treatment and general notation in [28]. Throughout this
paper, ‖·‖ denotes the `2 norm.
2.1. BFGS. The BFGS method was originally designed to solve the following
unconstrained optimization problem
(2.1) min
x
{φ(x)}
with x ∈ Rn, φ : Rn 7→ R, and φ being a smooth twice continuously differentiable,
and non-noisy function. Below, we use the notational convention φk = φ(xk). We
begin by building a local quadratic model mk of the objective function φ at the k
th
iterate xk of the optimization procedure as follows
(2.2) mk(p) = φk +∇φTk p+
1
2
pTBkp
where p ∈ Rn is centred so that p = 0 corresponds to x = xk, and Bk is an n × n
symmetric, positive definite matrix that approximates the Hessian matrix, i.e. Bk ≈
∇2φk. Bk must be positive definite so that the local quadratic model has a unique
minimum. The derivative of this convex, local quadratic model is
(2.3) ∇pmk(p) = ∇φk + 1
2
(Bk +B
T
k )p = ∇φk +Bkp.
Note that ∇p denotes the gradient with respect to p, whereas ∇ denotes the gradient
with respect to x, and we have used that Bk = B
T
k because Bk is symmetric. By
setting the gradient of mk to zero, we see that the unique minimizer pk of this local
quadratic model is
(2.4) pk = −B−1k ∇φk
and thus it is natural to update the next iterate xk+1 as
(2.5) xk+1 = xk + αkpk
where αk is the step-size along the direction pk, which is often chosen using a line
search.
To avoid computing Bk from scratch at each iteration xk, we use the curvature
information from recent function evaluations to update Bk, and thus relatively eco-
nomically form Bk+1. As a result, we now impose the two conditions 2.6 and 2.7 on
the new quadratic model mk+1
(2.6) ∇pmk+1(0) = ∇φk+1,
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(2.7) ∇pmk+1(−αkpk) = ∇φk.
In words, the gradient of the new quadratic model mk+1 should match the gradient
of φ at both xk+1 and xk. Equation 2.6 is trivially satisfied, and Equation 2.7 gives
(2.8) ∇φk+1 − αkBk+1pk = ∇φk
which rearranges to
(2.9) Bk+1αkpk = ∇φk+1 −∇φk.
Now, define the two new quantities sk and yk as
(2.10) sk = xk+1 − xk = αkpk, yk = ∇φk+1 −∇φk.
Thus, we arrive at Equation 2.11, which is known as the secant condition
(2.11) Bk+1sk = yk.
In words, the secant condition dictates that the new approximate Hessian Bk+1 must
map the measured displacement sk into the measured difference of gradients yk. If
we denote the approximate inverse Hessian Hk = B
−1
k ≈ ∇2φ−1k , then the secant
condition can be equivalently expressed as Equation 2.12
(2.12) Hk+1yk = sk.
In words, the new approximate inverse Hessian Hk+1 must map the measured differ-
ence of gradients yk into the measured displacement sk.
As Hk+1 is not yet uniquely determined, to obtain the BFGS update formula, we
impose a minimum norm restriction. Specifically, we choose Hk+1 to be the solution
of the following quadratic program over matrices
(2.13) min
H
{
1
2
∣∣∣∣H −Hk∣∣∣∣2W}
subject to the two constraints
(2.14) H = HT (H is symmetric), Hyk = sk (Secant condition holds)
where || · ||W represents a weighted Frobenius norm with a symmetric weight matrix
W satisfying
(2.15) Wsk = yk.
For concreteness, here we can assume W = G¯k, where G¯k is the average Hessian
defined by
(2.16) G¯k =
∫ 1
0
∇2φ(xk + tαkpk)dt
and G¯ksk = yk because applying Taylor’s theorem to φ gives
(2.17) yk = ∇φ(xk + αkpk)−∇φ(xk) =
[ ∫ 1
0
∇2φ(xk + tαkpk)dt
]
αkpk = G¯ksk.
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Explicitly,
(2.18)
1
2
∣∣∣∣A∣∣∣∣2
W
=
1
2
Tr(WAWAT ) =
1
2
∣∣∣∣W 1/2AW 1/2∣∣∣∣2
F
.
Note that by the definition of the matrix square root (W 1/2W 1/2 = W ) and the cyclic
invariance property of the trace operator, we have
(2.19) Tr(WAWAT ) = Tr(W 1/2AW 1/2W 1/2ATW 1/2) =
∣∣∣∣W 1/2AW 1/2∣∣∣∣2
F
.
Also note that choosing W such that Equation 2.15 holds ensures that the resulting
method is invariant to the scaling of variables, which is a very desirable property.
To solve the quadratic program given by 2.13 and 2.14, we setup a Lagrangian L
involving the constraints. This gives the Lagrangian defined by Equation 2.20 below
(2.20) L = 1
2
Tr
(
W (H −Hk)W (H −Hk)T
)
+ Tr
(
(Hyk − sk)λT
)
+ Tr
(
Γ(H −HT )
)
where λ is a vector of Lagrange multipliers associated with the secant condition, and
Γ is a matrix of Lagrange multipliers associated with the symmetry condition. Taking
the derivative of the Lagrangian L with respect to H yields
(2.21)
∂L
∂H
= W (H −Hk)W + λyTk + ΓT − Γ
and so we have the Karush-Kuhn-Tucker (KKT) system defined by the three equa-
tions 2.22, 2.23, and 2.24 below
(2.22) W (H −Hk)W + λyTk + ΓT − Γ = 0
(2.23) Hyk − sk = 0
(2.24) H −HT = 0.
For brevity, we omit the details of the solution to the KKT system defined above
because it is a special case of the KKT system given in Theorem 3.1. For an alternative
solution technique, we refer the interested reader to [17], where the authors elegantly
formulate the problem within the vector space of symmetric matrices. The minimizer
H∗ = Hk+1 is given by the well known BFGS update formula
(2.25) Hk+1 =
(
I − sky
T
k
sTk yk
)
Hk
(
I − yks
T
k
sTk yk
)
+
sks
T
k
sTk yk
which, if we define the curvature parameter ρk =
1
sTk yk
, can be equivalently written as
(2.26) Hk+1 =
(
I − ρkskyTk
)
Hk
(
I − ρkyksTk
)
+ ρksks
T
k .
Applying the Sherman-Morrison-Woodbury formula [18] to the BFGS update
formula immediately above, one can also write the BFGS update in terms of the
approximate Hessian Bk = H
−1
k instead of the approximate inverse Hessian. Again,
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for brevity, the details are omitted because they are a special case of Theorem 3.4
shown later. The result is
(2.27) Bk+1 = Bk − Bksks
T
kBk
sTkBksk
+
yky
T
k
sTk yk
= Bk − Bksks
T
kBk
sTkBksk
+ ρkyky
T
k .
Observe that in order to ensure the updated approximate Hessian Bk+1 is positive
definite, we must enforce that
(2.28) sTkBk+1sk > 0.
Substituting Bk+1sk = yk from the secant condition, Equation 2.28 becomes
(2.29) sTk yk > 0
which is known as the curvature condition, as it is equivalent to
(2.30)
1
ρk
> 0.
Furthermore, as the inverse of a positive definite matrix is also positive definite,
ensuring that Bk+1 is positive definite also ensures that Hk+1 is positive definite and
vice versa.
3. Penalizing The Secant Condition. Having reviewed the construction of
the original BFGS method, we now show how a penalty method can be used to treat
the secant condition. This yields the SP-BFGS update.
3.1. SP-BFGS. The key change we make to derive SP-BFGS is to replace the
secant condition of Equation 2.12 with the following modified secant condition given
by Equation 3.1
(3.1) Hk+1yk = sk +
W−1λ
βk
where βk ∈ [0,∞] is a penalty parameter that dictates how tight the secant condition
must bind. One can intuitively think of βk as the cost of violating the secant condition.
Observe that as βk →∞, the cost of violating the secant condition approaches infinity,
and the modified secant condition reduces to the secant condition.
Following the derivation of the BFGS update, replacing the secant condition of
Equation 2.12 with the modified secant condition given by Equation 3.1 gives the
KKT system defined by Equations 3.2, 3.3, and 3.4 in Theorem 3.1.
Theorem 3.1 (SP-BFGS Update). The update formula defined by the minimizer
H∗ of the KKT system given by Equations 3.2, 3.3, and 3.4
(3.2) W (H −Hk)W + λyTk + ΓT − Γ = 0
(3.3) Hyk − sk − W
−1λ
βk
= 0
(3.4) H −HT = 0
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gives the SP-BFGS update
(3.5) Hk+1 =
(
I − ωkskyTk
)
Hk
(
I − ωkyksTk
)
+ ωk
[
γk
ωk
+ (γk − ωk)yTkHkyk
]
sks
T
k .
where
(3.6) γk =
1
(sTk yk +
1
βk
)
, ωk =
1
(sTk yk +
2
βk
)
.
Proof. To produce the SP-BFGS update from the KKT system of Theorem 3.1,
we first rearrange Equation 3.2, revealing that
(3.7) (H −Hk) = −W−1(λyTk + ΓT − Γ)W−1
and so the symmetry requirement that H = HT means transposing Equation 3.7 gives
(3.8) λyTk + Γ
T − Γ = (λyTk + ΓT − Γ)T = ykλT + Γ− ΓT
which rearranges to
(3.9) ΓT − Γ = 1
2
(ykλ
T − λyTk )
and so
(3.10) (H −Hk) = −1
2
W−1(ykλT + λyTk )W
−1.
Next, we right multiply Equation 3.10 by yk to get
(3.11) (H −Hk)yk = −1
2
W−1
(
ykλ
TW−1yk + λ(yTkW
−1yk)
)
and use the modified secant condition (3.3) to get that
(3.12) sk +
W−1λ
βk
−Hkyk = −1
2
W−1
(
ykλ
TW−1yk + λ(yTkW
−1yk)
)
.
We now left multiply both sides by −2W and rearrange, giving
(3.13) − 2W (sk −Hkyk) = ykλTW−1yk + λ
(
yTkW
−1yk +
2
βk
)
.
This can be rearranged so that λ is isolated, giving
(3.14) λ =
−2W (sk −Hkyk)− ykλTW−1yk
yTkW
−1yk + 2βk
= −2W (sk −Hkyk) + ykλ
TW−1yk
yTkW
−1yk + 2βk
.
To get rid of the λT on the right hand side, we first left multiply both sides by yTkW
−1,
and then transpose to get
(3.15) λTW−1yk = −2(sk −Hkyk)
T yk + (y
T
kW
−1yk)(λTW−1yk)
yTkW
−1yk + 2βk
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where we have taken advantage of the fact that the transpose of a scalar is just the
same scalar. This now allows us to solve for λTW−1yk using some basic algebra, and
resulting in
(3.16) λTW−1yk = − (sk −Hkyk)
T yk
yTkW
−1yk + 1βk
.
Substituting Equation 3.16 into Equation 3.14 gives
(3.17) λ =
yky
T
k (sk −Hkyk)
(yTkW
−1yk + 2βk )(y
T
kW
−1yk + 1βk )
− 2W (sk −Hkyk)
yTkW
−1yk + 2βk
.
Now, if we substitute the expression for λ in Equation 3.17 into Equation 3.10, after
some simplification we get
(3.18) (H −Hk) = 1
(yTkW
−1yk + 2βk )
[
(sk −Hkyk)yTkW−1 +W−1yk(sk −Hkyk)T
− y
T
k (sk −Hkyk)
(yTkW
−1yk + 1βk )
W−1ykyTkW
−1
]
.
Now, we further simplify by applying that Wsk = yk, and thus W
−1yk = sk, revealing
(3.19) H = Hk +
(sk −Hkyk)sTk + sk(sk −Hkyk)T
(yTk sk +
2
βk
)
− y
T
k (sk −Hkyk)
(yTk sk +
2
βk
)(yTk sk +
1
βk
)
sks
T
k
which, after a bit of algebra, reveals that the update formula solving the KKT system
defined by Equations 3.2, 3.3, and 3.4 can be expressed as
(3.20) H∗ = Hk − Hkyks
T
k + sky
T
kH
T
k
(yTk sk +
2
βk
)
+
[
yTk sk +
2
βk
+ yTkHkyk
(yTk sk +
2
βk
)(yTk sk +
1
βk
)
]
sks
T
k .
We can make Equation 3.20 look similar to the common form of the BFGS update
given in Equation 2.26 by defining the two quantities γk and ωk as in Equation 3.6
and observing that completing the square gives
(3.21) H∗ =
(
I − sky
T
k
(yTk sk +
2
βk
)
)
Hk
(
I − yks
T
k
(yTk sk +
2
βk
)
)
+
[
yTk sk +
2
βk
+ yTkHkyk
(yTk sk +
2
βk
)(yTk sk +
1
βk
)
− y
T
kHkyk
(yTk sk +
2
βk
)2
]
sks
T
k
which is equivalent to
(3.22) H∗ =
(
I − ωkskyTk
)
Hk
(
I − ωkyksTk
)
+ ωk
[
γk
ωk
+ (γk − ωk)yTkHkyk
]
sks
T
k .
At this point, a few notes are in order regarding the SP-BFGS update given by
Equation 3.5. First, observe that as βk → ∞, we have that ωk → ρk and γk → ρk.
As a result, as βk →∞, one recovers the original BFGS update. This observation is
expected given that the modified secant condition (3.1) reduces to the secant condition
(2.12) as βk → ∞. Second, also observe that as βk → 0, we have that ωk → 0
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and γk → 0. As a result, we see that in this case the SP-BFGS update reduces to
Hk+1 = Hk. This is again expected because as βk → 0, the cost of violating the
secant condition goes to zero, and the minimum norm symmetric update is simply
Hk+1 = Hk.
We now examine what the analog of the curvature condition (2.29) is for SP-
BFGS. By applying Lemma 3.2 to the modified secant condition (3.1), we are able to
prove the result in Theorem 3.3.
Lemma 3.2 (Modified Secant Condition Lagrange Multiplier).
(3.23) W−1λ = γk(Hkyk − sk)
Proof. Transposing Equation 3.16 gives
(3.24) yTkW
−1λ = − y
T
k (sk −Hkyk)
yTkW
−1yk + 1βk
and applying Equations 2.15 and 3.6 gives
(3.25) yTkW
−1λ = −γkyTk (sk −Hkyk)
and so
(3.26) W−1λ = −γk(sk −Hkyk) = γk(Hkyk − sk)
follows.
Theorem 3.3 (SP-BFGS Curvature Condition). To ensure that Hk+1 remains
positive definite given that Hk is positive definite, one must enforce the modified cur-
vature condition
(3.27) sTk yk > −
1
βk
.
Proof. To ensure that Hk+1 remains positive definite given that Hk is positive
definite, similar to Equation 2.28, we require that
(3.28) yTkHk+1yk > 0.
Following the derivation of the BFGS curvature condition (2.29), we substitute in the
modified secant condition (3.1) to get that
(3.29) yTk
[
sk +
W−1λ
βk
]
> 0.
Applying Lemma 3.2 shows that condition 3.29 is equivalent to
(3.30) yTk
[
sk +
γk(Hkyk − sk)
βk
]
> 0.
Now, some algebra shows that
yTk
[
sk +
γk(Hkyk − sk)
βk
]
= yTk sk +
1
1 + βkyTk sk
[
yTkHkyk − yTk sk
]
=
(
1− 1
1 + βkyTk sk
)
yTk sk +
(
1
1 + βkyTk sk
)
yTkHkyk
=
(
βky
T
k sk
1 + βkyTk sk
)
yTk sk +
(
1
1 + βkyTk sk
)
yTkHkyk
=
βk(y
T
k sk)
2 + yTkHkyk
1 + βkyTk sk
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and we also know that because Hk is positive definite, y
T
kHkyk > 0 for all yk 6= 0, by
definition βk ≥ 0, and by the definition of the square of a real number, (yTk sk)2 ≥ 0.
As a result,
(3.31) yTk
[
sk +
W−1λ
βk
]
=
βk(y
T
k sk)
2 + yTkHkyk
1 + βkyTk sk
> 0
is guaranteed only if the denominator 1 + βky
T
k sk is positive, which occurs when
(3.32) sTk yk > −
1
βk
.
The result in Theorem 3.3 warrants some discussion. First, the limiting behaviour
with respect to βk is consistent with Theorem 3.1. As βk →∞, condition 3.27 reduces
to the BFGS curvature condition (2.29). As βk → 0, condition 3.27 reduces to no
condition at all, as sTk yk > −∞ is always true. This is consistent with the observation
that when βk = 0, the minimum norm symmetric update is Hk+1 = Hk, and in this
case Hk+1 is guaranteed to be positive definite if Hk is positive definite, regardless of
sTk yk. Note that as a consequence of Lemma 3.2, the modified secant condition (3.1)
can now be expressed as
(3.33) Hk+1yk = sk +
γk(Hkyk − sk)
βk
=
(
βky
T
k sk
1 + βkyTk sk
)
sk +
(
1
1 + βkyTk sk
)
Hkyk
and so Hk+1yk is a convex combination of sk and Hkyk. Thus, Hk+1 interpolates the
current approximation Hk and the unmodified BFGS update, and as βk decreases, the
interpolation is increasingly biased towards the current approximation Hk. This be-
haviour is somewhat similar to the behaviour of Powell damping [29], although Powell
damping was introduced to handle approximating a potentially indefinite Hessian of
the Lagrangian in constrained optimization problems, and not noise.
We finish introducing the SP-BFGS update by applying the Sherman-Morrison-
Woodbury formula to Equation 3.5, which allows us to write the update in terms
of the approximate Hessian Bk instead of the approximate inverse Hessian Hk. The
result is given in Theorem 3.4.
Theorem 3.4 (SP-BFGS Inverse Update). The update formula given by Equa-
tion 3.5 can be written in terms of Bk = H
−1
k as
Bk+1 = Bk −
ωk
[(
(ωk−γk)yTk B−1k yk−
γk
ωk
)
Bksks
T
kBk+(1−ωksTk yk)(BkskyTk +yksTkBk)+ωk(sTkBksk)ykyTk
]
(
(ωk−γk)yTk B−1k yk−
γk
ωk
)(
ωksTkBksk
)
−(1−ωkyTk sk)2
.
Proof. The Sherman-Morrison-Woodbury formula says
(3.34) (A+ UCV )−1 = A−1 −A−1U(C−1 + V A−1U)−1V A−1.
Now, observe that the SP-BFGS update (3.5) can be written in the factored form
(3.35) Hk+1 = Hk + ωk
[
sk Hkyk
] [ γk( 1ωk + yTkHkyk) −1−1 0
] [
sTk
yTkHk
]
.
Applying the Sherman-Morrison-Woodbury formula (3.34) to the factored SP-BFGS
update (3.35) with
A = Hk, U = ωk
[
sk Hkyk
]
, C =
[
γk
(
1
ωk
+ yTkHkyk
) −1
−1 0
]
, V =
[
sTk
yTkHk
]
SECANT PENALIZED BFGS 11
yields
H−1k+1 = H
−1
k −H−1k ωk
[
sk Hkyk
]( [ γk( 1ωk + yTkHkyk) −1−1 0
]−1
+
[
sTk
yTkHk
]
H−1k ωk
[
sk Hkyk
])−1 [ sTk
yTkHk
]
H−1k .
Inverting C here gives
C−1 =
[
γk
(
1
ωk
+ yTkHkyk
) −1
−1 0
]−1
=
[
0 −1
−1 −γk
(
1
ωk
+ yTkHkyk
) ]
and we also have
V A−1U =
[
sTk
yTkHk
]
H−1k ωk
[
sk Hkyk
]
= ωk
[
sTk
yTkHk
] [
H−1k sk yk
]
=
[
ωks
T
kH
−1
k sk ωks
T
k yk
ωky
T
k sk ωky
T
kHkyk
]
which is just a 2× 2 matrix with real entries. Now, it becomes clear that
(C−1 + V A−1U) =
([
γk
(
1
ωk
+ yTkHkyk
) −1
−1 0
]−1
+
[
sTk
yTkHk
]
H−1k ωk
[
sk Hkyk
])
=
[
ωks
T
kH
−1
k sk −1 + ωksTk yk
−1 + ωkyTk sk ωkyTkHkyk − γk
(
1
ωk
+ yTkHkyk
) ] .
For notational compactness, let
D = (C−1 + V A−1U) =
[
ωks
T
kH
−1
k sk −1 + ωksTk yk
−1 + ωkyTk sk ωkyTkHkyk − γk
(
1
ωk
+ yTkHkyk
) ]
so
D−1 =
1
det(D)
[
ωky
T
kHkyk − γk
(
1
ωk
+ yTkHkyk
)
1− ωksTk yk
1− ωkyTk sk ωksTkH−1k sk
]
where the determinant of D is
det(D) =
(
ωky
T
kHkyk − γk
(
1
ωk
+ yTkHkyk
))(
ωks
T
kH
−1
k sk
)
− (1− ωkyTk sk)2
=
(
(ωk − γk)yTkHkyk −
γk
ωk
)(
ωks
T
kH
−1
k sk
)
− (1− ωkyTk sk)2
and we have used the fact that yTk sk = s
T
k yk, as this is a scalar quantity. Next,
U det(D)D−1V = ωk
[
sk Hkyk
] [ ωkyTk Hkyk − γk( 1ωk + yTk Hkyk) 1− ωksTk yk
1− ωkyTk sk ωksTkH−1k sk
][
sTk
yTk Hk
]
= ωk
[
sk Hkyk
] [ ωkyTk HkyksTk − γk( 1ωk + yTk Hkyk)sTk + (1− ωksTk yk)yTk Hk
(1− ωkyTk sk)sTk + ωksTkH−1k skyTk Hk
]
so U det(D)D−1V fully expanded becomes
ωk
[
sk
(
ωky
T
kHkyks
T
k − γk( 1ωk + yTkHkyk)sTk + (1− ωksTk yk)yTkHk
)
+Hkyk
(
(1− ωkyTk sk)sTk + ωksTkH−1k skyTkHk
)]
.
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This looks rather ugly at the moment, but we continue by breaking the problem down
further, noting that
sk
(
ωky
T
kHkyks
T
k − γk
(
1
ωk
+ yTkHkyk
)
sTk + (1− ωksTk yk)yTkHk
)
=(
(ωk − γk)yTkHkyk −
γk
ωk
)
sks
T
k + (1− ωksTk yk)skyTkHk
and
Hkyk
(
(1− ωkyTk sk)sTk + ωksTkH−1k skyTkHk
)
=
(1− ωkyTk sk)HkyksTk + ωkHkyk(sTkH−1k sk)yTkHk.
The above intermediate results further simplify U det(D)D−1V to
ωk
[(
(ωk − γk)yTkHkyk − γkωk
)
sks
T
k + (1− ωksTk yk)(skyTkHk +HkyksTk ) + ωkHkyk(sTkH−1k sk)yTkHk
]
.
Left and right multiplying the line immediately above by A−1 = H−1k gives
ωk
[(
(ωk − γk)yTkHkyk − γkωk
)
H−1k sks
T
kH
−1
k + (1− ωksTk yk)(H−1k skyTk + yksTkH−1k ) + ωkyk(sTkH−1k sk)yTk
]
and thus, after dividing out det(D) and applying Bk = H
−1
k , we arrive at the following
final formula
(3.36) Bk+1 = Bk −
ωk
[(
(ωk−γk)yTk B−1k yk−
γk
ωk
)
Bksks
T
kBk+(1−ωksTk yk)(BkskyTk +yksTkBk)+ωk(sTkBksk)ykyTk
]
(
(ωk−γk)yTk B−1k yk−
γk
ωk
)(
ωksTkBksk
)
−(1−ωkyTk sk)2
for the SP-BFGS inverse update.
Note that the limiting behaviour of Theorem 3.4 with respect to βk is again
consistent. As βk → ∞, we obtain the original BFGS inverse update (2.27), and
as βk → 0, we obtain Bk+1 = Bk. One complication with respect to the SP-BFGS
inverse update (3.36) is that Bk+1 cannot in general be expressed solely in terms of
Bk due to the presence of y
T
k B
−1
k yk (y
T
kHkyk) in the denominator.
4. Algorithmic Framework. We now outline an algorithmic framework for
practically implementing SP-BFGS updating. We consider a noisy function f that
can be decomposed as shown below
(4.1) f(x) = φ(x) + (x)
(4.2) ∇f(x) = ∇φ(x) + e(x).
In Equations 4.1 and 4.2, φ is a smooth twice continuously differentiable function
as in Section 2.1, and (x) is a random variable representing noise in the function
evaluations. Similarly, ∇φ is the gradient of the smooth function φ, while e(x) is a
random vector representing noise in the gradient evaluations. Similar decompositions
are used in [2, 13, 33].
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4.1. Minimization Routine. Algorithm 4.1 outlines a general procedure for
minimizing a noisy function f that can be decomposed in the form shown in Equa-
tions 4.1 and 4.2.
Algorithm 4.1 SP-BFGS Minimization Routine
1: procedure SP-BFGS-Minimize(f(x),∇f(x), x0, H0)
2: k ← 0
3: Hk ← H0
4: xk ← x0
5: while Not Converged do
6: pk ← −Hk∇fk
7: Choose step size αk
8: xk+1 ← xk + αkpk
9: sk ← xk+1 − xk
10: yk ← ∇fk+1 −∇fk
11: Choose penalty parameter βk
12: if sTk yk > − 1βk then
13: γk ← 1(sTk yk+ 1βk ) , ωk ←
1
(sTk yk+
2
βk
)
Hk+1 =
(
I − ωkskyTk
)
Hk
(
I − ωkyksTk
)
+ ωk
[
γk
ωk
+ (γk − ωk)yTkHkyk
]
sks
T
k
14: else
15: Trigger modified curvature condition failure recovery procedure
16: k ← k + 1
The inputs to the procedure in Algorithm 4.1 are a means of evaluating the noisy
objective function f(x) and gradient ∇f(x), the starting point x0, and an initial
inverse Hessian approximation H0. In the next several subsections, we elaborate
on how to choose αk and βk, as well as appropriate courses of action for when the
modified curvature condition fails.
4.2. Choosing The Penalty Parameter βk. As the choice of βk determines
how strongly to bias Hk+1 towards Hk, this parameter is fundamentally connected to
the amount of noise present in the measured gradients ∇fk+1 and ∇fk. In brief, if
the amount of noise present in the measured gradients is large, βk should be small,
and if the amount of noise present in the measured gradients is small, βk should be
large. To make this point more rigorous, we introduce the following assumption.
Assumption 4.1 (Uniform Gradient Noise Bound). There exists a non-negative
constant ¯g ≥ 0 such that
(4.3) ‖∇f(x)−∇φ(x)‖ = ‖e(x)‖ ≤ ¯g, ∀x ∈ Rn.
As ∇φ(x) is continuous, we have
(4.4) lim
sk→0
[∇φk+1 −∇φk] = 0.
However, due to the noise we do not in general have
(4.5) lim
sk→0
[∇fk+1 −∇fk] = 0.
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From the continuity of ∇φ(x), one can conclude that
(4.6) lim
sk→0
[ ‖∇fk+1 −∇fk‖ ] = ‖ek+1 − ek‖
and after applying Assumption 4.1 and the triangle inequality, that
(4.7) 0 ≤ ‖ek+1 − ek‖ ≤ 2¯g
so
(4.8) 0 ≤ lim
sk→0
[ ‖∇fk+1 −∇fk‖ ] ≤ 2¯g.
As a result, it is now formally clear that in the presence of bounded gradient noise,
sending sk to zero only bounds the difference of measured gradients within a ball with
radius dependent on the gradient noise bound ¯g.
As ∇fk+1 and ∇fk can be decomposed into smooth and noise components, so
can sTk yk, giving
(4.9) sTk yk = s
T
k y
smooth
k + s
T
k y
noise
k = s
T
k [∇φk+1 −∇φk] + sTk [ek+1 − ek].
In conjunction with the Cauchy-Schwarz inequality, Assumption 4.1 implies that
(4.10) − 2¯g ‖sk‖ ≤ sTk [ek+1 − ek] ≤ 2¯g ‖sk‖
and so we have the lower and upper bounds
(4.11) − 2¯g ‖sk‖+ sTk ysmoothk ≤ sTk yk ≤ sTk ysmoothk + 2¯g ‖sk‖ .
From (4.11), it is clear that the bound on the effect of the noise grows linearly with
‖sk‖. However, from (2.17), it is also clear that
(4.12) sTk y
smooth
k = s
T
k G¯ksk = O
( ‖sk‖2 )
and so
(4.13) sTk yk = O
( ‖sk‖2 )+O( ‖sk‖ )
where the O
( ‖sk‖2 ) term is due to the true curvature of the smooth function φ,
and the O
( ‖sk‖ ) term is due to noise. Thus, we have now discovered an important
general behaviour given Assumption 4.1. As ‖sk‖ dominates ‖sk‖2 as ‖sk‖ → 0, the
effects of noise can dominate the true curvature for small sk. Conversely, as ‖sk‖2
dominates ‖sk‖ as ‖sk‖ → ∞, the true curvature can dominate the effects of noise for
large sk.
Given the above analysis, a simple strategy for choosing βk is to make βk grow
linearly with ‖sk‖, such as
(4.14) βk =
1
Ns
‖sk‖
where Ns > 0 is a slope parameter. As ‖sk‖ → 0, Hk+1 → Hk, which is desirable
because the effects of noise likely dominate as ‖sk‖ → 0. Increasingly biasing Hk+1
towards Hk reduces how much Hk+1 can be corrupted by noise, and relaxes the
modified curvature condition (3.27), reducing the likelihood of needing to trigger a
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recovery procedure described in subsection 4.4. Also, as shown earlier, because ∇φ is
continuous, the true difference of gradients is guaranteed to go to zero as sk approaches
zero. As a result, without noise present, it is natural that Hk+1 → Hk as sk → 0. In
the presence of noise, we wish for this behaviour to be preserved. Informally, one can
intuitively think of wanting Hk to behave as an approximate average inverse Hessian,
and the averaging should remove the corrupting effects of noise, leaving Hk to behave
as if no noise were present. Similarly, as ‖sk‖ → ∞, βk → ∞, and one recovers the
BFGS update in the limit, which is desirable because the effects of noise are likely
dominated by the true curvature as ‖sk‖ → ∞. The slope parameter Ns dictates how
sensitive βk is to ‖sk‖, and should be set proportional to the gradient noise level (i.e.
¯g). Intuitively, if the gradient noise level is low, βk should grow quickly with ‖sk‖,
as the effect of noise diminishes quickly, and vice versa.
It may also be desirable to modify (4.14) to
(4.15) βk = max
{
1
Ns
‖sk‖ −No, 0
}
where No > 0 is an intercept parameter. The inclusion of No allows one to stop
updating Hk if ‖sk‖ is sufficiently small. For example, it may be desirable to stop
updating Hk when one is very close to a stationary point, as gradient measurements
are likely heavily dominated by noise.
4.3. Choosing The Step Size αk. Classically, during BFGS updating αk is
chosen to satisfy the Armijo-Wolfe conditions. As no noise is present in the classical
BFGS setting, we can write the Armijo condition, also known as the sufficient decrease
condition, as
(4.16) φk+1 ≤ φk + c1αk∇φTk pk
and the Wolfe condition, also known as the curvature condition, as
(4.17) ∇φTk+1pk ≥ c2∇φTk pk
where 0 < c1 < c2 < 1, with well known choices being c1 = 10
−4 and c2 = 0.9.
Observe that by adding ∇φTk pk to both sides of (4.17) and multiplying by αk, (4.17)
becomes
(4.18) yTk sk = [∇φk+1 −∇φk]Tαkpk ≥ (c2 − 1)∇φTk αkpk.
If pk is a descent direction then ∇φTk pk < 0, and combined with (c2 − 1) < 0 and
αk > 0, one sees that (4.18) implies
(4.19) yTk sk ≥ (c2 − 1)∇φTk sk > 0
so (4.17) effectively enforces (2.29) when no noise is present.
In the presence of noise, we argue that in general it no longer makes sense to
enforce the Wolfe condition (4.17). In the presence of noise, (4.17) becomes
(4.20) [∇φk+1 + ek+1]T pk ≥ c2[∇φk + ek]T pk
which can behave erratically once the noise vectors ek+1 and ek start to dominate
the gradient of φ. For example, the noise vectors ek+1 and ek can cause both sides of
(4.20) to erratically change sign, in which case whether or not the Wolfe condition is
satisfied can be governed by randomness more than anything else.
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We argue that because the SP-BFGS update allows one to relax the curvature
condition based on the value of βk as in the modified curvature condition (3.27), it is
appropriate to drop the Wolfe condition entirely and instead employ only a version
of the sufficient decrease condition when choosing αk.
4.4. Failed Curvature Condition Recovery Procedure. In the classical
BFGS scenario where no noise is present, the curvature condition (2.29) may fail if αk
is not chosen based on the Armijo-Wolfe conditions and φ is not strongly convex. One
of the most common strategies to handle this scenario is to skip the BFGS update (i.e.
set Hk+1 = Hk) when this occurs. However, this simple strategy has the downside
of potentially producing poor inverse Hessian approximations if updates are skipped
too frequently.
Conditionally skipping BFGS updates is an option in the presence of noise as well.
In addition to skipping BFGS updates when (2.29) fails, as described above, another
course of action sometimes recommended in the presence of noise is to replace (2.29)
with
(4.21) sTk yk ≥ ε ‖sk‖2
where ε > 0 is a small positive constant, and skip the BFGS update if (4.21) is not
satisfied. This strategy may be somewhat effective if ‖sk‖ is large, but reduces back
to the initial update skipping approach as ‖sk‖ → 0.
Unlike in the classical BFGS scenario, with SP-BFGS updating, in addition to
having the option of conditionally skipping updates, one can also alternatively relax
the curvature condition by decreasing βk if (3.27) fails. Thus, instead of skipping
the update if (3.27) fails, one can reduce βk, which has the effect of reducing the
magnitude of the update by increasing how biased Hk+1 is to Hk, until (3.27) no
longer fails. In the authors’ opinion, an approach based on reducing βk is superior to
a conditional update skipping approach, as an approach based on reducing βk never
entirely skips incorporating measured curvature information, but instead weights how
heavily the measured curvature information affects Hk+1.
5. Convergence Analysis. In this section, we discuss the convergence proper-
ties of SP-BFGS. First, it is important to note that for specific choices of the sequence
of penalty parameters βk, known convergence results already exist. Specifically, if
βk =∞ for all k, then SP-BFGS updating is equivalent to BFGS updating. Although
there are not many works on the convergence properties of BFGS updating in the
presence of uniformly bounded noise, such as in Assumption 4.1, in [33] the authors
provide convergence results for a BFGS variant that employs an Armijo-Wolfe line
search and lengthens the differencing interval in the presence of noise. At the other
extreme, if βk = 0 for all k, then one obtains a scaled gradient method for general
H0  0, and this becomes the gradient method when H0 = I. Convergence analyses
of the gradient method in the presence of uniformly bounded function and gradient
noise for both a fixed step size and backtracking line search are provided in [2].
Given that perhaps the defining feature of SP-BFGS updating is the ability to
vary βk at each iteration, we focus our attention on how varying βk can influence
convergence behaviour in this section. As a result, most of the ensuing analysis
centers around situations where the condition number of Hk can be bounded. We
do not employ the approach of bounding the cosine of the angle between the descent
direction pk and the negative gradient above zero, and then showing that the condition
number of Hk is bounded, which is similar to the approaches taken when no noise
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is present in [9, 8], and when noise is present in [33]. Although it may be possible
to apply the strategies employed in [9, 8, 33] to establish convergence results for SP-
BFGS, such an analysis is complicated enough that it is beyond the scope of this
initial paper.
Before continuing further, we introduce the following Assumption 5.1 that is cen-
tral to the proceeding analysis. We use the notation x? to denote the argument of
the unique minimum of φ, and we denote the unique minimum by φ? = φ(x?).
Assumption 5.1 (Strong Convexity of φ). The function φ ∈ C2 is twice continu-
ously differentiable and there exist positive constants 0 < m ≤M such that
(5.1) mI  ∇2φ(x) MI, ∀x ∈ Rn.
We also state a general result in Theorem 5.2 that establishes a region where noise
can dominate gradient measurements such that the measured gradient ∇f may not
provide a descent direction with respect to φ. Conversely, outside of this region ∇f
is guaranteed to provide a descent direction for φ.
Theorem 5.2 (Region Where Noise Can Dominate ∇φ). Suppose Assump-
tions 4.1 and 5.1, and the decomposition in (4.2) apply. The condition that the cosine
of the angle between the measured and true gradients always be bounded above zero,
which is equivalent to requiring ∇φ(x)T∇f(x) > 0 always hold, cannot be guaranteed
to hold once
(5.2) ‖∇φ(x)‖ ≤ ¯g
which occurs for all x in N1, where
(5.3) N1 =
{
x
∣∣ φ(x) ≤ φ? + ¯2g
2m
}
=
{
x
∣∣ ‖x− x?‖ ≤ ¯g
m
}
.
Proof. The angle condition expands to
(5.4) ∇φ(x)T∇f(x) = ∇φ(x)T [∇φ(x) + e(x)] = ‖∇φ(x)‖2 +∇φ(x)T e(x) > 0
and is thus equivalent to
(5.5) ‖∇φ(x)‖2 > −∇φ(x)T e(x).
Applying the Cauchy-Schwarz inequality and Assumption 4.1, we see that for the line
above to always be true, one needs that
(5.6) ‖∇φ(x)‖2 > ‖∇φ(x)‖ ¯g ≥ ‖∇φ(x)‖ ‖e(x)‖
which simplifies to
(5.7) ‖∇φ(x)‖ > ¯g.
Thus, if (5.7) is false, the angle condition can no longer be guaranteed to hold, and
(5.2) is true, completing the first part of the proof. Now, as φ is m-strongly convex
due to Assumption 5.1, by the definition of strong convexity it is true that
(5.8) φ? ≥ φ(x) +∇φ(x)T [x? − x] + m
2
‖x? − x‖2
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and so
(5.9) φ? ≥ φ(x) + min
v
{
∇φ(x)T v + m
2
‖v‖2
}
= φ(x)− 1
2m
‖∇φ(x)‖2 .
Hence,
(5.10) 2m(φ(x)− φ?) ≤ ‖∇φ(x)‖2 .
Squaring (5.2) and then combining it with (5.10) gives the first representation of N1 in
(5.3) after rearranging. The second representation of N1 is obtained by interchanging
x and x? in the application of the definition of strong convexity (5.8) and using the
first representation of N1 to get
(5.11)
m
2
‖x− x?‖2 ≤ φ(x)− φ? ≤ ¯
2
g
2m
which simplifies to the second representation of N1 in (5.3), completing the second
part of the proof.
5.1. Quasi-Newton Fixed Step Size Analysis. First, we consider a general
quasi-Newton method of the form
(5.12) xk+1 = xk − αHk∇fk
with constant step size α and Hk  0, and establish linear convergence to the region
where noise can dominate ∇φ (N1 in Theorem 5.2). The convergence result is given
in Theorem 5.3, which can be considered a quasi-Newton extension of Theorem 4.1
from [2].
Theorem 5.3 (Linear Convergence To N1 For Sufficiently Small Fixed α). Sup-
pose that Assumptions 4.1 and 5.1 hold. Further suppose that Hk is symmetric and
positive definite with ψI  Hk  ΨI, where 0 < ψ ≤ Ψ. Let {xk} be the iterates
generated by 5.12, where the constant step size α satisfies
(5.13) 0 < α ≤ ψ
Ψ2M
.
Then for all k such that xk /∈ N1, one has the Q-linear convergence result
(5.14) φk+1 −
[
φ? +
¯2g
2m
]
≤ (1− αψm)
(
φk −
[
φ? +
¯2g
2m
])
.
Similarly, for any x0 /∈ N1, one has the R-linear convergence result
(5.15) φk+1 − φ? ≤ (1− αψm)k
(
φ0 −
[
φ? +
¯2g
2m
])
+
¯2g
2m
.
Proof. As φ ∈ C2 by Assumption 5.1, applying Taylor’s theorem and using (5.12)
and strong convexity gives
φk+1 = φk +∇φTk [xk+1 − xk] +
1
2
[xk+1 − xk]T∇2φ(u)[xk+1 − xk]
≤ φk − α∇φTkHk∇fk +
α2M
2
‖Hk∇fk‖2
SECANT PENALIZED BFGS 19
where u is some convex combination of xk+1 and xk. Now, if xk /∈ N1, then from
the results of Theorem 5.2, ∇φTk∇fk > 0, and because Hk is positive definite,
∇φTkHk∇fk > 0. With this in hand, continuing to bound terms gives
φk+1 ≤ φk − αψ∇φTk [∇φk + ek] +
α2Ψ2M
2
‖∇φk + ek‖2
= φk − αΨ
(
ψ
Ψ
− αΨM
2
)
‖φk‖2 − αΨ
(
ψ
Ψ
− αΨM
)
∇φTk ek +
α2Ψ2M
2
‖ek‖2
≤ φk − αΨ
(
ψ
Ψ
− αΨM
2
)
‖φk‖2 + αΨ
(
ψ
Ψ
− αΨM
)
‖φk‖ ‖ek‖+ α
2Ψ2M
2
‖ek‖2
≤ φk − αΨ
(
ψ
Ψ
− αΨM
2
)
‖φk‖2 + αΨ
(
ψ
Ψ
− αΨM
)[
1
2
‖∇φk‖2 + 1
2
‖ek‖2
]
+
α2Ψ2M
2
‖ek‖2
where the last inequality follows from expanding
(5.16) 0 ≤
(
1√
2
‖∇φk‖ − 1√
2
‖ek‖
)2
=
1
2
‖∇φk‖2 − ‖∇φk‖ ‖ek‖+ 1
2
‖ek‖2
and using (5.13). Simplifying the last inequality reveals that
(5.17) φk+1 ≤ φk − αψ
2
‖φk‖2 + αψ
2
‖ek‖2 .
Since φ is m-strongly convex, we can apply
(5.18) ‖∇φk‖2 ≥ 2m(φk − φ?)
as shown in Theorem 5.2, which combined with (5.17) and Assumption 4.1 gives
(5.19) φk+1 ≤ φk − αψm(φk − φ?) + αψ
2
¯2g.
Subtracting φ? from both sides, we get
(5.20) φk+1 − φ? ≤ (1− αψm)(φk − φ?) + αψ
2
¯2g
which, by subtracting ¯2g/2m from both sides and simplifying, gives
φk+1 − φ? −
¯2g
2m
≤ (1− αψm)(φk − φ?) + αψ
2
¯2g −
¯2g
2m
= (1− αψm)(φk − φ?) + (αψm− 1)
¯2g
2m
= (1− αψm)
(
φk −
[
φ? +
¯2g
2m
])
thus establishing the Q-linear result (5.14). We obtain (5.15) by recursively applying
the worst case bound in (5.14), noting that in the worst case if x0 /∈ N1, then the
sequence of iterates {xk} remains outside of N1, only approaching N1 in the limit
k →∞.
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5.2. The Influence of βk on Hk+1. Having established the convergence re-
sults in Theorem 5.3, we now show how they are relevant to SP-BFGS updating.
Specifically, we examine how βk determines how much the maximum and mini-
mum eigenvalues σmax(Hk+1) and σmin(Hk+1) can change, which influences ψ and
Ψ when Theorem 5.3 is applied to SP-BFGS. In what follows, σ(H) denotes the
set of eigenvalues σ1, . . . , σn of the matrix H ∈ Rn×n. We begin by providing
upper bounds on σmax(Bk+1) and σmax(Hk+1) via Theorem 5.4. As Hk = B
−1
k ,
1/σmin(Hk+1) = σmax(Bk+1), and putting an upper bound on σmax(Bk+1) is equiv-
alent to putting a lower bound on σmin(Hk+1).
Theorem 5.4 (Eigenvalue Upper Bounds). The following upper bounds
(5.21) σmax(Hk+1) ≤ Tr(Hk+1) ≤
[(
1 + γk ‖yk‖ ‖sk‖
)2]
Tr(Hk) + γk ‖sk‖2
(5.22) σmax(Bk+1) ≤ Tr(Bk+1) ≤
[
1 + βk ‖yk‖ ‖sk‖
]
Tr(Bk) + γk ‖yk‖2
always hold.
Proof. Referring to Theorem 3.4, the trace of Bk+1 is given by
(5.23) Tr(Bk+1) = κ1 Tr(Bk) + κ2 ‖Bksk‖2 + 2κ3(yTk Bksk) + κ4 ‖yk‖2
where
(5.24) κ1 = 1, κ2 = − ωkDˆ
[Dˆ(ωksTkBksk)− (Eˆ)2]
,
(5.25) κ3 = − ωkEˆ
[Dˆ(ωksTkBksk)− (Eˆ)2]
, κ4 = − (ωk)
2sTkBksk
[Dˆ(ωksTkBksk)− (Eˆ)2]
with Dˆ and Eˆ defined as
(5.26) Dˆ =
[
(ωk − γk)(yTk B−1k yk)−
γk
ωk
]
, Eˆ = (1− ωksTk yk) =
2ωk
βk
.
We now observe that after applying some basic algebra, and recalling that Bk is
positive definite, one can deduce that for all βk ∈ [0,∞], the following bounds hold
(5.27) (ωk − γk) ≤ 0, 1 ≤ γk
ωk
≤ 2, Dˆ ≤ −1, 0 ≤ 2ωk
βk
≤ 1.
By minimizing the absolute value of the common denominator in κ2, κ3, and κ4 using
the bounds above, we can obtain the bounds
(5.28) − 1
sTkBksk
≤ κ2 ≤ 0, 0 ≤ κ4 ≤ ωk ≤ γk ≤ ρk
(5.29) 0 ≤ κ3 ≤ 2ωk
βk
1
sTkBksk +
2ωk
βk
2
βk
≤ βk
2
.
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As a result,
Tr(Bk+1) ≤ Tr(Bk) + 2κ3|yTk Bksk|+ κ4 ‖yk‖2(5.30)
≤ Tr(Bk) + βk ‖yk‖σmax(Bk) ‖sk‖+ γk ‖yk‖2(5.31)
and applying σmax(Bk) ≤ Tr(Bk) establishes (5.22). Similarly, referring to (3.20)
reveals the upper bound
(5.32) Tr(Hk+1) ≤ Tr(Hk) + 2ωk|yTkHksk|+
[
γk + ωkγk(y
T
kHkyk)
]
‖sk‖2 .
To establish (5.21), we apply σmax(Hk) ≤ Tr(Hk) and ωk ≤ γk to the line above, and
then factor. This completes the proof.
With Theorem 5.4 in hand, we are now ready to formalize that for any valid choice
of upper bounds on σmax(Hk+1) and σmax(Bk+1), there always exists a sufficiently
small βk that ensures these upper bounds hold. By valid choice, we emphasize that
the choice of upper bounds must respect positive definiteness. The result is stated in
Theorem 5.5.
Theorem 5.5 (Sufficiently Small βk). For any choice of constants C˜1 ≥ Tr(Hk)ν1
and C˜2 ≥ Tr(Bk)ν2 , where ν1, ν2 ∈ (0, 1], one can guarantee that the following pair of
bounds
(5.33) σmax(Hk+1) ≤ Tr(Hk+1) ≤ C˜1
(5.34) σmax(Bk+1) ≤ Tr(Bk+1) ≤ C˜2
hold by choosing βk such that when s
T
k yk > 0, (5.35) holds
(5.35) βk ≤ min
{√ ν1C˜1
Tr(Hk)
− 1
‖yk‖ ‖sk‖ ,
(1− ν1)C˜1
‖sk‖2
,
(1− ν2)C˜2
‖yk‖2
,
ν2C˜2
Tr(Bk)
− 1
‖yk‖ ‖sk‖
}
= βˆposk
and when sTk yk ≤ 0, (5.36) holds
(5.36) βk ≤ 11
βˆposk
− sTk yk
.
Proof. First, by observing that γk < βk when s
T
k yk > 0, and then applying this
observation to (5.21) and (5.22), we see that if one chooses βk such that the inequalities
(5.37)
[(
1 + βk ‖yk‖ ‖sk‖
)2]
Tr(Hk) ≤ ν1C˜1, βk ‖sk‖2 ≤ (1− ν1)C˜1
and
(5.38)
[
1 + βk ‖yk‖ ‖sk‖
]
Tr(Bk) ≤ ν2C˜2, βk ‖yk‖2 ≤ (1− ν2)C˜2
hold, then clearly (5.33) and (5.34) must hold. Now, using the definition of the
minimum operator, we see that the choice of βk given by (5.35) clearly guarantees all
the inequalities given by (5.37) and (5.38) hold. In contrast, when sTk yk ≤ 0, we no
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longer have that γk < βk, and instead have that γk ≥ βk. As a result, if one chooses
γk such that the inequalities
(5.39)
[(
1 + γk ‖yk‖ ‖sk‖
)2]
Tr(Hk) ≤ ν1C˜1, γk ‖sk‖2 ≤ (1− ν1)C˜1
and
(5.40)
[
1 + γk ‖yk‖ ‖sk‖
]
Tr(Bk) ≤ ν2C˜2, γk ‖yk‖2 ≤ (1− ν2)C˜2
hold, then clearly (5.33) and (5.34) must hold again. The inequalities given by (5.39)
and (5.40) are guaranteed to hold if γk ≤ βˆposk . From the definition of γk, it is clear
that γk ≤ βˆposk means 1(sTk yk+ 1βk ) ≤ βˆ
pos
k , and as s
T
k yk ≤ 0, this rearranges to (5.36).
Theorem 5.5 is important because it illustrates how to translate non-trivial bounds
on σmax(Hk+1) and σmax(Bk+1) into a non-trivial choice of βk. As a result of Theo-
rem 5.5, one formally sees how it is possible to ensure that σmax(Hk+1) is finite and
σmin(Hk+1) is bounded away from zero at each iteration k. As a sanity check, the
behaviour in Theorem 5.5 agrees with our intuition in the sense that decreasing βk
clearly directly decreases ωk and γk regardless of s
T
k yk, and so by (3.5), decreasing βk
decreases the change in Hk+1 compared to Hk. Furthermore, it is also intuitive that
βk may need to be smaller when the measured curvature is non-positive, as βk must
be small enough to ensure that γk is non-negative. Note that when Assumptions 4.1
and 5.1 hold, by (4.11), sTk yk > 0 is always guaranteed when ‖sk‖ > 2¯g/m. Finally,
as a result of Theorem 5.5, it is also now clear that if βk stays sufficiently small at
each iteration, and there exists some integer K such that βk = 0 for all k ≥ K, then
it is guaranteed that there exist non-zero constants ψ and Ψ such that ψI  Hk  ΨI
for all k, and thus Theorem 5.3 can be applied.
We conclude this section by providing some comments on the results. First,
standard BFGS updating corresponds to setting βk = ∞ for all k. As this is the
largest possible value of βk, one can no longer formally guarantee that σmax(Bk+1)
and σmax(Hk+1) are bounded at each iteration because s
T
k yk may become arbitrarily
close to zero due to the effects of noise. As we will see in the numerical experiments
in the following section, this can lead to noise essentially destroying Hk by causing it
to rapidly approach the zero matrix. Second, the condition that βk eventually goes
to zero may seem restrictive. We argue that this is mostly a theoretical issue. In
practice, the algorithm runs for only a finite number of iterations, and often performs
better than the worst case bounds used in the convergence analysis. Theoretically
speaking, the best worst case convergence rate here occurs when βk = 0 and Hk = I
always, which corresponds to the gradient method. However, in practice, we find
that setting βk as described in Section 4.2 outperforms the gradient method. This is
similar to how the provable convergence rate of L-BFGS is worse than the gradient
method, despite L-BFGS almost always exhibiting superior performance in practice.
Finally, the fixed step size condition in Theorem 5.3 may seem restrictive, but it is
possible to show that if one employs a backtracking line search, a sufficiently small
step will always be found at each iteration. As formalizing this result is beyond the
scope of this initial paper, the authors refer the reader to the analysis of the gradient
method with a backtracking line search in the presence of uniformly bounded noise
in [2].
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6. Numerical Experiments. In this section, we test Algorithm 4.1 on a test
problem similar to the one used in the numerical experiments section of [33]. The test
problem consists of the four-dimensional quadratic function given by
(6.1) φ(x) =
1
2
xTTx
where the eigenvalues of T are σ(T ) = {10−2, 1, 102, 104}. Consequently, the strong
convexity parameter is m = 10−2, the Lipschitz constant is M = 104, and the con-
dition number of the Hessian T is 106. Noise e(x) was added to the gradients by
uniformly sampling from the closed 2-norm ball ‖x‖ ≤ ¯g. For the experiments, we
chose ¯g = 1 for simplicity. As a result, in this scenario N1 from Theorem 5.2 becomes
(6.2) N1 =
{
x
∣∣ φ(x) ≤ 50} = {x ∣∣ ‖x‖ ≤ 100}.
No noise was added to the function evaluations (i.e. f(x) = φ(x) in (4.1)).
We implemented Algorithm 4.1 using the Julia programming language [3]. Fol-
lowing the discussion in Section 4.2, we set the penalty parameters via the formula
βk = ‖sk‖ + 10−10, which corresponds to a choice of Ns = 1 in (4.14). The 10−10
term was added as a small perturbation to provide numerical stability. The step
size αk was chosen using a backtracking line search based on the sufficient decrease
condition (4.16) with pk = −Hk∇fk, where ∇fk = ∇f(xk) is defined in (4.2), and
c1 = 10
−4. At each iteration, backtracking started from the initial step size α0 = 1,
decreasing by a factor of τ = 1/2 each time the sufficient decrease condition failed.
If the backtracking line search exceeded the maximum number of 75 backtracks, we
set αk = 0. However, the maximum number of backtracks was never exceeded during
the experiments below.
Algorithm 4.1 was initialized using the matrix and starting point
(6.3) H0 = I, x0 = 105 · [1, 1, 1, 1]T
given in (6.3), with
∥∥∇φ(x0)∥∥ ≈ 109. Figures 1, 2, and 3 compare the performance
of 30 independent runs of SP-BFGS vs. standard BFGS over 100 iterations. The
curvature condition failed an average of 24.1 total iterations per BFGS run, and 0.6
total iterations per SP-BFGS run. For the sake of comparability, both SP-BFGS and
BFGS skipped the update if the relevant curvature condition failed.
Fig. 1. Base 10 logarithm of the optimality gap vs. the iteration number k for 30 independent
runs. After 100 iterations, the SP-BFGS Algorithm 4.1 has an average log10(φ100 − φ?) of −5.21
while standard BFGS has an average log10(φ100 − φ?) of −1.08. Observe that both SP-BFGS and
BFGS enter N1, which corresponds to values less than log10(50) ≈ 1.7 on the y-axis, but SP-BFGS
makes more progress inside N1. Outside of N1, the performance of SP-BFGS and BFGS is almost
indistinguishable.
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Fig. 2. Base 10 logarithm of the 2-norm of the true gradient ∇φk vs. the iteration number k
for 30 independent runs. Note that the BFGS values vary more wildly than the SP-BFGS values.
Fig. 3. Base 10 logarithm of the condition number of the true Hessian ∇2φk scaled by the
approximate inverse Hessian Hk at each iteration k for 30 independent runs. As ideally one wants
Hk∇2φk = I, which has a condition number of 1, the ideal value on these plots is log10(1) = 0.
Observe how the BFGS approximation deteriorates massively once it enters N1, and how SP-BFGS
avoids this deterioration. From examining the BFGS Hk, the authors were able to determine that
in the region of deterioration, the values of the entries of Hk are often smaller than 10
−5.
7. Final Remarks. In this paper, we introduced a penalty method based ap-
proach that allows one to relax the secant condition. We showed that applying this
penalty method approach to the BFGS update produces a new update that we refer to
as SP-BFGS. We then theoretically argued that with an appropriate choice of penalty
parameter, SP-BFGS updating is robust to the effects of noise that can destroy the
performance of standard BFGS. We empirically validated this claim by performing
numerical experiments on a quadratic test function with noise added to the gradients.
We also analyzed the convergence properties of SP-BFGS on strongly convex functions
in the presence of noise. For this convergence analysis, we used a uniformly bounded
noise framework that does not rely on commonly used noise or variance reduction
techniques, and is well suited to the numerical simulation optimization context. This
analysis revealed that with appropriate choices of penalty parameter, it is possible to
guarantee that SP-BFGS is not corrupted arbitrarily badly by noise, unlike standard
BFGS, and that SP-BFGS approaches a neighbourhood of the solution. Although it
is not theoretically possible to guarantee that SP-BFGS reaches and makes progress
within this neighbourhood of the solution, numerical experiments demonstrate that
in practice it can. In future work, we intend to more thoroughly investigate the
performance of SP-BFGS on a wider variety of test problems, including non-convex
problems, and problems with noise in both function and gradient evaluations.
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