Механизмы управления в организационной системе, использующие субъективные оценки агента by Виноградов , Г.П.
УДК 519.859 
 
МЕХАНИЗМЫ УПРАВЛЕНИЯ В ОРГАНИЗАЦИОННОЙ СИСТЕМЕ, 
ИСПОЛЬЗУЮЩИЕ СУБЪЕКТИВНЫЕ ОЦЕНКИ АГЕНТА 
 
Г. П. Виноградов  
 
Введение 
Поведение человека как интеллектуального агента с учетом его субъективных 
представлений о ситуации выбора рассматривалось в работах [1,2], где было показано, что 
принимаемое решение агентом определяется его субъективными оценками компонент 
ситуации целеустремленного состояния.  Устойчивые черты субъекта проявляются в его 
действиях, которые являются результатом принятых им решений. Действия через 
поведение и эмоциональные переживания влияют на ситуацию целеустремленного 
состояния, изменяя ее. В свою очередь ситуация оказывает обратное воздействие на 
устойчивые черты личности субъекта, когда он, воспринимая и интерпретируя ее, 
изменяет свой опыт и поведение.  В указанных работах показано, что этот процесс может 
быть описан моделью следующего вида 
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где x – вектор характеристик окружения S, влияние которых агент принимает во 
внимание; oO  – множество возможных результатов желательных для агента; u – 
управление со стороны центра; tI  – структура представлений агента в момент t; М – 
доступное знание; EEE и  – интегральные оценки агента удельной ценности ситуации 
по результатам и затратам на их получение;  2,1, io
i
  – оценки максимального 
выигрыша по результату и эффективности, которые агент мог бы получить, выполняя 
другую работу. 
Модель (1) позволяет использовать качественную информацию, которая отражает 
переживания агента в процессах восприятия, осознания ситуации выбора, формирования 
представлений о ней и принятия им решений. Это в свою очередь требует разработки 
процедур  определения управления uU  центром, гарантирующем равновесие  между 
требованиями агента о получаемом им вознаграждении и требовании центра к 
продуктивности агента. 
1. Поведение агента в организационной системе 
Пусть центр имеет систему показателей z=f(o), o O, которую он рассматривает 
как способ оценки результатов деятельности агента. Полученные оценки используются 
центром для определения управления u=u(z)U. Без ограничения общности рассмотрим 
только один вид управления – мотивационное – y=w(z), где y – величина вознаграждения 
(сумма благ, предоставляемая агенту) в оценке центра. Возможные формы и модели 
стимулирования можно найти в работе [3]. Зависимость y=w(o) будем называть функцией 
вознаграждения (ФВ).  
Пусть Oo – допустимая область значений показателей деятельности агента, 
ограниченная технологическими, юридическими, административными и другими 
рамками. Область Oo содержит элемент o=0, соответствующий отказу от работы на 
данном рабочем месте. 
Если при фиксированной известной функции вознаграждения w(o) агент может 
построить некоторое множество o(w) Oˆ  возможных результатов деятельности, то 
можно предположить, что он будет выбирать конкретное значение o Oˆ  (при этом 
Oo Oˆ ≠ ). Будем считать, что его выбор будет выполняться в соответствии с описанной 
выше моделью принятия решений  
Обозначим через )),(max()( icisiEArgSiPag   максимально возможный 
выигрыш агента, если он будет трудиться под управлением данного центра, соглашаясь с 
условиями w(o). Чтобы 
ag
 достигал максимума на некотором множестве OwO )(ˆ , 
будем предполагать, что O замкнуто, ),,( ioicisiE  – монотонно возрастающая 
непрерывная функция, множество 0)(;ˆ   iEOio  не пусто и ограниченно при 
некотором 0 . Кроме того, будем считать, что функция удельной ценности по результату 
)(iE  полунепрерывна снизу, а функция удельной ценности по эффективности )(iEE  
полунепрерывна сверху. Эти предположения не противоречат экономическому смыслу O, 
)(iE  и )(iEE . 
Очевидно, что анализ взаимоотношений агента с данным центром должен 
учитывать его эмоциональную оценку получаемого вознаграждения w и его 
эмоциональное переживание от достигаемых результатов. Будем считать, что моральное 
удовлетворение от полученных результатов (когда оно от них зависит напрямую) будет 
учитываться в оценке удельной ценности целеустремленной ситуации по эффективности, 
понижая оценку затрат труда, и в оценке )( iE , повышая оценку удельной ценности 
ситуации целеустремленного состояния.  
Одной из возможных альтернатив поведения агента будет переход к другому 
центру. В этом случае он будет формировать обобщенную оценку 0  возможного 
максимального выигрыша у нового центра на основе своего личного опыта и полученной 
информации. 
Пусть 0ˆ  – оценка максимального выигрыша, который агент мог бы получить у 
других центров. Тогда, если 0ˆ)( ag , то агент выберет o(w) = 0, т. е. он примет решение 
о переходе к другому центру. 
При 0ˆаg  поведение агента зависит от его информированности о выигрышах 
центра. Пусть такая информированность у агента отсутствует. В этом случае, если агент 
принимает условия w, то его выигрыш будет .0ˆаg  Если он не примет эти условия и 
будет требовать более выгодных, то возможны две альтернативы: 1) центр сделает такое 
предложение (выигрыш агента возрастет); 2) центр не сделает его, тогда агент должен 
перейти к другому центру с выигрышем 0ˆ)( ag . Но поскольку агент не уверен, что 
центр выберет первую альтернативу, то в случае отказа агент в лучшем случае может 
рассчитывать на выигрыш )(ag  при условии перехода к другому центру. Следовательно, 
возможными стратегиями агента в условии отсутствия у него информированности о 
выигрыше центра будет 
)(0)( wOwo   при 0ˆаg , 0)( wo  при 0ˆаg .                                (2) 
Если )(0 wO  содержит более одного элемента, то выбор одного из них 
определяется личностными характеристиками агента, а также его представлениями о 
ситуации целеустремленного состояния. 
 
2. Поведение центра 
Модель принятия решений центром в целом аналогична рассмотренной выше 
модели принятия решений агентом. Будем считать, что у центра отсутствует собственный 
(не опосредованный агентом) результат деятельности, поэтому результат деятельности 
центра – это результат деятельности агента. Так как предпочтения центра U0() 
определены на множестве O0 возможных результатов деятельности агента, а последние 
зависят от действий агента и обстановки, то управление центра заключается в побуждении 
агента к выбору выгодных для себя действий. Рациональный выбор P() агента (см. выше) 
зависит от управляющих воздействий u()  U, используемых центром, то есть 
множество рационального выбора агента есть AP(u)  . Центр, делая предположения о 
модели поведения агента, может предсказать, что, если он использует управление u U, 
то агент выбирает одно из действий из множества P(u)  O.  
Будем считать, что центр оценивает эффективность функционирования системы 
через продуктивность деятельности агентов. Пусть p(o) – оценка центром результатов 
деятельности агента с показателями o (p(0) = 0). Способ оценки зависит от понимания и 
степени учета центром своих интересов и интересов агента, применяемой к нему системы 
оценки деятельности.  
Выигрыш, который получит центр от агента, применяя к нему определенную 
функцию вознаграждения y=w(o), равен разности его оценок фактической 
продуктивности и фактических затрат на вознаграждение агента, то есть p(o(w)) – w(o(w)), 
где o(w) – выбор агента согласно рассмотренной модели принятия решений. Если o(w) = 0 
(что означает переход агента к другому центру), то p(0) – w(0) = 0. Предположим, что 
центру известны интервальные оценки всех элементов модели принятия решений агентом 
(5). Пусть w такова, что 0ˆаg , т. е. агент согласен на условия w. Поскольку выбор 
агентом своих состояний o(w) из O(w) осуществляется в интервале возможных значений, 
то применение принципа гарантированного результата при используемой центром 
функции вознаграждения w позволит центру определить гарантированный выигрыш от 
данного агента 
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Если p(o) непрерывна, то минимум достигается. Пусть центр может выбирать 
любые функции вознаграждения, удовлетворяющие условию 0ˆаg . Тогда он выбором 
w будет стремиться получить максимальный гарантированный результат от агента 
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При сделанных предположениях относительно O, w, z существуют оптимальные 
функции вознаграждения w0. 
Пусть g1 – максимальный гарантированный выигрыш центра от других агентов, 
которых он рассматривает как возможных кандидатов. Эту величину центр 
рассматривает, как оценку своих возможностей подобрать замену данному агенту в случае 
его отказа от дальнейшего сотрудничества. Тогда максимальный гарантированный 
выигрыш центра составит max (g1, g), а оптимальная стратегия вознаграждения 
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Задачи агента (1) и центра (4) представляют собой частную модель игры с 
фиксированной последовательностью ходов (центр предлагает w, агент отвечает o). 
Общая постановка  и теория таких игр рассматривались в работах Гермейера Ю.Б. [4]  и 
развиты в работах Новикова Д.А. [5, 6]. Ниже будут использованы результаты этих работ 
применительно к исследуемой проблеме. 
Поскольку g1 и w
- центру известны, то его выигрыш и рациональное поведение 
полностью зависят от w0 и g. Выражение для g1 и частный вид w
- можно получить в 
терминах (1, 2, 4). 
Для любой w, такой, что 0ˆаg ,имеется пара значений )
~,~( yo , Oo ~ , для 
которых 0ˆаg и g(w) = p(o
~ ) – y. Такими значениями являются, согласно (1) и (3), 
ответ агента )(~ woo   и величина вознаграждения при этом ответе ))((~ wowy  . 
Наоборот, для любой пары значений )~,~( yo , таких, что Oo ~ и 0ˆаg , найдется 
функция вознаграждения w, для которой 0ˆаg , и ответ агента owo
~)(  . Значение w 
при этом ответе ywow ~))((   и поэтому g(w) = p( o~ ) – y~ . Примером такой функции 
вознаграждения является 
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Естественно предположить, что оценка удельной ценности целеустремленного 
состояния по )(yiE  является монотонной непрерывной функцией и, значит, имеет 
обратную функцию )(1 y
i
E  . Вследствие отмеченного выше соответствия между w и (o, 
y) 
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Обозначим )()0ˆ(
1 org   . Характеристику r(o) можно интерпретировать как 
минимальные требования агента к вознаграждению в точке, поскольку при w(o) < r(o) 
имеем 0ˆаg  и агент не выберет o в качестве своего ответа на w. Преобразуем с учетом 
этих соображений (6), получим 
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что позволяет достаточно просто вычислить максимальный гарантированный выигрыш 
центра от данного агента при известных p, r и O. Пусть максимум в (3) достигается на 
множестве OO 0 . Тогда оптимальная стратегия центра 0w , позволяющая получить ему 
g, определяется условиями 
)9(остальныхдля)()(0
)8(00некоторыхдля)0()0(0
Ooorow
Ooorow


 
Действительно, при такой функции вознаграждения из (8) следует, что 
0ˆ)(  аE , т. е. точки типа o
0 для агента приемлемы, в то время как (9) показывает, 
что остальные oO для него не приемлемы. Значит, ответ агента при функции 
вознаграждения w0 может быть только o(w0) = o0  O0. В таком случае выигрыш центра от 
стратегии w0 равен p(o(w0)) – w0(o(w0)) = p(a0) – r(a0) = 0ˆ  согласно (7), так как o
0 O0. 
Обратно, любая w0, оптимальная в смысле (), должна удовлетворять условию w0 ≥ r(o) для 
всех oO, поскольку при )o~r()o~(0w   для некоторых Oo~  ответ агента будет среди 
таких o~  и выигрыш центра станет меньше g. При нарушении условия (8) функция 
вознаграждения будет неприемлема для агента, а невыполнение (9) влечет возможность 
ответа агента o(w0)  O0 и уменьшение выигрыша центра. 
 
Заключение 
Стратегий центра существует бесконечное множество. Для их построения центру 
требуется знать оценку минимального требования агента к вознаграждению r(o). 
Поскольку эта величина зависит от его системы ценностей (как агент понимает ценность 
целеустремленного состояния по результату и эффективности), степени владения им 
способов действия и степени адекватности его представлений о целеустремленном 
состоянии, то для управления этой величиной за счет стимулирования, обучения и других 
видов управления центр должен знать эти компоненты модели поведения агента. В 
многошаговых играх оптимальной стратегией агента будет скрытие на начальном шаге 
своих резервов и последовательное их раскрытие в обмен на рост вознаграждения. Знание 
компонент ситуации выбора агента центром позволяет существенно ускорить этот 
процесс. 
 
 
