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EXPANSION OF ITERATED STRATONOVICH STOCHASTIC INTEGRALS OF
MULTIPLICITY 2. COMBINED APPROACH, BASED ON GENERALIZED
MULTIPLE AND REPEATED FOURIER SERIES
DMITRIY F. KUZNETSOV
Abstract. The article is devoted to the expansion of iterated Stratonovich stochastic
integrals of multiplicity 2 on the base of the combined approach of generalized multiple
and repeated Fourier series. We consider two different parts of the expansion of iterated
Stratonovich stochastic integrals. The mean-square convergence of the first part is proven
on the base of generalized multiple Fourier series, converging in the mean-square sense in
the space L2([t, T ]
2). The mean-square convergence of the second part is proven on the
base of generalized double repeated Fourier series, converging pointwise. At that, we prove
the iterated limit transition for the second part on the base of the classical theorems of
mathematical analysis. The results of the article can be applied to numerical integration of
Ito stochastic differential equations.
1. Introduction
Let (Ω, F, P) be a complete probability space, let {Ft, t ∈ [0, T ]} be a nondecreasing right-continous
family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which
is Ft-measurable for any t ∈ [0, T ].We assume that the components f
(i)
t (i = 1, . . . ,m) of this process
are independent.
Let us consider the following collections of iterated Stratonovich and Ito stochastic integrals
(1) J∗[ψ(2)]T,t =
∗T∫
t
ψ2(t2)
∗t2∫
t
ψ1(t1)dw
(i1)
t1 dw
(i2)
t2 ,
(2) J [ψ(2)]T,t =
T∫
t
ψ2(t2)
t2∫
t
ψ1(t1)dw
(i1)
t1 dw
(i2)
t2 ,
where every ψl(τ) (l = 1, 2) is a continuous nonrandom function at the interval [t, T ], w
(i)
τ = f
(i)
τ for
i = 1, . . . ,m and w
(0)
τ = τ, i1, . . . , ik = 0, 1, . . . ,m,
∗∫
and
∫
denote Stratonovich and Ito stochastic integrals, respectively.
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Further we will denote as {φj(x)}
∞
j=0 the complete orthonormal systems of Legendre polynomials
and trigonometric functions in the space L2([t, T ]). We will also pay attention on the following
well-known facts about these two systems of functions [1].
Suppose that the function f(x) is bounded at the interval [t, T ]. Moreover its derivative f ′(x) is
continuous function at the interval [t, T ] except may be for the finite number of points of the finite
discontinuity.
Then the Fourier series
∞∑
j=0
Cjφj(x), Cj =
T∫
t
f(x)φj(x)dx
converges at any internal point x of the interval [t, T ] to the value (f(x+ 0) + f(x− 0)) /2 and
converges uniformly to f(x) on any closed interval of continuity of the function f(x), laying inside
[t, T ]. At the same time the Fourier–Legendre series converges if x = t and x = T to f(t + 0) and
f(T − 0) correspondently, and the trigonometric Fourier series converges if x = t and x = T to
(f(t+ 0) + f(T − 0)) /2 in the case of periodic continuation of the function f(x).
2. Expansion of Iterated Stratonovich Stochastic Integrals of Multiplicity 2
The combined approach for the expansion of iterated Stratonovich stochastic integrals of multiplic-
ities 1 to 4, based on generalized multiple and repeated Fourier series has been considered in [2]-[4].
In this article we consider the case of second multiplicity of iterated Stratonovich stochastic integrals.
At that we prove the mean-square convergence of the expansion of iterated Stratonovich stochastic
integrals using the another method in comparison with the method from papers [2], [3].
Theorem 1 [2]-[4]. Suppose that the following conditions are met:
1. Every ψl(τ) (l = 1, 2) is a continuously differentiable nonrandom function at the interval [t, T ].
2. {φj(x)}
∞
j=0 is a complete orthonormal system of Legendre polynomials or system of trigonomet-
ric functions in the space L2([t, T ]).
Then, the iterated Stratonovich stochastic integral of the second multiplicity
J∗[ψ(2)]T,t =
∗∫
t
T
ψ2(t2)
∗∫
t
t2
ψ1(t1)dw
(i1)
t1 dw
(i2)
t2 (i1, i2 = 0, 1, . . . ,m)
is expanded into the converging in the mean-square sense multiple series
J∗[ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1ζ
(i1)
j1
ζ
(i2)
j2
,
where l.i.m. is a limit in the mean-square sense,
ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
are independent standard Gaussian random variables for various i or j (if i 6= 0),
Cj2j1 =
T∫
t
ψ2(t2)φj2 (t2)
t2∫
t
ψ1(t1)φj1 (t1)dt1dt2
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is the Fourier coefficient.
Remark 1. It should be noted that Theorem 1 is proved in [4] (see also [5]-[8]) and [9] (see also
[10]) in two different ways. The proof from [4] is based on double integration by parts while the proof
from [9] is based on the generalized multiple (double) Fourier series summable by Prinsheim method in
the square [t, T ]2. At that in [9] the double Fourier–Legendre series and double trigonometric Fourier
series have been considered. Below we consider the third way of the proof of Theorem 1 which is
simpler than the proofs from [4], [9] and based on the classical theorems of mathematical analysis.
Proof. Let us consider some auxiliary lemmas from [11] (see also [2], [4], [5], [7], [8], [12]-[17]). At
that we will consider the particular case of these lemmas for k = 2.
Consider the partition {τj}
N
j=0 of the interval [t, T ] such that
(3) t = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj → 0 if N →∞, ∆τj = τj+1 − τj .
Lemma 1 [2], [4], [5], [7], [8], [11]-[17]. Suppose that every ψl(τ) (l = 1, 2) is a continuous
nonrandom function at the interval [t, T ]. Then
(4) J [ψ(2)]T,t = l.i.m.
N→∞
N−1∑
j2=0
j2−1∑
j1=0
ψ1(τj1)ψ2(τj2)∆w
(i1)
τj1
∆w(i2)τj2 w. p. 1,
where J [ψ(2)]T,t is the stochastic integral (2), ∆w
(i)
τj = w
(i)
τj+1 −w
(i)
τj (i = 0, 1, . . . ,m), {τj}
N
j=0 is the
partition of the interval [t, T ], satisfying the condition (3); hereinafter w. p. 1 means with probability
1.
Let us define the following multiple stochastic integral
(5) l.i.m.
N→∞
N−1∑
j1,j2=0
Φ (τj1 , τj2)∆w
(i1)
τj1
∆w(i2)τj2
def
= J [Φ]
(2)
T,t,
where Φ(t1, t2) is a nonrandom bounded function, ∆w
(i)
τj = w
(i)
τj+1 −w
(i)
τj (i = 0, 1, . . . ,m), {τj}
N
j=0 is
the partition of the interval [t, T ], satisfying the condition (3).
Suppose that D2 = {(t1, t2) : t ≤ t1 < t2 ≤ T }. We will write Φ(t1, . . . , tk) ∈ C(D2), if Φ(t1, t2)
is a continuous in the closed domain D2 or continuous in the open domain D2 and bounded on its
border (for the second case) nonrandom function of two variables.
Let us consider the iterated Ito stochastic integral
I[Φ]
(2)
T,t
def
=
T∫
t
t2∫
t
Φ(t1, t2)dw
(i1)
t1 dw
(i2)
t2 ,
where Φ(t1, t2) ∈ C(D2).
It is easy to check that stochastic integral I[Φ]
(2)
T,t exists as the Ito stochastic integral in the mean-
square sense, if the following condition is met
T∫
t
t2∫
t
Φ2(t1, t2)dt1dt2 <∞.
Lemma 2 [2], [4], [5], [7], [8], [11]-[17]. Suppose that Φ(t1, t2) ∈ C(D2). Then
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(6) I[Φ]
(2)
T,t = l.i.m.
N→∞
N−1∑
jk=0
j2−1∑
j1=0
Φ(τj1 , τjk)∆w
(i1)
τj1
∆w(i2)τj2 w. p. 1,
where ∆w
(i)
τj = w
(i)
τj+1 −w
(i)
τj (i = 0, 1, . . . ,m), {τj}
N
j=0 is the partition of the interval [t, T ], satisfying
the condition (3).
Lemma 3 [2], [4], [5], [7], [8], [11]-[17]. Suppose that every ϕl(s) (l = 1, 2) is a continuous
nonrandom function at the interval [t, T ]. Then
(7) J [ϕ1]T,tJ [ϕ2]T,t = J [Φ]
(2)
T,t w. p. 1,
where
Φ(t1, t2) = ϕ1(t1)ϕ2(t2), J [ϕl]T,t =
T∫
t
ϕl(s)dw
(il)
s (l = 1, 2)
and the integral J [Φ]
(2)
T,t is defined by the equality (5), i1, i2 = 0, 1, . . . ,m.
In accordance to the standard relations between Stratonovich and Ito stochastic integrals w. p. 1
we have
(8) J∗[ψ(2)]T,t = J [ψ
(2)]T,t +
1
2
1{i1=i2 6=0}
T∫
t
ψ1(t1)ψ2(t1)dt1,
where 1A is the indicator of the set A.
Let us define the function K∗(t1, t2) at the square [t, T ]
2
(9) K∗(t1, t2) = ψ1(t1)ψ2(t2)
(
1{t1<t2} +
1
2
1{t1=t2}
)
= K(t1, t2) +
1
2
ψ1(t1)ψ2(t1),
where
K(t1, t2) =


ψ1(t1)ψ2(t2), t1 < t2
0, otherwise
, t1, t2 ∈ [t, T ]
and 1A is the indicator of the set A.
Lemma 4 [2]-[5], [7], [8]. In the conditions of Theorem 1 the following relation
(10) J [K∗]
(2)
T,t = J
∗[ψ(2)]T,t
is valid w. p. 1, where J [K∗]
(2)
T,t is defined by the equality (5).
Proof. Substituting (9) into (5) and using Lemmas 1 and 2 it is easy to see that w. p. 1
(11) J [K∗]
(2)
T,t = J [ψ
(2)]T,t +
1
2
1{i1=i2 6=0}
T∫
t
ψ1(t1)ψ2(t1)dt1 = J
∗[ψ(2)]T,t.
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Let us consider the following generalized double Fourier sum
p1∑
j1=0
p2∑
j2=0
Cj2j1φj1 (t1)φj2 (t2),
where Cj2j1 is the Fourier coefficient of the form
(12) Cj2j1 =
∫
[t,T ]2
K∗(t1, t2)φj1 (t1)φj2 (t2)dt1dt2.
Let us subsitute the relation
K∗(t1, t2) =
p1∑
j1=0
p2∑
j2=0
Cj2j1φj1 (t1)φj2 (t2) +K
∗(t1, t2)−
p1∑
j1=0
p2∑
j2=0
Cj2j1φj1(t1)φj2 (t2)
into J [K∗]
(2)
T,t. At that we suppose that p1, p2 <∞.
Then using Lemma 3 we obtain
(13) J∗[ψ(2)]T,t =
p1∑
j1=0
p2∑
j2=0
Cj2j1ζ
(i1)
j1
ζ
(i2)
j2
+ J [Rp1p2 ]
(2)
T,t w. p. 1,
where the stochastic integral J [Rp1p2 ]
(2)
T,t is defined in accordance with (5) and
(14) Rp1p2(t1, t2) = K
∗(t1, t2)−
p1∑
j1=0
p2∑
j2=0
Cj2j1φj1(t1)φj2 (t2),
ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s ,
J [Rp1p2 ]
(2)
T,t =
T∫
t
t2∫
t
Rp1p2(t1, t2)dw
(i1)
t1 dw
(i2)
t2 +
T∫
t
t1∫
t
Rp1p2(t1, t2)dw
(i2)
t2 dw
(i1)
t1 +
+1{i1=i2 6=0}
T∫
t
Rp1p2(t1, t1)dt1.
Let us consider the case i1, i2 6= 0 (another cases can be considered absolutely analogously). Using
standard properties and evaluations for the moments of stochastic integrals [18], we obtain
M
{(
J [Rp1p2 ]
(2)
T,t
)2}
=
= M



 T∫
t
t2∫
t
Rp1p2(t1, t2)dw
(i1)
t1 dw
(i2)
t2 +
T∫
t
t1∫
t
Rp1p2(t1, t2)dw
(i2)
t2 dw
(i1)
t1


2

+
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+1{i1=i2 6=0}

 T∫
t
Rp1p2(t1, t1)dt1


2
≤
≤ 2

 T∫
t
t2∫
t
(Rp1p2(t1, t2))
2 dt1dt2 +
T∫
t
t1∫
t
(Rp1p2(t1, t2))
2 dt2dt1

+
+1{i1=i2 6=0}

 T∫
t
Rp1p2(t1, t1)dt1


2
=
(15) = 2
∫
[t,T ]2
(Rp1p2(t1, t2))
2
dt1dt2 + 1{i1=i2 6=0}

 T∫
t
Rp1p2(t1, t1)dt1


2
.
We have ∫
[t,T ]2
(Rp1p2(t1, t2))
2
dt1dt2 =
=
∫
[t,T ]2
(
K∗(t1, t2)−
p1∑
j1=0
p2∑
j2=0
Cj2j1φj1 (t1)φj2 (t2)
)2
dt1dt2 =
=
∫
[t,T ]2
(
K(t1, t2)−
p1∑
j1=0
p2∑
j2=0
Cj2j1φj1 (t1)φj2 (t2)
)2
dt1dt2.
The function K(t1, t2) is sectionally continuous in the square [t, T ]
2. At this situation it is well
known that the generalized multiple Fourier series of function K(t1, t2) ∈ L2([t, T ]
2) is converging to
this function in the square [t, T ]2 in the mean-square sense, i.e.
lim
p1,p2→∞
∥∥∥∥∥K(t1, t2)−
p1∑
j1=0
p2∑
j2=0
Cj2j1
2∏
l=1
φjl(tl)
∥∥∥∥∥ = 0,
where
‖f‖ =

 ∫
[t,T ]2
f2(t1, t2)dt1dt2


1/2
.
So, we obtain
(16) lim
p1,p2→∞
∫
[t,T ]2
(Rp1p2(t1, t2))
2 dt1dt2 = 0.
Note that
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T∫
t
Rp1p2(t1, t1)dt1 =
=
T∫
t

1
2
ψ1(t1)ψ2(t1)−
p1∑
j1=0
p2∑
j2=0
Cj2j1φj1(t1)φj2 (t1)

 dt1 =
=
1
2
T∫
t
ψ1(t1)ψ2(t1)dt1 −
p1∑
j1=0
p2∑
j2=0
Cj2j1
T∫
t
φj1 (t1)φj2 (t1)dt1 =
=
1
2
T∫
t
ψ1(t1)ψ2(t1)dt1 −
p1∑
j1=0
p2∑
j2=0
Cj2j11{j1=j2} =
(17) =
1
2
T∫
t
ψ1(t1)ψ2(t1)dt1 −
min{p1,p2}∑
j1=0
Cj1j1 .
From (17) we obtain
lim
p1→∞
lim
p2→∞
T∫
t
Rp1p2(t1, t1)dt1 =
=
1
2
T∫
t
ψ1(t1)ψ2(t1)dt1 − lim
p1→∞
p1∑
j1=0
Cj1j1 =
=
1
2
T∫
t
ψ1(t1)ψ2(t1)dt1 −
∞∑
j1=0
Cj1j1 =
(18) = lim
p1,p2→∞
T∫
t
Rp1p2(t1, t1)dt1.
If we prove the following relation
(19) lim
p1→∞
lim
p2→∞
T∫
t
Rp1p2(t1, t1)dt1 = 0,
then from (18) we obtain
(20)
1
2
T∫
t
ψ1(t1)ψ2(t1)dt1 =
∞∑
j1=0
Cj1j1 ,
(21) lim
p1,p2→∞
T∫
t
Rp1p2(t1, t1)dt1 = 0.
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From (15), (16) and (21) we come to
lim
p1,p2→∞
M
{(
J [Rp1p2 ]
(2)
T,t
)2}
= 0
and Theorem 1 will be proven.
In [4] (Theorem 5.3, P. A.294), [7] (Theorem 3, P. A.59), [9], [10] (Theorem 6) we proved (20).
However, here we consider another and more simple proofs of the relation (20).
Let us expand the function K∗(t1, t2) (see (9)) using the variable t1, when t2, is fixed, into the
generalized Fourier series at the interval (t, T )
(22) K∗(t1, t2) =
∞∑
j1=0
Cj1 (t2)φj1 (t1) (t1 6= t, T ),
where
Cj1(t2) =
T∫
t
K∗(t1, t2)φj1 (t1)dt1 = ψ2(t2)
t2∫
t
ψ1(t1)φj1 (t1)dt1.
The equality (22) is executed pointwise in each point of the interval (t, T ) according to the variable
t1, when t2 ∈ [t, T ] is fixed, due to sectionally smoothness of the function K
∗(t1, t2) according to the
variable t1 ∈ [t, T ] (t2 is fixed).
Note that due to well-known properties of the Fourier–Legendre series as well as the trigonometric
Fourier series, the series (22) converges when t1 = t, T .
Obtaining (22) we also used the fact that the right-hand side of (22) converges when t1 = t2 (point
of the finite discontinuity of the function K(t1, t2)) to the value
1
2
(K(t2 − 0, t2) +K(t2 + 0, t2)) =
1
2
ψ1(t2)ψ2(t2) = K
∗(t2, t2).
The function Cj1(t2) is a continuously differentiable one at the interval [t, T ]. Let us expand it
into the generalized Fourier series at the interval (t, T )
(23) Cj1(t2) =
∞∑
j2=0
Cj2j1φj2(t2) (t2 6= t, T ),
where
Cj2j1 =
T∫
t
Cj1(t2)φj2(t2)dt2 =
T∫
t
ψ2(t2)φj2 (t2)
t2∫
t
ψ1(t1)φj1 (t1)dt1dt2
and the equality (23) is executed pointwise at any point of the interval (t, T ) (the right-hand side of
(23) converges when t2 = t, T ).
Let us substitute (23) into (22)
(24) K∗(t1, t2) =
∞∑
j1=0
∞∑
j2=0
Cj2j1φj1(t1)φj2 (t2), (t1, t2) ∈ (t, T )
2.
Moreover the series on the right-hand side of (24) converges at the boundary of the square [t, T ]2.
From (14) and (24) we obtain
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(25) lim
p1→∞
lim
p2→∞
Rp1p2(t1, t1) = 0, t1 ∈ (t, T ).
Let ε > 0 be a fixed positive number. For fixed p1, p2 we have
0 ≤
∣∣∣∣∣∣
T∫
t
Rp1p2(t1, t1)dt1
∣∣∣∣∣∣ =
=
∣∣∣∣∣∣
t+ε∫
t
Rp1p2(t1, t1)dt1 +
T−ε∫
t+ε
Rp1p2(t1, t1)dt1 +
T∫
T−ε
Rp1p2(t1, t1)dt1
∣∣∣∣∣∣ ≤
≤
t+ε∫
t
|Rp1p2(t1, t1)| dt1 +
T−ε∫
t+ε
|Rp1p2(t1, t1)| dt1 +
T∫
T−ε
|Rp1p2(t1, t1)| ≤
(26) ≤
T−ε∫
t+ε
|Rp1p2(t1, t1)| dt1 + 2Cε,
where |Rp1p2(t1, t1)| ≤ C and C is a constant.
Let us consider the partition {τj}
N
j=0 of the interval [t+ ε, T − ε] such that
τ0 = t+ ε, τN = T − ε, τj = τ0 + j∆, ∆ =
1
N
(T − t− 2ε).
For a sufficiently large N we have
T−ε∫
t+ε
|Rp1p2(t1, t1)| dt1 ≤
N−1∑
i=0
max
s∈[τi,τi+1]
|Rp1p2(s, s)|∆ =
=
N−1∑
i=0
|Rp1p2(τi, τi)|∆+
N−1∑
i=0
(
max
s∈[τi,τi+1]
|Rp1p2(s, s)| − |Rp1p2(τi, τi)|
)
∆ ≤
≤
N−1∑
i=0
|Rp1p2(τi, τi)|∆+
N−1∑
i=0
∣∣∣∣ maxs∈[τi,τi+1] |Rp1p2(s, s)| − |Rp1p2(τi, τi)|
∣∣∣∣∆ =
=
N−1∑
i=0
|Rp1p2(τi, τi)|∆+
N−1∑
i=0
∣∣∣∣
∣∣∣Rp1p2(t(p1p2)i , t(p1p2)i )∣∣∣ − |Rp1p2(τi, τi)|
∣∣∣∣∆ <
(27) <
N−1∑
i=0
|Rp1p2(τi, τi)|∆+ ε1(T − t− 2ε),
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where (t
(p1p2)
i , t
(p1p2)
i ) is a point of maximum of the function |Rp1p2(s, s)| at the interval [τi, τi+1].
Getting (27), we used the well-known properties of integrals, the first and the second Weierstrass
theorems for the function of one variable, as well as the continuity and as a result the uniform
continuity of the function |Rp1p2(s, s)| at the interval [t + ε, T − ε], i.e. ∀ε1 > 0 ∃δ(ε1) > 0, which
does not depend on t1, p1, p2 and if ∆ < δ(ε1), then the following inequality takes place∣∣∣∣∣∣∣Rp1p2(t(p1p2)i , t(p1p2)i )∣∣∣ − |Rp1p2(τi, τi)|
∣∣∣∣ < ε1.
From (26) and (27) we obtain
(28) 0 ≤
∣∣∣∣∣∣
T∫
t
Rp1p2(t1, t1)dt1
∣∣∣∣∣∣ <
N−1∑
i=0
|Rp1p2(τi, τi)|∆+ ε1(T − t− 2ε) + 2Cε.
Let us execute the iterated operation of the limit transition lim
ε→+0
lim
p1→∞
lim
p2→∞
in the inequality
(28), taking into account (25). So, we obtain
(29) 0 ≤ lim
p1→∞
lim
p2→∞
∣∣∣∣∣∣
T∫
t
Rp1p2(t1, t1)dt1
∣∣∣∣∣∣ ≤ ε1(T − t).
Then, from (29) (according to arbitrariness of ε1) we have (19). Theorem 1 is proven.
Note that (19) can be obtained by a more simple way.
Since the integral
T∫
t
Rp1p2(t1, t1)dt1
exists as Riemann integral, then this integral equals to the corresponding Lebesgue integral. Moreover,
the following equality
lim
p1→∞
lim
p2→∞
Rp1p2(t1, t1) = 0 when t1 ∈ [t, T ]
holds with accuracy up to sets of zero measure.
According to (14), (22)–(24) we have
Rp1p2(t1, t2) =

K∗(t1, t2)− p1∑
j1=0
Cj1(t2)φj1(t1)

+
+

 p1∑
j1=0

Cj1 (t2)−
p2∑
j2=0
Cj2j1φj2 (t2)

φj1(t1)

 .
Then, appling two times (we mean here an iterated passage to the limit lim
p1→∞
lim
p2→∞
) the Dominated
Convergence Theorem of Lebesgue we obtain
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lim
p1→∞
lim
p2→∞
T∫
t
Rp1p2(t1, t1)dt1 = 0.
Note that the developement of the approach from this article can be found in [2]-[8], [16], [19]-[26].
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