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It is shown that if XI, Xr ,..., X” are symmetric random variables and 
max(Xr ,..., X,,)+ = max(0, Xr ,..., Xs), then 
E[max(Xr ,..., &)+I = E[max(Xr , XI + X2, XI + X3 ,..., XI + X”)+], 
and in the case of independent identically distributed symmetric random 
variables, E[max(Xr , X2)+] = E[(Xr)+] -+ (1/2)E[(Xr + X2)+], so that for 
independent standard normal random variables, E[max(Xr , X2)+] = 
(l/%G)[l + (W%j. 
Let Xr , X2 ,..., Xm be random variables whose joint density (or probability) 
function satisfies the sign-invariance property: 
f 6% >**-, x~) =f((-l)%r ,..., (-~Fx~); for all if = 0, I, j = l,..., n. (1) 
For any set of numbers x1 ,..., xn let max(xr ,..., x,J+ = max(0, x1 ,..., x,J. 
We shall prove the following theorem. 
THEOREM. Under (1) whenever the expectutiom exist, 
-W-=4%, & ,-.., -J&J+] = ~[~~+4,4 + -% ,X1 + -& ,..., & + -%)+I. (2) 
Proof. For simplicity, we consider the proof for continuous random 
variables. A similar proof follows for discrete random variables. Now, 
max(Xr ,..., XJ+ = 1 0, if X< < 0 for i = l,..., rr Xj , if Xj = max(Xr ,..., XJ > 0, for j = l,..., ?r, (3) 
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so that 
B[max(Xl ,..., (41 
where A$ = -((xl ,..., x,J: 0 g xj c co and for A # j, k = I ,..., n, -a < 
xk < xJ. 0n the other hand, 
rn=(Xl , Xl + -& ,..., & + -L)+ 
XI < 0, XI + Xs < 0 ,..., XI + X* < 0, 
XI > 0, X2 < 0 ,..., XR < 0, 
if XI > -Xj , -q 2 0, & G -q 
k = 2 ,..., n, j = 2 ,..., n, 
so that 
where Al* = {(x1 ,..., x,J: 0 < x1 < a, -oo < x& < 0 for 15 = 2 ,..., n] and 
Aj* = {(x1 ,..., x& -xj < xx < oo, 0 < x$ < w and for A # j, k = ‘2 ,..., E, 
-a2 < xk < xj] forj = 2,..., n. Now, observe that because of (l), 
1 Xjf(Xl ,..., xn) dx1 *-* dxn = 1 xjj(xl ,..., x,J dxl .-* dx,, (7) 4 4* 
for j = 2,..., n. Thus, from Eqs. (4) and (6) we see that to complete the proof 
of the theorem we need only show that 
To this end, let us set 
4i = %% ,-**, xn): --a3 c xk -c 03 for A = l,..., s}, 
I3 = {(x1 ,..., XB): Xl < 0, Xl .+ Xk < 0, k = 2,. *. , n), 
B’ = the compIement of l3 with respect to Ew , 
and observe that because of (1) 
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Now, it follows that 
1 x&xl ,..., x,J dxl a*. dxN 
4 
z==- 
J 
xlj(xl ,..., x,J dxl ... dxn 
B 
z J xlj(xl xn) dxl ... - ... ,..., dx,, 1 xlf(xl ,..., x,J dxl dx* 
E” B 
and the theorem holds. 
APPLICATION TO INDEPENDENT IDENTICALLY DISTRIBUTED 
RANDOM VARIABLES 
Let XI , Xa ,..., Xn be independent identically distributed random variables. 
For any number c, let c+ = max(0, c). F. Spitzer [1] proved that 
Consider the case of independent random variables XI , Xs whose joint 
density (or probability) function satisfies the symmetric property of (1). By 
applying Eq. (2) to ZZ[max(Xr , X2)+] and th en Eq. (12) to the result, we obtain 
E[m=4Xl , -%)+I = &=4X1 , & + -%)+I 
= wG~+l + v/a EFG + -&~+I~ (13) 
Thus, in the case of independent standard normal random variables Xr , Xs 
we have 
E[mx(Xl, X2)+] = (l/d%)[l + (l/d%]. (14) 
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