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Abstract
Graph theory has become a hot topic in the past two decades as evidenced by the increasing number of citations
in research. Its applications are found in many fields, e.g. database, clustering, routing, etc. In this thesis, two
novel graph-based algorithms are presented. The first algorithm finds itself in the thriving carsharing service,
while the second algorithm is about large graph discovery to unearth the unknown graph before any analyses
can be performed.
In the first scenario, the automatisation of the fleet planning process in carsharing is proposed. The proposed
work enhances the accuracy of the planning to the next level by taking an advantage of the open data move-
ment such as street networks, building footprints, and demographic data. By using the street network (based
on graph), it solves the questionable aspect in many previous works, feasibility as they tended to use rasteri-
sation to simplify the map, but that comes with the price of accuracy and feasibility. A benchmark suite for
further research in this problem is also provided. Along with it, two optimisation models with different sets of
objectives and contexts are proposed. Through a series of experiment, a novel hybrid metaheuristic algorithm
is proposed. The algorithm is called NGAP, which is based on Reference Point based Non-dominated Sorting
genetic Algorithm (NSGA-III) and Pareto Local Search (PLS) and a novel problem specific local search opera-
tor designed for the fleet placement problem in carsharing called Extensible Neighbourhood Search (ENS). The
designed local search operator exploits the graph structure of the street network and utilises the local knowledge
to improve the exploration capability. The results show that the proposed hybrid algorithm outperforms the
original NSGA-III in convergence under the same execution time.
The work in smart mobility is done on city scale graphs which are considered to be medium size. However, the
scale of the graphs in other fields in the real-world can be much larger than that which is why the large graph
discovery algorithm is proposed as the second algorithm. To elaborate on the definition of large, some examples
are required. The internet graph has over 30 billion nodes. Another one is a human brain network contains
around 1011 nodes. Apart of the size, there is another aspect in real-world graph and that is the unknown.
With the dynamic nature of the real-world graphs, it is almost impossible to have a complete knowledge of
the graph to perform an analysis that is why graph traversal is crucial as the preparation process. I propose
a novel memoryless chaos-based graph traversal algorithm called Chaotic Traversal (CHAT). CHAT is the
first graph traversal algorithm that utilises the chaotic attractor directly. An experiment with two well-known
chaotic attractors, Lozi map and Ro¨ssler system is conducted. The proposed algorithm is compared against
the memoryless state-of-the-art algorithm, Random Walk. The results demonstrate the superior performance
in coverage rate over Random Walk on five tested topologies; ring, small world, random, grid and power-law.
In summary, the contribution of this research is twofold. Firstly, it contributes to the research society by
introducing new study problems and novel approaches to propel the advance of the current state-of-the-art.
And Secondly, it demonstrates a strong case for the conversion of research to the industrial sector to solve a
real-world problem.
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It is undeniable that this era is the age of information. The amount of 2.5 quintillion bytes of data are generated
each day mostly from social media, communication and open data movement [1]. Following the trend of Big
Data, graph representation emerges as one of the main focuses of several data representations. The main
strength of graph representation is the ability to record the relationships between data entities which, if utilised
efficiently, can yield valuable insights. Applications can be seen in various fields where graphs are used for
analysis such as biology (proteins, brain, and disease maps), transportation, telecommunication and social
network [2]. With a large amount of these data, it calls for efficient algorithms to process them in an acceptable
amount of time. As commonly known, time is the most critical resource known to mankind. Therefore, with
this realisation, two novel algorithms are proposed. The first algorithm which is the novel hybrid metaheuristic
algorithm with application in carsharing fleet planning to determine the optimal fleet location in a city of
operation. It does not require any pre-analysis of the city to pick out potential locations, hence promises fully
automated planning process. The second algorithm is a novel graph traversal algorithm that is memoryless to
accomodate with the Big Data demand that can go beyond any capability of any resources. It not only find its
application in graph discovery, but is also one of pioneering works that utilises chaos theory in a graph traversal
domain. By proposing these two novel graph algorithms, the usage of graph research in the real-world scenarios
is illustrated and hopefully, this research inspires others to pioneer into various potential directions and real
applications.
1.1 Research Motivation
There are numbers of existing work using graphs for data analysis such as recommendation system and social
analysis. In fact, most publications in the past two decades contributed to those areas of analysis which also
reflects the popularity that graph (or network) theory has gained [3]. There are several advantages in using a
graph. Firstly, it preserves the relationship between entities in its natural form which is not offered by other
data structures [4]. Second, a graph is a suitable mean of visualisation [5]. Third, graph theory has been studied
for several decades, there is a plethora of algorithms that can aid in any tasks, e.g., shortest path calculation
and graph generators [6]. Finally, more and more graph data are now available on the internet, e.g., street
network and social network data [7, 8]. These advantages lead to a simple, yet vast question,“How can graph be
beneficial in other fields of research and practical for real-world applications?”. It is already proven that graphs
can find their applications in many other fields. Therefore, in this research, I propose two novel algorithms for
two different problems (but still, are graph-based) than traditional use cases.
1
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1.1.1 Graphs and Carsharing
Carsharing services are now being offered in several major cities across the continents. Despite their popularity,
existing research can only be of use to some extent due to the lack of accurate real-world street network (i.e.,
rasterisation versus street network). This leads to models that cannot be applied on the problem directly and
will require a lot of modifications every time the problem instance is changed. Furthermore, this planning
process normally follows the manual procedure starting from analysing the demographic data per district to
many field observations, and then initial planning with expert knowledge. These tasks are tedious as described,
but can be improved through the help of automation. The benefit is not to only relieve the burdens of staff,
so that they can focus more on other tasks, but also speeding up and enhancing the accuracy of the planning
process in this competitive era.
Due to the aforementioned, the aim of this research is to facilitate the planning and decision making process
via automation. The proposed work takes full advantage of the fact that the street networks, in general,
are available online and in a graph representation, e.g. from voluntary platform such as OpenStreetMap. In
addition, government are more and more supportive to the open data initiative resulting in a flooding amount
of demographic and topological data of many countries available for free. It would be wasteful not to make
a good use of these available data which can help enhancing the accuracy and feasibility of the automated
planning greatly. In the first part of this thesis, through a series of research, I propose an novel optimisation
model that encompass three real objectives from the carsharing company; (1) maximising user (2) maximising
public transport coverage and (3) minimising the number of vehicles in the fleet. The optimisation method is
aided by the utilisation of a graph to enhance the feasibility and accuracy of the model and solving algorithm.
1.1.2 Graph Discovery and Chaos Theory
Nowadays, data have exceedingly high potential value. This can be realised from the real examples in the
world such as Google and Facebook who govern large amount of data each day. Despite that, data in itself, are
useless, unless information or insight are extracted out of them through data analysis.
As stated before, graphs are currently one of the most popular data representation as well as the fastest-growing
[3]. To put it into perspective, a single human connects to about 130 other individuals [9]. If we scale it to
10,000 people, this could be as many as 1,300,000 individuals and this is just a size of a town population. These
graphs can grow infinitely. These graphs are normally marked as unknown as it is difficult to track changes such
as edge modification, node metadata, or new nodes. However, in order to perform an analysis on those graphs,
the caveat is that some information about them (e.g., size, topology, etc.) must be known. Therefore, there is
a need for a graph discovery process before any analysis. In the second half of this research, the progression
from the known graph territory (street network) to that of a very large unknown graph is a necessary step and,
hence, a novel memoryless graph traversal algorithm based on chaotic systems is proposed.
1.2 Objectives
There are two applications illustrated in this research dealing with different scenarios and sizes of graph as a solid
proof how novelty in graph algorithms can be beneficial in solving real-world problem. The first application is
in smart mobility where we collaborate with a carsharing company to bring automation to the planning process.
The second application moves from a medium-size known graph to a very large unknown graph. It focuses on
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large graph discovery to accomodate the Big Data era, and also demonstrates the interdisciplinary research
between computer science and applied mathematic. Therefore, the objectives of this research are;
1. To study state-of-the-art algorithms for fleet placement in carsharing business and related businesses (such
as bikesharing) and identify the strengths and weaknesses of each techniques. This is an initial state in
disseminate each technique and aid in developing a new algorithm to solve the fleet placement problem.
2. To create a realistic benchmark suite consisting of real-city-based synthetic instances and real city in-
stances for performance measurement. This benchmark suite ought to propel the research in this field
even further.
3. To model the optimisation problem with the usage of graph, in order to enhance the accuracy and
feasibility of the problem which can contribute to the development of the research field.
4. To design and develop a hybrid metaheuristic algorithm that is more efficient in solving the problem than
the current state-of-the-art algorithms.
5. To create a strong collaboration with the industries and encourage the utilisation of the research work
into the real-world application.
6. To study the nature of the unknown graphs and state-of-the-art techniques for graph traversal and identify
their strengths and weaknesses and constraints of their operations.
7. To apply the chaos theory and their essences through two well-known chaotic system, namely, Lozi and
Ro¨ssler attractors.
8. To design and develop a novel memoryless large unknown graph traversal algorithm which incorporates
the chaos theory.
1.3 Thesis Contributions
The contribution of this thesis is twofold. The first contribution is the two novel algorithms that are extended
from the state-of-the-art knowledge by combining existing theories. Second, it brings the research to the
real-world application through the collaboration with an industrial sector. These points contribute to the
advancement in the academia. Since there are two algorithms in this research, we mention the contribution of
each algorithm for comprehensiveness.
Smart Mobility
For the smart mobility, the focuses are on using the available open data and automatisation of the planning
process.
1. The automatisation to the carsharing field is introduced through the utilisation of the street network
(represented as a graph) and demographic data that are freely available on the internet and the proposed
optimisation models that promise higher accuracy and feasibility of the yielded solutions.
2. A novel hybrid metaheuristic algorithm based on NSGA-III and Pareto Local Search (PLS) with problem
specific local search operator to fully utilise the graph neighbourhood concept in order to improve the
performance of the state-of-the-art algorithm is proposed.
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3. The extensive study on the classical location problems, e.g., facility location problem (FLP) and maximal
covering location problem (MCLP) and their variants, are conducted. The study also provide the expla-
nations of state-of-the-art algorithms and solvers used in solving those problems. The links between these
location problems and the carsharing fleet placement problem are also mentioned along with the current
trend in the study of sharing economy field i.e. electric shared vehicles and bikesharing.
4. The results from the research are validated by the field experts and aided the company in the planning
process of their car fleets for new cities.
Large Graph Discovery
Graph discovery is a crucial step before any analysis. A novel graph traversal method that is still efficient in
the face of very large graph is proposed.
1. A novel memoryless graph traversal algorithm based on two chaotic attractors; Lozi and Ro¨ssler map, is
proposed.
2. The proposed graph traversal algorithm is one of a few pioneering works that introduce chaos theory to
the field of graph traversal and the proposed algorithm perform better than the state-of-the-art algorithm,
Random Walk.
3. Five graph topologies, e.g. ring, small world, random, grid and power-law, are studied and their appli-
cations in the real-world scenarios are given. Furthermore, the current state-of-the-art graph traversal
algorithms are reviewed to observe strengths and weaknesses. Lastly, general concept of chaos they and
two chaotic systems along with their bifurcation diagram and analysis tools are studied to provide the
foundation for the proposed novel large graph traversal algorithm.
1.4 Thesis Organisation
This thesis proposes two novel graph algorithms. For the sake of better comprehension, they are explained
orderly based on the scale of the problem, hence the first part of this research provides full details of fleet
placement in carsharing. Afterward, a very large unknown graph traversal algorithm based on the chaos theory
is explained. The thesis is organised as follows.
In Chapter 2, the related work in classical optimisation problems and the links between them and the fleet
placement problem in carsharing are presented. The current trend in carsharing is also mentioned as to concre-
tise the benefits that our approach and graph can bring to the field. Then, Chapter 3 presents the definition of
graph and benchmark suite. The three phases of in the experiments from the algorithm selection to the hybrid
metaheuristic algorithm proposal are also highlighted. Finally, we conclude Chapter 3 with the findings of the
conducted experiments.
Chapter 4 is a transition from medium-sized graph used in the carsharing problem to very large unknown
graphs. Therefore, this chapter presents the current state-of-the-art on graph traversal algorithms along with
the foundations of chaos theory. Furthermore, the performance indicators for unknown graph traversal are
provided along with the conclusion of the very large graphs experiment findings.
Finally, the conclusion which we draw from these two algorithms are presented in Chapter 5. Besides that, I
discuss the future directions of the research and fields that can benefit from the usage of graph to encourage
more application-based research which both contribute to the industrial sector and academia.
Chapter 2
Smart Mobility Planning
Smart Mobility refers the usage of modes of available transportation which can be public transportation,
personal driving service (i.e. taxi) and ride-sharing (i.e. carsharing, bikesharing, and car pooling) in such a
way that, according to [10], enables these specific six features in the transportation.
1. Reducing pollution
2. Reducing traffic congestion
3. Reducing noise pollution
4. Improving transfer speed
5. Reducing transfer costs
In this research, carsharing planning, a new mode of transportation in a city, is studied. Carsharing is an
important component of the shared mobility ecosystem for big cities already in the now and will be come even
bigger in the future. It can reduce the number of household cars down by half by increasing the efficiency and
utilization of vehicles [11]. In addition, carsharing helps reducing traffic congestion and pollution in cities [12].
Supported by municipalities and end users, carsharing is currently experiencing an unprecedented growth and
is projected to reach 36 million users with a fleet of 430,000 vehicles globally in 2025 [13].
Depending on whether the vehicles need to be returned to their initial location at the end of the trip, carsharing
can be categorised as either free float or round trip. Free-float trips can start and end in any part of the city
covered by the service. Flee-float mobility is highly flexible, available on demand, and serves all kinds of
customer trips (both one-way and round-trip). However, flexibility comes at a high operational cost for the
company which needs to maintain a high density of vehicles even in low-demand areas of the city to cope
with low levels of utilisation [14]. Also, vehicles that end up in low demand areas need to be relocated. An
example of well-known free-floating carsharing companies are SHARE NOW (which is the merge of Car2Go
and DriveNow) [15].
While in the round-trip or station-based scenario, shared vehicles must be returned to the area where the vehicle
was picked up. In other words, each vehicle not in use resides in a well-designated area, which is typically only
few kilometers wide. As a result, round-trip services are less flexible, but they are easier to implement and
manage. Station-based services, hence, require fewer cars, as carsharing operators can place vehicles in densely
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populated high-demand zones of the city only, and no fleet relocation is typically required. In such a scenario,
choosing correct locations for fleet vehicles and their resulting coverage are of the utmost importance.
In the scope of this research, several objectives that come directly from the carsharing expert and their effects
on the vehicle locations are studied. These objectives inherently make our work solely focuses on multiobjective
optimisation. Hence, this chapter presents the foundation knowledge of this work which consists the previous
work in location problem and state-of-the-art multiobjective optimisation algorithms. This chapter is organized
as follows. The first part provides the review of the scientific approaches applied on similar generic location
problems and then related work on fleet management in carsharing to provide the background of fleet man-
agement and optimisation in carsharing. The second part features state-of-the-art algorithms in the previous
work. Finally, the third part presents the performance indicators for multiobjective algorithms.
2.1 Location Problems and Carsharing
Proper fleet placement is of the high importance in station-based round-trip carsharing. In this section, scientific
approaches relevant to the fleet placement optimisation are reviewed.
2.1.1 Location Problems
There are several similarities of fleet location with classic optimisation problems. Two of the classic problems
are selected which are maximal covering location problem and facility location problem since they are highly
relevant to the fleet placement problem.
Before describing the maximal covering problem, it is essential to introduce first the location set covering
problem (LSCP). In LSCP, the objective is to identify the minimal number and the location of the facilities such
that all demand points are ensured to be within the maximal service distance from a facility. If the problem is
solved over a range of maximal distance, a cost-effective curve demonstrating the relationship between maximal
distance and minimum number of location can be constructed. However, as resources are often of limited, it
is not always possible to formulate the LCSP in the real world scenario [16]. Hence, the focus is shifted to
cover as many as possible within the desired distance and available resources leading to the introduction of the
maximal covering location problem (MCLP).
Church and ReVelle proposed maximal covering location problem (MCLP) in 1974 [17] for facility and emergency
siting. MCLP concept also appears in the location set covering problem. The objective is to maximise the partial
coverage with a number of facilities, where each facility has a fixed coverage distance. MCLP is shown to be
NP-hard, which means it becomes intractable and cannot be solved in an acceptable time by exact methods
when the size of an instance is large [18]. MCLP has been applied in many real-world problems. Seargeant
used MCLP as a base model to place health care facility location based on the demographic data in the regions
[19]. Schmid and Doerner formulate their ambulance siting problem on MCLP with the integration of patients
data and traces of taxis in Vienna to estimate the traveling time to reach the patient [20]. Another example
in telecommunication is from Ghaffarinasab and Motallebzadehb, the authors proposed a bi-level version of
hub interdiction problem (also another variant of MCLP) [21]. MCLP was also extended to be multi-objective.
Xiao et al. proposed a MCLP with two objectives which were facility cost and proximity minimisation [22].
Kim and Murray solved another bi-objective version of the MCLP where it aimed to maximise primary and
backup coverage (overlapping coverage for reliability) [23]. There is also a work from Malekpoor et al. which
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the authors formulated the electrification in disaster relief camp which aim to find a set of locations to reduce
the project cost and increase the share of systems between sites [24].
The second problem is the facility location problem (FLP). The objective is to find locations to place all the
facilities to supply the stores, while minimising the maximum cost (p-center) or the average cost (p-median)
[25]. In this problem, one constraint is to have all the stores covered and one store can be covered by only
one facility [16]. Other variants to FLP are GSM antennas location problem and patrolling allocation problem.
The GSM antenna location problem is very close to the fleet placement problem. Its goal is to find sites to
set up GSM antennas to maximise the number of covered mobile phone users. [26, 27]. In the same sense, the
patrolling allocation aims to effectively allocate police patrol cars in the neighbourhoods based on the demands
and priority of the situation. However, these problem considers a coarse map (e.g. raster map) and normally
does not pinpoint exact locations. Furthermore, both mentioned problems do not consider the minimum
distance between the site and nearby users as it does not affect the quality of service. One of many interesting
applications of the facility location problem is shown in [28] where they utilised the spatial information and
studied the difference between the optimal facilities locations and the current ones. Another application is in
siting rescue boat locations. The problem was proposed as a multi-objective problem to consider not only the
response time to the incidents, but also operating cost and working hours [29]. From these recent research,
the distance is one crucial quality as it reflects response time and cost saving. This can also be the case in
carsharing scene since the walking distance between users and vehicles might encourage the user to use the
service. Unfortunately, this important aspect was not considered in the past work such as GSM antenna and
patrolling allocation problem or even typical FLP and MCLP.
These two problems are highly related to our fleet placement problem (FPP). The similarity between FPP and
MCLP is that they both try to maximise the partial coverage, with a constraint of fixed coverage distance and
fixed number of facilities. Meanwhile, FLP objective is to minimise the maximum operating cost which is well
aligned with FPP second objective to minimize the maximum walking distance. Therefore, FPP can be seen
as a combination of these two problems.
2.1.2 Shared Fleet Placement
Shared fleet placement can be formulated into MCLP or FLP. However, there are other factors to be consid-
ered. In previous works, they already have a list of preferred locations. These possible sites are evaluated by
considering convenience factors such as parking cost, the proximity to essential facilities and accessing time
as presented in [30, 31]. The solution was then a combination of selected sites to maximise user coverage. In
fact, they are very similar to the facility location problem. Kumar and Bierlaire evaluated potential stations by
the distance between the station and other facilities like hospitals and train stations. They also had access to
historical data to make a decision on where to place the station which is not available in our case [30]. Another
popular approach is to locate the fleet by user demands [32, 33, 34]. Boyac´ı et al. proposed an optimisation
model to maximise the user coverage based on the demand and predicted destinations [32]. On the contrary,
Lage et al. studied method to identify the potential of city districts in station-based one-way trip scenario where
the demands were estimated from the taxi trips and customer profiles in Sao Paulo, Brazil [33]. Lastly, Schwer
and Timpf proposed an idea to locating the fleet in round-trip carsharing by combining both user demands and
proximity to other mean of transportation and other facilities into a model and utilised the open source data
available from the government [34].
There are also works which focus on electric carsharing fleet as well from the increasing awareness of the
environmental movement and support from the government. The electric carsharing fleet is more complicate
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than its fossil-fuel counterpart in that there are constraints for batteries and traveling distance of the car. C¸alik
and Fortz proposed a model for one-way electric carsharing service which considered previously mentioned
factors [35]. Since charging is very important in electric carsharing service, Jiao et al. formulated their model
to consider a situation where the user change the drop off station [36]. The trend even extended to charging
station location optimisation which was presented in [37] where the authors based the location on the source
and destination of trips in both simulation and Vienna. In addition, the shared fleet placement is also studied in
the bikesharing community where station locations are highly important as well [38, 39, 40, 41]. Another aspect
in the carsharing business which can be considered a further step after fleet allocation is the relocation strategy.
This can happen to both station-based and free-float models due to the fluctuation in demand. The relocation
incurs cost and this cost is also needed to be minimized. Weikl and Bogenberger proposed a relocation strategy
based on demand clustering and demands prediction [42]. They also came up with an optimization framework
to find the optimal strategies given a situation. Barth and Tood also proposed a model to simulate the demands
which can be used to analyze the performance of the carsharing system [43]. Some of these works employed
only a raster approach and Euclidean distance to calculate walking distance between fleet vehicles and share
mobility users and due to the resterisation, the feasibility and accuracy of the obtained results are in question.
2.2 State-of-the-Art Algorithms
The presented previous work mostly dealt with a single objective optimisation problem or the weighted sum
formulation of the multiobjective problem. However, by using the weighted sum approach, the outcome is only
limited to one result per configuration (i.e. a set of weights for each objective), not to mention that it is hard
to determine the right weights for studied objectives. Therefore, multiobjective optimisation algorithms are
getting more attention over the past decades since in real-world scenarios, there are usually more than one
objective to be optimised concurrently. The multiobjective algorithms also present the outcome as Pareto front
which enables decision makers to choose suitable solutions from diverse set of solutions. In this section, some of
the state-of-the-art algorithms are studied and categorised into three categories, (a) exact methods (b) heuristic
algorithms and (c) metaheuristic algorithms.
2.2.1 Exact Methods
Exact methods (or algorithms) perform the search over the whole interesting search space, and a problem is
solved by dividing it into subproblems which can be solved efficiently. The strength of the exact algorithms
is the guarantee of global optimum, but the computational cost is so expensive to the point that it becomes
intractable in NP-hard problems. Examples of classical algorithms in the exact methods class are branch and
bound, branch and cut or A*. There are also commercial exact solvers such as CPLEX [44] and AMPL [45]
which were mentioned in the literature, but to our knowledge, these algorithms and solvers are only able to solve
a single objective optimisation problem. For generic location problems such as MCLP and FLP, exact methods
are usually used to solve the problem as found in [19, 20, 46, 47, 48, 29, 24]. As for the shared fleet placement,
the most common approach is also utilising the exact solvers such as CPLEX or MATLAB [32, 30, 36, 49, 50].It
is important to note that the size of problem in those articles were not large. In addition, the multiobjective
optimisation problems in the aforementioned works were transformed into weighted sum equations or have
-constraint transformation before being able to be solved with CPLEX and other solvers. This limitation led
to research for multiobjective exact solvers and in 2016, PolySCIP was proposed [51].
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PolySCIP employs a “Lifted Weight Space Approach” [51]. This approach first optimises the objectives lexico-
graphically. Then weighted (single objective) optimisation problem from the first phase is optimised by using
positive weight vectors. This helps the algorithm in exploring the Pareto front in the problem space. If the
new non-dominated solution is found, the old solution (the one that has been dominated) is discarded and the
process continues until all non-dominated solutions are found. As a result, the outcome is a Pareto front instead
of just one solution. The method was proven mathematically to find all global optimum by the authors.
2.2.2 Heuristic Algorithms
Heuristic algorithms can be simply described as set of rules to follow and are normally designed or tailored
to solve specific problems and/or instances. The rule can be as simple as taking whatever that is the best at
hand (see Algorithm 1). Numbers of variation of heuristic algorithms were used in solving both MCLP and
carsharing fleet management. Church and ReVelle first proposed a heuristic algorithm which add one facility
location one at a time. The next attempt in solving MCLP was using Lagrangian heuristic algorithm which is
a combination of the Lagrangian Relaxation approach and a greedy method [52]. Heuristic algorithms are still
being used nowadays as shown in [53] to solve the FLP problem.
Algorithm 1 Greedy search algorithm
Data: Number of locations (N), Potential locations(L)
Result: List of selected locations(S)
S ← ∅
for l ∈ L do
evaluate location l using a fitness function
end
sort locations according to fitness score
S ← N best fitness location (l)
Return S
The earliest heuristic algorithm was introduced by Church and ReVelle [17] to solve MCLP. It also appeared
several times in carsharing management even in the recent research [30, 32]. The concept of this heuristic
algorithm in [17] is the iterative search. The algorithm starts with an empty list of locations. Then, in each
iteration, each location is evaluated according to the fitness function. The algorithm then add the location
with the highest fitness score in the list and that selected location is removed from the location pool, not to
be evaluated and selected again in the consequent iteration. This algorithm has a complexity of O(sn) where
s is the number of (desired) stations and n is the number of street nodes. The pseudocode of the algorithm is
shown in Algorithm 2.
Algorithm 2 Iterative search algorithm
Data: Number of locations (N), Potential locations(L)
Result: List of selected locations(S)
S ← ∅
for n ∈ {1 . . . N} do
for location(l) in L do
evaluate location l using a fitness function
end
sort location according to fitness score
S ← best fitness location




Even though, the algorithm was first introduced to solved the single objective optimisation problems, there are
several ways to adapt it to solve multiobjective problems, i.e. weighted sum, and -constraint. These variations
can be extended further to yield an approximated front as a result. In weighted sum approach, each objective
fitness is normalised as shown in Equation 2.1.
Fn =
Fa − LB
UB − LB , (2.1)
where Fn is the normalised fitness and Fa is the actual fitness (e.g. coverage, walking distance, or bi-objective)
before normalisation. UB is the upper bound (the highest fitness) and LB is the lower bound (the lowest fitness).
With the weighted sum approach, the priority of the each objectives can be adjusted as shown in Equation 2.2.
The iterative search can be launched multiple times with different weight ratios for each optimisation objective.
To elaborate on this matter, supposedly there is a list of weight; [(0.1,0.8,0.1), (0.33, 0.33, 0.33), (0.1, 0.1, 0.8)].





Where Ft is the total fitness score from weighted sum and wi is the weight associated to objective i. Finally,
Fi is the normalised fitness score of objective i. The granularity of weights can also be adjusted at the cost of
computation complexity since more combinations of weights requires more executions of the algorithm. Once,
a certain amount of solutions (decided by a decision makers) are collected, an approximated front can be
constructed.
2.2.3 Metaheuristic Algorithms
According to [54], a metaheuristic algorithm are described as a general-purpose optimisation algorithm that
can be used to solve almost any optimisation problem. The name, metaheuristic, comes from the fact that
this type of algorithm imitates the living organisms such as human genes, and flocks of animals. Metaheuristic
algorithms are known for their efficiency in solving optimisation problems. The result is not always optimal, in
contrast to the exact methods, but in most cases, close to the optimum. A true benefit is their execution time,
which for middle to large size instances is several orders of magnitude smaller than for the exact methods and
can also be controlled to some extent. In fact, Zarandi et al. reported that CPLEX (a famous exact solver)
cannot handle a problem with a large size of input. Hence, once the problem size is too large, heuristic and
metaheuristic algorithms are usually employed [47]. There are a lot of works reporting their efficiency in solving
single-objective FLP and MCLP. Tabu Search, (TS), Simulated Annealing (SA), Variable Neighbourhood Search
(VNS) and Genetic Algorithm (GA) were considered to solve MCLP [55, 56, 47, 57, 58].
Not only metaheuristic algorithms were used to solve the single-objective version of these problems, several
works showed their efficiency in solving multi-objective version (which are more complicate) as well. Multi-
objective optimisation can be performed with two methods. The first one is to use a weighted sum approach
and the second method is dominance-based approach [59]. In a weighted sum approach, weights are given to
each objective based on their priorities. This can be problematic since normally, these weights are not exactly
known and required to go through several adjustment to eventually yield satisfying results.
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The dominance-based approach handles the multiobjective problem differently. Instead of transforming the
multiobjective problem into a single objective one, this approach utilises Pareto-dominance defined as;
z  z′ ⇔ ∀i ∈ {1, 2, . . . , n}, zi ≤ z′i ∪ ∃j ∈ {1, 2, . . . , n}, zj < z′j ,
where z is a solution and indices i and j are indices for the fitness of objective i and j. As a result, in a single
run of the dominance-based metaheuristic algorithm, it can produce an approximated front in contrast to the
weighted sum approach mentioned in the heuristic category.
Example of multiobjective metaheuristics in solving MCLP are as follows. Xiao et al. employed a multi-
objective Evolutionary Algorithm (MOEA) to solve the bi-objective MCLP which focused on facility cost and
proximity minimisation using a specific encoding scheme and dedicated operators [22]. Kim and Murray solved
the bi-objective reliability-focused MCLP where it aimed to maximise primary and backup coverage with a
heuristic algorithm and a multi-objective Genetic Algorithm (MOGA) [23]. Karasakal and Silav utilised the
crowding distance function of NSGA-II [60] in SPEA-II [61] and reported that the new algorithm outperformed
the original NSGA-II and SPEA-II. [62]. RanjbarTezenji et al. proposed their modified version of NSGA-II
and used it to solve bi-objective MCLP [63].
With the further development of metaheuristics community, hybridisation was introduced to improve the per-
formance of metaheuristics in several real-world scenarios through several strategies such as a combination of
metaheuristics and (complementary) metaheuristics and a combination of metaheuristics and exact methods.
To the extent of our knowledge, most of the existed works in MCLP and its variants were single-objective
such as hybrid artificial bee colony [64, 65], hybrid simulated annealing [66] and hybrid variable neighbourhood
search [67].
From the survey, metaheuristic algorithms were not used in the shared fleet placement problem and previous
works mainly employed exact methods and heuristic algorithms. It was possible due to small sized test problems
(at most 800 potential locations) and thus not able to represent the scenario where service providers do not
have any potential locations in mind.
In this section, three state-of-the-art multiobjective metaheuristic algorithms are explained, namely, Strength
Pareto Evolutionary Algorithm-II (SPEA-II), Non-dominated Sorting Genetic Algorithm II (NSGA-II), and
recently introduced algorithm, Reference-Point-Based Non-dominated Sorting Genetic Algorithm (NSGA-III).
Strength Pareto Evolutionary Algorithm-II (SPEA-II)
Strength Pareto Evolutionary Algorithm was first introduced by Zitzler and Thiele and was shown to achieve
better solution quality than other state-of-the-art algorithm at the time such as Non-dominated Sorting Genetic
Algorithm (NSGA) [68] and Vector Evaluated Genetic Algorithm (VEGA) [69] in Knapsack 0/1 problem [61].
SPEA-II is an improved version of SPEA [70]. SPEA-II addressed three weaknesses in SPEA and greatly improve
the performance over its predecessor. These three weaknesses are fitness assignment, density estimation and
archive truncation.
In SPEA-II, each individual’s fitness value is the sum of its strength raw fitness and a density estimation which
is different from SPEA where all individuals that are dominated by the same solution in the archive have the
same rank. This turns SPEA into just a random search algorithm. However, with the SPEA-II method, it
has been prevented and the solution guiding process (by fitness) is enhanced. Then selection, crossover, and
mutation operators are applied to fill an archive of individuals. The non-dominated individuals of the original
population and the archive are copied into a new population through the new environmental selection process.
The selection process was updated by employing two concepts. The first one is keeping the size of archive at
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constant. The second concept is the boundary solutions preservation truncation. Following these two concepts,
there are three cases that can occur.
1. If the number of solutions from archive and non-dominated solutions from the population is exactly the
archive size, all of them are kept in the archive.
2. If the number of solutions from archive and non-dominated solutions from the population is less than
that of an archive size, the dominated solutions in the population are sorted. Then only n-top dominated
solutions are selected to fill the archive.
3. If the number of solutions from archive and non-dominated solutions from the population is more than
that of an archive size, the truncation will be applied. A truncation operator based on the distances to
the k -th nearest neighbour is used which removes a solution which has the minimum distance to another
solution in the Pareto front. With this truncation process, the boundary solutions can be preserved.
Algorithm 3. shows the process of SPEA-II.
Algorithm 3 Strength Pareto Evolutionary Algorithm II





archive ← EnvironmentSelection (population + archive)
if termination criteria are False then
parents ← Tournament (archive)






Non-dominated Sorting Genetic Algorithm II (NSGA-II)
NSGA-II is another well-known multi-objective metaheuristic. It is largely based on the Genetic Algorithm
(GA) starting from population initialisation, selection of parents, crossover, mutation to obtain a new population
of solutions [71]. Individuals in both the parent and offspring populations are sorted according to their rank
through the fast non-dominated sorting algorithm introduced in [60], and the best solutions are chosen to create
a new population.
Apart from the non-dominated sorting algorithm, another important concept in NSGA-II is the crowding
distance which is the euclidean distance between neighbour solutions in n-th dimension (where n is the number
of objectives) and the crowding distance of boundary solutions are infinity. This crowding distance is used to
guide the the algorithm toward a uniformly spread out Pareto front. This concept is also used in tournament
selection (tournamentDCD) and a special operator introduced in NSGA-II, crowded comparison operator. In
the parent selection, tournamentDCD is applied where the crowding distance is used to cut the tie in case both
solution are non-dominated. In crowded comparison operator, there are two cases in choosing a solution with
crowding distance.
1. If it is between solutions with different ranks (after non-dominated sorting), the lower rank solution is
prefer.
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2. If it is between solutions of the same rank, the solution which is located in a less crowded region (only a
few neighbour solutions) is preferred.
With this strategy, NSGA-II is able to preserve the boundary solutions and at the same time, it adds diversity
in the Pareto front. NSGA-II algorithm is presented in Algorithm 4.
Algorithm 4 Nondominated Sorting Genetic Algorithm (NSGA-II)




while termination criteria are False do
parents ← TournamentDCD (population)
offspring ← recombination+mutation(parents)
Evaluate (offspring)
NondominatedSort (population + offspring)
CrowdingDistance (population + offspring)
population ← CrowdedComparison (population + offspring)
end
Return population
Reference-Point-Based Non-dominated Sorting Genetic Algorithm (NSGA-III)
NSGA-III is also based on GA. It was also proposed by Deb et al [72]. Sharing the similar name to NSGA-II,
NSGA-III employs a completely different approach. The algorithm revolves around the concept of reference
points. The algorithm was also reported to be highly efficient (in comparison to two variations of MOEA/D
[73]) in benchmark solving multiobjective problem, e.g., DTLZ and WFG. (where there are three or more
objectives). The recent study also reported a superior hypervolume of NSGA-III over NSGA-II in various
benchmark problem such as DTLZ, knapsack and distance minimisation problems [74]. The original NSGA-
III is restricted to three or more objectives optimisation problem only and this limitation was unlocked in
U-NSGA-III [75]. In this research, NSGA-III is referred to the original version as presented in [72].
Unlike NSGA-II which utilises crowding distance to preserve diversity in the solutions, NSGA-III is more
radical in that it is designed to be able to receive the Pareto front or preferred reference points from the
user. This enables NGSA-III to keep explore the search space. In the absence of the supplied reference points,
predefined structured placement of any reference points can be used in place. In [72], Das and Dennis’ method
was used [76]. The hyperplane and referenced are constructed from the sorted Pareto fronts from the same
non-dominated sorting algorithm in NSGA-II. There are also two more special processes in NSGA-III. The
first process is Association. The Association process is used to map solutions in the sorted fronts with the
reference points which the result is used in the second process, Niche-Preservation. The preservation keeps
adding reference point associated solutions to the next generation until the whole population is filled to the
declared size. Algorithm 5 demonstrate the overall procedure of NSGA-III. Readers are referred to [72] for
more details on the processes.
2.3 Multiobjective Performance Indicators
In the case of single objective optimisation problem, it is simple to directly compare the quality of the solutions
yielded by various algorithms to the optimum. However, in multiobjective optimisation, the solving algorithms
yield a set of solutions, hence the direct comparison cannot be applied. With the vigorous research community,
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Algorithm 5 Reference-Point-Based Non-dominated Sorting Genetic Algorithm (NSGA-III)
Population ← InitialisePopulation (size)
Evaluate (population) while termination criteria are False do
parents ← TournamentSelection (population)
offspring ← recombination+mutation(Parents)
(F1, F2, , . . .) ← NondominatedSort (population,offspring)
while |nextGeneration| ≤ size do
nextGeneration = nextGeneration ∪ Fi
i = i + 1
end





nextGeneration ← (F1 ∪ F2 ∪ . . . ∪ Fl−1)
referencePoints ← createHyperplane(nextGeneration)*
Associate(nextGeneration, referencePoints)*
K = size− (|tmpPopulation|)




several indicators were proposed in the past decades. These indicators can be categorised based on the quality
aspect that they assess, i.e. the convergence (distance to the optima), diversity aspects and both of convergence
and diversity altogether [54].
In this work, three indicators are chosen. These selected indicators measure different aspects of the yielded
solutions, namely, inverted generational distance (IGD) [77], spread [60] and hypervolume [54]. They are only
applied on approximated Pareto front (solutions from heuristic and metaheuristic algorithms) since true Pareto
front (from exact methods) is normally used as a reference in these indicators.
Inverted generational distance (IGD) [77] measures the distance between the obtained Pareto solutions
and the optimal ones. IGD is defined in Eq. 2.3, where di is the Euclidean distance from point i in the Pareto
front approximation to the closest one in the optimal Pareto front, and n is the number of solutions in the









Spread [60] measures the diversity of the obtained front and is defined as:
∆ =




df + dl + (N − 1)d¯
, (2.4)
where di is the Euclidean distance between consecutive solutions, d¯ is the mean of these distances, and df and
dl are the Euclidean distances to the extreme solutions of the optimal Pareto front. A zero value indicates an
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Hypervolume [78] assesses both convergence and diversity of a Pareto front. It calculates the m-dimensional
volume (in the objective space) covered by the solutions in the evaluated Pareto front Q and a dominated
reference point W . For each solution i ∈ Q, a hypercube vi is constructed with the reference point W and
the solution i as the diagonal corners of the hypercube. The hypervolume is calculated as the union of all
hypercubes, as shown in Eq. (2.5). The higher the hypervolume the better the algorithm performed.
The previous work and the progression of the classical problems to the various real-world applications are
discussed. Several state-of-the-art algorithms are also introduced to establish the foundation for the experiments
in this research. In the next chapter, the formulation of the fleet placement problem (FPP) is proposed with
the experiments and analyses. The results are discussed to dissect and study the behaviours of the algorithms





This section explains the methodology in fleet placement problem (FPP) and vehicle placement problem (VPP).
First, the definition of the graph used in this work and a benchmark suite for further analysis is given along with
the explanation on using demographic and other open data to enhance the accuracy of our work. Then, the
study is separated into three phases. Diifferent optimisation objectives are studied and also different algorithms
are used during the evaluation process in these phases. Finally, a hybrid metaheuristic algorithm and a novel
problem specific operator to efficiently solve the optimization problem is proposed.
3.1 Graph Definition
Our problem instance is defined as an undirected weighted graph to adhere to the reality where users can walk
in both directions to access a vehicle in contrast to the direction of roads or streets. The formulation of this
graph is:
G = (V,E, P,D,W ).
V is a set of vertices in a graph composed of three subsets: V = S ∪B ∪ T , where S is a a subset of potential
vehicle locations on streets, B is a subset of residential buildings and T is a subset contain public transport
locations. The members in these subsets are modeled as vertices in a graph, hence a member of V . In this
research, only bus stops, train stations and bus stations are considered because they are more relevant to the
placement problem scenario.
The set of edges E represents roads and streets. Each edge (u, v) ∈ E (u, v ∈ V ) has a weight of d ∈ D which
signifies a walking distance from u to v where u and v are street nodes or potential vehicle locations in S.
A building in the subset B accommodates users since it was shown that users normally walk to vehicles and
public transportation from their residence in [30, 79, 80]. The number of users in each building is represented
by a weight pj ∈ P (pj ≥ 0) which associates with a building bj ∈ B.
16
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Figure 3.1: The example graph instance for VPP.
The last subset is W that contains the importance factor wk ∈ W of the public transport locations tk ∈ T .
Willing et al. formulated the model to predict the free-float carsharing demands based on the past vehicle rental
data and its proximity to points of interest (POIs)[81], e.g. the proximity to the bus stop encourage a higher
usage of the shared vehicle. Although, it is not of the same scenario, This is a good starting point to incorporate
the effect of establishment in the proximity into our model. The coefficients of relevant transportation types
are taken from [81] to be used in our work. The importance factor for each type of public transport is defined
as {bus stop : 1, bus station : 1, train station : −0.54}.
The example of the graph instance is presented in Figure 3.1. There are two types of nodes in the figure. The
yellow nodes represent the buildings and bus stops. The blue nodes represent the potential vehicle locations
and lastly, the grey lines represents roads and street.
3.2 Benchmark Suite
This section provides details on the construction of the two types of problem instances in our benchmark suite.
The first one consists of synthetic instances, while the other ones are large-scale real-world instances.
3.2.1 Synthetic Instances
There are three types of nodes in our graph instances, i.e. street, building and public transport nodes. In order
to generate the most realistic problem instances, the CityEngine [82] is used to generate the base city graph.
The distances between street nodes are assigned uniformly at random between 10 and 500 meters. The ratio
of buildings and public transport locations over the number of street nodes has been observed from 30 major
cities in Europe, e.g. Paris, Athens and Madrid, using data from Openstreetmap [7]. The outcome ratios are
shown in Table 3.1.
For each instance, the number of residential buildings and public transport location nodes are then generated
uniformly at random using the ratios observed in 30 cities. Finally, these additional nodes are randomly
attached to edges in the graph. The population of users in the generated instances are estimated between 1-2%
of the total building number and distributed uniformly among all buildings in the instance to make the instance
sparser. Through this method, a total of 100 synthetic instances are created. There are 10 different sizes, i.e.
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Table 3.1: Number of street nodes and public transport locations in observed major cities in Europe.
City Street Building Bus Stop Bus Station Train Station
Amsterdam 43113 228551 942 9 41
Athens 25755 107549 1276 7 31
Barcelona 273956 178772 4947 33 370
Berlin 186813 380156 6015 7 275
Birmingham 55557 243103 4094 2 34
Brussel 50451 250602 1838 4 104
Bucharest 40369 70222 1274 33 67
Budapest 87926 124251 4444 17 79
Cologne 80688 284052 1331 3 18
Copenhagen 27845 72942 614 13 36
Dortmund 74224 225422 1556 8 16
Frankfurt 51699 113894 1376 5 69
Greater London 299779 390721 20084 21 459
Hamburg 131338 336143 4150 6 128
Helsinki 124472 64946 2443 9 34
Kiev 108163 74599 2061 18 72
Lisbon 126355 268361 1808 56 119
Lyon 111096 477717 3804 6 81
Madrid 104943 111236 4986 13 244
Milan 166968 310803 4630 20 159
Munich 118732 164782 2060 3 112
Oslo 69866 84698 626 12 61
Paris 36106 102325 2458 4 283
Prague 113138 168513 2564 12 87
Rome 88658 224311 8373 69 148
Rotterdam 43755 214176 836 4 46
Stockholm 232343 359400 10420 18 214
Turin 21045 25439 2342 3 27
Vienna 101964 236142 3043 8 130
Warsaw 142305 116085 3860 25 48
Ratio [0.964, 3.748] [0.012, 0.061] [0.0001, 0.0003] [0.0002, 0.0026]
5,000, 10,000, 15,000, 20,000, 25,000, 30,000, 35,000, 40,000, 45,000, and 50,000-node. Each size contains 10
different instances with different city layout from CityEngine software.
3.2.2 Real City Instances
The benchmark suite includes four large-scale instances; Munich, Hamburg, Dusseldorf and Berlin as these
cities are targets for the collaborated carsharing company. These instances are obtained by combining four
elements: footprints of the buildings, public transport locations, land use data and street network. All these
data are extracted from OpenStreetMap [7]. Other existing works utilised some of these data such as land use
data [83] and street-level map [84], but none of them had used all four data sources together. The distinguish
features of this research are; (1) locating residential buildings using land use data (2) extracting the public
transport locations (3) importing street-level maps as graphs using OSMnx [85] and (4) linking buildings and
public transport locations to the base graph using OSMnx and OSRM [86] which permit a realistic walking
distance calculation. The number of shared mobility customers is estimated at 2% of the city population and
customers are distributed uniformly on a district-basis to residential buildings.
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Figure 3.2: Illustration for virtual area of a station on streets where the diamond shape is a center point and
squares are buildings. Green coloured squares are covered buildings, yellow coloured one, otherwise. Station
radius is denoted by r and maximum walking distance for coverage is denoted by w.
3.3 First Phase: Initial Study and Algorithms Screening
In the first phase of this study, the aim is to understand the fleet placement problem (FPP) and study the
effectiveness of state-of-the-art algorithms (and solvers) in solving the problem. With these purpose, A bi-
objective optimisation model to determine the locations of the fleet in the city is proposed. These locations
are called stations where shared vehicles can be picked up and returned. The two devised objectives for this
first phase are (1) maximising the user coverage and (2) minimising the maximum global distance from every
fleet location to its covered users. The motivation behind the first objective is to maximise the outreach of the
service to the users. While, the motivation behind the second objective is to make it convenient to access the
service which is one of the important aspect studied in [87].
3.3.1 Optimisation Model
In this model, carsharing stations are placed on the street. A station is a virtual area on the city map defined
by two elements: a center point and a radius. The center point is a street node and the radius indicates the size
of the station (denoted by r). The coverage of a station is determined by the given maximum walking distance
(w). The virtual area is illustrated in Figure 3.2.
Due to the round-trip nature of the service, each car taken from the station needs to be returned to this
station after completing the trip. The typical customers are people residing in residential areas covered by
the carsharing stations, who walk to pick up the nearest vehicle. Under the aforementioned assumptions and
constraints, the fleet placement problem is described as follows.
3.3.2 Input Parameters
In the fleet placement problem (FPP), stations are put on the street node in S = {s1, s2, . . . , sn} and has
a common size of r (see Figure 3.2). Users are assumed to start the trip from their residence (referred as
building) in B = {b1, b2, . . . , bm} where each residence or building has different number of users defined as
P = {p1, p2, . . . , pm}. Each street node cover a set of buildings which is in accordance to the defined walking
distance w and distance matrix D. A station si covers a building bj iff that station locates at most w − r
meters from the building. All the parameters in FPP are described in the following.
• n: Number of street nodes.
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• m: Number of buildings.
• f : Maximum number of desired fleet stations.
• w: Maximum walking distance allowed.
• r: Station area radius.
• i: Index for street nodes (belongs to Z+).
• j: Index for buildings (belongs to Z+).
• S: Set of street nodes, S = {s1, s2, . . . , sn} and indexed by i.
• B: Set of buildings, B = {b1, b2, . . . , bm} and indexed by j.
• P : Population, P = {p1, p2, . . . , pm}, such that pj is the population of building bj ∈ B.
• Dn×m: A distance matrix between street nodes ∈ S and buildings ∈ B. Dij denotes walking distance
between node si and building bj where a distance function d(si, bj) = Dij .
3.3.3 Outputs
The outputs of FPP are the state of building node, street node and the maximum global walking distance.
These variables reflect the the output from the solution and are explained as follows.
• cj represents the fact that building bj is or is not covered by a station (bj ∈ B). If the building bj is
covered then cj = 1 and cj = 0 otherwise. A building is covered when the center point of one station (at
least) is located within walking distance smaller than w − r.
• s′i represents the state of node s′i (si ∈ S). A node is active if it is the center point of a station. If s′i is
active then s′i = 1 and s
′
i = 0 if s
′
i is inactive. It is important to note that a station can be active even if
it does not cover any buildings. In this version, the station is able to accommodate only one vehicle at a
time.
• z: maximum walking distance from every selected stations to their covered buildings.
3.3.3.1 Optimisation Objectives and Description
In the fleet location optimisation problem, the objectives are to maximise the coverage or number of covered
users and to minimise the maximum global walking distance between users and fleet stations. With these two
objectives, the optimisation model is formulated as follows:





Minimise z = maxi,j(s
′




s′i ≤ f (1)
cj =
1 if Dij × s′i ≤ w − r ∪ s′i = 10 otherwise ; (2)
z ≥ s′i × cj ×Dij (3)
i ∈ {1, . . . , n} (4)
j ∈ {1, . . . ,m} (5)
Constraint 1 denotes that the number of stations cannot exceed the provided number f of fleet stations.
Constraint 2 restricts the model to consider any covered buildings bj only once and the building bj is covered
iff there is at least one active station in proximity to the building bj . Constraint 3 finds the maximum walking
distance of the active station si to all building bj that it covers. Finally, constraint 4 and 5 denote the domains
of indices i and j accordingly.
3.3.4 NP-hardness Proof
According to [88], any decision problem that can be reduced from an NP-complete problem, whether it is a
member of NP or not, is not solvable in polynomial time unless P=NP since it is as hard as the NP-complete
problem. In order to prove the NP-hardness of FPP, its computational complexity is analysed. Therefore,
the decision counterpart of fleet placement problem (FPP) – FPP–D is introduced. The decision counterpart
FPP–D inherits all parameters from FPP.
In this section, the NP-hardness of FPP through proving the NP-completeness of FPP–D is demonstrated. For
FPP–D, the question is to determine whether there exists a solution with f station(s) such that all buildings
are covered.
Proposition 1 The FPP is NP-hard in the strong sense even if there is only one user in each building.
Proof. A polynomial-time transformation to the FPP–D from the strongly NP-complete problem “Set Cover
Problem (Minimum Cover Problem)” is introduced [89, 88].
Set Cover Problem or SCP can be defined as follows: given a universe U of R elements, a collection of subsets
of U , G = {g1, g2, g3, ..., gL} and a positive integer K ≤ |G|, the question is “Does G contain a cover for U of
size K or less, i.e., a subset G′ ⊂ G with |G′| ≤ K such that every element of U belongs to at least one member
of G′?”
Given an instance of SCP, the following instance of FPP–D is introduced. Firstly, let all buildings in B be the
equivalence of universe U in SCP and m = |B| = R. Then, let S be the direct transformation of collection G
where S′ = {s′1, s′2, s′3, ..., s′L}, such that s′l = gl, l = 1, 2, 3, . . . , L, hence n = L. In addition, assuming w = 1
and r = 0 so that the building is covered if it is connected to the location (sl). With the prior assumption,
the distances in matrix D are assumed to be one if the location is a 1-hop neighbour of the building and zero,
otherwise. Therefore matrix D reflects the membership of S and is used to constitutes the membership of
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Table 3.2: Spearman correlation between two objectives. Objective 1 is user coverage maximisation. Objec-
tive 2 is global walking distance minimisation.
Correlation Coefficient p-Value
Objective 1 - Objective 2 0.977 2.2e-16
collection S in FPP–D. Next, let pj = 1; j ∈ {1, 2, 3, . . . , |B|} which means there is only user in building j.
Finally, the threshold value f = K is set.
Let X be a solution to SCP. A solution for FPP–D is constructed in which the buildings in B (U) are covered
by f stations where s′l = gl ∈ X, such that xl = s′l, if s′l ∈ X and xl = ∅ if s′l /∈ X. Since X is a cover of U (in
SCP), all buildings in B are covered and the number of stations in the corresponding solution (for FPP–D) is
f = |X|.
Now assume that there exists a solution Y in FPP–D with |Y | ≤ K and |Y | should not exceed K, otherwise,
|Y | > K and the condition will not hold. Therefore, there are at most K station(s) with yi 6= ∅. Since all
buildings forms B and all buildings in B belongs to at least one member of Y , the selected stations with yi 6= ∅
represents a solution to SCP, given a polynomial transformation from SCP to FPP-D. Since all input numbers
in the FPP–D instance have size at most polynomial in the size of the input, FPP is strongly NP-hard.
SCP (as an optimisation problem) was proved to be polynomially non-approximable within the ratio c · ln |G|,
for some constant c > 0 [90]. Therefore, the following statement is proposed.
Statement 1. There exists no polynomial (c · lnn)-approximation algorithm for the FPP where n is the input
size, unless P = NP .
3.3.4.1 Objectives Correlation
The conflict between the two objectives of FPP, namely, (1) maximising user coverage (Objective 1) and (2)
minimising global walking distance (Objective 2), are proven in this section, using Spearman rank correlation
coefficient [91] which is a non-parametric rank test with the confidence interval of 95%. P-Value is used to decide
whether accept or reject the null hypothesis as it reflects the probability of obtaining the observed results of
a test, assuming that the null hypothesis is correct. Hence, by this definition and the confidence interval of
95%, if the observed p-value is less than 0.05, the null-hypothesis is rejected.. The spearman coefficient is in
[−1, 1] where -1 indicates the negative correlation between two data, meaning while x increase, y decrease and
vice versa (conflicting). 0 means there is no association between two data. Finally, 1 means there is a positive
correlation, for instance, x increases with y or x decreases with y. The closer the coefficient to either side, the
stronger the correlation is.
Table 3.2 shows that the coefficient is 0.977. This indicates very strong positive correlation between the two
objectives. It means that as the user coverage increases, the global walking distance also does. However, in
the context of FPP, this indicates the conflict in the two objectives since the aim is to find a set of high user
coverage station locations that still yields low global walking distance. Therefore, with this correlation analysis,
the two objectives in FPP are conflicting.
3.3.5 Methodology
Location problem has been studied for several decades already. Hence, there are plethora of existing algorithms.
For this initial algorithms evaluation, one representative from each category (exact methods, heuristic and
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metaheuristic algorithm) is selcetd, namely, PolySCIP [51], greedy and iterative heuristic [17], and NSGA-II
[60]. PolySCIP is the only exact multiobjective solver in the market. As for the iterative heuristic algorithm,
even though it was proposed decades ago, it was still used in many recent works. A simple greedy algorithm
is also introduced to show the difference between complex and simple behaviours. Finally, NSGA-II is selected
since it was shown to be more efficient than Simple Evolution Algorithm for multi-objective Optimisation
(SEAMO) [92], Strength Pareto Evolutionary Algorithm II (SPEA-II) [70] and Pareto Envelope-based Selection
Algorithm (PESA) [93] in MCLP variant [26]. NSGA-III is not considered in this case because it can only be
applied on problems that have three or more objectives [72]. The details and pseudocode of selected algorithms
can be found in section 2.2.
3.3.5.1 Script for PolySCIP
In order to use PolySCIP, an optimisation model must be transformed into a program accepted by PolySCIP.
This can be done through Zimpl [94]. The tool can translate an optimisation model into an integer programming
that can be solved with PolySCIP, CPLEX and AMPL variants as well. For this research, the script is written
in Zimpl as shown in Listing 3.1 to express the optimisation models. Some additional parameters are introduced
to overcome the limitation in the script.
3.3.5.2 Weighted Sum for Heuristic Algorithms
Two heuristic algorithms are employed in this stage, Greedy and Iterative. In order to use both variants with
the multiobjective fleet placement problem, the weighted sum approach is used. There are three weight vector
for testing in this phase which are [1.0, 0.0], [0.5, 0.5], and [0.0, 1.0] where the first weight is for the user coverage
objective and the second weight is for the global distance objective. With these weights, three solutions are
expected from each heuristic algorithm.
3.3.5.3 Solution Encoding and Operators in NSGA-II
The focus is on explaining the method of solution encoding and employed genetic operators in NSGA-II since
for this phase of the study. The solution encoding in this problem along with population initialisation, selection
process, crossover and mutation are described as they are important components in NSGA-II.
Solution Encoding Due to the extensive amount of fleet locations in a city (can easily reach 100,000
locations in big cities), binary encoding is not efficient. An integer encoding based on the street node ID
(unique to each location) is proposed. The length of the solution is equal to the desired amount of station to
be opened. In this encoding, there is no order in the encoding, hence, the locations are sorted in descending
order in the solution to reduce the search in the solution space. To elaborate on this, supposedly, there are two
solutions [3,2,1,4] and [1,2,3,4] and both of them have the same fitness score. By sorting them, this incident is
prevented.
Population Initialisation: A solution is initialised by choosing uniformly at random street nodes from all
street nodes (in a problem instance) without replacement meaning each location in the solution is unique at
the initialisation.
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set street := {1..N_s};
set building := {1..N_b};
param Cover[street*building] = [...]
5
param p[N_b] = [...]
param Distance[street*building] = [...]
10 var st[street] binary;
var oc[building] integer >= 0 <= card(street);
var cb[building] binary;
var a[street*building] binary;
var z real >= 0 <= 500;
15
maximize obj1: sum <i> in building: cb[i]*p[i];
obj2: -1*z;
subto c1:
20 sum <i> in street: st[i] == N_st;
subto c2:
forall <i> in building:
oc[i] == sum <j> in street: Cover[j,i]*st[j];
25
subto c3:
forall <i> in building:






35 forall <i,j> in street*building:
a[i,j] <= st[i]*Cover[i,j];
subto c5:
forall <j> in building:
40 sum <i> in street: a[i,j] == cb[j];
subto c6:




sum <i,j> in street*building: a[i,j] >= 1;
Listing 3.1: Optimization models in Zimpl language.
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Selection The selection process for crossover is based on tournamentDCD operator which is proposed in [60]
which uses crowding distance to cut the tie in case both candidates are non-dominated.
Crossover The recombination process in this work is based on a two-point crossover. The process randomly
selects two points in both solutions as starting and ending points for exchanging portions and recombines these
portions to create two new solutions as shown in Figure 3.3.
Figure 3.3: A two-point crossover process.
Mutation The uniform mutation is applied in this work with a condition that the replacement comes from
the pool of all vehicle locations (defined by street node IDs). Figure 3.4 shows the mutation process where
Sample is a function to randomly pick one location from the pool and 1, 2, 3, . . . , n denotes all street node
IDs. However, if the replacement already exists in the current solution, the process is repeated until a valid
replacement is found.
Figure 3.4: A uniform mutation process.
3.3.6 Experimental Setup
The performances of PolySCIP, heuristic algorithms (simple and iterative) and NSGA-II algorithms are com-
pared in three scenarios; LU1, LU2 and MU1. LU1 contains a Luxembourg city district containing 63 street
nodes and 47 buildings. LU2 is consisted of a map of two Luxembourg city districts that contain 2,026 street
nodes and 1,063 buildings combined. MU1 is an inner part of the city of Munich (extracted from the Munich
instance in the benchmark suite), which contains 16,075 street nodes and 21,816 buildings.
For the LU1 setup, the radius of the carsharing station (Dr) is set to zero and set the maximum walking
distance for users (Dw) to be 150 meters for all evaluated algorithms. The number of stations is set to four.
Being simplistic the LU1 setup is ideal for observing and understanding operational details of the evaluated
algorithms.
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Table 3.3: Evaluation scenarios.
LU1 LU2 MU1
City Luxembourg Luxembourg Munich
Population 561 11,439 17,486
Number of carsharing stations (Ns) 4 10 100, 72
Number of street nodes 63 2,026 16,075
Number of residential buildings 47 1,063 21,816
Maximum walking distance (Dw) 150 meters 500 meters 500 meters
Carsharing station area radius (Dr) 0 meters 100 meters 100 meters
The size of the LU2 graph is chosen to be sufficient for performance evaluation in realistic district scenarios. The
maximum distance people are willing to walk (walking distance) depends on the selected mode of transportation.
Daniels and Mulley [79] show that people are willing to walk significantly longer to take a train than a bus
as long as they deem it worthy [79]. For carsharing a realistic acceptance walking-to-the-car distance (Dw) is
around 500 meters [13]. The population is selected to match the real numbers reported by the city [95] and
is distributed uniformly. The area covered by a carsharing station has a radius (Dr) of 100 meters, while the
number of stations is set to 10.
The MU1 scenario aims to evaluate performance of algorithms on a city-wide scale. The population in each
district is taken from OpenStreetMap [7] and distributed to only among residential buildings. The number of
carsharing users is estimated to be 2% of the total population (coming from the carsharing company). The
station radius (Dr) and walking distance (Dw) are the same as in the LU2 scenario, but the number of stations
is increased to 100 stations.
In all three scenarios, carsharing users are distributed uniformly among available buildings on the map. Since
there is a disparity in the size of scenarios, parameters are adjusted accordingly as shown in Table 3.3. Please
note that all deterministic algorithms, e.g. PolySCIP and heuristic algorithms, are executed only once, while
NSGA-II is executed for 30 times. In addition, heuristic algorithms and PolySCIP do not require any other
parameters apart from those mentioned in Table 3.3. Therefore, only configurations for NSGA-II are mentioned.
Pareto fronts from multi-objective algorithms are compared in term of convergence and diversity using inverted
generational distance (IGD), spread and hypervolume indicators mentioned in Section 2.3.
The configuration of NSGA-II for LU1 is presented in Table 3.4. The population in each generation is 20
individuals. The termination condition is 400 generations which results in 8000 evaluations. Individuals are
selected for the crossover process by the binary tournament selection. The crossover method is a 2-point
crossover with a rate of 0.8. The mutation process replaces selected genome by a random street node. The
mutation rate is 0.01.
In the other two scenarios, the same operators as in the LU1 case are used. However, the population size is
increased to 50 and 100 for the LU2 and MU1 scenarios respectively. The crossover rate is set to 0.8 and the
mutation rate is 0.01 for the LU2 scenario, while the crossover rate and mutation rate for the MU1 scenario are
0.8 and 0.01. Solutions from heuristic algorithms are also used as seeds for NSGA-II to improve the quality of
multi-objective solutions. These configurations are shown in Table 3.4. All experiments were carried out on the
high performance computing platform of University of Luxembourg (UL HPC) [96]. The machine specification
is Intel Xeon Gold 6132 (2.6 GHz) with 128 GB of memory.
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Table 3.4: NSGA-II configuration parameters. Population size is increased as a graph becoming larger. The
mutation rates are also modified to accommodate the number of stations in a solution.
LU1 scenario LU2 scenario MU1 scenario
Number of generations 400 400 400
Population size 20 50 100
Selection process Tournament Tournament Tournament
Crossover operator 2-point crossover 2-point crossover 2-point crossover
Crossover rate 0.8 0.8 0.8
Mutation operator uniform uniform uniform
Mutation rate 0.01 0.01 0.01
3.3.7 Experimental Results
The results of each phase are represented as a scatter plot where the x-axis represents the maximum walking
distance (lower is better) and the y-axis represents the number of covered users (higher is better).
3.3.7.1 LU1 Scenario: Validation
Figure 3.5 presents the obtained Pareto fronts from eight different algorithms. The PolySCIP Pareto front
is called the true Pareto front. Hence, it is used as the reference Pareto front in the Inverted Generational
Distance (IGD) indicator. The two extreme points in the true Pareto fronts are also used in normalisation in
this section. Table 3.5 contains numerical results obtained for all evaluated algorithms. To simplify the table,
only two extreme points on both Pareto fronts are shown. The highest achieved coverage is 391 users which
is yielded by iterative heuristic algorithm, the exact method, and NSGA-II. On the other hand, the lowest
























Figure 3.5: Pareto fronts and single objective solutions from all presented algorithms mentioned in Section ??
in the validation phase. The higher the value on x axis (moving toward the right), the better the distance
objective is. The higher the value on y axis, the better the user coverage objective is.
NSGA-II performs well with both objectives showing results close to and at the optima. It can achieve the
optimal result for user coverage and the extreme solution for distance is close to the optimum (106.4 from NSGA-
II and distance-focused iterative heuristic and 93.546 meters from PolySCIP). In fact, the distance result from
NSGA-II is even better than its iterative counterpart as it covers more users. Other heuristic algorithms achieve
high-quality solutions too. Figure 3.6 shows the stations and their respective coverage in LU1 scenario.
Graph and Smart Mobility 28
Table 3.5: Numerical results in LU1 scenario. Only extreme solutions from two Pareto fronts are mentioned.
Covered Users Maximum Walking Distance (meters)
PolySCIP (Best coverage) 391 149.528
PolySCIP (Best distance) 108 93.546
NSGA-II (Best coverage) 391 149.528
NSGA-II (Best distance) 203 106.4
Coverage Heuristic 348 148.491
Distance Heuristic 187 112.398
Bi-objective Heuristic 333 144.515
Coverage Iterative Heuristic 391 149.528
Distance Iterative Heuristic 87 106.4
Bi-objective Iterative Heuristic 358 144.401
Figure 3.6: A map showing a solution from NSGA-II that yields the highest user coverage and the highest
maximum walking distance. Covered buildings are depicted as nodes inside polygons.
Table 3.6: Comparing Pareto fronts for PolySCIP and NSGA-II.
Inverted Generational Distance (IGD) Spread Hypervolume
Exact method True Pareto front 0.488 0.449
NSGA-II 3.02 0.525 0.351
The different Pareto fronts are hard to be compared from the plot alone, hence, IGD, spread and hypervolume
indicators are used (see Table 3.6). For IGD indicator, NSGA-II Pareto front yields 3.02. IGD is not available
for the exact method Pareto front because it is used as a reference. This value is in accordance to the plot
where the two Pareto fronts are not the same. In Figure 3.5, it can be seen that NSGA-II achieved some of the
solutions on the true Pareto front, especially, the highest user coverage solution.
As for spread indicator, the true Pareto front yields 0.488, while the NSGA-II Pareto front yields 0.525. This
means the diversity in the exact method Pareto front is higher than in NSGA-II. It was due to the fact that
the coverage objective overwhelmed the distance objective leading to a cluster of solution in the upper right
region in Figure 3.5. The hypervolume of the true Pareto front is 0.449 and the NSGA-II Pareto front yields
0.351. The difference occurs because some solutions of NSGA-II are dominated by PolySCIP’s.
3.3.7.2 LU2 Scenario: Limitation Analysis
The size of LU2 did not allow PolySCIP to obtain solution for two objectives in reasonable time. Solutions
were not found even after 18 days on an instance of size 1,390 street nodes and 1,063 buildings. Figure 3.7
confirms that computation time of PolySCIP is exponential. Four test scenarios from LU2 scenario are extracted
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in different sizes (street nodes x residential buildings); (a) 63x47 (b) 222x307 (c) 366x584 (d) 727x876 (e)
1390x1063. The number of stations is set to four for instance a and b and 10 stations for the rest. However, It
is found that the number of stations does not affect the execution time in the least. Therefore, in Figure 3.8,
there is only one Pareto front from NSGA-II. It shows that NSGA-II yields a higher coverage than the iterative
heuristic coverage algorithm when it takes the algorithm’s solution as a seed. The highest achieved user coverage
is at 8,421 users with the maximum walking distance of 399.8 meters. On the other hand, the lowest maximum
walking distance achieved is 135.7 meters with only 47 covered users. It is obvious that increasing the number of
covered users is a priority. It can be observed in Fig 3.8 that even though some residential buildings are located
close to carsharing stations, they are not covered. This is because the entrances of those buildings (determined
during snapping process) are mapped on the opposite streets which are not covered by the stations. However,






















Figure 3.7: Computation time for various instances (from Luxembourg city) of PolySCIP. The following
numbers are in “street nodes x buildings” format. (a) 63x47 (b) 222x307 (c) 366x584 (d) 727x876 (e) 1390x1063.


























Figure 3.8: NSGA-II’s Pareto front and heuristic algorithms’ solutions for LU2. The higher the value on x
axis (moving toward the right), the better the distance objective is. The higher the value on y axis, the better
the user coverage objective is.
3.3.7.3 MU1: City-wide Scenario
Only NSGA-II and heuristic algorithms could obtain solutions in reasonable time due to the size of the MU1
scenario. Their respective results are presented in Figure 3.9. The obtained results are consistent with LU1 and
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Table 3.7: Execution time for NSGA-II and heuristic algorithms on MU1. The measured time depicts an
execution time each algorithm takes to locate 100 stations.
Algorithm Execution time
NSGA-II 26 minutes
Coverage Heuristic 7 minutes
Distance Heuristic 7 minutes
Bi-objective Heuristic 7 minutes
Coverage Iterative Heuristic 17 hours
Distance Iterative Heuristic 17 hours
Bi-objective Iterative Heuristic 17 hours
LU2 scenarios. Table 3.7 presents execution time of all algorithms. NSGA-II achieves higher user coverage and
shorter walking distance than the iterative approaches. The improvement shows another advantage of NSGA-II
which is to absorb solutions from other algorithms and use them as seeds. Figure 3.10 shows NSGA-II fleet
placement solution which maximises the number of covered users. Red pins mark locations of the carsharing
























Figure 3.9: NSGA-II Pareto front and solutions of heuristic algorithms in MU1 scenario.
Figure 3.10: NSGA-II fleet placement solution which maximises user coverage in the city of Munich. Red
pins are locations of the carsharing station. Green zones indicate the inner area of Munich City
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Next, all heuristic algorithms and NSGA-II are executed with 72 stations in MU1 scenario to compare with
the manual allocation. Figure 3.11 shows that the manual allocation is inferior to some heuristic algorithms,
the iterative coverage and biobjective version in particular, and NSGA-II. The difference in user coverage is
up to 50% (manual allocation being on the lower end), while the walking distance is the same. The results
also further stress the benefit of Pareto front in decision making since it offers more options to choose from
























Figure 3.11: NSGA-II approximated Pareto front and solutions of heuristic algorithms in MU1 scenario
compared to the manual allocation (72 stations).
3.3.8 Discussion
Efficiency and performance: When optimality is a key, PolySCIP must be used. However, its high execution
time and memory requirements limit its applicability to only very small scenarios. For example, in the scenario
with 1,390 street nodes and 1,063 buildings, PolySCIP was unable find solution in an acceptable time, and this
is not even close to the size of a typical large city.
Simple heuristic algorithms, on the other hand, have the lowest execution time of all, but their results are
insufficient for practical applications due to their low user coverage. The underperformance of Simple heuristic
algorithms is alleviated in the iterative version, though it comes with an additional computation cost. Despite
the low execution time for a small instance, it becomes an issue in a larger instance. In MU1 scenario, the
simulations took 17 hours to locate 100 carsharing stations. Increasing the number of stations or increasing the
size of the analysed area will increase execution time linearly and can make it impractical.
NSGA-II’s main advantages are the approximated Pareto front, the ability to cope with the size of problem
instance, and the ability to improve existing solutions even further (if possible). The last ability is shown
through the utilisation of heuristic algorithms solutions in LU2 and MU1 scenarios. NSGA-II is 30 times faster
than iterative algorithms and still able to produce other options without a need to rerun the algorithm and
change weights (in bi-objective iterative algorithm). This also means if heuristic algorithms solutions are not
available (due to execution time), solutions from previous runs of NSGA-II can also be used as seeds and be
improved. These properties make NSGA-II an attractive choice in finding applicable fleet placement solutions.
Coverage vs. walking distance: After observing the coverage quality of distance-oriented algorithms, the walking
distance effect is only marginal in supporting carsharing service. To elaborate further, if equal weights for both
objectives are given in the iterative bi-objective heuristic algorithm. Ideally, the given solution should be
at (-397, 3,000) in the approximated Pareto front in Figure 3.9. However, it is located at (-399, 14,700)
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instead. There are also solutions where the walking distance is very low and so the user coverage because they
place stations away from crowded areas and situate the stations near a few buildings, hence, claiming the low
maximum walking distance and yield lower user coverage (see Figure 3.12). The decrease in walking distance
(in those solutions) only translates to two to three minutes difference on foot.
Figure 3.12: A solution that yields a low global walking distance, but also yielded low user coverage.
This effect can be explained as the nature of the city. Users are clustered in a densely populated area. If a
carsharing station is placed in such an environment, its coverage will be as far as it can reach which always
leads to high maximum walking distance as shown in the results. A station can be shifted to lower the walking
distance, but the user coverage is also likely to be lower in the process. On the other hand, the walking distance
can be drastically low if carsharing stations are placed in an uninhabited area, but that would greatly hurt the
user coverage objective and contradicts to the main purpose of carsharing service. Therefore, walking distance
objective can be dismissed in carsharing station placement.
3.3.9 First Phase Summary: Algorithms and Optimization Objectives
A novel methodology for automating fleet placement in station-based round-trip carsharing is proposed. To
solve this NP-hard problem, a set of heuristic, metaheuristic (NSGA-II) and PolySCIP (multi-criteria solver) al-
gorithms are introduced and evaluated in three scenarios. Two optimization objectives, maximising the number
of carsharing users and minimising maximum global walking-to-the-car distance, are chosen for optimization.
The experiment are performed on three different scenarios, each differs in size and purpose. Especially, in the
third scenario, MU1 where the comparison of the obtained solutions from NSGA-II and manual allocation is
presented. From the result, NSGA-II is shown to be superior to the manual allocation by a big margin in user
coverage and with a yielded approximated Pareto front, there are a number of solutions for decision makers to
choose from. Finally, the walking distance objective is found to be ineffective and negligible in implementation.
This has been shown in all three scenarios leading to the conclusion that maximising the outreach of the stations
is more important.
3.4 Second Phase: Refinement and Metaheuristic Algorithms Eval-
uation
The two objectives, user coverage and global walking distance are discussed in the previous section. The global
walking distance is suggested to not be suitable for the fleet placement problem due to its detrimental effect.
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The experiments also show that the exact methods and heuristic algorithms are not efficient when the input
data is large. In this second phase, the goal is to refine the optimization objectives and perform an experiment
on various metaheuristic algorithms.
For the second phase, there are two changes to the problem. The first change is the discard of the station
notion. For this phase, the focus is shifted to locating the positions of the vehicle as it is more realistic
from the carsharing company point of view. Hence, the name, fleet placement problem (FPP) is changed to
vehicle placement problem (VPP). The second change is the objectives. Three objectives are proposed for
vehicle placement problem (VPP), (1) Maximising user coverage, (2) Minimising the vehicle number, and (3)
Maximising the public transportation coverage.
3.4.1 Optimization Model
Residential buildings bj ∈ B and public transport locations tk ∈ T are considered to be covered by si ∈ S if the
walking distance (d) is less than or equal to the set threshold. In this work, each vehicle placed on the streets
can handle travel requests of all covered users. The optimization model can be described mathematically as
follows.
3.4.1.1 Parameters
Unlike FPP, vehicle placement problem (VPP) discard the notion of a station and become a vehicle location.
A vehicle is placed on a location on a street node in the street network S = {s1, s2, . . . , si}. The maximum
walking distance from a building to a station is d. As the assumption that users start the trip from their
residences still stands, the number of users pj is associated with the building bj . The additional element in
VPP is the public transportation tk which has an importance factor of wk. The coverage of each location si for
buildings B = {b1, b2, . . . , bj}and public transportation T = {t1, t2, . . . , tk} is defined in matrices E and G. All
parameters in VPP are described in detail in this section.
• n: Number of street nodes.
• m: Number of buildings.
• q: Number of public transport locations (T).
• x: Minimum number of selected vehicle locations allowed
• y: Maximum number of selected vehicle locations allowed
• i: Index for street nodes (belongs to Z+).
• j: Index for buildings (belongs to Z+).
• k: Index for public transportation locations (belongs to Z+).
• d: Walking/coverage distance
• B: Building nodes, B = {b1, b2, . . . , bm}.
• P : Population of the city, P = {p1, p2, . . . , pm}, such that pj is the population of building bj ∈ B.
• T : Public transport of the city, T = {t1, t2, . . . , tp}.
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• W : Public transport type weight, W = {w1, w2, . . . , wp}.
• En×m: the user coverage matrix. Given a parking spot si and a building bj , Ei,j = 1 iff distance(si, bj)
is less than or equal to a fixed walking distance (d). In that case, the building bj is covered by the vehicle
location. When the condition is not verified, Ei,j = 0.
• Gn×q: the public transport coverage matrix. Given a parking location si and a public transport tk,
Gi,k = 1 iff distance(si, tk) is less than or equal to a fixed walking distance (d). In that case, the public
transport location tk is covered by the vehicle location. When the condition is not verified, Gi,k = 0.
3.4.1.2 Outputs
The variables in VPP are the location on the street denoted by s′i, the state of building denoted by ej and the
state of public transport denoted by gk. It operates in binary, to indicate whether this location is selected or
not. The location can be selected even if it does not cover any buildings or public transportations.
• ej : represents that building bj is/is not covered by selected locations (bj ∈ B). If the building bj is covered
then ej = 1 and ej = 0 otherwise. A building is covered when (at least) there is an activated parking
spot within a fixed walking distance.
• gk: represents that public transport location tk is/is not covered by a parking spot (tk ∈ T ). If the public
transport location tk is covered then gk = 1, and gk = 0 otherwise. A public transport location is covered
when (at least) there is one selected location within a fixed walking distance.
• s′i: represents the state of a vehicle locations. One location can only accommodate one vehicle. If s′i is
active (the location is selected) then s′i = 1 and s
′
i = 0 if the location is not selected.
3.4.1.3 Optimization Objectives and Description
With the introduced parameters, VPP is mathematically formulated with three objectives, (1) maximising the














Subject To ej = Eij × s′i (1)




s′i ≤ y (3)
si, ej , gk ∈ {0, 1} (4)
n, x, y,m, q ∈ Z+ (5)
d ∈ Z≥0 (6)
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Constraint 1 indicates that a building bj can be covered by multiple vehicle locations. Constraints 2 ensures
that a building bj is considered only once during the calculation. Constraints 2 are similar to constraints 1, but
for public transport. Constraint 3 signifies the lowest and highest number of selected vehicle location allowed.
Finally, Constraints 4 – 6 define the domains of the variables and parameters.
3.4.2 NP-Hardness Proof
In this section, the computational complexity of the vehicle placement problem (VPP) is analysed by introducing
the decision counterpart of the VPP – VPP–D. VPP–D has the same parameters as VPP. The NP–hardness of
VPP is proven by proving the NP–completeness of VPP–D. The question is to determine whether there exists
a solution with n station(s) that covers a selection of buildings and public transport locations.
Theorem 1 The VPP is NP-Hard in the strong sense even if there is only one user in each building and all
public transport locations have their weights equal to one.
Proof. A pseudo-polynomial transformation to the VPP–D from the strongly NP-Complete problem “Exact
Cover By 3–Sets (X3C)” is introduced [88].
Exact Cover By 3-Sets, or X3C, can be defined as follows: Given a set U with cardinality of |3L| and a collection
C = {c1, c2, c3, ..., cL} where C is a collection of 3-element subset of U . The question for this problem is
“Does C contain an exact cover for U , that is, a subcollection C ′ ⊆ C, such that every element of U occurs in
exactly one member of C ′?” [88]. In this case, if R is a solution of X3C, |R| = L.
Given an instance of X3C, the introduction of following instance of VPP–D is in order. Firstly, let all elements
in B and T be of the same type and be members of the set U where U (VPP–D) = U (X3C). Then, let S
be the direct transformation of C where S′ = {s′1, s′2, s′3, ..., s′L}, such that s′l = cl, l = 1, 2, 3, ..., L. From the
construction of U (VPP–D), E and G matrices are merged together and since this new merged matrix depicts
the membership of elements in sl where the assumption is to have an acceptable walking distance d = 0 to ensure
that all buildings and public transportations are all covered regardless of walking distance in E and G. Then,
|sl| is ssumed to be strictly equal to three and there are n = L stations. In addition, pj = 1; j = 1, 2, 3, ...,m
and wk = 1; k = 1, 2, 3, ..., q are assumed, thus
∑m
j=1(ej × pj) +
∑q
k=1(gk × wk) = |U | where |U | = 3L = 3n.
The threshold value for the VPP–D is then x = y = n = L.
Let R be a solution to X3C. A solution for VPP–D is constructed, in which the elements in set U are covered
by n stations where s′l = cl ∈ R, such that rl = s′l, if s′l ∈ R and rl = ∅ if s′l 6∈ R. Since R is an exact cover
of U (X3C), all the elements (buildings and public transport locations) in the set U (VPP–D) are covered and
the number of stations in the corresponding solution is n = |R|.
Next, the existence of a solution O in VPP–D with |O| ≤ n is assumed. From this function, it implies that the
number of stations with ol 6= ∅ should not exceed n, otherwise, |O| > n and the function will not hold. Another
implication is that the number of selected stations should not be less than n, otherwise, some buildings and
public transport locations will not be covered. Therefore, there are exactly n station(s) with s′l 6= ∅. Since all
buildings and public transport locations form the set U , the set of stations with ol 6= ∅ represents a solution to
X3C.
The transformation of X3C to VPP–D is presented, since X3C belongs to the class NP, VPP–D also belongs
to the class NP. (follow lemma 2.1 in [88]).
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Table 3.8: Spearman correlation coefficient between each pair of objectives. Objective 1 is user coverage
maximisation. Objective 2 is vehicle number minimisation. Objective 3 is public transport coverage maximi-
sation.
Correlation Coefficient p-Value
Objective 1 - Objective 2 0.965 2.2e-16
Objective 2 - Objective 3 0.932 2.2e-16
Objective 1 - Objective 3 -0.829 1.98e-12
The approximability of the VPP is discussed. The special case in Theorem 1 is restated where each building
has only one user and the public transport locations’ weights are one. The special case is equivalent to the “Set
Cover Problem (SCP)”.
The instance of SCP is defined as follows; given a universe U of L elements, a collection of subsets of U,
C = {C1, ..., CL}, the question is whether there is a set covering (C) of size k such that k ≤ L that covers all
elements of U [97].
SCP was proved to be polynomially non-approximable within the ratio c · ln |C| [90], for some constant c > 0.
Therefore, the following statement is proposed.
Statement 1. There exists no polynomial (c · lnn)-approximation algorithm for the VPP where n is the input
size, unless P = NP .
3.4.2.1 Objective Correlation
There are three objectives in VPP. The first one is user coverage maximisation (Objective 1). The second
is vehicle number minimisation (Objective 2). The last objective is public transport coverage maximisation
(Objective 3). The Spearman rank correlation coefficient is utilised to determine the correlation between three
objectives with the confidence interval of 95%. P-Value is used to decide whether accept or reject the null
hypothesis as it reflects the probability of obtaining the observed results of a test, assuming that the null
hypothesis is correct. Hence, by this definition and the confidence interval of 95%, if the observed p-value is
less than 0.05, the null-hypothesis is rejected. Table 3.8 shows the correlation between objectives.
From Table 3.8, it can be observed that the vehicle number have positive correlation with both types of coverage.
This means the higher number of vehicle, the higher the coverage is regardless of its type. It presents a need
to balance between the number of vehicle and the goal coverage. On the other hand, the negative correlation
is presented for the user and the public transport coverage objectives. It indicates that if the user coverage
increases, the public transport will decrease as a consequence. This conflicting behaviour makes the problem
more difficult since it is not possible to achieve the optimal in every objective and is a proof that this task
requires an efficient searching algorithm to solve.
3.4.3 Methodology
The finding in the first phase shows that metaheuristic is more efficient than the exact methods and heuristic
algorithms in solving the large instances of the fleet placement problem (FPP). The crux is the execution
time for those algorithms comparing to metaheuristic algorithms which was also reported in [47]. In this second
phase, the study of three state-of-the-art metaheuristic algorithms which were used in several variant of location
problem, namely, SPEA-II, NSGA-II and NSGA-III, is conducted. All algorithms are described in section 2.2.
This section explains the concept of our proposed solution encoding method. The other operators are the same
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as ones in the first phase which are binary tournament (Pareto-dominance based), two point crossover, and
uniform mutation.
Solution Encoding
In the second phase, two new objectives are introduced. One of them is the vehicle number minimisation. Due
to this objective, the solution encoding for VPP needs to be able to accomodate the variable length aspect of
the solution. The variable length encoding has been studying extensive for the past years and is still an open
question as mentioned in [98].
The variable length encoding scheme can be represented in two forms. Both forms are elaborated using VPP.
First, the length of the chromosome is different, meaning one solution can have three locations and another
can have ten locations. This scheme is not often used since conventional operators cannot be applied. The first
investigation dated back to 1989 by Goldberg et al. [99]. The report pointed out the importance of building
blocks (useful pattern) in the chromosome and how it can help with the convergence. However, in another
investigation by Van Veldhuizen et al., the identification of building blocks in multiobjective optimisation
problem is difficult because different patterns and their combinations yields different effect [100]. Despite this
difficulty, it is still used in several works, mainly the routing and clustering problem which still require complex
solution repair mechanism [101, 102].
Second, the length of chromosome is fixed (e.g. length of 10, but a chromosome might contain only five usable lo-
cations). There are several existing methods such as “hidden gen” [103],“active/inactive gen” [104],“hierarchical
chromosom” [105],“filtering mas” [106],“activation threshol” [107, 108],“activation mask”[104],“control gene” [105,
108] and “don’t care symbo” [109].
To determine the encoding scheme in this work, an experiment using NSGA-III with three different encoding
schemes is conducted:
1. Variable length chromosome
2. Sorted don’t care symbol
3. Scrambled don’t care symbol
The first scheme is the representative of the first form. While, the second and third scheme follow the “don’t
care symbol” method specifically to simplify the solution encoding in VPP since having two chromosomes as
one solution does not encourage that. Each scheme is elaborated further in the followings.
Variable length chromosome
Chromosomes in this scheme encompass only active locations in VPP. The same integer-based encoding as in
FPP case is used. However, the chromosome are varied in size as can be seen in Figure 3.13
Sorted don’t care symbol
In this scheme, ”-1” is deployed as a ”don’t care” symbol. The chromosome is also sorted in descending order
meaning all the ”-1”s are on the right side of the chromosome (see Figure 3.14).
Graph and Smart Mobility 38
Figure 3.13: Chromosome representation for variable length chromosomes.
Figure 3.14: Chromosome representation for sorted don’t care chromosomes.
Figure 3.15: Chromosome representation for scramble don’t care chromosomes.
Scrambled don’t care symbol
Similar to the its sorted version, it employs “-” as the “don’t care symbol”. However, in this scheme, instead
of sorting the chromosome, multiple “-1” are diffused into the locations as shown in Figure 3.15.
All schemes are subjected to the following experiment configurations in Table 3.9. In this experiment, NSGA-III
is executed on VPP with three different encoding schemes. Each of them is terminated after 2000 generations.
The population size is 92 and the number of locations is varied from 10 to 100. The process of population
initialisation is random. For variable encoding scheme, messy one-point crossover is employed. On the other
hand, for two fixed length encoding schemes, 2-point crossover is utilised. The mutation is the same as one used
in FPP with the mutation rate as 1#locations , so The ”don’t care” symbols are not considered in the mutation.
Each encoding scheme is implemented using Python 3.6 and DEAP [110]. Each is executed for 30 times on 10
5000-node synthetic instances.
Each encoding scheme is evaluated with three indicators, IGD, spread and hypervolume. For IGD and spread,
the approximated Pareto fronts are consolidated from all executions and use it as a referenced front for calculat-
ing both indicators. The normalisation to [0,1] is applied to the fitnesses for all indicators. the Kruskal-Wallis
test [111] is employed for unpaired multiple non-parametric test and the Wilcoxon test [112] is for pairwise
non-parametric comparison. Both methods do not assume the normal distribution of the results from each
algorithm. The confidence interval for all experiments is 95%. P-Value is used to decide whether accept or
reject the null hypothesis as it reflects the probability of obtaining the observed results of a test, assuming that
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Table 3.9: Parameter configuration for each encoding scheme.
Variable Sort Scramble
Number of generations 2000
Population size 92
Number of locations 10-100




Table 3.10: IGD for each encoding scheme.
Instance
IGD (×10−2)
Variable Sort Scramble p-Value
5000 1 0.318 (0.031) 0.305 (0.031) 0.404 (0.032) 4.91e-13
5000 2 0.302 (0.025) 0.278 (0.022) 0.383 (0.030) 1.13e-14
5000 3 0.276 (0.025) 0.293 (0.029) 0.376 (0.029) 1.33e-13
5000 4 0.275 (0.027) 0.254 (0.025) 0.347 (0.036) 1.67e-13
5000 5 0.264 (0.026) 0.262 (0.025) 0.369 (0.048) 6.87e-13
5000 6 0.278 (0.024) 0.250 (0.026) 0.346 (0.037) 8.94E-14
5000 7 0.267 (0.027) 0.276 (0.027) 0.377 (0.037) 2.60e-13
5000 8 0.267 (0.023) 0.275 (0.029) 0.372 (0.033) 2.46e-13
5000 9 0.266 (0.020) 0.262 (0.026) 0.359 (0.037) 1.63e-13
5000 10 0.276 (0.022) 0.267 (0.028) 0.368 (0.028) 1.43e-13
Table 3.11: Spread for each encoding scheme.
Instance
Spread
Variable Sort Scramble p-Value
5000 1 0.593 (0.051) 0.581 (0.033) 0.570 (0.042) 0.183
5000 2 0.600 (0.036) 0.584 (0.054) 0.575 (0.040) 0.033
5000 3 0.587 (0.037) 0.571 (0.044) 0.567 (0.041) 0.135
5000 4 0.596 (0.039) 0.581 (0.046) 0.558 (0.044) 0.004
5000 5 0.602 (0.045) 0.583 (0.035) 0.592 (0.033) 0.239
5000 6 0.587 (0.045) 0.589 (0.040) 0.571 (0.041) 0.173
5000 7 0.603 (0.039) 0.593 (0.039) 0.603 (0.045) 0.610
5000 8 0.597 (0.046) 0.586 (0.042) 0.592 (0.039) 0.554
5000 9 0.608 (0.037) 0.578 (0.034) 0.577 (0.045) 0.010
5000 10 0.604 (0.039) 0.592 (0.044) 0.596 (0.042) 0.387
the null hypothesis is correct. Hence, by this definition and the confidence interval of 95%, if the observed
p-value is less than 0.05, the null-hypothesis is rejected where the null hypothesis is there is no difference in the
average performance among the three strategies.
The red color in all presented tables indicates that the coloured value is significantly different than the rest.
Two coloured values in the same row means, while the two are significantly different from another value, there
is no statistical significance between the two.
Table 3.10 shows the IGD of each encoding scheme. It can be observed that the scramble scheme yield the
worst convergence in all test instances. On the other hand, variable length encoding and sorted chromosome
with don’t care symbol are comparable. This means they both yield approximated Pareto fronts that are close
to the referenced one.
Spread is an indicator to measure the diversity of the approximated front. In Table 3.11, it can be observed
that all encoding schemes yields comparable spread in all instances. It can be conclude that each encoding have
no significant difference in term of the diversity of the yielded solutions.
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Table 3.12: Hypervolume for each encoding scheme.
Instance
Hypervolume
Variable Sort Scramble p-Value
5000 1 0.309 (0.013) 0.323 (0.016) 0.284 (0.014) 5.93e-12
5000 2 0.307 (0.011) 0.331 (0.011) 0.283 (0.011) 4.73e-16
5000 3 0.324 (0.011) 0.328 (0.016) 0.294 (0.011) 2.43E-12
5000 4 0.303 (0.012) 0.327 (0.014) 0.285 (0.015) 3.56e-13
5000 5 0.325 (0.012) 0.341 (0.015) 0.293 (0.018) 8.25e-14
5000 6 0.308 (0.011) 0.332 (0.015) 0.290 (0.014) 2.31e-13
5000 7 0.339 (0.012) 0.347 (0.014) 0.305 (0.012) 1.96e-13
5000 8 0.313 (0.011) 0.328 (0.014) 0.279 (0.014) 1.78e-14
5000 9 0.313 (0.011) 0.328 (0.016) 0.284 (0.015) 1.16e-13
5000 10 0.312 (0.009) 0.327 (0.013) 0.285 (0.012) 2.77e-14
Table 3.12 shows that the sorted don’t care symbol scheme yields the highest hypervolume than the rest. This
results demonstrate the importance of sorting as well since the counterpart (scramble) yield significantly lower
hypervolume which indicate worse convergence and diversity in the solutions.
Next, convergences of each encoding scheme are shown through three generational plots for IGD, spread and
hypervolume, respectively. Figure 3.16 depicts the fast convergence of IGD for variable encoding scheme, but
eventually, the sorting scheme can catch up to it at the end of 2000 generations. Although, the scramble also
























Figure 3.16: A generational plot of IGD for each encoding scheme on City 1 instance.
In Table 3.11, there is no statistical significance in spread for all encoding scheme. Figure 3.17 shows more
details and it can be observed that there is a small difference in variable scheme compared to the two other




















Figure 3.17: A generational plot of spread for each encoding scheme on City 1 instance.
Graph and Smart Mobility 41
Finally, Figures 3.18 present the generational plot of hypervolume for all schemes. It can be observed that the
variable scheme can converge faster, but the sort scheme shows the ability to out grow it in the end. Meanwhile,




















Figure 3.18: A generational plot of hypervolume for each encoding scheme on City 1 instance.
From all the obtained results in this experiment, the “sorted don’t care symbol” is chosen since it has been
show that this encoding scheme can lead to a convergence and at the same time, statistically better than the
other two other schemes. Following this encoding scheme, a solution is initialised by choosing uniformly at
random street nodes from all street nodes (in a problem instance) without replacement meaning each location
in the solution is unique at the initialisation. The sizes of solution is also randomly assigned between the lower
and upper boundary. If the solution has fewer locations than the upper bound, it is filled by -1 as mention in
the solution encoding.
3.4.4 Experimental Setup
Three state-of-the-art metaheuristic algorithms, i.e. SPEA-II, NSGA-II and NSGA-III are implemented using
Python 3.6 and DEAP [110]. NSGA-III, in particular, is implemented after NSGA-III module from [113], the
rest are readily available in DEAP. The parameters of each algorithm are shown in Table 3.13. Each algorithm
is run for 30 times on 10 50000-node synthetic and two real-world instances. The Kruskal-Wallis test [111] is
employed for unpaired multiple non-parametric test and the Wilcoxon test [112] for pairwise non-parametric
comparison. Both methods do not assume the normal distribution of the results from each algorithm. The
confidence interval for all experiments is 95%. P-Value is used to decide whether accept or reject the null
hypothesis as it reflects the probability of obtaining the observed results of a test, assuming that the null
hypothesis is correct. Hence, by this definition and the confidence interval of 95%, if the observed p-value is
less than 0.05, the null-hypothesis is rejected where the null hypothesis is there is no difference in the average
performance among the three algorithms. All experiments were conducted on HPC platform of the University
of Luxembourg [96].
The population size for all algorithms is set to 92, due to the fact that NSGA-III requires 92 individuals in a
three-objective problem [72]. The archive size in SPEA-II is also set to 92. The number of vehicles is varied
between 10 and 200 and the walking distance threshold is set to 500 meters. This means a building is considered
to be covered by the carsharing service if the user can reach at least one shared fleet vehicle by walking towards
it along the street for not more that 500 meters. The termination condition is 2,000 generations for the 10
synthetic instances and 3,000 generations for real-world instances due to the disparity in size. With the high
number of generations, an extensive study on each algorithm can be conducted. The crossover method is 2-point
crossover with a crossover rate of 0.9. Finally, the employed mutation method is a uniform mutation which is
applicable to all genes in a chromosome.
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Table 3.13: Parameters of SPEA-II, NSGA-II and NSGA-III.
All algorithms
Number of generations 2,000, 3,000
Population size 92
Number of vehicles 10-200
Crossover operator 2-point crossover
Crossover rate 0.9
Mutation operator uniform
Mutation rate 1chrom length
Table 3.14: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
50000 1 0.209 (0.025) 0.162 (0.016) 0.168 (0.023) 1.13e-10
50000 2 0.283 (0.028) 0.184 (0.014) 0.211 (0.022) 3.45e-15
50000 3 0.296 (0.027) 0.142 (0.013) 0.209 (0.023) 2.20e-16
50000 4 0.262 (0.028) 0.163 (0.013) 0.177 (0.024) 1.15e-13
50000 5 0.246 (0.027) 0.206 (0.018) 0.187 (0.020) 2.71e-11
50000 6 0.223 (0.028) 0.173 (0.017) 0.171 (0.025) 2.67e-10
50000 7 0.246 (0.029) 0.184 (0.015) 0.167 (0.020) 4.17e-13
50000 8 0.263 (0.032) 0.181 (0.014) 0.184 (0.021) 2.79e-13
50000 9 0.219 (0.022) 0.184 (0.018) 0.167 (0.019) 1.23e-11
50000 10 0.293 (0.033) 0.178 (0.014) 0.204 (0.025) 2.76e-15
Munich 0.141 (0.011) 0.115 (0.009) 0.114 (0.025) 1.00e-10
Hamburg 0.176 (0.015) 0.114 (0.012) 0.124 (0.012) 2.57e-14
Three performance metrics in the experiments are also employed in this experiment, namely, inverted gener-
ational distance (IGD) [77], spread [60] and hypervolume [54]. All fitnesses are normalised from zero to one
before the calculation. Due to the size of the problem, it is impossible to use exact methods to compute the
true Pareto front, therefore, a reference Pareto front is constructed for each instance by merging all the Pareto
fronts found by all the algorithms in all independent runs on that instance into a single front.
3.4.5 Experimental Results
This section presents the comparison of performance for SPEA-II, NSGA-II and NSGA-III on 12 problem
instances (10 synthetic and two real-world) using IGD, spread and hypervolume (please refer to Appendix A
for other instances results).
3.4.5.1 Statistical Analysis
The red colour in all presented tables indicates that the coloured value is significantly different than the rest.
Two coloured values in the same row means, while the two are significantly different from another value, there
is no statistical significance between the two.
Table 3.14 shows the average and standard deviation of IGD for each algorithm. From the table, NSGA-II and
NSGA-III yields comparable IGDs across 12 instances. SPEA-II only produces significantly worse IGD on all
test instances.
Regarding spread, SPEA-II and NSGA-III produce significantly lower, i.e. better, values than NSGA-II in all
instances as shown in Table 3.15. In term of diversity, NSGA-II perform significantly worse than the other two
algorithms.
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Table 3.15: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
50000 1 0.576 (0.027) 0.626 (0.043) 0.577 (0.037) 1.68e-05
50000 2 0.580 (0.039) 0.647 (0.049) 0.598 (0.040) 4.06e-06
50000 3 0.589 (0.034) 0.630 (0.032) 0.602 (0.037) 2.10e-04
50000 4 0.585 (0.042) 0.637 (0.048) 0.585 (0.035) 1.16e-05
50000 5 0.577 (0.043) 0.637 (0.035) 0.584 (0.041) 7.98e-07
50000 6 0.573 (0.034) 0.630 (0.043) 0.578 (0.044) 3.21e-06
50000 7 0.578 (0.039) 0.627 (0.040) 0.592 (0.044) 2.68e-04
50000 8 0.584 (0.042) 0.643 (0.047) 0.600 (0.040) 2.44e-05
50000 9 0.578 (0.038) 0.639 (0.040) 0.595 (0.054) 2.55e-06
50000 10 0.580 (0.043) 0.646 (0.044) 0.610 (0.044) 2.14e-06
Munich 0.595 (0.040) 0.625 (0.046) 0.581 (0.047) 0.001
Hamburg 0.568 (0.041) 0.599 (0.037) 0.585 (0.034) 5.47e-03
Table 3.16: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
50000 1 0.328 (0.012) 0.351 (0.016) 0.346 (0.017) 2.84e-07
50000 2 0.323 (0.013) 0.384 (0.018) 0.359 (0.013) 3.17e-15
50000 3 0.321 (0.012) 0.390 (0.014) 0.363 (0.013) 2.20e-16
50000 4 0.316 (0.011) 0.366 (0.014) 0.353 (0.013) 2.48e-14
50000 5 0.332 (0.013) 0.367 (0.019) 0.359 (0.013) 3.32e-10
50000 6 0.328 (0.014) 0.362 (0.018) 0.355 (0.020) 2.14e-09
50000 7 0.325 (0.015) 0.367 (0.018) 0.367 (0.014) 8.26e-12
50000 8 0.306 (0.013) 0.353 (0.017) 0.343 (0.018) 9.93e-13
50000 9 0.325 (0.011) 0.347 (0.019) 0.350 (0.015) 1.40e-07
50000 10 0.318 (0.011) 0.372 (0.016) 0.349 (0.017) 3.10e-14
Munich 0.325 (0.006) 0.340 (0.006) 0.347 (0.015) 3.13e-10
Hamburg 0.271 (0.008) 0.300 (0.009) 0.300 (0.010) 3.25e-13
Hypervolume is compared in Table 3.16. SPEA-II yields the lowest hypervolume among the three test algo-
rithms. On the other hand, NSGA-II yields similar hypervolume to NSGA-III on the test instances. Even if
there are some instances that the differences are statistical significant, they are small differences.
3.4.5.2 Convergence Analysis
For convergence analysis, the average values of each metric are plotted against the number of generations.
From this analysis, it is found that evaluated algorithms behave similarly in all studied instances. Therefore,
an instance with the city of Munich is chosen as a representative in this section.
Figure 3.19 shows the generational plot of the IGD values of each algorithm over 3,000 generations. NSGA-II
converges slightly faster than NSGA-III and greatly faster than SPEA-II. However, NSGA-III caught up in the
end and yields comparable IGD.
The spread values of each algorithm fluctuate in each generation, which leads to a cloud of points, as shown
in Figure 3.20. However, the trend can still be seen. SPEA-II maintains the same spread throughout all 3,000
generations, while NSGA-II spread trend is slightly decreasing over time. On the other hand, NSGA-III shows
a steady decrease of spread further into the later generations.







































Figure 3.20: Generational plot of spread of each algorithm on Munich instance.
The hypervolume plot is shown in Figure 3.21. NSGA-II converges slightly faster than NSGA-III, but both
converge to the comparable hypervolume at the 2000th generation. SPEA-II is worse than the other two in



















Figure 3.21: Generational plot of hypervolume of each algorithm on Munich instance.
By observing these plots, NSGA-II has a much faster convergence rate than the other two algorithms. If
the execution time is a concern, NSGA-II can be terminated after the 500th generation and would still yield
solutions closer to the reference Pareto front than the other two algorithms. However, if obtaining a diverse
set of solutions is the main objective of the decision maker, i.e. the car sharing operator, NSGA-III is a better
choice as it yields highly diverse solutions (low spread) and at the same time yields significantly lower IGD
than SPEA-II and comparable hypervolume to NSGA-II. SPEA-II is completely outperformed by the other two
algorithms in VPP. Hence, NSGA-III is selected to solve VPP and as a base algorithm into further development
of the work.
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3.4.6 Second Phase Summary: Observation on Algorithms
The corresponding Vehicle Placement Problem (VPP) has been modeled as a multi-objective problem with three
objectives: (1) maximising the number of covered by the service citizens, (2) maximising proximity to public
transport, and (3) minimising the number of vehicles in the operated fleet. The performance of three state-of-
the-art algorithms is studied on 10 synthetic medium-size instances and two large-scale real-world instances.
Experimental results demonstrated that NSGA-III is superior to NSGA-II and SPEA-II in term of convergence
and diversity. Therefore, a hybrid algorithm is based on NSGA-III.
3.5 Third Phase: Hybridisation
In this phase, the hybridisation is touched. The aim of this phase is to utilise the problem improve the
performance of the selected metaheuristic algorithm (NSGA-III) by introducing the problem specific knowledge
which is not fully utilised in the state-of-the-art algorithms. According to [54], there are several strategies for
creating a hybrid algorithm, however the author gave four examples which are;
1. Metaheuristics + Metaheuristics (complementary) or Heuristics
2. Metaheuristics + Exact methods
3. Metaheuristics + Constraint programmings
4. Metaheuristics + Machine learning
For this work, the first combination is pursued and it is classified as low-level teamwork hybrid (LTH) as defined
in [54]. NGAP from the combination of NSGA-III (a base algorithm) with Pareto Local Search (PLS) [114] and
our novel local search operator called Extensible Neighbourhood Search (ENS) for vehicle placement problem
(VPP) is proposed. To the extent of my knowledge, there is no work presenting a combination of NSGA-III and
PLS. In addition, the proposed local search operator takes full advantage of the street network and compute
everything locally using only available local information. This section is dedicated to explain the idea and
present the results of the hybrid algorithm comparing to the state-of-the-art NSGA-III.
3.5.1 Methodology
Most of the hybrid algorithms are single objective, for example, hybrid artificial bee colony [64, 65], hybrid
simulated annealing [66], hybrid variable neighborhood search [67] and hybrid between GA and Variable Neigh-
borhood Search (VNS) [115]. A few multi-objective versions have been proposed by Ishibuchi and Murata
[69] and Jaszkiewicz [116]. These works use a weighted sum approach to combine and balance between the
objectives. They require objectives to be normalised and several weight vectors are generated to find the ap-
proximated Pareto front. The approach from Tan et al. [117] randomly selects a single objective local search
from a collection of algorithms and applies it on the whole population in each local search phase which makes
it very difficult to determine the priority of local search approaches since it is highly dependent on problem
instances.
Apart from the difficulties of determining the weights and the local search strategies, there is a troubling aspect
of the solution neighbourhood structure. To elaborate on the concept of solution neighbourhood structure, let
Graph and Smart Mobility 46
us denote Nk(x) where Nk is a set of solutions which can be considered as neighbours to solution x and has
a size of k, (k = 1, 2, 3, . . . , kmax). Neighbour solution be described as solutions that located closely to x in
the solution space. If the neighbour solution concept is defined loosely, the neighbours of solution x can be all
possible solutions. Otherwise, if it is very tight, i.e. k = 1, it can also hinder the exploitation process which can
guide the algorithm toward the local or global optima. The aforementioned state-of-the-art algorithm suffered
in this aspect greatly as there is no efficient method to determine the optimal size of the neighbourhood. This
aspect has been studied extensively in [59]. The authors compared the neighbourhood strategies and reported
that the best strategy to handle a large problem is to keep the size of the neighbourhood small and not to
explore the whole neighbourhood, i.e. the whole solution space.
To sum it up, there are three difficulties presented in the previous work. They are (1) determining the suitable
weight vectors (2) determining the right local search algorithm and (3) determining the set of neighbourhood.
To overcome these difficulties, a dominance-based local search called Pareto Local Search (PLS) is proposed.
With the dominance-based approach, the need of weight vectors can be eliminated. As for the local search
operator, Extensible Neighbourhood Search (ENS) is then proposed.. The proposed algorithm takes the full
advantage of graph structure and help intensifying the exploitation process to guide the solution toward the
local optima. The idea of ENS is based on three facts reported in [118] and they are;
1. A local optimum with regard to one neighbourhood structure (Nk) is not always a local optimum in
another neighbourhood.
2. A global optima is a local optimum with regard to all neighbourhoods.
3. In many problems, local optima with regard to one or several neighbourhoods are relatively close to each
other.
The last observation which is the most important one, implies that local optimum often provides or shares some
information with the global one. For instance, the local optima may share the same values of variables with
the global one. However, until the global optimum is found, It is not known which one to look for, hence a
structured study and search in various neighbourhoods must be performed and this leads us to the proposal
of ENS. In this section, the building blocks of our hybrid algorithms which as Pareto Local Search (PLS) and
Extensible Neighbourhood Search (ENS) are explained. As for encoding scheme and genetic operators, the
same method as in the experiment in the second phase is exployed.
3.5.1.1 Pareto Local Search (PLS)
Pareto Local Search (PLS) was proposed by Paquette et al. in 2004 [114]. PLS can be considered as a general
algorithm for local search. It operates on the concept of archive which is used to screen out the dominated
solutions from the set of final solutions. However, it is important to note that PLS still needs local search
operators as shown in [114] where the authors used 2-opt, 2h-opt and 3-opt local search algorithms for traveling
salesman problem (TSP). Algorithm 6 shows the general process of PLS.
In essence, the process of PLS starts from initialising an empty archive for holding all non-dominated solutions.
Then the initial solutions are generated and updated to the archive. During this process, the dominated
solutions are discarded. After that, the neighbours of each solution in the archive are evaluated and added to
the archive only if they are not dominated by any other solutions in the archive. This process continues until
all solutions in the archive are visited. The size of the archive is also unlimited.
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Algorithm 6 Pareto Local Search (PLS)
Archive ← ∅
Solutions ← GenerateInitialSolution ()
Archive ← UpdateArchive (Solutions)
while all solutions in Archive are not visited do
for s′ in neighbour(s) do
Evaluate (s′)
if s′ is not dominated by r in Archive then




s ← s+ 1
end
Return Archive
3.5.1.2 Extensible Neighbourhood Search (ENS)
ENS introduces the concept of neighbourhood stemmed from graph theory. The neighbourhood in a graph and
the neighbourhood in the solution space mentioned earlier in this section are not the same. The neighbourhood
in a graph is a set of nodes that can be reached from the chosen node. An example is shown in Figure 3.22.
1-hop neighbours are immediate neighbours of the chosen node (node 1), i.e. node 2, 3, 4, 5. While 2-hop
neighbours include all 1-hop neighbours and those that are immediate neighbours of 1-hop neighbours. In this












Figure 3.22: Neighbourhood in a graph.
In this work, ENS is designed with three problem-specific functions, Add, Cut and Improvement using Pareto-
dominance as a criterion and specifically, when a neighbour is non-dominated, it means this neighbour dominates
all others neighbours and current node in the neighbourhood. The algorithm is also suitable with the encoding
scheme where there is no order in the encoding which local search algorithms such as Lin—Kernighan heuristic
[119], swap move, or insertion move [120] cannot be applied since the change of gene order in the solution
does not incur any changes. Although, these three functions are problem-specific, ENS concept is still highly
versatile to accommodate any problems that are graph-based. Due to the concept of graph theory, node and
location, are used interchangeably in this context.
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Algorithm 7 Extensible Neighbourhood Search (ENS)
Data: Solution, Street Graph (G), addHop, cutHop
while termination condition is not met do
% Add
for location ∈ Solution do
neighbours ← (Neighbourhood (G, location, addHop) \ Neighbourhood (G, location, cutHop))
addLocation ← location for n in neighbours do







for location ∈ Solution do
if location == -1 then
continue
end
neighbours ← Neighbourhood (G, location, cutHop)
for n in neighbours do







for location ∈ Solution do
if location == -1 then
continue
end
neighbours ← Neighbourhood (G, location, cutHop)
for n in neighbours do






Termination conditions In [59], the authors experiment on three termination strategies for the local search
algorithms. They are;
1. Strategy 1 (S1): Terminate when the first non-dominated solution is found
2. Strategy 2 (S2): Terminate when the improvement limit is reached (e.g. after 200 rounds)
3. Strategy 3 (S3): Terminate when all solutions are explored
It is intractable in our VPP problem to explore all possible solutions since the problem is NP-hard. Therefore,
the experiments on S1 and S2 are conducted. However, ENS is a deterministic algorithm by nature on any
static graphs (since there is no structure change, ENS yields the same result), so the modification is made to the
two strategies to make them work with ENS by terminating the local search operation once the solution cannot
be improved any further regardless of the termination conditions. For example, for S1, if the solution cannot
be improved, the search is terminated. As for the S2, even if the improvement limit has not been reached, but
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25 4 ... -1 -1

















Figure 3.23: Adding process in ENS.
the solution cannot be improved any further, the search is also terminated. By doing this, an execution time
can be reduced and let the metaheuristic algorithm does more of the exploration and let the ENS enhance the
exploitation.
Add
In ENS, the purpose of add process is to introduce new non-dominating solutions into the pool through the
addition of locations. Adding starts with finding a set of potential neighbours for consideration. This is done
by two adjustable parameters, addHop and cutHop as mentioned in Algorithm 7. The former indicates the
reach from the current node and the latter specifies that lower bound. The final neighbourhood contains only
nodes that are not presented in the cutHop neighbourhood. For example, in Figure 3.23, the addHop is two and
cutHop is one. The considered neighbourhood for adding process contains only node 7, 14, 21, and 35. The first
number in the parentheses is the user coverage of this location and the second one is the public transportation
coverage.
The next step is to decide whether to add new location to the solution. This is done by comparing all the
nodes in the neighbourhood and current location. The non-dominated location is then added to the solution as
long as there is a free space (denote as -1) in the solution. If there are more than one non-dominated locations,
the function randomly selects one. Only original locations in the solution are considered for adding process,
meaning, if they are 10 locations originally, the highest number of location is 20 after the process.
The whole process is shown in Figure 3.23 where node 3 is considered as the current location. Then, all the
neighbour nodes and current location are compared. There are two non-dominated locations in this case and
finally, node 35 is randomly selected over node 14. Since there is a “-1” in the solution, node 35 is added by
replacing the “-1” gene in the solution.
Cut
Cutting location is the second process in ENS. The purpose of cutting is to streamline the solution by removing
the redundancy. This process first define a set of neighbourhood for cutting on the chosen node. The size of
neighbourhood is adjustable through the parameter cutHop. In Figure 3.24, The neighbourhood consists of
node 2, 8, 9, and 25.
Once the neighbourhood is identified, the comparison for cutting starts. The current location is compared
against all location in the neighbourhood. If the current location is dominated (in term of user and public
transportation coverage) by at least one location in the neighbourhood presented in the solution, it is removed
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from the solution and is replaced by “-1” (which will be sorted later). For instance, in the case of Figure 3.24,
location 3 is dominated by location 25. Therefor, it is removed and replaced by “-1”.
25 4 ... -1 -1









Figure 3.24: Cutting process in ENS.
Improvement
ENS focuses mainly on local knowledge utilisation. This holds true for all of its processes. In improvement
process, the current location is relocated to another location in the neighbourhood that dominates the current
location, e.g., have a better or equal user coverage and better public transportation coverage.
In Figure 3.25, the neighbourhood contains node 5, 8, 18, and 56. In this neighbourhood, node 18 dominates the
current location (node 3). Therefore, the current location is relocated to node 18. Through the improvement
process, the solution is being guided toward the local optimum systematically and at the same time create
building blocks for reaching the global optima.
25 4 ... -1 -1










Figure 3.25: Improvement process in ENS.
3.5.1.3 Hybrid Algorithm: NGAP
The foundations of the proposed NGAP are already explained. Algorithm 8 shows the process of the proposed
hybrid algorithm. PLS with ENS as the local search operation is executed after predefined generations. The
local search improves the solutions produced from the crossover and mutation. Then all solutions are sorted by
non-dominated sort for the selection process of NSGA-III afterward.
3.5.2 Hop Parameter Analysis
Extensible Neighbourhood Search (ENS) is the problem-specific local search operator proposed in this research.
The main idea is to rely on the neighbourhood (in graph theory) of the street network and execute the local
search based on Pareto-dominance concept. The operator take two important parameters which are addHop
and cutHop. The larger the value of hop, the larger the size the search neighbourhood is. This parameter is
very important as it affect the quality of the yielded solutions directly (whether for adding or cutting process
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Algorithm 8 Hybrid Metaheuristic Algorithm Framework (NGAP)
Population ← InitialisePopulation (size)
while termination criteria are False do
Parents ← TournamentSelection (population)
Offsprings ← recombination+mutation(Parents)
Archive ← ∅
if Local Search criteria are met then





F1, F2, . . . ← NondominatedSort (population,Offsprings,Archive)
while |NextGeneration| ≤ size do
NextGeneration = NextGeneration ∪ Fi
i = i + 1
end





NextGeneration ← (F1 ∪ F2 ∪ . . . ∪ Fl−1)
ReferencePoints ← createHyperplane(NextGeneration)
Associate(NextGeneration, ReferencePoints)
K = size− (|tmpPopulation|)




in ENS). The operator is then integrated into NGAP which is the hybrid algorithm proposed in this research
as well. In this section, the effect of hop is studied to find the efficient value to be used in this work.
3.5.2.1 Experimental Setup
The effect of hops in ENS is tested with NGAP that employs strategy 2 (execute local search until the solution
cannot be improved any further). There is also a condition that the parameter addHop cannot be smaller
than cutHop, otherwise, the search advantage is diminished. Although, with this condition, the search space of
parameters can still be very large. As it is not in our best interest to perform the surface analysis in this work,
15 combinations of addHop and cutHop are studied as shown in Table 3.17.
The study is conducted on 5000-node instances only (10 instances) and the termination criteria is set to be
5,400 seconds. The interval of local search is every 50 generations and the improvement limit for ENS is set
200 iterations. Each combination is executed for 30 times on each instance.
The performance indicators are inverted generational distance (IGD), spread and hypervolume. Kruskal-Wallis
test is employed for unpaired multiple non-parametric test and Wilcoxon test is for the pairwise non-parametric
comparison. The confidence interval for both tests is 95%. P-Value is used to decide whether accept or reject
the null hypothesis as it reflects the probability of obtaining the observed results of a test, assuming that the
null hypothesis is correct. Hence, by this definition and the confidence interval of 95%, if the observed p-value
is less than 0.05, the null-hypothesis is rejected where the null hypothesis is there is no difference in the average
performance among all observed parameters.
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Table 3.18: Average IGD for each set of addHop and cutHop (part 1)
Instances
IGD (×10−2)
3, 1 4, 2 5, 3 6, 3 7, 3 p-value
5000 1 0.236 (0.026) 0.217 (0.017) 0.235 (0.022) 0.228 (0.023) 0.227 (0.017) 2.56e-14
5000 2 0.220 (0.019) 0.229 (0.027) 0.220 (0.022) 0.226 (0.025) 0.228 (0.021) 4.82e-14
5000 3 0.194 (0.017) 0.187 (0.015) 0.186 (0.011) 0.193 (0.018) 0.191 (0.022) 1.22e-14
5000 4 0.193 (0.017) 0.195 (0.013) 0.201 (0.018) 0.196 (0.018) 0.193 (0.018) 5.67e-14
5000 5 0.200 (0.025) 0.193 (0.023) 0.212 (0.025) 0.209 (0.025) 0.211 (0.023) 7.84e-15
5000 6 0.215 (0.023) 0.206 (0.019) 0.202 (0.023) 0.211 (0.028) 0.212 (0.023) 9.57e-14
5000 7 0.197 (0.020) 0.193 (0.014) 0.197 (0.020) 0.190 (0.018) 0.197 (0.023) 3.62e-10
5000 8 0.216 (0.023) 0.212 (0.027) 0.210 (0.019) 0.216 (0.029) 0.204 (0.017) 2.09e-15
5000 9 0.205 (0.022) 0.207 (0.016) 0.202 (0.013) 0.206 (0.024) 0.209 (0.015) 1.06e-13
5000 10 0.208 (0.027) 0.206 (0.024) 0.219 (0.028) 0.207 (0.026) 0.217 (0.028) 4.57e-12
Table 3.19: Average IGD for each set of addHop and cutHop (part 2)
Instances
IGD (×10−2)
5, 4 6, 4 7, 4 6, 5 7, 5 p-value
5000 1 0.221 (0.018) 0.161 (0.026) 0.228 (0.027) 0.223 (0.016) 0.223 (0.016) 2.56e-14
5000 2 0.230 (0.028) 0.159 (0.022) 0.228 (0.027) 0.231 (0.028) 0.231 (0.028) 4.82e-14
5000 3 0.194 (0.016) 0.134 (0.016) 0.192 (0.016) 0.189 (0.017) 0.189 (0.017) 1.22e-14
5000 4 0.194 (0.017) 0.150 (0.017) 0.202 (0.019) 0.206 (0.015) 0.206 (0.015) 5.67e-14
5000 5 0.202 (0.026) 0.144 (0.020) 0.210 (0.019) 0.202 (0.019) 0.202 (0.019) 7.84e-15
5000 6 0.207 (0.024) 0.143 (0.020) 0.210 (0.022) 0.211 (0.029) 0.211 (0.029) 9.57e-14
5000 7 0.196 (0.016) 0.149 (0.021) 0.196 (0.022) 0.200 (0.019) 0.200 (0.019) 3.62e-10
5000 8 0.219 (0.028) 0.145 (0.020) 0.212 (0.012) 0.220 (0.021) 0.220 (0.021) 2.09e-15
5000 9 0.207 (0.020) 0.143 (0.019) 0.202 (0.016) 0.208 (0.019) 0.208 (0.019) 1.06e-13
5000 10 0.205 (0.026) 0.142 (0.022) 0.223 (0.036) 0.209 (0.023) 0.209 (0.023) 4.57e-12
3.5.2.2 Experimental Results
Due to the large amount of information, the tables are separated into three parts for each metric. The red colour
marks the statistically significant values among the rest. Table 3.18, 3.19, 3.20 display the average IGD of the
parameters combinations on each tested instance. It can be observed that only the combination of 6 (addHop)
and 4 (cutHop) yield the lowest average IGD in all instance. The obtained IGD from other combinations are
comparable to each other.
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Table 3.20: Average IGD for each set of addHop and cutHop (part 3)
Instances
IGD (×10−2)
8, 6 9, 7 10, 8 11, 9 12, 10 p-value
5000 1 0.234 (0.026) 0.230 (0.029) 0.230 (0.020) 0.243 (0.030) 0.238 (0.032) 2.56e-14
5000 2 0.217 (0.022) 0.224 (0.026) 0.219 (0.021) 0.219 (0.020) 0.232 (0.030) 4.82e-14
5000 3 0.187 (0.011) 0.192 (0.014) 0.186 (0.018) 0.184 (0.012) 0.185 (0.010) 1.22e-14
5000 4 0.198 (0.022) 0.196 (0.014) 0.195 (0.017) 0.194 (0.021) 0.193 (0.014) 5.67e-14
5000 5 0.206 (0.026) 0.207 (0.021) 0.209 (0.025) 0.215 (0.027) 0.211 (0.022) 7.84e-15
5000 6 0.203 (0.019) 0.207 (0.023) 0.210 (0.022) 0.197 (0.024) 0.213 (0.022) 9.57e-14
5000 7 0.198 (0.023) 0.199 (0.020) 0.200 (0.019) 0.202 (0.025) 0.195 (0.017) 3.62e-10
5000 8 0.215 (0.021) 0.202 (0.020) 0.213 (0.019) 0.205 (0.021) 0.209 (0.016) 2.09e-15
5000 9 0.204 (0.022) 0.203 (0.019) 0.204 (0.018) 0.202 (0.016) 0.201 (0.012) 1.06e-13






























Figure 3.26: Surface plot of average IGD around the addHop and cutHop of (6,4).
Table 3.21: Average spread for each set of addHop and cutHop (part 1)
Instances
Spread
3, 1 4, 2 5, 3 6, 3 7, 3 p-value
5000 1 0.635 (0.049) 0.644 (0.052) 0.637 (0.051) 0.656 (0.054) 0.645 (0.043) 6.38e-06
5000 2 0.640 (0.041) 0.643 (0.045) 0.649 (0.056) 0.652 (0.048) 0.645 (0.051) 4.82e-14
5000 3 0.646 (0.054) 0.652 (0.047) 0.654 (0.049) 0.656 (0.048) 0.654 (0.044) 6.47e-07
5000 4 0.639 (0.053) 0.650 (0.044) 0.651 (0.047) 0.669 (0.048) 0.642 (0.043) 2.43e-07
5000 5 0.642 (0.050) 0.645 (0.038) 0.641 (0.047) 0.631 (0.049) 0.634 (0.047) 4.80e-02
5000 6 0.641 (0.041) 0.642 (0.041) 0.632 (0.052) 0.639 (0.049) 0.641 (0.051) 1.33e-02
5000 7 0.655 (0.052) 0.662 (0.054) 0.672 (0.054) 0.667 (0.051) 0.654 (0.046) 3.04e-05
5000 8 0.655 (0.052) 0.661 (0.039) 0.642 (0.042) 0.645 (0.039) 0.653 (0.044) 1.19e-01
5000 9 0.645 (0.048) 0.647 (0.050) 0.666 (0.041) 0.658 (0.048) 0.647 (0.048) 5.70e-05
5000 10 0.659 (0.045) 0.655 (0.043) 0.665 (0.049) 0.656 (0.047) 0.659 (0.039) 3.08e-06
The surface plot of IGD is illustrated in Figure 3.26. To simplify the plot, the mean of IGD is calculated and
plotted from all tested instances. Regardless of the simplification, it can still be observed that the combinations
around the point (6,4) yield higher IGDs (i.e. worse convergence). This assure the local minimality of the
focused combination in IGD.
The results show that addHop and cutHop also affect the diversity. The obtained values show that the com-
bination of 6 (addHop) and 4 (cutHop) fares best in term of diversity (see Table 3.21, 3.22, 3.23). The other
combination again, yields similar spread across all instances.
Figure 3.27 display the surface of spread metric around the combination (6,4) which is shown to be the best in
term of diversity in the Table 3.21, 3.22, 3.23. The surface plot depicts that the combination (6,4) is at least
the local minimum in the studied sets of parameters.
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Table 3.22: Average spread for each set of addHop and cutHop (part 2)
Instances
Spread
5, 4 6, 4 7, 4 6, 5 7, 5 p-value
5000 1 0.648 (0.035) 0.578 (0.039) 0.644 (0.043) 0.647 (0.042) 0.647 (0.042) 6.38e-06
5000 2 0.647 (0.047) 0.591 (0.038) 0.633 (0.053) 0.639 (0.051) 0.639 (0.051) 4.82e-14
5000 3 0.635 (0.036) 0.585 (0.034) 0.648 (0.047) 0.660 (0.040) 0.660 (0.040) 6.47e-07
5000 4 0.630 (0.047) 0.586 (0.043) 0.656 (0.045) 0.654 (0.056) 0.654 (0.056) 2.43e-07
5000 5 0.645 (0.048) 0.606 (0.036) 0.652 (0.044) 0.644 (0.046) 0.644 (0.046) 4.80e-02
5000 6 0.644 (0.051) 0.602 (0.050) 0.627 (0.052) 0.635 (0.045) 0.635 (0.045) 1.33e-02
5000 7 0.666 (0.044) 0.600 (0.039) 0.649 (0.042) 0.665 (0.049) 0.665 (0.049) 3.04e-05
5000 8 0.649 (0.060) 0.626 (0.058) 0.644 (0.041) 0.639 (0.046) 0.639 (0.046) 1.19e-01
5000 9 0.645 (0.056) 0.608 (0.034) 0.645 (0.047) 0.660 (0.045) 0.660 (0.045) 5.70e-05
5000 10 0.662 (0.041) 0.596 (0.040) 0.669 (0.059) 0.648 (0.045) 0.648 (0.045) 3.08e-06
Table 3.23: Average spread for each set of addHop and cutHop (part 3)
Instances
Spread
8, 6 9, 7 10, 8 11, 9 12, 10 p-value
5000 1 0.643 (0.050) 0.649 (0.053) 0.651 (0.052) 0.632 (0.053) 0.636 (0.047) 6.38e-06
5000 2 0.655 (0.046) 0.635 (0.041) 0.639 (0.048) 0.637 (0.052) 0.637 (0.039) 4.82e-14
5000 3 0.649 (0.048) 0.650 (0.055) 0.662 (0.049) 0.650 (0.059) 0.653 (0.046) 6.47e-07
5000 4 0.662 (0.054) 0.629 (0.041) 0.639 (0.042) 0.646 (0.041) 0.660 (0.047) 2.43e-07
5000 5 0.648 (0.039) 0.636 (0.050) 0.644 (0.048) 0.640 (0.036) 0.632 (0.037) 4.80e-02
5000 6 0.639 (0.040) 0.654 (0.044) 0.630 (0.046) 0.643 (0.043) 0.633 (0.035) 1.33e-02
5000 7 0.679 (0.054) 0.647 (0.057) 0.660 (0.064) 0.662 (0.052) 0.660 (0.047) 3.04e-05
5000 8 0.658 (0.045) 0.628 (0.059) 0.655 (0.049) 0.635 (0.046) 0.651 (0.049) 1.19e-01
5000 9 0.657 (0.047) 0.626 (0.041) 0.650 (0.061) 0.658 (0.043) 0.650 (0.046) 5.70e-05

























Figure 3.27: Surface plot of average spread around the addHop and cutHop of (6,4).
In term of hypervolume, the combination of 6 (addHop) and 4 (cutHop) is still the best combination. The
performance is also consistence since it yields the highest hypervolume on all 10 instances. In hypervolume,
there is no significant difference between other parameters as well.
There is a difference in the surface plot of hypervolume (see Figure 3.28 compared to the plots in Figure 3.26
and Figure 3.27 in that it depicts the local maximum. The hypervolume values of the combination (6,4) and
those around it to display the peak of hypervolume are taken to study parameters.
3.5.3 NGAP Performance Analysis
The parameter analysis for ENS is shown in Section 3.5.2.1. The experiment shows that the best parameters
(among the studied range) is addHop of 6 and cutHop of 4. The next step is to analyse the performance of
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Table 3.24: Average hypervolume for each set of addHop and cutHop (part 1)
Instances
Hypervolume
3, 1 4, 2 5, 3 6, 3 7, 3 p-value
5000 1 0.360 (0.012) 0.369 (0.011) 0.360 (0.012) 0.366 (0.013) 0.365 (0.011) 3.12e-16
5000 2 0.346 (0.010) 0.341 (0.012) 0.347 (0.011) 0.344 (0.013) 0.342 (0.010) 4.82e-14
5000 3 0.361 (0.009) 0.366 (0.012) 0.367 (0.009) 0.360 (0.012) 0.365 (0.015) 3.10e-16
5000 4 0.358 (0.013) 0.358 (0.008) 0.353 (0.013) 0.355 (0.012) 0.359 (0.013) 2.21e-15
5000 5 0.365 (0.012) 0.370 (0.012) 0.360 (0.012) 0.360 (0.013) 0.359 (0.012) 1.78e-15
5000 6 0.344 (0.011) 0.346 (0.010) 0.350 (0.013) 0.345 (0.015) 0.344 (0.014) 4.47e-14
5000 7 0.393 (0.012) 0.395 (0.008) 0.395 (0.012) 0.397 (0.011) 0.392 (0.013) 1.89e-12
5000 8 0.340 (0.011) 0.343 (0.012) 0.344 (0.009) 0.341 (0.013) 0.347 (0.010) 3.43e-16
5000 9 0.357 (0.015) 0.357 (0.011) 0.361 (0.010) 0.357 (0.013) 0.353 (0.009) 1.48e-15
5000 10 0.357 (0.015) 0.357 (0.012) 0.352 (0.013) 0.356 (0.013) 0.353 (0.013) 9.06e-13
Table 3.25: Average hypervolume for each set of addHop and cutHop (part 2)
Instances
Hypervolume
5, 4 6, 4 7, 4 6, 5 7, 5 p-value
5000 1 0.367 (0.012) 0.416 (0.014) 0.366 (0.015) 0.365 (0.010) 0.365 (0.010) 3.12e-16
5000 2 0.342 (0.014) 0.391 (0.017) 0.343 (0.014) 0.341 (0.012) 0.341 (0.012) 4.82e-14
5000 3 0.361 (0.010) 0.426 (0.018) 0.363 (0.011) 0.364 (0.014) 0.364 (0.014) 3.10e-16
5000 4 0.357 (0.010) 0.393 (0.016) 0.352 (0.012) 0.347 (0.012) 0.347 (0.012) 2.21e-15
5000 5 0.364 (0.012) 0.409 (0.015) 0.359 (0.009) 0.364 (0.011) 0.364 (0.011) 1.78e-15
5000 6 0.346 (0.013) 0.390 (0.015) 0.343 (0.011) 0.345 (0.014) 0.345 (0.014) 4.47e-14
5000 7 0.392 (0.009) 0.433 (0.017) 0.392 (0.014) 0.391 (0.008) 0.391 (0.008) 1.89e-12
5000 8 0.340 (0.014) 0.394 (0.017) 0.342 (0.007) 0.338 (0.011) 0.338 (0.011) 3.43e-16
5000 9 0.356 (0.012) 0.404 (0.017) 0.359 (0.013) 0.356 (0.012) 0.356 (0.012) 1.48e-15
5000 10 0.357 (0.014) 0.402 (0.014) 0.353 (0.014) 0.357 (0.011) 0.357 (0.011) 9.06e-13
Table 3.26: Average hypervolume for each set of addHop and cutHop (part 3)
Instances
Hypervolume
8, 6 9, 7 10, 8 11, 9 12, 10 p-value
5000 1 0.359 (0.013) 0.363 (0.012) 0.363 (0.013) 0.358 (0.014) 0.360 (0.015) 3.12e-16
5000 2 0.348 (0.010) 0.346 (0.014) 0.348 (0.010) 0.348 (0.010) 0.343 (0.013) 4.82e-14
5000 3 0.367 (0.009) 0.365 (0.011) 0.368 (0.012) 0.370 (0.010) 0.368 (0.009) 3.10e-16
5000 4 0.355 (0.014) 0.355 (0.010) 0.355 (0.012) 0.357 (0.013) 0.357 (0.010) 2.21e-15
5000 5 0.364 (0.013) 0.361 (0.012) 0.360 (0.013) 0.360 (0.013) 0.359 (0.014) 1.78e-15
5000 6 0.346 (0.013) 0.345 (0.012) 0.343 (0.011) 0.351 (0.012) 0.342 (0.010) 4.47e-14
5000 7 0.394 (0.012) 0.393 (0.011) 0.391 (0.011) 0.391 (0.012) 0.395 (0.011) 1.89e-12
5000 8 0.341 (0.010) 0.349 (0.011) 0.343 (0.010) 0.347 (0.011) 0.345 (0.010) 3.43e-16
5000 9 0.361 (0.013) 0.360 (0.012) 0.360 (0.012) 0.362 (0.012) 0.360 (0.010) 1.48e-15



























Figure 3.28: Surface plot of Average IGD around the addHop and cutHop of (6,4).
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Table 3.27: Termination criteria for each instance.
Instances Termination Time (seconds)
5000-25000 nodes 5400
25000-50000 nodes 7200
Dusseldorf, Hamburg, Munich, Berlin 11800
Table 3.28: Parameter configuration for experimental algorithms.
NSGA-III NGAP (S1, S2)
Population 92
Number of vehicles 10-100 (≤ 25000 nodes), 10-200 (>25000 nodes))
Walking distance 500 meters






Local search interval - every 50 generations
Improvement limit - 200
NGAP itself compared to the original NSGA-III. In this analysis, real-world instances are included to observe
how the proposed algorithm fare in the real world situation.
3.5.3.1 Experimental Setup
The experiment in this phase is to demonstrate the efficiency of the original NSGA-III and the proposed hybrid
algorithm NGAP (with strategy 1 and 2). To make a fair comparison, the termination condition is set to
be the execution time to ensure the fairness in the comparison since the hybrid algorithm require more time
in some generations than the original NSGA-III. The time is varied depending on the size of the instance as
shown in Table 3.27. The experiment is implemented using Python 3.6 and DEAP library. In general, both
algorithms have similar setting except that in the hybrid algorithm, new parameters to facilitate the process
are introduced as shown in Table 3.28. The addHop is set to six and cutHop is set to four. The local search
algorithm is executed at every 50 generations and the improvement limit for ENS is set 200 iterations.
Each algorithm is run for 30 times on all 24 instances (10 5000-node, 10 50000-node, and four real-world
instances). This is to demonstrate the performance of the proposed algorithm on several instance sizes. The
Kruskal-Wallis test [111] is used for unpaired multiple non-parametric test and the Wilcoxon test [112] is for
pairwise non-parametric comparison. Both methods do not assume the normal distribution of the results from
each algorithm. The confidence interval for all experiments is 95%. P-Value is used to decide whether accept
or reject the null hypothesis as it reflects the probability of obtaining the observed results of a test, assuming
that the null hypothesis is correct. Hence, by this definition and the confidence interval of 95%, if the observed
p-value is less than 0.05, the null-hypothesis is rejected where the null hypothesis is there is no difference in
the average performance among all observed parameters. Due to the termination criteria being an execution
time, the convergence analysis in this experiment is not presented due to the difficulty in calculating the exact
average at any given times in the execution. All experiments were conducted on HPC platform of the University
of Luxembourg [96].
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Table 3.29: Average results of evaluated algorithm for the IGD metric.
IGD (x 10−2)
Instance
Original Strategy 1 Strategy 2 p-Value
5000 1 0.192 (0.025) 0.161 (0.025) 0.161 (0.026) 1.01e-06
5000 2 0.182 (0.016) 0.167 (0.023) 0.159 (0.022) 3.98e-04
5000 3 0.173 (0.022) 0.142 (0.022) 0.134 (0.016) 2.63e-08
5000 4 0.169 (0.019) 0.148 (0.016) 0.150 (0.017) 3.63e-05
5000 5 0.185 (0.027) 0.152 (0.024) 0.144 (0.020) 2.33e-07
5000 6 0.164 (0.021) 0.148 (0.019) 0.143 (0.020) 6.82e-04
5000 7 0.172 (0.021) 0.152 (0.021) 0.149 (0.021) 1.76e-04
5000 8 0.185 (0.024) 0.150 (0.021) 0.145 (0.020) 1.48e-08
5000 9 0.169 (0.024) 0.151 (0.016) 0.143 (0.019) 5.66e-05
5000 10 0.174 (0.026) 0.149 (0.025) 0.142 (0.022) 1.91e-06
50000 1 0.350 (0.049) 0.172 (0.024) 0.164 (0.018) 3.88e-11
50000 2 0.373 (0.057) 0.158 (0.021) 0.143 (0.019) 1.37e-13
50000 3 0.316 (0.055) 0.134 (0.014) 0.122 (0.019) 2.82e-14
50000 4 0.409 (0.050) 0.159 (0.019) 0.144 (0.016) 4.52e-14
50000 5 0.435 (0.044) 0.168 (0.012) 0.161 (0.016) 2.27e-13
50000 6 0.407 (0.059) 0.163 (0.017) 0.153 (0.016) 5.32e-14
50000 7 0.404 (0.040) 0.163 (0.017 0.158 (0.019) 2.22e-13
50000 8 0.352 (0.029) 0.171 (0.021) 0.172 (0.020) 1.20e-13
50000 9 0.395 (0.039) 0.170 (0.018) 0.151 (0.017) 9.18e-15
50000 10 0.394 (0.073) 0.155 (0.020) 0.146 (0.019) 6.67e-14
Munich 0.185 (0.023) 0.156 (0.021) 0.142 (0.017) 2.50e-10
Hamburg 0.254 (0.028) 0.186 (0.015) 0.156 (0.013) 2.20e-16
Berlin 0.307 (0.027) 0.272 (0.022) 0.264 (0.020) 1.56e-08
Dusseldorf 0.225 (0.048) 0.218 (0.014) 0.213 (0.023) 0.3915
3.5.3.2 Experimental Results
This section presents two analyses to show the performance of the NGAP with both focused strategies against
the original NSGA-III. The two analyses are statistical analysis and the convergence analysis. However, the
convergence analysis in this phase is done differently from the second phase. Due to using the time as a
termination criterion, It becomes increasingly difficult as the execution time in each generation is not the same,
i.e., a generation which local search is performed. Therefore, only generational plots from selected executions
(for more results on other instances, please refer to Appendix B) are shown.
Statistical Analysis
The red colour in all presented tables indicates that the coloured value is significantly different than the rest.
Two coloured values in the same row means, while the two are significantly different from another value, there
is no statistical significance between the two.
Table 3.29 show the average IGD measured from all 24 instances. The NGAP with strategy 2 (S2) dominates
the original NSGA-III in all instances even though, they are given the same execution time. It is also interesting
to see that there is no statistical difference in term of IGD between the NGAP with strategy 1 (S1) and strategy
2 (S2) in 5000-node instances, but with bigger instances (except Dusseldorf), the disparity between S1 and S2
is large. This finding contradicts to the outcome from [59] and is discussed later in the following section.
Spread indicator is displayed in Table 3.30. All algorithms yield comparable spread in all instances. This is to
be expected since the local search aim is not to increase the diversity to the population, but focuses more on
the quality of the solutions.
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Table 3.30: Average results of evaluated algorithm for the spread metric.
Spread
Instance
Original Strategy 1 Strategy 2 p-Value
5000 1 0.593 (0.040) 0.594 (0.037) 0.578 (0.039) 1.60e-01
5000 2 0.588 (0.032) 0.586 (0.039) 0.591 (0.038) 0.778
5000 3 0.598 (0.040) 0.585 (0.038) 0.585 (0.034) 0.222
5000 4 0.594 (0.035) 0.594 (0.042) 0.586 (0.043) 5.64e-01
5000 5 0.601 (0.052) 0.600 (0.048) 0.606 (0.036) 0.879
5000 6 0.590 (0.043) 0.598 (0.033) 0.602 (0.050) 0.608
5000 7 0.604 (0.032) 0.618 (0.049) 0.600 (0.039) 4.71e-01
5000 8 0.604 (0.052) 0.615 (0.040) 0.626 (0.058) 0.327
5000 9 0.607 (0.039) 0.605 (0.041) 0.608 (0.034) 0.883
5000 10 0.592 (0.042) 0.597 (0.044) 0.596 (0.040) 9.25e-01
50000 1 0.606 (0.032) 0.626 (0.051) 0.629 (0.039) 1.07e-01
50000 2 0.626 (0.043) 0.640 (0.053) 0.647 (0.050) 0.167
50000 3 0.650 (0.039) 0.629 (0.060) 0.636 (0.049) 0.233
50000 4 0.623 (0.047) 0.618 (0.042) 0.606 (0.044) 3.80e-01
50000 5 0.614 (0.049) 0.623 (0.044) 0.631 (0.042) 0.524
50000 6 0.611 (0.041) 0.627 (0.053) 0.629 (0.037) 0.182
50000 7 0.620 (0.036) 0.637 (0.046) 0.634 (0.047) 2.79e-01
50000 8 0.619 (0.047) 0.617 (0.038) 0.613 (0.048) 0.693
50000 9 0.616 (0.049) 0.618 (0.046) 0.624 (0.045) 0.951
50000 10 0.627 (0.037) 0.644 (0.043) 0.649 (0.050) 1.11e-01
Munich 0.571 (0.045) 0.623 (0.037) 0.588 (0.035) 3.59e-05
Hamburg 0.577 (0.041) 0.597 (0.051) 0.596 (0.036) 0.159
Berlin 0.595 (0.049) 0.586 (0.040) 0.567 (0.038) 0.04164
Dusseldorf 0.582 (0.041) 0.579 (0.049) 0.585 (0.046) 0.5909
The same trend in IGD is also showing in hypervolume (see Table 3.31). The proposed NGAPs are superior to
the original NSGA-III in all 20 synthetic instances and four real-world instance. Moreover, NGAP with S2 is
shown to yield better hypervolume than the one with S1 in big instances except on Dusseldorf instance where
there is no statistical significance..
Convergence Analysis
Due to the execution time criterion, the averages of each indicator in each generation cannot be provided.
Hence, the generational plots from some execution round are shown to demonstrate the trend of convergence
of the algorithms involved in this experiment.
Figure 3.29 shows the generational plot of IGD of thee algorithms on the Hamburg instance. From the plot, it
can be observed that both proposed NGAPs converge faster than the original NSGA-III. NGAP with strategy

























Figure 3.29: Generational plot of IGD of each algorithm on Hamburg instance.
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Table 3.31: Average results of evaluated algorithm for the hypervolume metric.
Hypervolume
Instance
Original Strategy 1 Strategy 2 p-Value
5000 1 0.390 (0.014) 0.414 (0.018) 0.416 (0.014) 5.61e-08
5000 2 0.375 (0.010) 0.387 (0.016) 0.391 (0.017) 6.09e-04
5000 3 0.394 (0.017) 0.417 (0.019) 0.426 (0.018) 3.89e-08
5000 4 0.376 (0.014) 0.394 (0.012) 0.393 (0.016) 1.84E-05
5000 5 0.378 (0.014) 0.405 (0.018) 0.409 (0.015) 7.58e-10
5000 6 0.376 (0.015) 0.388 (0.014) 0.390 (0.015) 0.002
5000 7 0.416 (0.015) 0.432 (0.018) 0.433 (0.017) 0.001
5000 8 0.364 (0.016) 0.390 (0.016) 0.394 (0.017) 1.35e-08
5000 9 0.385 (0.018) 0.399 (0.013) 0.404 (0.017) 0.001
5000 10 0.377 (0.016) 0.397 (0.014) 0.402 (0.014) 2.01e-07
50000 1 0.250 (0.015) 0.327 (0.018) 0.337 (0.018) 2.75e-11
50000 2 0.265 (0.013) 0.356 (0.016) 0.369 (0.016) 1.11e-13
50000 3 0.273 (0.012) 0.356 (0.012) 0.368 (0.014) 1.54e-14
50000 4 0.255 (0.014) 0.336 (0.013) 0.351 (0.012) 1.20e-14
50000 5 0.247 (0.012) 0.332 (0.012) 0.344 (0.017) 8.66e-14
50000 6 0.251 (0.014) 0.328 (0.013) 0.344 (0.013) 4.86e-15
50000 7 0.259 (0.011) 0.350 (0.013) 0.358 (0.016) 1.24e-13
50000 8 0.252 (0.010) 0.324 (0.014) 0.329 (0.014) 9.52e-14
50000 9 0.255 (0.012) 0.331 (0.012) 0.348 (0.016) 3.60e-15
50000 10 0.265 (0.016) 0.353 (0.015) 0.364 (0.015) 3.61e-14
Munich 0.296 (0.011) 0.306 (0.012) 0.320 (0.011) 2.53e-09
Hamburg 0.241 (0.009) 0.267 (0.009) 0.300 (0.009) 2.20e-16
Berlin 0.293 (0.014) 0.310 (0.014) 0.316 (0.012) 5.92e-08
Dusseldorf 0.392 (0.015) 0.387 (0.010) 0.394 (0.010) 0.05291
The generational plot reflects the same result showed in Table 3.30. In Figure 3.30, the spread over the whole



















Figure 3.30: Generational plot of spread of each algorithm on Hamburg instance.
Figure 3.31 is the generational plot of hypervolume for each algorithm. In the figure, a sharp rise of hypervolume
at the beginning of the execution from the NGAP with strategy 2 can be observed. While, the change in the
hybrid algorithm with strategy 1 is more subdued, but still the growth is steady. Both hybrid algorithms show
superior results to the original NSGA-III.
3.5.3.3 Results Discussion
In this section, the results from the performed analyses is clarified. There are 3 points to discuss in this context.
The first one is the superior performance of NGAPs to the original NSGA-III. The second point is the similar



















Figure 3.31: Generational plot of hypervolume of each algorithm on Hamburg instance.
diversity in solutions from all algorithms. Finally, the third point is the reason for better performance of S2
over S1 in the big instances.
NSGA-III and NGAPs
From the obtained results in this section, the hybrid algorithms show a much better solutions in term of IGD
and hypervolume than the original NSGA-III. This is proved by the statistical analysis and the convergence
analysis. This better solution quality can be contributed to the local search process, Pareto Local Search (PLS)
and the proposed Extensible Neighbourhood Search (ENS).
To break the whole process down, ENS creates good building blocks (strings of high coverage locations) by
changing locations in a solution to better ones (higher coverage in user and public transportation criteria) and
these building blocks help in moving the solution toward the local optima (see Figure 3.32). As mention in [118],
the global optima shares similar building blocks with many local optimum and local optimum are generally
close to each other. From these facts, ENS can help in improving the solutions at the micro level. On the upper
level, PLS screens out the dominated solutions since ENS does not guarantee that the quality of the improved
solutions is better than the ones in the pool. Having the screening process offered in PLS reduces the time for
unnecessary search and guides the improvement on a macro level.
Figure 3.32: Building blocks in a solution.
Although the local search can contribute greatly to the algorithm, its effect can be observed at the beginning
through the middle of the execution as seen in Figure 3.29 and Figure 3.31. Toward the end of the execution,
the growth is stagnant. The reason is because the saturation of building blocks. once the solutions start to
converge to one point, the growth is bound to be minimal. However, the sharp growth from the local search in
the beginning definitely positively affect the outcomes compared to the original NSGA-III since even until the
end, the original algorithm still cannot catch up with the hybrid algorithms performance.
Spread Similarity
One of the aspect that is not improved from the local search is the diversity in the solutions as seen in Figure 3.30.
This is within our expectation. ENS (as the locals search operator) does not focus on create diversified solutions,
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but on the two coverage objectives and number of vehicle minimisation. This can be explained through the
three processes in ENS; Add, Cut and improve.
First of all, Add, true to its name, focus on adding locations to increase the user and public transportation
coverage. The Add function is designed to work in conjunction with the Improve function, that is, the added
locations are good enough to be exploited by the Improve function. The Improve function is also deterministic,
so it is highly possible that the improved solutions end up with similar locations to achieve high coverage.
Furthermore, the added locations from Add can even be removed by the Cut function. Hence, these two
functions are not designed to enhance diversity.
The last function in ENS, Cut, is designed to reduce the redundancy of locations in a solution. From this idea,
it also does not introduce any diversity concept to a solution. Hence, these are the reasons why the diversity
aspect is not improved with the our local search process.
Performance of Strategy 1 and Strategy 2
When the obtained results of NGAP are observed closely, it is found that the results contradict the finding in
[59]. According to [59], the hybrid algorithm with strategy 1 should yield the best result in large instances.
However, it turned out that strategy 2 outperform it.
After the analysis of this event, two bases are found. The first basis is the different improvement methods
in two strategies and the second basis is the deterministic property of ENS. Firstly, strategy 1 stop the ENS
process once the first non-dominated solution is found, while strategy 2 keep improving the solution until the
iteration limit. In this context, by stopping the improvement process as done in strategy 1, it ceases the chance
to come up with better building blocks through further search leading to the founded building blocks to be not
strong enough to be passed on or become diluted during the recombination phase. In contrast, strategy 2 keeps
improving solutions to the limit which leads to high quality building blocks to stay throughout the execution.
This can be seen from the convergence analysis, strategy 2 yields higher impact than the strategy 1 at the
beginning and this impact carries on to the later generation.
The second basis that amplifies strategy 2 to outperform strategy 1 as contradict to the finding in the previous
work is the deterministic property of ENS. In ENS, all rules are set to compare the current location with all
locations in the considered neighbourhood. These rules are simple and based on the Pareto-dominance concept,
that is, if a better location exists (it dominates the current location), then add it to the solution, or remove
the current position, or move the current location to that better location. This means that during ENS process
with strategy 2, if the solution cannot be improved, there is no need to repeat the process because the same
neighbourhoods will be considered again and the same solution will be obtained. By being able to determine
when to stop automatically, a lot of execution time can be saved in strategy 2 leading to more actions in
recombination phase which in turn, new founded solutions are then exploited by the next local search process.
Therefore, it is better to use NGAP with strategy 2 in VPP.
3.5.4 Third Phase Summary: Hybridisation and Local Search
In this phase, two novel algorithms are introduced. The first one is the novel hybrid algorithm, NGAP, that
consists NSGA-III as a base algorithm and Pareto local Search (PLS). The second one is the novel local search
operator called Extensible Neighbourhood Search (ENS). The hybrid algorithm follows the low-level teamwork
hybrid strategy mentioned in [54]. While ENS utilises the neighbourhood concept in the graph theory to
improve the solution. There are three functions in ENS, Add, Cut and Improve. An experiment are conducted
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to compare the original NSGA-III with the hybrid NSGA-III employing two strategies; (1) Stop the local search
once the first dominating solution is found and (2) Stop the local search once the limit threshold is reached.
The experiment is perform on 24 instances varied in size. The obtained results show that NGAP with strategy
2 outperforms the original NSGA-III in all 24 instances and is better than its counterpart with strategy 1 in
all large instances. These results are collected after given each algorithm the same execution time. Hence, it
is advisable to employ the proposed hybrid algorithm in VPP since it yields a better result than the original
NSGA-III.
Chapter 4
Chaos Theory and Large Scale Graph
Discovery
In the previous chapters, the novel hybrid metaheuristic algorithm, NGAP, is presented. The research also
illustrates a method for graph utlisation as a facilitator to formulating an optimisation model and how it can
improve the quality of the solutions significantly. Yet, It must be noted that, those graphs are only considered
to be medium-sized. And most likely, the application is going to be fixated on only city-level since that is the
main interest. On the other hand, with a global outlook, a graph can represent data in several domains, not
just a city street network and of course, can be several times larger than those instances in the fleet placement
problem. Although, it is a fact that a real-world graph can hold a lot of precious information, its potential
size and ever changing aspect make it difficult to make use of. Examples of graphs that demonstrate these
aspects are found in in biology, social network and World Wide Web [121, 122]. Coupling with the “Big
Data” era, the size of these graphs can be extremely large. A very prominent example of large graph is the
Internet which was estimated to be over 30 billion nodes. Another interesting example from biology is the
human brain which consisted of 1011 nodes [122]. These numbers were just estimations. In reality, in such huge
graphs, their available information is never complete, or even worse, completely unknown [122], hence, in this
research, define such graphs “unknown” graphs. A lot of efforts were also put into large graph analysis as the
application can cause a great impact on many communities. Taking a benchmark suite called “Graph500” as
an example, it contains a graph with around 67 million nodes [123] and this benchmark has been widely used as
another index to test “High Performance Computing” (HPC) clusters performance. However, unlike previously
mentioned large graphs, this graph was synthesised and all the information was known after the generating
process according to [122]. As large real world graphs are not completely known, graph exploration or graph
traversal algorithms are needed to learn more about the graphs in order to extract meaningful information.
Therefore, graph traversal is the first step for knowledge extraction from the real world graphs. In this respect,
the focus of this paper aims at a large graph discovery. The focus is on large graphs where in nature, global
information and properties are unknown prior to the discovery.
A Graph G is a set of vertices and edges defined as follows G = (V,E). Edges are unweighted and undirected.
The Graph Traversal problem in this work is formulated similarly to a problem introduced in [124] which
created the shortest tour based on local decisions. An agent is an entity visiting the various nodes of the
graph. Under this formulation, the agent does not have any information about a topology of the graph nor
its size, it can only learn about the neighbours of the vertex v when it visits the vertex. This is described as
the “fixed graph scenario” [124]. The agent starts from an arbitrary (random) node and traverses to the next
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node crossing an existing edge. Classical termination criteria for the graph traversal problem are when all the
nodes or links have been fully discovered or when a tour has been constructed which relies on the fact that the
traversed graph is known and memory is unlimited [125, 124, 126]. However, in our scenario this criterion is not
applicable considering that the graph size is unknown. Hence, in order to compare the exploration performance
of the algorithms, a Coverage Percentage is used. The metric is the ratio of discovered nodes after a predefined
number of iterations to the number of nodes in the tested graphs. Here, the research question is formulated,
i.e. what is the best agent strategy for node selection given that the agent is memoryless and that the objective
is to maximise the discovery of unvisited nodes at each step.
Generally, algorithms using random numbers are used to solve the graph traversal problem [127, 128]. This
gives rise to a question whether there are any other strategies to solve this problem. As a result, our research
on chaotic dynamics is conducted. In the optimisation field, recent works include chaotic dynamics to replace
the random part of algorithms to enhance their performance [129, 130]. For instance, considering the “Particle
Swarm Optimisation” (PSO) algorithm, chaotic maps are used for the diversification: logistic maps [131, 132]
or more complicated maps [133, 134, 135]. In this work, two chaotic dynamics are chosen, namely, Lozi map
and Ro¨ssler system. The complicated dynamics obtained from both systems are explored and the study on
their effects on the traversal problem is also conducted. Moreover, the in-depth study of the Ro¨ssler system
is also made possible as there are already tools to compare these non equivalent dynamics using a bifurcation
diagram [136].
4.1 Graph Discovery
The topological structures of graphs used in literature to highlight the potential application of our algorithm
in various fields are described. Then, state of the art of the graph traversal algorithms are reviewed.
4.1.1 Graph Topologies
In this research, five topologies are studied; ring, small world, random, grid and power-law because these
topologies are found widely in the applications in the real world. Brief example usages of each topology to
establish the understanding of wide applications for these graphs are given in this section. Starting from the
Ring topology, ring topology can be found mainly in Network field as it is relatively simple and reduce the packet
collision in the network. This kind of network also allows the growth in the network without impacting the
performance. An obvious example to show that ring network can be large is the “Metropolitan Area Network”
(MAN). This network has to accommodate to the increase usage of traffic data in the metropolitan area. There
were some projects that proposed the architecture of the MAN in a ring topology which were HORNET [137],
RINGO [138] and KOMNET [139].
The second topology is a small world Topology. Six degree of separation is the main concept of the small world
topology. It means that each node or entity in the graph can be reached within six hops (on average) from any
nodes[140]. This topology is prominence in the social network graphs where the small world properties can be
found [141]. It was also shown in [142] that the World Wide Web (WWW) has the small world properties. In
addition, the small world effect also inhibits in biological networks such as “Protein-Protein Interaction” (PPI)
[143] and “Metabolic Network” [144] and in infrastructure networks such as the railway network mentioned
in [145]. An interesting use case is the use of the loss of small world effect in the brain graph to analyse the
Alzheimer disease in [146]. This demonstrates that the small world effect actually exists in the real world
problems.
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The next topology is the topology that appeared in many works: random topology. One of the most popular
random graph is Erdo˝s-Re´nyi random graph proposed in [147]. The random graph might lack the transitivity
and has unrealistic Poisson degree distribution, but it is a staple for graph problems since it is one of the graphs
that has been used to test algorithms [122, 148, 149]. Not to mention that random graphs with some degree
distributions, can be used to predict and model the real world graph as well [150]. This property makes random
topology a good choice for a preliminary testing of an algorithm. That is not all to the random graph. In [151],
the authors use the merging of random graphs to generate patterns and use them in classification. The random
graph was also introduced as a model to analyse the programming code and refined it to have a low error-rate
[152].
Another topology that is heavily used in robotic field is a grid topology. Grid topology is used as a problem
model in covering problem. The plain is usually modeled in grid with or without obstructions [153, 154, 155, 156].
Even though, in the mentioned work, they used “Grid Map”, the map can be translated into a graph without
any loss of information. It is for this reason that this topology is included into the experiment to test the
versatility of our algorithm.
The last topology is power-law topology. Power-Law graphs have the degree distribution that conforms to
the power-law distribution [157, 158]. The property of power-law topology can be found in several real world
network such as the Internet [159, 160] and biology graphs. In fact, past research pointed out that power-law
distribution exists in many biological graphs such as Yeast-Protein Interaction networks, Metabolic network
[161], “Protein-Protein Interaction” (PPI) networks [143] and Cellular networks [162]. From these findings, it is
important to point out that it is common to find graphs that contain several properties (from various topologies)
such as a PPI network where a small world effect can be found along with the power-law distribution. Moreover,
these networks are growing each day due to the new discoveries, even existing ones are already large, e.g. brain
network that contains a few hundred billions nodes [122].
Given the applications of each topology and their associations with the real world use cases, there is a possibility
that these graphs can be large and contains a lot of useful information. These topologies represent real problems
in various fields; networking, social network analysis, biology, and robotic. Furthermore, It is not always the case
that these graphs are known beforehand since they are growing rapidly due to the age of discovery and become
very hard to track. hence, these are reasons why these topologies are selected in this research experiment to
demonstrate the potential of application in the real world.
4.1.2 Graph Traversal Algorithms
The purpose of the graph traversal problem is to discover vertices (or nodes) in the graph and at the end, learn
about the information that a graph represents. Graphs can be simply classified into two types based on their
available information, i.e. known and unknown graphs. In the case of known graph, the global information of the
graph, such as the size or the topology, is available beforehand. An algorithm can then exploit this knowledge
to efficiently execute its traversal on the graph. On the other hand in an unknown graph, no information is
available which makes it more difficult to traverse it. In this work, the interest lies in the latter problem with
the aim of using no memory or as minimal memory as possible.
The unknown graph traversal mostly finds its roots in the robotic field as the robot needs to explore an unknown
terrain and is known as the covering problem [125, 126, 163, 164]. It was started with a Random Walk algorithm
which let a robot choose the next destination randomly through a uniform random function [127, 128]. Then,
the heuristic algorithm called the “Nearest Neighbour Approach” [165] was introduced. It is a greedy algorithm
that creates the shortest path from the current node to the destination based on the retrieved local information
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(cost or weight) of the current node. After that, more heuristic algorithms: Depth First Search (DFS) [166] and
Breadth First Search (BFS) [126] were introduced. Breadth First Search and Depth First Search performed
extremely well on known graphs, however, they fell short in the unknown graph traversal and both need an
additional feature called relocation. This feature relocated the starting point to the nearest neighbour of the
previous starting point to prevent the algorithm from being stuck in a loop. In [128], the authors showed the
performance comparison between those algorithms on connected directed random graphs. They also pointed
out that randomised algorithms actually did not compromised any performance comparing to DFS and BFS
algorithms. Yet, these works were tested on small graphs only. The memory issue will show itself when
algorithms like BFS and DFS are used to traverse the graph as the required memory for both BFS and DFS
algorithms is O(bd+1) where b is the average out-degree and d is the distance from the starting node. This
distance d can be viewed in the same fashion as hops from the starting node or levels in a tree graph from the
root [167].
Even though memory is a big issue in a big graph traversal, it is not the only one; traversing time is also an
issue. Several studies contributed to parallelise those algorithms. For example, in [168], the author parallelised
Breadth First Search (BFS) on Central Processing Unit (CPU) and Graphic Processing Unit (GPU) and also
proposed a hybrid method which alternates between sequential, CPU and GPU implementations depending
on the situation. However, it can be applied on known graph only which is a primary constraint of the BFS
algorithm since the algorithm need to know when all nodes are discovered to stop the search which is not
the case in unknown graph scenarios. Looking into an unknown graph traversal problem, agent-based systems
are more widespread since they require little resource and relatively easy to parallelise [169, 154, 155]. For
example, Ilcinkas et al. proposed a “Port Selection Technique” which requires each node to have a set of
memory [170]. Then, this memory is used to remember which port has already been selected by agents and not
to be repeated. The algorithm can also accommodate multiple agents. Apart from this technique, ant-based
algorithms are also popular. Wagner et al. proposed a covering method based on ants and pheromones [169].
The pheromones were used to enhance the exploration. They proposed and compared two approaches: the first
one leaves pheromones on edges and the other one leaves pheromones on vertices. The result showed that in
the latter, the covering time was significantly lower. The authors also argued that this method is efficient even
for dynamic graphs where edges or nodes can be altered unlike the DFS. Koenig et al. proposed a repeated
coverage method using ant robot [154] . The authors experimented on the greedy method in which the agent
always take the node with the least visiting number as the next destination. Another method is called Learning
Real-Time A* (LRTA*) where the agent calculates the attractiveness of the node based on its unvisited or least
visited neighbours. From the experiment, the author concluded that in most situations, LRTA* is more efficient
than a greedy algorithm. Another work proposed a simple multi-agent system to keep patrolling (continuous
exploration) and aimed to achieve a uniform visiting frequency for all edges [169]. As there are many classes of
graph, other authors also proposed the agent-based graph traversal algorithm called “BEER” on cyclic and tree
graphs [171]. The authors also pointed out that a greedy algorithm can still work very well on tree without any
need of sophisticated methods. Still, all aforementioned approaches need memory to store the already selected
paths or the pheromones on all vertices.
Some examples of graph traversal algorithm applications can be found in [172, 173]. Dentler et al. proposed
an ant colony based algorithm to create pattern-based inference rules on the Resource Description Framework
(RDF) Graph for Semantic Web Reasoning whereas the ant-based system performed better than a random
strategy [172]. To obtain the inference rules, ants needed to traverse the graph first and build rules simulta-
neously making traversal algorithm a crucial part of the process. There is another work related to knowledge
discovery: Tiddi et al. proposed “Linked Data Traversal” which uncovered the unknown graph on real time
[173]. In addition, the traversal problem is also studied in the dynamic graph domain where the graph is
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changed over time. In [174, 175], the authors used the token traversal method to find the network backbone in
a dynamic ad-hoc network. The algorithm only utilised a single hop knowledge to determine the next node to
traverse which made it completely based on local information. This idea is very suitable for a large unknown
graph. On that account, the application of various graph traversal algorithms can potentially be extended to
more of the real world use cases.
Due to the fact that chaotic dynamics had been reported to improve the performance of optimisation algorithms
[129, 176, 134] and covering algorithm [156] over the usage of a typical uniform random function, the intention
is to test it against a Random Walk algorithm which is memoryless and employs a uniform random function
as well to study the result and the chaotic dynamic contribution on the graph traversal problem enhancement.
Moreover, with the deterministic property of a chaotic dynamic, it also promotes reproducibility of the work.
From the best of authors knowledge, there is not yet a work that integrates chaotic behaviour into the graph
traversal algorithm and requires no memory or constant memory to process. Therefore, this research broaden
the horizon of chaos theory. In the next section, chaotic behaviour and dynamics are elaborated in order to
explain the algorithm of such a unique character.
4.2 Chaos Theory
As defined by the Encyclopaedia Britannica: “Chaos theory, in mechanics and mathematics, is the study of
apparently random or unpredictable behaviour in systems governed by deterministic laws.”. Chaos theory is
not only limited to the study of the system alone, but also had long been applied in many problems such as
optimisation problems [129] where the chaotic maps were tested against Random process. An improvement
in performance was also reported. In effect, chaotic systems were introduced in several works related to
optimisation processes such as [133, 177, 176] where the uniform random function was replaced by the chaotic
system and performance improved. However, the optimisation is not the only field that has seen a use of chaotic
dynamics, it can also be used to generate random numbers as appeared in [178] where the Lozi map is used for
“Chaotic Pseudo Random Number Generator” (CPRNG). Hence, there is another kind of work where, instead
of utilising chaotic map directly, CPRNG is used in place of the typical uniform random number generator, for
example, Pluhacek et al. fine-tuned Lozi map and CPRNG, and improved the performance of “Particle Swarm
Optimisation” (PSO) algorithm over the one that employed the uniform random function [135]. Another recent
work which employed chaotic dynamics was the coverage problem by [156]. The authors integrated the chaotic
behaviour to enhance the drones’ searching capability. The chaotic behaviour has demonstrated its ability
to enhance the algorithmic performance over purely random behaviour in optimisation and covering problems
[133, 129, 176, 177, 156]. With similarity between a covering problem and a graph traversal problem along
with studies that confirmed an improved performance of chaotic systems over a random behaviour, a chaotic
system is used as a based for our proposed graph traversal algorithm. Two chaotic dynamics are utilised in our
algorithm: the first one is the Lozi Map and the second one is the Ro¨ssler System. Lozi map is a simple map
which contains only piecewise linear equations in two-dimensional space while, the Ro¨ssler System is defined
by three differential nonlinear equations in three-dimensional space. The two dynamics are introduced in this
section.
4.2.1 Solution of a Dynamical System and its Properties
The deterministic chaotic solution of a system has three important properties, these are:
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1. globally time invariant;
2. highly sensitive to the initial conditions;
3. aperiodic.
The first property implies that, given the same parameters, the attractor at t = 0→ t = 10 is the same as the
attractor at t = n→ t = n+ 10. The second property implies that even considering a difference in the scale of
10−10 for the initial conditions, the system will divert from the original track. The last property points out that
the chaotic system always gives out non-periodic solution. However, it is important to note that the solution
can be chaotic or periodic: it depends on the system’s parameters.
In this work, two chaotic dynamics are involved in he experiment; Lozi map [179] and Ro¨ssler system [180].
Lozi map is a discrete chaotic map made of two dimensions which depends only on two parameters. While, on
the other hand, Ro¨ssler system is a continuous system of three differential equations (three dimensions) that
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Figure 4.1: Lozi attractor with the parameters a = 1.7 and b = 0.5 solution to Eq. (4.1).
the Lozi map is employed since it is also relatively simple by its definition, yet offer a certain degree of alteration
to the behaviour of the dynamics. The Lozi attractor is a strange attractor similar to the He´non attractor. It
is defined by two equations in Eq. (4.1) [179].{
xn+1 = 1− a|xn|+ yn
yn+1 = bxn .
(4.1)
For the Lozi attractor, x and y are variables. At time t = 0, these variables are also called initial conditions.
The attractor is modified through the parameter a and b. The Lozi attractor with a = 1.7 and b = 0.5 is shown
in Fig. 4.1. For further reading, the reader are referred to [181] for in-depth analysis of the behaviour of Lozi
map.
4.2.1.2 Ro¨ssler System
First of all, it is important to note that in our work, Ro¨ssler system is defined by three “Ordinary Differential
Equations” (ODE). This aspect makes the Ro¨ssler system in our work a continuous system. There are also
tools to solve ODE from several fields that deal with nonlinear systems. In this research, “Runge-Kutta method
(fourth order)” (RK4) is selected. This step increases the computation time. However, combining it with the
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Poincare´ section (discretisation method), the analysis of chaotic dynamics can be done which is needed in our
work since the aim is to study the link between chaotic dynamics and graph traversal problem. Three major
steps for calculating the solution from a chaotic system which are explained in detail later in this section are
then presented. These steps focus only on the outcome of the system, further details can be found in [136] for
the Ro¨ssler system.
1. Choose the parameters and initial conditions of the system that give an attractor as the solution for the
system (Fig. 4.2).
2. Discretise the system using Poincare´ section (Eq. (4.4)).
















Figure 4.2: Attractor solution to the Ro¨ssler system (Eq. (4.2)) for α = 0 (Eq. (4.3)) with Poincare´ section.
The arrow indicates the orientation of the normalised value ρn.
The Ro¨ssler system [180] is a three differential equations system:
x˙ = −y − z
y˙ = x+ ay
z˙ = b+ z(x− c) .
(4.2)
This system provides the solution which can be an attractor or a periodic solution. The first derivative x˙, y˙
and z˙ is the definition of the problem where the x, y and z are the variables of the system where all variables
at t = 0 are called initial conditions. A series of variables x, y and z from t = 0 → ∞ is the solution of the
system. Lastly, a, b and c are parameters to alter the behaviour of the system. However, [182] already came
up with a method to generalise these a, b and c parameters modification with α as seen in:
a = 0.2 + 0.09α
b = 0.2− 0.06α
c = 5.7− 1.18α .
(4.3)
The bifurcation diagram (Fig. 4.4) illustrates the effect of how the parameter α can alter the system. On the
x-axis is the value of α. On the y-axis is the value of the solution in the Poincare´ section
P ≡ {(yn,−zn) ∈ R2|xn = x−,−x˙ < 0} (4.4)
where x− is the x value of the singular point of the Ro¨ssler system in the center of the attractor (see [136]
for details). Such a parametrisation gives a bifurcation diagram following the topological properties of the
Chaos Theory and Graph Discovery 70
attractor (Fig. 4.2). From yn in Eq. (4.4), it is normalised to obtain ρn and plot it to visualise the first return









Figure 4.3: First Return Map to the Poincare´ section for α = −0.25.
4.2.2 Bifurcation Diagram for Optimisation
The bifurcation for the Ro¨ssler system and the Lozi map are presented in this section. In this work, the
bifurcation diagram is used to represent states of a solution for each parameter whether it is periodic or chaotic.
For the Ro¨ssler system, the parameters are generalised with α as shown in Eq. (4.3). In this section, a Ro¨ssler
system bifurcation diagram where α = [−0.5, 1.2] is presented. On the other hand, Lozi map has two parameters,
a and b. Two sets of parameters are selected, a = 1.5, b = [−0.5, 0.47] and a = [1.1, 1.8], b = 0.1. Both were
mentioned in [181],
4.2.2.1 Ro¨ssler System Bifurcation Diagram
A bifurcation diagram of the Ro¨ssler system is obtained through Poincare´ Section. From the bifurcation
diagram, the behaviour of the system at each α can be observed which means that first return maps can be
provided. Then, it enables the research to proceed with the optimisation of an algorithm afterward depending
on first return maps. The bifurcation diagram of the Ro¨ssler system with α = [−0.8, 1.2] is shown in Fig. 4.4.
There are dense periods and sparse periods. The dense periods are the chaotic attractors which are the focus
of this work and the sparse periods are the periodic solutions where the solution alternates between few values.
For example, at α = −1.5, there is only one point and is called a period-one solution. Another example is
α = −1, there are only two points and is called a period-two solution. These two α (and the likes) do not show
the chaotic dynamic behaviour. Thus, it can be clearly seen in Fig. 4.4 that by varying the value of α, chaotic
or periodic solutions can be provided.
Regarding the chaotic solutions, it is also worth mentioning that there is a special case among chaotic solutions
as well, called “Banded Chaos”. It is an attractor or a solution that is composed of stripes or bands. In Fig. 4.4,
around α = 1.1, there is a gap in the middle which is different from the area where α = 0 and that is an example
of banded chaos area. As for the characteristic of the banded chaos, it can be regarded as a more complex than
a normal chaotic attractor. Readers who would like to pursue further detail are referred to [136]. Regardless of
chaotic or periodic solutions, once the system is solved, a continuous solution is obtained.
For discretisation, a Poincare´ section is utilised as can be seen in Eq. (4.4). The interpolation between two
sequential discretised points is calculated. This process is illustrated in Fig. 4.2. The line is drawn on the plane
and cut though the solution and then the interpolation can be computed.
























Figure 4.4: The bifurcation diagram where α is varied in Eq. (4.3) for the Ro¨ssler system Eq. (4.2).
After the discretisation, the computation of the first return map follows. The discretised values from Poincare´
section are normalised to obtain ρn ∈ [0, 1] from yn:
ρn = (yn − UB)/(LB − UB) . (4.5)
The normalisation is based on the bifurcation diagram and equations are used to estimate the upper bound
and lower bound. However, bifurcation diagram is not in linear shape, thus it is divided into several parts to
ensure that the retrieved values of ρn are between 0 and 1. LB and UB of Eq. (4.5) can be found in Eq. (4.6)
and Eq. (4.7) respectively. The partitions on the bifurcation diagram are also shown in Fig. 4.5.
LB = 0.110626α2 + 0.4141α− 10.585 (4.6)
UB =

6.04162α− 2.8 if α = [−0.5,−0.22]
−7.16446α2 + 3.31662α− 3.05252 if α = (−0.22, 0.192]
−0.99127α− 2.49 if α = (0.192, 0.790)
−4.31521α− 4.01651 if α = [0.790, 0.876]
−0.99127α− 2.49 if α = (0.876, 1.102)
23.673α− 34.2435 if α = [1.102, 1.155]
−0.99127α− 2.49 if α = (1.155, 1.2]
(4.7)
In [136], it had been shown that the Ro¨ssler dynamics can be considered similar as a whole using templates and
subtemplates. Thus, to generate non-equivalent dynamics, a partition out of a bifurcation diagram is needed
to be created. Then, it is also very important to note that the fourth and sixth equation in Eq. (4.7) only
considers one band from a whole banded chaos as appeared in [136] in first return maps section. Otherwise, if
the whole bands are taken, it will result in discontinuous first return maps and shows a behaviour that is similar
to periodic solutions which is not our focus. However, this specific partition is not required for α = 1 ± 0.05
because the two co-existing attractors have the topological structure as it is for the beginning of the bifurcation
diagram. The templates of the two co-existing attractors are symmetric by inversion for these values of α.
When α increases, the templates are the same for the co-existing attractor when α decreases. In addition,
these templates have the same topological structure of those observed at the beginning (α < −0.25) of the
bifurcation diagram: templates with two branches with one increasing and one decreasing [136]. Finally, there
























Figure 4.5: Partitions in the bifurcation diagram according to Eq. (4.6) and Eq. (4.7)
is a redundancy in the templates if all of them are considered and the partition performed using UB in Eq. (4.7)
permits to variate α to produce non equivalent dynamics.
The first return map which is a dynamical signature of the system can then be realised by plotting the current
discretised solution against the next. The first return map can have many shapes depending on the provided
α. Fig. 4.3 is just one of many possibilities available from the Ro¨ssler system. After an extensive study of the
system, it is found that the system itself, regardless of the first return map, incorporates prominent patterns. So
far, three prominent patterns are found. They are related to the periodic orbits of the system that are visited
more often. These patterns are discovered through observing the plot of extracted solutions of the studied
systems.
1. Growing Pattern: The value of the solution starts from a very low value and gradually increasing to
the high value. Once the high value is reached, the solution value drops to low and the process start again
as can be seen in Fig. 4.6.
2. Oscillation Pattern: The value of the solution alternates between high and low values. The example is
shown in Fig. 4.7. This patterns corresponds the period-2 orbit for Fig. 4.7.
3. Plateau Pattern: There is little change in term of value of solution during this pattern period. The
Fig. 4.8 might not be totally linear, but the change in value is still small. This value corresponds to the
period-1 orbit of the system for Fig. 4.8.
It is important to note that each α yields a different first return map. This corresponds to the frequency of the
patterns and as a consequence, a different behaviour. In addition, these patterns correspond to the unstable
periodic orbits of the attractor, but since the value of α is varied, the capability to demonstrate more links
between the orbits and the patterns is limited (see Fig. 13 of [136] for more details about the dynamical partition
of this bifurcation diagram).
4.2.2.2 Lozi Map Bifurcation Diagram
The bifurcation diagrams of the Lozi map used in this work are based on the value of x from the map. Two
bifurcation diagrams of the selected parameters (a = 1.5, b = [−0.5, 4.7] and a = [1.1, 1.8], b = 0.1) are shown
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Figure 4.8: A plot of ρn against iteration for plateau pattern.
in Fig. 4.9 and Fig. 4.10. As far as the authors know, there is no possible comparison between the chaotic
mechanisms as it has been done for the Ro¨ssler system using topological analysis. Some works in that direction
are still in progress using suspension of the map [183, 184]. Thus, only the same partitioning methodology
in Section 4.2.2.1 is applied to prevent the gap in the yielded x sequence. As a result from partitioning and
Eq. (4.5) where xn is used in place of yn, the values of ρn from xn are in [0, 1].
The upper bound (UB) and lower bound (LB) in Fig. 4.9 for the Lozi map with a = 1.5 and b = [−0.5, 0.47]
are defined as follows;
LB =
{
−0.58728b3 − 0.20915b2 − 0.94836b− 0.50321 if b = [−0.5, 0.4225]
0.03116b− 0.831737 if b = (0.4225, 0.47] (4.8)
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LB =

−4.82296b2 − 1.47635b+ 0.46621 if b = [−0.5,−0.37)
0.15227b2 + 0.695025b+ 1.00494 if b = [−0.37, 0.4225)
−2.55404b+ 1.30011 if b = [0.4225, 0.47]
(4.9)
Figure 4.9: Partitions in the bifurcation diagram according to Eq. (4.8) and Eq. (4.9) for the Lozi map with
a = 1.5 and b = [−0.5, 0.47].
Upper bound (UB) and lower bound (LB) in Fig. 4.10 for Lozi map with a = [1.1, 1.8] and b = 0.1 are defined
as follows;
LB = −1.00691a+ 0.90294 (4.10)
LB =

6.31887a2 − 14.4394a+ 8.04677 if a = [1.1, 1.23703)
2.8679a2 − 5.92552a+ 3.05 if a = [1.23703, 1.40334)
−0.05148a+ 1.14403 if b = [1.40334, 1.8]
(4.11)
Figure 4.10: Partitions in the bifurcation diagram according to Eq. (4.10) and Eq. (4.11) for Lozi map with
a = [1.1, 1.8] and b = 0.1.
From all presented bifurcation diagrams of the Lozi map, all solutions are chaotic. In contrast, it is not the case
for the Ro¨ssler system. This emphasises the importance of the bifurcation diagram as a preliminary filter for
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chaotic solutions. Moreover, with the partition method, more complex chaotic behaviours from the continuous
chaotic system, e.g. Ro¨ssler system, can be explored. At the same time, it also benefits the discrete chaotic
system, e.g. Lozi map, by eliminating the gap in the yielded sequence of ρn if needed.
4.3 Chaotic Traversal (CHAT)
This section presents a novel chaotic agent-based graph traversal algorithm that focuses on exploring unknown
graphs called “Chaotic Traversal (CHAT)”. CHAT is actually similar to the Random Walk algorithm except
that it does not use a uniform random function. Instead, CHAT chooses the next destination using a chaotic
system (Lozi map or Ro¨ssler system in this case). With the same trait as Random Walk, CHAT carries over
the same features as Random Walk, while having its performance enhanced thanks to the chaotic system
integration. The whole process of CHAT is shown in Alg. 9.
Algorithm 9 CHAT Process.
Algorithm: Main Algorithm
Data: α, Termination Condition, Graph, Strategy
Result: Discovery nodes List
Initialise initial conditions for Ro¨ssler system
Initialise an Agent with a starting point
Initiate Lozi Map (Initial condition, a, b)
Initiate Ro¨ssler System (Initial Condition, α)
while termination condition is not met do
Chaotic Traversal (Agent, Strategy)
Return out the result
Algorithm 10 Generating Lozi map solutions.
Algorithm: Lozi Map
Data: Initial conditions, a, b
Result: ρ (normalised solution)
Loop
Simulate and solve Lozi map equations numerically
Normalize xn to obtain ρn (Normalised solution)
Return ρn
Algorithm 11 Generating Ro¨ssler system discretised solutions.
Algorithm: Ro¨ssler System
Data: Initial conditions, α
Result: ρ (discretised solution)
Loop
Simulate and solve Ro¨ssler system numerically
if the solution is in the Poincare´ Section Eq. (4.4) then
Normalise yn to obtain ρn (Normalised discretised solution)
Return ρn
There are two versions of our algorithms: Vanilla version and Circular version. The Vanilla version is a
completely memoryless algorithm, while the Circular version, being an improved algorithm, requires a very
small amount (almost negligible) of constant memory in order to enhance the coverage performance of the
Vanilla version. This section also presents the performance metrics used to compare the performance of CHAT
and Random Walk in this work.
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Algorithm 12 Agent Movement.
Algorithm: Chaotic Traversal
Data: Agent, Strategy
Get neighbour nodes from an agent position
Assign equal priority to each neighbour
Retrieve ρ from a Ro¨ssler system or a Lozi map
if Strategy == Circular then
Circulate the neighbour (Fig. 4.12)
Choose the next destination based on retrieved ρ
Move to the destination
4.3.1 Vanilla version
In this version, the agent decides its next move based on the first return map values that the chaotic system
gives out from Alg. 10 or Alg. 11. This version only utilises the local information such as the list of neighbours
and edges without storing any path history, making it completely memoryless. To elaborate how it works,
the Fig. 4.11 is given and the whole process of movement is shown in Alg. 12. From the current node 1, the
agent had four choices. For each choice, it was given the same priority as can be represented by this set;
Neighbours = (2 : 0.25, 3 : 0.25, 4 : 0.25, 5 : 0.25). As mentioned in section 4.2, the solution from the system is
normalised to be in range [0, 1]. Therefore, if the system gives out 0.7814 after discretisation, the agent would
go to node 5. From there, the agent learns of the neighbours of node 5 and continues the process accordingly.
Figure 4.11: Agent comes to the node 1 from node 4.
However, one flaw in using the chaotic system is found for the graph traversal problem. The solution from the
chaotic system is aperiodic or in other words, never gives out two same values periodically. However, the first
return map is a combination of patterns where the pattern itself might repeat. With a very low chances of
happening, the agent might enter in a loop. Considering this situation, the agent makes a tour, and when it
arrives at the starting point again, for the next iterations, the system gives out the same patterns. Hence, the
agent repeat the same route all over again leading to failure in a graph discovery.this problem is anticipated
and a solution which incurs a negligible cost of memory is prepared.
4.3.2 Circular version
The word circular comes from the fact that the order of the neighbours in the list is circulated as in Alg. 12. In
this Circular version, the chaotic system is still employed as a core function for choosing a next destination but
add an ability to remember the latest node the agent has visited to prevent a loop traversal. The circulation
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goes by the deterministic rules. Still the advantage of circulation is not only to prevent the loop traversal, but
it also improves the Coverage Percentage since the previously visited node can be placed in the position that is
not likely to be selected again so that the agent can avoid repetition. It can be explained using the Fig. 4.12.
Figure 4.12: The difference between Vanilla, Circular First and Circular Last neighbour list in the situation
of Fig. 4.11.
From the Fig. 4.12, it shows the list of neighbours in the situation of Fig. 4.11. The length of the list equals
to the degree of the node. From the figure, supposedly an agent comes to the node 1 from node 4 (in bold)
and the current node has node 2, 3, 4 and 5 as its neighbours. In Vanilla version, the neighbours order is
not reorganised, hence, the loop traversing can occur. It is different in the Circular version where the order is
reorganised by shifting the previously visited node (in this case, node 4) to the first position in the neighbour
list. Here, two neighbour circulation methods are proposed, Circular First (as shown in Fig. 4.12) and Circular
Last. The difference is the next position of the visited nodes: the Circular Last method left-shifts the previously
visited node to the last position in the neighbour list. Combining these strategies with a first return map, the
number of times that an agent revisits the already discovered nodes in a graph can be reduced. Moreover, with
this approach, even if the same pattern is to be revisited, the agent can still prevent itself from traversing in a
loop.
4.3.3 Performance Metric
In this work, two performance metrics, Coverage Percentage and Mean Time Coverage, are proposed. The
former is used to measure the exploration performance of an algorithm while the latter measures the exploration
efficiency by considering discovered nodes in the graph and the algorithm execution time.
4.3.3.1 Coverage Percentage
“Coverage Percentage” is used as a metric of exploration performance since typical performance metrics like
“Traversal Time” which count how many iterations an algorithm takes to fully discover a whole graph cannot
be used. This is due to the fact that real world graphs are unknown and the “Traversal Time” requires the
size of a graph to terminate an algorithm and measure the performance. Therefore, “Coverage Percentage” is
used instead since it reflects how many nodes an algorithm can discovered given a certain amount of algorithm
iterations as shown in Eq. (4.12). For this metric, an agent run for n iterations where n is a number of nodes
in a graph. The chaotic system solving time and algorithm execution time are not considered since the chaotic
solution sequences can be generated separately and the execution time is varied from machine to machine. The
metric is defined as follows:
Coverage Percentage =
Number of Discovered Nodes
Total Number of Nodes
×100 . (4.12)
4.3.3.2 Mean Time Coverage
This metric is used to measure the time efficiency of an algorithm. It calculates how many (different) nodes can
be discovered in one second (CPU time). Regarding the execution, the algorithm can be viewed in two separated
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Table 4.1: Experiments formulation. The best values of α obtained from the small graph experiments are
used to explore large graphs. Every α is tested for 300 runs.
Topology Small Graph Experiment Large Graph Experiment
Ring n = 2000, k = 10, p = 0 n = 1000000, k = 10, p = 0
Vanilla’s α = 1.123 Circular First’s α = 0.78
Smalll World n = 2000, k = 10, p = 0.01 n = 1000000, k = 10, p = 0.05
Vanilla’s α = 1.123 Circular First’s α = 0.78
Random n = 2000, k = 10, p = 1 n = 1000000, k = 10, p = 1
Vanilla’s α = 1.123 Circular First’s α = 1.124
Grid dimensions: 5× 500, 10× 250, 20× 125, dimensions: 50× 20000, 100× 10000, 160× 6250,
25× 100 and 50× 50 200× 5000, 320× 3125, 400× 2500,
500× 2000, 625× 1600, 800× 1250
and 1000× 1000
Vanilla’s α = 1.123 Circular First’s α = 1.124
Power-Law n = 2000, m = 10, k = 0.2 n = 1000000, m = 10, k = 0.2
Vanilla’s α = 1.123 Circular First’s α = 1.124
pieces, sequence generation (solving Lozi map and Ro¨ssler system or generate a random values sequence) and
graph exploration. The first part can be prepared beforehand (oﬄine) and does not affect the exploration part,
which is considered to be an online process. Therefore, only the CPU time required for the graph exploration
is considered. This metric is dependent on the hardware platform, but it can be used as a guideline for what
to expect from each algorithm. The Mean Time Coverage is defined as follows:
Mean Time Coverage (nodes/second) =
Number of Discovered Nodes
Graph Exploration CPU Time
. (4.13)
4.4 Experimental Results: Ro¨ssler CHAT
In this section, the experimental setup and the results are presented along with their discussions. Experimental
results are divided in two parts. The first one contains the result of CHAT on a small graph in order to study
the impact of α in the Ro¨ssler system. The second part presents the results on 1,000,000 nodes graphs to
evaluate the performance of CHAT with Ro¨ssler dynamics on large graphs.
4.4.1 Experimental Setup
The test platform is implemented in Python (2.7) and NetworkX [6]. The platform employs one agent in
order to study the chaotic behaviour. All tests are run on the High Performance Computing platform of the
University of Luxembourg [96]. The algorithms are tested on five graph topologies as listed in Tab. 4.1. All
tested graphs are undirected and unweighted graphs. For Ring, Small World and Random graphs, are generated
using Watt-Strogatz Generator. For Grid graphs, 2D-Grid Generator is used. Lastly, Power-Law Cluster Graph
Generator is used to generate the Power-Law graphs. All the parameters being used are presented in Tab. 4.1.
All the graphs in the experiment are either small (2,000 nodes and 2,500 nodes) or large graphs (1,000,000
nodes). The 2,000 nodes graphs are used to show the impact of α on the Coverage Percentage of CHAT and
for studying the optimal parameters for the chaotic systems. The large graphs aare used to confirm the finding
in the small graph experiment. The sparse graph is generated by giving the generator a low node degree. For
each topology, there are 10 different graphs and each one are tested 30 times with Ro¨ssler system based CHAT
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for both small and large graphs with different starting points in each run. In case of grid topology, an agent
is deployed on several shapes, not just a square one. In addition, to obtain the final α, each value of α and
its effect on the performance on each topology are extensively studied to retrieve the ones that yield the best
performance to test them on large graphs. Finally, the algorithms are compared against Random Walk (see
Alg. 13) where the random values sequence can also be pre-computed oﬄine like for chaotic systems. The
reason for choosing Random Walk for comparison is because Vanilla CHAT and Random Walk are memoryless.
In addition, the Circular CHAT, on the other hand, requires only marginal constant memory, while, other
algorithms in the survey require memory to operate.
Algorithm 13 Random Walk of an agent.
Algorithm: Random Walk
Data: Graph
Result: Discovery nodes List
Initialise an Agent with a starting point
Generate random values sequence from a uniform random function
while termination condition is not met do
Retrieve a value from a sequence
Pick a destination based on a random value
Move to the chosen destination
Return out the result
This section is organised into three main parts. The first part presents the result of the small graph experiment.
The second part show the result of the large graph experiment and lastly, the study of α effect is presented in
the last part.
4.4.2 Results on Small Graph Instances
This section shows the result of our algorithm comparing to Random Walk and also effects of varying the
value of α in the Ro¨ssler system to analyse the influence of the dynamical properties on the behaviour of our
algorithms. From the results in this section, the coverage differences of each approach are able to be observed
and that aids us in choosing which combination of approach to be tested on larger graphs. For all figures in
this section, the y-axis is the Coverage Percentage and the x-axis is the value of α supplement to the Ro¨ssler
system. The black solid line is the result of the Circular First CHAT and the solid grey line is the result of
Vanilla CHAT. Only Circular First method (named as “Circular” in all presented figures) is shown here due to
its superior performance comparing to the Circular Last method. Lastly, the dashed line represents the result of
the Random Walk. The shaded areas contain the result of the periodic solutions (in Ro¨ssler system) that does
not exhibit chaotic dynamic behaviour. Hence, they are not taken into consideration since the sole focus of our
work is on addressing graph traversal problem with chaotic dynamics. Please also note that it is not possible to
shade all the periodic regions due to the fact that some periodic parts are small and located in between chaotic
regions. In this work, the values of α in the range [−0.5, 1.2] are considered because the dynamical analysis
is already performed for each attractor solution and from Fig. 4.4, values of α that are less than −0.5 mostly
yield periodic attractors. Thus, the chaotic dynamics properties in this range of values can be compared.
4.4.2.1 Ring Topology
The nature of the ring topology is a structured graph. Referring to Fig. 4.13, it can be seen that when the
system gives out the periodic solution, there is a sharp rise in the Coverage Percentage for the Circular version
of CHAT. In fact, all the sharp peaks (above 20%) for the Circular version are periodic solutions, e.g., at
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α = −0.41 and α = 1.0 . These periodic period are too small to shade. The average Coverage Percentage
for the Circular version is about 10%. The highest Coverage Percentage (about 17%) for the Circular version
is obtained with α = 0.78. The Vanilla CHAT cover about 60%. While the Circular CHAT also has a good
Coverage Percentage varied by the α. All in all, both chaos-based algorithms outperform Random Walk which



























Figure 4.13: Performance of Ro¨ssler CHATs in comparison to the Random Walk on the ring topology. The
black solid line is the result of the Circular CHAT and the greosslery line is the result of Vanilla CHAT. The
dashed line represents the result of the Random Walk. The shaded areas highlight periodic solutions of the
Ro¨ssler system.
4.4.2.2 Small World Topology
This topology exhibits the theory of six degree of separation which is one of the most important aspects of the
social network [141]. In the small world topology, Vanilla CHAT is able to outperform in Coverage Percentage
of the Random Walk by 8% at α = 1.123 with its 50% Coverage Percentage. The Circular version, even though,
has lower Coverage Percentage than the former, is still able to produce a better performance than the Random
Walk as well. However, when comparing Fig. 4.13 and Fig. 4.14, it seems like the effect of periodic solutions
























Figure 4.14: Performance of Ro¨ssler CHATs in comparison to the Random Walk on the small world topology
(see Fig. 4.13 definitions).
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4.4.2.3 Random Topology
Random Graph is one of the most used topology to capture the essence of the real-world graphs [122]. While,
this topology should be the most well suited for the Random Walk due to its randomness, the increase of
Coverage Percentage from the Circular CHAT can still be seen over the Random Walk in Fig. 4.15. This is
due to the circulation strategy that reduce the number of times an agent revisits already discovered nodes.
An improvement of 4% in coverage over Random Walk is reported at α = 1.123 with Circular version. The
Coverage Percentage around α = 0.2 can be disregarded since it falls in the periodic category. As for the reason
why the Circular CHAT can obtain such a high Coverage Percentage, it is due to the understanding of the
behaviour of the system. By understanding the Ro¨ssler system, it is possible to strategically place neighbours


























Figure 4.15: Performance of Ro¨ssler CHATs in comparison to the Random Walk on the random topology
(see Fig. 4.13 definitions).
4.4.2.4 Grid Topology
Even though, the grid topology is also a structured topology like ring topology, the achieved result is quite
different from the ring graphs. The Vanilla CHAT Coverage Percentage is lower in grid topology compared to
the ring topology. It is suspected that this is due to the effect of the locality of neighbour. Since the nodes are
tightly connected together and share same neighbours, it is easier to send an agent into a loop traversal. Several
peaks (e.g., at α = −0.41, 0.6, and 0.87) are spotted from the Circular version. They can be disregarded as
they fall in the periodic period. However, at α = 1.124, not only the Vanilla CHAT obtain the highest Coverage
Percentage, the Circular CHAT also yields the Coverage Percentage of 27%which is higher than the Random
Walk as shown in Fig. 4.16 due to the ability to avoid the revisiting of the previous nodes. At this alpha,
Circular CHAT shows 10% improvement in Coverage Percentage over Random Walk and over 18% compared
to the Vanilla version.This piece of result emphasises the need of an ability to study the system to enhance the
performance of the algorithm even further which is not available on a uniform random function.
4.4.2.5 Power-Law Topology
Referring to Fig. 4.17, the Random Walk, and Vanilla version can cover a similar amount of nodes in the graph.
On the other hand, the Circular CHAT shows a higher Coverage Percentage than other algorithms in this
topology. A 2% improvement in Coverage Percentage at α = 1.124. the Coverage Percentage around α = 0.2
























Figure 4.16: Performance of Ro¨ssler CHATs in comparison to the Random Walk on the grid topology (see
Fig. 4.13 definitions).
are not taken into account as the gaps in the solution make it behave like a periodic solution. It is worth to
note also that the result observed from Fig. 4.17 is similar to the result of CHATs shown in Fig. 4.15. This is

























Figure 4.17: Performance of Ro¨ssler CHATs in comparison to the Random Walk on power-law topology (see
Fig. 4.13 definitions).
From all presented figures, it is clear that with a combination of periodic solutions and Vanilla version from
the chaotic system, the Coverage Percentage is low. Yet, the Circular version is able to get a good Coverage
Percentage on all topologies. This initial result on small graphs enables us to have a rough estimation of what
α should be used in a larger experiment. From the algorithm point of view, the result should not change much
since an agent in CHAT algorithm only takes a local information from the node in the graph and does not
consider a big picture of the graph at all. Therefore, those values of α which give out chaotic solutions that
yield a high Coverage Percentage are tested in the larger graph experiment.
4.4.3 Results on Large Graph Instances
In this section, the best results for each algorithm on large graphs are presented. The α being used in this
experiment are taken from the top three α that yield the best Coverage Percentage for each topology and
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algorithm. Tab. 4.2 compare the results between CHAT (both versions) and Random Walk using Kruskal-
Wallis test [111]. In this table, the result is expressed in a form of Coverage Percentage. Furthermore, the
comparison between each algorithm on each topology is conducted using Wilcoxon test [112] in Tab. 4.3.
Both Kruskal-Wallis and Wilcoxon tests are known for testing the difference in means of targeted populations.
Kruskal-Wallis test is normally used when there are more than two populations to test, while Wilcoxon mainly
test between two populations. For both experiments, a confidence interval of 95% is used. P-Value is used to
decide whether accept or reject the null hypothesis as it reflect the probability of obtaining the observed results
of a test, assuming that the null hypothesis is correct. Hence, by this definition and the confidence interval of
95%, if the observed p-value is less than 0.05, the null-hypothesis is rejected where the null hypothesis is there
is no difference in the average performance among all observed algorithms.
Table 4.2: Coverage Percentage of CHAT and Random Walk. The first number is the Coverage Percentage.
The second number behind ± is the standard deviation.
Topology Random Walk CHAT (Ro¨ssler Vanilla) CHAT (Ro¨ssler Circular) p−value
Ring 0.521 (0.155) 60.471 (0.001) 0.5645 (0.002) < 2.2e-16
Small World 42.219 (0.101) 50.504 (0.087) 45.956 (0.112) < 2.2e-16
Random 58.101 (0.003) 52.761 (0.061) 60.218 (0.001) < 2.2e-16
Grid 14.419 (3.734) 0.690 (0.606) 18.052 (4.108) < 2.2e-16
Power-Law 51.236 (0.032) 51.195 (0.035) 54.045 (0.011) < 2.2e-16
From Tab. 4.2, the result show that CHATs can perform significantly better than traditional Random Walk
in all tested topologies. In ring topology, an improvement of 60% is obtained from Vanilla CHAT with the
Ro¨ssler dynamic over Random Walk, while Circular version yields relatively the same Coverage Percentage as
Random Walk. The next topology is small world topology where CHAT (Vanilla version with Ro¨ssler dynamic)
having the highest Coverage Percentage, outperforms Random Walk by 8% in coverage and approximately, 2%
of improvement in coverage over Random Walk is reported from Circular CHAT. Even with random topology,
the significant improvement in coverage of 2% can be found and here Circular CHAT demonstrates that with
a negligible constant memory, it yields the best Coverage Percentage. As in grid topology, the Circular version
outperforms the Random Walk in term of Coverage Percentage significantly by 4%. As for power-law topology,
CHAT (Circular version) still displays a significant improvement of 3% in coverage over Random Walk, while
the Vanilla version shows a similar result to the random Walk.
It is clearly shown in the table that CHAT dominates the Random Walk in terms of Coverage Percentage
in all tested topologies. This result also shows that they still follow the same trend even if there are some
discrepancies of the Coverage Percentage which can be accounted by the random starting points, a difference
in size and dimensions, plus the randomness during graphs construction. For example, from Fig. 4.13, Circular
CHAT performs better than the Random Walk, and in large graphs, Circular CHAT still perform better. Even
though the improvement is small, but it is still proved to be significant. Moreover, in the grid topology, the
presented result in Tab. 4.2 and Fig. 4.16 are also similar, although, there is a drop in Coverage Percentage from
a small experiment in a large graphs. However, that is to be expected given that more different grid dimensions
are used to test the algorithm.
Table 4.3: Wilcoxon test between each algorithm where s, t mean that the result is better, respectively
worse, significantly The five symbols in a column represent a performance for each topology: Ring, Small
World, Random, Grid and Power-Law respectively
Algorithm Random Walk CHAT (Ro¨ssler Vanilla) CHAT (Circular)
Random Walk t t s s s t t t t t
CHAT (Vanilla) s s t t t s s t t t
CHAT (Circular) s s s s s t t s s s
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To further analyse the result, the matrix of Wilcoxon test is shown in Tab. 4.3. The Wilcoxon test indicates
the significant difference in the means of two populations, so it can be determined which algorithm performs
better by the statistical significance and their differences in Coverage Percentage. The upward triangles mean
that the result is better significantly and the downward ones, otherwise. The circle represents that there is no
statistical significance in the difference between each algorithm for a certain topology, hence two algorithms
yield similar Coverage Percentage for a certain topology. The five symbols in a column represent a performance
for each topology, ring, small world, random, grid and power-law respectively. From the Tab. 4.3, it can be
observed that the Circular version of CHAT is better than Random Walk in all tested topologies and perform
significantly better than the Vanilla version in random, grid and power-law topologies. From these results,
Vanilla Ro¨ssler CHAT should be used for ring and small world topologies, while Circular version should be
used for grid, random and power-law topologies. From both small and large graph experiments, all the results
are collected conduct an in-depth analysis on α. The analysis concerns both the effect of α and algorithm
optimisation.
4.4.4 Study of Chaotic Dynamics Impact
In this section, the analysis of performance for both periodic and chaotic solutions are presented. First return
maps are used as an analysis tools to explain the system behaviours and how they affect CHAT performance.
From the values obtained from the previous figures, the first return maps associated to each value of α can be
obtained. The example of the first return maps for periodic solutions is shown in Fig. 4.18 which is the solution
given by the system when α = 0.33. From this first return map, it is self-explanatory as why it is periodic
since there are only a few points on this map. In contrast, Fig. 4.19 and Fig. 4.22 display first return maps of
the chaotic solution. The difference between the three figures is quite obvious since in the first return maps of
chaotic solution, there are more points than the periodic one which means more possible values can be obtained
from the system unlike, in Fig. 4.18 where only three points are presented. In the following sections, the effect









Figure 4.18: First Return Map to the Poincare´ section for α = 0.33.












Figure 4.19: First Return Map to the Poincare´ section for α = −0.26. Periodic points are indicated to
underline the structure of the first return map. These periodic points corresponds to orbits in the attractor.


















Figure 4.20: The density of iterates at α = −0.26.
4.4.4.1 Effect of Periodic Solutions on CHAT
It can be seen in Fig. 4.13 and Fig. 4.16 when the system gives out periodic solutions, Circular CHAT performs
really well and even better than the Random Walk. In fact, for a structured graph, there is not a need for
randomness at all. The structured graphs can be traversed efficiently with simple systematic rules and a path
history to prevent it from traveling in a circle. Therefore, this is not in the essence of our work since the focus
of the research is not in the chaotic behaviour and the real world graphs are unstructured. Despite that, it
is still important to describe this event to explain the cause of sharp rise in those result figures. As shown
in Fig. 4.18, given only a few possible choices to move should not result in a high Coverage Percentage and
that is true as shown in every tested topology with the Vanilla CHAT. From the analysis, the agent moves in
circle due to limited choices in destination as shown in Fig. 4.21 and this can be seen in all small experiment
figures. However, in Circular CHAT, by circulating the neighbours list, the algorithm becomes more like a port
selection technique.
A port selection technique [170] is a traversal technique in a network. In a network graph, a server is considered
to be a node and each connected port on a server is an edge in the graph. From the starting point in a graph,
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Figure 4.21: Periodic solution and traversal of an agent in a grid from the starting point (S).
the agent chooses to traverse on the first edge (the first connected port on the list) and that edge (or port)
is then marked. On every node, the agent chooses the next unmarked edge (the next connected port on the
list) to be traversed on and once the agent visits a node that has all edges marked, the marks are removed,
and the same process starts over. The Circular CHAT and a periodic solution is similar to this technique.
The circulation of neighbours in the list is similar to marking the edge and with few possible values from the
periodic solution, the previous nodes are moved to the position that will not be selected. For example, there
exists a period-1 solution. In that case, the previous node can be strategically moved to a position that will not
be selected and promote the unvisited node to be chosen. Thus, the agent has less chance to visit the already
visited nodes and higher chance to explore the graph. As in Fig. 4.18 which is a period-3 solution, it produces
a higher Coverage Percentage in Grid and Ring topologies because these two topologies are structured and this
port selection technique happens to be very efficient in a structured graph traversal. With this, the cause of
high Coverage Percentage in periodic regions presented in figures in Section 4.4.2 is explained. Next is the
discussion on how chaotic dynamics affect CHAT performance.
4.4.4.2 Effect of Chaotic Solutions on CHAT
To study the effect of chaotic dynamics thoroughly, the focus is on the Vanilla CHAT. This is because there
is no modification being done on the Vanilla CHAT, hence it exhibits a pure chaotic behaviour. In all tested
topologies, the periodic solutions fail to cover the graph efficiently compared to the chaotic solutions. To
elaborate the cause of this result, considering a maze walking problem, there is a right hand rule where the
agent always walk on the right side of the wall. With this rule, one is able to exit the maze. However, exploration
is completely different. If only one rule is to be followed without any regards of the previous path. There is a
chance that an agent will be trapped at some point. Hence, if only one rule is applied to traverse the graph,
it would be the same as Breadth First Search (BFS) or Depth First Search (DFS). Coupling with the issue of
no memory of the traversing path, an agent ends up being caught in a circle at some point which is the reason
why, the relocation function is needed in BFS and DFS for traversing an unknown graph [126]. In Vanilla
version, the neighbours list is deterministic. The order of neighbours of each node does not change over time.
Using Fig. 4.18 as an example, there are only three points on the map. This is similar to having only three
rules. Thus, at the fourth iteration, if the agent happens to revisit the starting node again, the same route
will be repeated over. The chaotic solutions are different. In Fig. 4.19 and Fig. 4.22, there are more points
on those two maps compared to Fig. 4.18. Each point on the map can be considered as a rule for the agent.
With the chaotic solution, for a specific amount of time, the agent is given a set of rule (in this case, a pattern














Figure 4.22: First Return Map to the Poincare´ section for α = 1.124. Periodic points represent periodic orbits
in the three-dimensional space. Period 2 orbit is thus represented by the points A = (xa, ya) and B = (ya, xa)















Figure 4.23: The density of iterates at α = 1.124.
from the system) to traverse the area, but this rule changes over time to offer a breakthrough from potential
circle without a need for a memory of the path. It can be further elaborated with the orbits in Fig. 4.19 and
Fig. 4.22. There are periodic points in these two first return map that are temporarily reached and corresponds
to orbits. These orbits are unstable, thus the periodic solution do not last. Only periodic points for low period
orbit to detail the first return map dynamic are provided. Low period orbits are more often visited. But it
can be observed that there are more points in the orbits in Fig. 4.22 which means more rules are available. In
addition, the density of iterates (further read in [185]) are shown in Fig. 4.20 and Fig. 4.23. These two figures
depict the density of values in the first return maps. It can be observed that there are more distinguished peaks
in Fig. 4.23 than in Fig. 4.20. This difference shows that there are around four prominent choices (frequency
above 1) if α = −0.26 is used in CHAT. On the other hand, there are seven peaks in the first return map of
α = 1.124. This is the reason why a better Coverage Percentage is shown from the chaotic solution over the
periodic solution in Vanilla CHAT on all tested topologies and also explain why a more chaotic behaviour can
perform better than a standard one.
As the results are shown Figs. 4.13 – 4.17, it is clear that chaotic behaviour is indeed the key to higher Coverage
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Percentage on the graphs for CHAT. However, even chaotic solutions are different as it can be observed that
for different values of α. This is due to the complexity of the chaotic behaviours. In Fig. 4.19, there are
two branches. From ρn = [0, 0.45], this is the first branch and it is increasing. The second branch is from
ρn = (0.45, 1]. While in Fig. 4.22, there are three branches. The first branch is a decreasing branch starting
from ρn = [0, 0.3]. The second branch is from ρn = (0.3, 0.7] and it is an increasing branch. The last branch
is a decreasing branch and starting from ρn = (0.7, 1]. The higher number of branches in the first return
map, the more complex the chaotic behaviour. Considering Fig. 4.19 and its given value at each iteration, the
consisted patterns do not change abruptly. Some patterns even continue for a number of iterations as shown
in Fig. 4.24. This is the same problem with the periodic solution. If the agent arrives at the node where the
pattern first starts, it is bounded to continuously move in a circle until the next pattern comes. Therefore, with
a more complex chaotic behaviour in the banded chaos area where the first return maps contain more than
two branches, more patterns exist and can be changed abruptly leading to a wider coverage on a graph as can
be seen in the result figures of each topology where α = 1.123 and α = 1.124 dominate other values of α in
Coverage Percentage. When this complex chaotic behaviour is combined with the Circular strategy, it leads to
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Figure 4.24: A plot of ρ against iteration.
4.5 Experimental Results: Lozi CHAT
This section presents the results of CHAT with the Lozi map and its comparison to CHAT with the Ro¨ssler
system which showed superior performance than Random Walk in the previous section. This section contains
three main parts. The first one presents the experimental setup. Then, the preliminary results on small graphs
are presented in the second part. In the last part, the results on large graphs are presented together with their
discussion.
4.5.1 Experimental Setup
The same test platform and libraries have been used to test CHAT with the Lozi map to ensure a fair comparison
(cf. Section 4.4.1). The Lozi map is based on two parameters, a and b. These two parameters allow many
variations, however it is not the main goal of in this work to explore them all. Therefore, two sets of parameters
are used in these experiments, a = 1.5, b = [−0.5, 0.47] and a = [1.1−1.8], b = 0.1 which were previously studied
Chaos Theory and Graph Discovery 89
Table 4.4: Experiments formulation. The best values of a and b obtained from the small graph experiments
are used to explore large graphs. Selected combinations of a, b, and method are tested for 30 runs on each
graph.
Topology Small Graph Experiment Large Graph Experiment
Ring n = 2000, k = 10, p = 0 n = 1000000, k = 10, p = 0
a = 1.5, b = −0.44 Vanilla
Small World n = 2000, k = 10, p = 0.01 n = 1000000, k = 10, p = 0.01
a = 1.5, b = −0.42 Vanilla
Random n = 2000, k = 10, p = 1 n = 1000000, k = 10, p = 1
a = 1.78, b = 0.1 Circular Last
Grid dimensions: 5× 500, 10× 250, 20× 125, dimensions: 50× 20000, 100× 10000, 160× 6250,
25× 100 and 50× 50 200× 5000, 320× 3125, 400× 2500,
500× 2000, 625× 1600, 800× 1250
and 1000× 1000
a = 1.43, b = 0.1 Circular Last
Power-Law n = 2000, m = 10, k = 0.2 n = 1000000, m = 10, k = 0.2
a = 1.5, b = 0.41 Circular Last
in [181]. The values of xn scaled to [0, 1] are used which is the same approach as [133]. Each algorithm is tested
on each graph for 30 runs with different starting points. The experimental configuration is shown in Table 4.4
where the parameters for the large graph experiments are chosen from the configurations that yield the highest
Coverage Percentage in the small graph experiment.
4.5.2 Results on Small Graphs Instances
The results in this section serve as a screening process and help us in obtaining the best combination of
parameters and algorithms for the large graphs experiments. All the result figures in this section present the
Coverage Percentage on the y−axis. The x-axis represents either a or b. The obtained solutions from the Lozi
map with the selected parameters are all chaotic, hence there is no shaded area in the figures. In all presented
figures in this section, the word “Circular” refers to the Circular Last method. For simplicity, the Circular First
method is not shown due to its inferior results.
4.5.2.1 Ring Topology
Both versions of Lozi CHAT are reported to have a superior Coverage Percentage than the Random Walk as
shown in Fig. 4.25. The Vanilla version can achieve around 60% Coverage Percentage which is 50% higher than
Random Walk. This result is also similar to the Ro¨ssler CHAT where the Vanilla version performs best on the
ring topology. From the results, the Vanilla method with parameters a = 1.5 and b = −0.44 is chosen to be
used in the large graphs experiment since it provided the highest Coverage Percentage with almost 63%.
4.5.2.2 Small World Topology
On the small world topology, the Vanilla version also yields the highest Coverage Percentage at around 50% as
shown in Fig. 4.26. The Circular version, on the other hand, yields lower Coverage Percentage than the Vanilla
version and the Random Walk. From this result, the Lozi map also shares the same trait with the Ro¨ssler
system in that the Coverage Percentage decreases when the graph becomes less structured. The combination
of a = 1.5 and b = −0.42 is selected to be used in the large graph experiment due to its superior performance.




















































(a) a = 1.5 and b = [−0.5, 0.47]. (b) a = [1.1, 1.8] and b = 0.1.
Figure 4.25: Performance of Lozi CHAT: both are compared to the Random Walk on the ring topology.
The black solid line represents the results of the Circular (Last) CHAT and the grey line the result of Vanilla
CHAT. The dashed line represents the result of the Random Walk. The Circular First method is not shown

















































(a) a = 1.5 and b = [−0.5, 0.47]. (b) a = [1.1, 1.8] and b = 0.1.
Figure 4.26: Performance of Lozi CHAT in comparison to the Random Walk on small world topology (see
Fig. 4.25 definitions).
4.5.2.3 Random Topology
Fig. 4.27 shows that the Circular version of Lozi CHAT can achieve a higher Coverage Percentage than the
Random Walk with a 2% improvement. In contrast, the Vanilla version performs worse than both with the
peak Coverage Percentage at 56% only. With this result, a = 1.78 and b = 0.1 are selected for the large graph
experiment for the random topology.
4.5.2.4 Grid Topology
In the grid topology, the Random Walk obtains 20% coverage on average which is better than the Vanilla Lozi
CHAT (refer to Fig. 4.28) that yields around 14% at most. On the other hand, the Circular version outperforms
the Random Walk by over 8% in coverage at a = 1.43 and b = 0.1, hence these parameters are selected.



















































(a) a = 1.5 and b = [−0.5, 0.47]. (b) a = [1.1, 1.8] and b = 0.1.






















































(a) a = 1.5 and b = [−0.5, 0.47]. (b) a = [1.1, 1.8] and b = 0.1.
Figure 4.28: Performance of Lozi CHATs in comparison to the Random Walk on grid topology (see Fig. 4.25
definitions).
4.5.2.5 Power-Law Topology
The performance trend in Fig. 4.29 is similar to the trend in the random topology (Fig. 4.27). Even though,
the Coverage Percentage of the Random Walk is quite comparable to the Circular version, at a = 1.5 and
b = 0.41, a 2% improvement in Coverage Percentage from the Circular version can be observed. From all these
results, it seems that once the graph becomes structureless, the importance of Vanilla version for Lozi CHAT
is diminished as it cannot be compared with the Random Walk.
4.5.3 Results on Large Graphs Instances
In this section, the selected methods and parameters that yield the highest Coverage Percentage from each
topology are utilised and tested on a 1, 000, 000 nodes graph. This graphs are the same ones that are used to
test the Ro¨ssler CHAT in Section 4.4.3. In that section, it has also been concluded that Ro¨ssler CHAT yields a
higher Coverage Percentage than the Random Walk for all topologies, therefore, Only the Coverage Percentage
between Ro¨ssler and Lozi CHAT as shown in Tab. 4.5 using Wilcoxon test [112] are compared.
From Tab. 4.5, Lozi CHAT is significantly better than Ro¨ssler CHAT on the ring and random topologies.
Lozi CHAT yields 2% more Coverage Percentage on the ring topology, while an improvement on the random


















































(a) a = 1.5 and b = [−0.5, 0.47]. (b) a = [1.1, 1.8] and b = 0.1.
Figure 4.29: Performance of Lozi CHATs in comparison to the Random Walk on power-law topology (see
Fig. 4.25 definitions).
Table 4.5: Best performance of Ro¨ssler CHAT and Lozi CHAT for each graph topology. The first number
is the Coverage Percentage and the number behind ± is the standard deviation. For Ro¨ssler and Lozi CHAT
configurations, please refer to Tab. 4.1 and Tab. 4.4 respectively.
Topology Best Ro¨ssler CHAT Best Lozi CHAT p−value
Ring 60.471 (0.001) 62.475 (0.001) < 2.2e-16
Small World 50.504 (0.087) 49.739 (0.134) < 2.2e-16
Random 60.218 (0.001) 60.558 (0.034) < 2.2e-16
Grid 18.052 (4.108) 18.892 (6.548) 0.8704
Power-Law 54.045 (0.011) 53.344 (0.036) < 2.2e-16
topology is minor. As for Ro¨ssler CHAT, it outperforms Lozi CHAT on small world and power-law topologies,
by almost 1% in Coverage Percentage. On the random topology, the difference in Coverage Percentage is
marginal. Lastly, on the grid topology, both Ro¨ssler and Lozi CHAT are comparable in terms of Coverage
Percentage. The standard deviation might be large, but this trend also persists in the Random Walk as well,
due to the variation of the shape of the tested grids.
4.5.4 Study of Chaotic Dynamics Impact
From the study of the Ro¨ssler system in Section. 4.4.4.2, the effect of density of iterates in the Coverage
Percentage is observed. The solutions that have high fluctuation in ρ tend to yield higher Coverage Percentage
than the ones that do not. Therefore, the density of iterates for a = 1.5, b = −0.44 and a = 1.78, b = 0.1 are
studied as they yield the highest Coverage Percentage for different versions of CHAT. The x-axis in the plot
is ρ or normalised solution from the map and the y-axis is the frequency of the ρ. In Fig 4.30, the density of
iterates for a = 1.5 and b = −0.44 is shown. This set of parameters yield a high Coverage Percentage in ring
and small world topology. From the plot, there are many peaks above one (in frequency) which means an agent
has more variations for choosing the destination. However, these peaks are close to each other and sometimes
represent the same choice which is different from the Ro¨ssler system with α = 1.124 in Fig .4.23 that has fewer
peaks and these peaks are not clustered together leading to the higher variations in choices.
Another example is the density plot from the Lozi map with a = 1.78 and b = 0.1. This set of parameter works
really well with Circular Last method. The reason becomes clear with Fig. 4.31. The majority of ρ is in [0, 0.8]
as many peaks can be observed in that area. This means when the previous node is shifted to the end of the
neighbour list, it has less chance to be visited again. With this result, the importance of the Circular approach
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is emphasised and it demonstrates that chaotic systems provide more promising results for graph exploration


















Figure 4.30: The density of iterates of Lozi map for parameter values a = 1.5 and b = −0.44.
From all the CHAT results, it shows that CHAT can outperform the Random Walk in terms of node discovery
(Coverage Percentage). Based on the results in this section and the previous section, Lozi map should be used
when traversing the ring and random graphs. While Ro¨ssler system should be used to traverse small world and
power-law graphs. As for grid, both can be used, but Ro¨ssler system might be a better choice due to the lower
standard deviation. The next section proposes to explore further the experimental results in terms of Mean
Time Coverage.
4.6 Experimental Results: Mean Time Coverage
This section reports the results in terms of Mean Time Coverage (Eq. (4.13)) which is the ratio of number of
discovered nodes over the algorithm’s execution time. In CHAT and Random Walk, there are fundamentally
two processes. The first one is to prepare the sequence of values for graph traversal (ρ in CHAT and random
number in a range of [0,1] in Random Walk). The second part is to execute the traversal algorithm. For the
Mean Time Coverage metric in this work, the focus is on the second part where the algorithm is executed
instead of the first part due to the fact that the sequences can be pre-computed (i.e., generated oﬄine) and
have thus no effect on the second part. However, the sequence generation time is also reported in this section

















Figure 4.31: The density of iterates of Lozi map for parameters values a = 1.78 and b = 0.1.
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4.6.1 Test Platform
Our implementation is in Python 2.7. The essential libraries are NetworkX 1.11, numpy 1.11.1 (for pseudo-
random number generator (PRNG) with Marsenne Twister algorithm [186]) and scipy 0.17.1. The test is
performed on a single core of an Intel Xeon L5640 (2.26 GHz) with 4 GB memory available from the High
Performance Computing (HPC) platform of the University of Luxembourg [96]. Every algorithm (with reported
parameters that yield the best result) is tested on five topologies with the small graphs as shown in the small
graph experiment setup in Tab.4.4 for 30 runs on each graph. The measured CPU time for online exploration
and number of discovered nodes is the average of 30 runs. To accommodate with 2,500 node graph, the CPU
time for generating a 2,500-value and 1,000,000-values sequences for Ro¨sssler system, Lozi map and uniform
random function (using the numpy library) are measured. The average CPU time for a sequence generation
process is calculated from 30 runs as well. The α = 1.124 and a = 1.5, b = −0.42 are selected as representatives
for generating the ρ sequences for Ro¨ssler system and Lozi map respectively since the computation time for
these parameters is the highest (upper bound) in their respective systems.
4.6.2 Results on Algorithm Computational Performance
The Mean Time Coverage for each algorithm is shown in Tab. 4.6. These numbers reflect the number of nodes
that can be discovered in one second by the algorithms. The Vanilla Lozi CHAT obtains the best result on the
ring topology. On the small world topology, Vanilla Ro¨ssler CHAT yields the highest value with 8388 nodes in
one second. The Circular First Ro¨ssler then dominates other algorithms on all other topologies. These values
are compliant with the previous results (Tab. 4.3) since those algorithms provide a higher Coverage Percentage.
However the outcomes are different on the random and grid topologies. It is shown in Tab. 4.5 that Circular
Last Lozi CHAT yields a higher Coverage Percentage on the random topology and there is no significance in
the difference between the latter and the Circular First Ro¨ssler CHAT on the grid topology. Yet, the Mean
Time Coverage suggests otherwise. This is due to the execution time of the Circular Last methods which is
longer than its counterpart leading to a lower efficiency. However, in any case, the efficiency of CHAT is higher
than Random Walk on all tested topologies.
Table 4.6: Mean Time Coverage for each Algorithm in node/second. The CPU time and number of discovered
nodes are calculated from 30 runs. The best results are in bold.
Algorithm Ring Small World Random Grid Power-Law
Vanilla Ro¨ssler 10304 8388 8881 2447 6038
Circular First Ro¨ssler 2833 7565 9677 5319 6625
Circular Last Ro¨ssler 2343 7120 6645 2430 5306
Vanilla Lozi 10641 8299 9265 2534 6050
Circular First Lozi 8500 7000 9193 3191 6500
Circular Last Lozi 2656 5379 9375 4861 5510
Random Walk 1854 7077 9604 3602 6025
Considering CPU time, the exploration of the graph with our algorithm is quite comparable, however the
bottleneck lies in the sequence generation time. The CPU time for generating the value sequences is shown
Table 4.7: CPU time for generating the value sequence for Ro¨ssler system (α = 1.124), Lozi map (a = 1.5, b
= -0.44), and Marsenne Twister algorithm (in second). These CPU times are averaged from 30 runs.
Chaotic dynamics or PRNG algorithm 2,500 values (second) 1,000,000 values (second)
Ro¨ssler System 20.325 N/A
Lozi Map 5.9e-5 0.0132
Marsenne Twister Algorithm 9.084e-5 0.0201
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in Tab. 4.7. It can be observed that the Ro¨ssler system takes the longest time to compute with around 20
seconds due to the solving of “Ordinary Differential Equation” (ODE) and “Runge-Kutta method (fourth
order)” (RK4). The Lozi map is much faster than the Ro¨ssler system and is comparable to Mersenne Twister
algorithm. As for the chaotic dynamics computation of Ro¨ssler system, one possibility to optimise further the
computation time is to consider an FPGA implementation [187]. However this is not the objective of this paper
and will be considered for future work. Regardless of the computing time for each system, the sequence can
always be pre-computed, and hence, can be disregarded in the real scenarios. The reported results in this work
indicate that CHAT can perform better than the Random Walk in all tested topologies in terms of Coverage
Percentage and Mean Time Coverage. The Lozi map is also more suitable to use with CHAT than the Ro¨ssler
system due to the significantly lower computation time to obtain discrete chaotic dynamics (number sequence
generation).
4.7 Experimental Results: Summary
Considering only the dynamical system performance without computing time, CHAT with Lozi map can cover
the highest number of nodes in the ring and random topologies. On the other hand, Ro¨ssler CHAT shows
exceptional results in small world and power-law topologies. Both chaotic systems yield comparable Coverage
Percentage on the grid topology. Apart from the Coverage Percentage which defines the number of discovered
nodes of an algorithm, the Mean Time Coverage metric is also proposed to measure the efficiency (against
time) of an algorithm. When both metrics are considered in conjunction with the computation time of the
Lozi map, Lozi CHAT is even better than the Ro¨ssler CHAT due to its comparable Coverage Percentage and
significantly lower computation time. Furthermore, this research utilised a bifurcation diagram of a Ro¨ssler
system to further improve the performance of CHAT. The bifurcation diagram is divided into parts to capture
the essence of the Ro¨ssler system including the banded chaos attractors. It is also found that the complexity
of the banded chaos contributes to the increased performance of CHAT. The proposed methodology using this
bifurcation diagram enables us to test nonequivalent chaotic mechanisms for a given optimisation algorithm
and other optimisation problems as well. This partition method can also be used with the Lozi map to avoid
the gap in the value sequence which is unwanted in our use case. However, the topological analysis cannot be
performed to compare the chaotic mechanisms of the Lozi map. According to the previous statement, Tab. 4.8
summarises the best parameters and CHAT algorithms on each topology to use with the Lozi map.
Table 4.8: Best parameters for Lozi CHAT for each tested graph topology
Topology Lozi map parameters Algorithm
Ring a = 1.5, b = −0.44 Vanilla
Small World a = 1.5, b = −0.42 Vanilla
Random a = 1.78, b = 0.1 Circular Last
Grid a = 1.43, b = 0.1 Circular Last
Power-Law a = 1.5, b = 0.41 Circular Last
Chapter 5
Conclusions
This chapter summarises all essential content in this research in order to gain a complete big picture which
encompasses our intentions and contributions to the industrial and academic communities. The chapter is
separated into two sections. The first section iterates the findings and restates the contributions of this research.
The second section discusses the future research directions that can be explored from this research.
5.1 Summary
The main focus of this research is the graph algorithms. The research accomplishes this goal by demonstrating
two applications of the algorithms in two different real-world problems, one being in smart mobility planning
and another one being in large graph discovery.
In smart mobility, this research contributes substantially in fleet placement planning in round-trip carsharing
service. Traditionally, this planning process is performed manually by experts. This research proposes a system
which automatises this process, and at the same time, enhances the accuracy and feasibility of the obtained
results. There are three main contributions. First, two optimisation models aiming at different phases of
planning according to the carsharing company needs are proposed. Second, a hybrid metaheuristic algorithm is
proposed. The algorithm is a combination of NSGA-III and Pareto Local Search (PLS) that utilises our novel
local search operator, Extensible Neighbourhood Search (ENS).. And thirdly, a benchmark suite is proposed
to facilitate the future research. This application is separated into three phases, (1) Fleet placement problem
and general algorithms screening, (2) Vehicle placement problem and metaheuristic algorithms screening and
(3) Hybridisation and the utilisation of local knowledge.
The first phase presents the optimisation model of the fleet placement problem. The problem focuses on finding
the best location of carsharing stations in a city. There are two objectives in this phase, (1) maximise user
coverage and (2) minimise the global walking distance. Optimizing those two objectives is proven to be NP-
Hard. Along with the optimisation model, three solvers are evaluated, each representing three categories, (1)
PolySCIP (exact solver), (2) heuristics from [17] and (3) NSGA-II (metaheuristic). Three indicators are used to
measure the quality of the solutions, IGD, spread and hypervolume. The findings show that PolySCIP cannot
solve a relatively small instance (1000 × 1000) in an acceptable time (more than 18 days and no result is found).
On the other hand, heuristic yields good solutions, but at a high computational cost (17 hours on an instance
that contains about 17,000 potential locations). If an approximated Pareto front is needed, the process can
take even longer depending on the granularity of the weight vector. Finally, NSGA-II is shown to be the most
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efficient. The execution time is the fastest (only 26 minutes) and in just one execution, an approximated Pareto
front can be obtained. In addition, solutions from heuristics can be used as seeds (or initial population) to
obtain even higher quality solution through the search process of NSGA-II. The comparison between manual
allocation, heuristics and metaheuristics is also presented. It is proven that heuristic and metaheuristics yield
higher quality solutions and are able to provide interesting prospects for the decision maker. Lastly, in this
phase, the effectiveness of the optimisation objectives is clarified. While the user coverage maximisation is
proven to be useful, the global walking distance shows otherwise. In fact, the global walking distance objective
provides little to no benefit contradicting the first assumption from the carsharing company. The minimised
distance can only be translated to two to three minutes less walking time, while the user coverage suffers
greatly. Therefore, we recommended the carsharing company to use metaheuristic algorithms for its efficiency
and suggested ignoring the global walking distance objective as it is not worthwhile sacrificing the user coverage.
In the second phase, a novel vehicle placement problem (VPP) is introduced. VPP has three optimisation
objectives. The first objective remains user coverage maximisation. However, the global walking distance
objective from FPP has been discarded and is replaced by the vehicle number minimisation. This second
objective is designed to help the company estimate the number of vehicles in the fleet at the initial deployment of
a business in a new city. The third objective is the maximisation of public transport coverage. The model is also
proven to be NP-Hard. Therefore, based on the results of the first phase, different state-of-the-art metaheuristic
algorithms to are evaluated on VPP. In the experiment, three algorithms are considered, SPEA-II, NSGA-II
and NSGA-III. Each algorithm is tested on 10 synthetic (50000-node) and two real-world instances (Munich and
Hamburg). Through the statistical and convergence analyses, the difference in term diversity is that SPEA-II
and NSGA-III dominate NSGA-II in all instances. However, with IGD and hypervolume indicators, SPEA-II has
significantly worse performance than the other two algorithms in these two departments. Meanwhile, NSGA-II
and NSGA-III have comparable performance in IGD and hypervolume. And since NSGA-III dominates NSGA-
II in term of diversity, NSGA-III is selected as the base algorithm for hybridisation which is the next step in
the third phase.
The third phase explains the proposed hybrid metaheuristic algorithm. The hybrid algorithm, NGAP, is
the combination of NSGA-III and Pareto Local Search (PLS). They work co-operatively using a low-level
teamwork hybrid strategy. Problem specific knowledge is used to design a local search operator called Extensible
Neighbourhood Search (ENS). ENS relies on the neighbourhood concept in graph theory for the search. The
main idea is to search locally for non-dominating solutions instead of searching blindly in the solution space
without taking any advantage from the nature of a graph. Two strategies for NGAP are proposed, the first
strategy is to stop the local search operator once the first non-dominating solution is found, while the second
strategy continues the local search operator until a round limit is reached. The two variations of NGAP are
compared against the original NSGA-III on 24 instances. Under the same execution time, NGAP outperforms
the original NSGA-III in IGD and hypervolume in almost all instances. Second strategy is also found to be
more efficient than the first strategy on larger instances as well. Therefore, from the series of experiments,
NGAP with second local search strategy strategy is recommended for the application since it is more efficient
(in term of IGD and hypervolume) than the original NSGA-III and for a similar execution time.
After various experiments in smart mobility using graphs, the next step is very large real-world graphs. These
graphs are dynamic and practically unknown (not enough or almost no information given). These graphs are
also ones that contain valuable insights, but those insights need to be extracted. However, the analysis cannot
be performed if the graph is not yet discovered (or traversed). Conventional state-of-the-art graph traversal
algorithms cannot be used on these graphs without complex modification and memory usage. Therefore, a novel
memoryless graph traversal algorithm based on chaos theory called Chaotic Traversal (CHAT) is proposed. This
algorithm marks the first application of chaos theory in the graph traversal field.
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There are two chaotic attractors involved in the experiment, Lozi and Ro¨ssler attractors. Five graph topologies,
namely, ring, small world, random, grid and power-law are used as experimental instances. The obtained results
illustrate that CHAT outperforms the state-of-the-art memoryless Random Walk on all experimental instances,
whether in coverage percentage or mean time coverage. The suitable attractor for CHAT to be used on each
topology is also suggested.
In summary, this thesis proposes two novel graph algorithms in real-world scenarios. The theoretical contri-
butions consist in the optimisation models for smart mobility planning, the hybrid algorithm and problem
specific local search operator, the benchmark suite for further research, and finally the novel memoryless graph
traversal algorithm based on chaos theory. In addition, the research also contributes automating a process and
providing optimised solutions for a problem that is tackled manually in the industrial sector that is normally
performed manually. These contributions are significant to graph utilisation in real-world problems and research
to industry conversion which benefit both sectors.
5.2 Future Work
Practiced deployment, utilisation of technology, and betterment of society as a whole are the setting goals since
the beginning of this research work. With this lead, there are several possibilities to extend this research. This
chapter discusses future directions in smart mobility first and then the large graph discovery.
In smart mobility, the intention is to add other realistic features to the model. These possible enhancements
will not only make the optimisation models even more realistic, but also will extend the focus of the model
from initial deployment to fleet monitoring and management system. To achieve these goals, three possible
enhancements concerning problem instance, optimisation model and solving algorithm are discussed here.
Currently, we distribute users in residential buildings. The process follows a uniform distribution on a district
basis. The method works well as we are able to estimate roughly where the residential areas are. However one
enhancement might improve the accuracy to pinpoint potential user locations even further is to distribute users
according to the size and type of the building [188, 189]. For example, there can be more inhabitants in a single
apartment complex than a single household. With the resident estimation model that take the size and type of
the residence into consideration, the problem instance will be even more accurate to the real city.
The next enhancements concern the optimisation model. The current FPP and VPP deal with the initial fleet
planning where the estimated demand is static. However, in the real-world, dynamicity is its nature. Time
and days can affect the demand of car booking [81], while, a fleet expansion is also another factor for fleet
planning. The extended model can be formulated to consider both varying demands, and the growing numbers
of vehicles in the fleet. It is also possible that an even more robust planning that is less sensitive to changes and
maintain its peak performance at all time can be formulated [190]. Another enhancement is the introduction of
new objectives and discarding old ones as the service progresses into the later phase with more constraints and
considerations. Machine learning might be used for simulation (from collected usage data) to aid the vehicle
usage maximisation instead of the user coverage.
The third direction is about algorithms. As already mentioned in Chapter 3, the variable length encoding is
still an open problem [98]. It is very interesting to look deeper into this area and evaluate how encoding can
affect the results in our problem. Not to mention that a new encoding that involves more unique data from
the problem might be able to lead to better solutions or affect the convergence of the algorithm. It might also
be possible to come up with a problem specific recombination operator to improve the quality of the solutions
even further.
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Next is the future direction for the large graph discovery. This topic is ever changing due to the rate that the
data are produced and their dynamicity. One aspect that can be addressed is, indeed, to extend CHAT to be
able to adapt to the dynamicity of the real-world graph and perform the online discovery. Another aspect which
merits further exploration is to study more chaotic attractors since each system has different characteristics.
Therefore, the research aims to further improve the current algorithm into a multi-agent system which can
employ several chaotic systems at once and analyse the result through templates and subtemplates [136]. With
the reported performance of the Lozi map being comparable to the Ro¨ssler system and taking less time to
solve the system, it may be beneficial to further study attractors similar to Lozi in order to extract similar
continuous chaotic system behaviours out of the discrete systems. The work presented in [191] is a good place
to consider in this regard. Moreover, some recent tools developed to obtain chaotic flow with suspension of
the map (including the template of the chaotic dynamics) can be used to explore the capabilities of the Lozi
map [183, 184]. All of these findings and prospects demonstrate the capability to shorten the computation time
of the chaotic dynamics and preserve the same coverage percentage in the algorithm. These challenges also
open many possibilities in experimenting with various existing chaotic systems. The ultimate goal would be
the classification on selecting suitable attractors for each graph topology to perform an efficient traversal on
the large unknown graphs. This might even lead to the determination of the topology of the unknown graph
based on the chaotic attractors.
Appendix A
Preliminary Results for State of the
Art Algorithms
In this section, we present the statistical and convergence analyses of three state-of-the-art algorithms in the
rest of the instances that are not shown in the main content of the thesis. These algorithms are Strength Pareto
Evolutionary Algorithm II (SPEA-II), Non-dominated Sorting Genetic Algorithm II (NSGA-II) and Reference
Point based Non-dominated Sorting Genetic Algorithm (NSGA-III). There are three performance indicators,
namely, inverted generational distance (IGD), spread and hypervolume.
A.1 Statistical Results
In the following, the results reflecting each indicator are compiled into tables. As IGD and spread need a
reference solution set, we build it by consolidating the approximated fronts from 30 runs of all algorithms into
one reference set for each instance. Then, we employ Kruskal-Wallis test and Wilcoxon test for statistical
analysis with the confidence interval of 95%.
A.1.1 Results for 5000-node Instances
The followings present the statistical analysis for 5000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
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Table A.1: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
5000 1 0.156 (0.018) 0.221 (0.028) 0.227 (0.028) 2.43e-12
5000 2 0.179 (0.025) 0.190 (0.025) 0.207 (0.024) 3.68e-5
5000 3 0.174 (0.021) 0.202 (0.023) 0.188 (0.021) 5.06e-05
5000 4 0.174 (0.020) 0.212 (0.024) 0.186 (0.022) 5.13e-08
5000 5 0.192 (0.020) 0.210 (0.023) 0.181 (0.019) 2.12e-05
5000 6 0.166 (0.015) 0.203 (0.020) 0.179 (0.017) 2.45e-09
5000 7 0.188 (0.030) 0.194 (0.024) 0.184 (0.029) 3.50e-01
5000 8 0.178 (0.020) 0.189 (0.020) 0.177 (0.025) 3.00e-02
5000 9 0.169 (0.018) 0.204 (0.025) 0.183 (0.024) 4.67e-07
5000 10 0.156 (0.017) 0.200 (0.022) 0.176 (0.024) 3.31e-09
Table A.2: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
5000 1 0.555 (0.042) 0.605 (0.030) 0.591 (0.046) 4.27e-05
5000 2 0.572 (0.035) 0.630 (0.043) 0.601 (0.051) 1.40e-05
5000 3 0.560 (0.038) 0.620 (0.041) 0.606 (0.044) 2.38e-06
5000 4 0.568 (0.044) 0.626 (0.049) 0.617 (0.050) 4.48e-05
5000 5 0.584 (0.038) 0.623 (0.035) 0.605 (0.033) 5.59e-04
5000 6 0.571 (0.039) 0.619 (0.049) 0.595 (0.038) 6.63e-4
5000 7 0.573 (0.045) 0.621 (0.032) 0.601 (0.032) 1.05e-04
5000 8 0.580 (0.026) 0.616 (0.049) 0.601 (0.048) 4.18e-03
5000 9 0.586 (0.037) 0.611 (0.041) 0.595 (0.051) 8.66e-03
5000 10 0.568 (0.040) 0.623 (0.041) 0.610 (0.049) 1.80e-05
Table A.3: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
5000 1 0.397 (0.011) 0.377 (0.014) 0.366 (0.015) 1.21e-10
5000 2 0.368 (0.013) 0.371 (0.013) 0.355 (0.011) 5.85e-05
5000 3 0.412 (0.011) 0.405 (0.012) 0.388 (0.020) 1.68e-06
5000 4 0.381 (0.012) 0.371 (0.013) 0.373 (0.015) 4.95e-03
5000 5 0.376 (0.010) 0.378 (0.014) 0.381 (0.012) 3.50e-01
5000 6 0.375 (0.009) 0.368 (0.013) 0.365 (0.011) 3.81e-03
5000 7 0.407 (0.013) 0.412 (0.012) 0.407 (0.017) 5.30e-01
5000 8 0.370 (0.011) 0.372 (0.011) 0.370 (0.016) 7.10e-01
5000 9 0.383 (0.010) 0.376 (0.010) 0.373 (0.017) 2.18e-02
5000 10 0.380 (0.010) 0.370 (0.010) 0.371 (0.014) 1.39e-03
Appendices 102
A.1.2 Results for 10000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
Table A.4: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
10000 1 0.173 (0.016) 0.190 (0.018) 0.188 (0.025) 3.66e-03
10000 2 0.196 (0.019) 0.180 (0.024) 0.189 (0.034) 7.13e-03
10000 3 0.174 (0.017) 0.189 (0.017) 0.181 (0.032) 8.16e-03
10000 4 0.227 (0.031) 0.196 (0.020) 0.185 (0.023) 3.07e-07
10000 5 0.204 (0.029) 0.191 (0.027) 0.170 (0.021) 1.09e-05
10000 6 0.198 (0.025) 0.177 (0.021) 0.171 (0.019) 2.98e-05
10000 7 0.177 (0.022) 0.178 (0.023) 0.160 (0.023) 3.59e-03
10000 8 0.175 (0.018) 0.205 (0.021) 0.171 (0.024) 8.78e-08
10000 9 0.197 (0.022) 0.178 (0.019) 0.162 (0.019) 1.38e-07
10000 10 0.179 (0.022) 0.169 (0.022) 0.164 (0.021) 3.96e-02
Table A.5: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
10000 1 0.548 (0.039) 0.630 (0.047) 0.582 (0.043) 3.23e-08
10000 2 0.570 (0.041) 0.624 (0.036) 0.597 (0.050) 1.05e-05
10000 3 0.564 (0.037) 0.595 (0.040) 0.577 (0.039) 1.82e-02
10000 4 0.602 (0.037) 0.643 (0.050) 0.628 (0.054) 3.95e-03
10000 5 0.578 (0.035) 0.621 (0.043) 0.603 (0.042) 5.82e-04
10000 6 0.580 (0.035) 0.641 (0.048) 0.600 (0.043) 1.43e-06
10000 7 0.572 (0.034) 0.610 (0.049) 0.583 (0.043) 1.66e-03
10000 8 0.575 (0.034) 0.621 (0.043) 0.590 (0.045) 2.13e-04
10000 9 0.592 (0.044) 0.627 (0.046) 0.610 (0.048) 2.70e-02
10000 10 0.568 (0.027) 0.632 (0.049) 0.599 (0.044) 1.47e-06
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Table A.6: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
10000 1 0.361 (0.009) 0.356 (0.011) 0.354 (0.014) 4.01e-02
10000 2 0.367 (0.010) 0.371 (0.013) 0.368 (0.015) 3.69e-01
10000 3 0.347 (0.012) 0.350 (0.010) 0.347 (0.013) 3.21e-01
10000 4 0.366 (0.013) 0.383 (0.014) 0.380 (0.014) 2.43e-05
10000 5 0.349 (0.014) 0.363 (0.015) 0.360 (0.015) 3.23e-04
10000 6 0.344 (0.013) 0.356 (0.013) 0.353 (0.012) 2.16e-03
10000 7 0.355 (0.011) 0.358 (0.013) 0.362 (0.017) 2.13e-01
10000 8 0.347 (0.012) 0.341 (0.010) 0.346 (0.015) 2.69e-01
10000 9 0.350 (0.010) 0.367 (0.013) 0.364 (0.016) 3.98e-06
10000 10 0.333 (0.012) 0.341 (0.012) 0.334 (0.014) 1.45e-02
A.1.3 Results for 15000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
Table A.7: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
15000 1 0.188 (0.021) 0.167 (0.019) 0.159 (0.016) 3.23e-07
15000 2 0.198 (0.021) 0.182 (0.027) 0.169 (0.021) 1.89e-05
15000 3 0.162 (0.021) 0.183 (0.013) 0.159 (0.025) 1.78e-05
15000 4 0.182 (0.025) 0.165 (0.019) 0.156 (0.018) 1.55e-04
15000 5 0.170 (0.024) 0.172 (0.018) 0.162 (0.025) 2.16e-01
15000 6 0.159 (0.017) 0.177 (0.024) 0.159 (0.019) 4.62e-03
15000 7 0.175 (0.024) 0.174 (0.020) 0.165 (0.013) 6.93e-02
15000 8 0.174 (0.020) 0.185 (0.016) 0.151 (0.021) 9.68e-08
15000 9 0.205 (0.023) 0.183 (0.016) 0.179 (0.018) 8.89e-06
15000 10 0.169 (0.017) 0.193 (0.024) 0.178 (0.020) 3.79e-04
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Table A.8: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
15000 1 0.589 (0.040) 0.627 (0.043) 0.600 (0.044) 4.63e-03
15000 2 0.566 (0.036) 0.612 (0.041) 0.606 (0.047) 1.48e-04
15000 3 0.561 (0.032) 0.606 (0.039) 0.590 (0.035) 8.18e-05
15000 4 0.585 (0.037) 0.621 (0.036) 0.600 (0.041) 1.69e-03
15000 5 0.571 (0.036) 0.625 (0.048) 0.584 (0.049) 3.96e-05
15000 6 0.562 (0.039) 0.618 (0.037) 0.590 (0.040) 1.09e-05
15000 7 0.574 (0.037) 0.619 (0.037) 0.590 (0.036) 1.13e-04
15000 8 0.561 (0.043) 0.611 (0.038) 0.592 (0.052) 1.35e-04
15000 9 0.579 (0.039) 0.637 (0.037) 0.615 (0.053) 1.36E-05
15000 10 0.559 (0.037) 0.628 (0.044) 0.590 (0.030) 1.02E-07
Table A.9: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
15000 1 0.332 (0.011) 0.349 (0.011) 0.346 (0.012) 7.76e-07
15000 2 0.330 (0.011) 0.341 (0.012) 0.339 (0.015) 1.87e-03
15000 3 0.329 (0.012) 0.324 (0.008) 0.332 (0.017) 4.63e-02
15000 4 0.321 (0.012) 0.334 (0.014) 0.334 (0.015) 5.44e-04
15000 5 0.337 (0.014) 0.345 (0.011) 0.340 (0.020) 1.28e-01
15000 6 0.359 (0.011) 0.354 (0.012) 0.356 (0.016) 4.08e-01
15000 7 0.352 (0.013) 0.357 (0.012) 0.355 (0.011) 3.02e-01
15000 8 0.340 (0.010) 0.349 (0.010) 0.351 (0.019) 1.08e-02
15000 9 0.365 (0.012) 0.387 (0.015) 0.377 (0.012) 4.60e-07
15000 10 0.345 (0.010) 0.338 (0.012) 0.339 (0.014) 3.3e-02
A.1.4 Results for 20000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
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Table A.10: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
20000 1 0.199 (0.031) 0.176 (0.015) 0.171 (0.020) 4.37e-04
20000 2 0.180 (0.025) 0.190 (0.025) 0.171 (0.019) 6.42e-03
20000 3 0.177 (0.024) 0.222 (0.021) 0.190 (0.024) 4.15e-09
20000 4 0.190 (0.021) 0.183 (0.021) 0.168 (0.020) 7.59e-04
20000 5 0.175 (0.021) 0.184 (0.021) 0.163 (0.023) 1.16e-03
20000 6 0.183 (0.024) 0.175 (0.017) 0.164 (0.022) 9.42e-03
20000 7 0.169 (0.017) 0.174 (0.018) 0.160 (0.018) 3.18e-03
20000 8 0.183 (0.017) 0.203 (0.021) 0.172 (0.022) 1.58e-06
20000 9 0.170 (0.022) 0.188 (0.024) 0.176 (0.032) 8.39e-03
20000 10 0.192 (0.028) 0.163 (0.016) 0.161 (0.023) 2.52e-06
Table A.11: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
20000 1 0.581 (0.038) 0.640 (0.038) 0.617 (0.037) 1.11e-06
20000 2 0.587 (0.036) 0.639 (0.043) 0.599 (0.032) 1.37e-05
20000 3 0.553 (0.039) 0.591 (0.035) 0.583 (0.040) 6.14e-04
20000 4 0.558 (0.039) 0.628 (0.034) 0.574 (0.046) 5.00e-08
20000 5 0.579 (0.041) 0.620 (0.033) 0.597 (0.030) 1.64e-04
20000 6 0.588 (0.035) 0.624 (0.042) 0.597 (0.040) 1.64e-03
20000 7 0.562 (0.039) 0.617 (0.035) 0.584 (0.035) 5.87e-06
20000 8 0.565 (0.035) 0.609 (0.047) 0.586 (0.048) 2.08e-03
20000 9 0.559 (0.030) 0.607 (0.033) 0.593 (0.043) 7.48e-06
20000 10 0.578 (0.037) 0.635 (0.052) 0.612 (0.047) 8.35e-05
Table A.12: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
20000 1 0.367 (0.014) 0.389 (0.012) 0.382 (0.017) 1.11e-06
20000 2 0.357 (0.014) 0.357 (0.013) 0.362 (0.013) 1.73e-01
20000 3 0.340 (0.015) 0.324 (0.010) 0.329 (0.015) 1.81e-04
20000 4 0.332 (0.011) 0.336 (0.013) 0.338 (0.015) 1.89e-01
20000 5 0.334 (0.014) 0.337 (0.013) 0.341 (0.019) 3.05e-01
20000 6 0.331 (0.012) 0.341 (0.014) 0.340 (0.016) 2.19e-02
20000 7 0.343 (0.011) 0.343 (0.014) 0.343 (0.010) 9.83e-01
20000 8 0.337 (0.010) 0.337 (0.013) 0.342 (0.014) 1.79e-01
20000 9 0.354 (0.013) 0.349 (0.017) 0.347 (0.018) 3.83e-01
20000 10 0.346 (0.013) 0.369 (0.013) 0.364 (0.016) 7.63e-08
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A.1.5 Results for 25000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
Table A.13: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
25000 1 0.226 (0.028) 0.184 (0.031) 0.189 (0.027) 1.31e-06
25000 2 0.181 (0.025) 0.164 (0.020) 0.157 (0.014) 1.26e-04
25000 3 0.170 (0.019) 0.174 (0.015) 0.173 (0.029) 6.32e-01
25000 4 0.188 (0.021) 0.182 (0.023) 0.165 (0.021) 4.21e-04
25000 5 0.183 (0.022) 0.183 (0.024) 0.169 (0.025) 2.14e-02
25000 6 0.210 (0.025) 0.201 (0.023) 0.185 (0.028) 2.43e-04
25000 7 0.214 (0.030) 0.194 (0.026) 0.179 (0.026) 1.86e-04
25000 8 0.184 (0.026) 0.182 (0.013) 0.170 (0.020) 3.02e-02
25000 9 0.178 (0.021) 0.158 (0.017) 0.153 (0.020) 8.71e-05
25000 10 0.200 (0.021) 0.179 (0.019) 0.171 (0.021) 8.66e-06
Table A.14: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
25000 1 0.579 (0.039) 0.620 (0.041) 0.581 (0.036) 1.06e-04
25000 2 0.585 (0.040) 0.631 (0.037) 0.598 (0.036) 6.89e-05
25000 3 0.577 (0.041) 0.602 (0.040) 0.585 (0.038) 5.82e-02
25000 4 0.573 (0.043) 0.609 (0.038) 0.599 (0.033) 8.87e-03
25000 5 0.562 (0.037) 0.624 (0.037) 0.598 (0.044) 2.12e-06
25000 6 0.592 (0.054) 0.639 (0.043) 0.606 (0.054) 1.23e-03
25000 7 0.581 (0.038) 0.630 (0.052) 0.601 (0.038) 1.03e-03
25000 8 0.551 (0.043) 0.629 (0.044) 0.580 (0.038) 5.26e-08
25000 9 0.584 (0.035) 0.643 (0.044) 0.600 (0.041) 1.60e-06
25000 10 0.568 (0.056) 0.624 (0.038) 0.590 (0.049) 1.46e-04
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Table A.15: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
25000 1 0.326 (0.012) 0.346 (0.014) 0.338 (0.018) 6.50e-06
25000 2 0.335 (0.013) 0.348 (0.012) 0.347 (0.013) 1.14e-04
25000 3 0.316 (0.012) 0.319 (0.009) 0.314 (0.015) 3.04e-01
25000 4 0.308 (0.011) 0.318 (0.013) 0.320 (0.015) 8.13e-04
25000 5 0.335 (0.011) 0.340 (0.013) 0.343 (0.020) 5.26e-02
25000 6 0.338 (0.013) 0.352 (0.018) 0.351 (0.018) 1.20e-03
25000 7 0.333 (0.012) 0.344 (0.016) 0.346 (0.017) 4.39e-03
25000 8 0.341 (0.013) 0.349 (0.012) 0.347 (0.016) 6.89e-02
25000 9 0.332 (0.010) 0.344 (0.013) 0.343 (0.015) 6.62e-04
25000 10 0.331 (0.011) 0.344 (0.013) 0.343 (0.016) 2.64e-04
A.1.6 Results for 30000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
Table A.16: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
30000 1 0.329 (0.022) 0.234 (0.027) 0.276 (0.025) 6.60e-15
30000 2 0.326 (0.030) 0.191 (0.024) 0.230 (0.022) 3.24e-16
30000 3 0.279 (0.027) 0.176 (0.018) 0.194 (0.023) 2.38e-14
30000 4 0.326 (0.033) 0.188 (0.017) 0.241 (0.025) 2.20e-16
30000 5 0.244 (0.023) 0.174 (0.018) 0.175 (0.016) 1.99e-13
30000 6 0.287 (0.025) 0.191 (0.028) 0.234 (0.023) 6.16e-15
30000 7 0.242 (0.019) 0.173 (0.014) 0.188 (0.019) 7.14e-14
30000 8 0.273 (0.022) 0.196 (0.029) 0.222 (0.020) 1.55e-13
30000 9 0.254 (0.026) 0.201 (0.022) 0.210 (0.022) 5.57e-10
30000 10 0.266 (0.025) 0.195 (0.021) 0.196 (0.020) 5.01e-13
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Table A.17: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
30000 1 0.591 (0.047) 0.643 (0.045) 0.582 (0.045) 2.48e-06
30000 2 0.595 (0.044) 0.631 (0.046) 0.606 (0.046) 2.90e-02
30000 3 0.610 (0.041) 0.644 (0.033) 0.614 (0.043) 3.66e-03
30000 4 0.594 (0.038) 0.646 (0.041) 0.607 (0.035) 5.52e-06
30000 5 0.595 (0.036) 0.627 (0.046) 0.606 (0.049) 3.49e-02
30000 6 0.593 (0.042) 0.634 (0.036) 0.610 (0.043) 5.41e-04
30000 7 0.589 (0.034) 0.642 (0.046) 0.586 (0.046) 1.16e-05
30000 8 0.584 (0.045) 0.639 (0.046) 0.599 (0.041) 6.60e-05
30000 9 0.583 (0.045) 0.651 (0.041) 0.583 (0.047) 2.24e-07
30000 10 0.589 (0.039) 0.634 (0.040) 0.599 (0.038) 2.43e-04
Table A.18: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
30000 1 0.273 (0.008) 0.299 (0.012) 0.292 (0.013) 7.10e-11
30000 2 0.295 (0.010) 0.348 (0.017) 0.332 (0.014) 2.88e-14
30000 3 0.286 (0.010) 0.333 (0.013) 0.325 (0.016) 1.96E-13
30000 4 0.275 (0.013) 0.324 (0.010) 0.307 (0.015) 3.36e-14
30000 5 0.287 (0.011) 0.326 (0.014) 0.328 (0.014) 5.54e-13
30000 6 0.281 (0.011) 0.317 (0.015) 0.302 (0.015) 1.35e-11
30000 7 0.282 (0.010) 0.314 (0.012) 0.307 (0.013) 3.54e-12
30000 8 0.275 (0.010) 0.304 (0.016) 0.295 (0.014) 1.05e-09
30000 9 0.296 (0.010) 0.314 (0.015) 0.315 (0.013) 2.12e-07
30000 10 0.307 (0.013) 0.338 (0.013) 0.340 (0.014) 1.20e-11
A.1.7 Results for 35000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
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Table A.19: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
35000 1 0.268 (0.022) 0.165 (0.015) 0.179 (0.020) 2.03e-14
35000 2 0.324 (0.023) 0.195 (0.030) 0.244 (0.021) 2.44e-16
35000 3 0.210 (0.032) 0.167 (0.012) 0.172 (0.023) 5.46e-08
35000 4 0.323 (0.025) 0.236 (0.019) 0.258 (0.030) 4.96e-13
35000 5 0.313 (0.031) 0.218 (0.024) 0.240 (0.024) 1.03e-13
35000 6 0.309 (0.019) 0.260 (0.024) 0.275 (0.028) 6.94e-09
35000 7 0.358 (0.024) 0.248 (0.032) 0.281 (0.029) 2.27e-14
35000 8 0.336 (0.040) 0.193 (0.028) 0.243 (0.019) 5.13e-16
35000 9 0.304 (0.026) 0.188 (0.020) 0.237 (0.025) 2.33e-16
35000 10 0.329 (0.026) 0.190 (0.030) 0.237 (0.025) 3.11e-16
Table A.20: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
35000 1 0.600 (0.035) 0.652 (0.042) 0.599 (0.038) 2.38e-06
35000 2 0.583 (0.037) 0.637 (0.040) 0.588 (0.034) 1.19e-06
35000 3 0.574 (0.036) 0.624 (0.045) 0.586 (0.034) 2.55e-05
35000 4 0.594 (0.044) 0.651 (0.037) 0.611 (0.041) 6.01e-06
35000 5 0.585 (0.044) 0.640 (0.042) 0.593 (0.042) 2.09e-05
35000 6 0.561 (0.034) 0.638 (0.047) 0.573 (0.030) 2.23e-08
35000 7 0.588 (0.040) 0.644 (0.052) 0.595 (0.040) 4.07e-05
35000 8 0.584 (0.034) 0.653 (0.042) 0.609 (0.040) 6.42e-08
35000 9 0.578 (0.037) 0.640 (0.033) 0.580 (0.035) 6.83e-09
35000 10 0.599 (0.041) 0.644 (0.039) 0.606 (0.028) 5.29e-05
Table A.21: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
35000 1 0.275 (0.011) 0.320 (0.012) 0.316 (0.015) 2.04e-13
35000 2 0.273 (0.010) 0.319 (0.017) 0.301 (0.013) 9.58e-14
35000 3 0.332 (0.014) 0.356 (0.014) 0.348 (0.018) 1.50e-06
35000 4 0.278 (0.011) 0.304 (0.012) 0.299 (0.013) 2.57e-10
35000 5 0.274 (0.012) 0.300 (0.011) 0.297 (0.014) 1.02e-09
35000 6 0.277 (0.009) 0.283 (0.011) 0.283 (0.015) 2.90e-02
35000 7 0.274 (0.010) 0.302 (0.016) 0.300 (0.016) 4.17e-10
35000 8 0.289 (0.015) 0.335 (0.014) 0.317 (0.010) 3.79e-14
35000 9 0.290 (0.012) 0.333 (0.013) 0.316 (0.012) 2.51e-14
35000 10 0.291 (0.008) 0.335 (0.014) 0.322 (0.012) 4.11e-14
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A.1.8 Results for 40000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
Table A.22: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
40000 1 0.272 (0.023) 0.210 (0.027) 0.214 (0.019) 4.07e-12
40000 2 0.252 (0.026) 0.179 (0.014) 0.168 (0.018) 3.62e-14
40000 3 0.275 (0.020) 0.193 (0.020) 0.201 (0.022) 2.22e-13
40000 4 0.302 (0.029) 0.204 (0.030) 0.234 (0.023) 2.49e-14
40000 5 0.347 (0.033) 0.209 (0.030) 0.267 (0.024) 2.20e-16
40000 6 0.276 (0.028) 0.210 (0.023) 0.206 (0.022) 8.65e-12
40000 7 0.352 (0.032) 0.176 (0.030) 0.257 (0.023) 2.20e-16
40000 8 0.314 (0.029) 0.217 (0.021) 0.250 (0.027) 7.35e-14
40000 9 0.328 (0.019) 0.204 (0.028) 0.247 (0.028) 7.92e-16
40000 10 0.298 (0.024) 0.190 (0.026) 0.220 (0.022) 7.29e-15
Table A.23: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
40000 1 0.578 (0.042) 0.637 (0.043) 0.575 (0.037) 6.94e-07
40000 2 0.576 (0.038) 0.644 (0.042) 0.609 (0.044) 3.32e-07
40000 3 0.577 (0.040) 0.635 (0.035) 0.591 (0.031) 2.05e-07
40000 4 0.589 (0.038) 0.639 (0.035) 0.589 (0.043) 3.92e-06
40000 5 0.600 (0.049) 0.633 (0.049) 0.603 (0.042) 3.45e-02
40000 6 0.585 (0.044) 0.627 (0.051) 0.605 (0.036) 3.65e-03
40000 7 0.610 (0.040) 0.651 (0.041) 0.608 (0.050) 7.11e-04
40000 8 0.593 (0.045) 0.650 (0.047) 0.588 (0.041) 2.91e-06
40000 9 0.588 (0.036) 0.642 (0.041) 0.605 (0.042) 1.91e-05
40000 10 0.604 (0.038) 0.663 (0.035) 0.607 (0.040) 1.15e-07
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Table A.24: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
40000 1 0.286 (0.011) 0.311 (0.017) 0.313 (0.015) 1.53e-09
40000 2 0.269 (0.013) 0.309 (0.011) 0.319 (0.015) 4.61e-14
40000 3 0.286 (0.011) 0.320 (0.013) 0.319 (0.013) 2.34e-12
40000 4 0.272 (0.011) 0.308 (0.017) 0.302 (0.012) 5.17e-12
40000 5 0.273 (0.014) 0.314 (0.015) 0.300 (0.013) 5.45e-13
40000 6 0.265 (0.011) 0.293 (0.014) 0.295 (0.015) 1.56e-10
40000 7 0.290 (0.011) 0.351 (0.017) 0.323 (0.013) 4.13e-16
40000 8 0.279 (0.012) 0.318 (0.012) 0.310 (0.015) 1.44e-12
40000 9 0.276 (0.008) 0.320 (0.015) 0.306 (0.014) 1.70e-13
40000 10 0.280 (0.010) 0.320 (0.016) 0.313 (0.013) 3.60e-13
A.1.9 Results for 45000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
Table A.25: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
45000 1 0.302 (0.033) 0.159 (0.015) 0.212 (0.022) 2.20e-16
45000 2 0.309 (0.029) 0.175 (0.021) 0.228 (0.027) 2.20e-16
45000 3 0.354 (0.024 0.233 (0.031) 0.289 (0.025) 4.19e-16
45000 4 0.314 (0.028) 0.188 (0.018) 0.230 (0.020) 2.20e-16
45000 5 0.297 (0.026) 0.208 (0.023) 0.229 (0.025) 4.05e-14
45000 6 0.345 (0.025) 0.225 (0.030) 0.288 (0.027) 5.11e-16
45000 7 0.355 (0.029) 0.227 (0.032) 0.278 (0.028) 1.70e-15
45000 8 0.411 (0.027) 0.248 (0.038) 0.326 (0.025) 2.20e-16
45000 9 0.336 (0.033) 0.200 (0.025) 0.257 (0.022) 2.20e-16
45000 10 0.350 (0.029) 0.170 (0.025) 0.259 (0.021) 2.20e-16
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Table A.26: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
45000 1 0.597 (0.050) 0.641 (0.038) 0.606 (0.039) 5.37e-04
45000 2 0.587 (0.042) 0.663 (0.048) 0.601 (0.041) 1.24e-07
45000 3 0.569 (0.032) 0.639 (0.044) 0.599 (0.041) 1.51e-07
45000 4 0.587 (0.038) 0.657 (0.052) 0.608 (0.042) 3.30e-06
45000 5 0.592 (0.034) 0.651 (0.044) 0.599 (0.034) 1.19e-06
45000 6 0.569 (0.045) 0.642 (0.051) 0.590 (0.046) 2.35e-06
45000 7 0.581 (0.034) 0.638 (0.032) 0.602 (0.052) 3.45e-06
45000 8 0.589 (0.046) 0.638 (0.046) 0.601 (0.047) 3.62e-04
45000 9 0.595 (0.046) 0.652 (0.038) 0.615 (0.047) 2.01e-05
45000 10 0.578 (0.037) 0.643 (0.054) 0.606 (0.029) 7.67e-06
Table A.27: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
45000 1 0.279 (0.014) 0.340 (0.012) 0.315 (0.013) 5.92e-16
45000 2 0.283 (0.012) 0.335 (0.015) 0.314 (0.018) 9.75e-14
45000 3 0.282 (0.009) 0.321 (0.017) 0.303 (0.010) 1.09e-13
45000 4 0.288 (0.012) 0.335 (0.012) 0.322 (0.014) 5.78e-14
45000 5 0.275 (0.011) 0.306 (0.013) 0.305 (0.017) 1.83e-11
45000 6 0.269 (0.008) 0.304 (0.014) 0.286 (0.012) 2.10e-13
45000 7 0.274 (0.011) 0.312 (0.014) 0.296 (0.014) 8.99e-13
45000 8 0.256 (0.009) 0.302 (0.015) 0.283 (0.012) 8.33e-15
45000 9 0.284 (0.012) 0.327 (0.014) 0.311 (0.010) 4.16e-14
45000 10 0.288 (0.011) 0.351 (0.015) 0.324 (0.011) 2.20e-16
A.1.10 Results for Berlin and Dusseldorf Instances
The followings present the statistical analysis for Berlin and Dusseldorf instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
Table A.28: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
Berlin 0.270 (0.027) 0.236 (0.015) 0.330 (0.087) 3.48e-07
Dusseldorf 0.256 (0.024) 0.180 (0.016) 0.188 (0.052) 1.22e-11
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Table A.29: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
Berlin 0.606 (0.043) 0.635 (0.042) 0.662 (0.205) 9.16e-03
Dusseldorf 0.542 (0.035) 0.619 (0.041) 0.557 (0.045) 8.48e-09
Table A.30: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
Berlin 0.346 (0.021) 0.348 (0.010) 0.336 (0.020) 6.66e-03
Dusseldorf 0.396 (0.014) 0.425 (0.012) 0.431 (0.015) 2.05e-11
All the statistical results for all instances has been presented. We have seen the trend that persists throughout
all experiments and also a new find on SPEA-II. In the next section, we present the convergence plot of all
performance indicators mentioned in this thesis, IGD, spread, and hypervolume.
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A.2 Convergence Results for Real World Instances
In this section, we present the convergence plots of the real world instances only, due to the excessive amount
of synthetic instances. The convergence plots in this section are used to show the behaviour of each algorithm
over time. This can help us determining the termination point of the algorithms when more time yield only
small improvement.
A.2.1 Convergence Plots of Berlin
There are three convergence plots for IGD, spread and hypervolume respectively. The y-axis represents the




























































Figure A.1: Generational plots. (a) A generational plot of IGD (b) A generational plot of spread (c) A
generational plot of hypervolume.
A.2.2 Convergence Plots of Dusseldorf
There are three convergence plots for IGD, spread and hypervolume respectively. The y-axis represents the

































































Figure A.2: Generational plots. (a) A generational plot of IGD (b) A generational plot of spread (c) A
generational plot of hypervolume.
Appendix B
Hybrid Algorithm Results
We present the statistical analysis of the instances for the proposed hybrid algorithm, NGAP. There are three
performance indicators, namely, inverted generational distance (IGD), spread and hypervolume. The discussion
of the results are also provided.
B.1 Statistical Results
In the following, the results reflecting each indicator are compiled into tables. As IGD and spread need a
reference solution set, we build it by consolidating the approximated fronts from 30 runs of all algorithms.
Then, we employ Kruskal-Wallis test and Wilcoxon test for statistical analysis. The confidence interval for the
statistical analyses is 95%
B.1.1 Statistical Results for 10000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
Table B.1: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
10000 1 0.382 (0.067) 0.187 (0.025) 0.171 (0.020) 2.03E-14
10000 2 0.268 (0.056) 0.182 (0.019) 0.182 (0.021) 8.03e-12
10000 3 0.294 (0.035) 0.223 (0.024) 0.224 (0.023) 1.98e-11
10000 4 0.308 (0.076) 0.185 (0.018) 0.180 (0.016) 9.52e-14
10000 5 0.282 (0.052) 0.194 (0.025) 0.191 (0.020) 1.62e-11
10000 6 0.280 (0.054) 0.173 (0.022) 0.166 (0.015) 4.83e-13
10000 7 0.279 (0.051) 0.191 (0.029) 0.179 (0.018) 2.14e-12
10000 8 0.331 (0.048) 0.220 (0.028) 0.207 (0.019) 9.71e-13
10000 9 0.329 (0.052) 0.215 (0.034) 0.215 (0.026) 2.66e-12
10000 10 0.344 (0.049) 0.224 (0.029) 0.224 (0.030) 6.60e-13
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Table B.2: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
10000 1 0.613 (0.043) 0.645 (0.049) 0.650 (0.051) 2.90e-03
10000 2 0.644 (0.044) 0.644 (0.043) 0.660 (0.046) 1.83e-01
10000 3 0.627 (0.041) 0.634 (0.052) 0.632 (0.042) 9.34e-01
10000 4 0.645 (0.053) 0.648 (0.044) 0.665 (0.046) 1.78e-01
10000 5 0.646 (0.053) 0.657 (0.047) 0.658 (0.036) 6.87e-01
10000 6 0.635 (0.032) 0.644 (0.049) 0.641 (0.055) 7.33e-01
10000 7 0.641 (0.041) 0.649 (0.055) 0.647 (0.043) 7.37e-01
10000 8 0.643 (0.052) 0.644 (0.043) 0.648 (0.025) 8.27e-01
10000 9 0.640 (0.060) 0.647 (0.047) 0.642 (0.055) 9.35e-01
10000 10 0.636 (0.041) 0.639 (0.054) 0.628 (0.034) 5.84e-01
Table B.3: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
10000 1 0.299 (0.017) 0.357 (0.013) 0.371 (0.014) 5.77e-15
10000 2 0.315 (0.015) 0.357 (0.014) 0.360 (0.013) 2.76e-13
10000 3 0.289 (0.011) 0.320 (0.013) 0.324 (0.012) 2.96e-13
10000 4 0.307 (0.014) 0.355 (0.011) 0.360 (0.011) 8.32E-14
10000 5 0.310 (0.016) 0.352 (0.013) 0.354 (0.013) 4.56e-13
10000 6 0.310 (0.015) 0.352 (0.015) 0.357 (0.009) 2.72e-13
10000 7 0.309 (0.014) 0.345 (0.014) 0.350 (0.013) 4.77e-13
10000 8 0.304 (0.014) 0.338 (0.012) 0.345 (0.012) 2.25e-13
10000 9 0.307 (0.014) 0.357 (0.017) 0.356 (0.013) 3.25e-13
10000 10 0.277 (0.011) 0.315 (0.012) 0.321 (0.011) 1.48e-13
B.1.2 Statistical Results for 15000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
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Table B.4: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
15000 1 0.323 (0.056) 0.183 (0.018) 0.179 (0.019) 1.26e-13
15000 2 0.314 (0.038) 0.221 (0.026) 0.219 (0.029) 5.54e-12
15000 3 0.342 (0.043) 0.200 (0.025) 0.191 (0.019) 9.59e-14
15000 4 0.303 (0.035) 0.188 (0.024) 0.188 (0.022) 1.93e-13
15000 5 0.330 (0.046) 0.203 (0.023) 0.202 (0.025) 2.10e-13
15000 6 0.370 (0.074) 0.183 (0.027) 0.177 (0.016) 1.57e-13
15000 7 0.328 (0.071) 0.186 (0.026) 0.178 (0.018) 1.93e-13
15000 8 0.341 (0.050) 0.247 (0.032) 0.241 (0.028) 5.83e-12
15000 9 0.278 (0.060) 0.174 (0.018) 0.170 (0.016) 2.06e-13
15000 10 0.351 (0.047) 0.176 (0.014) 0.177 (0.018) 1.28e-13
Table B.5: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
15000 1 0.634 (0.038) 0.644 (0.051) 0.647 (0.043) 5.52e-01
15000 2 0.628 (0.035) 0.616 (0.049) 0.630 (0.035) 3.49e-01
15000 3 0.605 (0.044) 0.646 (0.043) 0.633 (0.045) 9.38e-04
15000 4 0.628 (0.048) 0.640 (0.052) 0.646 (0.041) 3.18e-01
15000 5 0.629 (0.036) 0.655 (0.042) 0.621 (0.052) 1.87e-02
15000 6 0.612 (0.042) 0.647 (0.046) 0.644 (0.053) 1.13e-02
15000 7 0.625 (0.044) 0.652 (0.052) 0.629 (0.049) 8.87e-02
15000 8 0.626 (0.038) 0.621 (0.054) 0.636 (0.047) 4.57e-01
15000 9 0.657 (0.038) 0.655 (0.051) 0.664 (0.047) 6.33e-01
15000 10 0.610 (0.045) 0.633 (0.054) 0.633 (0.045) 1.02e-01
Table B.6: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
15000 1 0.282 (0.016) 0.338 (0.014) 0.343 (0.013) 7.33e-14
15000 2 0.281 (0.012) 0.311 (0.012) 0.317 (0.012) 1.40e-12
15000 3 0.277 (0.010) 0.328 (0.014) 0.338 (0.014) 2.15e-14
15000 4 0.263 (0.011) 0.310 (0.014) 0.315 (0.013) 8.99e-14
15000 5 0.287 (0.014) 0.336 (0.014) 0.337 (0.013) 2.26e-13
15000 6 0.285 (0.014) 0.347 (0.015) 0.352 (0.011) 1.29e-13
15000 7 0.308 (0.016) 0.361 (0.017) 0.367 (0.013) 1.21e-13
15000 8 0.287 (0.014) 0.317 (0.013) 0.323 (0.012) 2.27e-12
15000 9 0.321 (0.014) 0.372 (0.012) 0.376 (0.009) 6.59e-14
15000 10 0.287 (0.012) 0.340 (0.011) 0.345 (0.011) 8.45e-14
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B.1.3 Statistical Results for 20000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
Table B.7: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
20000 1 0.320 (0.064) 0.164 (0.022) 0.161 (0.017) 1.25e-13
20000 2 0.307 (0.058) 0.181 (0.024) 0.173 (0.018) 2.45e-13
20000 3 0.323 (0.048) 0.223 (0.029) 0.211 (0.029) 4.77e-12
20000 4 0.364 (0.064) 0.172 (0.018) 0.166 (0.020) 8.14e-14
20000 5 0.320 (0.053) 0.198 (0.024) 0.204 (0.026) 3.55e-12
20000 6 0.363 (0.050) 0.204 (0.027) 0.189 (0.027) 6.25e-14
20000 7 0.333 (0.082) 0.173 (0.014) 0.164 (0.016) 1.31e-13
20000 8 0.361 (0.050) 0.224 (0.023) 0.207 (0.024) 1.19e-13
20000 9 0.362 (0.053) 0.185 (0.026) 0.172 (0.017) 4.34e-14
20000 10 0.308 (0.051) 0.191 (0.022) 0.183 (0.021) 1.07e-13
Table B.8: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
20000 1 0.641 (0.056) 0.653 (0.043) 0.641 (0.052) 5.78e-01
20000 2 0.637 (0.045) 0.665 (0.048) 0.661 (0.057) 7.92e-02
20000 3 0.627 (0.050) 0.629 (0.040) 0.639 (0.045) 7.20e-01
20000 4 0.615 (0.044) 0.653 (0.056) 0.644 (0.051) 1.33e-02
20000 5 0.639 (0.060) 0.638 (0.045) 0.644 (0.041) 6.77e-01
20000 6 0.630 (0.040) 0.632 (0.046) 0.623 (0.045) 9.37e-01
20000 7 0.650 (0.054) 0.646 (0.045) 0.637 (0.044) 6.03e-01
20000 8 0.614 (0.036) 0.612 (0.054) 0.624 (0.054) 7.44e-01
20000 9 0.613 (0.058) 0.632 (0.038) 0.633 (0.045) 3.03e-01
20000 10 0.641 (0.037) 0.656 (0.053) 0.663 (0.050) 3.59e-01
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Table B.9: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
20000 1 0.310 (0.019) 0.378 (0.017) 0.379 (0.012) 1.27e-13
20000 2 0.307 (0.018) 0.359 (0.014) 0.366 (0.015) 1.67e-13
20000 3 0.280 (0.015) 0.317 (0.016) 0.327 (0.017) 9.31e-13
20000 4 0.277 (0.015) 0.341 (0.016) 0.349 (0.016) 5.23e-14
20000 5 0.280 (0.012) 0.325 (0.013) 0.324 (0.013) 2.45e-13
20000 6 0.277 (0.014) 0.328 (0.014) 0.340 (0.017) 3.90e-14
20000 7 0.280 (0.019) 0.340 (0.009) 0.350 (0.014) 2.17e-14
20000 8 0.273 (0.012) 0.314 (0.010) 0.327 (0.014) 1.18e-14
20000 9 0.286 (0.014) 0.343 (0.017) 0.353 (0.010) 2.11e-14
20000 10 0.292 (0.014) 0.347 (0.012) 0.358 (0.016) 2.63e-14
B.1.4 Statistical Results for 25000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
Table B.10: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
25000 1 0.325 (0.055) 0.172 (0.020) 0.160 (0.018) 4.66e-14
25000 2 0.335 (0.046) 0.171 (0.021) 0.159 (0.021) 3.86e-14
25000 3 0.317 (0.030) 0.219 (0.026) 0.222 (0.028) 2.38e-13
25000 4 0.318 (0.037) 0.229 (0.030) 0.227 (0.028) 2.17e-13
25000 5 0.368 (0.059) 0.191 (0.020) 0.185 (0.012) 1.08e-13
25000 6 0.331 (0.054) 0.179 (0.024) 0.170 (0.018) 7.52e-14
25000 7 0.353 (0.053) 0.225 (0.030) 0.205 (0.032) 8.06e-14
25000 8 0.344 (0.037) 0.191 (0.026) 0.180 (0.021) 7.05e-14
25000 9 0.328 (0.049) 0.181 (0.020) 0.172 (0.017) 6.92e-14
25000 10 0.367 (0.066) 0.159 (0.016) 0.153 (0.017) 8.30e-14
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Table B.11: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
25000 1 0.624 (0.048) 0.633 (0.048) 0.649 (0.055) 1.13e-01
25000 2 0.638 (0.043) 0.651 (0.050) 0.657 (0.052) 2.67e-01
25000 3 0.613 (0.056) 0.616 (0.037) 0.625 (0.052) 6.51e-01
25000 4 0.607 (0.043) 0.626 (0.043) 0.629 (0.046) 2.46e-01
25000 5 0.624 (0.054) 0.638 (0.041) 0.643 (0.042) 1.49e-01
25000 6 0.633 (0.050) 0.648 (0.036) 0.646 (0.033) 2.59e-01
25000 7 0.623 (0.042) 0.647 (0.051) 0.647 (0.040) 6.56e-02
25000 8 0.617 (0.047) 0.651 (0.048) 0.621 (0.046) 2.07e-02
25000 9 0.645 (0.047) 0.644 (0.046) 0.637 (0.051) 8.06e-01
25000 10 0.632 (0.040) 0.650 (0.057) 0.626 (0.040) 2.32e-01
Table B.12: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
25000 1 0.278 (0.013) 0.335 (0.015) 0.346 (0.015) 3.95e-14
25000 2 0.287 (0.016) 0.351 (0.014) 0.363 (0.015) 1.94e-14
25000 3 0.256 (0.009) 0.296 (0.013) 0.300 (0.014) 9.07e-14
25000 4 0.262 (0.013) 0.298 (0.013) 0.300 (0.012) 3.85e-13
25000 5 0.267 (0.015) 0.336 (0.014) 0.341 (0.010) 7.91e-14
25000 6 0.285 (0.018) 0.346 (0.014) 0.353 (0.013) 7.52e-14
25000 7 0.267 (0.013) 0.312 (0.013) 0.328 (0.016) 7.27e-15
25000 8 0.275 (0.011) 0.329 (0.015) 0.337 (0.014) 7.21e-14
25000 9 0.275 (0.015) 0.328 (0.013) 0.336 (0.013) 3.73e-14
25000 10 0.273 (0.016) 0.351 (0.013) 0.358 (0.012) 4.66e-14
B.1.5 Statistical Results for 30000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
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Table B.13: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
30000 1 0.407 (0.060) 0.157 (0.019) 0.139 (0.016) 1.01e-14
30000 2 0.355 (0.070) 0.168 (0.017) 0.174 (0.024) 1.29e-13
30000 3 0.327 (0.040) 0.173 (0.018) 0.173 (0.019) 1.30e-13
30000 4 0.358 (0.068) 0.134 (0.012) 0.129 (0.013) 5.92e-14
30000 5 0.297 (0.029) 0.185 (0.024) 0.181 (0.023) 1.32e-13
30000 6 0.348 (0.077) 0.130 (0.016) 0.126 (0.013) 1.03e-13
30000 7 0.295 (0.050) 0.163 (0.022) 0.165 (0.023) 2.01e-13
30000 8 0.336 (0.065) 0.127 (0.016) 0.116 (0.012) 2.49e-14
30000 9 0.341 (0.044) 0.170 (0.028) 0.156 (0.014) 6.36e-14
30000 10 0.317 (0.035) 0.180 (0.025) 0.176 (0.024) 1.48e-13
Table B.14: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
30000 1 0.631 (0.050) 0.625 (0.060) 0.647 (0.062) 3.58e-01
30000 2 0.637 (0.049) 0.629 (0.049) 0.645 (0.059) 5.78e-01
30000 3 0.615 (0.042) 0.643 (0.043) 0.621 (0.046) 4.31e-02
30000 4 0.628 (0.053) 0.641 (0.062) 0.631 (0.051) 5.44e-01
30000 5 0.638 (0.049) 0.639 (0.043) 0.618 (0.046) 1.63e-01
30000 6 0.620 (0.049) 0.632 (0.037) 0.642 (0.047) 1.61e-01
30000 7 0.620 (0.047) 0.601 (0.047) 0.648 (0.045) 1.70e-03
30000 8 0.639 (0.047) 0.638 (0.052) 0.620 (0.044) 2.77e-01
30000 9 0.599 (0.044) 0.631 (0.059) 0.621 (0.051) 6.83e-02
30000 10 0.638 (0.042) 0.636 (0.048) 0.629 (0.058) 4.39e-01
Table B.15: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
30000 1 0.244 (0.013) 0.335 (0.011) 0.349 (0.014) 5.71e-15
30000 2 0.280 (0.017) 0.362 (0.009) 0.365 (0.015) 1.07e-13
30000 3 0.269 (0.012) 0.342 (0.013) 0.347 (0.015) 1.01e-13
30000 4 0.261 (0.012) 0.345 (0.011) 0.354 (0.011) 1.20e-14
30000 5 0.268 (0.011) 0.325 (0.015) 0.330 (0.014) 9.78e-14
30000 6 0.263 (0.014) 0.348 (0.012) 0.354 (0.011) 5.27e-14
30000 7 0.262 (0.013) 0.323 (0.013) 0.328 (0.015) 1.01e-13
30000 8 0.255 (0.017) 0.336 (0.014) 0.349 (0.013) 1.20e-14
30000 9 0.266 (0.014) 0.333 (0.016) 0.348 (0.011) 8.70e-15
30000 10 0.287 (0.013) 0.347 (0.017) 0.353 (0.016) 1.05e-13
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B.1.6 Statistical Results for 35000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
Table B.16: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
35000 1 0.337 (0.033) 0.170 (0.022) 0.170 (0.022) 1.29e-13
35000 2 0.362 (0.079) 0.143 (0.019) 0.136 (0.014) 8.84e-14
35000 3 0.338 (0.084) 0.183 (0.019) 0.190 (0.015) 1.14e-10
35000 4 0.397 (0.037) 0.160 (0.018) 0.156 (0.014) 1.15e-13
35000 5 0.372 (0.049) 0.165 (0.018) 0.162 (0.019) 1.11e-13
35000 6 0.384 (0.038) 0.151 (0.009) 0.139 (0.013) 4.67e-15
35000 7 0.442 (0.056) 0.147 (0.016) 0.143 (0.020) 1.04e-13
35000 8 0.422 (0.066) 0.152 (0.019) 0.147 (0.014) 1.24e-13
35000 9 0.400 (0.058) 0.159 (0.018) 0.157 (0.016) 1.20e-13
35000 10 0.402 (0.076) 0.161 (0.019) 0.141 (0.019) 6.77e-15
Table B.17: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
35000 1 0.614 (0.039) 0.629 (0.043) 0.632 (0.041) 2.63e-01
35000 2 0.623 (0.047) 0.623 (0.054) 0.625 (0.047) 9.30e-01
35000 3 0.623 (0.057) 0.625 (0.038) 0.634 (0.049) 3.30e-01
35000 4 0.616 (0.046) 0.643 (0.046) 0.634 (0.042) 6.54e-02
35000 5 0.626 (0.045) 0.622 (0.041) 0.632 (0.048) 7.15e-01
35000 6 0.622 (0.045) 0.630 (0.039) 0.623 (0.038) 9.20e-01
35000 7 0.611 (0.049) 0.649 (0.052) 0.628 (0.039) 1.79e-02
35000 8 0.620 (0.048) 0.637 (0.053) 0.626 (0.041) 4.04e-01
35000 9 0.630 (0.042) 0.645 (0.043) 0.618 (0.047) 5.13e-02
35000 10 0.640 (0.039) 0.645 (0.050) 0.623 (0.051) 4.70e-01
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Table B.18: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
35000 1 0.256 (0.011) 0.327 (0.013) 0.334 (0.013) 5.41E-14
35000 2 0.261 (0.015) 0.340 (0.014) 0.346 (0.013) 8.22e-14
35000 3 0.299 (0.020) 0.423 (0.015) 0.423 (0.014) 1.30e-13
35000 4 0.255 (0.010) 0.341 (0.015) 0.347 (0.013) 6.29e-14
35000 5 0.253 (0.010) 0.331 (0.011) 0.337 (0.011) 5.92e-14
35000 6 0.250 (0.011) 0.330 (0.009) 0.343 (0.012) 1.91e-15
35000 7 0.256 (0.015) 0.350 (0.015) 0.353 (0.015) 1.18e-13
35000 8 0.261 (0.015) 0.351 (0.011) 0.354 (0.011) 1.05e-13
35000 9 0.270 (0.015) 0.349 (0.014) 0.355 (0.012) 7.91e-14
35000 10 0.266 (0.015) 0.347 (0.012) 0.363 (0.012) 2.99e-15
B.1.7 Statistical Results for 40000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
Table B.19: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
40000 1 0.328 (0.036) 0.170 (0.021) 0.161 (0.019) 7.44e-14
40000 2 0.308 (0.032) 0.191 (0.025) 0.188 (0.020) 1.17e-13
40000 3 0.362 (0.044) 0.162 (0.020) 0.159 (0.016) 1.17e-13
40000 4 0.360 (0.056) 0.148 (0.014) 0.142 (0.022) 8.30e-14
40000 5 0.429 (0.081) 0.141 (0.014) 0.129 (0.013) 2.07e-14
40000 6 0.333 (0.044) 0.167 (0.016) 0.176 (0.022) 7.44e-14
40000 7 0.365 (0.074) 0.166 (0.016) 0.162 (0.021) 1.16e-13
40000 8 0.367 (0.043) 0.173 (0.018) 0.158 (0.018) 2.40e-14
40000 9 0.372 (0.068) 0.138 (0.017) 0.138 (0.011) 1.27e-13
40000 10 0.362 (0.040) 0.144 (0.014) 0.136 (0.019) 6.44e-14
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Table B.20: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
40000 1 0.619 (0.044) 0.624 (0.050) 0.632 (0.045) 5.46e-01
40000 2 0.616 (0.045) 0.630 (0.036) 0.615 (0.048) 3.68e-01
40000 3 0.618 (0.034) 0.632 (0.042) 0.633 (0.054) 2.90e-01
40000 4 0.632 (0.041) 0.632 (0.044) 0.636 (0.049) 8.40e-01
40000 5 0.625 (0.050) 0.637 (0.040) 0.634 (0.041) 3.43e-01
40000 6 0.612 (0.033) 0.630 (0.037) 0.625 (0.051) 1.19e-01
40000 7 0.637 (0.047) 0.642 (0.057) 0.652 (0.051) 4.82e-01
40000 8 0.643 (0.042) 0.629 (0.056) 0.643 (0.052) 5.85e-01
40000 9 0.627 (0.046) 0.627 (0.064) 0.615 (0.053) 7.18e-01
40000 10 0.634 (0.035) 0.610 (0.046) 0.624 (0.034) 5.96e-02
Table B.21: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
40000 1 0.268 (0.012) 0.336 (0.014) 0.347 (0.016) 2.54e-14
40000 2 0.256 (0.013) 0.309 (0.016) 0.317 (0.015) 5.13e-14
40000 3 0.259 (0.014) 0.334 (0.017) 0.348 (0.011) 1.20e-14
40000 4 0.252 (0.012) 0.330 (0.011) 0.339 (0.017) 4.40e-14
40000 5 0.254 (0.018) 0.343 (0.012) 0.357 (0.014) 8.77e-15
40000 6 0.248 (0.012) 0.321 (0.011) 0.325 (0.014) 9.67e-14
40000 7 0.278 (0.018) 0.351 (0.013) 0.357 (0.013) 6.07e-14
40000 8 0.262 (0.013) 0.338 (0.012) 0.356 (0.015) 2.60e-15
40000 9 0.263 (0.013) 0.349 (0.015) 0.350 (0.011) 1.29e-13
40000 10 0.257 (0.011) 0.343 (0.013) 0.356 (0.016) 1.61e-14
B.1.8 Statistical Results for 45000-node Instances
The followings present the statistical analysis for 10000-node synthetic instances. The first table is for IGD. The
second table presents spread indicator and the last table shows the hypervolume indicator for each algorithm.
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Table B.22: Average results obtained for the IGD metric.
Instance
IGD (×10−2)
SPEA-II NSGA-II NSGA-III p-value
45000 1 0.390 (0.065) 0.160 (0.020) 0.137 (0.021) 6.30e-15
45000 2 0.399 (0.065) 0.155 (0.017) 0.148 (0.016) 8.61e-14
45000 3 0.462 (0.055) 0.161 (0.021) 0.152 (0.017) 6.37e-14
45000 4 0.400 (0.055) 0.170 (0.021) 0.162 (0.022) 8.53e-14
45000 5 0.371 (0.032) 0.175 (0.019) 0.155 (0.023) 7.63e-15
45000 6 0.441 (0.066) 0.131 (0.016) 0.131 (0.014) 1.29e-13
45000 7 0.431 (0.078) 0.151 (0.018) 0.141 (0.015) 4.79e-14
45000 8 0.471 (0.085) 0.156 (0.019) 0.134 (0.018) 2.83e-15
45000 9 0.449 (0.044) 0.154 (0.016) 0.151 (0.022) 1.17e-13
45000 10 0.438 (0.079) 0.172 (0.021) 0.172 (0.027) 1.28e-13
Table B.23: Average results obtained for the spread metric.
Instance
Spread
SPEA-II NSGA-II NSGA-III p-value
45000 1 0.623 (0.054) 0.627 (0.048) 0.632 (0.053) 6.89e-01
45000 2 0.631 (0.051) 0.628 (0.044) 0.643 (0.045) 3.04e-01
45000 3 0.617 (0.045) 0.624 (0.049) 0.630 (0.037) 4.58e-01
45000 4 0.604 (0.041) 0.644 (0.040) 0.634 (0.042) 1.20e-03
45000 5 0.602 (0.044) 0.614 (0.048) 0.615 (0.049) 6.82e-01
45000 6 0.606 (0.047) 0.639 (0.050) 0.619 (0.047) 5.67e-02
45000 7 0.600 (0.057) 0.631 (0.040) 0.647 (0.055) 3.59e-03
45000 8 0.641 (0.036) 0.639 (0.043) 0.632 (0.045) 6.49e-01
45000 9 0.621 (0.055) 0.647 (0.048) 0.629 (0.059) 1.37e-01
45000 10 0.630 (0.045) 0.619 (0.048) 0.635 (0.052) 3.02e-01
Table B.24: Average results obtained for the hypervolume metric.
Instance
Hypervolume
SPEA-II NSGA-II NSGA-III p-value
45000 1 0.253 (0.015) 0.331 (0.013) 0.355 (0.014) 4.30e-16
45000 2 0.262 (0.013) 0.337 (0.012) 0.347 (0.014) 3.96e-14
45000 3 0.256 (0.016) 0.346 (0.015) 0.353 (0.014) 5.63e-14
45000 4 0.263 (0.012) 0.343 (0.016) 0.354 (0.015) 2.54e-14
45000 5 0.256 (0.010) 0.321 (0.014) 0.343 (0.016) 4.91e-16
45000 6 0.245 (0.013) 0.345 (0.014) 0.347 (0.012) 1.28e-13
45000 7 0.253 (0.013) 0.340 (0.017) 0.349 (0.014) 3.79e-14
45000 8 0.245 (0.016) 0.335 (0.011) 0.350 (0.012) 3.07e-15
45000 9 0.253 (0.014) 0.345 (0.012) 0.348 (0.016) 1.09e-13
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