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0. Introduction
This paper deals with the global solvability of a class of ﬁrst-order partial differential equations
given by a nonsingular complex vector ﬁeld X in two real variables:
X = A(x, y) ∂
∂x
+ B(x, y) ∂
∂ y
,
where A and B are C-valued and real analytic functions deﬁned in an open set Ω˜ ⊂ R2. The basic
equation considered here is
Xu = f (0.1)
in a simply connected, relatively compact, open subset Ω ⊂ Ω˜ , where f ∈ C∞(Ω). We assume that
the vector ﬁeld X satisﬁes the Nirenberg–Treves condition (P) in a neighborhood of each point of Ω˜ .
This is a necessary and suﬃcient condition for local solvability (see [21] or [24]). We will also assume
that the one-dimensional orbits of X are minimal. By a one-dimensional orbit of X (or, simply, orbit),
we mean a curve along which X is tangent, and by minimal orbit, we mean an orbit containing
points where the bivector X ∧X vanishes to order 1. In fact it follows from the real analyticity of X
that on each minimal orbit contained in Ω , the set of points where X ∧ X vanishes to an order > 1
is ﬁnite.
A key role in the obstruction to the solvability is played by the closed orbits. For a non-closed
orbit Γ ⊂ Ω , condition (P) implies that, Eq. (0.1) has a C∞ solution in a tubular neighborhood of Γ .
Indeed such an orbit (which is not trapped in a compact set) satisﬁes the Hörmander condition [14]
(see also [15,16]) which together with condition (P) insures semiglobal solvability. The situation is
quite different near a closed orbit of X . With each such closed orbit C , we associate a unique number
μ ∈ R+ + iR. This is a generalization of the invariant obtained in [17,11] when X ∧ X vanishes to
order 1 everywhere on the closed orbit. This number μ weighs heavily on the global solvability
of X . First, when μ /∈ R or when μ ∈ R\Q satisﬁes Bruno’s condition (see Section 3), then for every
k ∈ Z+ , Eq. (0.1) has a Ck-solution in a tubular neighborhood of the orbit (provided that f satisﬁes
a compatibility condition on the orbit). This Ck-regularity does not extend to the global solvability of
(0.1) in Ω . In general, the regularity of the global solutions in Ω does not exceed the class CRe(1/μ)
on the orbit with invariant number μ. An example in Section 9 is constructed in which all global
solutions have no better regularity.
These results are used to study the Riemann–Hilbert problem{XU = f in Ω,
Re(Λu) = Ψ on ∂Ω, (0.2)
where f ∈ C∞(Ω), Λ ∈ Cα(∂Ω,S1), and Ψ ∈ Cα(∂Ω,R). Suﬃcient conditions on f , Λ, and Ψ are
given to guarantee the solvability of (0.2).
The organization of this paper is as follows. In Section 1, we set the terminology and recall the
local behaviors of X . In Sections 2, 3 and 4, normal forms for X in tubular neighborhoods of the
orbits are obtained. In a tubular neighborhood of a non-closed orbit Γ , the vector ﬁeld X is Cω-
conjugate to a vector ﬁeld Yg deﬁned on the rectangle
R	,δ = (−δ, δ) × (−	, 	 +π) ⊂ R2
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Yg = ∂
∂t
− isHg, (0.3)
where g ∈ Cω(R	,δ,R) and Hg is the Hamiltonian vector ﬁeld of g:
Hg = gt ∂
∂s
− gs ∂
∂t
.
With a closed orbit C , we associate a unique number μ ∈ R+ + iR and a function g ∈ Cω(Aδ,R),
where Aδ = (−δ, δ)×S1, so that X is Cω-conjugate in a tubular neighborhood of C to the vector ﬁeld
Tμ,g deﬁned in Aδ by
Tμ,g = ∂
∂t
− iμs ∂
∂s
− isHg, (0.4)
provided that either μ /∈ R or when μ ∈ R\Q, it satisﬁes the Bruno’s condition.
In Section 5, we study the solvability of Tμ,g . We prove, in particular, that if μ /∈ Q, then for
every k ∈ Z+ , the equation Tμ,gu = f has a solution u ∈ Ck(Aδ) provided that f ∈ C∞(Aδ) satisﬁes∫ 2π
0 f (0, t)dt = 0. We also prove that, in general, the equation Tμ,gu = f has no C∞ solutions.
In Section 6, we construct ﬁrst integrals of X in the connected components of Ω\Σ∞ , where Σ∞
is the union of all (one-dimensional) orbits of X . In Section 8, we use these ﬁrst integrals to study
Eq. (0.1) in Ω . We prove that if all periods of f on the closed orbits vanish, then (0.1) has a solution
u deﬁned on Ω . For a given k ∈ Z+ , we construct a solution u of class C∞ away from the orbits; of
class Ck on each non-closed orbit Γ ; and of class CRe(1/μ)−	 on each closed orbit with invariant μ
(	 > 0 is arbitrary). In Section 9, we give an example that shows that the regularity of global solution
does not exceed CRe(1/μ) on the closed orbits.
The remaining sections are devoted to the study of the Riemann–Hilbert problem (0.2). For Λ ∈
Cα(∂Ω,S1), satisfying Λ(p) = Λ(q) whenever p,q ∈ ∂Ω are endpoints of an orbit Γ , we deﬁne the
index Ind(Λ,U) of Λ on the connected component U of Ω\Σ∞a (Ω), where Σ∞a (Ω) is the union
of the non-closed orbits in Ω . In Section 12, we prove that if U1, . . . ,Un are the components of
Ω\Σ∞a (Ω), and if Ind(Λ,U j) 0 for all j, then the homogeneous Riemann–Hilbert problem{Xu = 0 in Ω,
Re(Λu) = 0 on ∂Ω,
has 1+ 2∑nj=1 Ind(Λ,U j) independent solutions. The problem{Xu = 0 in Ω,
Re(Λu) = Ψ on ∂Ω,
has a solution provided that all indices are  0 and Ψ (p) = Ψ (q) at the endpoints p,q of each non-
closed orbit. For the general problem (0.2), we prove that it is solvable provided that all induced
indices are  0, the periods of f on the closed orbits are zero, and the following holds
Ψ (q) − Ψ (p) = Re
(
Λ(p)
∫
Γ
η
)
,
where p,q are the ends of the orbit Γ and η is the 1-form satisfying (B dx− A dy) ∧ η = f dxdy.
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We set the standard deﬁnitions and give the local normal forms for complex vector ﬁelds with
real analytic coeﬃcients. All of the background material can be found in the texts [7,24]. Let Ω˜ be an
open subset of R2 and let
X = A(x, y) ∂
∂x
+ B(x, y) ∂
∂ y
, (1.1)
with A, B ∈ Cω(Ω˜,C), and such that X has no singularities in Ω˜:∣∣A(x, y)∣∣+ ∣∣B(x, y)∣∣> 0, ∀(x, y) ∈ Ω˜.
The conjugate of X is the vector ﬁeld X = A ∂
∂x + B ∂∂ y , where A and B are the conjugate of the func-
tions A and B . We view X as a differential operator with principal symbol σ = Aξ + Bη. The vector
ﬁeld is elliptic at a point p0 ∈ Ω˜ if σ(p0, ξ, η) = 0 for every (ξ,η) ∈ R2\0. This is equivalent to saying
that X and X are independent at p0. The characteristic set of X (Char(X )) is the set of points in the
cotangent bundle T ∗Ω˜ where σ = 0 and (ξ,η) ∈ R2\0. We will be dealing exclusively with the base
projection Σ of Char(X ) and refer to it as the characteristic set of X . Thus, Σ is the set of points
where X is not elliptic. Consider the R-valued function ϑ(x, y) deﬁned in Ω˜ by
1
2i
X ∧ X = ϑ(x, y) ∂
∂x
∧ ∂
∂ y
= Im(A(x, y)B(x, y)) ∂
∂x
∧ ∂
∂ y
. (1.2)
The characteristic set of X is therefore the analytic variety given by
Σ = {(x, y) ∈ Ω˜; ϑ(x, y) = 0}. (1.3)
A point p0 ∈ Σ is said to be of ﬁnite type if there exists a vector ﬁeld Y in the Lie algebra generated
by X and X so that X and Y are independent at p0. This means that there exists a Lie bracket
Y = [Y1, [Y2, [. . . [Yl−1, Yl]]]]
where Y j = X or X such that X and Y are independent at p0. If no such vector ﬁeld Y exists, then
X is said to be of inﬁnite type at p0. The set of points of Σ where X is of ﬁnite type will be denoted
Σ0 and those of inﬁnite type by Σ∞ . Hence Σ = Σ0 ∪ Σ∞ and Σ0 ∩ Σ∞ = ∅.
Since X is real analytic, then it is locally integrable. This means that for every p ∈ Ω˜ there exists
a function Z ∈ Cω(Op), where Op is an open neighborhood of p, such that dZ = 0 and X Z = 0
in Op . The function Z is a ﬁrst integral of X in Op . The local integrability is a direct consequence
of the holomorphic version of the Fröbenius theorem applied to the complexiﬁcation X˜ of X in a
neighborhood of Ω˜ in C2. It should be mentioned that in the C∞ category, the local integrability of
X does not always hold near the point of Σ (see [24]).
By using the local ﬁrst integrals, we get the local normal forms for X :
At an elliptic point: If p ∈ Ω˜\Σ , then there exist local coordinates (s, t) centered at p in which Z =
s + it is a ﬁrst integral and X is a multiple of the CR operator
1
2
(
∂
∂s
+ i ∂
∂t
)
. (1.4)
At a point of ﬁnite type: If p ∈ Σ0, then there exist local coordinates (s, t) centered at p, an integer
k ∈ Z+ , and an R-valued, real analytic function φ(s, t) satisfying
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∂t j
(0,0) = 0, for j = 0, . . . ,k − 1, and ∂
kφ
∂tk
(0,0) = 0
such that the function Z = s + iφ(s, t) is a ﬁrst integral and X is a multiple of the vector ﬁeld(
1+ i ∂φ
∂s
)
∂
∂t
− i ∂φ
∂t
∂
∂s
. (1.5)
In the (s, t) coordinates, the variety Σ0 is given by φt = 0.
At a point of inﬁnite type: If p ∈ Σ∞ , then there exist local coordinates (s, t) centered at p, an integer
l ∈ Z+ , an R-valued function ψ(s, t) with ψ(0, t) ≡ 0, such that the function Z = s + islψ(s, t) is a
ﬁrst integral and X is a multiple of the vector ﬁeld(
1+ i ∂(s
lψ)
∂s
)
∂
∂t
− isl ∂ψ
∂t
∂
∂s
. (1.6)
In the (s, t) coordinates, the variety Σ∞ reduces to t-axis (s = 0) and Σ0 to the set {(s, t); s = 0,
ψt(s, t) = 0}.
An orbit of X is a smooth curve γ (in our case real analytic) in Ω˜ along which X is tangent. This
means that for every p ∈ γ there exists a ζ ∈ C such that ζX is a real vector and it is tangent to γ
at p. Note that in the terminology of hypo-analytic structures these are the one-dimensional Sussman
orbits of X . Since we will be considering here only these one-dimensional Sussman orbits, we will
simply refer to them as the orbits of X . It follows immediately from the local normal forms of X that
Σ∞ is a union of orbits. Thus Σ∞ is a real analytic one-dimensional manifold in Ω˜ whose connected
components are orbits of X . The Baouendi–Treves Principle of Constancy on the Fibers (see [2] or [24])
implies that if u is a continuous solution of Xu = 0, then u is constant on each orbit of X .
The vector ﬁeld X is said to be locally solvable at a point p ∈ Ω˜ if there exists an open neighbor-
hood Op such that for every f ∈ C∞0 (Op) there exists a distribution u ∈ D′(Op) such that Xu = f .
The vector ﬁeld X is locally solvable (and hypoelliptic) at the elliptic points (all solutions are smooth).
At the non-elliptic points, the Nirenberg–Treves condition (P) is a necessary and suﬃcient condition
for local solvability. In fact condition (P) implies that equation Xu = f has a solution in C∞(Op).
Condition (P) for a differential operator P (x, D), with principal symbol p(x, ζ ), in an open set U can
be formulated as follows:
The operator P satisﬁes condition (P) if Im(p) does not change sign on any null-bicharacteristic of Re(p).
A null-bicharacteristic of Re(p) is an integral curve of the Hamiltonian ﬁeld of Re(p) in T ∗U on which
Re(p) vanishes.
In the case of vector ﬁelds, condition (P) has an another simple equivalent formulation: The vector
ﬁeld X satisﬁes condition (P) in an open set U if and only if the function ϑ deﬁned in (1.2) does not change
sign in any connected component of U\Σ∞ . It follows, in particular, that if X satisﬁes condition (P) in
a neighborhood of a point p ∈ Σ0 (of ﬁnite type), then in the local coordinates (s, t), given in (1.5),
the ﬁrst integral Z : Op → z(Op) ⊂ C is a homeomorphism. In this case, X is said to be hypocom-
plex. It implies that every solution u of the homogeneous equation Xu = 0 factors through Z by a
holomorphic function: u = H ◦ Z , where H is holomorphic in Z(Op).
2. Normal form ofX near a non-closed orbit
In this and the following sections, we give normalizations of the vector ﬁeld X in tubular
neighborhoods of the minimal orbits. By a minimal orbit we mean an orbit in which the function
ϑ = Im(AB) given in (1.2) vanishes to order 1 at some points of the orbit. In terms of the local co-
ordinates (s, t), as in (1.6), centered at a point p on the orbit, the integer l should be equal to 1 in
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almost everywhere on a minimal orbit. Hence, on each arc on a minimal orbit there are only ﬁnitely
many points where ϑ vanishes to an order > 1.
For a function f (s, t) of two variables we will denote by H f its Hamiltonian vector ﬁeld:
H f = ∂ f
∂t
∂
∂s
− ∂ f
∂s
∂
∂t
. (2.1)
Throughout this paper we will use the notation R	,δ for the rectangle given by
R	,δ =
{
(s, t) ∈ R2; −δ < s < δ, −	 < t < 	 +π}.
The normalization of X near a non-closed orbit is given by the following theorem.
Theorem 2.1. LetX be a Cω vector ﬁeld in a neighborhood of an orbit Γ ⊂ R2 . Let p, q be distinct points in Γ ,
and Γ (p,q) be an arc in Γ joining p to q. Then, there exists a Cω-diffeomorphism Φ : R	,δ → R2 with
Φ
(
(−	,π + 	) × {0})⊂ Γ, Φ(0,0) = p, Φ(0,π) = q,
and there exists a function g ∈ Cω(R	,δ,R) such that the pushforwardΦ∗Yg is a multiple of the vector ﬁeldX ,
where
Yg = ∂
∂t
− isHg . (2.2)
The function Z(r, t) = seig(s,t) is real analytic ﬁrst integral of Yg . Furthermore, if Γ is a minimal orbit of X ,
then g(0, t) ≡ 0 and when X satisﬁes condition (P), the derivative ∂ g
∂t does not change sign in s > 0 and in
s < 0.
Proof. Let γ : R → Γ be a Cω parametrization such that γ (0) = p and γ (π) = q. The image
γ ([−	,π + 	]) is then an arc in Γ containing p and q. Let η : [−	,π + 	] → R2 be of class Cω
and such that η(τ ) is a unit normal vector to Γ at the point γ (τ ). For δ > 0, consider the map
Φ : R	,δ → R2, Φ(σ , τ ) = γ (τ ) + ση(τ ).
By taking δ small enough, we can assume that Φ is a diffeomorphism onto U	,δ = Φ(R	,δ) and that
U	,δ ∩ Σ∞ = γ ([−	,π + 	]). The push forward Φ−1∗ X of X in U	,δ via Φ−1 is a vector ﬁeld in the
rectangle R	,δ for which the segment {0} × [−	,π + 	] is an orbit. Hence, Φ−1∗ X is a multiple of a
vector ﬁeld T1 of the form
T1 = ∂
∂τ
+ iσ B(τ ,σ ) ∂
∂σ
,
where B ∈ Cω(R	,δ,C).
Let T˜1 be the complexiﬁcation of T1 in the variable σ . That is,
T˜1 = ∂
∂τ
+ iσ˜ B˜(τ , σ˜ ) ∂
∂σ˜
,
where σ˜ = σ + iσ1 with σ1 ∈ (−	1, 	1) for some 	1 > 0, and B˜ is the holomorphic extension in
σ of B . The vector ﬁeld T˜1 deﬁnes a one-dimensional foliation in D(0, 	1) × (−	, 	 + π), where
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is the trajectory of the differential equation
dτ
dt
= 1, dσ˜
dt
= iσ˜ B˜(τ , σ˜ ), τ (0) = 0, σ˜ (0) = z.
The solution σ˜ (t, z) depends holomorphically on z.
Note that the curve σ˜ = 0 is an integral curve of T˜1. The surface S = D(0, 	1) × {0} is transversal
at (0,0) to the foliation deﬁned by the integral curves of T˜1. For each (z,0) ∈ S , let Lz be the integral
curve of T˜1 through (z,0). Then U =⋃|z|<	1 Lz is an open neighborhood of the curve σ˜ = 0. The leaf
space U/ ∼ (for the equivalence relation p ∼ p′ if Lp = Lp′ ) is a Riemann surface conformally equiv-
alent to the disk D(0, 	1). The projection map
Π : U → (U/ ∼)  D(0, 	1)
is real analytic in τ , holomorphic in σ˜ , and satisﬁes T˜1(Π(τ , σ˜ )) = 0, dΠ = 0, and Π(τ ,0) = 0.
We have then, Π(τ , σ˜ ) = σ˜ G˜(τ , σ˜ ) with G˜ holomorphic function and G˜(τ ,0) nowhere vanishing.
The restriction Π(τ ,σ ) = σG(τ ,σ ) is therefore a real analytic ﬁrst integral of the vector ﬁeld T1. We
can assume that Π is deﬁned in the rectangle R	,δ . We rewrite Π as
Π(τ ,σ ) = σ ∣∣G(τ ,σ )∣∣eiΘ(τ ,σ ),
where |G| and Θ ∈ Cω(R	,δ,R) are, respectively, the modulus and argument of the nonvanishing
function G . Consider the new variables σ1 = σ |G(τ ,σ )| and τ1 = τ . With respect to these new vari-
ables, the ﬁrst integral Π has the form Π = σ1eiΘ1(τ1,σ1) , with Θ1 real analytic and R-valued in some
rectangle R	,δ (with possibly smaller parameters 	 and δ). The vector ﬁeld T1 is therefore a multiple
of
T2 = ∂
∂τ1
− iσ1HΘ1 . (2.3)
This establishes the conjugacy between X and a vector ﬁeld of the form (2.2) with t = τ1, s = σ1,
and g = Θ1. Finally, since minimality of an orbit and condition (P) are invariant under change of
coordinates the conclusions g(0, t) ≡ 0 and ∂ g
∂t not changing sign follow. 
The following is a direct consequence of Theorem 2.1.
Corollary 2.2. Let Γ (p,q) andX be as in Theorem 2.1 and let ρ(x, y) be a Cω deﬁning function of the orbit Γ .
Then the vector ﬁeld X has a ﬁrst integral in a neighborhood of Γ (p,q) of the form Z = ρ(x, y)eiQ (x,y) with
Q real analytic and R-valued.
The following proposition will be used later on.
Proposition 2.3. Let Yg be the vector ﬁeld given by (2.2) with ﬁrst integral Z = seig(s,t) in R	,δ . Suppose
that Yg satisﬁes condition (P) and that s = 0 is a minimal orbit. Let a = |g(0,π) − g(0,0)|/π and f1, f2 ∈
C1((−δ, δ),R) satisfy f1(0) = 0 and f2(0) = π . For  > 0 (small) let Q + ⊂ R	,δ be given by
Q + =
{
(s, t); 0< s < , f1(s) < t < f2(s)
}
.
Then the function
Z1(s, t) = Z(s, t)1/a = s1/aeig(s,t)/a
is an injective ﬁrst integral of Yg in Q + and the boundary of Z1(Q + ) has a tangent at 0 ∈ C.
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g(0, t) ≡ 0 and ∂ g
∂t  0. For every s = s0 ﬁxed, the function g(s0, t) is an increasing function. With
a = (g(0,π) − g(0,0))/π > 0, we get
0 t1 < t2  π ⇒ 0< g(s, t2) − g(s, t1)
a
< π.
This guarantees that the function Z1 = Z1/a is injective in the rectangle R+	,δ = R	,δ ∩{s > 0}. The func-
tion Z1 sends the left boundary of Q + into the point 0 ∈ C, the lower and upper boundary curves
C1 (graph of the function f1) and C2 (graph of the function f2) into the curves C˜1 and C˜2 in C given
parametrically by
s1/aeig(s, f1(s))/a, and s1/aeig(s, f2(s))/a.
At s = 0, these curves make the angle
g(0, f2(0)) − g(0, f1(0))
a
= g(0,π) − g(0,0)
a
= π. 
Since the orbit {0}× (−	, 	+π) of Yg satisﬁes the Hörmander condition for semiglobal solvability
(see [14] or [15] and [16]), then condition (P) is enough to guarantee solvability of Yg in a tubular
neighborhood of the orbit. More precisely, we have the following theorem.
Theorem 2.4. Suppose that Yg satisﬁes condition (P). Then there exist 	1 > 0 and δ1 > 0 such for every
f ∈ C∞(R	,δ) the equation
Ygu = f (2.4)
has a solution u ∈ C∞(R	1,δ1).
3. Normal form ofX near a closed orbit
Now, we deal with the normalization of the real analytic vector ﬁeld in a neighborhood of a
minimal closed orbit. First, we set a notation. We will denote by (r, t) the canonical coordinates in
R × S1 and we identify a function f (r, t) deﬁned in R × S1, with a function in R × R that is 2π -
periodic in the variable t . For δ > 0, we set
Aδ = (−δ, δ) × S1.
Let C be a minimal closed orbit of X and let
Ψ : R2 → Aδ
be a real-analytic diffeomorphism deﬁned in an open neighborhood U ⊃ C such that Ψ (C) =
{0} × S1 = S10. The circle S10 is therefore a minimal orbit of Ψ∗X and Ψ∗X is a multiple of a vec-
tor ﬁeld in Aδ of the form
Y = ∂ − irM(r, t) ∂ (3.1)
∂t ∂r
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associate the number
μ(C) = 1
2π
2π∫
0
M(0, t)dt ∈ C. (3.2)
Now, we prove that, up to a sign the number μ(C) is an invariant of the vector ﬁeld X .
Proposition 3.1. Let Y be as in (3.1) and Φ : Aδ → R× S1 be a diffeomorphism with Φ(S10) = S10 . Then Φ∗Y
is a multiple of a vector Y1 of the form
Y1 = ∂
∂θ
− iρM̂(ρ, θ) ∂
∂ρ
,
where (ρ, θ) are the canonical coordinates in R × S1 . Furthermore,
2π∫
0
M̂(0, θ)dθ = ±
2π∫
0
M(0, t)dt,
with the sign + if Φ preserves the orientation of S10 , and the sign − if it reverses the orientation.
Proof. Let Φ(r, t) = (ρ, θ) with
ρ = r A(r, t), θ = B(t) + rC(r, t)
where the functions A and C are 2π -periodic in t , with A vanishing nowhere, and B : R → R satisfy-
ing B(t) = ±t+ B(0)+ B1(t) with B1 a 2π -periodic function and B ′(t) = 0 for all t . A direct calculation
shows that
M(0, t) = M̂(0, B(t))B ′(t) − i 1
A(0, t)
∂ A
∂t
(0, t).
Hence
2π∫
0
M(0, t)dt =
2π∫
0
M̂
(
0, B(t)
)
B ′(t)dt − i log
∣∣∣∣ A(0,2π)A(0,0)
∣∣∣∣= ±
2π∫
0
M̂(0, θ)dθ. 
From now on we will assume that the invariant μ(C) of a minimal closed orbit C satisﬁes
Reμ 0.
We recall the arithmetic condition known as Bruno condition that is used in the local lineariza-
tion of vector ﬁelds. An irrational number μ ∈ R\Q is said to satisfy the Bruno condition if
−2∑∞n=1 logωn(μ) < ∞, where
ωn(μ) =min
{|kμ− l|; k, l ∈ Z, 0< |k| < 2n}.
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minimal orbit.
Theorem 3.2. Let X be a Cω vector ﬁeld with a minimal closed orbit C and with invariant μ. Suppose
that either Imμ = 0 or μ ∈ R+\Q satisﬁes the Bruno condition. Then, there exists a Cω-diffeomorphism
Φ : U → A	 , where U is an open set containing C , with Φ(C) = S10 and there exists a function g ∈ Cω(A	,R)
with t + g(0, t) ≡ 0 such that Φ∗X is a multiple of the vector ﬁeld
Tμ,g = ∂
∂t
− iμr ∂
∂r
− iμrHg . (3.3)
Furthermore, when X satisﬁes condition (P), we have Reμ > 0 and the function 1+ gt(r, t) does not change
sign in A	 .
Remark 3.3. The particular case when X ∧ X vanishes to order 1 everywhere on C is studied in
[17,11]. In this case, g = 0 and the normal form of X near C is
∂
∂t
− iμr ∂
∂r
.
This normalization was proved in [17] for C∞ vector ﬁelds when μ ∈ C\R. When μ ∈ R, only a
C1 diffeomorphism is achieved in [17]. A generalization is obtained by Cordaro and Gong in [11] to
include Ck smoothness when μ ∈ R\Q. It is also proved in [11] that in general a C∞ smoothness
cannot be achieved when μ ∈ R but Cω normalization does hold when μ ∈ R\Q satisﬁes the Bruno
condition.
Remark 3.4. The function
Z(r, t) = |r|1/μ exp(it + ig(r, t)) (3.4)
is a ﬁrst integral of Tμ,g for r = 0. This function is in Cs(A	) with s < Re(μ−1). When Tμ,g sat-
isﬁes condition (P), this ﬁrst integral is a diffeomorphism from A+	 = A	 ∩ (R+ × S1) (respectively
A−	 = A	 ∩ (R− × S1)) onto the punctured disc D(0, 	Re(1/μ))\0. Note also, that if u is a continuous
solution of Tμ,gu = 0 in A	 , then there exist holomorphic functions H+ and H− deﬁned in the disc
D(0, 	Re(1/μ)) with H+(0) = H−(0) such that u(r, t) = H±(Z(r, t)) in A±	 .
Remark 3.5. If C is a closed orbit of X with invariant μ with Im(μ) = 0 or μ ∈ R\Q satisfying the
Bruno condition, then it follows from the normalization Theorem 3.2 that, X has a ﬁrst integral in a
tubular neighborhood of C of the form
∣∣ρ(x, y)∣∣1/μ exp(i P (x, y))
with ρ and P are real analytic and R-valued and where ρ is a deﬁning function of C .
4. Proof of Theorem 3.2
To prove this theorem, we follow the steps contained in [17]. We can assume, after using a diffeo-
morphism sending the closed orbit to S10 ∈ Aδ , that X is given by
X = ∂ − irC(r, t) ∂
∂t ∂r
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∫ 2π
0 C(0, t)dt with Reμ 0. Let X̂ be the complexiﬁcation of X in
the r variable:
X̂ = ∂
∂t
− irˆĈ(rˆ, t) ∂
∂ rˆ
,
where rˆ = r+ ir1 and Ĉ is the holomorphic extension of C in the r-variable to D(0, 	1)×S1 ⊂ C×S1,
with D(0, 	1) a disc with center 0 and radius 	1 > 0. The integral curve of X̂ through the point
(z,0) ∈ D(0, 	1) × S1 is the trajectory of the differential equation
drˆ
dt
= −irˆĈ(rˆ, t), rˆ(0) = z. (4.1)
The circle S10 is the integral curve through (0,0). The solution rˆ(t, z) depends holomorphically on z
and is real analytic in t . Denote by Ψ (z) the Poincaré map associated with the closed trajectory S10.
Hence, Ψ (z) = rˆ(2π, z) is holomorphic and Ψ (0) = 0. Now, we compute Ψ ′(0). We can write
Ĉ(rˆ, t) = C(0, t) + rˆĈ1(rˆ, t) and rˆ(t, z) = q(t)z + z2R(t, z). (4.2)
It follows at once from the system (4.1) that
dq
dt
= −iC(0, t)q, q(0) = 1
and so, q(t) = exp(−i ∫ t0 C(0, s)ds). Therefore,
Ψ ′(0) = ∂ rˆ
∂z
(2π,0) = q(2π) = exp(−2π iμ).
This shows that Ψ (z) = e−2π iμz+O (z2) is a germ of a conformal map at 0 ∈ C with linear part L(z) =
e−2π iμz. The function Ψ is conjugate to L, if |e−2π iμ| = 1 (case Imμ = 0) or if, μ ∈ R\Q satisﬁes the
Bruno condition (see [1,22,26], or [27]). In these cases, there exists a germ H of a conformal map at
0 ∈ C such that
Ψ (z) = H−1 ◦ L ◦ H(z). (4.3)
Consider the map Φ̂ deﬁned in a tubular neighborhood of the circle S10 in C × S1 by
Φ̂
(
rˆ(t, z), t
)= (H(z)e−iμt, t). (4.4)
Note that it follows from the Implicit Function Theorem, (4.1) and (4.2) that for every ζ ∈ C (small)
and every t ∈ R, there exists a unique function z = f (ζ, t) such that ζ = rˆ(t, z). Furthermore, the
function f is holomorphic in ζ , real analytic in t , and satisﬁes
f (ζ, t) = ζ
q(t)
+ O (ζ 2) and f (ζ,2π) = Ψ −1(ζ ). (4.5)
By using the function f , we can redeﬁne Φ̂ as
Φ̂(ζ, t) = (H( f (ζ, t))e−iμt, t). (4.6)
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This follows from Φ̂(ζ,0) = (H(ζ ),0), and by using (4.3) and (4.5), we get
Φ̂(ζ,2π) = (H( f (ζ,2π))e−2π iμ,2π)= (H(Ψ −1(ζ ))e−2π iμ,2π)= (H(ζ ),2π).
The diffeomorphism Φ̂ transforms the vector ﬁeld X̂ into a multiple of
X̂0 = ∂
∂t
− iμrˆ ∂
∂ rˆ
. (4.7)
Indeed, since the integral curves of X̂0 are given by rˆ0(t, z) = e−iμt z, then it follows from (4.4) that
Φ̂ sends an integral curve of X̂ onto an integral curve of X̂0. Therefore, Φ̂∗X̂ =mX̂0 as claimed.
Let (ρ̂, θ) = Φ̂(rˆ, t). It follows from the construction of Φ̂ , from (4.2), (4.5), and from the deﬁnition
of μ that
ρ̂(z, t) = H( f (z, t))e−itμ = H ′(0) f (z, t)e−iμt + O (z2)
= H ′(0)e
−iμt
q(t)
z + O (z2)
= H ′(0)exp
(
i
t∫
0
C(0, s)ds − iμt
)
z + O (z2)
= H ′(0)eC2(t)z + O (z2)= H ′(0)eC2(t)z P̂ (z, t) (4.8)
where C2(t) = i
∫ t
0 C(0, s)ds − iμt is 2π -periodic and with P̂ holomorphic in z, real analytic and 2π -
periodic in t , and satisfying P̂ (0, t) = 1. Let P (r, t) be the restriction of P̂ (rˆ, t) to the ring A	 . Set
R(r, t) = |P (r, t)| and Θ(r, t) = arg P (r, t). Since P (0, t) = 1 for all t , we have R,Θ ∈ Cω(A	,R) and
Θ(0, t) ≡ 0.
The function rˆ1/μeit is a (multi-valued) ﬁrst integral of X̂0 (any one of its branches satisﬁes
X̂0(rˆ1/μeit) = 0 for rˆ = 0). This means, that the function F̂ (rˆ, t) = ρ̂1/μeit is a multi-valued ﬁrst inte-
gral of X̂ . Its restriction F (r, t) = ρ(r, t)1/μeit is a ﬁrst integral of X for r = 0. In view of (4.8), if we
set 1/μ = α + iβ , then we get
F (r, t) = r1/μR(r, t)1/μ exp
(
it + C2(t) + Θ(r, t)
μ
)
=
(
rR exp
(
Re
(
C2 + Θ
αμ
)))α
riβ exp
(
i
(
t + b ln R + Im
(
C2 + Θ
μ
)))
.
Now we consider the new coordinates (r1, t1) in A	 given by
r1 = rR(r, t)exp
(
Re
(
C2(t) + Θ(r, t)
αμ
))
and t1 = t.
With respect to (r1, t1), the function F becomes
F (r1, t1) = r1/μ1 exp
(
i
(
t1 + g(r1, t1)
))
with g(r1, t1) ∈ Cω(A	,R) (so it is 2π -periodic in t1) and g(0, t1) = Im C2(t1)μ . In the (r1, t1)-
coordinates, the vector ﬁeld X is a multiple of the vector ﬁeld Tμ,g given by (3.3). This establishes
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zero. If in addition X satisﬁes condition (P), then so does Tμ,g and consequently 1 + ∂ g∂t1 does not
change sign in r1 > 0 and in r1 < 0. This together with the minimality of S10 imply that 1+ ∂ g∂t1 does
not change sign in A	 .
5. Solvability of Tμ,g
Let Tμ,g be as in (3.3). Without loss of generality, we can assume that g(0,0) = 0 (and so
g(0,2π) = 0). In this section we deal with the solvability, in a tubular neighborhood of S10, of the
equation
Tμ,gu = f (5.1)
with f ∈ C∞(A	,C). Note that a necessary condition for Eq. (5.1) to have a C0 solution is that
2π∫
0
f (0, t)dt = 0. (5.2)
We will refer to condition (5.2) by: f has period zero on the orbit.
The ﬁrst step is to reduce the study of (5.1) to the case when the r-Taylor series of f is identically
zero. By the r-Taylor series of a function G(r, t), we mean the series
∞∑
j=0
G j(t)r
j where G j(t) = 1
j!
∂ jG
∂r j
(0, t).
We rewrite (5.1) as
Lu = F (5.3)
with
L = ∂
∂t
− iμrM(r, t) ∂
∂r
, M = 1+ gt
1+ irgr , F =
f
1+ irgr . (5.4)
Let
∑∞
j=0 M j(t)r j and
∑∞
j=0 F j(t)r j be the r-Taylor series of M and F . Note that F0(t) = f (0, t) and
M0(t) = 1+ gt(0, t). We will say that the vector ﬁeld L is formally solvable if there exists a sequence
{u j(t)} j0 with u j ∈ C∞(S10,C) such that
L
( ∞∑
j=0
u j(t)r
j
)
=
∞∑
j=0
F j(t)r
j
or equivalently,
u′0(t) +
∞∑
j=1
[
u′j(t) − iμ
j−1∑
l=0
( j − l)Ml(t)u j−l(t)
]
r j = f0(t) +
∞∑
j=1
F j(t)r
j. (5.5)
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unique, up to an additive constant.
Proof. Suppose that μ /∈ Q so that e2π i jμ = 1 for all j ∈ Z+ . It follows from (5.5) that the system of
differential equations for the u j ’s is given by u′0(t) = F0(t) for j = 0 and
u′j(t) − i jμM0(t)u j(t) = F j(t) + iμ
j−1∑
k=1
kM j−k(t)uk(t) for j = 1,2, . . . . (5.6)
Since F0(t) = f (0, t) satisﬁes (5.2), then the solution u0(t) = K0 +
∫ t
0 F0(s)ds ∈ C∞(S1), where K0 is
an arbitrary constant. For j = 1, we get the linear ode
u′1(t) − iμ
(
1+ gt(0, t)
)
(t)u1(t) = F1(t)
with general solution
u1(t) =
[
K1 +
t∫
0
F1(s)e
−iμ(s+g(0,s)) ds
]
eiμ(t+g(0,t)),
with K1 ∈ C, an arbitrary constant. The unique periodic solution is obtained when we let
K1 = 1
1− e2π iμ
2π∫
0
F1(s)e
−iμ(s+g(0,s)) ds.
By induction, suppose that unique periodic solutions u1, . . . ,u j−1 have been found to satisfy sys-
tem (5.6). Then, after setting
G j(t) = F j(t) + iμ
j−1∑
k=1
kM j−k(t)uk(t),
the equation for u j becomes
u′j(t) − i jμ
(
1+ gt(0, t)
)
u j(t) = G j(t).
The general solution is
u j(t) =
[
K j +
t∫
0
G j(s)e
−i jμ(s+g(0,s)) ds
]
ei jμ(t+g(0,t))
with K j ∈ C. The unique periodic solution is obtained for
K j = 1
1− e2π i jμ
2π∫
0
G j(s)e
−i jμ(s+g(0,s)) ds.
This shows the formal solvability when μ /∈ Q.
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and e2iπqμ = 1. Consider F (r, t) = rqeip(t+g(0,t)) . The formal solvability of Lu = F gives u0 = constant,
u1 = u2 = · · · = uq−1 = 0 and uq satisﬁes the equation
u′q(t) − ip
(
1+ gt(0, t)
)
uq(t) = eip(t+g(0,t))
with no periodic solution. 
Theorem 5.2. Suppose that μ /∈ Q and Tμ,g satisﬁes condition (P). Then for every k ∈ Z+ and for every
f ∈ C∞(A	) satisfying (5.2) there exists u ∈ Ck(A	1 ) that is a solution of Eq. (5.1).
Proof. We begin by reducing the equation to the case when the r-Taylor series of the right-hand
side is zero. Let L and F be as in (5.4). Let
∑∞
j=0 u j(t)r j be a formal solution of LU = F . By Borel’s
Extension Theorem, we can ﬁnd a function V0 ∈ C∞(A	) such that
∂ j V0
∂r j
(0, t) = j!u j(t) j = 0,1, . . . .
The function G = F − LV0 ∈ C∞(A	) and its r-Taylor series is zero. Let
Z(r, t) = r1/μei(t+g(r,t)) (5.7)
be the ﬁrst integral of Tμ,g (and also of L). Let k ∈ Z+ and let N ∈ Z+ be such that k < N Re(1/μ).
Since the r-Taylor series of G is zero, then the function
Q (r, t) = G(r, t)
Z(r, t)N
∈ C∞(A	)
and its r-Taylor series is zero. We are going to show that the equation Lv = Q has a Hölder continu-
ous solution.
The characteristic set of L is given by
Σ = {(r, t) ∈ A	 : r(1+ gt(r, t))= 0}= S10 ∪ Σ0
with
Σ0 = {(r, t) ∈ A	 : 1+ gt(r, t) = 0}.
The analytic variety Σ0 (if not empty) intersects the orbit S10 at ﬁnitely many points (0, t1), . . . , (0, tp),
with 0  t1 < t2 < · · · < tp < 2π the roots of the equation 1 + gt(0, t) = 0. Since Tμ,g (or equiva-
lently L) satisﬁes condition (P), then equation Lv = Q is solvable in a neighborhood of each rectangle
R j = [−	1, 	1] × [t j − δ, t j + δ] ⊂ R × S1
for some positive numbers 	1 and δ. We can assume (by taking 	1 and δ small) that the rectangles
are mutually disjoints and that
Σ0 ⊂
p⋃
j=1
R j .
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then the function w j is constant on the segment {0} × [t j − δ, t j + δ]. We can therefore assume that
w j(0, t) = 0. Let W 0 ∈ C∞(A	1) such that
W 0 = w j in R j, for j = 1, . . . , p and W 0 = 0 on S10.
Hence, the function Q 1 = Q − LW 0 ∈ C∞(A	1 ) vanishes on S10 and in each rectangle R j . We
write Q 1(r, t) = rQ 2(r, t) with Q 2 ∈ C∞(A	1 ) and Q 2 = 0 in each R j . Since 1 + gt(r, t) = 0 on
A	1\
⋃p
j=1 R j , then we can write
Q 2(r, t) = −2i Re(1/μ) 1+ gt(r, t)
(1/μ)(1+ irμgr(r, t)) Q
3(r, t) (5.8)
with Q 3 ∈ C∞(A	1 ) and vanishing in the R j rectangles. With Z as in (5.7), a direct calculation gives
L Z(r, t) = −2i Re(1/μ) 1+ gt(r, t)
(1/μ)(1+ irμgr(r, t)) Z(r, t). (5.9)
It follows from condition (P) that
Z : A+	 = A	 ∩ R+ × S1 → D
(
0, 	a
)⊂ C
is a homeomorphism, where a = Re(1/μ) and D(0, 	a) is the disc with center 0 and radius 	a .
Moreover, Z is a local diffeomorphism off the variety Σ0. It follows from (5.8) and (5.9) that the
pushforward via Z of the equation
LW (r, t) = rQ 2(r, t) in A+	1 = A	1 ∩ {r > 0} (5.10)
gives rise to the CR equation
∂Ŵ+
∂ζ
= |ζ |
a
ζ
Q̂ 3(ζ ) in D
(
0, 	a1
)⊂ C, (5.11)
with Q̂ 3(ζ ) = Q 3(Z−1(ζ )). Note that since Q 3 = 0 on ⋃ R j ⊃ Σ0, then Q̂ 3 ∈ C∞(D(0, 	a1)\0) and
is bounded in D(0, 	a1). Therefore the CR equation (5.11) has a Hölder continuous solution Ŵ
+ in
D(0, 	a1) and is C
∞ outside 0. We can assume that Ŵ+(0) = 0. The function W+(r, t) = Ŵ+(Z(r, t))
solves (5.10) in A+	1 . A similar argument can be used to produce a Hölder continuous solution
W−(r, t) = Ŵ−(Z(r, t)) of (5.10) in A−	1 = A	 ∩ {r < 0}. Finally, the function V (r, t) deﬁned in A±	1
by
V (r, t) = V0(r, t) + ZN(r, t)
[
W±(r, t) + W 0(r, t)]
= V0(r, t) + rNμeiN(t+g(r,t))
[
W±(r, t) + W 0(r, t)]
solves the original equation LV = F . Moreover with the choice Na > k, we have V ∈ Ck(A	1 ). 
Theorem 5.3. If μ = p/q ∈ Q with p,q ∈ Z+ and gcd(p,q) = 1, then there exists f ∈ C∞(A	) satisfying
(5.2) such that Eq. (5.1) has no Cq solution in any neighborhood of S10 .
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f (r, t) = rqeip(t+g(r,t))(1+ irμgr(r, t)).
Then Eq. (5.1) is equivalent to
Lu = rqeip(t+g(r,t)).
We know (Proposition 5.1) that this equation is not formally solvable at level j = q and consequently
has no Cq solution. 
Theorem 5.4. There exists f ∈ C∞(A	) satisfying (5.2) such that Eq. (5.1) has no C∞ solution in any neigh-
borhood of S10 .
Proof. For μ ∈ Q, we know that Eq. (5.1) is not always solvable in C∞ category (Theorem 5.3) so
we assume that μ /∈ Q. Let ∑a j z j be a series in C with radius of convergence equal to zero. Let
F (z, z) ∈ C∞(C) whose Taylor series at 0 coincides with ∑a j z j . Thus,
∂ j F
∂z j
(0) = j!a j, ∂
j+k F
∂z j zk
(0) = 0, j,k ∈ Z+.
Hence, G = ∂ F
∂z ∈ C∞(C) and vanishes to inﬁnite order at 0. Deﬁne f ∈ C∞(A	) by
f (r, t) = G(Z(r, t))Tμ,g(Z(r, t)) for r  0 and f (r, t) = 0 for r < 0.
Now we show that for such a function f Eq. (5.1) has no C∞ solution.
The pushforward, via the ﬁrst integral Z , of Eq. (5.1) in A+	1 and in A
−
	1
lead to the CR equations in
the disk D(0, 	a1)
∂ Û+
∂z
= G(z) = ∂ F
∂z
and
∂ Û−
∂z
= 0.
Then, Û+ = F − H+ and Û− = H− , where H+ and H− are holomorphic functions in D(0, 	a1). For
r  0 we have
u(r, t) = F (Z(r, t))− H+(Z(r, t)).
Since H+ is holomorphic and the Taylor series of F is the divergent series
∑
a j z j , then we can ﬁnd
k such that ∂
kH+
∂zk
(0) = k!ak . For the smallest such integer k, we have then
u(r, t) =
(
ak − 1k!
∂kH+
∂zk
(0)
)
|r|k/μeik(t+g(r,t)) + o(|r|k/μ)
which is not of class C∞ on r = 0, since μ /∈ Q. 
Remark 5.5. Theorems 5.2, 5.3, and 5.4 are valid for the operator Tμ,g if g is only C∞ but with the
additional hypothesis that the equation 1+ gt(0, t) = 0 has only ﬁnitely many roots on the circle S10.
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ered in many papers including [4,8,9,5,6,17–19]. In [5,17,19], the study centered around vector ﬁelds
L with a minimal orbit and such that L ∧ L vanishes to order 1 everywhere on the orbit. The papers
[4,18,6] deal with vector ﬁelds having non-minimal closed orbits. Among the results contained in [4]
is the determination of the range of the operator
L = ∂
∂t
− ib(r, t) ∂
∂r
where b is R-valued and vanishes to order > 1 on r = 0. Papers [18,6], deal with the operator
L = ∂
∂t
− irnb(r, t) ∂
∂r
with n > 1 and where b is C-valued and b(0, t) = 0 for all t . For these vector ﬁelds, for which the
closed orbit is not minimal, the equation Lu = f is solvable in the C∞ category, provided that f
satisﬁes the compatibility conditions. In papers [8,9], solvability of rotation invariant vector ﬁelds is
studied.
6. First integrals forX
We construct ﬁrst integrals for X in regions where it is hypocomplex. These ﬁrst integrals will be
used later for the global solvability. As before, let X be a locally solvable, real analytic vector ﬁeld
deﬁned in an open set Ω˜ ⊂ R2. We denote by Σ = Σ0 ∪Σ∞ the characteristic set of X , where Σ0 is
the set of points of ﬁnite type, and Σ∞ those of inﬁnite type (union of orbits). Let Ω ⊂ Ω˜ be a simply
connect and relatively compact subset of Ω˜ . We assume that Ω has a smooth boundary of class Cω
and that ∂Ω intersects transversally the manifold Σ∞ . Let Σ∞c (Ω) be the union of the closed orbits
of X that are contained in Ω . Thus, Σ∞c (Ω) consists of a ﬁnite number of simple closed curves. Let
Σ∞a (Ω) =
(
Σ∞\Σ∞c (Ω)
)∩ Ω.
That is, Σ∞a (Ω) is the union of the non-closed orbits in Ω . Note that it is possible that two com-
ponents of Σ∞a (Ω) are arcs contained in the same orbit of X in the larger set Ω˜ . The following
lemma is a direct consequence of the simple connectedness of Ω and the transversal intersection of
∂Ω with Σ∞ .
Lemma 6.1. Let Γ be a component of Σ∞a (Ω). Then ∂Ω ∩ Γ = {α,β} contains two distinct points and Γ
divides Ω into two simply connected components Ω1Γ and Ω
2
Γ with Ω
1
Γ ∩Ω2Γ = Γ . Furthermore, if Γ ′ is any
other connected component of Σ∞a (Ω), then Γ ∩ Γ ′ = ∅.
Lemma 6.2. Let Γ1, . . . ,ΓN be the components of Σ∞a (Ω). We have
Ω\Σ∞a (Ω) = Ω1 ∪ · · · ∪ ΩN+1, (6.1)
where each Ω j is simply connected and such that any two distinct components Ω j and Ωk satisfy either
Ω j ∩ Ωk = ∅ or Ω j ∩ Ωk = Γl for some component Γl of Σ∞a (Ω).
Proof. Let Γ1 be a component of Σ∞a (Ω) such that Ω\Γ1 has two components Ω1 and Ω̂1 satisfy-
ing Ω1 ∩ Ω̂1 = Γ1 and Ω1 ∩ Σ∞a (Ω) = Γ1 (i.e., Ω1 ∩ Σ∞a (Ω) = ∅). Such a component Γ1 exists by
Lemma 6.1. The component Ω1 is therefore simply connected and its closure is either disjoint from
the closure of any other connected component of Ω\Σ∞a (Ω) or intersects it along Γ1. Now, replace
the open set Ω by Ω̂1 and Σ∞a (Ω) by Σ∞a (Ω)\Γ1 and repeat the above argument: Let Γ2 be a con-
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connected and satisfying Ω2 ∩ Ω̂2 = Γ2 and Ω2 ∩ Σ∞a (Ω)\Γ1 = Γ2. The components Ω1, Ω2 satisfy
the lemma and this process can be continued until all components of Σ∞a (Ω) are exhausted. 
The boundary ∂Ω j of each component Ω j of Ω\Σ∞a (Ω) is then a simple, closed, and piecewise
smooth curve that consists of the union of an arc in ∂Ω with starting and ending points at Σ∞a
followed by a component of Σ∞a (Ω), followed by an arc in ∂Ω and then a component of Σ∞a (Ω),
and so on. More precisely, for a given component Ω j :
• There exist points p1j , . . . , pmj ∈ ∂Ω ∩ Σ∞a and q1j , . . . ,qmj ∈ ∂Ω ∩ Σ∞a ;
• for each k = 1, . . . ,m, there is an arc lk ⊂ ∂Ω starting at pkj and ending at qkj ;
• for each k = 1, . . . ,m, there is a connected components Γk of Σ∞a (Ω) which is an arc starting at
qk−1j and ending at p
k
j (we have set q
0
j = qmj )
such that
∂Ω j = Γ1 ∪ l1 ∪ Γ2 ∪ l2 ∪ · · · ∪ Γm ∪ lm. (6.2)
Note that each arc lk intersects the arcs Γk and Γk+1 transversally at pk and qk , respectively (with the
understanding that Γm+1 = Γ1).
Let Ω j be a (simply) connected component of Ω\Σ∞a (Ω) with boundary given by (6.2). Let
Ω j\Σ∞c (Ω) = Ω0j ∪ Ω̂0j , (6.3)
where Ω0j is the non-relatively compact component (in Ω j) and Ω̂
0
j the union of the relatively com-
pact components. Hence, there exist closed orbits C1, . . . ,Cp contained in Ω j such that
∂Ω0j = ∂Ω j ∪ C1 ∪ · · · ∪ Cp and ∂Ω̂0j = C1 ∪ · · · ∪ Cp . (6.4)
Denote by Int(Ck) the interior of the closed orbit Ck . We have then
Ω j = Ω0j ∪ Int(C1) ∪ · · · ∪ Int(Cp). (6.5)
We have the following integrability result in Ω0j . We will denote by D the unit disc in C with center 0.
Theorem 6.3. Let Ω j be a simply connected component of Ω\Σ∞a (Ω) with boundary given by (6.2) and let
Ω0j be the non-relatively compact component of Ω j\Σ∞c (Ω) with boundary given by (6.4). Then, there exist
a function
Z : Ω0j → D;
points z1, . . . , zp ∈ D; and points ζ1, . . . , ζm ∈ ∂D such that:
(1) Z ∈ Cω(Ω0j ,D) and Z is Cω across the lk arcs of ∂Ω j ;
(2) X Z = 0 and dZ = 0 in Ω0j ;
(3) Z : Ω0j → D\{z1, . . . , zp} is a homeomorphism;
(4) Z(Ck) = zk for k = 1, . . . , p and Z(Γs) = ζs for s = 1, . . . ,m
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for every p ∈ Ω0j , there exist an open set Op with p ∈ Op ⊂ Ω0j and a Cω ﬁrst integral Zp of X
in Op such that Zp : Op → Zp(Op) is a homeomorphism. Furthermore, if two such charts (Op, Zp)
and (Oq, Zq) intersect, then the transition function Zq ◦ Z−1p is holomorphic in Zp(Op ∩ Oq) ⊂ C.
The collection {(Op, Zp)}p∈Ω0j generates a complex structure on the open set Ω
0
j . By using uni-
formization of planar Riemann surfaces (see [12] or [23] for example), we can ﬁnd a one-to-one
function G ∈ Cω(Ω0j ,C) satisfying XG = 0 and dG = 0. Since X is deﬁned in a larger open set Ω˜ ,
then we can assume that G extends smoothly across the curves lk ’s along which X is hypocomplex.
It follows from Corollary 2.2 that G is constant on each orbit Γs . Thus, there exist β1, . . . , βm ∈ C
such that G(Γs) = βs . It follows from Theorem 3.2 and Remarks 3.4 and 3.5 that for every closed orbit
Ck ⊂ ∂Ω0j , we can ﬁnd an open set U ⊂ Ω j such that G maps U ∩ Ω0j onto a punctured disk in C.
Thus, the function G extends continuously to the curves Ck on which it is constant. Hence, there exist
α1, . . . ,αp ∈ C such that lim(x,y)→p∈Ck G(x, y) = αk . Therefore, the function
G : Ω0j ∪ C1 ∪ · · · ∪ Cp → C
is continuous and its image V = G(Ω0j ∪ C1j ∪ · · · ∪ C pj ) is open and simply connected subset of C.
Furthermore V = C since G extends as a local homeomorphism in neighborhoods of points on the
arcs lk ’s. Let then H : V → D be a conformal map. Then H extends continuously as a homeomorphism
H : V → D (in fact H is smooth across each curve G(lk)). The function Z = H ◦G satisﬁes the theorem
with zl = H(αl) ∈ D and ζk = H(βk) ∈ ∂D. 
Now we consider an open set whose boundary consists of closed orbits. Let W ⊂ Ω be open and
such that ∂W ⊂ Σ∞c (Ω) and W ∩Σ∞ = ∅ (so that X is hypocomplex in W). Thus, there exist closed
orbits C0, . . . ,Cq in Ω such that
∂W = C0 ∪ C1 ∪ · · · ∪ Cq and W ⊂ Int(C0). (6.6)
In the following theorem C will denote the Riemann sphere C ∪ {∞}. If f is a C-valued function
in a neighborhood of a point p with f (p) = ∞, by X f = 0 we mean that 1/ f is continuous in a
neighborhood of p and X (1/ f ) = 0.
Theorem 6.4. Let W ⊂ Ω satisfy (6.6). Then, for every ζ0 ∈ C, there exist points ζ1, . . . , ζq ∈ C and a contin-
uous function
Z : W → C
such that
(1) Z : W → C\{ζ0, . . . , ζq} is a Cω homeomorphism;
(2) X Z = 0 and dZ = 0 in W ;
(3) Z(Ck) = ζk for k = 0, . . . ,q.
Proof. As in the proof of the previous theorem, by uniformization of planar Riemann surfaces, we
can ﬁnd a one-to-one Cω function G : W → C with XG = 0 and dG = 0. Furthermore, G maps a
tubular neighborhoods of the boundary curves Ck ’s in W onto a disk (Theorem 3.2 and Remark 3.4).
This means that G(W) is the entire plane C with q distinct points removed and one of the bound-
ary curves is mapped to ∞. Thus, there exist distinct points α0, . . . ,αq ∈ C, one of them being ∞
such that G(W) = C\{α0,α1, . . . ,αq}. Hence, G extends as a continuous function G : W → C with
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tion Z = A ◦ G satisﬁes the theorem. 
The minimality of the orbits of X implies that a ﬁrst integral reverses the orientation across an
orbit. More precisely, we have the following theorem.
Theorem 6.5. Let U ⊂ Ω˜ be open and such that U\Σ∞ = U1 ∪ U2 with U1,2 connected and U1 ∩ U2 = Γ
is (minimal) orbit of X . If Z j : U j → C ( j = 1,2) are a ﬁrst integrals of X , then one of the maps, say Z1 , is
orientation preserving in U1 and the other Z2 is orientation reversing in U2 .
Proof. Note that since X is hypocomplex in the connected set U1, if Z1 preserves (respectively
reverses) the orientation in an open subset V ⊂ U1, then it preserves (respectively reverses) the orien-
tation everywhere on U1. Similarly, for the ﬁrst integral Z2. Now, let p ∈ Γ . It follows from the local
normalization (1.6) and the minimality of Γ , that we can ﬁnd coordinates, a local diffeomorphism Φ
in an open set O ⊂ R2 with (0,0) ∈ O, Φ(0,0) = p, and an R-valued real analytic function ψ(s, t)
with ψ(0, t) ≡ 0 such that Z0 = s + isψ(s, t) is a local ﬁrst integral of Φ−1∗ X . The condition (P) im-
plies that ψt(s, t) does not change sign. The Jacobian of the map (s, t) → (s, sψ(s, t)) is sψt(s, t). This
Jacobian is  0 in s > 0 and  0 in s < 0. The ﬁrst integral Z0 therefore preserves the orientation
in s > 0 and reverses it in s < 0. For the original ﬁrst integrals Z1, Z2, we have Z j = H j ◦ Z0 in
U j ∩Φ(O) with H j holomorphic. This implies that if Z1 preserves the orientation in U1 ∩Φ(O), then
Z2 reverses it in U2 ∩ Φ(O). 
7. Example
Here we give an example to illustrate the decomposition of Ω carried out in the previous section.
Let ρ1, ρ2, and ρ3 be the function in R2 given by
ρ1(x, y) = (x− 2)2 + y2 − 1,
ρ2(x, y) = (x+ 2)2 + y2 − 1,
ρ3(x, y) = (x+ 2)2 + y2 − 1
4
.
These are, respectively, the deﬁning functions of the circle C1 with center (2,0) radius 1, the circle C2
with center (−2,0) radius 1, and the circle C3 with center (−2,0) radius 1/2. For μ1,μ2,μ3 ∈ R∗ ,
let
f (x, y) = xρ1(x, y)μ1ρ2(x, y)μ2ρ3(x, y)μ3
and consider the polynomial
P (x, y) = ρ1ρ2ρ3 +μ1xρ2ρ3ρ1x +μ2xρ1ρ3ρ2x +μ3xρ1ρ2ρ3x
= xρ1ρ2ρ3 ∂ log | f (x, y)|
∂x
.
Choose μ1, μ2, and μ3 so that
P (x, y) > 0, ∀(x, y) ∈ R2, x2 + y2  25.
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X = xρ1ρ2ρ2
[
∂ log | f (x, y)|
∂ y
∂
∂x
− ∂ log | f (x, y)|
∂x
∂
∂ y
+ kiyk−1 ∂
∂x
]
.
Note that −P (x, y) is the coeﬃcient of ∂
∂ y and so the vector ﬁeld X has no singularities in the disk
with radius 5.
We have
X ∧ X = 2ikyk−1(xρ1ρ2ρ3)P (x, y) ∂
∂x
∧ ∂
∂ y
.
Hence, the characteristic set of X is the variety
Σ = {yk−1xρ1ρ2ρ3 = 0}.
Note that X is tangent to the y-axis and to the circles C1, C2, and C3. Thus, these are the orbits of X .
Furthermore, each orbit is minimal and the invariant of the circle C j is 1/μ j . To see why, it suﬃces
to notice that the function Z(x, y) = f (x, y)eiyk is a ﬁrst integral of X outside the orbits. If k > 1, the
x-axis (minus the seven points where it intersects the orbits) is the set of points where X is of ﬁnite
type. Moreover, X satisﬁes condition (P), if k is an odd number.
If we take Ω = D(0,4), the disk with radius 4, then
Σ∞a (Ω) = {0} × [−4,4] and Σ∞c (Ω) = C1 ∪ C2 ∪ C3.
Therefore, Ω\Σ∞a (Ω) has 2 components, the right and left semi-discs, D+(0,4) and D−(0,4).
The semi-discs decompose into the following components in which X is hypocomplex
D+(0,4)\Σ∞c (Ω) =
(
D+(0,4) ∩ Ext(C1)
)∪ Int(C1),
D−(0,4)\Σ∞c (Ω) =
(
D−(0,4) ∩ Ext(C2)
)∪ (Int(C2) ∩ Ext(C3))∪ Int(C3),
where Ext(C j) denotes the exterior of C j .
If we take Ω = D(0,2.75), then Σ∞c (Ω) = C3 and Σ∞a (Ω) = Γ0 ∪ Γ1 ∪ Γ2, where
Γ0 = {0} × [−2.75,2.75], Γ1 = C1 ∩ D(0,2.75), Γ2 = C2 ∩ D(0,2.75).
Ω\Σ∞ has ﬁve components, four of which are not relatively compact in Ω , and Int(C3) which is
relatively compact.
8. Solvability ofX in Ω
In this section, we study the solvability of the equation
Xu = f (8.1)
in a ﬁxed domain Ω , with f ∈ C∞(Ω). The vector ﬁeld X and the domain Ω are as in Section 6.
In particular, Ω is simply connected and with smooth boundary (of class Cω) that intersects Σ∞
transversally. As we have seen in Section 5, the presence of the compact orbits of X forces f to
satisfy a compatibility condition in order for (8.1) to have a solution. To formulate this condition
independently on the particular choice of the coordinates, we write Eq. (8.1) using differential forms.
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a 1-form η of class C∞ such that f dxdy = ω ∧ η. Hence, Eq. (8.1) is equivalent to the equation
ω ∧ du = ω ∧ η. Let C be compact orbit of X in Ω . We will say that f has zero period on C if∫
C η = 0. Note that this condition is independent on the choice of the form η. Indeed, if η′ is another
form such that f dxdy = ω ∧ η′ , then η′ = η +mω, for some function m, and consequently∫
C
η′ =
∫
C
(η +mω) =
∫
C
η
since the pullback of ω to the orbit C is 0. We will say that f has zero periods in Ω if it has zero
period on each compact orbit contained in Ω . We will also assume throughout that for each closed
orbit C , its invariant μ(C) satisﬁes either μ(C) /∈ R or μ(C) ∈ R\Q satisﬁes the Bruno condition.
We start by reducing the study of (8.1) to the case when f = 0 in an open neighborhoods of the
orbits.
Proposition 8.1. Let f ∈ C∞(Ω) have zero periods and let k ∈ Z+ . Then there exist an open set N ⊂ Ω˜ with
Σ∞ ∩ Ω ⊂ N and a function U ∈ Ck(Ω) ∩ C∞(Ω\Σ∞) such that
XU = f in N . (8.2)
Proof. Let Γ be a component of Σ∞a (Ω). It follows from Theorems 2.1 and 2.4 that there exist an
open neighborhood N (Γ ) of Γ in Ω˜ and uΓ ∈ C∞(N (Γ )) such that XuΓ = f in N (Γ ). Similarly,
if C is a compact orbit, then, from Theorems 3.2 and 5.2, we can ﬁnd an open tubular neighborhood
N (C) and uC ∈ Ck(N (C)) such that XuC = f in N (C).
For each component Γ j of Σ∞a (Ω) and each component Ck of Σ∞c (Ω), we have then open sets
N (Γ j) and N (Ck) and Ck functions u j and uk satisfying (8.1) in their domains. Let N1(Γ j) and
N1(Ck) be open subsets of Γ j and Ck such that
Γ j ⊂ N1(Γ j) ⊂ N (Γ j) and Ck ⊂ N1(Ck) ⊂ N (Ck).
We can assume that the collection of all the open sets N (Γ j)’s and N (Ck)’s are mutually disjoint.
We can ﬁnd a function
U ∈ C∞(Ω\Σ∞)∩ Ck(Ω)
such that U = u j in N1(Γ j) and U = uk in N (Ck). Hence,
XU = f in N =
⋃
j
N1(Γ j) ∪
⋃
k
N1(Ck). 
From now on, we will assume, after replacing f by f − LU (Proposition 8.1), that the function f
is identically zero in a tubular neighborhood of the manifold Σ∞ .
For an open set U ⊂ Ω , we denote by C∞k,μ(U) the space of functions u : U → C such that:
• u ∈ C∞(U\Σ∞);
• if Γ ⊂ U is a non-closed orbit, then u ∈ Ck(N (Γ )), with N (Γ ) an open tubular neighborhood
of Γ ; and
• if C ′ ⊂ U , is a closed orbit with invariant μ′ ∈ R+ + iR, then u ∈ CRe(1/μ′)−	(N (C ′)), for every
	 > 0, with N (C ′) an open neighborhood of C ′ .
A. Meziani / J. Differential Equations 251 (2011) 2896–2931 2919If C0 ⊂ Ω is a closed orbit, we denote by Int(C0) the interior of C0 and by
Int0(C0)
the component of Int(C0)\Σ∞c (Ω) that is not relatively compact. Thus,
∂ Int0(C0) = C0 ∪ C1 ∪ · · · ∪ Cq (8.3)
where C1, . . . ,Cq are closed orbits contained in Int(C0) and X is hypocomplex in Int0(C0).
Proposition 8.2. Let C0 be a closed orbit of X . Then there exists u ∈ C∞μ (Int0(C0)) such that Xu = f . Fur-
thermore, u is constant on each orbit and the value of u on C0 can be taken arbitrarily in C.
Proof. Let Z : Int0(C0) → C be the ﬁrst integral of X as in Theorem 6.4 with Z(C0) = ∞ and Z(C j) =
z j ∈ C for j = 1, . . . ,q (here the C j are the components of ∂ Int0(C0) as in (8.3)). Since supp( f ) ∩
Int0(C0) is compact, then we can ﬁnd 	 > 0 such that
Z−1
(
D(z j,2	)
)∩ supp( f ) = ∅, for j = 1, . . . ,q,
Z−1
({
z; |z| > 1/	})∩ supp( f ) = ∅.
Set
N j,	 = Z−1
(
D(z j, 	)
)
, N j,2	 = Z−1
(
D(z j,2	)
)
for j = 1, . . . ,q,
N0,	 = Z−1
({
z: |z| > 2/	}) and N0,2	 = Z−1({z: |z| > 1/	}).
Let
K = Int0(C0)\
q⋃
j=0
N j,2	 .
Let {Ok}k>q be an open covering of K such that X is solvable in each Ok . We can assume that
Ok ∩ N j,	 = ∅ for k > q and j = 0, . . . ,q. Hence for each k > q, there exists uk ∈ C∞(Ok) such that
Xuk = f . Therefore, if Om ∩ On = ∅, then X (un − um) = 0 and so there exists hmn , a holomorphic
function in Z(Om) ∩ Z(On), such that un − um = hmn ◦ Z . The collection {hmn} is a cocycle for the
covering {Z(Ok)} and the disks {D(z j,2	)}. Hence, we can ﬁnd holomorphic functions h j in D(z j,2	)
for j  q and in Z(O j) for j > q such that hmn = hn − hm . The function u deﬁned in Int0(C0) by
u = h j ◦ Z in N j,2	 for 0 j  q,
u = u j + h j ◦ Z in O j for j > q (8.4)
is a solution of Xu = f in Int0(C0). It remains to verify that u ∈ CRe(μ j)−	 in a neighborhood of the
orbit C j . This follows at once from the fact that u = h j ◦ Z (in (8.4)) in a neighborhood of C j and from
the representation of Z in an N j . Namely,
Z(x, y) = ρ j(x, y)1/μ jei P (x,y)
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on each orbit C j (since f vanishes on the C j ’s). Therefore, for any c0 ∈ C, we can replace u by
U = u − u(C0) + c0 so that the new solution U takes the value c0 on the curve C0. 
Proposition 8.3. Let C0 be a closed orbit, then there exists u ∈ C∞μ (Int(C0)) satisfying Eq. (8.1).
Proof. We know from Proposition 8.2 that there is u0 ∈ C∞μ (Int0(C0)) such that Xu0 = f . Suppose
that
∂ Int0(C0) = C0 ∪ C01 ∪ · · · ∪ C0q0
where C01, . . . ,C
0
q0 are closed orbits. Let c
0
j = u0(C0j ). By Proposition 8.2, we can ﬁnd u0j ∈
C∞μ (Int0(C0j )) such that Xu0j = f and u0j (C0j ) = c0j . Let
W1 = Int0(C0) ∪ Int0
(
C01
)∪ · · · ∪ Int0(C0q0).
Deﬁne a function u1 in W1 as follows
u1 = u0 in Int0(C0) and u1 = u0j in Int0
(
C0j
)
for j = 1, . . . ,q0.
Then, u1 ∈ C∞μ (W1) and Xu1 = f . If W1 = Int0(C0), then
∂W1 = C0 ∪ C11 ∪ · · · ∪ C1q1
with C1j closed orbits. Let c
1
j = u1(C1j ) for j = 1, . . . ,q1. We apply again Proposition 8.2 to obtain
u1j ∈ C∞μ (Int0(C1j )) satisfying Xu1j = f and u1j (C1j ) = c1j . Let
W2 = W1 ∪ Int0
(
C11
)∪ · · · ∪ Int0(C1q1).
The argument used to extend the function u0 to u1 can be repeated to extend u1 to a function
u2 ∈ C∞μ (W2) and satisfying Xu2 = f . This process can be continued until all the closed orbits in
Int0(C0) are reached and so that a solution in Int(C0) is constructed. 
Let W be a component of Ω\Σ∞a (Ω) so that W is simply connected (Lemma 6.2) and its bound-
ary ∂W consists of a succession of arcs: one orbit in Σ∞a (Ω) followed by an arc in ∂Ω . More
precisely, as in (6.2), we have
∂W = Γ1 ∪ l1 ∪ · · · ∪ Γp ∪ lp (8.5)
with Γ1, . . . ,Γp orbits and l1, . . . , lp arcs contained in ∂Ω . Let W0 be the component of W\Σ∞c (Ω)
such that ∂W0 ⊃ ∂W . Then, there are closed orbits C1, . . . ,Cq such that
∂W0 = Γ1 ∪ l1 ∪ · · · ∪ Γp ∪ lp ∪ C1 ∪ · · · ∪ Cq. (8.6)
Note that X is hypocomplex in W0, and that
W = W0 ∪ Int(C1) ∪ · · · ∪ Int(Cq). (8.7)
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C∞N,μ(W0) such that Xu = f and u vanishes to order N on each boundary curve Γ j ⊂ ∂W0 .
Proof. Let Z : W0 → D be the uniformizing ﬁrst integral of X as in Theorem 6.3. For j = 1, . . . , p
let ζ j = Z(Γ j) ∈ ∂D and for k = 1, . . . ,q let zk = Z(Ck) ∈ D. Choose 	 > 0 small enough so that the
collection of disks D(ζk,2	) and D(z j,2	) are mutually disjoint and such that
Z−1
(
D(ζk,2	)
)∩ supp( f ) = ∅ and Z−1(D(ζ j,2	))∩ supp( f ) = ∅.
Since X is hypocomplex in a neighborhood of
K = W0\
( p⋃
k=1
Z−1
(
D(ζk,2	)
)∪ q⋃
j=1
Z−1
(
D(z j,2	)
))
then there is a covering {Os}s1 of K by open sets in which X is solvable. For each s there is
us ∈ C∞(Os) such that Xus = f . We can assume that
Os ∩ Z−1
(
D(ζ j, 	)
)= Os ∩ Z−1(D(zk, 	))= ∅,
for j  p, k  q, and s  1. Again, on the overlaps Om ∩ On we have un − um = hmn ◦ Z with hmn a
holomorphic function in Z(Om ∩On). On the open set
D ∪
p⋃
j=1
D(ζ j,2	)
we have the cocycle {h}mn of holomorphic functions and consequently a coboundary {hs}s1, with hs
holomorphic in D(ζs,2	) for s p, hp+s holomorphic in D(zs,2	) and hp+q+s holomorphic in Z(Os).
The function u deﬁned on W0 by
u = hs ◦ Z in Z−1
(
D(ζs,2	)
)
for s = 1, . . . , p;
u = hp+s ◦ Z in Z−1
(
D(zs,2	)
)
for s = 1, . . . ,q;
and
u = us + hs+p+q ◦ Z in Os for s 1
is a global solution of Xu = f in W0. It follows (Remark 3.4) that u is in Cμ−	 in a neighborhood
of each closed orbit on ∂W0 with invariant μ. To complete the proof, we modify the solution u so
that the new solution vanish to a desired order on the Γ -orbits of ∂W0. Let M ∈ Z+ and let H
be a holomorphic function in C such that for each j = 1, . . . , p, the function H coincides with the
holomorphic function h j to order M at the point ζ j . Let
u˜(x, y) = u(x, y) − H ◦ (Z(x, y)).
Then X u˜ = f , u˜ ∈ CRe(1/μ)−	 near each closed orbit and it vanishes to order N along the Γ -orbits
provided that M is large enough. 
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there exists u ∈ C∞N,μ(W) such that u vanishes to order N along each orbit Γ j and solves equation Xu = f .
Proof. With W as in (8.7), we know (Proposition 8.4) that there exists u0 ∈ C∞N,μ(W0) that satisﬁes
Xu0 = f . For each closed orbit C j ⊂ ∂W0, let c j = u0(C j). By Proposition 8.3, we can ﬁnd u j ∈
C∞μ (Int(C j)) such that Xu j = f and u j(C j) = c j . The function u deﬁned in W by
u = u0 in W0, u = u j in Int(C j), j = 1, . . . ,q
solves Xu = f , vanishes to order N along the Γ j ’s and is of class CRe(μ)−	 on the closed orbits. 
Note that since for any two components W1 and W2 of Ω\Σ∞a (Ω) we have either ∂W1 ∩
∂W2 = ∅ or ∂W1 ∩ ∂W2 = Γ for some orbit in Σ∞a (Ω), it follows at once from Proposition 8.5
that the equation Xu = f is solvable on W1 ∪W2. We have then established the following result.
Theorem 8.6. For every k ∈ Z+ and for every f ∈ C∞(Ω) with zero periods on the closed orbits, there exists
u ∈ C∞k,μ(Ω) such that Xu = f .
Remark 8.7. We proved in Theorem 5.2 that the equation Xu = f has solutions of class Ck (with arbi-
trary k ∈ Z+) in a tubular neighborhood of any closed orbit (provided of course that f has period zero
on the orbit). This semiglobal regularity does not extend to global solutions. The CRe(1/μ)-regularity is
optimal for global solvability. The following example illustrates the situation.
9. Example
In R2 with coordinates (x, y), set z = x+ iy and polar coordinates z = reiθ with r2 = x2 + y2. Let
P (r) = − 5+ 	
8(r2 − 1) +
1+ 	
2(r2 − 4) ,
with arbitrary 	 > 0. Consider the vector ﬁeld X given by
X = (r2 − 1)(r2 − 4)Y
with
Y = (1+ 2xzP (r)) ∂
∂ y
− (i + 2yzP (r)) ∂
∂x
.
Note that the coeﬃcients of X are polynomials of degree 4 and that X is nowhere vanishing. A direct
calculation gives
X ∧ X = (r2 − 1)2(r2 − 4)2Y ∧ Y
= 2i(r2 − 1)2(r2 − 4)2(1+ 2r2P (r))∂y ∧ ∂x
= 2i(r2 − 1)(r2 − 4)[3(1+ 	)
4
r4 − r2 + 4
]
∂y ∧ ∂x.
Since 3(1+	)4 r
4 − r2 + 4 > 0 for all r, then the characteristic set of X consists of the circles r = 1 and
r = 2. These are closed orbits of X with invariants μ1 = 8/(5+ 	) and μ2 = 2/(1+ 	)
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X = −i(r2 − 1)(r2 − 4)eiθ[ ∂
∂r
+ i
(
1
r
− (5+ 	)r
4(r2 − 1) +
(1+ 	)r
r2 − 4
)
∂
∂θ
]
.
Note that the function Z deﬁned by
Z = reiθ ∣∣r2 − 1∣∣−(5+	)/8∣∣r2 − 4∣∣(1+	)/2
is a ﬁrst integral of X for r = 1 and for r = 2. Furthermore,
Z : {(x, y): x2 + y2 < 1}→ C
is a diffeomorphism and Z({r = 1}) = ∞. Also
Z : {(x, y): 1< x2 + y2 < 4}→ C\0
is a diffeomorphism and Z({r = 2}) = 0. It particular, it follows that if U is any bounded solution
of XU = 0 in the annulus 1  r  2, then U is constant (Liouville property). Indeed, any solution
of XU = 0 factors through Z by a holomorphic function. If the solution is bounded in the whole
annulus, then the holomorphic function needs to be an entire bounded holomorphic function.
Now we consider the equation Xu = f . Let g ∈ C∞(R) be such that
supp(g) ⊂ (1,2) and
2∫
1
g(s)ds = 1.
Let f ∈ C∞(R2) be deﬁned as
f (r, θ) = −ir(r2 − 1)(3−	)/8(4− r2)(3+	)/2g(r)e2iθ
and consider the equation Xu = f . In polar coordinates, this equation is
∂u
∂r
+ i
(
1
r
− (5+ 	)r
4(r2 − 1) +
(1+ 	)r
r2 − 4
)
∂u
∂θ
= r(r2 − 1)−(5+	)/8(4− r2)(1+	)/2g(r)eiθ .
Set u(r, θ) = v(r)eiθ . This leads to the following linear ode for the function v
v ′(r) −
(
1
r
− (5+ 	)r
4(r2 − 1) +
(1+ 	)r
r2 − 4
)
v(r) = r(r2 − 1)−(5+	)/8(4− r2)(1+	)/2g(r)
with solution
v(r) = r(r2 − 1)−(5+	)/8(4− r2)(1+	)/2 r∫
1
g(s)ds.
This function is only of class C (1+	)/2 at r = 2. Consequently, the solution u(r, t) = v(r)eiθ of Xu = f
is only of class C (1+	)/2 on the orbit r = 2. If u˜ is any other solution in the whole annulus, then it
differs from u by a constant and so u˜ is also of class C (1+	)/2 on r = 2.
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To study basic boundary value problems for X on a domain Ω , we deﬁne the indices of functions
deﬁned on ∂Ω . Let X be a real analytic vector ﬁeld in an open set Ω˜ ⊂ R2 with minimal orbits.
Consider a relatively compact and simply connected open subset Ω ⊂ Ω˜ . We assume that ∂Ω is
smooth (of class Cω) and is positively oriented (counterclockwise). We know, from Theorem 6.5, that
the connected components of Ω\Σ∞ split into two types. The p-components where each ﬁrst integral
of X is orientation preserving and the r-components where each ﬁrst integral is orientation reversing.
Note that, if Ω1 and Ω2 are two adjacent components of Ω\Σ∞ whose boundaries intersects so
that ∂Ω1 ∩ ∂Ω2 is a minimal orbit of X , then one of the sets is a p-component and the other an
r-component.
Denote by S1 the unit circle: {z = eit , 0  t < 2π} and let m ∈ Cω(S1, ∂Ω) be a parametriza-
tion of ∂Ω . We can assume that p0 = m(0) ∈ Σ∞ (provided that Σ∞a (Ω) = ∅). To a function
Λ ∈ C0(∂Ω,S1) we can associate its argument Θ ∈ C0([0,2π ],R) such that
Λ(p) = eiΘ(m−1(p)) and Θ(2π) = Θ(0) + 2π K with K ∈ Z.
Throughout, we will assume that if Γ is an orbit of X intersecting ∂Ω at the points p,q, then
Λ(p) = Λ(q). (10.1)
If U is a component of Ω\Σ∞a (Ω), then its boundary is given by (6.2). Thus
∂U = Γ1 ∪ l1 ∪ · · · ∪ Γs ∪ ls, (10.2)
where the Γ j ’s are orbits of X and l j ’s are arcs in ∂Ω . The orientation of ∂Ω induces an orientation
of ∂U and consequently an orientation on each arc l j and on each orbit Γ j . Let θ−j , θ+j ∈ [0,2π) be
such that m(θ−j ) and m(θ
+
j ) are, respectively, the starting and ending points of the oriented arc l j . To
the arc l j ⊂ ∂U , we associate the real number
ν(l j) = 12π
(
Θ
(
θ+j
)− Θ(θ−j )). (10.3)
This number represents the increment of the argument of Λ along l j .
Let U0 be the non-relatively compact connected component of U\Σ∞c (Ω) so that ∂U ⊂ U0. If U0
is a p-component, deﬁne the index of Λ on ∂U as
Ind(Λ,U) =
s∑
j=1
ν(l j,U). (10.4)
If U0 is an r-component, we deﬁne the index as
Ind(Λ,U) = −
s∑
j=1
ν(l j,U). (10.5)
Lemma 10.1. Ind(Λ,U) ∈ Z.
Proof. This is an immediate consequence of (10.1) and (10.3) that imply Θ(θ−j+1) = Θ(θ+j )+2πk j for
some k j ∈ Z. 
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From now on, we will assume that the open set Ω , with Ω ⊂ Ω˜ , is bounded, simply connected,
with boundary of class Cω , and that ∂Ω is transversal in the sense that
i∗ω = 0, (11.1)
where ω = B dx − A dy is orthogonal to X = A∂x + B∂y and i : ∂Ω → R2 is the inclusion map. To
alleviate the technical details, we will also assume that
∂Ω ∩ Σ∞ ∩ Σ0 = ∅. (11.2)
This means that if an orbit of X intersects ∂Ω at a point p, then there exists a neighborhood of p
in Ω˜ in which the characteristic set of X consists only of the minimal orbit through p and so X has
the local normal form ∂t − is∂s in a neighborhood of the point p.
A function φ ∈ C0(∂Ω,C) is said to be adapted to the vector ﬁeld X if
for every orbit Γ ⊂ Σ∞a (Ω) with endpoints p,q ∈ ∂Ωφ(p) = φ(q). (11.3)
The ﬁrst integrals of X will be used to reduce the study of the Riemann–Hilbert problem to that
for the CR operator in C. The ﬁrst step is to understand the continuity behavior of the boundary
functions. Let U be a component of Ω\Σ∞a (Ω) with boundary given by (10.2). Let U0 be the non-
relatively compact component of U\Σ∞c (Ω). Hence ∂U ⊂ ∂U0 and
U = U0 ∪ Int(C1) ∪ · · · ∪ Int(Cm) (11.4)
where C1, . . . ,Cm are closed orbits of X in U . Let Z be the ﬁrst integral of X in U0 as given in The-
orem 6.3. There are then points z1, . . . , zm ∈ D and ζ1, . . . , ζs ∈ ∂D, such that the continuous function
Z : U0 → D, is a real analytic homeomorphism from U0 onto D\{z1, . . . , zm} such that X Z = 0 in U0,
Z(C j) = z j for j = 1, . . . ,m and Z(Γk) = ζk for k = 1, . . . , s.
Lemma 11.1. Let ϑ ∈ Cα(∂Ω,C) (with 0 < α < 1) satisfying (11.3) and let Z be the ﬁrst integral of X in U0
as above. Then υ = ϑ ◦ Z−1 ∈ Cβ(∂D,C) for some β > 0.
Proof. First notice that it follows at once from the continuity of ϑ and condition (11.3) that υ ∈
C0(∂D,S1). Now we verify the Hölder continuity. Since X is deﬁned in the larger open set Ω˜ , the
ﬁrst integral Z extends as a Cω ﬁrst integral across each arc l j ⊂ ∂U along which X is hypocomplex.
Hence, if ζ ∈ ∂D and Z−1(ζ ) /∈ Σ , then Z is a local diffeomorphism in a neighborhood of Z−1(ζ ) and
υ = ϑ ◦ Z−1 is then of class Cα in a neighborhood of ζ in ∂D.
Suppose that ζ ∈ ∂D is such that Z−1(ζ ) ∈ Σ0 (i.e. Z−1(ζ ) is a point of ﬁnite type for X ).
Then, it follows from the local normalization of X near Z−1(ζ ) (see Section 1), that there exist lo-
cal coordinates (s, t) centered at Z−1(ζ ), an R-valued real analytic function φ(s, t) with φ(0) = 0,
φs(0) = φt(0) = 0 such that z0 = s+ iφ(s, t) is a ﬁrst integral of X and it is a homeomorphism near 0.
Near Z−1(ζ ), we have then Z = H ◦ z0 for some holomorphic function H deﬁned on the image of z0
and H ′ = 0. If c : (−	, 	) → ∂Ω is a local parametrization of ∂Ω in a neighborhood of Z−1(ζ ) given
by (s(σ ), t(σ )), it follows from the transversal condition i∗ω = 0, that
H ′(z0)
((
1+ iφs(s, t)
)
s′(σ ) + iφt(s, t)t′(σ )
)
dσ = 0.
Thus, the restriction of Z to ∂Ω is an embedding near the point Z−1(ζ ) and consequently υ is of
class Cα .
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Φ : R	,δ → U	,δ ⊂ Ω˜
be the normalizing diffeomorphism of X as in Theorem 2.1. Hence, Φ({0} × [0,π ]) = Γ j and Φ∗Yg is
a multiple of X in U	,δ . We can assume that for s 0, Φ(s, t) /∈ U . We have ∂Ω ∩ U	,δ consisting of
two real analytic curves a and b with a intersecting Γ j at point p and b intersecting Γ j at point q.
The point p divides the curve a into arcs a+ , a− , the point q divides the curve b into arcs b+ , b− ,
with
∂U ∩ U	,δ = a+ ∪ Γ j ∪ b+.
We show that υ is Hölder continuous on Z(a+) and on Z(b+). Let a0 = Φ−1(a) and b0 = Φ−1(b).
The curves a0 and b0 intersect transversally the segment {0} × [0,π ] at the points (0,0) and (0,π),
respectively. The condition (11.2) imply that we can ﬁnd coordinates (s1, t1) near (0,0) in which Yg is
a multiple of ∂t1 − is1∂s1 with ﬁrst integral s1eit1 Similar coordinates can be found in a neighborhood
of the point (0,π). The curves a0 and b0 are given in R	,δ as graphs of real analytic functions f1
and f2:
a0 =
{(
s, f1(s)
); −δ < s < δ} and b0 = {(s, f2(s)); −δ < s < δ},
with f1(0) = 0 and f2(0) = π and such that U ∩ U	,δ = Φ(Q δ), where
Q δ =
{
(s, t); 0< s < δ, f1(s) < t < f2(s)
}
.
We have ∂U ∩ U	,δ = Φ(a+0 ) ∪ Γ j ∪ Φ(b+0 ), where a+0 = a0 ∩ {s  0} and b+0 = b0 ∩ {s  0}. As in
Proposition 2.3, the function F = s1/aeig(s,t)/a is an injective ﬁrst integral of Yg in Q δ and maps the
piecewise smooth curve a+0 ∪ ({0} × [0,π ]) ∪ b+0 onto a curve γ of class C1 (collapsing the vertical
segment into the point 0). Note that in the coordinates (s1, t1), we have F (s1, t1) = s1/a1 eit1/a so that
for z ∈ C, z = 0, and z in the range of F , we have F−1(z) = (|z|a,a arg z). Also the function
H = F ◦ Φ−1 ◦ Z−1 : Z ◦ Φ(Q δ) ⊂ D → F (Q δ) ⊂ C
is a conformal map continuous up to the boundary. In particular, it is continuous up to the arc Z(a+)∪
Z(b+) ⊂ ∂D. This arc, containing ζ j , is mapped homeomorphically onto the curve γ , containing the
corresponding point 0. Since these boundaries are smooth through ζ j and 0, then H extends as a
Lipschitz homeomorphism to a full neighborhood of ζ j ∈ C [10]. We have then for ζ = ζ j
υ(ζ ) = ϑ ◦ Z−1(ζ ) = ϑ ◦ Φ ◦ F−1 ◦ H(ζ ).
The Hölder continuity of ϑ , the properties of Φ and H , and the expression for F−1 given above, shows
that υ is Hölder continuous on the arc Z(a+) and on the arc Z(b+) of ∂D. Since Z(a+) ∩ Z(b+) =
{ζ j}, then υ is Hölder continuous on their union Z(a+) ∪ Z(b+) (see [3]) with the Hölder exponent
depending on α and a. 
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In this section we consider basic boundary value problems for the vector ﬁeld X . Our approach
is to transform such problems, via the ﬁrst integrals, into the classical Riemann–Hilbert problems for
the CR operator in C. As before, let X = A∂x + B∂y be a vector ﬁeld with minimal orbits deﬁned in
an open set Ω˜ ⊂ R2. Let Ω be a relatively compact and simply connected open subset of Ω˜ satisfying
(11.1) and (11.2). If O ⊂ Ω is open, we will denote by C∞h,μ(O) the space of functions u such that:
u ∈ C∞(O\Σ∞); u is Hölder continuous in a tubular neighborhood of each orbit Γ ⊂ O ∩ Σ∞a (Ω);
and u is in CRe(1/μ)−	 in a tubular neighborhood of each closed orbit C of X contained in O.
Proposition 12.1. Let Λ ∈ Cα(∂Ω,S1), with 0 < α < 1, be adapted to X (i.e. Λ satisﬁes (11.3)). Let U be
a component of Ω\Σ∞a (Ω) with boundary given by (10.2). Suppose that κ = Ind(Λ,U)  0. Then the RH
problem {Xu = 0 in U,
Re(Λu) = 0 on ∂U ∩ ∂Ω, (12.1)
has 2κ + 1 R-independent solutions, u1, . . . ,u2κ+1 ∈ C∞h,μ(U). Moreover, if Γ ⊂ ∂U is an orbit of X , then
there are 2κ independent solutions satisfying (12.1) and such that Im(Λu)(Γ ) = 0.
Proof. Let Z be the ﬁrst integral of X in U0 as in Theorem 6.3, where
U = U0 ∪ Int(C1) ∪ · · · ∪ Int(Cm)
with C1, . . . ,Cm closed orbits of X in U . Let U = u ◦ Z−1. Problem (12.1) leads to the following
classical RH problem with index κ for the function U in the disc D:
∂U
∂z
= 0 in D, Re(λU ) = 0 on ∂D, (12.2)
where λ = Λ ◦ Z−1. Since κ  0, then it follows (see [3,13,20,25]) that the general solution of (12.2)
is given by
U (z) = zκeiγ (z)
(
ic0 +
κ∑
j=1
c j z
j − c j z− j
)
, (12.3)
where c0 ∈ R, c1, . . . , cκ ∈ C are arbitrary constants, γ (z) = S(ζ−κλ(ζ ))(z), with S the Schwarz oper-
ator on ∂D:
S( f )(z) = 1
2π i
∫
|ζ |=1
f (ζ )
ζ + z
ζ − z
dζ
ζ
.
Since λ is Hölder continuous (Lemma 11.1), then U ∈ Cτ (D) for some τ > 0 that depends on α and X .
Note that it follows from (12.3) that for any given ζ0 ∈ ∂D, there are 2κ independent solutions of
(12.2) that satisfy the additional condition Im(λU )(ζ0) = 0.
Now we deﬁne u =R(U ) on U as follows
R(U )(x, y) =
⎧⎪⎨⎪⎩
U (Z(x, y)) if (x, y) ∈ U0\Σ∞;
U (Z(Γ j)) if (x, y) ∈ Γ j, j = 1, . . . , s; (12.4)
U (Z(Ck)) if (x, y) ∈ Int(Ck), k = 1, . . . ,m.
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2κ independent solutions vanishing on Γ . 
Proposition 12.2. Let Λ and U be as in Proposition 12.1 with κ = Ind(Λ,U)  0 and assume that Ψ ∈
Cα(∂Ω,R) is adapted to X . Then, the RH problem{Xu = 0 in U,
Re(Λu) = Ψ on ∂U ∩ ∂Ω, (12.5)
has a solution u0 ∈ C∞h,μ(U). Moreover, if Γ ⊂ ∂U is an orbit of X and a ∈ R, then problem (12.5) has a
solution satisfying Im(Λu)(Γ ) = a.
Proof. With Z as in the proof of Proposition 12.1 and U = u ◦ Z−1, the RH problem for U is
∂U
∂z
= 0 in D, Re(λU ) = ψ on ∂D, (12.6)
where ψ = Ψ ◦ Z−1. The general solution of (12.6) is
U (z) = zκeiγ (z)
(
S(ψ˜)(z) + ic0 +
κ∑
j=1
c j z
j − c j z− j
)
, (12.7)
where c0, c1, . . . , cκ , γ , and S are as in the proof of Proposition 12.1 and
ψ˜(ζ ) = eIm(γ (ζ ))|ζ |−κψ(ζ ), ζ ∈ ∂D.
This proves the ﬁrst part of the proposition, if we deﬁne u =RU as in (12.4). For an orbit Γ with
Z(Γ ) = ζ0 and a ∈ R, we can ﬁnd coeﬃcients c0, . . . , cκ so that Im(λU )(ζ0) = a and the corresponding
solution RU in U satisﬁes Im(R(U ))(Γ ) = a. 
Theorem 12.3. Suppose that Λ ∈ Cα(∂Ω,S1) is adapted to X . Let U1, . . . ,UN+1 be the components of
Ω\Σ∞a (Ω). Suppose that
κ j = Ind(Λ,U j) 0, j = 1, . . . ,N + 1.
Then the RH problem {Xu = 0 in Ω,
Re(Λu) = 0 on ∂Ω, (12.8)
has 1+ 2∑N+1j=1 κ j independent solutions in C∞h,μ(Ω).
Proof. As noted before, Σ∞a (Ω) has N components and the closures of any two components of
Ω\Σ∞a (Ω) are either disjoint or intersect along an orbit in Σ∞a (Ω). From Proposition 12.1, we know
that, in each component U j , the RH problem has 2κ j + 1 independent solutions u1j , . . . ,u
2κ j+1
j . Thus
a continuous solution u of (12.8) in Ω will satisfy
u =
2κ j+1∑
clju
l
j in U j,l=1
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2κ j+1∑
l=1
clju
l
j(Γ jk) =
2κk+1∑
l=1
clku
l
k(Γ jk).
On the N nonempty intersection curves Γ jk = U j ∩ Uk . This is a system of N linear equation in∑N+1
j=1 (2κ j + 1) variables. It has 1+ 2
∑N+1
j=1 κ j free parameters. 
Theorem 12.4. Let Λ, U j and κ j  0 be as in Theorem 12.3. Assume that Ψ ∈ Cα(∂Ω,R) is adapted to X .
Then the RH problem {Xu = 0 in Ω,
Re(Λu) = Ψ on ∂Ω, (12.9)
has a solution u0 ∈ C∞h,μ(Ω). The general solution of (12.9) is u = u0 + v, where v is the general solution
of (12.8).
Proof. Start with an arbitrary solution w1 of (12.5) in a component W of Ω\Σ∞a (Ω). If Γ1, . . . ,Γl
are the orbits of X contained in ∂W , let W1, . . . ,Wl be the components of Ω\Σ∞a (Ω) such that
W j ∩W = Γ j . In each W j , we can choose a solution w1 j of (12.5) so that w1(Γ j) = w1 j(Γ j) (Propo-
sition 12.2). We have thus extended w1 into a solution w2 deﬁned in
W ′ = W ∪
(
l⋃
j=1
W j
)
.
We can repeat this extension to obtain a solution deﬁned on W ′ and on all adjacent components of
Ω\Σ∞a (Ω). After ﬁnitely many steps, we reach a solution deﬁned on Ω . 
For the RH problem for the nonhomogeneous equation Xu = f , we introduce the following condi-
tion. If f ∈ C∞(Ω), Λ ∈ Cα(∂Ω,S1), and Ψ ∈ Cα(∂Ω,R), we say that the triplet (Λ,Ψ, f ) is adapted
to X if
• Λ(p) = Λ(q) for every orbit with ends p,q ∈ ∂Ω;
• ∫C η = 0 for every closed orbit C ⊂ Ω , where η is a 1-form satisfying ω ∧ η = f dxdy; and• Re(Λ(p) ∫
Γ
η) = Ψ (q) − Ψ (p), for every orbit Γ with endpoints p,q ∈ ∂Ω .
Theorem 12.5. Let (Λ,Ψ, f ) be adapted toX inΩ and suppose that the induced indices κ j = Ind(Λ,U j) 0
for j = 1, . . . ,N + 1. Then the RH problem{Xu = f in Ω,
Re(Λu) = Ψ on ∂Ω, (12.10)
has a solution u ∈ C∞h,μ(Ω).
Proof. We reduce the problem to the case when f = 0. It follows from the adaptability condition∫
C η = 0 that for a given k ∈ Z+ , there exists v ∈ C∞k,μ(Ω) such that X v = f (Theorem 8.6). Let
w = u − v . The RH problem for w is
2930 A. Meziani / J. Differential Equations 251 (2011) 2896–2931{Xw = 0 in Ω,
Re(Λw) = Ψ − Re(Λv) on ∂Ω.
Thanks to Theorem 12.4, it remains only to verify that the function Ψ ′ = Ψ − Re(Λv) is adapted to
X (i.e. satisﬁes (11.3)). For this, notice that since X v = f is equivalent to (dv − η) ∧ ω = 0, then
dv = η +mω for some function m. Hence, if p,q ∈ ∂Ω are endpoints of an orbit Γ , then we have
v(q) − v(p) =
∫
Γ
dv =
∫
Γ
η
(since ω = 0 on Γ ). After using Λ(q) = Λ(p), we get
Ψ ′(q) − Ψ ′(p) = Ψ (q) − Ψ (p) − Re
(
Λ(p)
∫
Γ
η
)
= 0
by the adaptability condition. 
Remark 12.6. It is still possible to solve the Riemann–Hilbert problem for the vector X without the
adaptability assumptions. The solutions however will not be continuous. The use of the ﬁrst integral
Z leads, in this case, to the classical RH problem for the ∂ with discontinuous data.
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