Social advertising (or social promotion) is an effective approach that produces a significant cascade of adoption through influence in the online social networks. The goal of this work is to optimize the ad allocation from the platform's perspective. On the one hand, the platform would like to maximize revenue earned from each advertiser by exposing their ads to as many people as possible, on the other hand, the platform wants to reduce free-riding to ensure the truthfulness of the advertiser. To this end, we introduce a utility function that can access the above tradeoff. Based on this utility function, we define and study two social advertising problems: budgeted social advertising problem and unconstrained social advertising problem. In the first problem, we aim at selecting a set of seeds for each advertiser that maximizes the utility while setting budget constraints on the attention cost; in the second problem, we propose to optimize a linear combination of the utility and attention costs. We prove that both problems are NP-hard, and then develop constant factor approximation algorithms for both problems.
INTRODUCTION
Social advertising (or social promotion) is an effective approach that produces a significant cascade of adoption through influence in the online social networks. During a typical social advertising campaign, advertisers attempt to persuade influential consumer to promote their products or services among his friends. With more people using social networking services, recent days have witnessed a boom of social networking sites that offer social advertising (SA) services. To name a few, the primary SA mechanisms adopted by Facebook are Facebook Ads, Promoted Posts and Boost Posts; Twitter allows businesses to promote their accounts and Tweets as well as promote "trends"; LinkedIn users can create an advert, sponsor content or use Sponsored InMail to launch an email marketing campaign. Take Facebook as an example, boosting posts is considered as an effective way to get more exposure for one's posts, offers or special events. It allows businesses to pay for posts to be more predominantly displayed on news feeds. Facebook users will see promoted posts labeled with "Sponsored" in the news feed (not in the right rail where Facebook ads live) both on deskPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. top and mobile. Promoted posts have the same targeting ability that organic posts do, thus they can propagate across the network through "reposts" or "shares". Recent field studies [1] [2] [3] find that social advertising is more effective than conventional demographically targeted or untargeted ads.
The goal of this work is to optimize the ad allocation from the platform's perspective. We consider the cost per engagement (CPE) model, the advertiser buy a block of "engagements" such as impressions or clicks from the platform owner via contracts, and the advertiser pays the platform an amount αi per engagement that is delivered from its ad ai. Each advertiser also sets his budget Bi that specifies the maximum amount of money he would like to pay. It was worth noting that this budget is fixed regardless of the actual amount of engagements that are received at the end of the campaign. Therefore, due to the uncertainty of virality, it is possible that an advertiser may receive more engagements than would be expected under his budget. Unfortunately, this uncertainty may utterly destroy the truthfulness of the advertiser [3] , i.e., the advertiser tends to declare lower budget, hoping to obtain more engagements. Then it is interesting to observe that, on the one hand, the platform would like to maximize revenue earned from each advertiser by exposing their ads to as many people as possible, on the other hand, the platform wants to reduce free-riding to ensure the truthfulness of the advertiser. In addition, as the promoted posts are displayed along with organic posts, it is possible to impede the user experience by pushing too many promoted posts to one user. One way to mitigate this is to set a limit, called attention budget, on the maximum number of promoted posts that can be pushed to each individual user as well as the whole community.
Our Results: In this paper, we propose and study two social advertising problems: budgeted social advertising problem and unconstrained social advertising problem. In the first problem, we aim at selecting a set of seeds for each advertiser that maximizes the utility while setting budget constraints on the attention cost; in the second problem, we propose to optimize a linear combination of the utility and attention costs. We first prove that both problems are NP-hard by reducing them from traditional influence maximization problem. Then we develop constant factor approximation algorithms for each problem. We conduct extensive experiments on four real-world benchmark social networks, and the experiment results validate the effectiveness of our algorithms.
RELATED WORK
Influence maximization has been extensively studied in the literature [4] [5] [6] . Their objective is to find a small set of users who can trigger the largest cascade in the network. Domingos and Richardson [7, 8] presented a fundamental algorithmic problem motivated by applications to marketing. The premise of viral marketing is that by targeting a few influential members of the network initially say, offering them free samples of the product, we can trigger a propagation of influence by which friends will recommend the product to their friends, and many individuals will ultimately adopt it. Kempe et al. [9, 10] presented a fundamental algorithmic problem definition of the influence maximization problem and their main result that the optimal solution for influence maximization can be efficiently approximated to within a factor of (1 − 1/e − ), which is slightly better than 63%. The proposed algorithm that achieves this performance is a natural greedy hillclimbing strategy, this result is proved using techniques from the theory of submodular functions [11, 12] .
A large number of papers have been published with the aim of reducing the running time for the influence maximization problem. One major direction is to propose heuristics that retain the (1−1/e) approximation ratio of the greedy algorithm while speeding up the computation of the objective function via approximations. Several papers use approximations of the influence in the sense that the influence is only propagated through simple local structures. Among them, Kimura and Saito [13] proposed shortest-path based influence cascade models and provide efficient algorithms that compute influence spread under these models. Wang et al. [14] proposed to approximate the influence propagation by omitting the social network paths with low propagation probabilities and assuming that the influence is propagated from seeds through a local structure namely, maximum influence arborescence, to other nodes in the network. A threshold parameter is used to control the trade off between computation complexity and approximation accuracy. Goyal et al. [15] proposed an alternative algorithm SIMPATH that computes the spread by exploring simple paths in the neighborhood that leveraged two optimizations: the Vertex Cover Optimization cuts down the spread estimation calls in the first iteration, while Look Ahead Optimization improves the efficiency in subsequent iterations; similar with [14] , a parameter is used in [15] to strike a balance between running time and desired quality of influence approximation. Chen et al. [5] showed that computing influence spread in directed acyclic graphs (DAG) could be done in linear time, which relies on an important linear relationship in activation probabilities between a node and its in-neighbors in DAGs. The idea is to construct a local DAG surrounding every node in the network and restrict the influence to the node to be within the local DAG structure. To select local DAGs that could cover a significant portion of influence propagation, they proposed a greedy algorithm that adds nodes into the local DAG of a node in a way that only nodes having influence higher than a threshold will be retained.
Leskovec et al. [16] proposed CELF heuristic based on a costeffective lazy forward evaluation of the objective function. Goyal et al. [17] proposed to add several additional heuristic optimizations to CELF, leading to the algorithm CELF++. Chen et al. [6] proposed to reuse previous randomly drawn structures and the computations on them, as well as a discounted high-degree heuristic to produce improved influence spread. Jung et al. [18] proposed to set up a recurrence relation between the influence of different nodes and linearizing it to speed up computation of influence. They also investigate algorithms differing from the greedy addition of one node at a time. Jiang et al. [19] showed that significant speedups can be achieved by using simulated annealing scheme. Wang et al. [20] proposed a pre-processing step to partition the graph into communities, which can then be treated separately. Liu et al. [21] proposed a bounded linear approach for influence computation and influence maximization. Recently, Borgs et al. [22] proposed a heuristic that comes with provable guarantees on running time. They introduced a preprocessing step which generates a random hypergraph sampled according to reverse reachability probabilities in the original graph, then the greedy algorithm can be run to solve the maximum coverage problem on the sampled hypergraph subsequently. Lu et al. [23] studied the influence maximization problem in the deterministic linear threshold model. They showed that under this model there is no polynomial time n 1− -approximation unless P=NP. Zhu et al. [24, 25] considered influence transitivity and limited propagation distance in their model of influence propagation.
Our work is motivated by the problem proposed in [3] , whose goal is to integrate viral marketing into existing social advertising models. To capture the tradeoff between revenue maximization and minimizing the impact of free-riding, they propose the concept of regret. They formally define the problem of minimizing regret in allocating users to ads, and prove that this problem is NP-hard to approximate within any factor. Although the fundamental problem studied in their paper is similar to ours, we propose a new utility function to capture the above tradeoff. Interestingly, we found that the optimization problem under our new utility function admits a constant factor approximation algorithm under some settings. More specifically, we propose to study two versions of social advertising problems: budgeted social advertising problem and unconstrained social advertising problem, and develop constant factor approximation algorithms for each problem.
PRELIMINARIES

Matroid
A matroid M = (Ω, I) is defined on a finite ground set Ω, and I is a family of subsets of Ω which are called independent sets. For M to be a matroid, I must satisfy two properties: (I1) if X ⊆ Y and Y ∈ I then X ∈ I; (I2) if X ∈ I and Y ∈ I and |Y | > |X| then ∃e ∈ Y \X : X ∪ {e} ∈ I. Property (I1) says that every subset of an independent set is independent. Property (I2), which is also called independent set exchange property, says that if X and Y are independent sets, and Y has more elements than X, there exists an element in Y \X that by adding that element to X gives larger independent set. According to Property (I2), one can verify that all maximal independent sets have the same cardinality. A maximal independent set is called a base of the matroid.
Submodular function
Consider an arbitrary function f (S) that maps subsets of a finite ground set Ω to non-negative real numbers. We say that f is submodular if it satisfies a natural "diminishing returns" property: the marginal gain from adding an element to a set S is at least as high as the marginal gain from adding the same element to a superset of S. Formally, a submodular function satisfies the following property: For every X, Y ⊆ Ω with X ⊆ Y and every x ∈ Ω\Y , we have that
Propagation Model
To capture the dynamics of ads propagation in social networks, one of the most widely used model, called Independent Cascade Model, is investigated recently in the context of marketing [26] [27] [4] . To account for the heterogeneity of ads propagation under different ads, we adopted an extended propagation model, called topic-aware propagation model (TIC) [28] . Let Gi = (V, pi(E)) denote the diffusion graph under ad (or topic) ai, where V represent the set of all users in the network, pi(u, v) represents the diffusion probability between u and v for ad ai. TIC describes a spreading process comprising of seed nodes and non-seed nodes. The process unfolds in discrete timesteps. In each timestep, when a user u clicks an ad ai, it has one chance of influencing each inactive neighbor v with success probability pi(u, v). More formally, the input to the independent cascade model is an initial set of seed nodes Si ⊆ V for each ad ai. Let σi(Si) denote the expected number of clicks (or engagements) received from ad ai under seed set Si. Let αi denote the cost per-engagement for ad ai, the expected revenue received from ai is αi · σi(Si). As proved in [4] , αi · σi(Si) is a submodular and monotone function.
PROBLEM STATEMENT
Given a group of advertisers that participate in the campaign, denoted by A = {a1, a2, · · · , a |A| }, we construct a hyper graph G = (G1, G2, · · · , G |A| ), where each graph Gi represents the propagation graph under topic or ad ai ∈ A. Assume each advertiser ai is willing to pay αi per engagement and has a finite budget Bi, the platform needs to identify and allocate a set of users to each advertiser. On the one hand, the platform would like to maximize revenue earned from each advertiser by exposing their ads to as many people as possible, on the other hand, the platform wants to reduce free-riding to ensure the truthfulness of the advertiser. To access this tradeoff, Aslay et al. [3] introduce the concept of regret to measure the performance of an ads allocation scheme. The regret under seed set S = {S1, S2, · · · , S |A| } is defined as
We notice that minimizing the regret is equivalent to maximizing the following utility function:
where
Any ad allocation can be represented using a |V| × |A| matrix X, called allocation matrix, where each entry Xij = 1 if user vi is assigned to ad aj 0 otherwise
Then the individual attention cost on user vi is |A| j=1 Xij and the overall attention cost is
Xij. In the rest of this paper, we use S and X interchangeably to represent an ad allocation.
Selection of good seeds with high utility and small attention cost is a critical decision faced by every platform. In this paper, we propose and study two problems that allow to combine the two objectives: Budgeted Social Advertising problem and Unconstrained Social Advertising problem. In the first problem, we aim at selecting a set of seeds for each advertiser that maximizes the utility while setting budget constraints on the attention cost; in the second problem, we propose to maximize a linear combination of the two measures.
Budgeted Social Advertising Problem
In the budgeted social advertising problem, we set hard constraints on individual attention cost and overall attention cost: let κi denote the individual attention budget of user vi and K denote the overall attention budget, then ∀vi ∈ V :
We formally define our problem (P.1) as follows.
THEOREM 1. The budgeted social advertising problem is NPhard.
Proof: We will reduce our problem from the traditional influence maximization problem. Let κi = ∞ for each vi, then the only constraint is the overall attention constraint K. Assume there is only one ad, i.e., |A|=1, then our problem is equivalent traditional influence maximization problem [4] , i.e., finding a set of seeds that maximize the utility function U (S) subject to cardinality constraint K. 2
Unconstrained Social Advertising Problem
In the second part of this paper, we introduce and study the unconstrained social advertising problem. Given a seeds selection S, we first define the cost function C(S) as follows.
PartII Part I (resp. Part II) is the penalty resulting from exceeding the individual attention budget (resp. the overall attention budget), λ1 (resp. λ2) is a parameter that determines how strictly we would like to penalize for exceeding the individual budget (resp. the overall budget). Then the objective function is defined as U (S) − C(S). It was worth noting that our results apply to any convex cost function. The formal definition of (P.2) is presented in the following.
THEOREM 2. The unconstrained social advertising problem is NP-hard.
Proof: Similar to the proof of Theorem 1, we still reduce our problem from traditional influence maximization problem. Consider the following problem setting: assume there is only one advertiser, and λ1 = 0, λ2 = ∞. Then one necessary condition to ensure the optimality for any given solution is to strictly obey the overall attention budget K. This problem is equivalent to the traditional influence maximization problem [4] , i.e., finding a set of seeds that maximize the utility function U (S) subject to cardinality constraint K. 2
BUDGETED SOCIAL ADVERTISING
In this section, we study the budgeted social advertising problem. To facilitate our algorithm design, we first introduce a new utility function V (S) = a i ∈A Vi(S) where Vi(S) = min{αi · σi(Si), Bi}.
Recall that Bi is the maximum amount advertiser ai is willing to pay regardless of the seed selection, thus Vi(S) can be interpreted as the actual payoff from ai under seed set S. Now, we are ready to introduce the following revenue maximization problem (RMP):
RMP: Maximize V (S) subject to:
In order to find a solution for P.1, we first work with RMP and develop an algorithm with provable performance bound. Later, we slightly modify this solution, and obtain an approximation algorithm for P.1.
denote the optimal solution of problem P.1 (resp. RMP), i.e., S P.1 = arg max S U (S), S R = arg max S V (S) subject to constraints C1 and C2. In the following lemma, we first establish a relation between P.1 and RMP.
Proof: We prove this lemma through contradiction. First of all, since both S * P.1 and S * RMP must satisfy constraints C1 and C2, thus S P.1 and S R are feasible solutions to both P.1 and RMP. Assume by contradiction that V ( S R ) < U ( S P.1 ), then for each S P.1 i ∈ S P.1 , either one of the following holds:
According to the definition of U (S) and V (S):
In either case, we have Vi( S P.1 ) ≥ Ui( S P.1 ). Then we have
Together with the assumption that V ( S R ) < U ( S P.1 ), we have V ( S P.1 ) > V ( S R ). This contradicts to the assumption that S R is an optimal solution of RMP. 2 Algorithm 1 Greedy-RMP (subroutine) 1: for S i ∈ S do 2: S i = ∅ 3: end for 4: repeat 5: without violating constraints C1 and C2, add v i to S j that gives the highest marginal value in V (S).
6: until no more seeds can be added without violating constraints C1 and
LEMMA 2. V (·) is a monotone submodular function.
Proof: It is easy to prove that V (·) is a monotone function. We next prove the submodularity of V (·). The main idea is to first prove that Vi(·) is a submodular function, then the lemma follows from the fact that the sum of positive submodular functions is submodular.
Given two sets of seeds X and Y such that X ⊆ Y , and consider the quantity
Algorithm 2 Greedy-P.1 1: Call Algorithm 1 as a subroutine to find an initial seed set S.
2: for
assume u is the last seed added to S i by Algorithm 1 5:
end if 8: end if 9: end for 10: return S.
For ease of notation, let ∆X = Vi(X ∪ {v}) − Vi(X) and ∆Y = Vi(Y ∪ {v}) − Vi(Y ).
• Case 1: αi · σi(X ∪ {v}) ≥ Bi and αi · σi(X) ≥ Bi. This case is trivial ∆X = ∆Y = 0.
• Case 2: αi · σi(X ∪ {v}) ≥ Bi and αi · σi(X) < Bi.
It follows that ∆X = Bi − αi · σi(X) and
• Case 3: αi · σi(X ∪ {v}) < Bi and αi · σi(X) < Bi
is a submodular function [4] , we have ∆X ≥ ∆Y .
• Case 3.2:
• Case 3.3: αi · σi(Y ∪ {v}) ≥ Bi and αi · σi(Y ) ≥ Bi.
We have ∆X = αi · σi(X ∪ {v}) − αi · σi(X) and ∆Y = Bi − Bi = 0. Therefore, ∆X ≥ ∆Y .
Therefore ∆X ≥ ∆Y . 2 LEMMA 3. Given a finite ground set X = {Xij : 0 ≤ i ≤ |V|; 0 ≤ j ≤ |A|}, and the independent sets I are defined as I = {T ⊆ X : C1 and C2 are satisfied when Xij = 1 (resp. Xij = 0) for each Xij ∈ T (resp. Xij / ∈ T )} then (X , I) is a matroid.
Proof: It is easy to prove that property (I1) is satisfied, i.e., if A ∈ I and B ⊆ A, then B ∈ I. We next prove that (I2) also holds. Let Xi * = {Xi1, Xi2, · · · , X i|A| }. If A, B ∈ I and |B| > |A|, there must exist i such that |Xi * ∩ B| > |Xi * ∩ A|, together with fact that |A| < |B| ≤ K, and this means that adding any seed in Xi * ∩ (B\A) to A will maintain independence, i.e., both C1 and C2 still hold. 2 LEMMA 4. Algorithm 1 provides a 1/2-factor approximation for RMP.
Proof: According to [29] , the greedy algorithm achieves 1/2-factor approximation for submodular maximization subject to one matroid constraint, then this lemma follows immediately from Lemma 2 and Lemma 3. 2 THEOREM 3. Assume for each ai ∈ A, no single seed can trigger cascade with size equal to or larger than Bi/αi in expectation, i.e, ∀ai ∈ A : maxv∈V σi({v}) < Bi/αi , Algorithm 2 provides a 1/4-factor approximation for P.1. ). We next prove that the total loss caused by removing all those seeds can be bounded.
Since we assume that ∀ai ∈ A : maxv∈V σi({v}) < Bi/αi , then if Vi(S
Then based on the submodularity of Vi(·) and the greedy manner of Algorithm 1, we have
It follows that Vi(S
|A| } denote the seed set returned from Algorithm 2, together with Lemma 4, we have
Based on Lemma 1, we have
. This finishes the proof of this theorem. 2
UNCONSTRAINED SOCIAL ADVERTIS-ING
In this section, we study the unconstrained social advertising problem. Notice that the original objective function U (S) − C(S) may take negative value, this may cause trouble for applying the concept of multiplicative approximation guarantee. To this end, instead of directly maximizing the original objective function, we equivalently maximize the following shifted objective function f (S) = U (S) − C(S) + φ where φ is some constant to ensure φ − C(S) ≥ 0 for any S. In practise, we may choose φ as the maximum cost that can be incurred when allocating each ad to all users. In the rest of this section, we use C + (S) to denote (φ − C(S)) for ease of notation, e.g., f (S) = U (S) + C + (S). Similar to the approach used in the previous section, we first introduce the unconstrained revenue maximization problem (U-RMP) with the following objective function:
Let S P.2 (resp. S R ) denote the optimal solution of problem P.2 (resp. U-RMP), i.e., S P.2 = arg max S f (S), S R = arg max S f (S). Similar to Lemma 1, we first prove that
The proof of Lemma 5 is similar to Lemma 1 thus omitted.
Algorithm 3 Randomized-U-RMP (subroutine) 1: for St ∈ S do 2: Ot = ∅; Qt = V; 3: for v j ∈ V do 4:
5:
6:
with probability a i /(a i + b i ) do
8:
Ot ← Ot ∪ {v j } 9: Proof: To prove this lemma, it suffices to show that both V (S) and C + (S) are submodular. The first part immediately follows from Lemma 2. Now we focus on proving that C + (S) is submodular. We expand C + (S) as follows
7:
It is easy to verify that both Part I and Part II are supermodular. Since nonnegative linear combination of supermodular functions is supermodular, then together with the fact that φ is a constant, we can prove that C + (S) is submodular. 2 Now we are ready to present a linear-time 1/2-approximation algorithm for U-RMP, which is adapted from [30] . The detailed description can be found in Algorithm 3. The algorithm maintains two candidate sets Ot and Qt for each St. Initially, we set Ot = ∅; Qt = V. In each iteration we either adds vi to Ot or removes it from Qt. The decision is made randomly with probability derived from the marginal gain of each of the two options, i.e., a i and b i . The algorithm terminates when Ot and Qt are equal. LEMMA 7. Algorithm 3 provides a 1/2-factor approximation for U-RMP.
Proof: According to Theorem I.2 in [30] , the greedy algorithm achieves 1/2-factor approximation for unconstrained submodular maximization, then this lemma follows immediately from Lemma 6. 2 THEOREM 4. Assume ∀ai ∈ A : maxv∈V σi({v}) < Bi/αi , Algorithm 4 provides a 1/4-factor approximation for P.2.
Proof: Similar to Theorem 3, we prove that the total loss can be bounded after removing some users from Algorithm 3. Assume u has been removed from Si in Algorithm 4, based on the submodularity of Vi(·) and the fact that u has the smallest marginal gain, we have
On the other hand, in Algorithm 4, removing any user from the initial seed set S can only decrease the cost C(S), thus increase C + (S). Then we have
Then based on Lemma 5, we have
. 2
PERFORMANCE EVALUATION
In this section, we conduct an empirical evaluation of the proposed algorithms. All experiments were run on a machine with Intel Xeon 2.40GHz CPU and 64GB memory, running 64-bit RedHat Linux server. The goal of our experiments is twofold. First, we would like to evaluate the performance of the algorithms as measured by the utility achieved, and the extent to which the attention budgets (k and K) and the penalty coefficients (λ1 and λ2) affect their quality. Second, we evaluate the efficiency and scalability of the algorithms with respect to advertiser budgets, which indirectly control the number of seeds required, and with respect to the number of advertisers. We measure both running time and memory usage.
Datasets. We ran our experiments on four real-world benchmark social networks in the literature of viral marketing: Epinions, Slashdot, Pokec and LiveJournal, all are publicly available at [31] . Table 1 summarizes the basic statistics of the datasets used in our experiments. For quality experiments, we use Epinions and Slashdot networks. Epinions is a who-trusts-whom network taken from a social consumer review website (http://www.epinions.com/). Slashdot is a social graph describing friend/foe relationships in a user community interested in technology oriented news (https:// slashdot.org/).
For scalability experiments, we adopt two large networks Pokec and LiveJournal. Pokec is the most popular online social network in Slovakia (http://pokec.azet.sk/). The popularity of the the network has not changed even after the emergence of Facebook. In this graph, nodes represent authors and the edges are directed since friendships in Pokec are oriented. LiveJournal is an online blogging site where users can declare which other users are their friends (http://www.livejournal.com/).
In all datasets, advertiser budgets Bi and costs-per-engagement (CPEs) αi are preset in such a way that the total number of seeds required for all ads to meet their budgets is less than n. This ensures no ads are assigned empty seed sets. Due to the space limit, we do not enumerate all the numbers, but rather provide a statistical summary in Table 2 . 
Propagation Model. The propagation model governs the way that ads spread in the social network driven by social influence. In this work, we extend the standard independent cascade model to topic-aware independent cascade (TIC) model with topic-aware influence probabilities and item-specific topic distributions [28] . In our quality evaluations, we set the number of advertisers |A| to be 10, and used 10 of the topic distributions γi learnt from the Flixster dataset, where for each ad i, its topic distribution has probability mass 0.91 in the the i-th topic, and 0.01 in all others. For all the edges, the topic-aware influence probabilities are sampled from an exponential distribution with rate parameter λ = 0.05, via the inverse transform sampling technique [32] on the samples randomly taken from uniform distribution U(0, 1). We consider the ClickThrough Probabilities (CTP) in our propagation model, where each node accepts to be a seed with a probability once targeted. CTPs are sampled uniformly at random from the interval [0.01, 0.03] for all user-ad pairs. If a targeted node refuses to be a seed for an ad, it is considered as not selected and the selection process will advance to the next seed. Therefore, the number of targeted nodes is accordingly larger than the number of effectively selected seed nodes.
Algorithms. We test and compare our solutions with four methods, namely, Random, Greedy, IRIE [18] , and TIRM [3] .
Random: This is a baseline algorithm that randomly picks seed nodes for the ads until the overall attention budget K is exhausted. In particular, for each ad aj ∈ A, it randomly picks a user vi ∈ V and assigns user vi to ad aj if the total number of selected seed nodes is less than K before the assignment. Individual attention budgets are taken into account by going through the ads roundrobin and advancing to the next seed if the current node vi is already assigned to κi ads. This method solely focuses on random selection and ignores virality and advertiser budgets.
Myopic: This is a simple method which takes CTPs, but not virality, into account. For each ad, it first ranks users with respect to CTPs and then selects seeds using this order until the overall attention budget is exhausted. Similar to the Random algorithm, Myopic takes individual attention budgets into consideration by going through the ads round-robin and advancing to the next seed if the current node vi is already assigned to κi ads.
IRIE: This is an instantiation of Algorithm 1, with the IRIE heuristic [18] used for efficient influence spread estimation. IRIE has a damping coefficient α for accurately estimating influence spread in its model. Jung et al. [18] report that α = 0.7 gave the best estimation on the datasets they tested. Our experiments show that α = 0.8 performs the best on our datasets, therefore we use 0.8 in our quality experiments and 0.7 in scalability experiments.
TIRM: This is an algorithm proposed by Asley et al. that solves the ad allocation problem without a constant approximation bound [3] . It iteratively selects a seed node with largest marginal decrease in regret until a certain set of constraints are violated. TIRM employs a Reverse-Reachable (RR)-set sampling technique introduced in [22] to speed up the influence spread estimation process. To be consistent for comparison purpose, is set to be 0.1 for quality experiments and 0.2 for scalability experiments.
AARM: Here we rename Algorithm 2 to Ad Allocation with Regret Minimization (AARM). It employs the IMM scheme proposed in [33] to efficiently obtain an influence spread estimation with a guaranteed approximation bound. The core of IMM is a set of estimation techniques based on martingales. This poses another challenge since the number of seeds |Si| is required as input in IM-M [33] , where as Si is exactly the subject being computed in our ad allocation problem. We resolve this dilemma with an adaptive sampling approach that dynamically adjusts the number of measurements based on the observed samples of RR sets.
AARM-U: We rename Algorithm 4 to AARM-Unconstrainted for unconstrainted version of ad allocation problem discussed in Section 4.2. Similar to AARM, AARM-Unconstrainted (AARM-U) is equipped with IMM scheme for effective and efficient influence spread estimation. For both AARM and AARM-U, we set to be 0.1 for quality experiments on Epinions and Slashdot, and 0.2 for scalability experiments on Pokec and LiveJournal.
For all algorithms, we evaluate the final utility of their output and seed sets using Monte Carlo simulations with 10K runs and report average results in the following contents.
Results of Quality Experiments
Overall utility (budgeted version). In our first set of experiments, we compare overall utility (as defined in Eq. 1) against individual attention budget κ for budgeted social advertising problem. Figure 1 shows the utility produced by five different algorithms on Epinion and Slashdot, against κ varying from 1 to 5, with two choices 50 and 100 for overall attention budget K. As shown in the Figure, the overall utilities achieved by AARM and TIRM are significantly higher than that of IRIE, Random and Myopic. For example, on Epinion with κ = 3 and K = 50, overall utilities of AARM and TIRM expressed relative to the total budget, are 80.25% and 28.75%, respectively. While IRIE, Myopic, and Random overshoot twice the budget, which leads to negative overall utilities. On Slashdot with the same setting, the corresponding utilities by AAR-M and TIRM are 80.1% and 21.6%. Myopic and Random typically always overshoot the budgets as they are not virality-aware when choosing seeds. Notice that even though Myopic is CTP conscious, it still ends up overshooting the budget as a result of not factoring in virality in seed allocation. In almost all cases, overall utility by AARM goes up as individual attention budget increases and it consistently outperforms TIRM. The trend for Myopic and Random is the opposite, caused by their larger overshooting with higher individual attention budget. This is because they will select more seeds as individual attention budget goes up, which causes higher revenue (hence lower utility) due to more virality.
We also vary K to be 10, 50, 100, and 150 and show the overall utilities under those values in Figure 2 , with two choices 1 and 5 for individual attention budget. As expected, in all test cases as K increases, the overall utility also goes up for AARM since highly influential nodes are more "available" in this case. For the same reason, the overall utility achieved by IRIE, Myopic and Random all go even lower due to the problem of overshooting the budget. The hierarchy of algorithms in terms of performance remains the same as in Figure 1 , with AARM being the consistent winner. Note that the overall utility produced by TIRM remains the same under different values of K, because TIRM does not involve a hard constraint on overall attention budget in its regret model, instead it exploits a regularization coefficient λ to regularize the size of the seed set. In other words, the overall utility of TIRM is independent of the overall attention budget K.
Overall utility (unconstrained version). In this set of experiments, we compare overall utility (as defined in Section 4.2) against regularization coefficient λ1 and λ2 respectively for unconstrained social advertising problem. Recall that λ1 is used in our unconstrained model to control how strictly we would like to penalize the violation of individual attention budget. Figure 3 shows the utility produced by AARM-U and three algorithms on Epinion and Slashdot, against λ1 varying from 0 to 1, with two choices 1 and 5 for individual attention budget κ. Note that the result of TIRM is not reported since it exploits a hard constraint on κ in the model. In other words, TIRM does not allow any violation of the individual attention constraint, prohibiting us from manipulating the penalization for exceeding the individual attention budget. As shown in Figure  3 , the overall utility achieved by AARM is significantly higher than that of the other algorithms. As expected, in all test cases as λ1 increases, the overall utility goes down. The underlying reason is that adding any node beyond budgets to the seed set will incur a penalization, resulting in a loss of the overall utility.
We also vary λ2 between 0 and 1, and show the overall utilities under those values in Figure 4 , with two choices 50 and 100 for overall attention bound K. Remember that λ2 is used in our model to control the extent to which we penalize the violation of overall attention constraint. Similar to previous experiment on λ1, in all test cases as λ2 increases, the overall utility goes down in all test cases. The hierarchy of algorithms in terms of performance remains the same , with AARM consistently outperforming the other algorithms.
Results of Scalability Experiments
In this set of experiments, we test the scalability of AARM, AARM-UTIRM and IRIE on Pokec and LiveJournal. For simplicity, we set all CTPs and CPEs to 1. We adopt the Weight Independent Cascade model where influence probabilities on each edge (u, v)∈ E are computed as:
for all ads i. We set attention budgets κ to 1 and K to 50. For unconstrained version of the problem, we set both λ1 and λ2 to 0.5. We set α = 0.7 for IRIE and to 0.2 for AARM, AARM-U and TIRM, in accordance with the settings in [33] . We test the running time of the algorithms from two perspectives. First we vary the number of ads (|A|) with peradvertiser budgets Bi fixed. We set Bi to 5K for Pokec and 80K for LiveJournal. Then we vary Bi with the number of advertisers fixed (|A| = 5). Note that we omit the results of IRIE on LiveJournal since it incurs prohibitive cost on running time. Figure 3 shows the result of running time (in secs) required by these algorithms to solve the budgeted social advertising problem, with varying number of advertisers |A| and per-advertiser budget Bi. Observe that AARM consisitently outperforms the other algorithms in terms of running time, and is faster than IRIE by three orders of magnitude when |A| ≥ 5. Furthermore, as shown in the figure, the gap between AARM and TIRM becomes larger as |A| increases. For example, when |A| = 1, both algorithms finish in 60 secs, but when |A| = 20, AARM is 3 times faster than TIRM.
Observe that on LiveJournal, AARM scales almost linearly with respect to the number of advertisers. It took about 7 minutes with |A| = 1 and about 1 hour with |A| = 20. IRIE took about 6 hours to complete for |A| = 1, and did not finish after 50 hours On the other hand, AARM remains relatively stable. AARM took less than 20 minutes with Bi = 50K on LiveJournal. Note that once |A| is fixed, AARM's running time depends heavily on the number of random RR-sets required (θ) for each advertiser rather than the budget. The reason is that given a set of sample RR-sets, seed selection is a linear-time operation. Figure 6 plots the running time of AARM-U, TIRM and IRIE on Pokec and LiveJournal, against the number of advertisers and per-advertiser budget, for solving the unconstrained version of the problem. In all cases, our experiments yield similar results as shown in Figure 6 . Regardless of the value of |A| and Bi, the computational cost of AARM-U is lower than that of the other algorithms. Table 3 shows the memory usage of AARM, TIRM and IRIE. As both algorithms rely on sampling a large number of random RR-sets to obtain an accurate estimation of influence spread, we observe high memory usage by these two algorithms. The usage steadily increases with the number of advertisers. On the other hand, the memory usage of IRIE is modest since its computation requires merely the input social graph and probabilities. However, IRIE is a heuristic without theoretical guarantees, which is reflected in its relatively poor, unstable utility performance compared to AARM and TIRM. Furthermore, as seen earlier, AARM scales significantly better than IRIE and TIRM on all tested datasets. 
CONCLUSION
In this paper, we propose and study two social advertising problems: budgeted social advertising problem and unconstrained social advertising problem. We first prove that both problems are NP-hard by reducing them from traditional influence maximization problem, then develop two constant factor approximation algorithms. We conduct extensive experiments on four real-world benchmark social networks in the literature of viral marketing, and the experiment results validate the effectiveness of our algorithms. In the future, we would like to extend our results to other diffusion models such as linear threshold model.
