Abstract: Short-term wind power forecasting is a technique which tells system operators how much wind power can be expected at a specific time. Due to the increasing penetration of wind generating resources into the power grids, short-term wind power forecasting is becoming an important issue for grid integration analysis. The high reliability of wind power forecasting can contribute to the successful integration of wind generating resources into the power grids. To guarantee the reliability of forecasting, power curves need to be analyzed and a forecasting method used that compensates for the variability of wind power outputs. In this paper, we analyzed the reliability of power curves at each wind speed using logistic regression. To reduce wind power forecasting errors, we proposed a short-term wind power forecasting method using support vector machine (SVM) based on linear regression. Support vector machine is a type of supervised leaning and is used to recognize patterns and analyze data. The proposed method was verified by empirical data collected from a wind turbine located on Jeju Island.
Introduction
Wind power generation has grown rapidly over the past few decades, as demonstrated by the total accumulated wind power capacity which hit 319 GW from an installation in 2013 [1] . Furthermore, the worldwide total of wind power capacity was 432.9 GW in 2015, showing that the cumulative market of wind power grew more than 17%, with wind power capacity expected to increase consistently, to the point where wind power will generate 4337 TWh in 2035 [1, 2] . For this reason, wind power forecasting-a technique that determines the quantity of wind power output that can be expected over a given period-is becoming a salient point of research as an important component in operating power systems to maintain their reliability.
Prior to forecasting wind power outputs, power curves need to be analyzed as they represent characters of wind turbine outputs. There are few studies on the reliability of power curves using regression and artificial neural network models, etc. [3] ; therefore, we have analyzed the reliability of a power curve at each wind speed through the wind turbine's power curve, and output the data using a logistic regression. In statistics, a logistic regression measures the relationship between a categorical dependent variable and one or more independent variables by estimating probabilities based on a logistic function, which is the cumulative logistic distribution [4] . Using a logistic regression, wind power outputs can be distributed (which do or do not enter the error range) at each wind speed, to create a probability model relating to the reliability of power curves.
Accurate wind power forecasting is essential when it comes to considering variability, reducing uncertainty, and penetrating wind power into power systems. Wind power forecasting is largely divided into three parts based on time horizon: short-term (one hour to one day), medium-term (one day to one week), and long-term (one week to one year) [5] . In particular, given the increasing supply of wind-generated power into the power grid, short-term wind power forecasting is becoming a critical issue in the safe operation of power systems. Precise short-term wind power forecasting can enable efficient power system management, improve the wind power supply level, and increase overall systemic reliability. Additionally, it can be utilized for power system planning such as unit commitment and dispatch scheduling [6] . Many approaches for predicting wind power have been proposed to increase the reliability of forecasted values. For wind power forecasting, there are models based on time series using auto regression moving average (ARMA)/auto regression integrated moving average (ARIMA), or the regression method [7] . These methods have many advantages: they can forecast fast and do not need many elements to forecast. However, time series models need lots of data when the model is structured, and the parameters are difficult to update when new data are uploaded. Furthermore, the regression model has limits in containing patterns and the variability of data.
Recently, many advanced approaches have been suggested to forecast more exact wind power outputs based on statistic and ensemble methods [8] [9] [10] [11] . In this study, we proposed the use of support vector machine (SVM) to forecast wind power outputs. SVM is one of the most popular models in the field of machine learning [12] , and is an advanced technique for classification and regression analysis. The support vector regression (SVR) is the method with which to carry out a SVM [13] based on regression as this model can consider variability as SVM is not largely influenced by noise data, which gives the high accuracy [14] . In this paper, we analyzed the accuracy of power curves at each wind speed using logistic regression, and also proposed short-term wind power forecasting using support vector machine based on linear regression to reduce wind power forecasting errors. To achieve this, we used the value of the power curve at each speed, and the accuracy of the power curve was calculated using logistic regression as additional variables. These variables are able to compensate when the forecasted wind speeds input had uncertainty. For this reason, it was possible to improve the error caused by the sudden change of output. In Section 2, the mathematical theories about logistic regression and SVM are described. In Sections 3 and 4, we analyze the accuracy of the power curve using logistic and forecast wind power outputs through the SVM method. In Section 5, we summarize the results of this research.
Mathematical Definition for Enhanced Reliability Assessments Method of Wind Turbines

Logistic Regression
Logistic regression analysis is applicable to data that do not follow the normal distribution. Using logistic regression analysis, it is possible to interpret discrete data which could not be analyzed by linear regression analysis.
Simple linear regression is a statistical method used for predicting and analyzing an independent variable that is influenced by a dependent variable when a dependent variable is continuous [15] . Since dependent variables are binary and not continuous, it is impossible to use simple linear regression. In simple linear regression, the interaction formula between a dependent variable, Y, and an independent variable, X, is assumed in the linear model as:
Here, the dependent variable and independent variables are continuous variables. In this regression model, β 0 + β k x k is an observation's expectation, E(Y k ), and ε k is the error where the independent variable, X, is x k . The expectation E(Y k ) is assumed to be the independent variable's linear expression. The error, ε k , follows the lognormal distribution as wind speed cannot have negative values, and this parameter can be zero, if it is assumed to be unbiased. σ 2 ε , which is consistent irrespective of x k , has an average zero as the center. Errors ε k and ε l occur independently (k = l). For example, we could define y k as follows:
1, the k th variable's value is success 0, otherwise (2) In this assumption, y k is the realization of a random variable Y k . If we apply the variable Y k , which has a rate of success P (Y k = 1) = p k , to a simple linear regression, we can get a regression model as follows:
We can then calculate an expected value when X is expressed by x k :
In this equation, we can determine that the expected value is represented as a probability when the independent variable, X, is x k . At this point, we can encounter problems with using a simple linear regression for analyzing binary data. First, the error term does not follow a normal distribution. When Y k is a binary dependent variable, the error term, ε k , has two values, 1
. The second problem is that a simple linear regression has expectations between −∞ and ∞. However, if we apply binary data to a simple linear regression, then expectations always have values between 0 and 1. Therefore, this model is inadequate for applying a simple linear regression to binary variables.
We can make a rule or classification which guesses the binary output from input variables. Due to classification, the dependent variable will have binary variables, and the expectation, E(Y k ), will represent a probability which has values between 0 and 1. Therefore, the dependent variable would be a binary variable, so it can be sufficient to use in a curve model, but not a linear model. The typical curve model is a logistic model [16] expressed by Equation (5):
where exp(β 0 + β 1 x k )/(1 + exp(β 0 + β 1 x k )) is an observation's expectation, E(Y k ), which is a curve model. The logistic model is used to estimate the probability of a binary response. Here, the logistic regression measures the relationship between a categorical dependent variable and one or more independent variables by estimating probabilities through a logistic model [17] . We can transform the logistic model into a linear model. This can be expressed as follow:
This transformation is called a logit transformation, which is defined by ln(p k /(1 − p k )), where p k is a proportion.
This mode of logistic regression [18] uses the method of maximum likelihood estimation for estimating a regression coefficient. Here, the maximum likelihood estimation is a method for estimating a population parameter using a value which maximizes a likelihood function. The likelihood function is represented by a sample and population function.
Assume that P (Y k = 1|X = x k ) = p(x; φ), for some function, p, parameterized by φ, which is itself parameterized function. When observations comprise independent variables, the likelihood function is expressed by Equation (7):
The probability sampling, Y 1 , Y 2 , . . . , Y n , is estimated by a sequence of Bernoulli trials, which is represented by f i (y i ):
If each trial were to have its own probability of success, P k , the likelihood would be expressed by Equation (9) :
Equation (9) shows that the likelihood is the same as the probability sample's joint probability function.
In this logistic regression [19] , analyzing the regression coefficient is difficult as the regression model is not linear. Therefore, we need to utilize the odds' conception for understanding a regression coefficient.
Suppose the numerical values between 0 and 1 are allocated two outcomes of a binary variable. The 0 signifies a negative response and 1 signifies a positive response. When p k is the ratio of observations with an outcome of 1, then 1 − p k is the ratio of an outcome of 0. This proportion is called the odds which is represented by Equation (10):
The probability of success The probability of failure (10) When the probability of success is higher than the probability of failure, the odds has a value greater than 1. Otherwise, when the probability of failure is higher than the probability of success, the odds has a value less than 1.
In logistic regression [20] , the regression model uses log odds, which involves applying the natural logarithm to odds. When we assume that the prediction probability isp k , we can estimate the log odds as follow:
If we were to use an exponential function on either side, we can generate transformed odds, as in the Equation (12)
In this equation, the odds' predicted value is multiplied as much as exp(b 1 ). If x k is 0, then the intercept, b 0 , becomes a predicted value.
Support Vector Regression (SVR)
As discussed in Section 1, support vector machine (SVM) is one of the most popular models in the field of machine learning and is an advanced technique for classification and regression analysis. SVM is not largely influenced by noise data and has high accuracy; furthermore, this model is easier to use than other machine learning approaches [21] , and has been used for wind power forecasting [22] . Typically, the basis for training appropriate model is represented as follows:
where R d denotes the space of the input patterns; the dataset, D, consists of labeled patterns; K signifies discrete space and indicates in regression scenarios. The purpose of this learning process is to find a prediction function, " f : X → R ", to map hidden patterns to reasonable labels with real values. We can formulate the time series data which are measured outputs at time 1 ≤ t ≤ n. Measured outputs are defined D in Equation (13) .
To extend the SVM [21] to cases for which the data is not linearly separable, we use a hinge loss function, as follows:
This function is zero if the constraint is satisfied. This constraint is represented as:
In Equations (2) and (3), y i are either 1 or −1, each indicating the class to which the point
ω is the normal vector to the hyperplane and
indicates the correct side of the margin [19] . For data on the incorrect side of the margin, the function's value is relative to the distance from the margin. Therefore, we need to minimize the loss function, as follows:
where λ indicates the decision to swap between increasing the margin size and ensuring that → x i resides on the correct side of the margin. Thus, for thoroughly small values of λ, the soft-margin SVM will still learn a viable categorization rule [22, 23] .
The SVR is a method to carry out a SVM based on regression. The SVR is divided into three types: a linearly separable SVR, a linearly inseparable SVR, and a nonlinear SVR [24] .
In this paper, a nonlinear SVR was used to forecast wind power outputs. To do so, we used historical data for wind power output and wind speed data for training, in addition to the power curve's value and accuracy data for correcting errors.
Reliability of Power Curve Estimation Using Logistic Regression
As discussed in Section 1, the power curves first need to be analyzed as they represent the character of a wind turbine's outputs. In this section, we describe the construction of a statistical model to estimate the reliability of power curves, based on logistic regression using R language version 3.3.1. Wind power outputs and wind speeds, which were measured in single turbine from Jeju Island, were used as data as one minute averaged values. We constructed one minute data into 10 min and one hour averaged data by averaging 10 and 60 data of one minute. Wind speeds were measured by nacelle. The turbine was made by the HANJIN Industry Corporation (Seoul, Korea), model number HJWT2000, with a capacity of 2000 kW.
Jeju Island's Empirical Output Data and Power Curve from Manufacturer
To perform this estimation, we used outputs measured from November to December 2015 from Jeju Island (the corresponding area is not specified to protect the security of the technical data).
Since the reliability analysis of the output curve must be performed prior to the output prediction, the data before the predicted data were used. Figure 1 represents the turbine's power curve from the manufacturer and the measured outputs. As power curves normally contain a mean power value over 10 min, we constructed a power curve by converting one minute of data to 10 min of data using the average method. 
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In this paper, a nonlinear SVR was used to forecast wind power outputs. To do so, we used historical data for wind power output and wind speed data for training, in addition to the power curve's value and accuracy data for correcting errors
Reliability of Power Curve Estimation Using Logistic Regression
As discussed in Section 1, the power curves first need to be analyzed as they represent the character of a wind turbine's outputs. In this section, we describe the construction of a statistical model to estimate the reliability of power curves, based on logistic regression using R language version 3.3.1. Wind power outputs and wind speeds, which were measured in single turbine from Jeju Island, were used as data as one minute averaged values. We constructed one minute data into 10 minute and one hour averaged data by averaging 10 and 60 data of one minute. Wind speeds were measured by nacelle. The turbine was made by the HANJIN Industry Corporation (Seoul, Korea), model number HJWT2000, with a capacity of 2000 kW.
Jeju Island's Empirical Output Data and Power Curve from Manufacturer
Since the reliability analysis of the output curve must be performed prior to the output prediction, the data before the predicted data were used. Figure 1 represents the turbine's power curve from the manufacturer and the measured outputs. As power curves normally contain a mean power value over 10 minutes, we constructed a power curve by converting one minute of data to 10 minutes of data using the average method. As the power curve from the manufacturer did not correspond with the measured output data, we suggested a logistic regression to estimate the reliability of the power curve. As the power curve from the manufacturer did not correspond with the measured output data, we suggested a logistic regression to estimate the reliability of the power curve.
Classify Output Data Based on the Power Curve
To generate a logistic regression, we classified output data based on the power curve from the manufacturer. The classification was decided by whether the outputs were included in the ±20% of the power curve's values at each wind speed or not. The band of classification is represented by dashed lines in Figure 1 . In reality, as power curves frequently include a ±20% variability of measured power output [22] , we classified the outputs into two categories, by error, based on whether the output data existed within the ±20% variability. We determined that the outputs were within the assumed existing error range throughout the entire range.
Reliability of Power Curve Estimation
After classification, we obtained values of 1 and 0, which is represented in Figure 2 .
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Classify Output Data Based on the Power Curve
Reliability of Power Curve Estimation
After classification, we obtained values of 1 and 0, which is represented in Figure 2 . As seen in Figure 2 , the classified data was non-linear and binary which meant that we could not use a linear regression model to analyze the data. Therefore, to analyze the binary data, which had a non-linear character, we used a logistic regression that could analyze non-linear data to make a statistical model. This model (represented by the red line) was used for estimating the reliability of a power curve from the manufacturer based on logistic regression. The band of ±20% variability got narrower while wind speed decreased, and would tend to be zero when the cut-in speed was approached. Wind measurement errors do not reduce proportionally to wind speed, so power curve reliability for low wind speeds could be underestimated. For this reason, we fixed the minimum value so that when the wind goes under a value (6 m/s), which is represented by the blue dashed line. The "X" label signifies wind speed, and the "Y" label signifies the probability that outputs exist within a tolerance band. Using this statistical model, we could estimate the reliability of a power curve at each wind speed. This is represented in Table 1 . As seen in Figure 2 , the classified data was non-linear and binary which meant that we could not use a linear regression model to analyze the data. Therefore, to analyze the binary data, which had a non-linear character, we used a logistic regression that could analyze non-linear data to make a statistical model. This model (represented by the red line) was used for estimating the reliability of a power curve from the manufacturer based on logistic regression. The band of ±20% variability got narrower while wind speed decreased, and would tend to be zero when the cut-in speed was approached. Wind measurement errors do not reduce proportionally to wind speed, so power curve reliability for low wind speeds could be underestimated. For this reason, we fixed the minimum value so that when the wind goes under a value (6 m/s), which is represented by the blue dashed line. The "X" label signifies wind speed, and the "Y" label signifies the probability that outputs exist within a tolerance band. Using this statistical model, we could estimate the reliability of a power curve at each wind speed. This is represented in Table 1 . We estimated the reliability of the power curve at each wind speed using this statistical model (Figure 2 ), which was deduced by logistic regression.
Wind Power Forecasting by Using SVR
As discussed in Section 2, we used a SVM based on a multi-variable regression to forecast wind power outputs [25] . Before any actual wind power forecasting, we analyzed Jeju Island's output data and independent variables, and used the empirical data including wind power outputs, wind speed, power curve's value and accuracy for training the SVM and forecasting wind power outputs.
Analysis of Empirical Data
To perform the wind power forecasting, we use outputs measured in January, 2016 from Jeju Island.
As seen in Figure 3 , the wind power outputs were highly variable. To forecast wind power outputs, we considered three independent variables: wind speed, the value of the power curve at each speed, and the accuracy of the power curve. The forecasting of wind power outputs was progressed through the process as seen in Figure 4 . The accuracy of the turbine's power curve was calculated by applying the wind speed, outputs, and turbine's power curve data to logistic regression analysis. The accuracy of the power curve was used as an auxiliary variable for the correction of the error. After forecasting the accuracy of the power curve, SVM model training was performed using the weekly data of wind speed, power, power curve, and power curve accuracy. Through training, the model analyzed patterns between past data, and when input data arrived, the model would derive results through the pattern learning result. In this paper, the forecasted wind velocity was used as the input data to perform the output forecast. We estimated the reliability of the power curve at each wind speed using this statistical model (Figure 2 ), which was deduced by logistic regression.
Wind Power Forecasting by Using SVR
Analysis of Empirical Data
As seen in Figure 3 , the wind power outputs were highly variable. To forecast wind power outputs, we considered three independent variables: wind speed, the value of the power curve at each speed, and the accuracy of the power curve. The forecasting of wind power outputs was progressed through the process as seen in Figure 4 . The accuracy of the turbine's power curve was calculated by applying the wind speed, outputs, and turbine's power curve data to logistic regression analysis. The accuracy of the power curve was used as an auxiliary variable for the correction of the error. After forecasting the accuracy of the power curve, SVM model training was performed using the weekly data of wind speed, power, power curve, and power curve accuracy. Through training, the model analyzed patterns between past data, and when input data arrived, the model would derive results through the pattern learning result. In this paper, the forecasted wind velocity was used as the input data to perform the output forecast. If a single variable is considered, it is possible for a large error to occur when a wrong single variable enters the input data. Therefore, there is a need to consider multi-variables. We used the value of the power curve at each speed and the accuracy of power curve, which is calculated by using logistic regression as additional variables. These variables compensate when there is uncertainty in the input of forecasted wind speeds.
Jeju Island's Wind Power Outputs Forecasting
The training period was seven days long as learning periods can become biased towards past data. After training, we forecasted wind power outputs after 24 h, for the month of January 2016. In all cases, the results were slightly improved, but it was difficult to represent all days. Therefore, the two best cases were selected. In this case, we used historical data measured from 1-7 January 2016 from Jeju Island to train the SVM using R language and the "e1071" package [26] [27] [28] . After training, we forecasted wind power outputs for 8 January. The SVR model parameters are represented in Table 2 . The parameters of the SVR model listed in Table 2 were constructed through training using data from 1-7 January 2016. By applying these parameters, we forecasted wind power outputs for 8 January 2016. The results are in Figure 5 . As shown in Figure 5 , forecasted values using the SVR model and the proposed method (using the SVR model based on multi variables) were similar to the measured values. Both the SVR model and SVM based on multi-variable regression were highly accurate. If a single variable is considered, it is possible for a large error to occur when a wrong single variable enters the input data. Therefore, there is a need to consider multi-variables. We used the value of the power curve at each speed and the accuracy of power curve, which is calculated by using logistic regression as additional variables. These variables compensate when there is uncertainty in the input of forecasted wind speeds.
The training period was seven days long as learning periods can become biased towards past data. After training, we forecasted wind power outputs after 24 h, for the month of January 2016. In all cases, the results were slightly improved, but it was difficult to represent all days. Therefore, the two best cases were selected. In this case, we used historical data measured from 1 to 7 January 2016 from Jeju Island to train the SVM using R language and the "e1071" package [26] [27] [28] . After training, we forecasted wind power outputs for 8 January. The SVR model parameters are represented in Table 2 . The parameters of the SVR model listed in Table 2 were constructed through training using data from 1 to 7 January 2016. By applying these parameters, we forecasted wind power outputs for 8 January 2016. The results are in Figure 5 . As shown in Figure 5 , forecasted values using the SVR model and the proposed method (using the SVR model based on multi variables) were similar to the measured values. Both the SVR model and SVM based on multi-variable regression were highly accurate. Table 3 shows the accuracy of the forecasted output values. Both forecasting methods exhibited high accuracy, but the proposed method was more accurate. In Figure 5 , we used historical data measured from 4-10 January 2016 from Jeju Island, to train the SVM. After training, we forecasted wind power outputs for 11 January (The forecasted values are added to Appendix A). The SVR model parameters (which were set for forecasting wind power outputs on 11 January 2016) are represented in Table 4 . The parameters listed in Table 5 are the parameters of the SVR model constructed through training using data from 4-10 January 2016. By applying these parameters, we forecasted wind power outputs for 11 January 2016. The results are shown in Figure 6 . Table 3 shows the accuracy of the forecasted output values. Both forecasting methods exhibited high accuracy, but the proposed method was more accurate. In Figure 5 , we used historical data measured from 4 to 10 January 2016 from Jeju Island, to train the SVM. After training, we forecasted wind power outputs for 11 January (The forecasted values are added to Appendix A). The SVR model parameters (which were set for forecasting wind power outputs on 11 January 2016) are represented in Table 4 . The parameters listed in Table 5 are the parameters of the SVR model constructed through training using data from 4 to 10 January 2016. By applying these parameters, we forecasted wind power outputs for 11 January 2016. The results are shown in Figure 6 . In Figure 6 , the measured values are represented with a black line; forecasted values using the SVR model based on wind power outputs and wind speed are represented as a red line; and forecasted values based on the proposed method are represented with a blue line (The forecasted values are added to Appendix A). Both forecasting models exhibited high accuracy, but the proposed method generated more accurate forecast values.
To confirm this performance numerically, we calculated correlation, R-squared, and RMSE. Table 5 represents the accuracy of that forecasted output values.
As shown in Tables 3 and 5 , the proposed method achieved very little improvement. However, it was possible to improve the error caused by the sudden change of output.
Conclusions
Short-term wind power forecasting is an important technique as it can inform system operators of how much wind power can be expected at a specific time. To increase the penetration of wind generating resources into the power grids, short-term wind power forecasting is becoming an important issue for grid integration analysis. To guarantee the reliability of forecasting, power curves need to be analyzed, and a forecasting method selected which compensates for the variability of wind power outputs. In this paper, we proposed an enhanced reliability assessment of power curves at each speed using logistic regression as the outputs predicted by the power curve and wind speed were accurate using this estimated reliability. Support vector machine is a kind of supervised learning and is a method for recognizing patterns and analyzing data; therefore, we proposed a method for forecasting wind power outputs using an SVM based on multi-variable regression to increase reliability.
The proposed method was verified with empirical data from a wind turbine located on Jeju Island. We used limited data and one wind turbine size. These limitations can be improved when additional data are available. We considered historical data including wind power output, wind speed, power curve, and the accuracy of the power curve for training. During training, the purpose of the power curve and its accuracy were made by correcting errors. After training, we forecasted wind power outputs over the next 24 h. We obtained the forecasted values by using a SVM based on a multi-variable regression, which was more accurate than the SVM based on single-variable regression (A review of additional turbines is summarized in Appendix A). Thus, the proposed method for estimating accuracy and forecasting outputs can provide reliable predictions of wind power outputs to power system operators. In Figure 6 , the measured values are represented with a black line; forecasted values using the SVR model based on wind power outputs and wind speed are represented as a red line; and forecasted values based on the proposed method are represented with a blue line (The forecasted values are added to Appendix A). Both forecasting models exhibited high accuracy, but the proposed method generated more accurate forecast values.
The proposed method was verified with empirical data from a wind turbine located on Jeju Island. We used limited data and one wind turbine size. These limitations can be improved when additional data are available. We considered historical data including wind power output, wind speed, power curve, and the accuracy of the power curve for training. During training, the purpose of the power curve and its accuracy were made by correcting errors. After training, we forecasted wind power outputs over the next 24 h. We obtained the forecasted values by using a SVM based on a multi-variable regression, which was more accurate than the SVM based on single-variable regression (A review of additional turbines is summarized in Appendix A). Thus, the proposed method for estimating accuracy and forecasting outputs can provide reliable predictions of wind power outputs to power system operators. Author Contributions: Jin Hur conceived and designed the overall research; BeomJun Park developed the accurate short-term power forecasting model and conducted the experimental simulation; Jin Hur and BeomJun Park wrote the paper; and Jin Hur guided the research direction and supervised the entire research process.
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