Abstract: As technology scales, soft errors in deep submicron circuits have become a major reliability concern due to smaller node capacitances and lower supply voltages. It is expected that the soft error rate (SER) of combinational logic will increase significantly. Previous solutions to mitigate soft errors in combinational logic suffer from delay penalty or area/power overhead. The authors proposed here an output remapping technique to reduce SER of critical paths. The SER reduction of our method ranges from 59.2 to 89.8%. This method does not introduce any delay penalty in most cases. The area/power overhead is limited as well. The output remapping method is based on the trade-off between SER and gate delay. The analysis shows that the width of the particle strike induced glitch scales down with technology scaling, which guarantees that output remapping technique works well along with technology scaling.
Introduction
Soft error is a transient failure of a circuit caused by alpha particles, fast neutrons and thermal neutrons. This kind of error changes the computation result of a circuit. It usually does not destroy the device. Along with the technology scaling, smaller node capacitances and lower supply voltages make the soft error a big concern [1 -3].
When a particle hits a circuit node, it will deposit charge along the path and result in voltage glitch on the affected node. For memory elements, if deposited charge is more than a minimum value, the stored data will be damaged and a soft error occurs. This minimum value is called critical charge (or Q critical ), which is well accepted as the measure of the vulnerability of a circuit to soft errors by many researchers.
Combinational elements were considered much less vulnerable to soft errors due to three phenomena: logical masking, electrical masking and latching-window masking. However, because of technology scaling, soft error rate (SER) in combinational circuits is expected to increase significantly [2] . However, previous mitigation methods suffer from area and delay penalty.
In this work, based on the soft error generation and propagation model introduced in Sections 3 and 4, a trade-off between propagation delay and SER is presented and the importance of output nodes is addressed when considering SER reduction. We find out that a logic gate can control all the glitches that propagate through it. Furthermore, we propose the output remapping technique by controlling the output gate delay. Some output gates are selected and replaced with other complex logic gates that have longer propagation delay, and then narrow glitches will be filtered out at the outputs. The SER reduction of output remapping technique ranges from 59.2 to 89.8%, and delay/area penalty is minor for most circuits.
The paper is organised as follows. Section 2 introduces soft error problem, reviews previous mitigation techniques and then proposes the advantages of output remapping technique. Sections 3 and 4 introduce our soft error analysis model including the generation and propagation model. Section 5 presents the proposed output remapping technique to reduce SER based on our SER analysis platform, and the experimental results are also proposed and compared with related works. We summarise the paper in Section 6.
Soft error of combinational circuits

Technology trends
Technology scaling, which makes soft error a big concern, affects both memory and combinational circuits. Several studies have indicated that SER of an SRAM bit has been constant or even decreased. SER for some latches is constant or even decreasing slightly from 130 to 65 nm technologies [4] . Combinational circuits are considered to be less vulnerable due to three masking effects [2]: logical masking, electrical masking and latching-window masking. However, those masking effect is tempered for new technology generations. Owing to the decreasing pipeline stage, the effect of logical masking and electrical masking has been decreasing. The reduction in node capacitances and supply voltages decreases electrical masking. Increasing clock frequencies have reduced the latching-window masking. Because of these reasons, SER of combinational logic is expected to rise significantly [2].
Soft error mitigation
A common method to mitigate soft error is redundancy. Triple modular redundancy (TMR) consists of three copies of the original circuit and a majority voter. Apparently, TMR results in 200% overhead of area and power, whereas the voter introduces additional delay [5] . Time redundancy and partial duplication induce less overhead than TMR, but still adds additional delay [6, 7] . Such methods are applied when reliability is the most important design goal for the applications (such as space or banking application).
The radiation hardening techniques try to increase Q critical of nodes by adding capacitance or resizing gates. For example, gate sizing was proposed to reduce SER [8] . This method altered the W/L ratio of transistors to improve the drive strength. Certainly, increased gate size results in area and power overhead, and many gates need to be resized to achieve prominent SER reduction. Additional load capacitance and optimal assignment of supply voltage, threshold voltage and gate size enhance the electrical masking effect and reduce SER [9] . It induces delay, area and power overhead as well. Latching-window masking through flip-flop selection [10] was also used to reduce SER, which introduced delay penalty as well.
In [11] , two methods (gate cloning and cell resizing) were proposed to mitigate soft error. A robust compiler was designed to integrate those methods into existing design flow. A gate multiplication method was introduced in [12] . Researchers in [13] took advantage of selective hardening to mitigate soft error in combinational circuits. Although the results of these techniques [11 -13] are relatively good, we compared them with our output remapping in Section 5 and showed that our output remapping technique can achieve even better results with less penalty. An alternative CMOS design style for soft error mitigation is proposed in [14] , in which a static logic has two output ports. This method also needs more design effort than the output remapping method proposed in this paper.
Advantages of our technique
Previous methods cannot be used in critical paths. Some of those methods introduce significant area/power penalty. Comparing with those methods, the delay penalty of our method is negligible in most cases. Only one case suffers a delay penalty of 4%. Because only critical output nodes are modified in our method, area/power overhead can be ignored. As our model revealed later in Section 5.4, glitch width scales down with technology scaling, so we expect that this output remapping method scales well.
Soft error generation
For a single logic cell, there are two characteristics in terms of SER: glitch generation and glitch propagation. The generation characteristic of a logic cell determines the strength of voltage glitch caused by a particle strike. The propagation characteristic determines the electrical masking effect of the cell, that is, the glitch degradation effect. The particle strike-induced current pulse model is introduced in Section 3.1. Section 3.2 is regarding the property of the glitch width of generated pulses.
Current pulse
Particles that strike the silicon bulk will deposit a track of carriers. The carriers may recombine and form a very short current pulse at the circuit node. A double exponential current pulse (1) can be used to estimate this effect [15] 
where I peak is the amplitude of the pulse, t a is the collection time constant and t b is the ion-track establishment time constant.
Transient pulse generation
The current injection will cause voltage pulse at the output node of the gate. The strength of the voltage pulse is described by the pulse width (t w ) measured at 0.5V dd . If the amplitude of the current pulse (I peak ) induced by the particle strike at the storage node is more than a minimum value, t w will be larger than 0. t w will increase with I peak .
The strength of the injected current can be described by the charge of the current pulse, Q collected .
The Q collected -t w characteristic of each logic cell can be estimated by HSPICE simulation. The current source is injected to the circuit node that is hit by particles. At each run of simulation, I peak is changed, and then Q collected and
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Glitch width
The simulation result of a real circuit is illustrated in Fig. 2 . At each run of simulation, the current source is connected to the output of an inverter, and the I peak of (1) is increased. When the peak voltage comes to be larger than a certain value (close to V dd plus diode threshold voltage u), the drain diode is forward biased (Fig. 2 ) and the node voltage will not continue rising. After this point, the Q collected -t w curve shows an inflexion [16] . An analytical model presented in [17] recently can be used to verify this conclusion.
Soft error propagation
In this section, the glitch propagation is first shown with an example, and follows the trade-off between propagation delay and SER. The importance of output nodes is demonstrated as well.
Transient pulse propagation example
The research of transient pulse propagation shows that glitch degradation is mainly determined by propagation delay (t p ) of a logic cell [18] . The example presented later is obtained by HSPICE simulation and Matlab curve fitting. In this example, the logic cell has propagation delay t p and the duration of the input voltage pulse is t n . The glitch duration t n+1 at the output of the cell can be depicted roughly by (2). When the input voltage pulse duration is smaller than t p , the glitch cannot propagate to the next stage. The glitch degradation is faster when t n+1 is closer to t p as illustrated in Fig. 3 . t n+1 is always smaller than t n , but very wide glitch experiences little degradation.
Motivation example on logic chain
We have conducted experiments on inverter chains which are implemented with predictive technology model (PTM) 45 nm models [19] . The structure of our inverter chain is illustrated in Fig. 4 . The last inverter is the gate with varying propagation delay. The inverter with the name '1' is the first stage from the last gate. The inverter '2' is the second. After the propagation delay is changed, the critical charge of every inverter is calculated.
The results are listed in Table 1 . Take the second row of Table 1 for example. Before we increase the delay, the output node will be flipped if the collected charge on the output node of inverter '2' is more than 2.23 fC. The collected charge has to be larger than 14 fC (72 fC) when the propagation delay of the output gate is increased to 32.5 ps (44.4 ps). 
where SER before is the SER before we increase the delay, SER delay1 is the SER after the propagation gate delay is increased to 32.5 ps and SER delay2 is the SER after the propagation gate delay is increased to 44.4 ps.
The critical charge appears to depend more upon the propagation delay than upon the position of the inverter, except inverter '1'. The result of inverter '1' is different, because this node is strong coupled with logic chain output node. The output node of inverter '1' is a channel connected with the logic chain output [20] . The coupling effect comparatively weakens the electrical masking effect. However, the impact caused by this gate is considerably limited owing to the small number of the first stage gates. The delay variance of 11.9 ps (44.4 2 32.5 ps) results in about 4× increase in critical charge, which implies that there is an exponential relationship between SER and propagation delay approximately, which is also our topic later.
Propagation delay and SER trade-off
We have conducted tests on the trade-off between propagation delay and SER. During each run of HSPICE simulation the propagation delay is changed and the Q critical is obtained. The simulation result is illustrated in Fig. 5 . It is shown in the figure as well that the simulation data can 
is used in the experiment
After the propagation delay is changed, the critical charge of every inverter is calculated. The result of the simulation is listed in 
Importance of output nodes
From the above analysis, an important conclusion can be made: a logic gate can control all the glitches that propagate through it. The reasons are listed in the following: First, as we mentioned before, glitches need to be propagated to the combinational output to cause a soft error. Second, according to Section 4.3, propagation delay has an exponential impact on critical charge. If we increase the propagation delay of a gate, all the critical charges of its fan-in cone will increase significantly. Third, SER has an exponential relation with critical charge [1].
We try to find out the most important gates when considering SER for every ISCAS85 benchmark circuit [21] . In the experiments, we calculate the shape of all particle-induced glitches that can propagate to the output and cause a soft error. The propagation path of each glitch is also recorded. Then the importance of each gate when considering SER is evaluated. The importance of a gate is defined as the accumulation of SER of each glitch that propagates through this gate. The experimental results show that the output nodes of ISCAS85 benchmark circuits are most important gates in the circuits when considering SER. The type of each benchmark circuit is unveiled in [22] . The results of [22] are listed in Table 2 as well. It shows that our experiments cover a vast variety of circuits.
Output remapping
In this section, our output remapping method is introduced [16] based on the importance analysis of all the gates in a circuit. We only focus on critical outputs. Critical output is defined as the output with delay close to the circuit delay. Circuit delay is defined as the maximum delay across all outputs. Non-critical outputs can be processed conveniently, because no delay penalty will be introduced.
We focus on the combinational outputs and replace some gates with other gates that have longer delay, so that SER on the outputs will be reduced significantly. In this section, an example is first presented to explain the output remapping method.
Example: Fig. 6 shows an example from ISCAS85 benchmark circuits (C2670) [21] . Gate 1 is connected to an output which belongs to the critical path. Gates 1 -4 are used to drive the output as a result of logic synthesis. Glitches are only filtered by the propagation delay of one NAND. If we replace gates 1 -4 with a complex logic gate 5 that have longer delay, then glitches are filtered by the propagation delay of gate 5.
We use logical effort [23] to analyse, which is described as follows. The intrinsic delay of gate 5 is (3 + 2 + 4)/3 ¼ 3. This comes from a negative channel metal-oxide semiconductor gate of size 3, one positive channel metaloxide semiconductor (PMOS) gate of size 2 and one PMOS gate of size 4. The logical effort is (4 + 3)/3 ¼ 7/3. So, the propagation delay of gate 5 is t inv (3 + 7/3F ), where F is the path effective fan-out, which is defined as the load capacitance over the input capacitance.
The logic structure of gate 5 is illustrated in Fig. 6 as well. We can also calculate the delay for multi-stage version. The result is listed in Table 3 and illustrated in Fig. 7 . As you can see, the single-stage version is faster than multi-stage version while F is smaller than 4. In Fig. 6 , propagation delay from gate 3 input to gate 1 output is larger than the propagation delay of gate 5. We can adjust the load capacitance of gate 5 until its propagation delay approaches this value. Then all glitches narrower than the propagation delay of gate 5 cannot propagate to the latch input or the output node. According to Section 4.3, SER is reduced significantly. Notice that all the other gates belonging to the fan-in cone of this output remain the same and no delay penalty is introduced.
The problem is that if we use single stage complex logic, it is sometimes too slow compared with the multi-stage version. The logic effort calculation of 8NAND and 8NOR is illustrated in Fig. 8 respectively. The delay of 8NAND and 8NOR static gates is much larger than the multi-stage logic when F increases. This introduces delay penalty. But this paper will show later that the delay penalty is minor for most circuits.
In those figures, the 'static' curve represents the singlestage propagation delay; the 'dynamic' curve represents the single-stage propagation delay when the gate is implemented with dynamic logic and the 'multi-stage' curve represents the original propagation delay.
Soft error analysis tool
We developed a C++-based SER analysis tool to calculate SER. The program flowchart is illustrated in Fig. 9 . Researches of [24 -28] can be referred to obtain a better understanding of the combinational circuit soft analysis tool, especially [28] , which proposed a static, block-based and linear algorithm.
A standard cell library, the circuit netlist and the glitch generation/propagation model for each cell in the library are used as the input of this SER analysis tool. The glitch generation and propagation characteristics are obtained by HSPICE simulation. The inputs are parsed into the program and represented by a directed acyclic graph (DAG). Two hundred runs of simulation are performed after parsing. At the beginning of each run of the simulation, a logic input vector is randomly generated. Then a logic simulator is used to calculate the logic value of each node. After the logic simulation, the state of each gate is determined and so are the glitch generation and propagation characteristics of each gate. Then for each gate, if the particle strikes on it can cause a glitch at one of the output nodes, the relation between the injected charge and the glitch width of the output node is calculated. Based on those data, the circuit SER is calculated at last [2].
For example, there is a logic path 'a' -'b' -'c'-'d' -'o' in the circuit, and the path is not logically masked. 'a', 'b', 'c' and 'd' are inner gates of the circuit. 'o' is an output gate of the circuit. If a particle hits gate 'a', soft error generation characteristics of 'a' can be used to calculate the generated glitch shape at gate 'a'. The generated glitch will propagate from 'a' to 'b', then the propagation characteristics of gate 'b' is used to calculate the glitch shape at gate 'b'. At last, the corresponding glitch shape at gate 'o' is obtained. If a particle with different injected charge hits gate 'a', or if a particle hits another gate, the corresponding glitch shape can be obtained as well. 
Experimental results
With the help of our SER analysis tool, we have conducted tests on benchmark circuits from ISCAS85. The logic cells used in our experiments is based on PTM 45 nm models [19] and Nangate Open Cell Library [29] . The results are demonstrated in Table 4 . The result of [9] is listed in the table for comparison as well, because electrical masking effect is the focus of [9] and so is this paper. In [9] , optimal assignment of supply voltage, threshold voltage, gate size and additional load capacitance enhance the electrical masking effect.
The SER reduction of our method ranges from 59.2 to 89.8%. The SER reduction of [9] ranges from 53.1 to 95.2%. The SER reduction results of two methods are close to each other. The delay penalty of our method is negligible in most cases. Only one case suffers a delay penalty of 4%. The C432 circuit has a delay penalty of 4%, because its size is the smallest and it tends to have more critical paths passing through the most critical output than other circuits. Although the delay penalty of [9] is small, ranging from 4.9 to 7.2%, the average delay penalty of our method is much smaller than the penalty of [9] .
In ISCAS85 benchmark circuits, 1% of the gates belong to critical output nodes. Because only critical output nodes are modified in our method, power overhead can be ignored. The data of power penalty of our method is an approximation based on critical output number, circuit power consumption and output load capacitance. In [9] the power overhead ranges from 12.2 to 42.5%. Because the area of the remapped gates is small compared with the circuit, and the output node capacitance is large, SER caused by those gates can be ignored.
Comparing with our method, [11] can reduce error rate significantly (from 41 to 61%), but the reduction is smaller than ours; the area penalty of [12] is higher and its SER reduction is smaller; reference [13] has higher area penalty, while its SER reduction is similar to ours. As our model revealed later, glitch width scales down with technology scaling, so we expect that this output remapping method scales well.
Glitch width scaling
As we mentioned in Section 3, the inflexion point reaches when the peak voltage approaches (V dd + u). The relation between t max , the time required for the node voltage to rise from 0 to the peak value and RC can be estimated using (6) [30] 
It is also illustrated in Fig. 10 , where you can see that t max /RC changes a little when RC/t a rises from 1.1 to 2. According to Figure 9 Program flowchart of our SER analysis tool [1], t a scales down with technology approximately linearly, which implies that RC/t a is approximately a constant. So, we could assume that t max /RC does not change much which leads to the conclusion that t max scales down with gate delay.
In addition, the time for the voltage to fall from t max to (V dd /2) is determined by RC or gate delay. Therefore the glitch duration corresponding to the inflexion point scales down with gate delay. The simulation results of relation between glitch width and gate delay at different technology nodes are presented in Table 5 . In the table, t w /t p is the glitch width over propagation delay. Both are simulation results of inverters. The current source is connected to the inverter output. The load is two inverters of the same size.
Conclusions
In this paper, based on a trade-off between propagation delay and SER, an output remapping technique is proposed to reduce SER. After the remapping, the multi-stage logic connected to the critical output is replaced with complex logic gate. This method takes advantage of electrical masking effect by increasing the last stage propagation delay to filter out the particle strike-induced glitches.
Our analysis also shows that glitch width scales down with technology scaling, so we expect that this method scales well. Our method only needs a little change at the combinational output and all the gates belonging to the fan-in cone of the output remains the same, so the power and area penalty are limited. Our output remapping technique can be used in critical paths. In most cases no delay penalty is introduced. This observation leads to the conclusion that t max scales down with gate delay 
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