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Abstract One of the main challenges in theoretical gas-surface studies is to incor-
porate into the dynamics energy exchange to both lattice vibrations and electronic
excitations, keeping the accuracy of a multidimensional ab-initio potential energy
surface for describing the gas/metal interaction. In this chapter, we review some
recent advances in the subject and will present a theoretical framework recently de-
veloped that allows to evaluate within a full dimensional dynamics the combined
contribution of both excitation mechanisms. This objective has been accomplished
by combining the Generalized Langevin Oscillator model for phonon excitations
and the Local Density Friction Approximation for electronic excitations. The inclu-
sion of both effects allows one to address such fundamental questions as which is
the relative importance of phonon and electron-hole pair excitations as energy dis-
sipation channels and to what extent the adiabatic calculation can capture the basic
physics of the dynamics and provide accurate results. Results on several systems and
on different elementary gas-surface processes (dissociation, scattering, and molec-
ular adsorption) are used to enrich the discussion. We show that, even when the
energy dissipated is quantitatively significant, important aspects of the scattering
dynamics are well captured by the adiabatic approximation.
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1 Introduction
An accurate theoretical description of the dynamical interaction between atoms and
small molecules in the gas phase and clean surfaces usually requires first-principles
calculations, as well as the inclusion of the full dimensionality of the problem. Al-
though less refined approximations have been very useful in the past and still help
in the understanding of surface chemistry phenomena, the jump from qualitative to
quantitative analysis demands high precision in the numerical evaluation of intricate
energy topographies.
An effective approach is the calculation of the potential energy surface (PES) of
the system prior to launching the dynamics. The obtention of the gas-surface PES
is generally based on strict approximations. PESs are computed in the adiabatic
approximation in which inelastic processes are neglected. The interaction energy
between slowly moving gas-phase species and surface atoms, for a given position,
is considered as that of the ground state. Neither the energy exchange with phonons
nor the possibility of electron-hole pair creation are included. Despite the approx-
imations involved, adiabatic descriptions of reactive and non-reactive processes at
surfaces have proven to be very successful in a wide variety of systems. In the par-
ticular case of metal surfaces, the reflection and dissociative adsorption of small
molecules such as H2, N2, and in some cases O2 have been shown to be well de-
scribed in the adiabatic picture [1–7]. A more detailed account of the expected pre-
cision of the adiabatic approximation can be found in other chapters of this book.
The quest for improved accuracy requires further advance in the theoretical de-
scription of all processes involved in the dynamics, including those associated with
energy exchange. In addition, there are systems for which energy exchange can be
indeed relevant. Electron excitations and phonons are, in general, the most prevalent
mechanisms. Concerning electronic excitations, there is ample experimental evi-
dence showing that they do arise in gas-surface experiments [8–11]. For this reason
they have been the focus of much theoretical research in recent years, and different
models have been developed to include this energy dissipation channel [12–16]. A
remaining challenge consisted in being able to model electronic excitations in gas-
surface dynamics without losing the accuracy achieved in full-dimensional adiabatic
calculations.This has been recently accomplished with the so-called local density
friction coefficient approximation (LDFA) [14]. The LDFA framework has finally
allowed to incorporate electronic excitations in multidimensional dynamics using
accurate ab-initio PESs.
Theoretical activity has been also broad [17–20] in the study of the energy ex-
change between incident atoms and molecules and the surface lattice. For instance,
Manson and coworkers in a series of papers have studied extensively the energy
exchange between impinging atoms and molecules with surfaces, using a semiclas-
sical approximation [19]. In these works, model surfaces were considered such as
a smooth flat vibrating surface, a collection of discrete scatterers, and even an in-
termediate case in which surface corrugation was modeled via a corrugation pa-
rameter [21]. This approach has shown to be very successful to understand energy
exchange in case of nonreactive rare gas atom scattering with surfaces, for which the
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smooth surface constitutes a reasonable approximation [22,23]. Even for the case of
the scattering of reactive molecules, the model has been applied and valuable infor-
mation has been obtained [24, 25]. Nevertheless, for reactive species for which the
multidimensional PES is very corrugated and intricate, the accuracy of such sim-
plified molecule-surface interaction potentials can be questionable. In these cases,
a more realistic treatment of the interaction, at least at the level of DFT, is neces-
sary. In this respect, the Generalized Langevin Oscillator model (GLO) [17, 18] is
a valuable tool to incorporate energy exchange with the lattice phonons on top of a
multidimensional ab-initio PES [26,27].
A theoretical model has been recently introduced that, keeping the accuracy of
a multidimensional ab-initio DFT-PES for the gas-particle/metal interaction, incor-
porates in the dynamics energy exchange to both lattice vibrations and electronic
excitations [28]. For the reasons explained above, such a model is necessary for
a complete realistic description of the gas-surface interaction. This has been done
by combining the LDFA for electronic excitations and the GLO for phonon excita-
tions/deexcitations. This approach will be denoted as the GLO & LDFA model. In
this chapter, we will use some of the capabilities of this model to review and discuss
the role of electronic friction and phonons in elementary reactive processes arising
in some representative systems.
This chapter is organized as follows: Section 2 is devoted to the description of the
LDFA, the GLO and the GLO&LDFAmodels to incorporate electronic and phonon
excitation effects in gas-surface dynamics, their physical basis and how they are
implemented in multidimensional ab-initio dynamics, in Section 3 these methods
will be applied to some representative systems to show what kind of information
can be gained on the role of electronic and phonon excitations in some gas-surface
processes and to explore up to what point the adiabatic approximation represents a
good approximation for some of these problems, and, finally, Section 4 is devoted
to summarize the main conclusions that can be obtained from these studies.
2 Theoretical Framework
This section describes the theoretical models developed to account for electronic ex-
citations and energy exchange and dissipation effects in the coupling of the molecule
to the lattice vibrations. All these models constitute an efficient framework to in-
clude such nonadiabatic processes in dynamics simulations run on an accurate mul-
tidimensional potential energy surface. The section starts by introducing the LDFA
of Juaristi and co-workers [14] that incorporates the role of low energy electron-
hole pair excitations as a friction force experienced by the impinging gas-atom or
-molecule. The section continues with the GLO model proposed by Adelman and
Doll [17] and Tully [18] that accounts for lattice vibrations and their effect is gas-
surface dynamics. The sections ends up with the GLO&LDFA model that incorpo-
rates in the equations of motion the electronic and phonon excitations by naturally
combining the LDFA for the former and the GLO for the latter.
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2.1 Local density approximation for electronic friction
The LDFA allows to incorporate electronic excitations in the interaction of low en-
ergy atoms and molecules with metal surfaces. An important characteristic of the
model is that it can be implemented in multidimensional dynamics calculations
performed on top of ab-initio Potential Energy Surfaces (PES). This condition is
necessary, since it has been widely proven that a realistic simulation of reactivity
and/or scattering of gas species interacting with metal surfaces at least requires the
inclusion of all degrees of freedom of the projectile in the dynamics and a realis-
tic gas-metal interaction potential. Additionally, the model must take into account
the fact that a low velocity atomic particle represents a strong perturbation for the
electronic system. This means that a perturbative treatment within linear response
theory of the projectile-surface interaction is not adequate for typical elementary
gas-surface processes, and that a nonlinear screening model that treats the interac-
tion to all orders in the atomic charge Z1 is required [29].
All these requirements are fulfilled by the Local Density Friction Approximation
(LDFA) [14, 30]. As a first step, one calculates the electronic density n(ri) of the
bare surface (i.e., without the projectile) at each position ri of the trajectory fol-
lowed by each of the atomic constitutes of the impinging projectile (the gas-atom or
-molecule). The surface electronic density n(ri) is calculated ab-initio using DFT.
The energy lost by the projectile due to electron-hole pair excitations is, then, calcu-
lated in terms of a friction coefficient that, at each point of the trajectory, is approxi-
mated by that corresponding to an electron gas with electronic density n0 = n(ri). In
other words, each atomic particle interacting with the metal surface is considered,
at each point of its trajectory to be embedded in a free electron gas with electronic
density equal to that of the bare surface at this point. What remains is to calculate
the electronic frictional force that an atomic particle suffers in such free electron gas
system.
In principle, to calculate the perturbation created in an electron gas by a moving
projectile and the subsequent energy loss, one may try to obtain the induced density
as a function of time through the time-dependent Kohn-Sham scheme of the time
dependent density functional theory (TDDFT). However, as it was demonstrated in
Ref. [31], in the adiabatic limit, valid for the low projectile velocities under con-
sideration, the exact time-dependent density can be obtained in a static Kohn-Sham
formulation.
The demonstration is based on the concept of the shift of the Fermi sphere devel-
oped by Scho¨nhammer [32, 33]. In this approach, the time-dependent Schro¨dinger
equation for the electrons interacting with the moving projectile, is transformed to
a time-independent equation by means of a Galileo transformation to the projectile
reference frame. This allows one to obtain a general expression for the energy dissi-
pation rate in an interacting electron gas that reduces to a simple integral involving
one-electron force matrix elements with scattering states for non-interacting elec-
trons [32]. Though the obtained result is exact for arbitrary velocities and strength
of the interacting potential, there exist practical problems to evaluate it because it
requires the knowledge of the exact dynamic non-spherically symmetric projectile-
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electron potential and the component parallel to the velocity of the transport cross
section (a vectorial quantity when the potential is not spherical). The only exact
calculations within DFT performed for arbitrary velocities, using this scheme, have
been presented in Ref. [31] for protons and antiprotons. However, taking the limit
for vanishing projectile velocities, one obtains that the resulting effect of electronic
excitations is a mere friction force proportional to the projectile velocity. In this case,
the corresponding friction coefficient is proportional to the transport cross section
evaluated at the Fermi level of the spherically symmetric static projectile-electron
potential [33]. When this potential is the Kohn-Sham static potential, this approach
constitutes the exact low velocity limit of the TDDFT for an atomic projectile trav-
eling through jellium [31]. We stress that this is the limit of interest for thermal and
hyperthermal projectiles due to their low velocity as compared with the Fermi ve-
locity of a metal which is, typically, in the range of 0.3-1.3 Bo¨hr velocities. In fact,
the model has been successfully used to calculate the energy loss of ion projectiles
interacting with the bulk and the surface of metals up to velocities of the order of
the Fermi velocity [34–36].
Briefly, within this scheme the dissipative force on an atom traveling with veloc-
ity v through a free electron gas of density n0 can be obtained as follows [34]:
Fdiss = hv= n0vkFstr(kF) ; (1)
where h is the friction coefficient, kF the Fermi momentum and str(kF) the trans-
port cross section at the Fermi level. The product kFstr(kF) is the integrated scat-
tering rate for momentum transfer which governs the dissipative process. There-
fore, one can interpret the dissipative force described by Eq. (1) as the result of
the momentum transfer per unit time to a uniform current of independent electrons
(n0v), scattered by a fixed impurity potential. Note that the friction coefficient reads
h = n0kFstr(kF). The transport cross-section is calculated to all orders in the nu-
clear charge Z1 of the atom in terms of the scattering phase-shifts at the Fermi level
[dl(kF)] [34, 35]:
str(kF) =
4p
k2F
¥
å
l=0
(l+1) sin2[dl(kF) dl+1(kF)] : (2)
In these equations the scattering potential is the screening potential induced by the
impurity in the electron-gas system. As explained above, this potential is obtained
within the static density functional theory for an impurity with nuclear charge Z1
embedded in an homogenous electron gas of density n0 [37]. In this way, the model
includes non linear effects both in the medium response to the atomic potential (non-
linear screening) and in the calculation of the relevant cross-section for the energy
loss process.
For implementation in a molecular dynamics simulation it is very convenient to
use an analytical fitting expression that provides the friction coefficient as a function
of the electronic density. An excellent fitting function to the DFT friction coeffi-
cients for H, N and O atoms is provided by the following expression:
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h(rs) =
n
å
i=1
Ai rBis exp( Cirs) ; (3)
where rs is the free electron radius ( 1n0 =
4
3pr
3
s ), and Ai, Bi andCi are fitting param-
eters. In this expression both h and rs are given in atomic units (e=me=h¯=1). The
values of the fitting parameters for H, N and O atoms are listed in Table 1. Note that
the fitting function consists of one term (n= 1) for the H atom and two terms (n= 2)
for the N and O atoms. The quality of the analytical fitting expression of Eq. (3) is
shown in Fig. 1.
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Fig. 1 Friction coefficients for an atom (H, N, O) embedded in a free electron gas with density
1
n0
= 43pr
3
s . The values obtained from DFT using Eqs. (1) and (2) (symbols) are compared with
the analytical fitting function of Eq. (3) (solid lines).
In the particular case of a diatomic molecule and assuming the frozen surface
approximation 1, the classical equations of motion for each atom of the impinging
gas-molecule read within the LDFA model [14, 30]
d2ri
dt2
=  1
mi
ÑiV (ri;r j) h(ri)dridt with i; j = 1;2 and i 6= j ; (4)
where the first term in the right-hand side is the adiabatic force obtained from the
six-dimensional (6D) PES V (ri;r j) and the second term is the dissipative force ex-
perienced by each atom in the molecule. In this expression, ri; j are the vector po-
sitions of the gas-atoms i and j conforming the molecule and mi is the mass of the
atom i. As explained above, the friction coefficient depends at each point of the tra-
jectory ri on the value that the electronic density of the bare metal surface would
1 Within the frozen surface approximation, the multidimensional gas-surface PES is calculated
fixing the positions of the surface atoms to the relaxed structure of the pristine surface. The PES
dimensionality is then 3n, being n the number of atoms in the impinging gas-molecule
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Table 1 Values of the parameters used in Eq. (3) that fit the dependence of the friction coefficients
on the electronic density.
Atom n i Ai Bi Ci
H 1 1 0.633 0.275 0.558
N 2 1 39.298 -0.127 0.838
2 -34.62 0.333 0.999
O 2 1 1.365 -1.8287 0.082
2 80.342 0.4913 2.704
take at this position. The case of a single atom scattering is obtained in a straight-
forward way by using the corresponding 3D atomic PES V (ri). Finally, note that
the adiabatic dynamics calculation corresponds to neglecting the dissipative force
in these equations.
2.2 Generalized Langevin Oscillator model
The GLO model was originally developed as an efficient theoretical framework for
dealing with energy exchange and dissipation between the impinging atom/molecule
and the lattice in elementary gas-surface dynamical processes [17, 18]. Combining
gas-phase classical trajectory methods with statistical mechanics, the model permits
to reduce the many-body equations of motion associated with the solid and focus on
the local region of the surface that will actually interact with the gas-atom/molecule.
The remaining lattice atoms take part by providing a harmonic heat bath. The reader
is referred to the seminal works by Adelman and Doll [17] and Tully [18] for a
full description and derivation of the model. In this subsection, the model is briefly
overviewed following the implementation of Ref. [27] that uses for treating the gas-
surface interaction a multidimensional PES calculated within the frozen surface ap-
proximation.
Let us consider the particular case of a diatomic molecule colliding with a sur-
face. In the GLOmodel, the dynamics of the whole system is reduced to a four-body
problem that consist of the two atoms in the molecule, one three-dimensional (3D)
harmonic oscillator representing the surface, and a second 3D harmonic oscillator
(denoted as the ghost oscillator in the following) that provides the thermal bath.
The former harmonic oscillator plays the role of the primary atoms in the original
GLO model, while the ghost oscillator does it of the secondary atoms. The classical
equations of motion for the transformed four-body system are the following,
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d2ri
dt2
=   1
mi
ÑiV (ri  rs;r j  rs) with i; j = 1;2 and i 6= j (5)
d2rs
dt2
=   1
ms
ÑsV (ri  rs;r j  rs)  wˆ2s rs+ lˆgsrg (6)
d2rg
dt2
=  wˆ2grg+ lˆgsrs  gˆg
drg
dt
+
1
ms
Fr(t) : (7)
The first equation represents the motion of the gas-molecule due to the adiabatic
force obtained from the ab-initio 6D PES, V (ri  rs;r j   rs). The position of the
surface denoted by rs represents the rigid displacement of the surface respect to the
equilibrium position as dictated by the 3D surface harmonic oscillator. Hence, this
equation assumes that the adiabatic force depends instantaneously on the position
of the gas-molecule respect to the moving surface. The second and third equations
represent the surface motion in terms of a 3D harmonic oscillator with coordinates
rs and associated 33 frequency matrix wˆs and the 3D ghost oscillator with coordi-
nates rg and associated frequency matrix wˆg. In both cases, the mass is taken equal
to the mass of one surface atom, ms. Energy exchange of the surface with the bulk is
included through the coupling matrix lˆgs between the surface and ghost oscillators.
Equation 7 shows that the ghost oscillator is also subject to a friction force with
damping matrix gˆg and to a random force Fr(t) related to each other through the
second fluctuation-dissipation theorem. In particular (see Refs. [17, 18]), Fr(t) is a
white noise Gaussian random force with variance (2kBTsgg=msD t)1=2, where kB is
the Boltzmann constant, Ts is the surface temperature, and D t the integration time
step used in the simulations. All these expressions show that the ghost oscillator is
acting as a thermal bath that keeps the surface at the temperature Ts: the friction
force represents the energy dissipated from the surface to the bulk, while the ran-
dom force assures the energy flow from the bulk to the surface due to the thermal
vibrations of the lattice.
Following Ref. [27], the frequency matrices wˆs and wˆg associated to the surface
and ghost oscillators are taken equal and diagonal. Under such condition, the ele-
ments of the frequency matrices and the coupling matrix are reduced to
(wˆ2s )aa = (wˆ2g )aa = 2w2a and (lˆgs)aa = w2a
where wa denotes the oscillator frequencies for motion along the direction a =
x;y;z. The values can easily be obtained from experimental o computed data as the
surface phonon frequencies close to the Brillouin zone edges of the metal surface.
The diagonal damping matrix is calculated from the Debye frequency wD as pro-
posed in Ref. [18]:
gˆg =
p
6
wD I
with I being the unit matrix. It is important to remark that for the common gas-
surface problems of interest, the GLO results do not require an accurate selection of
the input parameters.
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2.3 Combining the generalized Langevin oscillator and the local
density friction models
In the combined GLO&LDFA model, the classical equations of motion for each
atom of the molecule interacting with a surface given by Eq. (5) in section 2.2 are
replaced by:
d2ri
dt2
=  1
mi
ÑiV (ri  rs;r j  rs)  1mi h(ri  rs)
dri
dt
: (8)
The first term on the right hand side is the adiabatic force acting on each gas-atom
i, as before. The new second term on the right hand side consists of the dissipative
force that accounts for electron-hole pair excitations within the LDFA explained in
section 2.1. As explained there, the friction coefficient h is that of the same atom i
moving in an homogeneous free electron gas with electronic density equal to that of
the surface at the position at which the atom is placed. Since the surface is moving as
a 3D harmonic oscillator, the actual position of the gas atom i respect to the surface
is ri  rs. This correction is included when evaluating the adiabatic force and the
friction coefficient h in the GLO&LDFA model and explains the differences with
Eq. (4).
The surface motion is represented as done in the GLO model:
d2rs
dt2
=   1
ms
ÑsV (ri  rs;r j  rs)  wˆ2s rs+ lˆgsrg (9)
d2rg
dt2
=  wˆ2grg+ lˆgsrs  gˆg
drg
dt
+
1
ms
Fr(t) : (10)
All together, the scheme set by Eqs. (8), (9) and (10) allows to incorporate elec-
tronic excitations induced by the gas-molecule via a friction force and phonon ex-
citations/deexcitations via the coupling to the surface oscillator which is itself cou-
pled to a thermal bath at Ts. Note that if the electronic friction term in Eq. (8) is
neglected, the original GLO model is recovered. The LDFA equations of motion
can be obtained by setting rs = 0 in Eq. (8). Obviously, the adiabatic calculation
corresponds to solving Eq. (8) with h(ri) = 0 and rs = 0.
3 Results on some representative systems
The theoretical models described in previous section have been applied to explore
the contribution of electronic and/or phonon excitations in the relevant gas-surface
elementary processes: dissociation, scattering, and atomic and molecular adsorp-
tion. The main conclusions derived from those studies are briefly reviewed in this
section.
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Dissociative adsorption
The LDFA model has been used to investigate the role of the e-h pair excitations
in the dissociation of H2 on Cu(110). Experimentally, the dissociative adsorption of
H2/Cu(110) is activated [38,39], i.e. there is a minimum incidence energy of the H2
molecules to observe dissociation. Above this energy, the dissociation probability
increases with energy following a characteristic ’S-like’ curve. Classical dynamics
calculations performed on an accurate 6D DFT-based PES showed that the H2 dis-
sociation is ruled by a late activation barrier at short distances from the surface [4].
It is at these distances where the molecule finds high electron densities and where
larger energy losses are more likely to occur. Inclusion of the electron-hole pair ex-
citations showed, however, that this mechanism only implies a slight reduction of
the dissociative sticking probabilities, as shown in Fig. 2. The reduction is obtained
because the inclusion of a pure energy loss channel prevents some of the molecules
to overcome the late activation barriers.
Fig. 2 Dissociative sticking
probability of H2 on Cu(110)
as obtained from the adiabatic
approximation (open circles)
and from the LDFA model
(filled red circles), for dif-
ferent incidence angles [14].
Simulations performed within
the frozen surface approxima-
tion using a 6D DFT-based
PES. Lines shown to guide
the eye.
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The dissociative dynamics of N2 on the twoW surfaces is more involved. Molec-
ular beam experiments showed that N2/W(110) [40] is activated, while the initial
sticking coefficient of N2/W(100) measured at different surface temperatures ex-
hibits the typical features associated to non-activated dissociation [41]. These ob-
servations have been reasonably reproduced by 6D dynamics simulations performed
on accurate PESs calculated with DFT. On both surfaces, the dissociation process
combines direct and trapping mediated mechanisms depending on the N2 incidence
conditions [1]. The lower reactivity on W(110) is caused by the reduced configura-
tional space leading to dissociation as compare with that on W(100). The existence
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of the trapping mechanism, in which the molecules stay bouncing off several times
close to the surface before dissociating or being reflected, provides the ideal con-
ditions for causing innumerable electronic excitations. Under these circumstances,
the dissociation process is expected to increase. Adding a dissipation channel makes
more difficult to recover the perpendicular translational energy necessary to escape
from the surface. As observed in Fig. 3, the effect of including electron-hole pair
excitations is to increase the trapping mechanism, while keeping the direct channel
almost unchanged. However, the increase observed in the total dissociation proba-
bility, which practically coincides with that obtained through the trapping-mediated
channel, is rather minor. Compared with the adiabatic calculation S0 increases in
only 1–5% as a result of including electronic excitations.
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Fig. 3 Dissociative sticking probability of N2 on W(100) (left panel) and on W(110) (right panel)
as obtained with (triangles) and without (circles) electronic friction in the 6D classical dynamics
simulations. Contributions to S0 coming from the direct and the trapping-mediated channels are
represented by shadowed and open symbols, respectively. Lines shown to guide the eye.
These calculations show that the effect of electronic friction in the dissociative
dynamics is in all cases very minor, despite the friction coefficients close to the
surface can be large. The reason is that the dissipative force is not only proportional
to the friction coefficient, but also to the projectile velocity. In the region where
the electron density is high, the molecule-surface potential is highly repulsive, what
produces a substantial reduction of the molecular kinetic energy. As a result, the
dissipative force is small and so the energy loss that seems insufficient to affect the
dynamics in a significant way.
Molecular and atomic scattering
The analysis of the reflected molecules performed on [30] with the LDFA model
corroborates the marginal energy losses caused by e-h pair excitations and provides
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abundant quantitative information on this respect. As an example, Fig. 4 shows the
energy loss distributions for N2 scattered off the W(100) and W(110) surfaces. The
observed two peak structure can be related to the distances of closest approach to the
surface Zmin probed by the reflected molecules. As a general trend, molecules con-
tributing to the high-energy loss peak probe distances close to the surface, where
the electronic density is high. In contrast, the low-energy peaks corresponds to
molecules that are reflected at larger distances from the surface, i.e. in regions of low
electron density. This can be observed in the insets of Fig. 4, which show the Zmin
distributions for the trajectories that give rise to the low-energy loss peaks (shadow
bars) and for the ones that give rise to the high-energy loss peaks (open bars). The
study performed in [30] also shows that there is a correlation between the number
of rebounds and the energy loss, since a larger number of rebounds implies longer
interaction times and hence larger energy losses. This correlation explains why the
high-energy loss peak of the W(100) energy loss spectra appears at larger energy
losses than on the W(110).
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Fig. 4 Energy loss spectra of the N2 molecules reflected fromW(110) (circles) and W(100) (trian-
gles). For each surface, the insets show the closest approach distance distribution of those reflect-
ing molecules that contribute to the low-energy (shadowed bars) and high-energy (open bars) loss
peaks. Results for normal incidence and Ei=0.75 eV. Lines shown to guide the eye.
Still the energy dissipation due to electronic friction is insufficient to explain the
energy losses reported in [42]. Hanisco et al. find that when a rotationally cold N2
beam is scattered off W(110), the molecules remaining in a low rotational state upon
reflection lose around 30% of their incidence energy. As the exit rotational state in-
creases, the energy lost of these molecules decreases. Classical molecular dynamics
simulations performed in [28] show that the observed energy loses are basically due
to energy exchange with the lattice. This is illustrated in Fig. 5 where we compare
the experiments by Hanisco et al. with the results of the different simulations. The
figure shows the average exit translational energy as a function of the exit rotational
energy for the scattered molecules, at normal incidence and detection angles. The
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decrease of the final average translational energy with increasing rotational energy
obtained with the adiabatic calculation reflects how the rotational excitation occurs
at expense of translational energy as a consequence of the PES corrugation. Inclu-
sion of e-h pair excitations produces a marginal energy loss that, in contrast to the
experimental data, does not depend on the rotational energy. Indeed it is necessary
to include energy exchange with the lattice in order to reproduce the experimental
observation that more energy is lost at low exit rotational states. The similar results
obtained with the GLO and the GLO&LDFA models remark the predominant role
of phonon excitations in these kind of experiments.
Fig. 5 Exit translational
energy of N2 scattered off
W(110) as a function of the
exit rotational energy, for
normal incidence and detec-
tion angles and two incidence
energies Ei. In triangles, the
experimental data of [42].
Results obtained from var-
ious 6D classical dynamics
simulations: adiabatic calcu-
lation (open circles), LDFA
(filled circles), GLO (open
squares), and GLO&LDFA
(filled squares). Lines shown
to guide the eye. The surface
temperature is Ts = 1200 K.
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Phonon excitations as compared with electron-hole pair excitations are also dom-
inant in the scattering of hyperthermal N atoms on Ag(111). Experiments performed
using an effusive beam with an average energy of 4.3 eV and a FWHM of  5:0 eV
measured different energy losses depending on the scattering angle of the reflected
N atoms [43]. The data showing the ratio between the average final < E f > and
initial < Ei > energies as a function of the in-plane scattering angle Qt is depicted
in Fig. 6, together with the experimental setup and the effusive beam profile. The
experiments show a decrease of the final average energy as the scattering angle in-
creases. A remarkable feature is the sharp increase of the energy ratio at Qt < 60,
i.e., for grazing outgoing angles. At this point, the use of an adequate description
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of the experimental effusive beam in the simulations is crucial to understand such
dependence. In particular, the energy ratios larger than one measured for small Qt
are a consequence of the decrease in the number of the low energy atoms for that
outgoing angles [28]. However, Fig. 6 shows that quantitative agreement with the
experiments is obtained only with the GLO and GLO&LDFA simulations, i.e., when
energy exchange with the lattice is allowed.
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Fig. 6 Angle-resolved ratios of final to initial energy (< Ef >/< Ei >) plotted as a function of the
total in-plane scattering angle [Qt = 180  (Qi +Q f ) as depicted in the upper-left panel] for N
atoms with Qi = 60 scattered from Ag(111) at Ts = 500 K. The experimental data of [43] (open
and filled triangles) are compared with the results of various simulations [28]: adiabatic calculation
(open circles), LDFA (filled circles), GLO (open squares), and GLO&LDFA (filled squares). The
bottom-left panel shows the shape of the experimental and theoretical effusive beam.
Molecular and atomic adsorption
Inclusion of energy dissipation mechanisms are mandatory in the study of atomic
and molecular adsorption on surfaces. During such process, the atom/molecule loses
energy up to be accommodated in the adsorption well. Therefore, one should go
beyond the adiabatic and frozen surface approximations in order to describe them.
Energy exchange with the lattice through the GLO model was first implemented in
a 6D DFT-based PES by Busnengo et al. [26, 27] to study the adsorption of H2 on
Pd(110). The authors find that the appearance of such process in the simulations
is a direct consequence of the dissipation mechanism added in the GLO through
the random and friction forces. Compared with the more simple surface oscillator
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model that allows energy exchange to and from the surface, but conserving the total
energy of the system, the GLO is a clear improvement that provides a more realistic
description of surface temperature effects in gas-surface dynamics.
The GLO model has been also used to study the adsorption of N2 on Fe(110),
which is characterized by the existence of two adsorption states [44] and onW(110),
for which a unique molecular adsorption state is identified. Figure 7 shows the ad-
sorption probability as a function of Ei for Ts varying in the range 80-500 K. On
both surfaces, N2 adsorption tends to decrease as Ts increases. Since the molecules
are hot compared to the surface (i.e. Ei > kBTs), energy is transferred in average
from the former to the latter what favors the adsorption process. As Ts increases, the
surface-molecule energy difference becomes smaller and less energy is dissipated
from the molecule to the lattice. Thus, the possibility of trapping on the adsorption
well is reduced. Focusing on the Ei-dependence, we observe that the curves exhibit
a similar shape. The adsorption probabilities increase monotonously with Ei up to
reaching a maximum and then decrease when the energy exchange with the lattice is
insufficient for the molecules to lose all the energy required to accommodate in the
adsorption wells. The appearance of a threshold energy and the increase obtained at
low energies is due to the presence of energy barriers in the entrance channel that
the molecules have to overcome to arrive at the adsorption wells.
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Fig. 7 Molecular adsorption probability as a function of the incident energy, for different surface
temperatures and normal incidence: (a) N2 adsorbed on Fe(110), solid and dashed lines corre-
spond to adsorption on the top-vertical and hollow-parallel wells found on this surface and (b) N2
adsorbed on the top-vertical well of W(110).
A detailed analysis on the role of electron and phonon excitations in the ad-
sorption of N on Ag(111) is reported in [45]. According to the various simulations
performed in this system (LDFA, GLO and GLO&LDFA), phonons are responsible
for determining the adsorption probability but electronic excitations are relevant at a
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later stage to finally accommodate the N atoms on the adsorption sites. These results
remark the importance of using a theoretical model that intrinsically combines both
energy dissipation channels to properly describe the full dynamics of the adsorption
process.
4 Conclusions
The theoretical framework presented in this chapter allows to include both phonon
and electron-hole pair excitations in simulations of gas-surface collisions, keeping
the accuracy of an ab-initio PES to treat the particle/surface interaction. The method
is easy to implement and flexible enough to disentangle the relevance of nonadia-
batic effects in a variety of situations.
From the results that, using this method, we have obtained for different systems
some general conclusions can be extracted:
 In order to model realistically the gas-surface dynamics it is fundamental to take
into account the full-dimensionality of the problem and to describe the interac-
tion with an ab-initio PES. In fact, in some cases, an adiabatic calculation, that
excludes electronic excitations and energy exchange with the lattice, reproduces
satisfactorily the experimental results. In these cases, the inclusion of inelastic
channels represents just a minor effect.
 In general, energy exchange with the lattice and phonon excitations are more
important than electron-hole pair excitations in the range of energies of interest.
In fact, reaction probabilities and properties of scattered particles are marginally
affected by the inclusion of the electronic excitation channel.
 Therefore, the measured energy loss of scattered thermal and hyperthermal
molecules is the result of the energy that they exchange with the lattice. Neverthe-
less, even in this case, a proper description of the energy and angular distributions
of the scattered species requires to take into account the full dimensionality of
the problem and a realistic PES.
 Finally, for the description of molecular and atomic adsorption processes that re-
quire the accommodation of the projectile in the corresponding adsorption well
the inclusion of inelastic effects is mandatory. In this case, at short times, the
energy loss is dominated by phonon excitations, and the efficiency of this mech-
anism determines whether the particle is adsorbed or not. Nevertheless, interest-
ingly, it is the electron-hole pair excitation mechanism the one that governs the
accommodation of the particle in the adsorption well at longer times
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