Abstract-At present, almost all digital images are stored and transferred in their compressed format in which discrete cosine transform (DCT)-based compression remains one of the most important data compression techniques due to the efforts from JPEG. In order to save the computation and memory cost, it is desirable to have image processing operations such as feature extraction, image indexing, and pattern classifications implemented directly in the DCT domain. To this end, we present in this paper a generalized analysis of spatial relationships between the DCTs of any block and its sub-blocks. The results reveal that DCT coefficients of any block can be directly obtained from the DCT coefficients of its sub-blocks and that the interblock relationship remains linear. It is useful in extracting global features in compressed domain for general image processing tasks such as those widely used in pyramid algorithms and image indexing. In addition, due to the fact that the corresponding coefficient matrix of the linear combination is sparse, the computational complexity of the proposed algorithms is significantly lower than that of the existing methods.
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I. INTRODUCTION
O VER the years, image processing has been developed primarily in the pixel domain. As digital images stored in computers are increasingly in discrete cosine transform (DCT)-based compressed format [2] , [9] , [10] , [13] , direct image processing in compressed domain is emerging to be a new area for research and development [4] , [6] - [8] , [11] , [12] .
Shen et al. [7] proposed an algorithm for the edge extraction directly from the DCT domain. They used an ideal edge model to estimate the strength and orientation of an edge in terms of the relative values of different DCT coefficients within each data block. The experimental results show that the coarse edge information of images extracted in the DCT domain are almost 20 times faster than conventional edge detectors in the pixel domain. Similarly, Abdel-Malek et al. [6] have proposed a technique to detect oriented line features using DCT coefficients. A segmentation technique [4] using the local variance of DCT coefficients was proposed by Ng et al. in which the 3 3 DCT is computed at each pixel location using the surrounding points. The local variance of each DCT coefficient is then computed using a 15 15 sliding window. Changes in the local variance were used to segment the image.
In the area of image watermarking, algorithms proposed in [11] applied the generalized Gaussian distributions to statistically model the DCT coefficients of the original image and show how the resulting detector structures lead to considerable improvements in performance with respect to the correlation receiver. As a result, an analytical framework is provided that allows examination of the performance of a given watermarking method in the DCT domain.
Smith et al. [5] proposed a feature extraction method based on the16DCTcoefficientsof4 4blocks.Thevarianceandthemean absolute values of each of these coefficientsare computed over the whole image. The feature of the entire image is then represented by this 32-component vector, and the feature vector is further processed (such as dimension reduction) to produce indexing keys. Reeves et al. [8] also proposed similar indexing techniques in the DCT domain, where block size considered in their work is 8 8.
While it is emerging that increasingly more image processing algorithms are developed in the compressed or DCT domain to take advantage of reducing the computing cost and improving the processing speed, a new problem could occur from the fact that various DCT block sizes have to be used in order to ensure optimized performances. These include 8 8 blocks used in JPEG, 4 4 blocks used in image indexing [5] , and 16 16 macro-blocks in MPEG. To deal with inter-transfer of DCT coefficients from different blocks with various sizes, the existing approach would have to decompress the pixel data in the spatial domain via the IDCT first and redivide the pixels into new blocks with the required size to apply the DCT again and produce the DCT coefficients. It is obvious that the approach is inefficient. To this end, direct derivation of DCT coefficients for those blocks with various sizes can be made possible if the spatial relationship is fully revealed and analyzed. Along this line of research, existing work can be represented by a range of fast algorithms to compute the DCT, where the 2-D DCT is transferred into the 1-D DCT to exploit those fast algorithms already developed for 1-D DCTs [2] , [3] , [9] . In addition, Kou et al. [1] pioneered the so-called "direct computation method" to solve "the sub-adjacent block problem," which leads to the algorithm of composing the 2 -point DCTs into one 2 -point DCT directly. The algorithm reduced the computation cost in combining the two given adjacent blocks into one block in the DCT domain. Recently, Skodras [10] also discussed the topic and gave the similar result for the 1-D signal as well. However, their work only focused on the case of the relationship between a block and its two adjacent sub-blocks. For 2-D signals, addi-1053-587X/02$17.00 © 2002 IEEE tional work is required to treat the signal in a 1-D manner, which involves applying the method to both columns and rows in order to implement the decomposition [16] .
Other relevant work in this area can be represented by Lee and Eleftheriadis' recent contribution in extending the concept of uniform transform domain filtering (TDF) [14] into nonuniform TDF [15] in which filtering operations are carried out in the transform domain. While its extended application may theoretically lead to a possible solution to "the sub-adjacent block problem," it fails to produce a direct and clear relationship between the transform coefficients of one block and those of its decomposed sub-blocks. The essence of the work is still along the conventional approach, where inverse transform, block decomposition, and forward transform again are designed and combined into a pipelining architecture, which is only suitable for hardware implementation.
In the case of deriving 2-D DCT coefficients of one block from that of its adjacent sub-blocks directly in the DCT domain and vice versa, the existing work may fail to produce a satisfactory solution in terms of both complexity and efficiency. Since applications of the DCT often require variously sized blocks such as global feature extraction (larger blocks) as well as local feature extraction (smaller blocks), it is still an important research issue to reveal the full relationship between an image block of any size and all of its sub-blocks directly in the DCT domain. In this context, we propose a concept of the spatial relationship of the DCT coefficients between a block and its sub-blocks for general cases (a 1-D or 2-D signal) and describe analytic expressions to characterize the interchange or transfer from a group of DCT coefficients to another without involving any inverse transform. We also demonstrate two specific cases to illustrate the principle of the spatial relationship analysis in which detailed implementation and its efficiency is discussed to compose a block from its sub-blocks and vice versa directly in DCT domain.
The rest of the paper is organized as follows. Section II describes the mathematical derivation of the spatial relationship between any block and its sub-blocks in the DCT domain; Section III presents two illustrative examples to analyze the computing cost involved, and Section IV gives our conclusions via comparison of the proposed algorithm with the existing work presented in recent publications.
II. MATHEMATICAL DERIVATION
A. Problem Formulation
Given a block of pixels , its number of rows and columns can be represented as a product of two integers such as rows and columns in order to obtain a convenient representation of its sub-blocks. Correspondingly, this block can be divided into sub-blocks, which are represented as with a size of pixels. As an example, a block of 6 6 pixels can be regarded as having 2 3 rows and 2 3 columns, and thus, it can be divided into 4 sub-blocks, all of which would have 3 3 pixels. Assuming that the DCT coefficients of the block and its sub-blocks are represented as and , respectively ; ; , the problem to be formulated is to de- termine the spatial relationship between and , i.e., the relationship between the DCT coefficients of the block and that of its sub-blocks . This is further illustrated in Fig. 1 .
B. Case of 1-D Signals
For 1-D signals, the block becomes a 1-D vector, which can be regarded as having elements, , . The advantage of doing this is to divide this vector into consecutive sections , and each of them would have elements. Further, let be the DCT of , and let be the DCT of ; the problem formulated above is now interpreted as the determination of the spatial relationship between and . In other words, given , which is the global DCT of , we need to derive directly in the DCT domain through this relationship, rather than going back to via IDCT, dividing into , and then calculating from the DCT of . From the standard -point DCT formula, the DCT of and the DCT of its th section can be expressed as
(1) and (2) where , and for otherwise.
According to [2] , the -point DCT of any sequence can be regarded as a projection of the signal onto a family of 
where , ; is a modulo function, which produces the remainder of divided by , and denotes the largest integer less than or equal to . In fact, (3) is the translation of along the direction of and . Fig. 2 illustrates such a property for , , and in which part (a) draws all curves for as varies and part (b) the curves for . The star symbol indicates where the discrete signal is located along the -axis. Fig. 2(c) produces a detailed outline of being expanded into dimensions. In comparison with part (b), it is clearly illustrated that both areas at the bottom left and at the top right corners are padded with zeros. Consequently, two important observations can be made from (3).
1) is essentially a operation. 2) Condition specifies that unless both and are mapped into the same region after their modulo operations, will remain zeros. In other words, letting and , where and are integers, and both and vary inside , we can rearrange (3) into when otherwise. Since both and are the families of basis functions with the same dimension, a linear relationship can be established as (5) or (6) The coefficients or can be uniquely determined if is replaced by on both sides of the above equations and the group of such equations are solved for all the unknown variables or , depending on which set is known. Specifically, (5) can be presented in a matrix form, as shown in (7) at the bottom of the page, or simplified as , where, in fact, is a invertible and sparse matrix. Details of its proof are given in the Appendix. Equation (7) 
By substituting into (1), can be represented as (8) where Considering (5), the above can be further arranged into
By reorganizing the summation in terms of those sections denoted by and considering ; , we have (10) where and , and all variables and are within the region of and , .
By further substituting and for and in (4) and considering (2), part of the right-hand side in (10) can be further simplified as else. (11) Therefore, by using again, (10) can be rearranged as (12) where otherwise. (13) Finally, the spatial relationship between and can be rewritten in matrix form as (14) , shown at the bottom of the page. If the normalization factor of the DCT is neglected for simplicity reasons, we have . Equation (14) reveals the fact that is a linear representation of . Similarly, since the coefficient matrix represents the intertransform between the two basis functions and is an invertible matrix, can also be expressed as a linear combination of . In fact, given and , the matrix is independent of the signal to be transformed. Hence, all elements in can be calculated in advance. This would significantly improve the processing speed and computing complexity in practice.
Equation (14) gives an analytic expression of the relationship between the DCT coefficients of a given 1-D signal and the DCT of its sections. Since is a sparse matrix (see the Appendix), significant savings on computing cost can be expected. 
C. Case of 2-D Signals
As generalized earlier, a 2-D block with rows and columns would have its DCT defined as (15) By applying the 1-D DCT to the -axis and -axis, respectively, and by exploiting the results obtained in the previous section that is outlined in (14) and (15) can be rearranged into (16) where and represent the linear mapping coefficients between the -dimension and -dimension basis functions, which can be uniquely determined by (7) in advance since they are only relevant to those basis functions. When these two sets of coefficients are represented in matrices such as and , (16) The analytic expression (18) generalizes the spatial relationship of DCT coefficients between a block and its sub-blocks, and the relationship is represented by a concise and linear combination of DCT coefficients of its sub-blocks.
Essentially, the construction of the new basis functions for 2-D signals is similar to that of 1-D signals given in (14) . To illustrate this point, Fig. 2 are applied to translate the basis function of the 8 8 block along both the row and column directions, and the result is given in Fig. 3(c) .
Finally, since both matrix and are invertible, can also be derived directly from by simply rearranging (17) as such that is moved to the left-hand side of the equation and the rest to the right hand side. The result reveals that any DCT block can be decomposed into sub-blocks in an iterative manner similar to pyramid algorithms.
III. ILLUSTRATIVE EXAMPLES
To explore potential applications of the above analysis for both 1-D and 2-D signals, we present a few illustrative examples in this section to show that the DCT of one group can be interchanged with its decomposed subgroups directly in the DCT domain by using the results obtained in (12) and (17). Since the typical block size used in many image processing algorithms and international standards, such as JPEG and MPEG, ranges from 4 4 to 16 16, we design the illustrative examples within this range of popular block sizes.
A. Composition-From Blocks of 8 8 to the Block of 16 16
Given DCT coefficients of the blocks of 8 8 pixels, the DCT of their composed block with 16 16 pixels can be directly derived in the DCT domain by using the results obtained from previous sections. Starting from (5), the matrix can be precalculated as shown in Table I , from which it can be seen that the is a sparse matrix. To Therefore, all the elements of the matrix in Table I can  be determined by   otherwise   when is even and   otherwise  when is even and  ; when is odd.
After the spatial relationship being established as shown in Table I , (18) can be directly applied to calculate all DCT coefficients for the 16 16 block, which only involves two matrix multiplications. For its 1-D signal counterpart, the block becomes a vector of 16 elements, and its sub-blocks become two vectors of eight elements. In this case, (7) can be used to derive DCT coefficients of the 16-element vector. The computing cost can be worked out as 64 multiplications and 128 additions. In contrast, computations in the pixel domain via the inverse DCT would require 256 multiplications and 240 additions. In the case of the 2-D DCT, the procedure is essentially equivalent to applying the 1-D DCT interchange twice along its column and row, respectively. The corresponding computing cost is two times as many as that of the 1-D DCT, which requires 128 multiplications and 256 additions, as opposed to 512 multiplications and 480 additions in the pixel domain.
In general, the computing cost for constructing one block of DCT coefficients from four blocks of coefficients require multiplications and additions, whereas computations in the pixel domain are multiplications and additions. This means that the computational cost of the proposed method is almost one fourth of that of the original images.
B. Decomposition-From a Block of 8 8 to Sub-Blocks of 4 4
For any block of DCT coefficients, the DCT of its sub-blocks can also be obtained directly in the DCT domain by using the results given in previous sections. As an example, we assume that the given DCT coefficients are for a block of 8 can also be generalized and simplified in a way similar to that of (19) apart from being sparse.
First, the index variables and can be separated into two sections as if if and when is even when is odd
As a result, all the elements of the matrix in Table II  can To provide a comprehensive illustration of the generalized linear relationship between DCT coefficients of blocks, Fig. 4 presents a full example where a window of 4 4 pixels is extracted from Lena to implement the interchange of DCT coefficients between one block of 4 4 pixels and its four sub-blocks.
IV. CONCLUSIONS
In this paper, we have proposed a concept of general spatial relationship between the DCT of a block and that of its sub-blocks and described an analytic expression of this relationship. The results reveal that there exists a concise and linear relationship between the DCT of a block and that of its sub-blocks. This is represented by (14) for 1-D signals and (18) for 2-D signals. The significance of the work lies in the fact that a substan- tial savings in computing cost can be achieved in comparison with those in the pixel domain, which is especially useful when image processing is carried out directly in the DCT domain. The comparison of the computational complexity between the traditional algorithm and the proposed algorithm is tabulated in Table III , which shows that the number of additions and multiplications is almost one half and one fourth of that in traditional algorithms with both 1-D and 2-D signals for the block composition. For block decomposition, the result is almost the same as that of block composition.
The existing work that is closest to what we propose here was originated by Kou et al. [1] in which they gave a "so-called" direct computational algorithm for DCT coefficients of a signal block taken from two adjacent sub-blocks. Recently, Skodras et al. [10] also produced a novel algorithm in this area. Their work mainly focused on composing the lengthblock from two adjacent length-blocks in the DCT domain for 1-D signals.
Their algorithms have also shown an improvement in savings of computational cost. Compared with their work, the paper has made the following contributions. i) We have extended the available region from the composition of two length-blocks to a general case of length-blocks in the DCT domain and produced a concise linear expression for the composition process. ii) We have extended the generalized results from 1-D signals to 2-D signals. iii) We have provided an efficient solution to the inverse of the original problem in which techniques are included to decompose a block into sub-blocks directly in the DCT domain. In comparison with the work recently reported in [15] , the major differences of our work can be highlighted as follows.
• Our approach works out a general spatial relationship directly in the DCT domain, yet [15] is essentially along the existing technique to design the inverse transform, decomposition/composition, and forward transform into a pipelining structure. • While our approach is designed to optimize the general algorithm complexity and computing cost, [15] optimizes hardware/VLSI implementation. • While our approach is characterized by clear and direct relationships between the two sets of DCT coefficients for one block and its decomposed sub-blocks, [15] is represented by a pipelining architecture, which can be regarded as a filtering process in the transform domain. • In our approach, the direct spatial relationship in the DCT domain is characterized by the sparse matrix A, which contributes to significant savings in computing cost in comparison with the work reported in [1] . However, [15] has a higher computing cost than [1] in terms of software implementations.
APPENDIX PROOF OF THE MATRIX BEING SPARSE
Following the discussions given in Section II-B, (7) elements. Yet, inside each block, elements are zeros. In total, there are zero elements in matrix . As explained in Section II-B, the difference between and is that the parameter given in (2) needs to be multiplied with some of the elements in , which would not affect those zero elements. Hence, this proves that both and are sparse matrices.
