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ABSTRACT
The dissertation will address small sample properties of estim ators and test 
statistics in a nonlinear regression model. The Box-Cox transform ation is a ttrac ­
tive to economists because a family of functional forms can be compared sim ulta­
neously within the framework of classical statistical inference. Usually, maximum 
likelihood (ML) methods are used to estim ate the Box-Cox model. In the present 
study, nonlinear two stage and iterative generalized least, squares (IGLS) method 
are considered. The accuracy of probability statem ents concerning nonlinear mod­
els is often questionable in small samples. Therefore, the finite sample distribution 
of the asym ptotic /-statistic in the Box-Cox model is derived using an Edgeworth 
expansion. Bootstrapping, the more practical m ethod for obtaining small sample 
distributions, is also discussed.
ML estim ation of Box-Cox transform ation suffers from a violation of the usual 
regularity conditions since the likelihood function of the Box-Cox model is not a 
proper density function. Since it is required th a t t/£ > 0 in order for the Box-Cox 
transform ation to be well-defined, the dependent variable is assumed to have a 
truncated  normal distribution. The asymptotically equivalent covariance m atrix 
estim ators and test statistics— Lagrange multiplier, likelihood ratio and Wald 
— are compared in small samples.
The risk superiority of the Stein-rule estim ator to the ML estim ator is known 
in the context of the linear model. The usefulness of Stein-like estim ation in 
the nonlinear Box-Cox model is investigated by considering the finite sample risk 
properties of ML and Stein-like estimators.
It is expected th a t this dissertation will make four m ajor contributions to the 
current econometric literature. First, we introduce IGLS estim ation of the Box- 
Cox model, and thus make linear statistical inference applicable to the nonlinear 
model. Second, the exact distribution of asymptotic /-ratios is derived and the 
bootstrap  inversion of Edgeworth expansion is used. Third, the small sample 
distribution and power properties of three asymptotically equivalent test st atist ics 
are investigated. Fourth, shrinkage estim ation is used in the determ ination of 
functional form.
CH APTER 1 
INTRO DUCTIO N
Despair lias no wings,
Nor has love,
No countenance:
They do not speak.
I do not stir,
I do not behold them ,
I do not speak to them ,
But I am as real as my love and my despair.
Paul Eluard
This research is concerned with the small sample properties of the Box-Cox 
transform ation [Zarembka. (1974); Poirier (1978); Spitzer(1978, 1982a)]. Since the 
statistical inference of nonlinear regression models relies on asymptotic theory, the 
accuracy of probability statem ents concerning nonlinear models is often question­
able in small samples. There has been a continuous effort to develop an exact small 
sample distribution theory for estim ators and test statistics. Basm ann (1961) and 
Bergstrom (1962) initiated the interest in this area. Sargan (1975, 1976) and 
Phillips (1977) provided a theoretical foundation for approxim ate finite sample 
distributions using Edgeworth expansions. But the application of their results 
is limited since the approximations depend upon unknown param eters. Further­
more, the Edgeworth correction performs poorly when the errors in asymptotic 
results are large, while the correction works well in the region of the param eter 
space where the asymptotics provide a good approximation. The relevance of finite 
sample theory for practical econometrics is discussed by Taylor (1983). He casts 
doubt on the usefulness of the theoretical development of small sample distribu­
tions. Though a Monte Carlo experiment has difficulties in yielding general and 
precise results, the complexity of the problem suggests Monte Carlo simulation. In 
these regards, we wish to focus on an extensive Monte Carlo simulation to study 
the finite sample properties of the estim ators and test, statistics in the Box-Cox 
model.
In C hapter 2, the theoretical aspects of estim ation and several estim ation m eth­
ods are surveyed. These results provide a basis for the rem ainder of the disserta­
tion. The chapter includes discussions of point estim ation, the linear regression 
model, maximum likelihood (ML) estim ation, and asym ptotic and small sample 
theory.
Chapter 3 is concerned with the estim ation of the general transform ation- 
of-variables model, and properties of its estim ators and test statistics in small 
samples. Spitzer (1978) carried out a Monte Carlo simulation of the power trans­
form ation in the regression model. But his study is limited in the num ber of repli­
cations and the model specification. In the present study, the estim ation methods 
are discussed in the context of the general power transform ation model. The exact 
distribution of the t ratio  will be derived analytically and investigated via Monte 
Carlo simulation, because it is widely used in applied econometric research.
Since it is required th a t y t > 0 in order for the Box-Cox transform ation to 
be well-defined, the density of yt implied by the usual likelihood function is not 
proper. Therefore, the probability density of the original response (dependent)
variable needs to be properly defined to make the likelihood function regular and 
thus make the theoretical analysis of the Box-Cox transform ation accurate. For 
our analysis of Box-Cox ML estim ators, the response variable is defined to have a 
truncated  norm al distribution.
Recently, several investigators have studied the small sample properties of ML 
estim ators obtained via alternative numerical optim ization procedures. Griffiths, 
Hill and Pope (1987) examined the small sample properties of asymptotically 
equivalent covariance m atrix  estim ators associated with different algorithms used 
to maximize the likelihood function [Newton-Raphson, m ethod of scoring and the 
m ethod of Berndt, Hall, Hall and Hausm an (BHHH)] when the probit model is 
estim ated. A similar study in the context of the simultaneous equation model was 
performed by C'alzolari and Panattoni (1988). In general, their studies showed 
th a t the variance estim ator obtained from BHHH is larger than  th a t obtained 
from Newton-Raphson and reflects finite sample variability m ore accurately than 
does the estim ated Newton-Raphson covariance, which is a better estim ator of the 
true information m atrix.
In C hapter 4, asymptotically equivalent covariance m atrix  estim ators for the 
Box-Cox model will be studied in small samples. The Lagrange multiplier, like­
lihood ratio and Wald statistics are shown to be asymptotically equivalent under 
the null and local alternative hypothesis. Also, the empirical distribution of these 
asym ptotic test statistics is investigated.
Under the squared error loss function, it is well known th a t the ML estim ator 
is inadmissible for the case of more than  two param eters in the linear regression 
model. Though the Jam es-Stein estim ator is a minimax estim ator, it too is inad­
missible. Baranchik (1964) proposed the positive part Stein-rule estim ator, which 
has risk at least as small as the James-Stein estim ator over the entire param eter 
space. Adkins and Hill (1989) investigated the risk properties of Stein-rule esti­
m ators for the probit model and found the same risk performance as for the linear 
regression model. But there are few other studies of Stein-like or other biased es­
tim ation procedures in the nonlinear regression model [Dagenais (1983); Schaefer 
et al (1984); Schaefer (1986)]. In C hapter 5, we compare full ML, constrained 
ML, pretest and Stein-like estim aton for the Box-Cox model in the context of risk 
properties. The asymptotic risks of these four estim ators for the Box-Cox model 
will be derived analytically. The risk properties of these estim ators will also be 
investigated in small samples.
Finally, we will give a sum m ary and draw conclusions for this research in 
C hapter 6 .
C H APTER 2 
STATISTICAL INFERENCE
In this chapter, we briefly summarize statistical inference concepts th a t are 
used in this dissertation.
2.1 B a s ic  D e fin it io n s
The concept of a random  experiment provides the starting  point of a probability 
model. If we take the example of throwing a die, we can describe six possible 
outcomes, though the outcome of this experim ent cannot be predicted a priori. 
W hen this kind of experim ent can be repeated under identical conditions, we call 
it a random  experiment.
D e fin itio n  2.1  A set of all possible outcomes of a random experiment is defined 
to be the sample space ft. A combination of elements of fl is said to be an event.
In probability models for uncountable spaces S7, we need to assign probabilities 
to subsets of ft, not to individual outcomes. In order to impose a m athem atical 
structure on the set of events, the following definition is relevant:
D e fin itio n  2 .2  A system J- of subsets of ft is a a-algebra, or cr-field, if it satisfies 
the following condition:
1. ft E F
2. I f  Cn € T  (n =  1 , • • •), then U Cn £ T  {or D Cn G T )
5
63. C  £ !F =$■ C  € T  where C is a complement of C .
Then the concept of probability is defined as follows:
D e fin itio n  2 .3  Probability P  is defined as a probability measure (or set function)
on T  if
1. P (C )  > 0 for any C  £ T
2. p(n) = i
oo
s. P (U “  ,C „) =  Z P ( C „ )  for all mutually exclusive events in T .
n=1
D e fin itio n  2 .4  A probability model is an ordered triple (fl , T , P )  where
1. is a sample space
2. T  is a cr-algebra of subsets of fi
3. P  is a probability measure on T
In addition, the following definitions are given for our analysis:
D e fin itio n  2.5 Let A be any subset o f t t .  The indicator (or characteristic) func­
tion of A  is defined by
The indicator function has the following properties:
1. = 1 — for any A  € T  where A  is the complement of A.
2* L(~t"Ai(u>) — rii=l %Ai(w) fbl A{ £ J~ ) i 1, . . . ,n
73. /y jM iH  =  max[IAl( u ) r . ..  ,J,t„(u>)] for A, 6 T ,  i = 1 , . . .  ,n
4. I A • I A = I A for any A  E  T
D efin ition  2 .6  The collection of Borel sets B is the smallest cr-algebra which
contains all of the open sets (or closed sets).
D efin ition  2 .7  Let {/„} be the countable collections of open intervals that cover
A such that
A  C  U - j  / „
Then the outer measure of A  is defined to be
where i{ In) is the length of the interval I n.
This definition implies th a t m*(0) =  0 and th a t if A  C B ,  then m*(A)  < m*(B). 
The set of a single point has outer measure zero, i.e. m*({r}) =  0 for any real 
num ber r G 9?.
D efin ition  2.8 (C arath eod ory) A set M  is said to be measurable if for each 
set S ,
m *(S) = m *(Sn  M )  +  m * (S n  M )  
where M  is the complement of M .
From this definition, it is straightforward to infer th a t M  is measurable. The 
em pty set and 3? are also measurable.
D e fin itio n  2 .9  I f  M  is a measurable set, the Lebcsgue measure m (M )  is defined 
by the outer measure of M .  I f  we restrict the set function  m* to the family of 
measurable sets, the set function m  (Lebesgue measure) is obtained.
D e fin itio n  2 .10  I f  the set o f points where a property cannot hold has measure 
zero, then this property is said to hold almost everywhere (almost surely).
D e fin itio n  2 .11 A function <p = >p(u>) defined on (17, X) is an T-measurable func­
tion if
i p - \ X )  =  {w : <p(<v) £ X }
is a measurable set in 17.
D e fin itio n  2 .12  From definition (2.11), if  (17,X) =  (9?,#(9?)), then <p{u>) is a 
Borel function. Or equivalently, <p is said to be Borel measurable if for each r £ 91 
the set {a; : <p(u>) > r ,r  £ 9?} is a Borel set.
In the context of approxim ation, the notion of order of m agnitude can be repre­
sented by O and o notation. These notations can be extended to the probabilistic 
approxim ation by use of Op and op.
D e fin itio n  2 .13  For some positive constant C , the sequence {S t}  is said to be
D efin ition  2 .14  The sequence {5 r}  is said to be of order o ( K t )  if
lim y r-  =  0 
T —»oo A  T
D efin ition  2 .15  The sequence of random variables {-Xr} is said to be of order 
Op( K t ) i f  there exist a convergent nonstochastic sequence {R r} such that
*  J fc -s . 0J\ t
D efin itio n  2 .16  The sequence of random variables {X r} is of order o p ( K t )  if
A x
2 .2  P o in t E s t im a tio n  T h eo ry
Suppose the independent and identically distributed random  variables X-i, . . . ,  X t 
have a common probability density which is of a fully specified param etric form 
and which depends on an unknown param eter 9. The family of probability density 
functions is then denoted by
S =  { / ( z ; 6>), 9 £ 0 } , 0  C 3?
Point estim ation is related to  the problem of obtaining the best estim ate of 9 from 
the sample d a ta  . . . ,  x n. Therefore, point estim ation has the form of a mapping 
<p(-) : A  —> 0  where A ,  is the set of real numbers {.t : x = X ( u) ) ,uj £ S7} and <p is 
a Borel function. An estim ator is defined by <p{X) : Cl —> 0  and its realized value 
<p(x),x £ A ,  is called an estim ate. Concerning the concept of the best estim ator, 
we need to  consider m ethods of constructing desirable estim ators.
2.2.1 Finite Sample Properties
Suppose th a t a statistic or an estim ator 9 for a scalar param eter 9 has bias:
B{9) = E(9)  -  9
Then the m ean squared error is defined by
M S E ( 9 )  = E { { 9 - 9 ) 2]
=  V(9)  + B(9)2
D e fin itio n  2 .17  A n estimator 9 of 9 is called an unbiased estimator if E{9)  =  9.
Under the restriction of unbiasedness, the best estim ator can be defined as one
which minimizes U(0). But the minization of variance is not a completely relevant
criterion since it is difficult to compare the dispersions of two distributions of 
different shapes in term s of variances.
D e fin itio n  2 .18  9 = 9 ( X i , . . .  , X t ) is called a m inimum variance unbiased esti­
mator (MVUE) of 9 if
B{9)  = 0 (2.1)
V{9) < V(9)  (2.2)
where 9 represents any other unbiased estimator of 9.
11
Consider the random  sample X i , X ^ , X 3  from a normal distribution N ( 0 , 3), 
0 £ 9ff. The statistic X  =  js distributed as N ( 0 , 1). Therefore, X
is unbiased and V { X )  <  F (X j), for i= l,2 ,3 . But it is not certain th a t I  is a 
m inim um  variance unbiased estim ator. The Cram er-Rao inequality gives a basis 
for finding this type of estim ator. Consider the following regularity conditions on
i__i •
1. The set {x : f ( x \ 0 )  > 0} does not depend on 9.
2 . For each 9 € 0 ,  the derivatives 9 l°g0/ ^  (for i =  1 ,2 ,3 ) exist for all .t € A.
3. E q 2 exists for all 0 G 0 ,  i-e. E q 2 <  oo, where q —
If 9 is an unbiased estim ator, the Cramer-Rao inequality has the form:
V(9)  > [Eq2]-1
where [E q 2]~1 is the Cram er-Rao lower bound. If we consider the previous example 
E ( A - ,- 0 )
again, q =    and thus E q 2 = F (X )  =  1. Since X  satisfies the Cramer-
Rao lower bound, we know th a t I  is a minimum variance unbiased estim ator. 
Furtherm ore, the restriction of linearity of estim ators can reduce the size of the 
class of estim ators. In our example, X  is a linear combination of random  variables; 
therefore, this estim ator is called a best linear unbiased estim ator. In general, the 
Cram er-Rao bound is provided as
CR(«)  =  (1 + ^ ^ ] 7 - Eq2
12
D efin ition  2 .19  Let X  and Y  be arbitrary random variables of finite variance. 
Suppose that E X  =  m i and E Y  =  m 2. Then the linear function a  +  f iX  which 
predicts Y  has minimum mean square error E ( Y  — a — (3X)2 when a  =  n?2 — 
nii and ft =  C°v(jc)Y  ^ • ^he e<luation
y  =  m j+  V(X) <A m >)
ta called the second-order regression equation.
We can write F  using the second-order regression equation
Y  = Y  + Z  (2.3)
where
E{ Z )  =  0
C O V ( Y , Z )  = 0
V ( Z )  = V ( Y )  -
Therefore Y  is a hnear function of X  if and only if
\ c o v {  X X ) ?
'  '  V ( X )
If Y  is not a hnear function of X , the Cauchy-Schwarz inequality is
I ' W . A . )  y  
1 1  V ( X )
since V( Z)  > 0.
P ro p o sitio n  2.1 V{0)  >  CR(0)  for any estimator 0, where equality holds if 0 
and q(0) are linear functions of each other [Cox and Hinkley (1974)].
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P roof:
We consider
E{9) = 1 9 f { x ; 9)dx =  9 +  B(9)
Differentiating both sides with respect to 9, we get
, iB(S) /•,#<*;«) 1 . . . . .
1 + ~ i r  = J e m  n x -,0)f { x J ) d z
f ^ o g f ( x - , 9 )
= J e ----- j~9-------- f ( x ^e )dx
= COV( 9 , q ( 9 ))
By use of Cauchy-Schwarz inequality,
[COV(9,q(9))}2 <V(9) V( q( 9) )
Therefore,
(-[ _i_ 2^  d$ > <  j
V{9)E{q2)
since V(g) =  E( q2).
Next, we discuss the case where the Cram er-Rao lower bound of unbiased 
estim ators is attainable.
D e fin itio n  2 .20  Let the statistic S  = s ( X)  and a family of V  =  {Pe',9 6 0 }  be 
the family of possible distributions of X  where X  = (A”i , . . . ,  AY). Then a statistic 
S  is said to be sufficient for X , or for the family V , i f  the conditional distribution 
of X  given S  =  .s(;r) is independent of 9.
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Let S  be a  sufficient statistic and T,  which is not a function of S  alone, be any 
unbiased estim ator for 0. Let ,E(T|.s) =  y?(s). Then the conditional expectation 
Y  — <p(S) is a function of only S. The sufficiency of S  is required lest Y  should 
depend on the param eter 0. According to the Rao-Blackwell theorem , for any 
given 0,
E (Y ;  0) = E{T;$)  = 0 
V ( Y \0 )  < V(T-,0)
where equality holds if and only if T is a function of S almost surely.
D efin ition  2 .21 Consider a pi'obability space P).  Let Q be the collection of
all subsets G of ft such that Fi C G C F2 and P (F 2 \  Fi) = 0 for any F i , F 2 G T ■ 
Then a probability measure P is complete if  Q — J- .
For example, let the random  variable X  have a density function th a t is contained 
in the family of probability densities 0 G 0 }  where h(-) is a Borel m ea­
surable function. The family of probability densities {h (x \0 ); 0 G 0 }  is said to 
be a complete family if JE,[re(a;)] =  0 implies th a t w(x) = 0 almost surely for every 
0 G 0 .
Suppose two different unbiased estim ators Ti and T2 yield v?i(s) =  E (T i \S  = s) 
and <p2(s) = E (T 2\S =  s). Then Fi =  <fi(S) and Y2 — <f2 (S)  are functions of S 
such that
E (Y 1 - Y 2;0) = 0 \/0
15
If S  has a complete density function, Yi = Y2 almost surely. Therefore, we can 
deduce th a t any function of a sufficient statistic with a complete density is the 
unique m inimum unbiased estim ator of its expectation.
In practice, a m inimum variance unbiased estim ator can be easily identified 
within the exponential class of probability density functions.
D efin ition  2 .22  Consider a probability model (f l , P , P ) .  Let K \ , . . .  ,Kk  be k 
measurable functions over f i .  Then the probability density function
k
f(<x>,0) =  C(0)h(to) ex p [y ^  7r,(fl)A',-(a>)], to £  f i and 9 E 0 ,
where the 7r;((?) are given nontrivial functions, is said to be a member of the expo­
nential class of probability density functions with respect to the probability measure 
P.
We consider a family of one param eter continuous density functions:
f(x-,0) = exp[a.(0)A'(x) +  R{x) + b(0)\, x € (c,d)
=  0 , otherwise
where 6 6 0  C 3i. Suppose th a t the regularity conditions of this exponential class 
are given by
1. c and d are not a function of 6.
2. a(0) is a continuous function of 0 and the case when a(0) =  0 is excluded.
3. f c K { ‘) ^  0 and R ( x ) is continuous.
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Let X i , . . . ,  X t  denote a random  sample from a distribution which is a member 
of the regular exponential class of continuous density functions. Then the joint 
probability density of X \ , . . .  , X j  can be w ritten as
T  T
exp[a(0) ^ 2  Ki(x)  +  J 2  (x ) +  Tb{$)]
t=i t=i
By the factorization theorem  [Hogg and Craig (1978), p. 344], S  =  Xj(x)  
is a sufficient statistic for 9 and the probability density of S  is easily shown to 
be complete. Therefore, if we can find an unbiased form of y?(.s), then the unique 
MVUE of 9 can be identified. Let us take the previous example of three random  
variables X i, X 2,X 3, each distributed as N ( 9 , 3). The joint density of X i ,X 2, A^ 3 
is
/ 1 *3 rf ( x u x 2, x 3-,9) =  ( - ^ = = = )  exp[ —  -------]
9 3 1 3  ^ 92
~  ^ [ 3  -  q S *t .2 -  ^ ln (67r) -  y ]
Thus, X  =  is the unique MVUE for 9 since 5  =  Xi  is a complete and
sufficient statistic for 9 and E ( S / 3) =  9.
Suppose the random  variables A"i,. . . ,  X t from a common dist ribution F ha ve 
realizations aq, . . . ,  x t ■ Let. Y  =  0T( X i , . . . ,  X t ) be an estim ator for 9 in 0  and let
8{y) denote the function which assigns an action for a given y  =  9t {x i , • ■ ■ , x t ).
Then 6(V) is called a decision function or decision rule and a specific value 8(y) 
is a decision. In the context of the estim ation problem, it would be useful to have 
a m easure of the difference between a param eter 9 and the decision rule (point
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estim ator) £(U). Let C(9,8(y))  be a nonnegative loss function. The risk function 
is given by
p ( M )  = B F(C\e,S(Y)})  =  f +°° C\e,6(y)] f(y ,6)dy
J  — oo
if Y  is a continuous random  variable.
D e fin itio n  2 .23  A n estimator 90 *s said to dominate an estimator $i if
p(eJo)<p(#Ji), v<?e 0
Furthermore, 9o strictly dominates 9\ if  strict inequality holds for some 9 £ 0 .
Usually, it is impossible to choose a decision rule which minimizes the risk function 
for every value of 9 in 0 .
D e fin itio n  2 .24  A n estimator is said to be admissible i f  it is not strictly domi­
nated by any other estimator of 9.
If we adhere to the principle of choosing a decision rule which minimizes the 
m aximum risk, a useful estim ator can be defined:
D e fin itio n  2 .25 An estimator 90 is said to be minimax if
su p p (0 , <?o) < supp(#,<?)
«e© se©
for any other estimator 9 of  9.
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For example, a  m inim ax estim ator under the condition th a t E(0O) =  0 and 
C(0,S(y)) =  (0 — 6(y ))2 gives a minimum variance unbiased estim ator. In par­
ticular, the decision rule 6(F )  which minimizes E[0 — 6( F )]2 for all 0 in 0  is 
called the m inimum mean squared error estim ator. In the context of minimum 
m ean squared error estim ation, an estim ator of small bias and small variance is 
preferred to the unbiased estim ator having considerable variance.
2.2.2 Jackknife and Bootstrapping
The jackknife m ethod is based on the idea th a t the study of the change in an 
estim ator resulting from the elimination of observations enables us to judge the 
stability of the estim ator. Suppose X i , . . . ,  X t  are independent and identically 
distributed random  variables from an unknown probability distribution F  on some 
space. Let 0t  be an estim ator for a param eter 0 obtained from observations 
X \  =  ®i , . . . , X t  — x t , i.e. 0x =  0t {x \,  ■ • ■ , x t ). Then a deleted estim ator can be 
obtained by deleting each Xi sequentially:
Let
1 T ) _  1 V ' ad)
“t  — rrt /  j T 
1  1 =  1
The estim ator of bias of 0t is
B ( 8 t ) = ( T - 1 ) [ 6 (t ) - e T]
The bias-corrected jackknife estim ator is w ritten as
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eJT = eT -  b 0 t ) = r e T - ( t -  1)0^
It is well known th a t many of the usual statistics (e.g., the ML estim ator) have
E(«t) = 0 + I  + I  + ---
=  0 + O{T~l ) (2.4)
where the a; do not depend on T [Schucany, Gray and Owen (1971)]. Thus,
E{6jt ) =  TE{0t ) - ( T - l )E {0 {j))
= 0 02 I
T ( T - l )
= 0 +  0 ( T ~ 2) (2.5)
From Equations (2.4) and (2.5), we see th a t the jackknife estim ator has bias of
order T ~ 2 while the original estim ator is biased up to T -1 . The estim ated jackknife
variance suggested by Tukey (1958) is given by
(2 .C)
1  1 =  1
Example:
1 . Assume th a t A  =  5?, 0 = E { X )  =  [  X d F .  Let 0 = X  where X  =  £  X i / T .
J
Since 0(T] =  X , 0JT =  X .
2. Assume 0 = f  {X - E X f d F . Let 0 j  = . Since B(0r ) =  ,
v J?
Now consider the classical regression model
Vt =  dt§_ +  et
where et ~  i id  F,  E p t t — 0 and x t is a K  x 1 vector of regressors at the tth  
observation. The OLS estim ators are
(I =
t=1 t=l
t= i 1 1X t=i
where et =  yt — Let /? be an OLS estim ator obtained from (T  — 1) observa­
tions by deleting the t th  observation:
£ (t) _  l(^ T ( , W r
The jackknife covariance estim ator of j3_ is given by
t= 1
T
where ^   ^ ^ This can be modified as
t=l
T  1 ( X ' X ) ~ 1[X 'D "X  -  h x ' e F ' X ^ X ' X ) - 1 (2.7)T  T
where
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M acKinnon and W hite (1985) showed via M onte Carlo simulation th a t in the 
presence of heteroscedastic error disturbances, the performance of the t ratio based 
on the jackknife variance estim ator (2.7) was good in small samples. Furtherm ore, 
these t ratios were robust to the heteroscedasticity relative to  those based on the 
other heteroscedasticity-consistent covariance estim ators. Kleijnen et al (1987) 
jackknifed the feasible generalized least squares estim ator and obtained better 
confidence intervals.
B ootstrapping generalizes the idea of the deleted statistic 9^). By using the 
empirical distribution F,  which is assumed to have probability mass 1 / T  at. each 
d a ta  point X{, we can draw a random  sample with replacement from the observa­
tions such th a t are independent and identically distributed
according to F.  Then the estim ator 9 j  for a param eter 6 can be calculated many 
(B) times. These simulated statistics 0 ^ , . . .  ,0jB are used to estim ate the distri­
bution F.  The bootstrap  expected value of 0j  is
B
E.(« t ) =
6=1
Therefore, we have the bootstrap  bias of 9t
B * ( 9 t )  — E * ( $ t )  — 9 t  
and the bootstrap  variance and standard  deviation are
B
V . 0 t ) = Y,(9-Ti - E . ( 0 T ) ) V (  B - l )  (2.8)
6= 1
S D . (6 t ) =  \Jv„{0 T)
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The nonparam etric ML estim ator [Efron (1981a)] of the standard  deviation 
cr(F) is equivalent to S D ,($ t ) as T  —> oo. B ootstrap theory can also be developed 
in a param etric framework such as
* 1 , ( z ~ * ) 2 X,
•°° \/2 7 r(E (^  - * ) 2/ T ) eXP 2 E ( x i - * ) 2/ T
In the context of a regression model, Freedman (1981) showed th a t bootstrap­
ping the linear regression model gave the same asymptotics as the classical least 
squares estim ators. He also showed th a t the bootstrap  produced the desired 
asym ptotic result even in the presence of heteroscedasticity in the disturbances 
when the model contained endogenous regressors and when instrum ental variables 
were introduced. Beran (1982) obtained the first order Edgeworth expansion of a 
bootstrap  estim ator and showed that it was asymptotically equivalent to the usual 
bootstrap  estim ator. His study provided the theoretical evidence of the validity 
of bootstrapping in small samples.
Freedman and Peters (1984a, 1984b) carried out bootstrap  simulation to check 
the bias of standard  errors from feasible generalized least squares (FGLS), two- 
stage least squares (2SLS) and three-stage least squares (3SLS) m ethods in small 
samples. S tandard errors of FGLS and 2SLS were very small relative to the boot­
strap  standard  deviation while those of 3SLS did not indicate any substantial 
differences from the bootstrap  finite sample variability. The bootstrap  method 
was also applied in testing the linear restriction in the context of a seemingly un­
related regression model [Rocke (1989)]. Rocke’s experimental investigation bore
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witness to  the good performance of the bootstrap B artlett adjustm ent method 
in small samples. He used Rothenberg’s second-order asym ptotic m ethod for the 
B artlett adjustm ent [Bartlett (1937); Cox (1984); Rothenberg (1984a)].
2.3  E s t im a to r s  in  th e  L inear R e g r e ss io n  M o d e l
2.3.1 Ordinary Least Squares (OLS)
The classical Hnear regression model is written as
= X(3_ +  e (2-9)
under the following assumptions:
1. X is a nonstochastic m atrix  of full column rank, which is less than  the num ber 
of observations T.
2. There exists a nonsingular m atrix Q =  lim £ (X  X )
T —to o
3. The vector e consists of random  disturbances satisfying E(e)  = 0 and V~(e) =  
<t2I.
The least squares estim ator j3 is the value of /? which minimizes the Euclidian 
distance between y and X0_:
D { y , X § )  = { y - X § ) \ y - X § )
Thus the analytical solution yields
i  =  ( X ' X ) - ' X ' U
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where Ej.3 — fi  and V(fi)  =  a 2( X '  X ) -1 .
T h eo rem  2.1 (Gauss-M arkov) Let C  be a K x T  nonstochastic matrix satisfying 
C X  =  I .  Define fi =  Cx/. Then E ( f i  — fi)(fi — fi)' — E( f i  — fi)(fi — §}' is positive 
definite if ft ^  fi. fi is called the best linear unbiased estimator (BLUE).
P roof:
Efi  =  E ( C X f i  + Ce) =  fi, for any C
E ( f i - f i ) C f i - f i ) ’ =  E ( C e e C ' )
= cr2CC'
= <r2{x'x)~l + a2(c -  (x'x:)-xx ')(c -  {x'xy'x')'
=  -  fi)(fi -  fi)' +  <T2[(C -  (X 'X )~ 1X ')(C  -  ( X 'X ) - 'X ’)'
If e is assumed to have normal distribution N(0,<t 2I) ,  then the least squares
estim ator is the ML estim ator and the covariance m atrix  of the ML estim ator 
attains a Cram er-Rao lower bound.
2.3.2 Generalized Least Squares (GLS)
The assum ption of scalar covariance random  disturbances is too strict to be 
realistic. Therefore, we will consider more general assum ptions about the error 
disturbances:
1. e is a T  x 1 vector of random  disturbances with Ee = 0 and V(e) = E, where 
E is a known T  x T  symmetric positive definite m atrix.
2. There exists a finite nonsingular m atrix  Q = lim j j l ' S " 1! ) .
T h e o re m  2.2 (Aitken) The estimator defined as
l  = ( X , 'Z-1X ) - 1X''Z ~l y 
is efficient within the class of linear unbiased estimators of (3.
P ro o f :
Since E is positive definite, E -1/ 2 can be defined as P k ~ l l2P' where P is an 
orthogonal matrix of characteristic vectors of E, and A is a diagonal matrix com­
posed of the eigenvalues o /E . Transform the original model (2.9) by premultiplying 
by E -1/ 2 on both sides:
E ~1/2y = E~1/2Ar/? +  E -1//2e
y  = X* j3_ +  e* (2.10)
where E e '  = 0 and ^(e*) =  I .  Then the usual least squares estimation can be 
applied to the transformed model (2.10):
I  =  ( X J X T l X ' y  
=  (A",E~1A")~1Ar/E~1y
where E(f3) = 0 and V(ffi) — (X  E - 1A )_1. The Gauss-Markov theorem holds for 
the transformed model.
In practice, the estim ated covariance m atrix  is used for estim ation since the 
covariance m atrix  of the GLS model is unknown. The FGLS estim ator is
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1  =  { X ' ± - xX ) - l X ' t - l y
where V 0 ) =  ( I ' S -1 ! ) -1 and S  is a consistent estim ator for S . W hen the 
covariance m atrix  of the GLS estim ator is unknown, the Aitken theorem  does not 
hold. In small samples, the standard  errors from FGLS were shown to be too 
optim istic (small) when compared to the small sample variability [Freedman and 
Peters (1984a)].
2.3.3 Biased Estim ation
Traditionally, unbiased least squares estim ators are preferred to biased esti­
m ators. However, if the statistical model is incorrectly specified, then the least 
squares estim ator may be a biased estim ator. Ignorance of non-sample inform a­
tion, therefore, may yield suboptim al estim ators. Stein (1961) proposed a biased 
estim ator which dom inates the least squares estim ator under quadratic loss. It is 
a common practice to use pretest estim ators in linear regression models when a 
priori inform ation is considered. W hen a priori inform ation is tested and accepted 
using an appropriate test statisic, the restricted least squares estim ator is used; 
otherwise the least squares estim ator is used. But the pretest estim ator does not 
dom inate the least squares estim ator in a risk context. We next discuss the pretest 
and Stein-rule estim ators.
P r e te s t  E stim a to r
The classical regression m odel (2.9) can be reparam etrized as
7/ =  X S ~ 1/2S 1/2(3 + e
=  Z6 + e (2.11)
where S  represents a positive definite m atrix  X ' X , Z  =  X S ~ 1^ 2 and 9 = S 1//2/?.
D efin ition  2 .26  The weighted risk function under squared error loss is defined 
by
p (h  <?2,Q) = E{0 -  0 Q ( 0  -  9)/ a 2
where Q is any known positive definite matrix. I f  Q ~  I ,  then the unweighted risk 
function is defined by
p {h  £, v 2) =  E(0  ~  0 ( 0  -  0)/<r2
and the least squares estim ator 0 =  Z  y =  S'1/2/? has risk
p(0-,O,<T2) = t r K Z ’Z ) - 1] = t r ( IK ) = K
Consider the test statistic u for testing the null hypothesis Ho ■ 9 = L against 
Hi : O y  r. Then u ~  F(k ,t - k ) under the null hypothesis. If Ho is not true, u has 
a noncentral F distribution with noncentrality param eter A =  (0 — r)'(0 — r)/(2<r2).
/
OO
dF(A',r-iC) — a  where a  is a significance level. Then 
the pretest estim ator has the form:
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or
£ = / ( 0 , c) ( u ) n  +  / [ c , o o ) ( « ) f l  =  f i  “  / ( O tc ) ( M ) ( f i  -  r )
where u = y^l^zf) an(  ^^ *s an unrest rict’ed least squares estim ator.
P r o p o sitio n  2.2 I f  the (K  x 1) random vector w is distributed as multivariate 
normal with mean £ and covariance matrix o2I k  and is independent of the random 
variable with the xfr-K)'distribution, then
, w  'w. . T  — K  w, 6 ,  , , K ' .
1 (°.e,(^ % r ^ ) — i c ~ e ] =  ^  ■<) < CY ^ K ]
where X =  and 8_ = £ — r.
P roof:
Use the following result from Judge and Bock (1978, pp. 321-322):
^  —  ) (  — ) =  ( ~ ) £ M X ( A ' + 2 , A ) ) ]o  cr o
where < (^-) is a Borel measurable function. In addition, note that
£ [ J ( _ o o , e ) ( t t ) ]  =  P[U < C]
Then the expected value of the pretest estim ator can be obtained using this propo­
sition:
E ( h  =  fi -  (fi -  r )P [x [* +I.A)/x?r-K) <  c K / ( T  -  A')]
Therefore, the pretest estim ator is biased unless 8 =  0 or P  =  0. Since 8 is the 
bias of the restricted least squares estim ator and P  is not greater than 1, the bias
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of the pretest estim ator is less than  or equal to th a t of the restricted least squares 
estim ator under the exact hnear restriction: 0 = r. The risk function of the pretest 
estim ator can be w ritten as [Judge and Bock (1978), p. 71]
p ( h h * 2) =  K  +  (2=[f -  K)P[X(k +2,>.)/X{t - k ) < c K / ( T  -  A')] 
— (^?)^ [^ (K + 4IA)/X(r-Jf) ^  c K / ( T  — A}]
=  A  +  ( 2 ^ | - A ) M 2 ) - ( % M 4 )(7 <7Z
where h*(t) = P{x2(K+t,\)/X(t - k ) ^  c K / ( T  -  A')] and 0 < h \ (4) <  h.x(2) <  1. 
Therefore, if the null hypothesis H 0 : 6 = 0 is correct, the risk of the pretest 
estim ator is less than  th a t of the least squares estim ator. Let the hypothesis 
error be defined as the distance of the hypothesized value from the true param eter 
value. As hypothesis error S'S increases, the risk of the pretest estim ator becomes 
increasingly higher than  that, of the least squares estim ator and approaches the 
risk of the least squares estim ator with an infinite error of hypothesis. There is
no one dom inant estim ator among the least, squares, restricted least squares and
pretest, estim ators under quadratic error loss measured over the entire range of 
hypothesis error.
S tein -ru le  E stim a to r
For convenience of analysis, premultiply both sides of equation (2.11) by Z
Z 'y  =  Z ' z e  + Z ' e
z = 0 + v (2 .12)
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where v ~  iV(Q, a 2 1). Then the ML estim ator 6 _ = Z  y = z and the risk of the 
ML estim ator is
e ( t t y )  = K
Suppose cr2 is known to  be 1. Then the Stein-rule estim ator has the form:
I  = [i -  a/(£'e)}e
W hen <r2 is unknown, the analogous Stein-rule estim ator is
0  = [ l -  as/{6!9)\e
where s =  y'[I — X ( X ' X ) ~ 1 X']y_ and a is a constant taking a value in the range 
of 0 < a < 2( K  — 2 ) / ( T  — K  + 2) for minimaxity. The risk for this estim ator is
p(ke,<T2) =  E { i  ~  g )  f  ~  g )  -  2 a E \ ~ ]  +  2 a i E [ - 2e / { e e ) )<t <yi <t
+  a 2 E { ^ / ( 0 £ ) }  
a 1
=  K  +  a(T  -  K ) ( T  -  K  +  2)[a -  ■" (^ | y ) lg ll/X (V »]
where A =  d0/2cr2. If K  > 3 and 0 < a < then p(0;0,cr2) < p(0',0,o-2).
Therefore, the ML estim ator is inadmissible. The minimum risk of the Stein-rule 
estim ator is attained at a — T ^ ^ 2+ 2  with  the corresponding risk of
P i l i , * 2) =  K -  (K  -  2)2( r  -  K ) / ( T  -  K  +  2 ) E [ 1 / x 2KiX}\
Note th a t 0!0/<r2 is distributed as xfK a)- The optim al Stein-rule estim ator becomes
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- ( T - K ) ( K - 2 )  1 .
6 0  - [ 1"  ( T - K  + 2 )K  {u M
where u = ~ ~  F(K,T-K,\y In this form, the Stein-rule estim ator uses
the test statistic u to combine the observed sample inform ation with the a priori
restriction 0 =  0. This estim ator differs from the pretest estim ator in th a t the
Stein-rule uses the test statistic u to shrink the unrestricted estim ator toward the
restricted estim ator, while the pretest estim ator chooses between the restricted
and unrestricted estim ator, depending on the test statistic. In general, if the
shrinkage point is given by the Stein-rule estim ator has the form:
■d ( K - 2 ) ( T - K )  1 ,
&  ~  [1 "  K i T  — A" +  2) ( ^ )1(-  ~  & ) + &
where
■ui =  (T  -  K)(0  -  e j d  -  iU ) /K s  
Though the Stein-rule estim ator is a minimax estim ator, it is not admissible 
under squared error loss since other estim ators have risk at least as small as the 
Stein-rule estim ator [Baranchik (1964)]. Baranchik (1964) suggested a positive- 
rule estim ator which improves 011 the Stein-rule estim ator:
l + =  I[Cloo)(u)[l “  c/u]0
where u =  and < c < . Now the risk of a positive
part Stein-rule estim ator is
= pit,t,<r2) -  2 ( 3 ) B ( / , 0it)( ^ £ ± i M ) ( c ^ l -  -  1)]
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-E[/(olC) ( ^ ) ( l - c ^ ) 2x^)]*(T-JC) *(K.A) v ' 1
This positive p art estim ator can be extended to the general shrinkage estim ator.
It  =/|c.»)(«l)(l-^)(fi +
where ui = (T  — K)(9  — # i ) ( 0  — #i)/A 's.
Consider the original linear statistical model
y = X§_ + e
In the context of the classical linear regression model, the traditional Stein-rule 
estim ator is defined by
& = 11 “ u,Ii 14
where
u x =  (T  -  K )b 'S b /K s  
b =  S~ lX ' y  
S  = X ' X
s =  t / ( I  -  X ( X ' X ) ~ 1X ' ) y  
[trS1-1 -  277mai, ( 5 - 1 )]
0 <  a <
( T -  K  + 2)rjmax( S - ' )
Vmax(S-1 ) =  the largest characteristic root of S ~ l
We introduce the hnear restriction
A/? =  r
where R  is a J  x K  m atrix  of rank J .  Then the restricted least squares (RLS) 
estim ator is
(3R = b -  S - ' R ' i R S - ' R Y ' i R b  -  r)  
and the general minimax estim ator which shrinks towards the RLS estim ator is
r r a(T  — A '),,, p. > •x
&  =  [1 ~ > -  1(* - & . ) + g»
where « , =  ^  A) and A =
W hen R =  //<-,
r a(T  — K ) , , ,  .
£2 = 1 ----------7:— (£ ~  2l) +  r
1/2 A
where u 2 =   ^ Under the unweighted risk function, the general
Stein-rule estim ators (6 2 and 8 3 ) are minimax and have risk improvement over
the ML estim ator b if J  > 3 and 0 < a < ........... [ ~TtAi a\ ~  21 with A  =_  — — — ( r - A  +2)  L T7T„,,t(A)  J
(R S ~ X R')~x R S ~ XQ S ~ x R ' . The positive part general Stein-rule estim ator is written 
as
t  = i {a,oo)( u ; ) [ i - ^ ] ( b - j i R) + j3R 
u 3
where u 3  — 3-
In general, Stein-rule estim ators improve the risk over the ML estim ator when 
we assume th a t the disturbances are normally distributed. Brandwein and Straw- 
derm an (1978, 1980) showed th a t risk improvement over the OLS estim ator could 
be obtained in a class of spherically symmetrical disturbance distributions. Ullah 
et al (1983) studied the different conditions under which the Stein-rule estim a­
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tor dom inates the OLS estim ators in the case of nonnormal disturbances with 
moments up to the fourth order.
Neither the asym ptotic nor exact distributions of the Stein-rule estim ator are 
sufficiently well known to be used as a basis for statistical test procedures. Ullah 
(1974) derived the exact m om ents of the Stein-rule estim ator 8* = (1 — to the 
fourth order. His finding was th a t if the original param eter 9i is positive, then 8~ is 
negatively skewed and vice versa; if 0{ is close to zero, 8? has a normal distribution. 
Phillips (1984) obtained the exact density of the Stein-rule estim ator 8* under the 
condition of normality of error terms. Knight (1986) extended Phillips’ analysis by 
assuming nonnormal disturbances which are well approximated by Edgeworth or 
Gram -Charlier distributions. However, these studies have no practical implications 
for hypothesis testing or confidence interval construction.
2 .4  M a x im u m  L ik elih ood  E s t im a t io n  an d  
A s y m p to t ic  P r o p e r t ie s
2.4.1 A sym ptotic Properties
D e fin itio n  2 .27  A n estimator 6 =  h(A'x,. . . ,  X t ) is said to be (weakly) consistent 
for 0 if  $ converges in probability to the parameter 9, i.e.
lim P ( \ 9 - 9 \  > e) = 0
r —oo u
D efin itio n  2 .28  An estimator 9 is said to be strongly consistent if 9 converges
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almost surely to the parameter 9, i.e.
P(  Km 6 = 0) = 1
T —<oo '
If a ML function attains a global maximum, then the corresponding ML esti­
m ator has the consistency property.
P ro p o s i t io n  2.3 Assume that:
1. The parameter space is a compact subset of %\K and the true parameter 9_o is 
in 0 .
2. The log-likelihood function £(9,y, X ) is continuous in 9 6 0  for all y  and is 
a Borel measurable function of y V9 £ 0 .
3. i { 9 ) /T  converges in probability to a nonstochastic function £<x,(9) uniformly 
in 9 £ 0  as T  —> oo, and £oo(9) has a unique global maximum at 90.
Then the ML estimator 9 converges in probability to 90.
P ro o f :  [Amemiya (1985)]
Let N(90) be an open neighborhood of 90 in 5?^. Then £m = niax £<x>(9)
«€ N ne
exists since N  fl 0  is a compact set where N  is the complement of N(90). Let 
e =  4o(£o) -  An- Lf \ f£  — £oo\ < e/2 for all 9, then
<.(&•) > j '&t) -  e/2 (2.13)
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and
>  < U & ) -  e/2 (2.14)
Since t(0) attains a global maximum at §_, t(0)  >  <(&). l e i  Et =  { |lf( tf)  -
^oo(^)| <  e/2,V0}. Equation (2.13) can be modified as:
M f i r )  >  f W  ~  e/ 2 (2-15)
From (2.14) and (2.15), E r  implies that
too{£) >  £«*>(&) -  €
Therefore,
t o o ( i )  >  t m
Consequently,
o e  N(e0)
Since E t  C {0 € iV(0o)},
P { l j ; W - M « l < e / 2 ,V«} < P {2 € « ( & ) }
From the assumption, lim r_,00 P ( E t ) =  1- Consequently, 0 converges in probability 
to 0O.
In practice, it is difficult to obtain a global ML estim ator and to ascertain the 
global maximum using currently available optimization techniques. Therefore, we 
wish to  prove the consistency and asymptotic normality of a local ML estim ator.
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P ro p o s i t io n  2 .4  Let Q t  be the set of local maxima satisfying the first order con­
dition for the likelihood function. Then under appropriate assumptions, for any 
e > 0 ,
A M
0 —> Ojq uniformly in 0 .
In  addition,
where H  = — lim E i  L and J  = lim •r —oo T 9686 l2« r_oo T dld8 le<>
Assumptions:
1. Consider any parameter space 0  C which contains the true parameter 
0q. 0  is assumed to be an open set.
2. The log-likelihood function £ is Borel measurable and £ € C 1(N (9 0)) where 
C 1 denotes the class of  functions which are continuous in their first deriva­
tives and N  denotes an open neighborhood.
3. ( qIqq' ) exists and is continuous in an open arid convex neighborhood of 60.
j .  \g converges in probability to a finite nonsingular negative definite
matrix  lim ~ le for any consistent estimator 6.
T -,o o  T  9898 l20 J * -
S .  i g  - > m , A S a ) ) -
9- ?£{§.) converges in probability to the nonstochastic function uniformly in
0 e  N(9o).
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7. plimj; —2<t  exists and is continuous in N(0O).
P ro o f :
Consistency:
By a series expansion around 0O, we have
1 1 1  fjf 1 1 tz2 p
j i m )  =  j i m o )  + j - ^ k ( o - o 0) + -(& -  ir  (e -  a ,)
where \\0* — 0O|| < ||0 —goll- Therefore,
Piim i< (fi) = /„(&,) -  |(g  -  e a ) ' H ( e - ) ( e  -  g0) 
since - l im  |»,= - p U m i ^  =  H ( l ) .
too(0) < £oo(0o) fo r  0 /  0JO 
Choose a compact set C  C N ( 0 O). Then for any 0* G C ,
Mm P[i<(r) > £<(«)] = 1
which implies that
lim P[0" G 0 O] =  1
T  —* oo
where
dt
0o = {g;gj = a}
Therefore, the local ML estimator 0 converges in probability to 0O.
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Asymptotic Normality:
Using a Taylor series expansion of | |  around 0O
d£ d£ d2£
where ||6[* — 0O|| <  ||£ —#o||- Since 0 G ©r> §f |§= 0- Therefore,
n \ A  r l  i i - l  1 ^  i
~  ~ ^ T d e d ¥  V r d e ^
where =  denotes asymptotic equivalence. According to assumption (4)
1 d2£
—plim —— r |«*= H(0O)
F Td&dti  -
since plim Of — 0O. Therefore,
V f ( 0 - O o )  -  N i ^ H i O ^ J i O o W O o ) - 1)
2.4.2 M aximum Likelihood Estimator
The likelihood function is defined by
T
L{0\y t, x t) =  Y l f { 0 , y t , x t )  
t=i
where yt is the observed value of the random  variable Yt and x t is an explana­
tory regressor vector at point t. Then L ( y , X , 0 )  is a density function with true 
param eter 0O satisfying
f  • • • f  L ( y , X,  0o)dyi • • • dyT = 1
J yi J  VT
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In general, the density function L ( y , X , 0 ) is said to be regular for any 0 € 0  if 
differentiation with respect to  0 and subsequent integration over y yield the same 
result as in the reverse order. Therefore, if the density L ( 0 , y , X )  is regular, the 
following is true:
E [ ^ / £ ( - ) ]  =  0 (2.16)
1 _  
1 dee#
Consider the log-likelihood function £ = log L ( 0 , y , X) .  The score vector is
Using this notation, equation (2.16) can be w ritten as
Eq{0) =  0
Then the Hessian m atrix of C(-) is
« i = r - ® ! L / / I ’Ml (2 18)
96' 9696 96 9 0
The Fisherian information m atrix  is defined as:
=  - £ '
From Equations (2.17) and (2.18), it can be shown th a t
9f(fio) =  Eq(0o)q(0o)' = V(q(0 „))
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ML estim ators have the desirable asym ptotic properties — consistency and 
asym ptotic normality. In addition,
1 82t
y / f ( 0  -  0o) ~  N ( 0, lim [—E -~— — 1)]
v _  - o)  v _  r - * o o L T d O d t f  - 0
which m eans th a t Vr(^) is approxim ated by [—E ^ ^ i  I fJ -1 which is the asymptotic 
Cram er-Rao lower bound. Since the asym ptotic covariance m atrix  is a function 
of unknown param eters, the ML estim ator of the asym ptotic covariance m atrix  is 
given by:
*  =  r = i i i -  (2 .i9)
But. the expected value of the Hessian is sometimes difficult to derive. Therefore, 
approximations for the inverted information m atrix  can be used as an alternative 
ML estim ator if they are consistent:
82(
V2 =  [—  j L] - 1 (2.20)
1 QUdQL -
* =  (2 -2D
In the context of small samples, however, these approximately equivalent co- 
variance m atrices may yield quite different results [Griffiths, Hill and Pope (1987); 
Calzorari and Panattoni (1988)]. Accordingly, the choice among these asym p­
totically equivalent covariances needs to be made with care rather than with the 
consideration of com putational convenience, especially in finite samples.
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2.4.3 Concentrated M aximum Likelihood Estim ation
The m ethod of concentrating the likelihood function makes it possible to ex­
clude nuisance param eters w ithout affecting the value of the estim ated param eters. 
Consider the partitioned vector of param eters as $ — [P_ where X is the nui­
sance param eter vector in which we are not interested. The first order condition 
for the m axim ization gives
8C
dp  Q
dy Q
The partitioned asym ptotic inform ation m atrix  is given by
( 2 .2 2 )
(2.23)
1 d 2C
H  — — hm E  —  r — -  limTdeae
TP 1 Hj ^ E 1 9 2lT 9/390' T  9 0 9 7'
E 1 9 2l E 1 9 7t
' H n  '
H  2j H  2T djdp1 T 9ydj
The required condition for the existence of concentrated likelihood estim ators 
is th a t equation (2.23) be solved to produce an explicit representation of 7  in terms 
of p.  Let 7  =  y(P). Then we define the concentrated likelihood function:
t ( P )  = e ( M ( p ) )  
Differentiating equation (2.23) with respect to /?, we obtain
07
where A(f6) = —r ^ . Therefore,
t d H  SH  ,
d y d y  d y d t f  lfo
(2.24)
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or
r)2f  r)2f
^ ) = - i w r ^ i i  <2-25>
The differentiation of both  sides of (2.24) w ith respect to  /? leads to
BPC BP BP
Since |^ == 0 from (2.23), equation (2.26) becomes
d£c d£
M  k.= o i  ^  <2-27>
Differentiating equation (2.27) again with respect to /?, we obtain
d 2£c d 2£ . d 2£ . . .
7 \Pn~  a 1^ 0,7 \(3on (2.28)d(3d§_ ISo W  ,po'1 v- ° y d p d x  
Substituting (2.25) into (2.28)
s 2r  . | s n  _ a ! L , , 2  201
3/33/3' a ' 3£d/3' -  9 /39 l' 8 9 l 0 l  a 'a
Therefore,
1
-  Plim ^ ^ 7  1^=  H „  -  H n H 22H 12 (2.30)
By a Taylor series expansion around ^  ,
d£° d£ d 2£
' d i  ^  =  d l  ^  + d(3dx *r  ^  ~  ^
where ||0* — #o|| <  ||£ — £ol| w ith 9 = (§°,1)-  Let =  denote asym ptotic equivalence.
Using the relationship which comes from the asym ptotic normality of 9,
' / T i l  l o ) - H 2 2 ^ d l
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we can infer th a t
Consequently,
1 8PC
V t w  'a, -  » ( % H n  - h „ h £ h u ) (2.31)
In the context of the concentrated likelihood function, the asym ptotic covari­
ance m atrix  is easily derived from (2.30) and (2.31):
the full ML estim ation in the asym ptotic sense.
2.4.4 General Equality Restrictions and 
A sym ptotically Equivalent Test Statistics
C on stra in ed  M axim u m  L ikelihood  E stim a tio n
The general equality restriction is written in the form:
For ML estim ation, the Lagrange multiplier m ethod is used:
V 0 )  = {Hn -  Hn H £ H n \-x
This is exactly the subm atrix  of H 1 corresponding to the estim ator /?. Therefore, 
the estim ator from the concentrated likelihood m ethod is the same as that from
gi{Q) =  0, i = 1 , . . .  J
(2.32)
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where fx G is a  Lagrange multiplier vector and g = (gu . . .  ygj) '  is a J  x 1 
vector of constraint functions. For our analysis, the following assum ptions about 
probability density functions and constraint functions are made:
1. There exist ge.de. and dg.dg.ggk ( h j i k  = 1*•••> A ) for every 6 GNa =  {0 : 
||£ — £o|| <  <*} an<t firsf anfi second derivatives are continuous functions 
of 0.
2. For every 6 G Na ,
I f  II < G u  Vi
I f f I I  <  G „  Vj
i a‘t
\\d0ide}d8k \\ <  ^ 3’ ^
where Gi, Gi  and G% are integrable in 9?.
3. E{ Qf-QQ-) is finite for i , j  = 1 , . . . , A ’ and the m atrix  H  =  — lim is
positive definite.
4. For every 6 € Na , i =  1 , . . . ,  K  and m  = 1 , . . . ,  J  exist and these are 
continuous functions of 0.
5. For every 0 G Na , fg.gg:, h j  =  1 , . . . ,  A", m  = 1 , . . .  , J  exists andaOide j '
ii d 2g*
86,60 j
where M  is a given constant.
6 . The K  x J  m atrix  G =  is of rank J.
< M ,
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Aitchison and Silvey (1958) proved the existence of a constrained ML estim ator 
satisfying the above conditions. The constrained ML estim ator 9 is obtained by 
solving the following equations:
q ( 9 ) - G j l  =  0 (2.33)
fi(fi) =  Q (2.34)
where q =  | | .  By a  Taylor series expansion of (2.33) and (2.34) about #o, we can
obtain the relationship
_1 i  a n
i ( 0 o) + ^ ^ k V T ( l - e o) - - ^ G ( e o)£ = o
V f G ( 9 0y ( l - e 0) = o
Therefore,
where H (9 0) = — )im Since the m atrix
' H (9 0) G(e0) ‘ ■ V f ( 6  -  90) ' A_ \
. G(60y 0 JxJ . T f t  . 0
H(90) G(6 0) 
G(60y 0
is nonsingular [Aitchison and Silvey (1958), pp. 822-3],
'  y / f ( ~ e - e 0) ' A ' H {9Q) G(90) '
- i
7ra(Q-o)
T t V . G ( i0y  Ojxj 0
Using the fact th a t
it follows tha t
V f ( l  -  e0) -> 7V(0,H ~ X\I -  G (G 'H~1G)~1G'H~1])
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W ald, L ikelihood  R a tio  and L agrange M u ltip lier  T est 
We consider the null hypothesis
Ho: 9(0) = Q.
where g(0) is a J x l  vector-valued differentiable function. The Wald test is defined 
by
w  =  £ ( 0 ) '[ J |  k  V ( i ) %  ls]_1£ ( «
where 0 is a full ML estim ator and V (0) is a consistent estim ator for the covariance 
m atrix  of 0. The Wald test is more convenient than  the likelihood ratio test since 
we need not estim ate the constrained model. W hen the null hypothesis H 0 is 
correct, g(0) should be close to £(#o)- Therefore, we can reject the restriction if 
g(0) is far from the null vector. The validity of a ^ -approx im ation  to the Wald 
test depends 011 the consistency of the covariance m atrix  estim ator.
Nelson and Savin (1988) analyzed the power functions of the W, LM and LR 
tests for three classes of nonlinear models (nonlinear regression models with normal 
disturbances, logit models, and Tobit models) in small samples. They showed that 
the finite sample power functions of the Wald tests in one param eter models are 
nonmonotonic due to the explosive asymptotic standard  errors of the estimate.
Gregory and Veall (1985) showed in their Monte Carlo simulation that the 
transform ation from one nonlinear restriction into another algebraically equiva­
lent form yielded a different test statistic in small samples. According to their
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investigation, the null hypothesis H q : j3 102 — 1 =  0 was indicative of some statis­
tical advantage over another null hypothesis H q : f3\ — ^  =  0. Phillips and Park 
(1988) studied the small sample behaviour of the Wald statistics under several 
nonlinear restrictions. They employed the Edgeworth expansion technique to ob­
tain the finite distribution of these Wald statistics. They found a substantial gap 
between the asym ptotic and finite sample distributions under H q : (3\ — ^  = 0 , 
which confirmed the Monte Carlo results of Gregory and Veall. Phillips and Park 
concluded th a t the small sample distribution of the Wald statistic might depend 
heavily on a  different representation of the algebraically equivalent nonlinear re­
strictions.
The Lagrange M ultiplier test can be derived from constrained ML estim ators. 
Aitchison and Silvey (1958) and Silvey (1959) proposed the Lagrange multiplier 
test which is equivalent to R ao’s score statistic:
LM =  ± £ [ G(i)'H(i)G(m 
= - j
The basic idea of the Lagrange multiplier test is th a t q(6) should be close to q(0) 
if the null hypothesis is true. Since the Lagrange multiplier principle only requires 
constrained ML estim ators, it is convenient to apply if we can reduce the num ber 
of param eters explicitly. Godfrey (1978a, 1978b) employed this principle to test 
ARMA procedures in the errors of dynamic regression equations. Davidson and 
M acKinnon (1985) provided a new test which followed the Lagrange multiplier
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principle in testing the functional form of the model; namely, linear and log- 
linear regression against Box-Cox alternatives. Their test statistic showed good 
performance in small samples.
The likelihood ratio  test is based on the likelihood function:
LR =  -2{C{1) -  £{6))
Under the null hypothesis, the unconstrained ML value should not be far from the 
constrained ML value and thus LR should be small.
In the linear regression model, the Wald test statistic under the linear restric­
tion R/? =  r is given by
W  = T(Rb  -  r ) ' [ R { X ' x y ' R T H R k  -  l ) / s
where s =  (y — X 6)'(y — Ar6). The likelihood and Lagrange multiplier statistic can 
be w ritten as a function of the Wald statistic:
L M  = W j { l  +  W / T )
L R  = T l n ( l  +  W / T )
Therefore, the three asymptotically equivalent test statistics have the inequality 
relation: L M  <  L R  < W .  W hen using an asymptotic test procedure, the critical 
value for an a-level test based on the Wald, Lagrange multiplier or likelihood 
ratio  statistic is approxim ated by where J  is the num ber of restrictions.
Therefore, the inequality relationship may lead to conflicting inference in linear
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models [Berndt and Savin (1977); Evans and Savin (1982)]. The significance level 
can be corrected by using an Edgeworth expansion. For example, Rothenberg 
(1984) obtained size-corrected critical values in the linear regression model with 
nonscalar covariance error disturbances and showed th a t the power of the three 
tests is the same to order T -1 . In the context of nonlinear models, the small sample 
distribution of the three statistics is not known, and requires further research.
2 .5  S m all S a m p le  T h eo ry
In econometrics, statistical inference heavily depends on asym ptotic theory 
since finite sample properties of econometric estim ators and test statistics are 
rarely known. But the asym ptotic properties are sometimes misleading when 
sample sizes are relatively small and the asymptotic procedures do not reflect the 
finite sample behaviour.
In the early stages of theoretical work on small sample distributions, the exact 
density functions for the two stage least squares and OLS estim ators in sim ultane­
ous equations were developed. Two seminal articles [Basmann (1961); Bergstrom 
(1962)] provided an incentive for the development of the exact sample distribution 
theory for econometric estim ators and test statistics. Basm ann (1974) provided 
a survey of the literature in the area of finite sample theory in its early stages. 
Phillips (1980, 1985) and Rothenberg (1983) gave good descriptions of recent, de­
velopments in this field.
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2.5.1 Gram-Charlier and Edgeworth Expansion
Consider a sum of T  independent random  variables
S t  — X j -f" ■ ■ • -I* X r
where X t has m ean fit and standard  deviation crt . Then the standardized variable
5r is approximately distributed as N ( 0,1) as T  goes to oo, according to
V  E L i
the central limit theorem.
T h eo rem  2.3 C entral L im it T h eo rem  (Lindeverg and Levy)
Let {Xt} be independent and identically distributed with E (X t )  =  fi and V(Xf) = 
cr2. Then Z t  ~  iV (0,l) where
„  St  -  Tfi
Z t  = ~ V t T
T h eo rem  2.4 C entral L im it T h eorem  (Liapounov)
Let {Xt} be independent random variables with E ( X t ) =  fit and V(Art) =  erf. 
Suppose that the third absolute moment of {X}} about its mean fit is finite for  
every t. Let m 3t =  E \ X t — fit\3- I f  the condition
T~*°° t=i t=i
is satisfied, then Z t ~  X (0 , 1) where
S t ~  Ef=i fitZ t  —
v t L
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The central limit theorem  justifies the statem ent th a t the standardized sum of 
the independent variables has an approxim ate standard  norm al distribution $(•). 
In addition, the density function of this standardized sum will be approximately 
equal to the standard  normal probability density function 4>(-) if all the components 
of {Xt} have continuous distributions and certain regularity conditions are satisfied 
[Cramer (1946)]:
F(  x)  =  $ (x )  + R{x)  (2.35)
f ( x )  =  (f>(x) + r(x)  (2.36)
where R(x)  and r(x)  are small for large T  and R  (x) = r(x).  From a general point, 
of view, we can consider a random  variable X which is not necessarily a sum of 
independent variables but seems to be approximately normal. Now we consider 
two types of expansions which use the functional form (2.36) and a ttem pt to 
expand the remaining term s.
F irst, the type A Gram -Charlier series will be discussed [Cramer (1946); Phillips
(1980)]. Let us consider a statistic S t obtained from a sample of size T  and its 
density f r (x ) -  Then we may consider an expansion of the form:
f r  = c0<j>(x) -f ~ ^ (1)(.t) -f • • • (2.37)
where the c; are constant coefficients and is the ith  derivatives of 4>{x). The
coefficients C{ in equation (2.37) can be determined by multiplying through by the 
Hermite polynomial H{(x) = (— 1)’ , under the assumption that the series of
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(2.37) can be integrated term by term. M ultiplying both sides of (2.37) by Hi(x),  
H i ( x ) f ( x ) r  — co4>{x)Hi(x) H f- ^j<f)^\x)Hi(x) H-----
7!
=  Co H 0Hi{x)<f>(x)  +  . . .  +  ^ ( - l y H i W H i i x W x )  +  ■ • .
il
Integrating term by term  
f  H i(x ) fx (x )d x  =
J  — OO
/ + oo . q . r+oo
H 0(x)Hi(x)<f)(x) dx H (- ( 1 )l t t  /  Hi{x)Hi(x)4>{x) dx +  • • •
-o o  J  — oo
Using the following orthogonality of Hermite polynomials
f +°° IT l \XT l \ _  f  Ul f o r  777. =  7?.
J - o o  H ^ X)H ^ X) -  |  0  for 777 ^  77
we obtain
/ + o o
H i( x ) fT(x )d x  (2.38)
-oo
Consequently, assuming that the standardized variable has finite moments of all 
orders,
f T( x ) = <f>(x) +  |y<^(3)(.-c) +  ^ (4)(.r) +  ^<j>(h){x) +  ■ • • (2.39)
where C{ is given by (2.38), i.e. c3 =  —m 3/ a 3, c4 =  ni^/cr4 with the notation
777, =  E[x — jE(x)]1
But it should be noted that the series (2.39) is convergent if the integral
/ +  < »
exp(.r /A ) fT{x)dx
-O O
is convergent and f r { x )  is of bounded variation in 5?.
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D e fin itio n  2 .29  Let f  be a real valued function defined on the interval [c,d] and
c — x o < %i <  • • • <  x k  = d be an arbitrary subdivsion of [c,d]. Then f  is said to
be of  bounded variation over [c, d] if
K
SUP Y  I /(*<) ~  /(*<-! )l <  00 Kei+ t=i
for all possible values of K .
Unfortunately, only a small class of density functions can adm it the expansions of 
(2.39) under these restrictions.
On the other hand, the Edgeworth expansion succeeds in providing a good ap­
proxim ation with a finite num ber of term s. Edgeworth series have a finite num ber 
of term s when we neglect the term s which have a specified order of m agnitude, 
i.e. 0 ( T -3/2). If we take order of m agnitude J ,-Uv+1)/2j then the asymptotic 
Edgeworth expansion has the  form [Phillips (1980)]:
f T ( x )  =  ^ (* )[1  +  E  P j ( x ) T - > / 2) +  R t ( x )
3 = 1
where P j ( x ) is a polynomial of degree 3j  and R t ( x )  =  0 ( T _ A^+1^ 2). Suppose 
the independent and identically distributed random  variables X i , . . .  , X t  have the 
continuous density function /  and
E ( X t) = 0, V { X t ) = 1 for all t.
In addition, we assume th a t the {Xf} have finite moments of order K  +  2. Define 
the cum ulants (semi-invariants) to be the coefficients of the following cumulant 
function:
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log m  = f : ^ ( n ) j + o ( T K ),
j =1 J'
where is the characteristic function of X t and kj is the j t h  cum ulant of /
[Cramer (1946), pp 185-6]. For example, the expansions of Kj are
ki =  E ( X t ) =  0 
k 2 =  V ( X t) = l  
k 3 = E ( X t - E ( X t ))3 
« 4 =  E ( X t -  E ( X t ))4 - 3 
V T  xThe j t h  cum ulant of the standardized statistic Z t  = ■ * is
7j =  KjT^~ j/2\  for j  = 1 , . . . ,  K  +  2 .
The Gram -Charlier series is
where, e.g., k-i =  c\ and «2 =  c2 — c\. By a simple m anipulation, the Edgeworth 
series has the form:
St = <t>{x) -
+  ^[^j74<£(4)(®) +  ^ 7 .V (6>(«)] +  0 ( T ~ 3' 2)
= <J>(x){l +  ^ ( * 3 -  3.r)r_1/2
+ [ f y  - 6.r2 +  3) + ^ ( x 6 -  15x4 +  45x2 -  15)]r_1 
+  0 ( T " 3/2) (2.40)
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The expansion of the corresponding distribution function of Z t  can be obtained 
by integrating the series in (2.40) term  by term .
The Edgeworth expansion tends to give poor approximations in the tails of the 
distribution. Phillips (1977) investigated the usefulness of the Edgeworth expan­
sion in the context of a first order stochastic difference equation and showed the 
severe distortion of the tail area probabilities. On the other hand, the Edgeworth 
expansion can provide inform ation about the regions where asym ptotic theory 
gives a good approxim ation and those where it works poorly.
2.5.2 Saddlepoint Approximation
Daniels (1954, 1980) explored the saddlepoint approxim ation, an alternative 
to the Edgeworth expansion which had unsatisfactory performance in the tail 
area. The saddlepoint approxim ation is always positive and has the same order of 
m aginitude of error as the first two term s of the Edgeworth expansion. Holly and 
Phillips (1979) used a saddlepoint approximation to the distribution of the k-class 
estim ator.
We consider the structu ra l equation:
y.i =  Pu.2 +  m (2 .4i)
where y x and y2 are T x l  vectors of endogenous variables and Z\ is a T x K i  m atrix  
of exogenous variables. The reduced form of equation (2.41) is
IKi • y2] =  Z il‘Kn  : 7ri2] +  ^ 2^21 : ^ 22] +  [Ei : J>2]
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where Z  = \Z\ i Z 2] is a T x ( K x + K 2) m atrix  of exogenous variables and V = 
[Hi ’• JLt\  a  m atrix  of reduced form disturbances in which each row is independent 
and identically distributed as iV(0,0 )  and
U> n  U>i2
U>21 u>22
The k-class estim ator for 0  is given as
a _
t 2A W 2
where A k =  (1 -  k)[I  -  Z 1{Z[Z1)~1 Z[ -  Z 2{Z'2Z 2) - XZ'2\ +  Z 2(Z^Z2)~X Z'2. By trans­
forming the covariance m atrix  fI to the identity m atrix, the transform ed k-class 
estim ator can be w ritten as
f a  =  J  ( f a  ~  — )
V W11 ~  ^ 12/^22 ^22
Setting k  =  1, the 2SLS estim ator of the transform ed model is
a , _  j ^22 y_lMZ'2z 2) 1 z'2y_x ^ u>12 
Px ~  y ^ - u i j u J ^ z ^ z ^ z ^  ~ oj22
Holly and Phillips (1979) obtained the saddlepoint approxim ation of the prob­
ability density function of 0^:
h.(x) =  —L = K 20 k >(0 2 - 2 0 x -  i ) - ( ^ + D / 2e -M2/ 2? w h e n  x <  an d  0  >  0
y/2lTfl
=  - J = [ * - 2 +  +  +  D Kl( l  +  2/3- -  0 2) - ^ " ' 2 ■
(1 +  z 2)_K>/2 e x p [ - ^ - '  ^ ], when x  > and // > 0
L  1 -f- X L H
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where a 2 =  The distribution function which was obtained by numerical• U>22
calculation indicated a uniformly better perform ance in the tail area than  the 
Edgeworth expansion up to 0 ( / /_1) and 0 ( / i -3 ). In addition, the saddlepoint 
approxim ation showed less sensitivity to param eter variations than the Edgeworth 
expansion. But the saddlepoint technique is applicable only in the special case 
where the characteristic function is available or there is a set of sufficient statistics 
for the param eters.
2.5.3 Rational Function Approxim ation
As an alternative to deriving the finite distributions of estim ators and test 
statistics, a m ethod of approxim ating the small sample distributions was developed 
by Phillips (1982, 1983) using modified multiple-point Pade approxim ants to the 
distribution. This technique has advantages over the usual approxim ation methods 
(Edgeworth and saddle points) in th a t accurate approxim ations can be obtained 
in very small samples and a priori or additional inform ation on the distribution 
can be incorporated. Phillips proved the existence, uniqueness and convergence 
of best approxim ating rational functions to continuous density functions. Phillips 
(1983) defined the extended family of rational approxim ating functions (ERA) as 
follows:
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D e fin itio n  2 .3 0  Define the class of  extended rational approximating functions of  
maximal degree m and n as the class of  functions R mn of the form:
p  V™ a x '
R mn(x-,s,y)  =  =  ^ (x )^ 1- 1 . , x € 3? and m  < n
tyn 2si=1 ViX
where «(x) is a real continuous function, Pm(x) and Qn(x ) are reduced to their 
lowest degree cancelling identical factors, m and n are even integers and
=  ( a i , . . .  . .  . ,b n)' £ > 1 V.t € 3?}
1=1
The additional inform ation can be incorporated into the approxim ating func­
tion R mn(x)  via s(x)  — for example, a probability density estim ated from Monte 
Carlo simulation, a crude asym ptotic approxim ation to the true  density or the fact 
th a t the density is greater th an  zero. There is a possibility th a t this ERA fam ­
ily includes approxim ating functions which are singular and which have negative 
probability over some part of the param eter space, but these can be eliminated by 
restricting Pm >  0.
Consider the case of an approxim ation with m  = n = 4. Let
r / v  x P"(x ) £ " = 1  “ * * *[n /n ](s) =  —-— - =  -  ;.
*cn\x ) 2-/iz= 1 bix
Then the Pade approxim ation function is given with points of local Taylor expan­
sions at x = 0 and x~l — 0:
[4/41M  =  —  =  a ^ x ~ ^  ~  'M Q e - t X - t - t )  , 2 42)
1 7 1 U  Q ,  -  f , ) ( z  -  S, ) ( x  -  S) (x -  6)  '
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where ( 7 1 , 7 2 )  and (£i,62) denote the real zeros of the num erator and denom inator, 
respectively, and ( 7 , 7 )  and (£,<$) are complex conjugate pairs. We can modify
(2.42) so th a t [4/4](.r) > 0,Vx € 91:
[4/4](*; 0) =  +  c * + .»  7  7 )(* -  7 ) (2.43)
1 '  n  f a [ e x *  +  f x + g ) { x - 6 ) { x - 6 ) K }
where $ = {a,b ,c ,d ,e ,  / ) ' .  To keep the equivalent local behaviour of (2.42) and
(2.43), we need to place restrictions on the param eters:
a /d  = 1
c/ f  =  7172/ M 2
W ith these restrictions, it is ensured th a t
[4/4](z;0) —■> a 4//?4 as x —» ± 0 0  and
[4/4](x;0) -> CK47172I7 I2/ a s  x > 0 
Using ERA, there is a tradeoff between reliable global behaviour and good local
performance. Therefore, we can improve the global performance by trading off
error m agnitudes in different regions of the param eter space.
CH APTER 3
GENERAL TRANSFORM ATION-OF-VARIABLES
IN REGRESSION
3.1  In tro d u c tio n
Zarembka (1974) introduced the transform ation of variables technique to econo­
metrics. He explained and extended the model of Box and Cox (1964),
where
(Vt ~  ! ) /*  if A ^  0
ln(yt) if A =  0
and
et ~  iid N ( 0, <r2)
Since economic theory usually fails to provide economists with useful guidance in 
specifying the functional form of an economic relationship, Zarembka suggested 
the transformation-of-variables model for choosing the appropriate functional form 
within the framework of statistical inference. The beauty of the general Box-Cox 
model is summarized in three ways. F irst, assuming th a t the dependent variable 
differs from the theoretical model by an additive random  disturbance is often a 
misspecification. The restriction to a specific functional form loosely based on 
economic theory may lead to  incorrect conclusions by ignoring sample informa­
tion. Therefore, the functional form often needs to be estim ated, even though a
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functional relationship exists a priori. Second, the misspecification of the depen­
dent variable can be avoided when an appropriate dependent variable is chosen 
from among those th a t are functionally related. Finally, the properties of the 
Box-Cox transform ation (additive effects, constant error variance, and normally 
distributed error disturbance) provide the possibility of using the classical linear 
regression model when the transform ation param eters are used. The risk of select­
ing one functional form can be reduced by testing the alternative functional forms 
th a t are estim ated by use of OLS under the assumed power param eter values.
There exist m any applications of the Box-Cox transform ation in an econo­
m etric context. The typical application is found in the estim ation of demand 
equations. Zarembka (1968) estim ated the functional form of the money demand 
equation with the same power transform ation applied to both the dependent and 
independent variables. W hite (1972) also estim ated the money dem and equation 
with the same functional param eters in the dependent and independent variables, 
among which the interest ra te  variable had a shifted location. Spitzer (1976) ex­
tended W hite’s study by applying a general transformation-of-variables model to 
the money dem and equation. The study of the U.K. money dem and equation 
by Mills (1978) and Boylan and O ’M uircheartaigh (1981) added to this litera­
ture. Also, the im port dem and equation was studied by Khan and Ross (1977), 
Hwang (1981), Boylan et al (1982), and Blaylock and Smallwood (1985) using the 
Box-Cox transform ation technique. The Box-Cox transform ation was also used in
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estim ating hedonic price models [Blackley et. al (1984); Megbolugbe (1986)]. More 
examples can be listed in a wide range of areas [Granger and Newbold (1976); 
Hopwood et al (1984); Sm yth and Dua (1986); Guerrero (1987); M ontm arquette 
and Blais (1987)].
The asym ptotic properties of the ML estim ators of the general Box-Cox model 
include consistency, asym ptotic unbiasedness, normality, and efficiency if the m ax­
im um  likelihood regularity conditions are satisfied. But the density function of 
the dependent variable is not regular because the dependent variable is truncated 
unless the transform ation param eter of the dependent variable is equal to zero 
[Hinkley (1975)]. Therefore, the usual asym ptotic properties of the ML estim ators 
may not be applied to the Box-Cox ML estim ators in a strict sense. Furtherm ore, 
finite sample properties of the ML estim ators of the Box-Cox transform ation are 
not known. Spitzer (1978) investigated the small sample properties of the ML 
estim ators when both the dependent and independent variables are transform ed 
with the same power param eter. But Spitzer’s Monte Carlo simulation has too 
small a num ber of replicates (50) for studying sampling behaviour and his model 
is too restrictive in employing the same power transform ation for the dependent 
and independent variables.
This study includes an extensive Monte Carlo simulation designed to explore 
the unknown properties of the ML estim ators of the general Box-Cox model and 
their finite sample variabilities. In Section 3.2, alternative estim ation procedures
are outlined. It is a practical convention to test the significance of a coefficient us­
ing an asym ptotic t ratio  or squared t ratio  (Wald statistic). Therefore, the Monte 
Carlo simulation will also be used to investigate the finite sample distribution of 
the t ratio. The exact distribution of the t statistic can be well approxim ated 
using the Edgeworth expansion, thus leading to improved confidence intervals. 
The Edgeworth expansion of the asym ptotic t ratio  requires inform ation about 
the asym ptotic variance and its first and second derivatives with respect to the 
corresponding param eter estim ator. Unfortunately, the asym ptotic variance and 
its derivatives for the nonlinear ML estim ator in the Box-Cox model are difficult to 
obtain or may not exist, even if the error term  is normally distributed. Therefore, 
the bootstrap  inversion of an Edgeworth expansion is discussed in Section 3.3. In 
Section 3.4, the design of the Monte Carlo study is given and in Section 3.5 the 
results are presented. Section 3.6 contains a sum m ary and concluding remarks.
3 .2  E s t im a tio n  o f  th e  B o x -C o x  T ra n sfo rm a tio n
Box and Cox (1964) employed the ML m ethod to estim ate the param eters of 
their model. Spitzer (1982) discussed several estim ation m ethods (full ML esti­
m ation, concentrated ML estim ation, nonlinear least squares, and iterative OLS) 
in the context of the regression model when only the dependent variable is trans­
formed. But nonlinear least squares applied to scaled variables is more heuristic 
than  rigorous. In addition, iterative OLS is not practical for use in the general 
transformation-of-variables model and its covariance m atrix  estim ator is not coil-
sistent. The usual ML estim ators are not consistent either and their asym ptotic 
covariance m atrix  estim ators (e.g., the inverse of the negative Hessian) are not 
correct because of the problem of truncation of the transform ed dependent vari­
able which is inherent in the Box-Cox model. Therefore, Amemiya and Powell
(1981) proposed nonlinear two stage least squares, since this gives a consistent 
estim ator if the error term  has an expected value of zero, regardless of its dis­
tribution. We will consider full and concentrated ML, nonlinear two stage least 
squares, and iterative GLS estim ation. Iterative GLS is considered because of its 
GLS in terpretation and the fact that, its only requirem ent is the first derivative of 
the log-likelihood function. In our Monte Carlo simulation, nonlinear two stage 
least squares is excluded since it may not give reasonable estim ates due to the 
fact th a t all values of the dependent variable of our model are greater than  one if 
Aj >  0; less than  one if <  0. This point will be discussed in detail in Section 
3.2.2.
3.2.1 M aximum Likelihood M ethod
We can specify the generalized Box-Cox model in the form
»!A,) =  f t +  ••■ +  & * « * ’ +  <<. 1 = 1 , . . . , T  (3.1)
where
66
Zit =
yt for i — 1
xu for i >  1
iid N(0,<t2)
M atrix algebra gives a more compact notation for Equation (3.1),
/ Al) =  X (A)/? +  e (3.2)
where j / Al) is a T x l  vector of the transform ed dependent variable and X <M is
a T x k  m atrix  of independent variables with the general Box-Cox transform ation 
applied to each column vector except for the first, which is a constant vector. Let 
0 =  (/?i,/?2, ■ • • ,/3fc, Ai , . . . ,  A*.,cr2)'. The log-likelihood function for (3.2) is given
by
H&lX,y)  = ln(2?r) — In <r2
-  -  X (x W ( ! / ,x' 1 ~  X ix )0)l a i ~ ~  ~ ~
+  (A, - l ) f ;  In y, (3.3)
f = l
Consider the first order conditions for a maximum of the log-likelihood function 
(3.3):
|^
 1 / NT-,
67
d i  1
s x  =  { > 1
d t  T  , 1 ,
=  +  —  e'e =  0
d<r2 2 2a 4'
where
f Kl +  A i i S ^ M l  +  A a i ^ - ^ V A ?
- Ai d \  \  ( ln £, ) # ( l n r i )/2  if A, =  0
y if i = 1 
(*•■) ~
, if i > 1
and #  denotes elementwise multiplication. Let
d z x.
“ A,A’ “  ~d\i
Then the second derivatives of the log-likelihood function are
d 2£ 1
d p d p a
x (x-yx ( x)
9 HdpdXx a 2
d H  -  - L ( ? 2 i x ' e - B  X ^ ' x ,  ) i -  2  k
d£dXt ~  a ^ d £ - x'- ^  ~Xih
=  — 1  x M e
d £ d a 2 a 4
d 2£ 1
g i |  =  - ^ ( M i .E x .+ a U . i )
^  1 o , ■ n
dX 1dXi ~  a 2 
<92l  _  2 . /
dXida2 a 4 -^Xl~
d 2t  1
-QX  =  ~  P is!\iA . i ) ,  J  =  2 ,  • • • ,  k
d 2? '  1 ,  „ , - / •
dXidXj ~  a 2 ^  i —
68
d n J L _  ± '
2 <T4 cr6~~d(<r2)2
The inform ation m atrix  of 6 is w ritten as
'<*> = - E ^
where
h i  =  - E
111 Il2 
h i  I 2 2
d2t d2t
80813' 8 0 8  X'
a21 d2t
80'ax 8X8 x'
d 2i
h i  — —£ 7 (0 ,..., 0 , 
d 2C
h2 = - E [ ^ )
d X ^ cr2
ld(cr2)2
From the first order conditions,
<*2 =  f  (y{Xl) -  -  *<*■>£)
The full ML function can be concentrated as
t ( - )  =  constant  — — ln(cf2) +  (Ai — 1 ) ^  ln(j/t)
(3.4)
(3.5)
The param eters /?; and A,- (i — 1 , . . . ,A ')  are estim ated by maximizing the con­
centrated likelihood function (3.5), and subsequently o 2 is obtained using Equa­
tion (3.4).
Under the usual regularity conditions for the likelihood function, the ML esti­
m ators are consistent and asymptotically efficient.
t  — Qjo +  ° p {T )
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asy .V{9)  = [1(9o)]’ 1
where I (0 O) the inform ation m atrix. But the asym ptotic covariance m atrix 
of the ML estim ators of the Box-Cox param eters is difficult to derive because 
the expectation of the Hessian m atrix cannot be evaluated analytically. D raper 
and Cox (1969) derived the variance of a power transform ation estim ator from 
the inform ation m atrix  using a series expansion. They assumed th a t the trans­
formed dependent variable z = y ^  has a norm al distribution. But from a the­
oretical point of view, the distribution of the original dependent variable is re­
quired in order to obtain a regular likelihood function [Hinkley (1975); Amemiya 
and Powell (1981)]. Hinkley (1975) employed a one param eter gam m a density 
/(y )  =  yp~1e~y/T(p)  and Amemiya and Powell (1981) a two param eter gam m a 
density f ( y )  = j^ya:_pyp_1e- (1/0‘)y, while Poirier (1978) used the truncated  nor­
m al density. But we will not make any assum ption about the distribution of the 
original dependent variable since this study focuses on the finite properties of the 
Box-Cox model and on a M onte Carlo simulation instead of rigorous theoretical 
analysis. Therefore, the inverse of the negative Hessian evaluated at the ML esti­
m ator 9 will be used as a m axim um  likelihood estim ator of V (9) when we make the 
usual assum ption th a t — -f ^ § 7  |g converges in probability to a finite nonsingular 
m atrix  C0 — — lim 
Furtherm ore,
V f d  - £ „ ) ^ J V ( 0 , O
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Therefore, it is straightforward to infer that
-jv(o,i)
yJV(9i)
By replacing V(6i) by its consistent estim ator, the asym ptotic t ratio is obtained.
3.2.2 Nonlinear Two Stage Estim ation (NL2SE)
Amemiya and Powell (1981) proposed an alternative estim ation method for 
the Box-Cox transform ation. To implement the NL2SE m ethod, we modify model 
(3.2) as follows:
/ ( y ,X ;  (3, A) -  y iXl) ~  X ^ Yf3 = e (3.6)
The m inim and for NL2SE is
S(/3, A; W ) -  f W { W ' W ) ~ l W'f_ (3.7)
where W  is a T  x N  m atrix  which is usually composed of quadratic functions of 
the columns of the A" m atrix  as well as the X  m atrix  itself. The NL2SE method
should be applied with care since NL2SE is not well defined when the values of the
dependent variable all exceed 1 or are less than  1 [Khazzoom (1989)]. Consider 
the original Box-Cox model:
y(A) =  X§_ +  e
Given A, ft =  ( X ' X ) ~ 1X ' y {^  is the estim ator which minimizes
(y(A) -  X p y w i w ' w y u v ' i y ^  -  X § )
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Then the concentrated m inim and is w ritten as
y_w\ i  -  xix'xy'x^wiw'wy'w'ii  -
Suppose the W  m atrix  contains the X  m atrix as [ X: where Wr is the remainder 
of the W  m atrix  after excluding the m atrix  X .  Let Px  =  X ( X ,X ) ~ 1X > and 
Pw = W { W 'W ) ~ 1W . Then it is easy to show
Pw = P x  +  ( /  -  P x )W T\W'rW r -  W'rP x W r}-l W'r{I  -  Px )
Using the fact th a t (I  — P x ) X  =  0 and P x X  — X , it follows th a t P\vX  =  X . 
Thus, the concentrated m inim and can be written
S P = y w '{Pw - P x ) y w
W hen all the elements of y  are greater than 1, Sp  —» 0 as A —+ —oo. The opposite 
behaviour of Sp  according to the change in A is observed when all the values of y 
are less than  1. In other words, the moment condition th a t — X{P)'W — 0
is not sufficient to identify the true param eters.
3.2.3 Iterative Generalized Least Squares (IGLS)
Full inform ation ML estim ation in linear and nonlinear simultaneous equation 
models can be interpreted as iterative generalized least squares [Dagenais (1978)]. 
Similar procedures can be applied to single equation ML estim ation. The main 
advantage of this m ethod is th a t second derivatives are not necessary and nonlinear 
m axim um  likelihood estim ators can be interpreted in the context of generalized
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least squares. Consider the log-likelihood of the Equation (3.6):
£($-, y , X )  =  constant  +  ^ ln (< r-2 ) -  In | J t \ (3.8)
where J t = = = V t * 1- The first order conditions for the maximization of
the likelihood function are as follows:
Ql_
d6i
d i
d a 2
l  d\J ,| . - , 9 i ' . n
\ j t \ d» i d o r  a
o
(3.9)
(3.10)
where 0, corresponds to the elements of /? and A. From Equation (3.10),
U - 2 =  1(£'£) -  _ 2
Thus
Then by stacking
we obtain
M .
dQi
^  1 d\7t | (£ '£). . ,  . _ 2
^ \Jt \ de{ T  a a 
„_2 1 d\J t \e' dj '
a \ j t \ ddi t  d e r
^ 1 d\J t \ g  de'.
[t r [ \ J t\ W  T  dOi
dor
v' =
j_  aj Ji] i' £>£'
E
99i T 9$!
1 a|j, |  i ’ 9 t
IJ«I 99v T ~ 99 ,^ .
where p(= 2k) is the num ber of param eters to be estim ated. The first order 
condition (3.9) satisfying Equation (3.10) is w ritten as
£ = * - n = a (3.11)
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Equation (3.11) can be w ritten as
&~2v ' ( i  + v e )  -  &-2v ' v e  = q (3 .1 2)
Then Equation (3.12) is solved iteratively by setting
l + i  =  +V5&)
and
§.i+1 =  @-i +  t'+l — S-i)
Si = £i+1 - h  
=  MiVi'Vir 'vr fu]
where V/ii is the m axim ization gradient of the log-likelihood function at the ith
iteration and (U/Uj) is positive definite. Using the derived m atrix  V,  Equation
(3.6) is given by
f ( y , x - , p , \ )  + v e  = v e  + t
w*  =  v e  + t  (3.13)
Then the IGLS esim ator can be obtained by applying the least squares technique 
to Equation (3.13) iteratively. Consequently, the IGLS estim ator of 9 is
h cL S  = { V IV L) - 'V IW Z  (3.14)
where Vl and W£ are values of V  and W* evaluated at the m axim um  of the
likelihood function. The consistent estim ator of the asym ptotic covariance m atrix
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is
V{Oig l s ) = ^ ( V I V l ) - 1 (3.15)
Obviously, the param eter estim ates BIGLS are expected to be equal to the estim ates 
obtained by use of the Newton-Raphson or BHHH algorithm s. But the covariance 
m atrix  estim ator from Equation (3.15) may be different from other consistent co- 
variance estim ators such as the inverted negative Hessian m atrix. Calzolary and 
P anattoni (1988) showed th a t the estim ated standard  errors from the IGLS co- 
variance m atrix  were generally smaller than  those from the inverse of the negative 
Hessian m atrix.
3 .3  B o o ts tr a p p in g  an d  E d g ew o r th  E x p a n sio n
Currently, there is no theoretical foundation for statistical inference based on 
estim ators from nonlinear models in the context of finite samples. Bootstrapping 
provides a way of performing the computer-intensive study of the sampling be­
haviour of econometric estim ators. Efron (1979, 1982a) proposed the bootstrap  
technique, which can be used to m easure the variability of an estim ator based on 
the available data. Freedm an and Peters (1984a, 1984b) used bootstrapping to cal­
culate the variability in the estim ates of feasible GLS, two stage least squares and 
three stage least squares. Hinkley (1988) mentioned th a t the bootstrap  method 
is in essence “the simulation of relevant properties of a statistical procedure with 
minimal model assum ptions (p. 321).” In general, the distribution of a statistic
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S ( X i , . . .  , X t ) defined on a  random  sample X i , . . .  ,X r  depends on the theoret­
ical distribution F,  which is unknown. Therefore, the nonparam etric bootstrap 
approach uses the empirical distribution F  instead of any assumed distribution. 
The rational choice of F  is
H x ) = K x ~ x i)
where
h (u ) =  0 if u <  0 
1 if u >  0
Consider a  general regression model as follows:
Vt = 9 ( x t,@) + tt, t = 1 , . . . , T  (3.16)
where g(-) has a general functional form depending on the known d a ta  m atrix , /?
is K  x 1 vector of unknown param eters, and et is identically and independently
distributed as F  with Ep(^t) — 0. Using vector notation,
y  = £ ( X ,£ )  +  £ (3.17)
Then /? is estim ated by minimizing some distance measure D ( y ,g ), which is usu­
ally the square of Euclidean distance. The bootstrap  provides a way of getting 
the covariance of the estim ator /? by simulation ra ther than  by using asymptotics. 
Therefore, this covariance m atrix  measures the finite sample variability of an es­
tim ator and can be quite useful when we know only the asym ptotic properties of
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the estim ators. The bootstrap  procedure in the context of the regression model is 
summarized as follows:
1. Assume F  by 1 / T  a t each estim ated residual, i t =  yt — 9t(§)-
2. Draw simulated random  samples of size T  with replacement from e i , . . . ,  e j. 
Calculate the bootstrap  observations of yt
Vt =  $($*>£) +  el, t =
3. Estim ate which minimizes D ( y , g )  =  (y‘ — g)'(y* — g)-
4. Repeat 2 and 3 m any(B) times.
5. Calculate the bootstrap  covariance m atrix and bias of $_
COV.(i) = -=-i-r ' t i t  -  E . i i m t  -  E.(i)Y
n  1  6 = 1
Bias»((3) = E*([3) — (3_
where
E-(k) = i t t  
n  6= 1
We wish to compare the estim ated standard  errors of the m axim um  likelihood 
estim ators with the bootstrap  estim ates of variability in the context, of finite sam ­
ples. Since nonlinear ML estim ation relies on iterative procedures which require
much com putational time and cost, we will limit the application of the bootstrap 
to  one model (Ai =  0.1) for the cases T  = 30 and T  =  60.
It is rare tha t the exact sampling distribution of estim ators and related test 
statistics are known. The usual statistical inference depends on large sample 
asymptotics. There have been a series of research efforts aimed at deriving the 
exact distributions for econometric estim ators and test statistics. Phillips (1982) 
and Rothenberg (1982) give a good survey on the current state of the art in this 
field. In addition, Taylor’s critique [(1983), p. 31] on finite sample distribution 
theory m erits attention:
The most critical difficulties in applied econometrics remain model se­
lection and specification, and nothing we have cited aids a whit in that 
process. Worse than that, our useful finite sample results seem to be 
computationally feasible only for moderately small models and classi­
cal conditions — precisely circumstances in which the adequacy of the 
model is most subject to criticism. It is an unfortunate irony that these 
techniques work best where they are needed least.
The Edgeworth expansion is an im portant technique in studying the exact 
sampling distributions of estim ators and test statistics. The poptdarity of this 
technique comes from the close relationship with the commonly used large sam ­
ple theory and the dependence on the normal and chi-square distributions. Let
Ft (x ) = F (x )  +  o(T~k) if lim T k\Fr — F | =  0 for all x. Then the asymptoticT —*00
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distribution of Ft  is an o (l)  approxim ation to F.  For example, the ML estim ator 
(3t with distribution Ft  has a limiting normal distribution, so th a t
Fr (*) =  *(*) + o(l),
where 4>(x) is a standard  norm al distribution function and the asym ptotic variance 
of 0 t is assumed to be 1. Suppose the random  variables X \ , . . . , X t each have 
the continuous probability density function /  with mean zero, variance 1 , and 
moments up to 4th order. Then the cum ulant generating function has a power 
series expansion in a neighborhood of m ean zero:
h, VW  =  i ( * ) 2 + i « 3(ii)3 + ± K , ( i t ) 4 +■■•
where =  E (e ltx) and k j  — j t h  cumulant of / .  The j t h  cum ulant of the
standardized sum  S t  = X t is 7j =  Kj T ^ ~ ^ 2\  for j  > 0. Therefore, higher
order cum ulants of S t  are close to zero as T  —» 00 . Let V ’r ( 0  be the characteristic 
function of S t-  The cum ulant generating function of S t  is
lnV’r ( 0  =  +  ^ ( i *)3 +  ^ 7 4 (»<)4 + ’ *•
Thus
V’r (0  =  ex p (-t2/2)[l +  ^7s(^)3 +  +  • • •]
/ +00
\4'(t)\dt  <  00 ,
-O O
f ( x )  =  [ +°° e~iix4 i t ) d t  =  f +°° e~i tx+ ]n m dt
Z7T J — oo 2TT J — oo
and we can obtain the form al Edgeworth expansion of the probability density 
function of S t -
f T ( x )  «  <f>(x) -  ^ 73^ (3)( * )  +  ^ 7 4 0 (4)( a:) +  ^ 7 s ^ (6)(® )
;/ 1 <j>W(x) 1' <f>W(x) 1 2<t>{6)(x)i
^ ( ® ) [ 1  -  6 7 3  ^  +  2 4  7 4  ^  +  7 2 7 a  ^  } (  • - )
where (f>^(x) is the fcth derivative of the standard  norm al density function 4>(x). 
Integrating (3.18), we obtain the approxim ate distribution function of S t -
* - • « - « . ) [  I , J ’ >
or alternatively
F t  = H *  -  -  1) +  ^ [ 374(3x -  x3) + 2 j I ( 4 x 3 -  7x)]} (3.20)
Equations (3.19) and (3.20) are the o(T,_1) Edgeworth expansion of Fr(x).
The exact distribution of the t statistic has been studied within the fram e­
work of the simultaneous equations model [Richardson and Rhor (1971); Sargan 
(1975); Tse(1984)]. But an analytical study of the exact distributions of asym p­
totic t ratios in a nonlinear model has not yet been performed using the Edgeworth 
expansion. The ML estim ators of the Box-Cox transform ation cannot be repre­
sented by the da ta  m atrix  only, so their behaviour is investigated using the limiting 
distribution. To get the Edgeworth expansion up to o(T~1) of the / ratios of the 
Box-Cox model, we assume th a t
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where S  =  (cr^) and <r2 =  era. The conditions under which the density of y/T(6 — 
60) has a valid Edgeworth expansion are discussed by Phillips (1977) and Sargan
and Satchell (1986). The standardized variable z* =  y / T ( $ i  — 0 Oi ) / c r i  has the
7V(0,1) distribution asymptotically. Define the t ratio:
T = V r ( $ i - 0  oO M  (3.2i)
where bf  is a consistent estim ator of erf and r 2 is a Wald statistic which converges 
in distribution to X'fi)- Let
„ _ i  ( i )  dsi  ( 2 ) d 2 Si
s ' ~  ffi ’ ~  oo,  ’ ~  ddf
Develop the Taylor series expansion of i;:
Si = S i  +  - ~ s \  1]Zi  +  ^ s \ 2)zf  +  Op{T~z' 2) (3.22)
S ubstitu te Equation (3.22) into (3.21):
T =  ( T i Z i S i  =  Z { +  +  O p { T ~ 2 I Z )
The characteristic function for r  is
V ’r ( t )  =  ( 2 7 T ) - 1 / 2 [  e x p ( i t r  — zf/2)dzi  
Jn
-  (2n)~1/2 [  exp [-(z , -  i t )2/2  -  t 2/2)  •
J n
_fl i r ^i (1) 2 . (2) | (l)2 4/-i\2‘i j
V T  2T ^ ’ 2T Zi  ^ ’ '  f
+ o(T~')
=  <=“ ‘V 2{ 1  +
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+  ^ ‘’o o 3 +  i f ^ ! 2) +
+  ^ ! ' )I(i«)6} +  o ( r - ')
where i=  y/— 1 . Consider the relationship for Fourier inversion [Cramer(1946), p. 
225]:
f +°° eitx4>^(x)dx = { - i t f e - t2/\  v  = 0 , 1 , 2 , • • •J — oo
The probability density function of r  is obtained from Vv(t) as follows: 
f T( x )  =  <l>(x) -  -^ = a ! , , # 1)( i )  +  ( ^ - » ! 2) +
-  i . S ' V 3^ )  + l £ ^ ! 2) +
+  ^ » ! 1,V ‘e)(*) +  ° ( r - 1)
Then we can obtain the distribution function by integrating / T(.'r):
fV(a:) =  4 ( z )  -  +  ^ r * ! I)’ l^ (1,(''c )
-  V (2)M  + [ f j >  +  f > ’V 3)(*)
+  f^ > !1)V ' )0O +  <K r-1)
=  $ (x )  -  +  i f r s ' 21 +  f y ‘ ' “’’j-ffiM
+  +  [ ^ . } ”  + ^ 4 , f l» .(* )
+  ^ » ! 1)’^ ( * ) }  +  <-(T“I ) (3.23)
where Hi(x)  is a Hermite polynomial such th a t H{(x) — ( —1)'(^^(x)/4>{x), or 
Equation (3.23) can be w ritten as an explicit polynomial form:
Fr{x)  =  $ (z )  -  ( j ) { x ) { ^ S [p  +  [ ^ s \ 2) +
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+  ~  X )  +  +  ~  3 , t )
+  -  10.T3 +  15.t) +  ^ ( r - 1) (3.24)
There is no correction at x — 0 since FT(0) =  3>(0) =  0.5. Suppose cr* is a linear
( 2 \
function of 9{. Then s\ = 0. Therefore, at x =  2 Equation (3.24) can be written 
as
4 d(Ti
FT(2 ) =  $ ( 2 ) +  <£(2 )
y / fd O i
If is negative, the corrected distribution has smaller probability than  the s tan ­
dard normal distribution at 2. In general, the correction term  is negligible for 
large values of T.
In the Box-Cox transform ation it is difficult to calculate cr,, and s,-2).
Therefore, the corrected distribution (3.23) is of no use in practice. Hall (1988) 
suggested a m ethod for improving the test procedure by inverting a general Edge- 
worth expansion. Suppose the test statistic ut with asym ptotic mean zero and 
asymptotic variance one adm its the following Edgeworth expansion:
P[uT <  x] — $ (x )  + T ~ xt2rhi(x)<j){x) +  T ~ l i-ft2{x)(f)(x) +  • • •
The inversion of the expansion up to 0 ( T ~ k/2) has the form:
P[uT < x -  T - ^ i x ) ---------- j-(fc -i)/2^fc_i ] =  +
where ffi (i =  — 1) is an estim ator of 7 and the function 77, is assumed
to be smooth in order to adm it the Edgeworth expansion. But caution m ust be
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used when using the inversion technique since overcorrection may occur when the 
sample size is small and the num ber of correction term s is large. In practice, it is 
difficult or even impossible to  estim ate the correction term s rp.
The bootstrap  inversion procedure can be used to cope with this problem 
[Rayner (1989)]. Suppose F i , - - - ,F j  are independent and identically distributed 
random  variables. Then the bootstrap  sample Y{ ,  • ■ ■, Y f  is assumed to be iid F  
with m ass 1 / T  a t yt . Define the bootstrap  t ratio as
u'rp = VT(6* — 0) /&*
where 0" = 0 (Y f  • ,Y£)  and a 2* =  fr2( Y f , - • • , Y f ) .  Therefore, the bootstrap 
distribution P£ = P(it^ < x)  has the following Edgeworth expansion:
P[u*T < x) — $ (.t)  +  T ~ 1/2i]n(x)(f>(x) +  T ~ 1rj12(x)(j)(x) +  • • •
Rayner (1989) suggested the following proposition supporting the bootstrap method 
of Edgeworth inversion:
P ro p o s i t io n  3.1 Let ut be a studentized statistic in a broad sense. Suppose suf­
ficiently many finite moments of Y  and derivatives of ut exist so that ut admits 
an Edgeworth expansion valid to order 0 (T ~ (k+1^ 2), i.e.,
k+i
p \ u T < x\ = $ (.t)  +  Y ,  T - j/2<j>(x )Vlj +  o ( r - (fe+1)/2) 
uniformly in x.  Let
XJ = x i - i  ~  [PTJ(x j - i )  ~  $ ( X)]/<P(X), j  = 1, • • •, &
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where xo = x and Pt {x ) — i f { u T <  x j - i } / B j .  The notation denotes the t 
ratio obtained from the j t h  bootstrap for the correction of the confidence interval 
up to 0 (T ~ (k+1V2). Then
P[uT < x k] = $(.r) +  0 ( T - (fr+1)/2)
uniformly in x on compact intervals as T  —► oo if
B j  > T k+1+e ln(T ) for any S > 0 , j  — 1 , . . . ,  k
E x a m p le :
For k = l ,
P ( u T < Xl) =  * (*«) +  O i T - 1)
where
x i = xa -  [P?1 -  $ ( x a )]/<f>(xQ)
x a =  $ _1(a )
For k=2,
P ( u T < x 2) = $ (x a ) +  0 ( T ~ 3/2)
where
*2 =  Xi -  [Pf? -  $ ( x a )]/<t>(xa )
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3 .4  D e s ig n  o f  M o n te  C arlo S im u la tio n
Monte Carlo simulation is a widely used m ethod for studying finite sample 
properties. Our concern is with the bias and precision of m aximum likelihood es­
tim ators and the empirical distribution of their t ratios in samples of size 30 and 60. 
Extensive Monte Carlo simulation will be applied to the general transform ation- 
of-variables model to investigate these properties.
For the purpose of analysis, let the Box-Cox model be
Vt ^  — fi 1 + /?2®2 + 03x3t3* +  (3.25)
where /?i =  sigi^Ax) * 10.0, /S2 =  sign(Aj) * 1.5, /3a = — sign(Ax) * 0.5, A2 =
0.1, A3 =  1.0, and Ai =  (-1.0, -0.5, 0.1, 0.5, 1.0). The signs of the param eters 
(/?!, /?2 and /?3) m ust vary according to the sign of Ai in order for the right-hand 
side of (3.25) to be positive; 0 < < 1 if Ai < 0; y ^ 1'1 >  1 if Ai > 0. The
above values of Ai are selected to contain the linear and nearly log-linear model
since typical economic applications use linear and log-linear models. The model is 
chosen to have two explanatory variables whose values are generated from linear 
combinations of uniform random  numbers so that corr(x2t, x 3() = 0 .2 :
x 21 — 1 2  - f  4Uit
%31 =  15 -f Un +  2\f$U2t
where Uu and U2t ~  U( — V 3, >/3)- Therefore, the probability density function of
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®21 and x3f becomes
g i(x2t) ^  if 5.0718 < x2t < 18.9282
=  0 otherwise
g2(x3t) =  (x3, -  4.7287)/36 if 4.7827 < x3f < 8.2468
^  if 8.2468 < x 3t <  21.7532
=  ( ~ x 3t +  25.2173)/36 if 21.7352 < x3f < 25.2173
=  0 otherwise
The error disturbances will be obtained using the random  num ber generator RNDNS 
provided in the GAUSS m atrix  language (version 2.0). The variance of the error 
term  (a2 = 0 .1) is selected to  account for 2 % of the variation of the right hand 
side of the Box-Cox model and to prevent the large truncation of the dependent 
variable from seriously violating the normality assumption. GAUSS is used to 
estim ate the Box-Cox transfom ation. Each Box-Cox model (Ai =  -1.0, -0.5, 0.1,
0.5, 1.0) is estim ated 1000 times for the samples of size T  =  30 and T  =  60. From 
the uniform random  num bers, 500 bootstrap resamples will be generated.
3 .5  R e su lts
The term ination of the iterative procedure for the m aximum of the log-likelihood 
function was determ ined by two criteria — the difference between successive val­
ues of the log-likelihood and the rate of change in the param eter estim ates. The
estim ator value Q_{ was accepted as the m aximum likelihood estim ate if
max1 < k< m ^.t+10-3 <  10 '
and
\ei+1 — £i\ < io-4
where m  =  dim(0).  The starting values are chosen as follows:
1. Consider the modified model:
a i (3 -US) | a _(^S) I a ( \ \ 0'v^'c2t I
Vt ~  P i  + P 2 ^ 2 t  +  P 3 X31 4  P 2 \ " 2  ~~Q\ 'A2
+  /?3(^3 — ^°) I a; + ef (3.26)
where A® (i =  2 ,3) is the true value of A,. Under the linearity condition, 
A® =  1 can be used since usually the true value of A, is not known.
2. Varying the value of A,, apply OLS to  Equation (3.26).
3. Find 0O which maximizes the log-likelihood function within the range of 
values of A,, i.e., A, G ( — 1,1).
P ro p o s i t io n  3.2 The estimator obtained from the grid search method applied to 
Equation (3.26) is consistent.
P ro o f :
The consistency is straightforward from the first order conditions of  ML esti­
mation:
— 0, i =  2,3 and t = l , . . . , T
d x (^
— i t =  0, * =  2,3 and t = l , . . . , T
oXi
Both the Newton-Raphson and IGLS algorithms were convergent within 100 iter­
ations while on average, two or three percent of the simulation replicates showed 
the near singularity of Hessian m atrix at the convergent point.
3.5.1 Bias and Standard Error
The two algorithms (Newton-Raphson and IGLS) produced almost the same 
estim ates and root mean square errors for 0. In general, there is no dominating rule
in term s of bias. The biases, reported in Table 3.1, of $ 2  and $ 3  are significantly
different from zero in all cases and they are over-estimated when the sign of the true 
param eter is positive whereas they are under-estim ated when the true param eter 
is negative. The power transform ation estim ator for the dependent variable is 
biased upward by a significant am ount when its true value has a negative sign 
bu t is biased downward when the sign is positive, at T=30. In Table 3.2, mean 
absolute errors are indicative of the consistency of Box-Cox ML estim ators since 
all values are reduced as the sample size becomes larger. For j3 \ and /.?2, mean 
absolute errors seem to be large relative to those of other estim ators.
We make the following observations concerning the root mean square error
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(RMSE) and standard errors:
1. Standard errors from the IGLS covariance m atrix appear to be a slightly 
better measure of RMSE than those from the inverted negative Hessian, 
except for /?2 and A2.
2. Generally, standard  errors from the inverted negative Hessian and the IGLS 
covariance m atrix are fairly close. For T=30, the standard errors of the 
linear param eter estim ates are a poor approximation to RMSE but they 
become a better approximation to RMSE for T=60, especially for f3\. Pre­
viously, standard  errors of power param eter estim ates were thought to be 
good approximations to RM SE’s.
3. All standard  errors and RM SE’s become smaller as sample size increases.
4. The discrepancy between RMSE and standard  error tends to disappear with 
increasing sample size. This observation is in agreement with the decreasing 
absolute errors as the sample size becomes larger.
5. At T=30, the standard  errors of j32 are very small relative to RMSE while the 
bias estim ates of /32 are large for all models (Table 3.1). We can infer that the 
ML m ethod leads to a poor estim ate of the linear param eter th a t corresponds 
to the explanatory variable with the nonlinear power transform ation — in 
our case, A2 =  0.1.
Freedman and Peters (1984a) found that the standard errors for feasible GLS
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regression coefficients are very small relative to the bootstrap standard  deviations 
while the (nominal) standard  errors of 3SLS estim ators performed well in finite 
samples in their another study (1984b).
We chose one model (Ai =  0.1) in order to examine the behaviour of the 
nominal standard  errors of the ML estim ators of the Box-Cox model using boot­
strapping. Bootstrapping was carried out with 500 replications for each of 1000 
simulation estim ates. The nominal standard  errors were obtained by use of IGLS. 
In Table 3.5, we can observe that, about 75 percent of the nominal standard  errors 
fall within the range of 0.8-0.9 of the variability (bootstrap  standard  deviation) 
of the estim ates obtained via bootstrap  at T=30. W hen the sample size increases, 
standard errors are close to the bootstrap finite sample variability. In general, the 
nominal standard  errors of ML estim ators in the Box-Cox model are not seriously 
under-estim ated according to our bootstrap experiment. But the bootstrap stan ­
dard deviations are too small relative to the true sample variability — i.e., RMSE 
— at T=30. The difference between them is small when the sample size becomes 
larger, except for /?2- Therefore, the bootstrap  standard  deviation is thought to 
be a poor indicator of finite sample variability when the sample size is relatively 
small.
3.5.2 Empirical D istribution
Empirical researchers usually depend on the asym ptotic t ratio (<?, — ^, )/d , in 
determ ining the significance of the param eters. But the standard  normal distri­
bution may not provide a good approximation to the t ratio in small samples. 
The finite sample distribution was compared with the standard  normal distribu­
tion using the Kolmogorov-Smironov test statistic. In Table 3.6, the results give 
evidence against the normality assumption. In particular, the t ratios for /i2 and 
/?3 show considerable distance from the standard  normal distribution at T  — 30. 
For these param eters, the difference between the sampling distribution and the 
norm al distribution becomes smaller as sample size increases though the distance 
is sizable.
D ev ia tio n s from  N om in a l Size in L inear P aram eters
To study the empirical distribution of the t ratios, the deviations of real size 
from nominal size were calculated. The Empirical (real) size of the test statistics 
was obtained using the formula:
# { |( , |  > x „ } / N
where x a denotes $ _1(1 — a /2 )  and N the num ber of replicates of simulation. The 
deviations from nominal size (a  =  0.05 and a — 0.10) at T  =  30 and T  — 60 are 
tabulated  in Tables 3.7-3.10. Under the null hypothesis Ho : 0 — 90, the deviations 
from nominal size in /?2 and are relatively large and positive at T  =  30 for both 
a  =  0.05 and a = 0.10. However, deviations are greatly reduced as the sample 
size increases. Deviations are larger at a  =  0.05 than  at a  =  0.10 for T  — 30 and 
T  = 60. This may indicate th a t tail areas of the t ratios for j32 and /?3 are relatively
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heavy. The deviations for (3\ are small relative to those of and $ 3 - W hen the 
hypothesized value is slightly greater than the true value, deviations decrease with 
the positive sign of the true linear param eter and deviations increase with the 
negative sign of true linear param eters. The reverse is true when the hypothesized 
value is less than the true value for all nominal sizes and sample sizes. Therefore, 
the / ratios of the linear param eters appear to be biased.
D ev ia tio n s  from  N om in al Sizes in Pow er P aram eters
Under the null hypothesis H0 : 6 = 60, the deviations in power param eters are 
shown to be slightly larger at a  =  0.10 than at a = 0.05 for T  =  30. W hen the 
null hypothesis is not true, the deviations are larger than in the case of a true null 
hypothesis. We observe th a t the t ratios of the power param eter estim ates are 
unbiased since the rejection rate  of the null hypothesis is smaller under the true 
null hypothesis than  under the false null hypothesis.
3.5.3 Bootstrap Inversion of Edgeworth Expansion
Since the deviations from nominal size in the t ratios of /?2 and /?3 are conspicu­
ous and their Kolmogorov-Smironov test statistics indicate a remarkable distance 
from a standard normal distribution, we made a bootstrap  inversion of the Edge- 
worth expansion [Rayner (1989)] with only the first, stage adjustm ent in order to 
improve the confidence interval. We limited the num ber of bootstrap resamples 
to B=300. Results are shown in Table 3.11. The Edgeworth expansion yields a
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good approximation to the distribution of /?2 and /33 except the case of a =  0.10 
at T  = 60. W hen a  =  0.05, empirical confidence intervals become closer to 0.95 
with size correction than with the original nominal size. The Edgeworth expansion 
also leads to better approximations of the confidence interval 0.90 when a  =  0.10. 
We observe th a t the Edgeworth size correction performs better at T  = 60 than at 
T  =  30, but overcorrection occurs for a ~  ii.10 at T  = 60.
The mean values of first stage adjustm ents and their standard  deviations are 
also given in Table 3.11. The standard  deviations of these adjustm ents are rela­
tively large since the adjustm ent term  is a function of higher moments which have 
large variability in small samples.
3 .6  C o n clu sio n s
There are several im portant implications of this analysis of general transfor­
m ation of variables model. We can summarize the conclusions as follows:
1. There was no difference between Newton-Raphson and IGLS algorithms 
since they yielded identical param eter estim ates and similar variance es­
tim ates. The choice between these two algorithms can be m ade with the 
consideration of com putational convenience.
2. The biases of the linear param eter estim ates which correspond to the variable 
with the power transform ation were sizable and significantly different from 
zero in small samples. But the estim ators of the general Box-Cox model
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param eters were shown to be consistent.
3. Standard errors from Newton-Raphson and IGLS under-estim ated the finite 
sample variability at T=30. The standard errors of the power param eters, 
however, are close to RMSE. The standard  error of (32 was substantially 
under-estim ated at both  sample sizes.
4. W hen we estim ate the Box-Cox model via the usual ML m ethod, the es­
tim ate  of the linear param eter th a t corresponds to the variable with the 
nonlinear power transform ation and its standard  error seem to be unreli­
able.
5. In our experim ent, the nominal standard errors were not too small com­
pared to the bootstrap standard  deviation. But the bootstrap finite sample 
variability turned out to be a poor approxim ation to the true finite sample 
variability (RMSE) in small samples (T=30).
6 . There were biases in the t ratios for the linear param eters, while those for 
the power param eters did not show any bias. The i ratios of the linear 
param eters which correspond to the variable with power transform ation were 
a bad approximation to  the standard  normal distribution. However, the 
Edgeworth correction via bootstrapping provided a better approximation to 
the finite sample distribution of these t ratios.
Table 3.1: Bias of MLE
0 i 02 02 Ax A2 A3
Ax =  - 1 . 0
II CO o - 0 .1 2 3 -1 .4 4 5 * 0 .2 8 8 * 0 .0 2 3 * 0 .0 1 9 0 .0 2 4 *
( 0 . 2 2 0 ) ( 0 . 1 5 5 ) ( 0 .0 3 6 ) ( 0 . 0 0 7 ) ( 0 .0 1 6 ) ( 0 . 0 0 8 )
T = 6 0 - 0 .4 2 5 - 0 . 5 3 1 “ 0 .1 4 6 * 0 .0 0 8 0 .0 3 1 * 0 .0 0 2
( 0 . 1 5 5 ) ( 0 .0 7 0 ) ( 0 .0 1 7 ) ( 0 .0 0 5 ) ( 0 .0 1 2 ) ( 0 .0 0 5 )
>- II 1 o bi
H3 II CO o 0 .2 1 9 -2 .0 0 6 * 0 .3 2 1 * 0 .0 0 9 * 0 .0 0 4 0 .0 1 9 *
( 0 .2 3 4 ) ( 0 . 2 2 9 ) ( 0 .0 4 0 ) ( 0 .0 0 4 ) ( 0 .0 1 7 ) ( 0 .0 0 8 )
T —6 0 - 0 .0 6 5 -0 .6 9 8 * 0 .1 3 4 * 0 . 0 0 4 - 0 .0 0 4 0 .0 0 2
( 0 .1 4 2 ) ( 0 . 0 7 4 ) ( 0 .0 1 7 ) ( 0 .0 0 3 ) ( 0 .0 1 2 ) ( 0 . 0 0 5 )
rHoIIrH
T = 3 0 - 0 .3 3 1 1 .8 2 5 * -0 .2 7 1 * 0 .0 0 0 - 0 .0 0 8 0 .0 0 3
( 0 . 1 7 7 ) ( 0 . 1 9 6 ) ( 0 .0 2 8 ) ( 0 .0 0 1 ) ( 0 .0 1 7 ) ( 0 .0 0 8 )
O50IIH - 0 . 0 1 5 0 . 7 8 3 “ -0 .0 2 7 * 0 .0 0 2 - 0 .0 2 0 -0 .0 1 3 *
( 0 .1 1 6 ) ( 0 . 0 7 7 ) ( 0 . 0 1 3 ) ( 0 . 0 0 1 ) ( 0 . 0 1 2 ) ( 0 . 0 0 5 )
Ax =  0 .5
T = 3 0 0 .0 2 1 1 .461* -0 .2 6 4 * 0 .0 1 1 * 0 .0 3 6 * 0 .0 3 0 *
( 0 .2 1 0 ) ( 0 . 1 9 1 ) ( 0 .0 3 4 ) ( 0 . 0 0 4 ) ( 0 .0 1 7 ) ( 0 .0 0 8 )
T = 6 0 - 0 .1 6 6 0 .5 8 7 * -0 .0 8 8 * -0 .0 1 2 * 0 . 0 0 0 0 .0 1 5 *
( 0 .1 2 9 ) ( 0 . 0 6 8 ) ( 0 .0 1 5 ) ( 0 .0 0 3 ) ( 0 .0 1 2 ) ( 0 . 0 0 5 )
Ax =  1 .0
T = 3 0 0 .0 0 6 1 .7 2 5 * -0 .3 0 5 * -0 .0 2 7 * 0 .0 1 2 0 .0 2 1 *
( 0 .2 4 2 ) ( 0 . 1 9 0 ) ( 0 .0 3 9 ) ( 0 .0 0 7 ) ( 0 .0 1 6 ) ( 0 .0 0 8 )
T = 6 0 - 0 .1 2 3 0 .7 7 8 * -0 .1 2 0 * -0 .0 2 1 * -0 .0 3 9 * 0 .0 1 4 *
( 0 . 1 5 5 ) ( 0 . 0 7 0 ) ( 0 .0 1 7 ) ( 0 . 0 0 5 ) ( 0 .0 1 1 ) ( 0 . 0 0 5 )
1) Bias =  -  6i
2) Numbers in parenthesis are standard  deviations of bias
3) Statistical significance at 5 % level is represented by *
Table 3.2: Mean Absolute Error of MLE
Pi P i Pz Ai a 2 A3
Aj =  - 1 . 0
T = 3 0 4 .7 0 3 2 .3 1 3 0 .5 5 7 0 .1 8 0 0 .4 0 2 0 .1 9 8
T = 6 0 3 .5 0 3 1 .2 8 7 0 .3 5 3 0 .1 4 0 0 .3 0 2 0 .1 3 2
Ai =  - 0 . 5
T = 3 0 4 .7 0 5 2 .8 7 5 0 .5 9 0 0 .1 1 0 0 .4 2 9 0 .2 1 4
T = 6 0 3 .2 7 3 1 .3 6 8 0 .3 3 5 0 .0 8 1 0 .3 0 7 0 .1 3 6
Aj =  0 .1
T = 3 0 3 .8 0 6 2 .6 1 3 0 .5 0 2 0 .0 4 4 0 .4 1 2 0 .2 0 5
T = 6 0 2 .6 9 0 1 .3 8 3 0 .2 8 2 0 .0 3 1 0 .2 9 5 0 .1 3 1
Ai =  0 .5
T = 3 0 4 .4 6 5 2 .3 3 3 0 .5 3 3 0 .1 1 2 0 .4 1 3 0 .2 0 7
T = 6 0 3 .0 3 0 1 .2 6 2 0 .2 9 9 0 .0 7 9 0 .2 9 2 0 .1 3 0
II h-i o
T = 3 0 4 .9 4 7 2 .6 1 8 0 .5 7 9 0 .1 8 7 0 .4 1 9 0 .2 0 0
T = 6 0 3 .6 4 6 1 .4 1 1 0 .3 5 1 0 . 1 4 8 0 .2 9 9 0 1 3 6
N
Mean Absolute Error =  ~  &i\/N
j=i
where N =  simulation replications (1000)
Table 3.3: RM SE and S tandard Error of MLE (T=30)
fa fa fa Ax a 2 A3
Ai =  - 1 . 0
R M S E 6 .8 7 8 5 .0 6 1 1 .1 5 6 0 .2 3 0 0 .5 1 2 0 .2 5 3
S E i / R M S E 0 .8 7 0 .6 6 0 .6 5 0 .9 3 0 .9 5 0 .8 9
S E 2/ R M S E 0 .9 2 0 .6 6 0 .7 1 0 .9 8 0 .8 8 0 .9 2
Ax =  - 0 . 5  
R M S E 7 .2 4 7 7 .3 7 2 1 .2 9 8 0 .1 3 7 0 .5 4 4 0 .2 6 5
S E i / R M S E 0 .8 0 0 .5 5 0 .5 8 0 .9 1 0 .8 9 0 .9 8
S E 2/ R M S E 0 .8 3 0 .5 4 0 .6 1 0 .9 5 0 .8 5 0 .9 0
Ax =  0 .1
R M S E 5 .4 6 3 6 .2 9 4 0 .9 0 9 0 .0 5 5 0 .5 2 4 0 .2 6 2
S E i / R M S E 0 .8 6 0 .5 8 0 .6 9 0 .8 9 0 ,9 2 0 .8 9
S E 2/ R M S E 0 .8 9 0 .5 7 0 .7 3 0 .9 4 0 .8 7 0 .9 2
Ax =  0 .5  
R M S E 6 . 4 9 7 6 .0 8 0 1 .0 9 5 0 .1 4 3 0 .5 2 7 0 .2 6 2
S E i / R M S E 0 .8 1 0 .5 4 0 .6 2 0 .8 5 0 .9 0 0 .8 7
s e 2/ r m s e 0 .8 6 0 .5 3 0 .6 7 0 .9 0 0 .8 6 0 .9 0
Ax =  1 .0
R M S E 7 .5 8 5 6 .1 9 9 1 .2 6 9 0 .2 3 9 0 .5 2 4 0 .2 5 4
S E i / R M S E 0 .8 1 0 .5 8 0 .6 2 0 .8 9 0 .9 0 0 .8 9
S E 2/ R M S E 0 .8 6 0 .5 2 0 .6 6 0 .9 4 0 .8 7 0 .9 3
N
RM SE =  . £ ( 0 y -  $i)2/N 
J=i
SEi =  standard  error from the Hessian m atrix  
SE2 =  standard  error from IGLS covariance m atrix
Table 3.4: RM SE and Standard Error of MLE (T=60)
01 03 Ai a 2 A3
Xi  =  - 1 . 0
R M S E 4 . 8 8 9 2 .2 7 2 0 .5 5 8 0 .1 7 8 0 .3 7 7 0 .1 6 6
S E i / R M S E 0 .8 9 0 .7 8 0 .7 8 0 .9 3 1 .0 3 0 .9 1
S E 2/ R M S E 0 .9 9 0 .7 5 0 .9 0 1 .0 4 0 .9 6 1 .0 1
Ai =  - 0 . 5  
R M S E 4 .3 9 5 2 .4 1 3 0 .5 4 9 0 .1 0 2 0 .3 8 7 0 .1 7 3
S E i / R M S E 0 .8 8 0 .7 4 0 .7 4 0 .9 4 0 .9 5 0 .9 1
s e 2/ r m s e 0 .9 6 0 .7 4 0 .8 3 1 .0 3 0 .9 3 0 .9 7
Ai =  0 .1  
R M S E 3 .5 5 0 2 .4 7 6 0 .4 1 6 0 .0 3 9 0 .3 7 3 0 .1 6 4
S E i / R M S E 0 .9 3 0 .7 3 0 .9 0 0 .9 8 0 .9 8 1 .0 0
S E 2/ R M S E 0 .9 9 0 .7 4 0 .9 6 1 .0 5 0 .9 6 1 .0 3
Ai =  0 .5  
R M S E 4 .0 0 8 2 .1 9 3 0 .4 7 7 0 .1 0 0 0 .3 7 5 0 .1 6 5
S E i / R M S E 0 .9 4 0 .7 9 0 .8 1 0 .9 7 1 .0 0 0 .9 6
s e 2/ r m s e 1 .0 2 0 .7 8 0 .9 0 1 .0 6 0 .9 6 1 .0 2
Ai =  1 .0  
R M S E 4 . 8 7 5 2 .3 5 8 0 .5 6 6 0 .1 8 7 0 .3 7 3 0 .1 7 0
S E i / R M S E 0 .8 7 0 .8 3 0 .7 4 0 .8 9 1 .0 2 0 .9 0
s e 2/ r m s e 0 .9 6 0 .8 0 0 .8 5 0 .9 9 0 .9 6 0 .9 8
R M S E  =  £ ( 0 y  -  0 i ) 7 N
\ j=i
SEj =  standard  error from the Hessian m atrix 
SE2 =  standard  error from IGLS covariance m atrix
Table 3.5: B ootstrap Result for Model Ai =  0.1
f t 02 03 ^i •^ 2 ■^3
T = 3 0 %
0.9 < Ri < 1.0 24.6 25.5 24.9 26.1 26.0 24.7
0.8 <  Ri < 0.9 75.4 74.2 75.0 73.8 73.6 75.2
RMSEi 5.463 6.294 0.909 0.055 0.524 0.262
SDi 4.926 3.634 0.676 0.053 0.467 0.248
SEi 4.339 3.206 0.595 0.046 0.412 0.218
Biasi -0.353 1.744 -0.261 -0.001 -0.010 0.008
T = G 0 %VI0 ?Vos© 1.0 88.2 88.0 88.7 89.7 88.2 88.3
0.8 < Ri < 0.9 8.3 8.8 7.6 7.1 8.4 8.3
RMSE, 3.550 2.476 0.416 0.039 0.373 0.164
SDi 3.478 1.787 0.393 0.041 0.362 0.172
SEi 3.271 1.687 0.369 0.039 0.341 0.161
Biasi -0.056 0.689 -0.107 0.000 0.000 -0.002
R i  =  S E i j / S D i j ,  i  =  =  1 , . . . , 1 0 0 0
where SEij  =
SD{j =
\
B
s E m j - )
6=1
B
B
6 = 1
V (0i j ) =  nominal variance estim ator 
B
J 2 k
E.fSii) = B
B =  num ber of bootstrap  replications (500)
RMSE,- = \
N
ZVa -  0iY/N 
S~Di = Zj SDij/N 
SE, = Ej SEtjJN
Biasi = E j ^ -  0i
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Table 3.6: Kolmogorov-Smironov Statistics for Sampling Distribution
Pi Pi P* ■^i a 2 ^3
Ax =  - 1.0 
T=30 
T=60
0.115
0.084
0.173
0.121
0.167
0.118
0.048
0.037
0.031
0.037
0.059
0.042
Ax =  -0 .5  
T=30 
T=60
0.138
0.091
0.170
0.103
0.183
0.110
0.060
0.033
0.037
0.038
0.080
0.042
Ax =  0.1 
T=30 
T=60
0.080
0.045
0.143
0.093
0.135
0.076
0.045
0.038
0.047
0.043
0.040
0.064
Ax =  0.5 
T=30 
T=60
0.118
0.093
0.172
0.108
0.172
0.118
0.059
0.054
0.038
0.034
0.078
0.044
II 
II 
11
05 
03 
1-1
O 
O 
o
0.135
0.123
0.183
0.111
0.170
0.146
0.066
0.064
0.050
0.070
0.054
0.048
1) Critical values at level a  are approxim ated by
C =  [ ^ ] 1/2
2) P ( D n  >  c)  =  a
where a = significance level
D n  = sup|Fjv(a:) -  4>(x)|
$ (* ) =  cdf of JV(0,1)
F;v =  sampling distribution
Table 3.7: Deviations from Nominal Size of N(0,1)
(a = 0.05, T  =  30)
A A A Ai a 2 A3
Xi  =  - 1 . 0
IIiu 0 .0 6 0 .1 4 0 .1 4 0 .0 3 0 .0 3 0 .0 5
Off =  0 0 -  0 .5 0 .0 8 0 .2 0 - 0 .0 5 0 .6 3 0 .1 6 0 .5 7
0H =  0 o +  0 .5 0 .0 4 0 .0 7 0 .3 3 0 .5 6 0 .1 7 0 .5 1
A} =  - 0 . 5
0h =  0o 0 .0 3 0 .1 4 0 .1 5 0 .0 4 0 .0 3 0 .0 4
0h — 0  o — 0 .5 0 .0 6 0 .2 0 - 0 .0 4 0 .9 2 0 .1 7 0 .5 1
0 h  =  0o +  0 .5 0 .0 2 0 .0 7 0 .3 4 0 .8 9 0 .1 8 0 .4 6
A! =  0 .1
0H  =  #o 0 .0 1 0 .1 0 0 .1 0 0 .0 5 0 .0 4 0 .0 6
0 h  — 0o — 0 .5 0 .0 0 0 .0 5 0 .3 2 0 .9 5 0 .1 6 0 .5 1
0H =  0  o +  0 .5 0 .0 3 0 .1 7 - 0 .0 3 0 .9 5 0 .1 9 0 .5 0
Ai =  0 .5
0H =  00 0 .0 5 0 .1 4 0 .1 4 0 .0 5 0 .0 3 0 .0 6
0H =  0O -  0 .5 0 .0 4 0 .0 7 0 .3 4 0 .8 9 0 .1 7 0 .5 5
0H =  0O +  0 .5 0 .0 7 0 .2 0 - 0 .0 4 0 .9 1 0 .1 6 0 .4 9
Aj =  1 .0
0H 00 0 .0 6 0 .1 5 0 .1 4 0 .0 5 0 .0 4 0 .0 6
0H =  0O -  0 .5 0 .0 4 0 .0 7 0 .3 4 0 .5 4 0 .1 8 0 .5 5
0H =  0O +  0 .5 0 .0 8 0 .2 2 - 0 .0 4 0 .6 3 0 .1 9 0 .4 9
1) Deviation =  -P(AI >  x a) ~  2 * (1 — $ ( x a )) 
where a = significance level
x Q =  $ - J( l -  a / 2 )
$ (z )  =  cdf of 7V(0,1)
t; =  {0t -  @j) /<Xj
<7, =  standard  error from the Hessian
Table 3.8: Deviations from Nominal Size of N(0,1)
(a  =  0.05, T  =  60)
0 1 0 2 0 2 Ai A2 a 3
Aj =  - 1 . 0
Oh  =  0 o 0 .0 3 0 .0 8 0 .0 8 0 .0 1 0 .0 1 0 .0 3
eH = eo -  0.5 0 .0 5 0 .1 6 - 0 .0 2 0 .8 1 0 .2 0 0 .8 6
6h  =  60 +  0 .5 0 .0 1 0 .1 0 0 .3 6 0 .7 4 0 .2 0 0 .8 1
X1 =  - 0 . 5
Oh  =  0 o 0 .0 3 0 .0 6 0 .0 8 0 .0 2 0 .0 2 0 .0 4
eH = o0-  0 .5 0 .0 4 0 .1 3 - 0 .0 2 0 .9 4 0 .2 0 0 .8 4
Oh  =  Oo +  0 .5 0 .0 1 0 .0 6 0 .3 7 0 .9 6 0 .2 6 0 .7 8
Aa =  0 .1
Oh  =  0o 0 .0 0 0 .0 5 0 .0 4 0 .0 1 0 .0 2 0 .0 2
0 H  =  0 o -  0 .5 -0 .0 1 0 .0 0 0 .3 3 0 .9 5 0 .2 0 0 .8 1
$ H  =  0 O +  0 .5 0 .0 1 0 .1 3 0 .0 5 0 .9 5 0 .2 7 0 .7 9
Ai =  0 .5
Oh  —  0 o 0 .0 2 0 .0 7 0 .0 8 0 .0 0 0 .0 2 0 .0 1
0 H  =  0 o -  0 .5 0 .0 0 0 .0 1 0 .4 0 0 .9 4 0 .1 9 0 .8 5
$ h  — 0 o  +  0 .5 0 .0 4 0 .1 5 - 0 .0 2 0 .9 5 0 .2 4 0 . 7 7
A! =  1 .0
Oh  =  0o 0 .0 6 0 .0 4 0 .1 1 0 .0 3 0 .0 0 0 .0 4
0 H  =  0O -  0 .5 0 .0 4 0 .0 0 0 .3 9 0 .7 2 0 .1 5 0 .8 6
=  9 o  +  0 .5 0 .0 9 0 .1 3 - 0 .0 3 0 .8 0 0 . 2 7 0 .7 8
1 )  Deviation = P{\ti\ > *a) -  2 *  (1 - * ( ®a))
where a  =  significance level
x a =  $ -1( l  -  a / 2 )
$(®) =  cdf of N{0,1)
U =  (0 i~  di)/cTi
i t , =  standard  error from the Hessian
Table 3.9: Deviations from Nominal Size of N(0,1)
{a =  0.10, T  =  30)
A & /?3 Ai A2 A3
Aj =  - 1.0
Oh =  0o 0.04 0.11 0.11 0.03 0.04 0.07
0H = 0 o -  0.5 0.07 0.18 -0.08 0.66 0.21 0.62
Oh — 0q +  0.5 0.03 0.04 0.32 0.62 0.20 0.57
Aj =  -0 .5
Oh = Oo 0.04 0.11 0.12 0.05 0.05 0.07
0H = 0Q-  0.5 0.07 0.19 -0.07 0.87 0.22 0.58
Oh — 0o +  0.5 0.01 0.04 0.32 0.87 0.21 0.53
Ai =  0.1
Oh = 0o 0.01 0.08 0.08 0.06 0.05 0.06
Oh — 0o — 0.5 -0.01 0.01 0.31 0.90 0.19 0.57
Oh =  0o + 0.5 0.04 0.15 -0.02 0.90 0.20 0.56
Ai =  0.5
Oh = 0o 0.05 0.11 0.11 0.07 0.04 0.07
0H = 0o -  0.5 0.03 0.04 0.34 0.86 0.21 0.61
0H = 0o + 0.5 0.07 0.18 -0.07 0.88 0.21 0.55
Ax =  1.0
Oh — 0o 0.05 0.12 0.12 0.05 0.05 0.06
Oh = 0o — 0.5 0.02 0.04 0.33 0.60 0.22 0.61
Oh — 0o +  0.5 0.08 0.20 -0.08 0.67 0.22 0.56
1) Deviation = P(\U\ > x a) - 2 * ( 1 - * ( x<*))
where a  = significance level
xQ =  - a / 2 )
$(.r) =  cdf of iV (0,l) 
t f  =  (0 i  -  9 i ) / c n
&i — standard error from the Hessian
Table 3.10: Deviations from Nominal Size of N(0,1)
(a  =  0.10, T  = 60)
A h f t Ai a2 A3
>- II 1 h-i o
0H = 00 0.03 0.06 0.06 0.02 0.00 0.05
Oh — 0o ~  0.5 0.06 0.15 0.09 0.82 0.27 0.85
eH = o o +  0.5 0.01 0.02 0.36 0.76 0.24 0.81
Aa =  -0 .5
t*! II o 0.02 0.05 0.05 0.02 0.03 0.05
0H = 0o -  0.5 0.05 0.12 0.14 0.89 0.26 0.83
Oh  — 0 o +  0.5
Aj =  0.1
0.01 -0.02 0.37 0.89 0.30 0.79
Oh =  0o 0.00 0.02 0.01 0.01 0.02 0.00
Oh — 0o — 0.5 0.00 -0.03 0.34 0.90 0.26 0.81
eH = 0o + 0.5 0.01 0.11 0.43 0.90 0.32 0.80
Aj =  0.5
Oh  = 0o 0.01 0.05 0.06 0.02 0.00 0.02
tu II o 1 o bi 0.00 -0.02 0.39 0.89 0.24 0.83
Off — 0q 0.5 0.05 0.14 0.13 0.90 0.30 0.79
Ax =  1.0
0H =  #0 0.06 0.03 0.09 0.04 0.01 0.05
0H = 0o ~  0.5 0.04 -0.05 0.37 0.75 0.21 0.85
+  0.5 0.09 0.12 -0.08 0.81 0.33 0.79
1) Deviation = P{\t i \  >  ®«) -  2 * (1 - * ( *a))
where a  =  significance level
xa =  * - J( l  - a / 2 )
$ ( s )  =  cdf of JV(0,1) 
t,- = ( 0 i -  0t )/a,
d'i =  standard error from the Hessian
Table 3.11: Bootstrap Inversion of Edgeworth Expansions
02
T =30 T=60 T=30
0s
T=60
a  =  0.05
X a
Xi
0.841
0.891
0.880
0.923
0.857
0.912
0.899
0.948
Mean C
S D C
-1.148
0.276
-0.737
0.252
-1.135
0.287
-0.735
0.265
a  =  0.10 
x a 
®i
0.813
0.871
0.849
0.899
0.832
0.892
0.873
0.930
Mean C
S D C
-1.009
0.197
-0.717
0.185
-0.997
0.198
-0.719
0.178
1 ) * Q =  $"1( l - a / 2 )
2 ) xi  =  x a — C
3) C =  [■£?(*«) -  $ { x a )\/<j>(xa ) 
where $(•) =  cdf of N ( 0,1)
</>(•) =  pdf of iV (0,l)
CH APTER 4
TESTING THE BOX-COX MODEL 
IN SMALL SAMPLES
4.1  In tr o d u c tio n
The linear and log-linear regression models are frequently used when specifying 
a functional form since they are simple and appealing in an economic sense. God­
frey and Wickens (1981) discussed procedures for testing the linear and log-linear 
models against the Box-Cox regression model. Using Box-Cox alternatives, they 
extended the traditional approach of testing linearity and log-linearity against each 
other. They considered two different test statistics, a Lagrange multiplier (LM) 
test (outer product form) and Andrews’ (1971) exact test.
Davidson and Mackinnon (1983) studied the small sample properties of two 
variants of the LM test — outer products of gradient (O PG ) and double length 
regression (DLR). In small samples, the OPG variant rejects the null hypothesis 
more often than  the DLR variant. They concluded tha t the OPG form of the 
LM statistic might lead to serious errors of statistical inference. In the context 
of the Box-Cox regression model, Davidson and Mackinnon (1985) investigated 
the power properties of the two variants of the LM test, Andrews exact test and 
the transform ed version of the likelihood ratio (LR) test. Their Monte Carlo 
experim ent revealed that the classical tests (the OPG and DLR variants, and 
LR) were much more powerful than  the Andrews test, and th a t the Andrews test
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seriously lacks in power if the variance of the error term  in the regression equation 
is large. On the whole, the power of the OPG variant was less than  that, of DLR 
and LR.
Draper and Cox (1969) suggested that the Box-Cox transform ation could help 
regularize da ta  and the estim ated transform ation might yield a nearly symmetric 
distribution. In addition, they obtained the variance of the power transform ation 
estim ator, which turned out to be incorrect since they used a non-regular likelihood 
function [Hinkley (1975); Amemiya and Powell (1981)].
We consider the following Box-Cox regression model:
J/t  ^ = 0 \  + 0 2 ^ 2t 2 '1 + • • • + 0 k X  + ef
=  Pf +  , t = 1 , . . .  , T
where e( has the symmetric distribution function F, Ep(et ) =  0 and Ep(e2) = cr2. 
Let 9t =  s i g n ( \ i ) 1/ x°+^  which is the coefficient of variation of ytAl. If 1 +  Xi/.it 
is much greater than  |Ai|<r, i.e. 6t < <  1, then each observation of the depen­
dent variables yt has very high probability of being positive and thus the small 
^-approxim ation leads to a very good approxim ation of the asymptotic results 
[Draper and Cox (1969); Taylor (1985)]. Zarembka (1974) also used the small 
^-approxim ation. He proposed that the Box-Cox procedure might, yield an ap­
proximately consistent estim ator of the power transform ation param eter when the 
error term  was reasonably symmetric and homoskedastic. He showed that maxi­
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mum likelihood (ML) estim ation was not robust to the heteroskedasticity of the 
error term .
The Box-Cox approach implies th a t y[Xl  ^ is not normally distributed unless 
Ai =  0. Therefore, the usual ML estim ators based on the assum ption of normality 
of the transform ed dependent variable are not consistent and the asymptotic co- 
variance m atrix  of the Box-Cox ML estim ators is not the inverse of the information 
m atrix [Hinkley (1975); Amemiya and Powell (1981)]. Therefore, it is necessary 
to assume a proper distribution function for the pre-transform ed dependent vari­
able yt in the theoretical analysis of the Box-Cox transform ation. Poirier (1978) 
used a truncated normal distribution; Amemiya and Powell (1981) used a gamma 
distribution.
W hen we estim ate the model, the usual practice is to test individual coeffi­
cients using f-ratios. In nonlinear regression models, the asymptotic covariance 
m atrix can be used to com pute a / statistic. Recent studies [Griffiths, Hill and 
Pope (1987); Calzolari and Panattoni (1988)] have shown that the asymptotically 
equivalent covariance m atrix  estim ators (or standard  errors) are different in finite 
samples. W ithin the framework of the Box-Cox model, the functional forms of 
the transform ed variables are tested using one of the asymptotically equivalent 
test statistics (LM, LR and Wald). The asymptotic equivalence of these statis­
tics is not guaranteed in small samples. Furtherm ore, Nelson and Savin (1988) 
investigated the power functions of the LM, LR and Wald tests in one-param eter
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nonlinear models and displayed the nonmonotonic power function of the Wald 
statistic. Therefore, the choice of the test procedure does not seem to be a m atter 
of convenience or personal preference, especially in small samples.
The purpose of this C hapter is to investigate the small sample properties of 
the asym ptotic standard errors of Box-Cox ML estim ators. The empirical dis­
tribution and size of three asymptotically equivalent test statistics (LM, LR and 
Wald) for testing the functional form will also be examined in the context of small 
samples (T  =  30 and T  =  60). In addition, the estim ated power functions of these 
asymptotic tests will be compared to the asymptotic power functions.
In Section 4.2, we wish to show the im proper distribution characteristic of the 
dependent variable when we use the usual ML estim ation m ethod for the Box-Cox 
transform ation. Asymptotic covariance m atrix estim ators and test statistics are 
discussed in Section 4.3. In Section 4.4, the design of a Monte Carlo simulation is 
given and in Section 4.5 the results are presented. Section 4.6 contains a summary 
and conclusions.
4 .2  T h e  B o x -C o x  T ran sform ation :
M o d e l and  A ssu m p tio n s
Consider the general Box-Cox regression model in the form
y{tXl) (32x£ ] +  • • • +  0 kxixtk) + et , €t ~  i i d N (0, <r2), t = 1 , . . . ,  T  (4.1)
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where yt > 0 and xu, i =  1 , . . . ,  fc, are assumed to be nonstochastic. Let the linear 
combination of the transform ed explanatory variables be denoted by
Pt ~  +  /?2®2t2> +  • • • +
Then the Box-Cox model can be represented as
+  e« (4.2)
The likelihood function of the usual Box-Cox model is
T  T
L { ' \ y ,X )  = ( "~r===^ )T e x p [— -  Pf)2] n  Vt1' 1 
V2tt«j2 t=1 t=1
implying th a t the density of yt is
T
g{yt) =  ~  (Al ^  °)
The integral of g(yt) over 3i+ can be written
f  g(yt)dyt = f   — )dyt
JO Jo (T O'
where </>(•) is the probability density function of a standard  normal random  vari­
able. Let zt — — Pf)/*7, Then we obtain the following result:
If Xi > 0 ,
00
poo poo I
/  g{yt)dyt =  / , - < / > (
JO <7Ai
)dyt'
oo
1 + A ^ Zt)dzt
<tAi
$ ( 1 + 2 ^ )
(T Ai
Ill
where $(•) is the distribution function of a standard  normal random  variable.
If Aj < 0 ,
1 '(--.M r1" '1/ 9{yt )dyt =  f  ~(j>(zt)dy\'JO J — oo O'
= /  ' A* <t>{zt )dzt
J —OO
=  $ ( _ ! ± ^ i )
<j Ai
Therefore, g(y t ) is not a proper probability density function except when \ i  =  0 
under the usual Box-Cox transform ation model.
Since the pre-transform ed dependent variable yt is truncated (yt > 0 ), the 
transform ed variable is also truncated:
y {tXl) = yt if L < y * < R
where t/t* is an unobservable variable with distribution N ( y t ,<72); R  =  — -A- and 
L  =  —oo if Ai <  0; R  =  +oo and L  =  — if Aa > 0. Therefore, the density of the 
transform ed dependent variable is
V2ircr2
=  0 elsewhere
where R t = (R  -  y t)/<7 and L t = (L -  p,)/cr. Let 0 =  ( /? !,... ,(3k, Ax, . . . ,  A ,^ <7 )'.
112
The log-likelihood function of the truncated Box-Cox model is w ritten as
T ,  , T
£ ( 0 ; X , y ) =  -^ - ln (2 7 r )  -  ^ - I ik t2
-  2j i (K (A' '  -  l h )  ~  -*(M£ )
-  f ;  l n ( $ ( f i , )  -  $ ( £ , ) )  +  (A, -  l ) f ;  hi y,
-  ^ 2  In Gt +  (Aj — 1) ^  In yt (4.3)
f=i t=i
where is a T  x 1 vector of the transform ed dependent variable; 'is a
T  x k m atrix  of independent variables with the Box-Cox transform ation applied
to each column vector except for the first, which is a constant vector; Gt — ${Rt  ) — 
4>(X<(); and e =  y ^ 1^ — X^'^/3.  Consider the first derivatives for the log-likelihood 
function (4.3):
_ y '   ^ dG t 
8(3 ~  cr2 ~ ^  Gt d(3_
dC 1 , ^  1
=  - ^ ^  +  £ ^ - £ ^ ^ 7
dC 1 „  1 dG t
m  « > i
S t T  . 1 , „  1 0 0 ,
d a 2 2 2u 4 ^ G t d a 2
where
- =  /  [(l +  A,#*-)) # h i ( l  +  AI# i)) - A izSAi)]/A? if A, ^  0
d \ i  \  ( ln ^ ) # ( ln z ,) /2  if A, =  0
-(*•■) =  —i
y(*l) if { — 1
X (A,) if i > 1
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Let
$  =  elementwise multiplication
dot 1»«, an,
4>{-) =  probability density function of an 7V(0,1) random  variable.
d2z<A’>
—A, \i ~ 8Xf
The second derivatives of the log-likelihood function are
d 2C 1 Ya ,y Yq.) — 1 ' d G t d G t  8 2Gt
8/38/3' <r2 '  ^  Gt [ 8/3 8/31 18 § 8 ^ ]
8 H  _  J_ (Ai). v  1 8G t 8Gt 8 2Gt 
8/38\i <r2 ^  Gt 8/3_ 8Xi d f i dX^
d 2C _  _ J _ m ,  _ R y { ».y , ^ l d G t dCrt r & G t
8(3d\i ^  - A,) ^ G } d § _ 8 \ i  Tt dfidXi
8 2C 1 (A>), ^  1 8G t 8G t 8 2Gt
d f ida2 a 4 1 ^  Gt [ 8(3 d a 2 Tt8(3d<j2
m  -  - L (  • + • t \ - 1 udGt\^  r d2Gtl
8X1  (j2 2 2  G t  [( Q X ^  Jt d \ \  ^
8H  1 f - 9  u
dXrdxi z L G \ d x l d \ .  ' ' d x ^ x } ' 1
8H 1 , v  1 0Gt 0Gt <92Gt
8Xl 8 a 2 ~  a 4-* ' -  Gt 8X1 dcr2 18X18<r2]
d2C 1 , o 2 ,  a / x r  1 J G ( ,2 d 2GV . 0 .
o x f  =  * =  2 , •••,«••
a 2f  i  „ „  , v ,  1 , S G « a G ,  „  o2g ,  , . , .
-  E  T rl^T-TJT- -  C’'S T 7 n - I ' ’ ^  >dXidXj ^ Q t ' d X i d X j  'dXidXj
d 2C T  1 V 1 0(7, 2 d 2G,
d(<r2)2 2tr4 <re i “ ^  Gt U chr2 1 T'd(<r2)zJ
where
8 2G•Tt
86,86j
e2R, n WdR,, 92l, dL,8L,
^ao.ao, 1 an, at, • /in.an, 'an, an/'
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Let q(9) =  | | ,  Q(9) =  The information m atrix  —EQ(90) is denoted by
Qf(fio). In addition, Q t {@.) — j ^ ( - )  and ^ t {8o) =  ^ ie dependence °f
the score vector and information m atrix on the param eter vector will often be 
ignored, i.e., the score vector will be denoted by £, rather than q(90). When the 
score vector is evaluated at the ML estim ator it will be denoted q = q(9)\ when 
evaluated at the constrained ML vector it is £ =  q(8).
4 .3  A sy m p to tic  V ariab ilities  and  T est S ta tis t ic s
In this Section we discuss the variability of estim ators and test procedures for 
linear restrictions. Three consistent estim ators for the asymptotic covariance m a­
trix are presented. The LM, LR and Wald statistics are shown to have equivalent 
^ -d is trib u tio n  under the null hypothesis. These three tests also have the same 
noncentral ^ -d is trib u tio n  under local alternatives.
4.3.1 Asymptotically Equivalent
Covariance Matrix Estimators
A Taylor series expansion of q about ML estim ator 8 yields
q = q + Q ( t ) ( 9 0 - 9 )  (4.4)
where ||(T — 0O|| < ||0 — 0O||. Premultiplying both sides of (4.4) by we
obtain
=  : i ’7!2x /T ( l )  -  «,,) +  4 / 2 [ 3 j ' ( 3 r ( r ) +  -  i )
since plimS>r 1(5r(^*) =  —I  and S r 1(5 r (^ )  +  /  =  oP(l)- According to the Central 
Limit Theorem,
l ~ N ( 0 , I k )
T h e o re m  4.1 Let { x n} be a sequence of random finite dimensional vectors. I f  
*£n ~ > x for some random vector, then x n =  Op( 1).
Proof: [White (1984) p. 63]
— 1 /  2 iTherefore, ^ / r i  = ^p(^)- Equation (4.4) can be rew ritten as
= + (4-5)
which implies that
5 ? 1/2^ 9  =  a r 2v ^ ( ^ & )
since the second term  of the right hand side of (4.5) is op( l)  and thus negligible 
relative to and islJ2\/T(9_ — 0O), which are 0 P(1). Therefore,
^ T/2V f ( e ~ d 0) ^ N (  o , i K ) (4.6)
The ML estim ator of the covariance m atrix  is V\ — Ss(0)-1 , since the true 
asym ptotic covariance of 9 is £y_1. The other two consistent estim ators for the 
asymptotic variance of 9 are the negative of the Hessian, V2 =  — Q{9)~1, and 
the outer product form V3 =  [J2f=i f# (Berndt, Hall, Hall and H ausman
(BHHH)).
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T h e o re m  4.2 (Chebyshev)
Suppose  X i , . . . ,  X t  are i n d ep e n d e n t  ra n d o m  variables s u c k  tha t  E ( X t ) =  pt  
a n d  U(Art) =  erf < oo. T h e n  f o r  a n y  e > 0,
T™lo S  S  < e )  = l
The log-likelihood function (4.3) can be written as
m  = E  in /.(» )  =
C=1 t=l
where the f?t(#) are independent. Using Chebyshev’s theorem , it can be shown 
that
1 ^  dCt dCt , 1  dC dC
The density of r/< is regular, so that
Therefore, the outer product of variance estim ator V3 is a consistent estim ator of 
the asym ptotic covariance m atrix  of the ML estim ator 6. Similarly, using Cheby­
shev’s theorem , we have
plim[—Qt(!1)]~1(3 t  — I
Thus V2 is a consistent estim ator for 5 -1 .
Griffiths, Hill and Pope (1987) investigated the small sample properties of 
these three asymptotically equivalent covariance estim ators within the context of 
the probit. regression model. The average variance estim ates based 011 V’i and
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V2 were very similar in m agnititude, while the average variance estim ate based 
on the outer product form (BHHH) V3 was larger than that based on Vj or V2. 
The variance estim ate V3, however, seems to be a better approxim ation to the 
finite sample variability. A similar study in the context of simultaneous equations 
was performed by Calzolari and Panattoni (1988). Their Monte Carlo experiment 
showed th a t the average standard  errors com puted from the Hessian m atrix  are 
smaller than  those (in all but one case) com puted from the outer product form.
The question we are concerned with is how accurately the asym ptotic variance 
estim ators approximate the small sample variabilities within the framework of 
the truncated Box-Cox model. The finite sample properties of the consistent 
estim ators for the asym ptotic ML covariance m atrix  estim ators (V2 and V3) will 
also be investigated.
4.3.2 Asymptotically Equivalent Test Statistics
We assume th a t the null hypothesis to be tested takes the linear form:
Ho : R 0 - r  = 0
where R is a J  x K  m atrix  of rank J ( J  < K) .  The constrained ML estimation is 
based on the m axim and with Lagrange multiplier vector //:
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where ft £ R J . The constrained ML estim ator 9_ is the solution of the Lagrange 
first-order necessary conditions:
q — B! ji -- 0 (4.7)
R O - r  = 0 (4.8)
We consider a Taylor series expansion of (4.7) about 0o:
q + Q ( 0 1 ( l - 6 o) - R ,£  = 0 (4.9)
W hen we assume th a t H 0 is true, (4.8) is
R { 0 - i o) = 0 (4.10)
Premultiplying (4.9) by ^ ( R ^ 1 R ' ) -1 R ^ 1,
(r ^ t  -  &> -  - ) = £  = o
Since p lim S -1 (?(#“) =  —I  and R(6  — 0o) =  0,
( R & i ' R ' y ' R & j ' Q T d ' ) V f { e  -  e 0 ) =  V f R ( l  -  e 0 )  =  Q
Consequently,
1 /i =  ( R ^ R ' ^ R ^ t 1^ !
Therefore, we have the result that
if Ho is true.
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The Lagrange multiplier statistic, which is in a form of Rao’s score test statistic, 
is given by
L M  = £ 3 _1£
From (4.7), we know th a t q = R'jx. Thus the LM test can be represented in the 
form th a t was suggested by Aitchison and Silvey (1959):
L M  = [ S R ^ R ' f i
Using (4.11) and the relationship tha t plim<5:7’(0 )- 1S j’(^o) =  7, it follows that
l m  =  a  x ’Jt
if H 0 is true.
The likelihood ratio test, statistic is obtained by comparing the maximum log- 
likelihood values evaluated at the constrained and unconstrained ML estimates:
L R  = -2{C(9) -C(0) )
The Taylor series expansion of (!(8) about 9 will lead to the following relationship:
m  =  m  + q(i ~ i )  + h i  -  f a ' Q m i  - h  + op(t - i/2) (4 .12)
Since both of \ /T (8  — 60) and VT(0  — 9q) are asymptotically normally distributed, 
they are Op( 1) from Theorem 4.1. Then (9 — 9) — (8 — 0$) — (0 — 0O) is at most 
Op( T~1/2) under the null hypothesis. Therefore, (4.12) is represented by
120
since q = 0 and the term  of Op(T -1/2) is negligible compared to th a t of Op(l) . 
Then LR is asymptotically equivalent to
T ( e - e ) ' Q Tm l - e )  (4 .1.3 )
The vector q can be linearized around 0:
q — q + Q(0){0 — 0) +  Op(l)
Thus,
- )= £  i  - 3 r V f ( l  -  &) (4.14)
Combining (4.7) and (4.14), we have
Y f K t  =  - 3 T i / T ( i - & )
Therefore, the LR test (4.13) can be written as 
L R  = ^ 6 ! m TlR , lL
= ~  xh)
if Ho is true.
The Wald statistic is based on the idea that. R0 — r =  0 if Ho is true. The 
Wald test is given by
W  = {R0 -  r Y l m ^ R ' l - ^ R i  -  r)
When Ho is true, R0 — r — R(0 — 0q). Then
W  =  T { 0 - 0 o ) ' R ,[R(5 i 1R T 1R(<l-0o)
=  [ { R ^ R ' ) ~ l / 2 R ^ T ( £  -  ^ o Y ' l i H ^ 1 R ' y 1 2^R y / T ( 0  -  00 )] ~  x f j ,
under the null hypothesis.
The LM, LR and Wald tests have an asym ptotic noncentral ^ -d is trib u tio n  
under a sequence of local alternatives Hx '■ RO — r =  8_/ \ / T  such th a t phm%/T(.R# — 
r) =  8 for some vector 8. The noncentrality param eter can be derived only by 
consideration of Hx  such th a t
\  = 8 ' ( R 5 i 1R')- ' l8
The arbitrary  constant vector 8 needs to be small enough th a t the asymptotic 
power is less than  one. Suppose R  =  Ik  and r =  6l . The asymptotic power 
function for any fixed level a  is denoted by
^(§.1 ) — P[x*j,\) >  S. 1]
where 6j ^  0o. For a fixed 91, the asymptotic power functions for LM, LR and 
Wald tests satisfy
lim V{d1) = lr —oo
We will consider an example of a noncentral Wald test. The local alternatives 
lead to the relationship:
V f ( R 0  ~  r)  =  V T R ( 6  -  60) +  8
Since 6 is a constant vector,
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The Wald test under H t is represented by
w x =  (RO -  r y i m - ' R T ' m  -  r)  ~  xh,x}
where A =  (^Ris 1^ R')-1^ . Suppose R6 ^  r. Then the Wald statistic TTi is 0P{T) 
since RO — r =  0P( 1) and =  0P(T). It is expected th a t W\ will exceed
any constant critical value with probability one when T tends to infinity, i.e.,
lim P\W, > xfj,(«)J =  1I  —»oo '
if R6  7  ^ r [Godfrey (1988), p 17].
4 .4  A  M o n te  C arlo  S im u la tio n
We have discussed asymptotically equivalent covariance m atrix  estim ators and 
test, statistics. In this Section we explain the model and simulation design concern­
ing test procedures in the context of the general Box-C'ox transform ation model. 
F irst, standard errors computed from the Hessian m atrix and outer products of 
the first derivatives are compared to the root mean square error (RM SE), which 
represents the finite sample variability. The information m atrix is obtained using 
numerical integration (GAUSS function INTQUAD1). The ratio of the standard 
error computed from the information m atrix  over the RMSE is a measure of the 
closeness of the small sample approximation to the asym ptotic variance. Second, 
the sampling distributions of the LM, LR and Wald statistics for testing functional 
forms of the model are examined using the Kolmogorov-Smironov (KS) test when
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the null hypothesis is true. The real (empirical) size of the asym ptotic \ '2-statistics 
is com puted as the proportion of trials th a t the given statistic exceeds the criti­
cal values corresponding to nominal sizes (a  =  0.1, 0.5 and 1.0). Finally, we are 
concerned with the power function of the asymptotic ^ -s ta tis tic s . The estim ated 
power is used to see how well the asymptotic power function performs in small 
samples.
The model is specified as follows:
y[Al) =  st<7n(A i)10.0 +  s?:#rc(A1)1.5;r(2° 1) -  s?^7?(Ai)0 .5.r3j o) +  e(, e ~  iV(0 ,(T2)
where Ax =  ( — 2 .0 ,—1 .0 ,—0.5,0.1, 0.5,1.0, 2.0) and a 2 =  (0.1,0.5). We can only 
observe the truncated value of since yt > 0. The error disturbances t, are 
generated by the GAUSS random  num ber generator RNDNS such th a t ?/{Al * > — A- 
if Xi > 0 ; < -  A- if Aj < 0. The model is chosen to have two explanatory
variables whose values are generated from linear combinations of uniform random  
num bers (GAUSS function RNDUS) such th a t c o r r ( x 2t, x 3t) =  0 .2 :
x 21 — 12 +  4?f,
x 3t = 15 +  u t + 2v/6(’<
where ut and vt are uniformly distributed on the interval U( — \ / 3, \/3). The se­
lected variances of the error term  (a2 = 0.1 and 0.5) account for approximately 2 % 
and 6 % of the variation of the right-hand side of the Box-Cox model, respectively.
Each Box-Cox model is estim ated 1000 times for samples of size T  =  30 and 
T  =  60. For the analysis of power properties, the log-linear model is tested, i.e.,
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Ho : Aj =  A2 =  0 and A3 ■ 1.0. Let 8jj be the ith  param eter estim ator in the j th  
replication of simulation. The bias and RMSE are defined by
N a 
^ j =1 "'Jbias = 
RMSE =
N
8;
\
N
£ ( # «  -  0 , r / N
J=1
where 8{ is the ith  param eter and N  represents the number of simulation replicates. 
Let. #i =  (01,(32, a 2)' and 82 =  (A1,A2,A3)'. The test statistics are computed
under H 0 : 8 2 =  #2:
( h  -  8°2) '[ -Q 22(8) +  Q2l(8)Q221(8)Q12(8)}(82 -  8°2) 
( h  -  8°2)'[P22(8) -  P208)P-2\ 8 ) P X2(8)}(82 -  8°2)
Waldj :
W ald2 =
LM =  q(8)'P(8)q(8) 
LR =  -2(C(8) -  t(8))
where
Q M )
PM)
p
dH
d 8 M r
^ d C t _ d e t _ ,  • ■ _  9
Pl 1 Pi 2 
P21 P 2 2
4.5  R e su lts
4.5.1 Bias
The Monte Carlo results on the biases of the ML estim ators are given in Table 
4.1. In general, the magnitudes of the biases of the linear param eters are greater
than  those of the power param eters. The bias of the power param eter estim ator 
is negligible. When the sample size increases, the m agnitudes of the biases of all
estim ators which are greater than unity are reduced at T  — 30.
* _
The estim ator f32 is substantially biased when T  = 30 and a 2 =  0.5. The bias
of 02 is the largest among param eter estim ators for T  =  30 and T  — 60. The
linear param eter estim ates are greatly biased when T  = 30 and <r2 =  0.5. /32 is
biased downward when Aj < 0 and biased upward when Ai > 0. The reverse is
true for j3\. Overall, the direction of bias is unchanged, with the m agnitude of bias
greater than unity as the sample size increases. Concerning Aj, the bias is larger
at Aa =  ± 2  than  at |Ai| <  2.0 when a 2 =  0 .1 .
4.5.2 RMSE and Standard Errors
The param eter RM SE’s and standard errors are reported in Tables 4.2-4.5. 
The standard  errors com puted from the information m atrix  greatly understate the 
RM SE’s except for A2. The standard errors of the consistent covariance m atrix 
estim ators (negative of the inverted Hessian and inverted outer products) seem to 
be a good approximation to the RMSE in the case of power param eter estimation. 
The standard  errors from the outer products are greater than  those from the 
Hessian m atrix.
The larger the variance of the error disturbances, the larger are the finite sample 
variabilities. RM SE’s are smaller at T  — 60 than at T  =  30. Linear param eter 
estim ators have large RM SE’s when T  =  30 and a 2 =  0.5. On the whole, the
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standard  errors computed from the outer products gives a better approximation 
to the finite sample variability than  those from the Hessian m atrix.
4.5.3 Empirical Distribution and Real Size of the Tests
The one-sample KS test is concerned with the quality of approximation of a 
sampling distribution to a theoretical distribution which would be expected under 
the null hypothesis. Critical values for one-tailed tests at level a  are approximated
by
Ca ~  [ \n(2/a)/2N]1/2
where Ca satisfies P ( K S  > Ca ) — a  [Morimune (1989)]. When a = 0.05 and 
N  — 1000, Ca — 0.043. Results of the KS test for the test statistics W aldi, Walcl2, 
LM and LR are reported in Tables 4.6 and 4.7.
Obviously, LR tests give the best approximation to the central ^ -d is trib u tio n  
when Ho is true. The KS test statistics of the W aldi, W ald2 and LR are reduced 
in m agnitude as the sample size increases. When a 2 =  0.1, the Wald statistic 
using the Hessian m atrix (W aldi) generally gives a better approximation to the 
\ 3-distributi0n than  the Wald statistic using outer products (W ald2). However, 
the quality of approximation of Waldi and W ald2 to the \-|-distribution is virtually 
indistinguishable when u 2 =  0.5. The outer product variant of the LM test st atistic 
is shown to be a poor approximation to the \ 3-distributi011 in small samples (T  = 
30 and T  =  60).
Real sizes of the tests are given in Tables 4.8-4.11. In general, the real size
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of the LR test is similar to the nominal size. When the variance of the error 
disturbances is 0.1, Waldi slightly performs better than W ald2 and the real sizes 
of Waldi look similar to those of LR. The small sample LM test shows a large 
rejection rate under the null hypothesis.
4.5.4 Power Properties
It is assumed th a t we are to test. H 0 : #2 — (0 ,0 ,1)* against, local alternatives 
H t ' 0.2 — (0,0, iy  +  &_/V r .  The constant, vector 6 is chosen to be \ / r ( 0 .1, 0.1, 0.0)' 
since we estim ated the true model with Ax =  A2 =  0.1 and A3 — 1.0. The noncen­
trality param eter is
where $y22 is the 3 x 3  subm atrix of the information m atrix corresponding to the 
ML estim ator d2 and S n  is the 4 x 4  subm atrix related to the other ML estim ators. 
We obtained the noncentrality param eters as follows:
A =  24.390 if T  = 30 and <r2 =  0.1
A = 4.923 if T  = 30 and <r2 =  0.5
A =  50.260 if T  = 60 and <r2 =  0.1
A =  9.794 if T  =  60 and cr2 =  0.5
The asymptotic power function at level a  is -P[,\(23,a) > Ca) where Ca is the cv-level 
critical value of the central \ 3-distributi0n.
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Empirical results are reported in Table 4.12. For T  =  30, the asymptotic 
powers exceed the estim ated powers. On the other hand, the estim ated powers 
are greater than  the asym ptotic powers when T  =  60 and <x2 =  0.1. The estimated 
power increases with the increasing sample size, as expected. The LM statistic 
rejects H 0 most frequently. Waldi is niore powerful than  W ald2 and LR in all cases 
and LR performs better than  W ald2. In our limited experiments, the asymptotic 
power function does not provide a good estim ate of the small sample power.
4 .6  C o n c lu s io n s
The observed results lead us to conclude that:
1. In general, the bias of the power param eter estim ator is negligible. The 
bias of the estim ator of the param eter th a t is related to the variable of the 
nonlinear transform ation (Ai =  0.1) is substantial in small samples. When 
the variance of error disturbances is small (cr2 =  0 .1), the m agnitude of the 
bias is larger for |Ai| =  2.0 than for |Aj| < 2.0.
2. The finite sample variabilities (RM SE’s) of the param eter estim ators are 
larger for a 2 =  0.5 than  for a 2 =  0.1. The RM SE’s are reduced as the 
sample size increases.
3. The asym ptotic standard  error from the information m atrix  is not a good 
measure of finite sample variability. The degree of agreement between the
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RMSE and the asymptotic standard error increases with increasing sample 
size.
4. The standard  error computed from outer products of the first derivatives is 
a better approximation to the RMSE than the standard error obtained from 
the Hessian m atrix.
5. According to the results of the Kolmogorov-Smironov tests, the LR statistic 
provides a better approximation to the asymptotic \|-d is trib u tio n  than ei­
ther of the other two. The LM statistic based on outer products is indicative 
of the poor approximation to the asymptotic distribution. The estim ated size 
is closer to the corresponding nominal size for the LR statistic than for any 
other statistics. The small sample LM test statistics are not reliable under 
the null hypothesis, based on the Kolmogorov-Smironov and empirical size 
results.
6 . The asymptotic power function is not a good approximation to the small 
sample power for either T  =  30 or T  =  60. The estim ated power increases 
as the sample size increases. The LM test, tu rns out to be the most powerful 
test based on our experiments.
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Table 4.1: Bias of MLE
01 02 0s
X "*
Ai A2 A 3
Ax =  - 2 . 0
<T2 = 0.1 T = 3 0 - 1.220 - 2 . 1 9 8 0 . 4 5 3 - 0 . 0 4 7 - 0 . 0 1 7 - 0 . 0 3 0
T = 6 0 - 0 . 8 1 1 - 0 . 8 9 4 0 . 2 1 6 - 0.011 0 . 0 0 7 - 0 . 0 0 6
<r2 = 0 . 5 T = 3 0 3 . 4 3 4 - 2 0 . 3 4 9 2 . 0 0 3 - 0 . 0 0 8 0 . 0 6 6 0 . 0 1 3
T = 6 0 0 . 0 1 8 - 5 . 3 7 7 0 . 6 3 1 0 . 0 2 3 0 . 0 6 4 0 . 0 1 5
\ i  =  - 1 . 0
<T2 = 0.1 T = 3 0 - 0 . 3 7 4 - 1 . 4 9 0 0 . 3 1 6 0 . 0 0 4 0 . 0 1 3 0 . 0 0 6
T = 6 0 - 0 . 4 3 6 - 0 . 5 3 6 0 . 1 4 5 0 . 0 0 6 0 . 0 3 3 0.001
<r2 = 0 . 5 T = 3 0 8 . 0 0 9 - 3 1 . 4 8 0 2 . 0 8 9 0 . 0 0 3 0 . 0 6 0 0 . 0 0 6
T = 6 0 1 . 6 8 3 - 6 . 4 2 5 0 . 4 6 5 0 . 0 2 8 0 . 0 5 6 0 . 0 1 4
Aj =  - 0 . 5  
<72 = 0 . 1 T = 3 0 0 . 1 2 9 - 2.001 0 . 3 3 1 0 . 0 0 5 0 . 0 0 3 0 . 0 1 5
T = 6 0 - 0.010 - 0 . 6 4 7 0.122 0 . 0 0 7 0 . 0 0 5 0 . 0 0 8
(j2 = 0 . 5 T = 3 0 8 . 8 4 5 - 2 9 . 0 0 8 1 . 7 2 5 0 . 0 1 9 0 . 0 6 4 0 . 0 3 3
T = 6 0 1.7.33 - 5 . 5 6 6 0 . 4 2 9 0.011 0.020 0 . 0 0 6
Aj =  0 . 1  
<72 = 0 . 1 T = 3 0 -0.30.3 1 . 8 1 5 - 0 . 2 7 3 0.000 - 0 . 0 0 8 0 . 0 0 3
T = 6 0 - 0 . 0 4 9 0 . 6 9 2 - 0 . 1 0 9 0.001 - 0.000 - 0 . 0 0 3
<72 = 0 . 5 T = 3 0 - 6 . 9 9 7 2 2 . 5 1 1 - 1 . 4 9 9 - 0 . 0 0 4 0 . 0 2 5 0.021
T = 6 0 - 3 . 3 1 6 7 . 9 3 6 - 0 . 3 8 1 - 0 . 0 0 5 0 . 0 1 3 0 . 0 0 8
Ax =  0 . 5
(T2 = 0.1 T = 3 0 0 . 1 8 6 1 . 4 9 9 - 0 . 2 8 4 -0.002 0 . 0 2 9 0 . 0 1 8
T = 6 0 - 0 . 2 2 3 0 . 5 6 8 - 0 . 0 7 8 - 0 . 0 1 4 0 . 0 0 5 0.021
<72 = 0 . 5 T = 3 0 - 8 . 3 8 7 2 7 . 9 6 5 - 1 . 5 6 4 - 0.022 0 . 0 1 3 0 . 0 5 8
T = 6 0 - 1 . 8 2 4 5 . 5 6 5 - 0 . 4 3 3 - 0 . 0 1 5 0 . 0 3 0 0 . 0 1 5
Aj =  1 . 0  
<T2 = 0.1 T = 3 0 0 . 3 9 6 1 .8 2 1 - 0 . 3 4 8 0.000 0 . 0 1 7 - 0.002
T = 6 0 - 0 . 0 3 2 0 . 8 1 5 - 0 . 1 3 0 - 0 . 0 1 3 - 0 . 0 4 1 0 . 0 0 9
<r2 = 0 . 5 T = 3 0 - 5 . 4 4 7 2 8 . 5 7 7 - 3 . 0 2 4 0 . 0 0 3 0 . 0 6 5 - 0 . 0 0 7
T = 6 0 - 1 . 0 7 6 6 . 3 1 1 - 0 . 5 9 2 - 0 . 0 1 7 0 . 0 7 4 0 . 0 1 9
Aj =  2 . 0
cr2 = 0.1 T = 3 0 1 . 3 8 6 2 . 4 3 1 - 0 . 5 0 3 0 . 0 6 1 - 0 . 0 1 3 - 0 . 0 1 9
T = 6 0 1 . 0 9 6 0 . 7 3 6 - 0 . 2 2 4 0 . 0 2 7 0.012 - 0 . 0 0 9
a 2 = 0 . 5 T = 3 0 - 5 . 5 3 3 2 6 . 0 1 2 - 2 . 2 5 2 - 0 . 0 1 3 0 . 0 8 2 0 . 0 0 4
T = 6 0 0 . 0 0 8 6 . 1 3 3 - 0 . 7 4 4 0.002 0 . 0 9 5 0.000
Table 4.2: RMSE and Standard Error of MLE (T=30 crz=0.1)
0i
- — x---—
03 03
"X‘“ ,n
Ai A2 A3
Aj =  - 2.0
R M S E 8 . 7 6 3 7 . 2 0 8 1 . 3 1 9 0 . 3 7 0 0 . 5 1 9 0.222
S E i / R M S E 0 . 3 0 3 0 . 2 4 9 0 . 1 8 6 0.221 0 . 9 8 3 0 . 7 5 9
s e 2/ r m s e 0 . 8 6 3 0 . 6 2 8 0 . 7 0 5 1 . 0 8 2 0 . 9 8 8 0 . 9 7 6
S E 3/ R M S E 1.121 0 . 7 5 1 0 . 9 3 7 1 . 3 6 8 1 . 0 6 4 1 . 2 2 3
Xl =  - 1 . 0
R M S E 6 . 8 4 8 4 . 8 5 7 1 . 1 8 0 0 . 2 0 9 0 . 5 1 2 0 . 2 3 8
S E x / R M S E 0 . 3 9 0 0 . 3 7 0 0 . 2 1 4 0 . 2 6 3 0 . 9 9 6 0 . 7 1 6
s e 2/ r m s e 0 . 9 0 6 0 . 7 7 2 0 . 6 8 7 1 . 1 4 4 0 . 9 5 3 1 . 0 5 0
S E g / R M S E 1 . 0 2 8 0 . 8 0 4 0 . 7 9 4 1 . 2 4 6 0 . 9 9 8 1 . 1 2 3
Aj =  - 0 . 5  
R M S E 7 . 2 4 2 7 . 3 2 5 1 . 3 1 6 0 . 1 3 4 0 . 5 4 1 0 . 2 6 2
S E i / R M S E 0 . 3 7 2 0 . 2 4 5 0 . 1 9 8 0 . 2 9 4 0 . 9 4 4 0 . 6 6 3
s e 2/ r m s e 0 . 8 0 4 0 . 5 5 5 0 . 5 7 8 0 . 9 5 5 0 . 8 9 9 0 . 8 9 8
S E 3/ R M S E 0 . 9 1 7 0 . 6 2 8 0 . 6 7 7 1 . 0 9 0 0 . 9 2 5 1.001
Aj =  0.1
R M S E 5 . 4 4 7 6 . 2 6 1 0 . 8 9 7 0 . 0 5 6 0 . 5 2 3 0 . 2 6 3
S E i / R M S E 0 . 5 0 2 0 . 2 8 7 0 . 3 1 6 0 . 4 1 2 0 . 9 7 7 0 . 7 0 5
S E z / R M S E 0 . 8 6 4 0 . 5 8 1 0 . 7 0 2 0 . 8 7 8 0 . 9 2 8 0 . 8 8 4
S E 3/ R M S E 1.010 0 . 6 9 1 0 . 7 7 6 0 . 9 6 5 1 . 0 2 9 0 . 9 8 2
Ai =  0 . 5  
R M S E 6 . 5 0 7 6 . 0 9 7 1 . 1 0 7 0 . 1 3 1 0 . 5 2 4 0 . 2 5 2
S E i / R M S E 0 . 4 1 4 0 . 2 9 5 0 . 2 3 5 0 . 3 0 0 0 . 9 7 4 0 . 6 9 1
s e 2/ r m s e 0 . 8 3 7 0 . 5 4 7 0 . 6 4 3 0 . 9 6 9 0 . 9 1 9 0 . 9 1 9
S E a / R M S E 1 . 0 3 8 0 . 6 4 7 0 . 7 4 5 1 . 1 8 9 1 . 0 3 3 1 . 0 5 6
Ai =  1.0
R M S E 7 . 6 1 6 6 . 3 1 1 1 . 2 9 4 0.211 0 . 5 2 7 0 . 2 3 5
S E i / R M S E 0 . 3 5 1 0 . 2 8 5 0 . 1 9 5 0 . 2 6 1 0 . 9 6 8 0 . 7 2 4
s e 2/ r m s e 0 . 8 5 1 0 . 6 0 5 0 . 6 2 1 1 . 0 9 4 0 . 9 1 3 1 . 0 0 6
S E 3/ R M S E 0 . 9 2 7 0 . 6 6 2 0 . 7 4 0 1 . 1 0 9 0 . 9 5 7 1.100
Aj =  2.0
R M S E 9 . 2 3 2 8.212 1 . 5 1 6 0 . 3 7 6 0 . 5 2 1 0 . 2 2 9
S E i / R M S E 0 . 2 8 7 0 . 2 1 9 0 . 1 6 2 0 . 2 1 7 0 . 9 8 0 0 . 7 3 5
s e 2/ r m s e 0 . 8 2 9 0 . 5 7 1 0 . 6 3 4 1 . 0 5 7 0 . 9 7 8 0 . 9 4 2
S E 3/ R M S E 1 .0 3 1 0 . 6 7 5 0 . 7 7 0 1 . 1 9 8 1 . 0 4 8 1 . 1 0 5
SEi =  standard error from the information matrix
SE 2 =  standard error from the Hessian matrix
SE 3  =  standard error from the outer product matrix
Table 4.3: RMSE and Standard Error of MLE (T=30 «r2 =0.5)
"* A ... "
f t f t f t Ai
-.... -y ■1
a 2 A3
Aj =  - 2 .0
R M S E 4 4 . 7 3 8 1 1 1 . 2 6 7 9 . 3 4 2 0 . 5 6 0 1 . 1 3 5 0 . 4 5 4
S E i / R M S E 0 . 1 3 2 0 . 0 3 5 0 . 0 6 3 0 . 3 5 7 0 . 9 6 7 0.886
s e 2/ r m s e 0 . 5 1 0 0 . 3 2 2 0 . 4 0 2 1 .1 4 1 0 . 9 4 5 0 . 8 3 0
S E 3/ R M S E 1 . 3 2 3 1 . 4 1 0 0 . 5 6 3 1 . 4 0 0 1 . 0 5 2 1 . 1 4 8
Ai =  - 1.0
R M S E 6 2 . 0 8 5 1 5 6 . 2 2 3 8 . 7 8 2 0 . 3 5 8 1 . 1 6 6 0 . 4 8 8
S E i / R M S E 0 . 0 9 8 0 . 0 2 6 0 . 0 6 5 0 . 3 7 4 0 . 9 7 9 0 . 7 8 5
S E 2/ R M S E 0 . 4 4 5 0 . 3 2 0 0 . 3 5 7 0 . 9 9 6 0 . 9 0 5 0 . 8 0 8
S E 3/ R M S E 0 . 8 2 6 0 . 6 4 5 0 . 5 7 1 1 . 1 5 3 1.021 1 . 0 0 4
Ai =  - 0 . 5  
R M S E 5 3 . 2 8 2 1 3 8 . 5 7 4 9 . 8 5 8 0 . 2 0 5 1 . 2 0 6 0 . 4 9 5
S E i / R M S E 0 . 1 1 5 0 . 0 2 9 0 . 0 6 0 0 . 4 5 7 0 . 9 4 6 0 . 7 9 1
s e 2/ r m s e 0 . 5 8 0 0 . 4 9 0 0 . 3 5 2 1 . 0 4 4 0 . 8 9 0 0 . 8 9 9
S E g / R M S E 0 . 7 8 6 0 . 6 3 2 0 . 3 9 1 1 . 1 8 8 0 . 9 2 7 0 . 9 7 5
Ai =  0.1
R M S E 3 9 . 3 4 9 1 0 1 . 1 2 6 6 . 8 6 5 0 . 0 9 0 1 . 1 8 7 0 . 5 2 6
S E i / R M S E 0 . 1 5 5 0 . 0 4 0 0 . 0 9 2 0 . 5 6 8 0 . 9 6 2 0 . 7 8 7
s e 2/ r m s e 0 . 6 5 0 0 . 4 8 5 0 . 4 1 7 1 . 0 0 8 0 . 9 2 5 0 . 9 7 8
S E 3/ R M S E 0 . 8 2 6 0 . 6 5 2 0 . 4 5 6 1.100 0 . 9 8 5 0 . 9 9 4
Ai =  0 . 5  
R M S E 5 0 . 4 6 1 1 3 0 . 8 9 6 1 0 . 2 7 4 0.212 1 . 1 8 9 0 . 5 0 4
S E i / R M S E 0.121 0 . 0 3 1 0 . 0 5 8 0 . 4 4 2 0 . 9 6 0 0 . 7 7 8
S E 2/ R M S E 0 . 4 5 7 0 . 3 2 5 0 . 2 3 2 0 . 9 7 7 0 . 8 8 9 0 . 8 5 8
S E 3/ R M S E 0 . 9 1 6 0 . 7 7 7 0 . 3 3 7 1 . 1 7 3 1 . 0 2 6 0 . 9 9 0
Aa =  1.0  
R M S E 8 5 . 6 8 7 2 2 9 . 8 4 8 1 7 . 9 9 4 0 . 3 5 0 1 . 1 6 5 0 . 5 0 0
S E i / R M S E 0 . 0 7 1 0 . 0 1 7 0 . 0 3 2 0 . 3 8 2 0 . 9 7 9 0 . 7 6 6
s e 2/ r m s e 0 . 3 1 0 0 . 2 0 3 0 . 2 0 9 1 . 0 2 4 0 . 9 1 9 0 . 7 9 8
S E g / R M S E 0 . 5 5 9 0 . 3 9 6 0 . 3 1 2 1 . 1 3 9 1 . 1 3 2 1 . 0 7 3
Ai =  2.0
R M S E 4 5 . 1 9 1 1 2 0 . 5 7 4 1 5 . 1 2 1 0 . 5 7 5 1 . 1 7 9 0 . 4 4 7
S E i / R M S E 0 . 1 3 1 0 . 0 3 2 0 . 0 3 9 0 . 3 4 7 0 . 9 3 0 0 . 8 9 9
s e 2/ r m s e 0 . 5 7 2 0 . 3 6 4 0 . 2 4 4 1.111 0 . 8 6 2 0 . 8 4 6
S E 3/ R M S E 1 . 0 4 9 0 . 6 9 0 0 . 3 7 9 1 . 2 5 2 1 . 0 1 3 1 . 1 4 4
SEj =  standard error from the information matrix
SE 2 =  standard error from the Hessian matrix
SE3  =  standard error from the outer product matrix
Table 4.4: RMSE and Standard Error of MLE (T=60 <r2 =0.1)
0 i 02 0 s Ai A2 A3
Aa =  - 2 . 0  
R M S E 6 . 2 2 9 3 . 0 0 2 0 . 7 3 7 0 . 3 1 7 0 . 4 0 3 0 . 1 6 2
S E i / R M S E 0 . 3 0 7 0 . 4 4 1 0 . 2 1 9 0 . 1 7 2 0 . 9 2 6 0 . 7 0 1
S E 2/ R M S E 0 . 9 2 0 0 . 7 0 4 0 . 7 8 6 1 . 0 8 5 0 . 9 1 9 1 . 0 3 8
S E 3/ R M S E 0 . 9 9 1 0 . 7 1 8 0 . 8 6 5 1 . 1 1 9 0 . 9 3 2 1 . 0 7 8
Ai =  - 1.0
R M S E 4 . 8 4 4 2 . 2 8 4 0 . 5 5 5 0 . 1 7 0 0 . 3 7 9 0 . 1 6 3
S E i / R M S E 0 . 3 9 8 0 . 5 8 0 0 . 2 9 7 0 . 2 1 6 0 . 9 8 4 0 . 7 0 4
s e 2/ r m s e 0 . 9 5 3 0 . 7 5 7 0 . 8 5 3 1 . 0 3 6 0 . 9 7 7 1.002
S E 3/ R M S E 1 . 0 9 4 0 . 8 0 4 0 . 9 8 7 1.212 1 . 0 4 6 1 . 1 3 8
Ai =  - 0 . 5  
R M S E 4 . 3 2 4 2 . 3 7 5 0 . 5 4 2 0.102 0 . 3 8 5 0 . 1 7 4
S E i / R M S E 0 . 4 5 0 0 . 5 5 7 0 . 3 1 3 0 . 2 5 8 0 . 9 7 0 0.666
S E 2/ R M S E 0 . 9 1 7 0 . 7 3 9 0 . 7 7 8 0 . 9 7 4 0 . 9 5 1 0 . 9 2 9
S E 3/ R M S E 0 . 9 2 7 0 . 7 7 5 0 . 7 8 0 0 . 9 9 1 0 . 9 9 8 0 . 9 3 1
Ai =  0.1
R M S E 3 . 4 7 0 2 . 4 0 9 0 . 4 0 7 0 . 0 4 0 0 . 3 7 6 0 . 1 6 7
S E i / R M S E 0 . 5 7 4 0 . 5 4 9 0 . 4 4 8 0 . 3 8 6 0 . 9 9 4 0 . 7 3 0
s e 2/ r m s e 0 . 9 5 4 0 . 7 4 2 0 . 9 0 2 0 . 9 7 0 0 . 9 6 8 0 . 9 7 8
S E 3/ R M S E 1 . 0 5 4 0 . 7 8 3 1 . 0 5 0 1 . 1 5 8 0 . 9 9 5 1.122
Ai =  0 . 5  
R M S E 3 . 9 6 7 2 . 2 1 7 0 . 4 7 2 0.100 0 . 3 7 3 0 . 1 6 7
S E i / R M S E 0 . 4 9 1 0 . 5 9 7 0 . 3 5 9 0 . 2 6 2 1.001 0 . 6 9 5
S E 2/ R M S E 0 . 9 7 7 0 . 7 7 5 0 . 8 4 7 0 . 9 9 9 0 . 9 8 5 0 . 9 8 2
S E g / R M S E 1 . 0 6 7 0 . 8 4 4 0 . 9 0 7 1 . 0 7 0 1 . 0 6 9 1 . 0 3 6
Aj =  1.0
R M S E 4 . 8 4 1 2 . 3 9 7 0 . 5 6 7 0 . 1 7 6 0 . 3 7 3 0 . 1 6 5
S E i / R M S E 0 . 3 9 8 0 . 5 5 2 0 . 2 9 0 0 . 2 0 9 1.000 0 . 6 9 4
S E 2/ R M S E 0 . 9 4 7 0 . 8 0 7 0 . 8 1 7 1 . 0 3 6 0 . 9 8 5 1 . 0 1 6
S E 3/ R M S E 0 . 9 9 9 0 . 8 9 5 0 . 8 5 7 1 . 0 6 0 1 . 0 6 2 1 . 0 4 5
Aj =  2.0
R M S E 5 . 9 3 0 2 . 5 0 5 0 . 6 8 2 0 . 3 0 3 0 . 3 8 4 0 . 1 6 6
S E i / R M S E 0 . 3 2 2 0 . 5 2 9 0 . 2 3 7 0 . 1 8 0 0 . 9 7 2 0 . 6 8 4
S E 2/ R M S E 0 . 9 7 9 0 . 7 7 8 0 . 8 6 9 1 . 1 2 7 0 . 9 6 0 1 . 0 0 7
S E 3/ R M S E 0 . 9 2 0 0 . 8 3 4 0 . 8 3 6 1 . 0 2 4 1 . 0 3 4 0 . 9 6 8
SEi =  standard error from the information matrix
SE 2 =  standard error from the Hessian matrix
SE 3  =  standard error from the outer product matrix
Table 4.5: RMSE and Standard Error of MLE (T=60 cr2 =0.5)
fa
------ —
fa fa
....%..... .....a .......
-^ 2 3^
Aa =  - 2.0
R M S E 1 5 . 5 6 8 1 9 . 8 5 1 2 . 3 7 0 0 . 4 7 1 0 . 8 7 4 0 . 3 1 6
S E i / R M S E 0 . 2 7 4 0 . 1 4 6 0 . 1 5 8 0 . 2 8 4 0 . 9 3 1 0 . 8 2 6
s e 2/ r m s e 0 . 7 2 2 0 . 5 0 8 0 . 4 7 0 1 . 0 3 4 0 . 9 3 7 0 . 8 5 5
S E g / R M S E 0 . 9 8 6 0 . 6 7 5 0 . 6 3 9 1 . 2 4 3 1 . 0 0 4 0 . 9 7 5
Aj =  - 1.0
R M S E 1 5 . 4 0 0 2 6 . 2 3 4 1 . 6 7 4 0 . 2 6 6 0 . 9 0 7 0 . 3 0 8
S E ^ R M S E 0 . 2 8 4 0 . 1 1 3 0 . 2 2 4 0 . 3 3 8 0 . 9 2 0 0 . 8 3 6
s e 2/ r m s e 0.686 0 . 4 2 0 0 . 5 4 8 1.020 0 . 9 1 1 0 . 9 5 1
S E 3/ R M S E 0 . 8 9 2 0 . 5 4 2 0 . 7 7 0 1 . 1 8 4 0 . 9 5 8 1 . 0 8 9
Aj =  - 0 . 5  
R M S E 1 2 . 5 4 5 2 0 . 5 8 1 1 .5 1 1 0 . 1 5 0 0 . 9 0 7 0 . 3 2 0
S E i / R M S E 0 . 3 5 2 0 . 1 4 4 0 . 2 5 6 0 . 4 2 2 0 . 9 2 1 0 . 8 1 7
s e 2/ r m s e 0 . 7 9 2 0 . 5 1 0 0 . 6 1 3 1 . 0 0 6 0 . 9 1 8 0 . 9 3 5
S E 3/ R M S E . 0 . 9 3 5 0 . 6 1 0 0 . 7 6 6 1 . 1 2 3 0 . 9 1 8 1 . 0 6 4
r-l 
H
II 
pJ 1 5 . 9 3 1 3 2 . 9 4 8 1 . 9 5 9 0 . 0 6 1 0 . 9 2 5 0 . 3 1 4
S E i / R M S E 0 . 2 8 1 0 . 0 9 0 0.210 0 . 5 7 0 0 . 9 0 3 0 . 8 7 1
s e 2/ r m s e 0 . 6 1 2 0 . 3 7 5 0 . 4 5 1 0 . 9 5 9 0 . 8 7 7 0 . 9 8 2
S E 3/ R M S E 0 . 7 2 2 0 . 5 1 5 0 . 4 4 1 0 . 9 7 8 0 . 9 2 9 0 . 9 7 2
Ai =  0 . 5  
R M S E 1 2 . 6 6 4 2 2 . 5 3 7 1 . 9 8 0 0 . 1 5 4 0.886 0 . 3 1 4
S E i / R M S E 0 . 3 4 9 0 . 1 3 1 0 . 1 9 5 0 . 4 1 0 0 . 9 4 2 0 . 8 3 3
s e 2/ r m s e 0 . 7 5 3 0 . 4 4 6 0 . 4 7 7 0 . 9 6 8 0 . 9 2 1 0 . 9 4 0
S E 3/ R M S E 0 . 8 3 1 0 . 5 2 8 0 . 4 8 1 0 . 8 9 1 0 . 9 3 8 0 . 9 0 7
Ai =  1.0
R M S E 1 5 . 9 0 9 2 8 . 4 0 8 2 . 2 3 9 0 . 2 7 6 0 . 9 1 2 0 . 3 2 8
S E i / R M S E 0 . 2 7 5 0 . 1 0 4 0 . 1 6 8 0 . 3 2 6 0 . 9 1 5 0 . 7 8 4
s e 2/ r m s e 0 . 6 7 1 0 . 3 9 8 0 . 4 7 1 0 . 9 4 1 0 . 8 9 2 0 . 8 5 6
S E 3/ R M S E 0 . 9 1 5 0 . 5 0 5 0 . 6 6 0 1 . 2 2 8 0 . 9 4 5 1 . 0 3 4
Ai =  2.0
R M S E 1 6 . 4 6 2 2 2 . 7 5 3 3 . 4 5 6 0 . 4 7 3 0 . 9 0 7 0 . 3 1 8
S E i / R M S E 0 . 2 5 9 0 . 1 2 7 0 . 1 0 9 0 . 2 8 3 0 . 8 9 7 0 . 8 2 2
s e 2/ r m s e 0 . 7 1 0 0 . 4 9 6 0 . 3 3 9 1 . 0 1 4 0 . 8 9 0 0 . 8 4 2
S E 3/ R M S E 0 . 9 6 2 0 . 6 0 7 0 . 5 1 8 1 . 1 4 7 0 . 9 1 8 1 . 0 0 9
SEi =  standard error from the information matrix
SE 2 =  standard error from the Hessian matrix
SE 3  =  standard error from the outer product matrix
Table 4.6: Kolmogorov-Smironov Statistics for Asymptotic ^ -D istrib u tio n
( ^ = 0 .1 )
Wald! W akl2 LM LR
A! =  - 2 .0
T=30 0.080 0.065 0.693 0.055
T=60 0.042 0.084 0.751 0.059
Aa =  -1 .0
T=30 0.066 0.114 0.747 0.059
T=60 0.031 0.066 0.748 0.027
Aa =  -0 .5
T=30 0.132 0.160 0.763 0.115
T=60 0.073 0.097 0.734 0.065
Ai =  0 .1
T —30 0.153 0.150 0.842 0.117
T=60 0.044 0.058 0.685 0.029
Aj =  0.5
T=30 0.113 0.133 0.675 0.093
T=60 0.026 0.058 0.686 0.019
Ai =  1 .0
T=30 0.077 0.142 0.692 0.060
T=60 0.033 0.056 0.771 0.033
Aj =  2 .0
T=30 0.083 0.093 0.843 0.063
T=60 0.029 0.101 0.691 0.031
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Table 4.7: Kolmogorov-Smironov Statistics for Asymptotic \ 3-D istributi0n
(cr2= 0 . 5 )
Waldx Wald2 LM LR
Aj =  -2 .0
T=30 0.195 0.089 0.756 0.018
T=60 0.125 0.053 0.669 0.017
Ai =  - 1 .0
T=30 0.201 0.116 0.768 0.073
II 05 O 0.084 0.066 0.700 0.038
Ax =  -0 .5
T =30 0.149 0.160 0.793 0.082
T=60 0.068 0.097 0.718 0.041
Aj =  0.1
T=30 0.130 0.139 0.727 0.101
T=60 0.069 0.112 0.695 0.051
Aj =  0.5
T=30 0.165 0.168 0.711 0.102
T=60 0.067 0.174 0.724 0.033
Ai =  1.0
II CO 0 0.194 0.108 0.644 0.048
T=60 0.108 0.064 0.808 0.063
>• II N3 O
II CO 0 0.191 0.109 0.711 0.039
T =60 0.134 0.114 0.707 0.034
Table 4.8: Real Size of the X'3-Distribution
(T=30 cr2 =0.1)
Walda Wald2 LM LR
Ai =  -2 .0
a = 0.01 0.044 0.050 0.413 0.022
a= 0 .05 0.102 0.111 0.634 0.0860T“iOIIs 0.160 0.158 0.761 0.135
Aj =  - 1 .0
a = 0.01 0.041 0.090 0.478 0.022
a= 0.05 0.085 0.155 0.746 0.063
a = 0.10 0.139 0.202 0.842 0.122
Ai =  -0.5
a = 0.01 0.043 0.107 0.322 0.023
a=0.05 0.110 0.189 0.698 0.086
a = 0.10 0.175 0.255 0.849 0.147
Ai =  0.1
a = 0.01 0.057 0.105 0.650 0.030
a= 0.05 0.127 0.180 0.860 0.093
a = 0.10 0.208 0.244 0.938 0.163
Ai =  0.51—100IIs 0.045 0.097 0.439 0.020
a=0.05 0.116 0.167 0.628 0.089
a = 0.10 0.181 0.220 0.752 0.159
Aj =  1.0
a = 0.01 0.039 0.094 0.300 0.015
a=0.05 0.097 0.163 0.629 0.075
a = 0.10 0.153 0.236 0.771 0.126
Ax =  2 .0
a = 0.01 0.051 0.070 0.664 0.026
a= 0.05 0.099 0.131 0.864 0.071
a = 0.10 0.153 0.183 0.936 0.128
Table 4.9: Real Size of the x'|-Distribution
(T=30 <t2 =0.5)
Waldj Wald2 LM LR
Aj =  -2 .0
a = 0.01 0.196 0.068 0.472 0.015
a= 0.05 0.243 0.133 0.757 0.056
a = 0.10 0.288 0.177 0.852 0.109©ili
a = 0.01 0.194 0.088 0.479 0.014
a= 0.05 0.250 0.162 0.762 0.068
a = 0.10 0.297 0.213 0.865 0.124
Aa =  -0.5
a = 0.01 0.116 0.123 0.371 0.027
a= 0 .05 0.182 0.197 0.734 0.065
a = 0.10 0.238 0.255 0.871 0.137
Ai =  0.1
a = 0.01 0.075 0.110 0.384 0.024
a= 0.05 0.147 0.187 0.637 0.083
P II o o 0.213 0.232 0.797 0.157
Ai =  0.5
a = 0.01 0.133 0.124 0.300 0.022
a= 0 .05 0.202 0.203 0.603 0.074
P II o o 0.250 0.268 0.764 0.142
Xi =  1 .0
a = 0.01 0.180 0.095 0.380 0.009
a= 0.05 0.233 0.156 0.582 0.066
a = 0.10 0.285 0.196 0.710 0.132
Aj =  2 .0
a = 0.01 0.198 0.070 0.320 0.009
a=0.05 0.239 0.143 0.645 0.053
a = 0.10 0.275 0.200 0.779 0.097
Table 4.10: Real Size of the Xg-Distribution
(T=60 (t2 —0.1)
Waldj W ald2 LM LR
Aj =  - 2 .0
a = 0.01 0.014 0.034 0.381 0.008
a= 0.05 0.061 0.102 0.703 0.053
a = 0.10 0.121 0.162 0.829 0.119
Ai =  - 1 .0
a = 0.01 0.015 0.048 0.455 0.011
a= 0.05 0.060 0.115 0.671 0.061oi—ioIIa 0.119 0.150 0.813 0.110
= -0 .5
a = 0.01 0.021 0.055 0.384 0.015
a= 0.05 0.076 0.129 0.680 0.064
a = 0.10 0.132 0.184 0.803 0.127
Aj =  0.1
a = 0.01 0.023 0.051 0.345 0.016
a=0.05 0.081 0.103 0.613 0.067
P II © o 0.127 0.149 0.745 0.122
Ai =  0.5
a = 0.01 0.014 0.052 0.333 0.011
c*=0.05 0.056 0.104 0.620 0.052
a = 0.10 0.114 0.149 0.751 0.106
Aa =  1.0
a = 0.01 0.016 0.039 0.554 0.010
a = 0.05 0.049 0.101 0.795 0.052
a = 0.10 0.110 0.153 0.870 0.110
Aj =  2 .0
a = 0.01 0.018 0.055 0.366 0.009
a=0.05 0.071 0.129 0.593 0.065
a —0.10 0.121 0.186 0.754 0.121
Table 4.11: Real Size of the ^ -D is tr ibu tion
(T=60 <r2=0.5)
Waldi W ald2 LM LR
Aj =  - 2 .0
a = 0.01 0.118 0.036 0.325 0.007
a= 0.05 0.172 0.189 0.573 0.061
a = 0.10 0.215 0.147 0.714 0.110
Aa =  -1 .0
T—
t
OOIIS 0.082 0.056 0.504 0.007
a= 0.05 0.132 0.113 0.698 0.055
a = 0.10 0.174 0.152 0.797 0.119
Ax =  -0 .5
a = 0.01 0.058 0.058 0.367 0.010
a= 0 .05 0.115 0.138 0.683 0.059
a = 0.10 0.159 0.194 0.806 0.117
Ax =  0 .1
a = 0.01 0.047 0.073 0.379 0.019
a= 0.05 0.090 0.140 0.649 0.059
p II 0 0 0.156 0.207 0.767 0.128
Ai =  0.5
a = 0.01 0.048 0.098 0.253 0.009
a= 0.05 0.092 0.186 0.616 0.054
P II 0 0 0.152 0.255 0.793 0.1050rHII
a = 0.01 0.101 0.035 0.536 0.017
a= 0 .05 0.141 0.101 0.805 0.059
P II 0 0 0.197 0.161 0.907 0.116
Aa =  2.000II 0.139 0.060 0.370 0.014
a= 0.05 0.181 0.131 0.648 0.058
P II 0 (—4
 
0 0.226 0.193 0.780 0.113
141
Table 4.12: Asymptotic and Estim ated Power
(72 = 0.1 (T4 = 0.5
T  = 30 T  = 60 r  = 30 T  == 60
■p2) V V V V V V
Walda 
a  =  0.01 0.965 0.611 0.218 0.793 0.999 0.209 0.529 0.238
a  =  0.05 0.992 0.786 0.434 0.912 0.999 0.375 0.751 0.447
a  =  0.10 0.966 0.854 0.562 0.953 0.999 0.474 0.840 0.571
W ald2 
a  =  0.01 0.965 0.290 0.218 0.621 0.999 0.051 0.529 0.117
a  =  0.05 0.992 0.474 0.434 0.799 0.999 0.131 0.751 0.257
a  =  0.10 0.966 0.575 0.562 0.872 0.999 0.211 0.840 0.358
LM
a  =  0.01 0.965 0.867 0.218 0.910 0.999 0.470 0.529 0.694
a  =  0.05 0.992 0.962 0.434 0.998 0.999 0.715 0.751 0.897
a  =  0.10 0.966 0.983 0.562 1.000 0.999 0.835 0.840 0.959
LR
a  =  0.01 0.965 0.520 0.218 0.758 0.999 0.141 0.529 0.209
a  -  0.05 0.992 0.731 0.434 0.905 0.999 0.324 0.751 0.428
a  =  0.10 0.966 0.823 0.562 0.951 0.999 0.432 0.840 0.555
1) V  — asym ptotic power
2) V  — estim ated power
CHAPTER 5
SHRINKAGE ESTIMATION IN NONLINEAR  
REGRESSION: THE BOX-COX TRANSFORM ATION
5.1 In tro d u c t io n
In the normal linear regression model, the Stein-rule coefficient estim ator is 
known to dom inate the m aximum likelihood (ML) estim ator under quadratic loss 
for the case of more than  two param eters if certain design related conditions are 
met. W ith the advent of increased computing power, the nonlinear regression 
model tends to be widely used in econometric applications. Therefore, it is worth­
while to analyze Stein-rule estim ation within the framework of the nonlinear re­
gression model. However, there have been only a few studies 011 Stein-like or biased 
estim ation methods in the context of the nonlinear regression model [Schaefer, Roi 
and Wolfe (1984); Schaefer (1986); Adkins and Hill (1989)].
Schaefer, Roi and Wolfe (1984) proposed a ridge-type estim ator for the logistic 
regression model and showed th a t the ridge estim ator had smaller MSE than the 
ML estim ator when the sample size was sufficiently large and the multicollinear- 
ity was severe. Schaefer (1986) employed a Stein-rule estim ator in the logistic 
regression model. He showed th a t the Stein-rule estim ator outperform ed the ML 
estim ator when the da ta  were multicollinear.
In the context of the probit model, Adkins and Hill (1989) investigated the 
risk properties of a Stein-rule estim ator, together with those of the constrained
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ML and pretest estimators. The positive-part. Stein-rule estim ator outperformed 
the ML estim ator and had smaller risk than the Stein-rule estim ator for small to 
m oderate degree of hypothesis error.
The objective of this C hapter is to propose a shrinkage (positive-part Stein- 
like) estim ator for the Box-Cox model and to derive the asymptotic risk functions 
of the ML, constrained ML, pre-test and shrinkage estim ators. The estim ated 
(small sample) risk functions of these estim ators will be examined using a Monte 
Carlo simulation.
In Section 5.2, a shrinkage estim ator for the Box-C'ox model will be presented, 
together with the ML, constrained ML, and pretest estim ators. In Section 5.3, 
the asym ptotic risks of the constrained ML, pretest, and shrinkage estim ators will 
be derived and will be compared to the ML estim ator’s risk function. Section 5.4 
will contain the design of simulation. The results will be discussed in Section 5.5 
and conclusions presented in Section 5.6.
5.2 A lte r n a t iv e  E s t im a to r s
in  th e  B o x -C o x  R e g r e ss io n  M o d e l
The general Box-Cox regression model is given by
T{yt) — Pi +  /?2^ 2i 2  ^ +  ■'' +  
=  /.tf +  €t ~  i i d N (0, cr2), t — 1,. .. , T
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where T (y t ) is a suitable transform ation th a t makes the random  variables yt nor­
mally distributed and xu, i — 1 are assumed to be nonstochastic. Since
the pre-transformed dependent variable yt is truncated (yt > 0 ), in order for the 
Box-Cox transform ation to be well defined, the transform ed variable y ^ 1'1 is also 
truncated [Hinkley (1975); Poirier (1978); Amemiya and Powell (1981)]:
y {tXl) = T(y t ) if L < T ( y t ) < R
where R  = —-r- and L = —oo if Ai < 0; R  =  +oo and L = — t- if Ai > 0 .  LetAj * Ai
0 =  (/?i, • • • ,/?*,, Aj, • • •, Afc,cr2)' and K  = dini(0). The log-likelihood function of 
the truncated Box-Cox model is given by
- £ > ( * ( * , )  -  # (£ ,) )  +  (Ai -  l ) f > < / ,  (5.1)
t = 1 t= 1
where R t = (R  — y,t)/cr and L t = (L — y-t)/(T and et =  — y t.
The ML estim ator 6_ is obtained by solving the first-order conditions for the 
log-likelihood function (5.1). Consider the linear restriction
Ho : R0  — r =  0
where R is a J  x A' m atrix of rank J .
The constrained ML estim ator 0 is obtained by maximizing the Lagrangean 
function
M ( 0 , y )  = C(0) -  f x{R0 -  r)  (5.2)
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where ^  is a J  x 1 Lagrange multiplier vector. Then the pre-test estim ator 9* is 
defined as
g* _  /  # u ^  &<*
~ \  0 if ti > CQ
where u  is an appropriate X(j)-statistic (e.g., Lagrange multiplier (LM), likelihood 
ratio  (LR) or Wald test) for testing H q : R0  =  r , and Ca is the critical value of 
^ ^ -d is tr ib u tio n  at the significance level a.  Using indicator functions, the pretest 
estim ator can be w ritten
0* ~  I(O,Cn]{u)0 + I{Cn,oo){u )0.
Finally, the shrinkage (positive-part Stein-like) estim ator proposed is:
0+ = I {a. o o ) ( u ) ( l - - ) ( 0 - 0 )  + 0It
where a is a constant such th a t a > J.  Since the critical value Ca a t the usual 
significance level (a  =  0.01, 0.05 and 0.10) exceeds the degrees of freedom J  of the 
^ ^ -d is tr ib u tio n , Ca will be selected as the value of a. W hen the test statistic is 
less than  the value of o, the shrinkage estim ator is reduced to the constrained ML 
estim ator while the linear combination of the ML and constrained ML estimators 
will be obtained if the statistic u exceeds the value of a. The more confidence in 
the null hypothesis we have, the larger the value of a will be selected. In contrast, 
the positive-part Stein-rule estim ator in the linear regression model takes the value 
of a on a certain closed interval for minimaxity. Our shrinkage estim ator tends 
to put a heavier weight on the null hypothesis than the positive-part Stein-rule
146
estim ator in the linear regression model since the asymptotic risk gain is obtained 
under the null hypothesis. Let u> =  1 — / (a oo)(t/)(l — ^). The shrinkage estim ator 
0+ can also be w ritten as a linear combination of the ML and constrained ML 
estim ators:
0 +  =  l o 6_ +  (1 —  o j ) 6_
The shrinkage estim ator has the property of shrinking every element of the ML 
estim ator 0 toward the corresponding element of the constrained ML estim ator 0. 
Therefore, the Stein-like estim ator may have significant risk gain if the constrained 
ML estim ator 0 is close to the true param eter vector 0O.
5.3  A s y m p to t ic  R isk  P r o p e r t ie s
Before we derive the asymptotic risk function of the Stein-like estim ator, several 
notations and relevant assumptions are given. We denote the score vector and 
Hessian m atrix  as follows:
dl  
n  
on
00
Q( i )  = 0000'
Q t {0) =  ~Q( 0)
In addition, the inform ation m atrix  is represented by -5(<?0) =  —EQ{00) and 
QT(£o) =  r^(£o)- The dependence of the score vector and information m atrix 
on the param eter vector will often be om itted, e.g., the score vector will be de­
noted by £, ra ther than  q(00). We want to make the following assumptions on the
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score vector and information matrix:
1 . [5 ]ij =  0 ( T )  as T  —> oo for i , j  = lim = ^oo exists and is a
T  —»oo
non-singular m atrix.
2 . p lim S^1(—Q t ) =  I k and plim(^^1(^0)(? r(^*) =  I k  for Of which is contained 
in the neighborhood of 0o.
3-
D efin ition  5.1 Let {-XV} be a sequence of random variables with distribution 
functions {iV} and X  be a random variable with the distribution function  {-F}. 
Suppose X t  X .  Then the asymptotic expectation of X F is defined by
A E ( X t ) =  E f ( X )
For the measurement of estim ator’s risk, the asymptotic risk function is defined 
as
e ihSo)  =  A E [ T ( l  -  e0y%T( l  -  a,)]
where 9_ is the estim ator of 0o such that X F =  T(0 — Qo)"$t {0. — do) converges in 
distribution to a random  variable Ar .
Consider the asymptotic relationship
where =  represents asymptotic equivalence. Since ~  N ( 0 , I k ), we can
infer that
^ V r C e - i o )  z
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where z ~  N(0,  I k ). Thus
and
V f ( 0  -  g0) = ^r1/2i
(5.3)
(5.4)
The elements of the constrained ML estim ator g satisfy the first-order conditions 
for the Lagrangean function (5.2):
q — R'ji — 0 
R l ~ r  = 0
By taking a first order Taylor series expansion of q about go,
£ =  £ +  Q{0_ — go)
Therefore, under the null hypothesis H 0,
-5st \ /T ( 9  -  g0) + ^ £  -  =  2
\ Z t r ( o  -  g0) =  o
(5.5)
(5.6)
R'
R iX
O
Using m atrix  notation, (5.5) and (5.6) are w ritten as
y / T { g - g 0) ' 
7f~H
Then, we obtain the following relationship:
V T { 6  -  g0) 
7 7  £
A_ TfSL
0
j4 -s t R'
- i
} r i
R iX
O
0
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Consequently,
v'T(g-g0) =
=  -  St? 1
V T
= S-t ' /2[Ik  -  W ] ^ 112- ~ q
where W  =  Ss^1|/ZR ’^R^S^1 A ' ) -1 R^sf-1^ 2 is an idem potent and symmetric m atrix of 
rank J.  Therefore, the following asymptotic equivalance is obtained:
V T ( d - 9 0) ± % T 1/2lIK - W } z  ( 5.7 )
P ro p o sitio n  5.1 The ML estimator 6 has the asymptotic risk function g(9,60) =  
K  under the weighted quadratic loss C — T(0 — 9o)"^t(@- ~ S_0).
P roof:
From (5.3),
y / T ( £ - 0 o )  = S t 1/2z 
Then the loss function is asymptotically
r  A J  ~ , 2L — ^ ~  \(K)
since z_ ~  N ( 0 , I k )- Therefore,
q { 9 , 0  o )  =  A '
P ro p o sitio n  5,2 The constrained ML estimator $ has the asymptotic risk func­
tion g(0,0o) = K  — J  under the weighted quadratic loss C =  T(0 — 9o)'^st(9 — @o) 
i f Hq : RS — r is true.
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P roof:
From (5.7),
V f ( ~ e  -  e 0) ±  5 t 1/2( i k  -  w ) z
Then the loss function is asymptotically
C ±  z'(I,< -  W ) z  ~ x U - j )
since z ~  N ( 0 , I k ) and I k  — W  is a symmetric and idempotent matrix of rank 
K  — J . Therefore,
e(hi-o) = K  -  J
P ro p o s i t io n  5 .3  The a-lev el pretest estimator (F has the asymptotic risk function 
g(0*,Oo) = K  — <7(1 — f£?a d \ f j +2)) undcr the weighted quadratic loss C — T(0~ — 
0oy Z T( r  — 0o) if H 0 : R0 — r is true.
P ro o f :
Consider the following pretest estimator
-f(0.Ca](W)^ +  (1 _  J(0,C„](«))£
From (5.4) and (5.7),
V f ( f - & )  = W j M v'TO? -  &)  + ( l - / ( o . c . i ( « ) ) v ^ ( 8 - & )
= -  «')s + (1 -  W . ) ^ t
=  ( i  -  / (o , c r „ i ( u ) ) a ; I / V i  +  s ~ t' I2( i k  -  w ' ) r
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The loss function is asymptotically
C i  z'[(l -  + (/,( -  H')]i
=  + z '( IK -  W ) z
The asymptotic risk function of the a-level pretest estimator is written as
Q {e \eo) -  E i {Ca^ )(u )z 'W z  + E z ' ( i K - w ) z
— E I ( C n, o o ) ( » ) u  +  — J )
since u =  : W :  ~  and zj(Ik ~  W )z  ~  x \k -J)- Therefore,
r°° 1
* « '■ «  =  ‘ ^ K ~ J)
L ,  r i l  J  + 2)/2)2 rJ+>)«" , J i 2 V "/J* '  + (A  -  J )
poo
— J I ^X(J+2) ~  ^r)V Ca
poo
~  ^A(2J+2))
w C o t
P ro p o s i t io n  5.4 TTie shrinkage estimator 0+ has the asymptotic risk function 
e(&+,Qo) =  r(J'/2)e~a/'2(a /2 )'7/'2~2 + K  — J  under the weighted quadratic loss C = 
T ( 0 + — ^o)/^ :r ( ^ + ~  £o) */ null hypothesis Ho ’ RO = r holds and a > J .
P ro o f :
V f ( d + - o 0) =  u V f ( 6 - e 0) + ( i  -  u ) V f ( e  -  o0)
=  wSJ:1/2(7a- -  +  (1 -  w )3£1/2z
= (1 -  u>)Q£1/2VTz + S r 1/2(//v -  W)*
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Then the loss function is asymptotically
C -  z![{l -  cv)2w  + (IK -  W)]z  
=  ( 1 - u ) 2s ! W z  +  z ' { I k - W ) z
The asymptotic risk function is written as
e ( t ,O o )  =  E{ 1 -  wf z f Wz  +  E z ' { I k  -  W) z
— EI(a CX))(u)(l — — )2u -f- A — J  
u
since u =  z^Wz  ~  X(j) and z_'(Ik — W )z  ~  x \ k ~ j ) -  Consider 
E I {ai<x)(u)( l  -  - f u  = I  (1 -  - ? u Ti<j /2)2JCuJl2 *c “/2rfu
Ja T(J/2)2JC uJ/2e U/2du~ 2al  T(J/2)2JC uJ/2 ^  U/2(/"
/* oo 1
+  a 2 [   - ____u J / 2 ~ 2e - u / 2d u
+  Ja T(J/2)2JC
2 Z100 . 2a z100/* 0 0  , 7 ^ 1  / 'O O
I  x J/2e ~xd x  -  I XJ/2- 1e ~ xd.x
Ja/ 2 T lJ /2 )  / a /2r ( « / / 2 )  ( Ja/
I fl2 [°° x J/2- 2e~xdx
2 r ( » 7 / 2 )  / a /2
iVofe Z/mZ
/ ” 1 V  “m£‘“
L  f ( 7 )  e *  =  5 .r ( J )  i s  ">
and a > J . Using the approximation
poo
/ x J- 1e~xdx ~  e_aa ‘r_1[l +  (</ — l ) /o  +  (J  — 1)(J — 2 ) /a 2] [Maasoumi (1978)]
«/ a
we obtain
b  w m i  -  f  )*• -
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Consequently, the risk function becomes
e ii*  , 4 0  =  f ( 7 7 5 ) e ' “ / : '< “ / 2 ) ' ' / 2 ' 2 +  * '  -  3
P ro p o s i t io n  5.5 For any a > J , the asymptotic risk of the shrinkage estimator 
0+ dominates that of the ML estimator 9 under the weighted quadratic loss C — 
T($+ — (?o)/5 :7’(£+ — 0O) the null hypothesis Ho : R9 = r holds and J  > 2.
Proof;
1) I f  J  > 4
e { t , h )  = p ~ ) e - /2(o/ 2)J/2- 2 +  K  -  J
Consider the first and second derivatives of the risk function with respect to a:
The solutions for the first-order condition are a = J  — 4 and a = 0. Since 
§~f |a=J-4 <  0, the risk function has a maximum at a =  J  — 4 for a > 0. The 
maximum risk is
e ™ r =  F (7 7 2 ) c " J /2 + 2 (7 /2  ~ 2 )J /2 " 2 +  A’ “  J
Using Stirling’s formula F (J  — 1) ~  \J2tt( J  — 2)(^-2e 2)J!2 2, we obtav
--------------- 1  - ..+ K - J
( J / 2 - 1 ) v/2tt( J / 2 - 2 )
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which is less than K . Therefore, for any a > J ,
q(S.,Sjo) <  K
since g is monotonically decreasing if a > J  — 4.
2) I f  2 < J  < 4 
Since a > J ,
2)J/2_2 < 1  for J  = 2 ,3 ,4
Therefore,
q{<LM < K
Under the null hypothesis, the constrained ML estim ator has the smallest risk 
function. The pretest estim ator and shrinkage estim ator have risk between those 
of the ML and constrained ML estim ators. The risk of the pretest estim ator 
increases as the significance level declines. The greater the value of the constant 
a, the larger the risk gain of the shrinkage estim ator can we obtain since the risk 
function is monotonically decreasing with respect to a.
5 .4  D e s ig n  o f  M o n te  C arlo  E x p e r im e n ts
For our analysis, the da ta  were generated by the model:
= 10.0 +  1.5®S,1} -  0.54V0* +  et
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where Ai =  ( 0 . 1 , 0 . 5 , 1 . 0 , 2 . 0 )  and a 2 =  ( 0 . 1 , 0 . 5 ) .  The error disturbances et were 
obtained using the GAUSS i V ( 0 , l )  random  num ber generator RNDNS such that 
t/t(A,) > — since we can only observe truncated values of yt (yt > 0 ) .  The model 
was chosen to have two explanatory variables whose values were generated from 
linear combinations of uniform random  numbers (GAUSS function RNDUS) such 
th a t corr(x2t, x 3t) =  0 .2 :
X2t — 1 2  +  4 xi-t
x 3t =  1 5  +  u t +  2 \ / 6  v t
where « t and vt are uniformly distributed on the interval U( — y/3, \/3 ). The vari­
ances of the error term  (cr2 =  0 .1  and 0 . 5 )  account for approximately 2 % and
6 % of the variation of the right-hand side of the Box-Cox model, respectively.
Each Box-Cox model was estim ated 1 0 0 0  times for samples of size 3 0  and 60 .  We 
considered the null hypothesis Ho : Aj = A2 = 0 and A3 = 1.0 .  Let be the zth 
param eter estim ator in the j th  replication of simulation. The estim ated risk and 
MSE are defined by
N
Risk under Quadratic Loss =  ]T](0j — d)'(flj ~  d ) /N
N
Risk under Weighted Q uadratic Loss =  ~ - ) ' ^ ~ l (dj — d ) /N
3 =1
N
MSE of an Individual Param eter Estim ator =  ^ ( ^ i j  — di)2/ N
j=i
where 0j is the zth param eter of the param eter vector 0 ; 0j is the estim ator for 
0 in the j  th  replication of simulation; and N  represents the num ber of simulation
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replicates. The information m atrix  5  was obtained using numerical integration 
(GAUSS function INTQUAD1). For testing the null hypothesis, we employed the 
likelihood ratio  test since it uses the information from the unconstrained ML and 
constrained ML estim ators.
5 .5  R e su lts
5.5.1 Risk Properties in the Model cr2 = 0.1
W hen we define the hypothesis error as the distance of the hypothesized value 
from the true param eter value, the size of hypothesis error is proportional to the 
value of Ai. Results for the estim ated risks under quadratic loss for cr2 =  0.1 are 
reported in Table 5.1. The estim ated risks for all estim ators decrease when the 
hypothesis error is reduced (Ax =  2.0 —> Ai =  0.1). For relatively small hypothesis 
error (Ai =  0.1) at T  = 30, the ML estim ator has the largest risk under quadratic 
loss. W hen the hypothesis error increases, the pretest estim ators have the same 
value of risk as the ML estim ator since all the LR tests reject the null hypothesis. 
The pretest estim ators at 0.01 and 0.05 levels of significance have higher risk than 
the ML estim ator for the model Ai =  0.5 at T  =  30. The pretest estim ators 
at all significance levels display higher risk than the ML estim ator for the model 
A2 =  1 when T  — 60. The shrinkage estim ator dominates the ML estim ator 
and the pretest estim ator over the whole range of hypothesis error. According to 
our analytical results (Section 5.3), the risk of the pretest estim ator is expected 
to be smaller at. the higher significance level than  at the lower significance level.
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Analytically, the asymptotic risk of the constrained ML estim ator is less than 
th a t of the ML estim ator under the null hypothesis. If we take the conservative 
standard  (high significance level), we are more likely to choose the constrained 
ML estim ator (which has small risk values) than the unconstrained ML estim ator 
(which leads to small risk of pretesting). However, the risk of the pretest estim ator 
declines with the lower significance level (larger value of a)  when the risk of the 
ML estim ator is less than  th a t of the pretest estim ator (for Ai =  0.1 at T  =  60 ; 
for Ai =  0.5 at T  = 30).
For the models Aa =  0.1 and Ai =  0.5, the constrained ML estim ator dom ­
inates other (ML, pretest and shrinkage) estim ators at T  = 30. The shrinkage 
estim ator has smaller risk values than the ML estim ator, the constrained ML es­
tim ator and the pretest estim ator for the models A! =0.5 and 1.0 (T=30 and 60). 
In addition, the shrinkage estim ator dominates the ML estim ator over the whole 
space of hypothesis error for all sample sizes. Asymptotically, the shrinkage es­
tim ator using the larger critical value has smaller risk than the estim ator using 
the smaller critical value. The results of our experiments are shown to correspond 
to the asymptotic results. W hen the sample size increases, all estim ators but the 
constrained estim ator have reduced risk. If Aj > 0.5, the risk of the ML estim ator 
is lower than  th a t of the constrained ML estim ator.
W hen we consider the risk gain over the ML estim ator (Tables 5.5 and 5.7), 
the shrinkage estim ator performs well. For the model with small hypothesis error
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(Aj =  0.1), the risk of the shrinkage estim ator is less than  50 % of risk of the ML 
estim ator at T  = 30. The risk gain of the constrained ML estim ator is similar to 
th a t of the shrinkage estim ator for large hypothesis error. However, the shrinkage 
estim ator dominates all other estim ators at T  — 60.
The M SE’s for cr2 — 0.1 are reported in Tables 5.9-5.12. The M SE’s of the 
estim ators for f3\ and (32 account for almost 98% of the estim ated risk under 
quadratic loss. We observe th a t the MSE of the estim ator for (32 in constrained 
ML estim ation is very small relative to the M SE’s for other (ML, pretest and 
shrinkage) estim ation m ethods. Therefore, the low risk for the constrained ML 
estim ator can be explained by the remarkably small MSE of the estim ator for fi2. 
All M SE’s except for the constrained ML estim ator are reduced when the sample 
has more observations. The m agnitude of reduction in the MSE of the est imator 
for f32 is conspicuous with increasing sample size.
The estim ated risks (Table 5.3) under weighted quadratic loss have similar 
properties to those under quadratic loss, but the m agnitude of the risks under 
weighted quadratic loss is much larger than under quadratic loss.
5.5.2 Risk Properties in the Model a 2 =  0.5
The estim ated risks for the model a 2 — 0.5 are given in Tables 5.2 and 5.4. For 
all models (Aj=0.1, 0.5, 1.0 and 2.0), the shrinkage estim ator dominates the ML 
estim ator. It is worth mentioning th a t the risk of the constrained ML estim ator 
is much lower than tha t of any other estim ator over the whole range of hypothesis
error, regardless of the loss function. W hen the error variance is relatively large 
(cr2 =  0.5), the estim ated risk for Aj =  2.0 is smaller than  th a t for Aj =  1.0. 
From tables 5.13-5.16, we can observe tha t the M SE’s of the linear param eter 
estim ators for the model Aj =  2.0 are more stable than  for the model Ai =  1.0 . 
W ith increasing sample size, the risks are reduced except for the constrained ML 
estim ator. The pretest estim ators for all models have lower risk than the ML 
estim ators at T  =  30. However, the risks of the pretest estim ators are higher than 
those of the ML estim ators for Ai =  0.1 and Ai =  2.0 when T  = 60. The risk of the 
pretest estim ator is higher with a lower significance level when the ML estim ator 
has higher risk than the pretest estim ator. If the pretest estim ator has higher risk 
than the ML estim ator, the reverse is true.
The estim ated M SE’s for the model a 2 = 0.5 are reported in Tables 5.13-5.16. 
The constrained ML estim ators show a conspicuously small value for estim ated 
risk, which may be explained by the observation that the M SE’s of the linear pa­
ram eter estim ators in the constrained ML estimation are very small, even though 
the hypothesis error is substantial (e.g., Aa =  2.0). The risk gain of the shrink­
age estim ator and the constrained ML estim ator over the ML estim ator is larger 
when the error variance increases (Tables 5.5-5.8 ). The constrained ML estim a­
tor, especially, has very low risk ratio relative to the ML estim ator even though 
the hypothesis error is large. Generally, the M SE’s are reduced when the sam­
ple has more observation, except in the case of the constrained ML estimators.
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The m agnitude of reduction in the MSE of the estim ator for /?2 is particularly 
substantial.
5 .6  C o n c lu sio n s
We can summarize the results as follows:
1. According to our analytical results, the shrinkage estim ator dominates the 
ML estim ator. The results of our simulation experiments are in accord with 
the asym ptotic results in small samples.
2. The risk of the pretest estim ator is less at higher significance levels than at 
lower levels of significance. The reverse is true when the ML estim ator has 
lower risk than the pretest estim ator.
3. The risk of the ML estim ator is higher than  th a t of the constrained ML 
estim ator for the model cr2 =  0.1 at T  = 30. However, the ML estim ator has 
lower risk than the constrained ML estim ator as hypothesis error increases 
for the model a 2 — 0.1 a t T  = 60.
4. Asymptotically, the risk function of the shrinkage estim ator is monotonically 
decreasing with respect to the constant a. Our Monte Carlo experiments 
support this asym ptotic result.
5. The risks and M SE’s for the ML, pretest and shrinkage estim ators decrease 
when the sample size increases. The risk of the constrained ML estim ator
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increases as the sample size becomes larger.
6 . W hen the variance of the error disturbances is large (cr2 = 0.5), the con­
strained ML estim ators dom inate the ML estim ators over the entire range of 
hypothesis error. The estim ated risk for the model Ai =  2.0 is smaller than 
for the model Aj =  1.0 when the variance of the error term  is 0.5.
7. The risk gain of the shrinkage estim ators over the ML estim ators increases 
when the variance of the error disturbances becomes larger.
Table 5.1: Estim ated Risk under Q uadratic Loss
(<r2 =  0 .1 )
II o Ax =  0.5 Ax =  1.0 Ax =  2.0
M L
T=30 70.018 81.110 99.908 155.478
T =60 18.182 21.060 29.707 42.188
R M L
T=30 10.968 43.547 61.136 78.337
T=60 11.734 44.412 61.780 78.714
P r e te s t 1
T=30 62.823 81.339 99.908 155.478
T=60 19.161 21.060 29.707 42.188
P r e te s t2
T=30 68.631 81.153 99.908 155.478
T =60 18.636 21.060 29.707 42.188
P r e te s t3oCOII 69.296 81.110 99.908 155.478
T =60 18.394 21.060 29.707 42.188
S te in 1
T=30 18.508 43.040 58.050 91.697
T =60 9.689 16.379 23.049 29.841
S te in 2
T =30 26.500 51.262 67.435 107.401
T=60 10.356 17.023 24.375 32.756
S te in 3oCOII 31.714 55.931 72.632 115.537
T=60 11.049 17.542 25.176 34.312
RML
P re test1
Pretest.2
P retest3
Stein1
Stein2
Stein3
=  constrained ML estim ates 
=  pretest estim ates at level 0.01 
=  pretest estim ates at level 0.05 
=  pretest estim ates at level 0.10
=  shrinkage estim ates with a — x^O.Ol)
=  shrinkage estim ates with a =  xi(0-05)
=  shrinkage estim ates with a = X'g(O.lO)
Table 5.2: Estim ated Risk under Q uadratic Loss
{a2 =  0.5)
Aa =  0.1 i-* II o b* Ax =  1.0 Aj =  2.0
M L
T=30
T=60
11824.120
1344.336
19789.498
673.681
60510.114
1073.080
16830.985
806.540
R M L
T=30
T=60
11.170
12.045
43.860
44.754
61.315
62.085
78.605
78.946
P r e te s t 1
T=30
T=60
5366.218
954.334
18620.618
674.051
60099.594
1074.974
16718.281
807.957
P r e te s t2
T=30
T=60
10079.830
1267.982
19616.519
674.045
60439.262
1073.721
16822.778
807.041
P r e te s t3
T=30
T=60
10942.179
1298.441
19715.697
673.599
60480.799
1073.234
16830.254
806.687
S te in 1
T=30
T=60
258.984
132.837
5240.702
334.683
13751.621
616.080
4776.065
431.872
S te in 2
T=30
T=60
1094.451
278.965
8270.790
414.950
24468.786
735.739
7589.888
530.328
S te in 3
T=30
T=60
1959.614
401.094
10008.052
457.328
30299.999
794.986
9101.661
578.983
RML
P retest1
P retest2
Pretest.3
Stein1
Stein2
Stein3
=  constrained ML estim ates 
=  pretest estim ates at level 0.01 
=  pretest estim ates at level 0.05 
=  pretest estim ates at level 0.10
=  shrinkage estim ates with a = \-g(0 .01 )
=  shrinkage estim ates with a =
=  shrinkage estim ates with a = x^O.lO)
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Table 5.3: Estim ated Risk under Weighted Q uadratic Loss
(cr2 =  0.1)
Aj =  0.1 Xi = 0.5 Aa =  1.0
oII<<
M L o00II 44392.379 61633.355 72920.940 92273.179
T=60 8209.787 8445.625 10372.345 13746.246
R M L
T=30 59.756 2386.251 7832.190 20067.569
T =60 135.644 5591.552 18114.402 45910.741
P r e te s t1
T =30 39447.556 61652.564 72920.940 92273.179
T =60 7933.022 8445.625 10372.345 13746.246
P r e te s t 2
T =30 43393.983 61637.736 72920.940 92273.179
T =60 8144.091 8445.625 10372.345 13746.246
P r e te s t3
T =30 43971.873 61633.355 72920.940 92273.179
T =60 8177.266 8445.625 10372.345 13746.246
S te in 1
T =30 8270.496 28804.231 39526.258 57198.504
T =60 2168.109 5806.984 8468.237 12009.737
S te in 2
T =30 15129.336 37492.584 48445.415 66588.897
T=60 3444.054 6469.616 8839.795 12146.497
S te in 3
T =30 19260.412 41771.774 52812.192 71178.822
T =60 4173.019 6808.171 9067.696 12323.234
RML
P retest1
P re test2
P retest3
Stein1
Stein2
Stein3
=  constrained ML estim ates 
=  pretest estim ates at level 0.01 
=  pretest estim ates at level 0.05 
=  pretest estim ates at level 0.10
=  shrinkage estim ates with a — x^O.Ol)
=  shrinkage estim ates with a = Xg(0.05)
=  shrinkage estim ates with a = x i ( 0 .10)
165
Table 5.4: Estim ated Risk under Weighted Q uadratic Loss
(cr2  =  0.5)
II o
lOoII-< Ai =  1.0
ociIIr-t
•<
M L
T = 30
T = 60
3872516.900
694515.670
6778576.000
300249.240
19123439.000
469677.400
3388751.100
428907.920
R M L
T =30
T =60
15.681
34.074
534.208
1239.192
1701.617
3908.305
4274.412
9728.462
P r e t e s t 1
T =30
T=60
1899908.200
513906.270
6439488.700
299499.740
19014454.000
469757.230
3356635.800
429015.270
P r e t e s t 2
T =30
T =60
3350379.700
669411.800
6731594.200
300068.230
19106842.000
469727.670
3386574.800
428987.160
P r e t e s t3
T =30
T =60
3644051.400
678897.450
6760342.100
300145.440
19116509.000
469694.110
3388537.900
428942.990
S te in 1
T = 30
T =60
104154.210
71568.871
2045560.700
148850.690
4528802.600
272856.030
1072963.800
226707.880
S te in 2
T = 30
T =60
405135.890
150494.240
3072453.900
186783.180
7907491.300
326102.440
1620836.400
281732.790
S te in 3
T =30
T = 60
700173.920
215306.820
3645767.700
206164.060
9733764.800
351927.750
1912433.500
308309.540
RML
P re test1
Pretest.2
Pretest.3
Stein1
Stein2
Stein3
=  constrained ML estim ates 
=  pretest estim ates at level 0.01 
=  pretest estim ates at level 0.05 
=  pretest, estim ates at. level 0.10
=  shrinkage estim ates with a =  \ | ( 0 .01)
=  shrinkage estim ates with a =  \3(0.05)
=  shrinkage estim ates with a =  x | ( 0 .10)
Table 5.5: The Risk Ratios Relative to the ML Estim ator
— Q uadratic Loss: cr2 =  0.1 —
Ax =  0.1 Ax =  0.5
©i—
iIIi—i
'K ocsiII
R M L
T =30 0.157 0.537 0.612 0.504
T =60 0.645 2.109 2.080 1.866
P r e t e s t 1
II CO o 0.897 1.003 1 . 0 0 0 1 . 0 0 0
T =60 1.054 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
P r e te s t 2
II CO o 0.980 1.001 1 . 0 0 0 1 . 0 0 0
T=60 1.025 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
P r e te s t 3
T=30 0.990 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
T=60 1.012 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
S te in 1
T=30 0.264 0.531 0.581 0.590
T=60 0.533 0.778 0.776 0.707
S te in 2
T=30 0.378 0.632 0.675 0.691
T=60 0.570 0.808 0.821 0.776
S te in 3
T=30 0.453 0.690 0.727 0.743
T=60 0.608 0.833 0.847 0.813
RML
P retest1
Pretest.2
P retest3
Stein1
Stein2
Stein3
=  constrained ML estim ates 
=  pretest estim ates at level 0.01 
=  pretest estim ates at level 0.05 
=  pretest estim ates at level 0.10
=  shrinkage estim ates with a =  xj^O.Ol)
=  shrinkage estim ates with a =  ,\i(0.05)
=  shrinkage estim ates with a = \g (0 .10)
Table 5.6: The Risk Ratios Relative to  the ML Estim ator
— Q uadratic Loss: <r2 =  0.5 —
Ax =  0.1 Aj =  0.5 II H-L b Aa =  2.0
R M L
H II CO o 0.001 0.002 0.001 0.005
II 05 o 0.009 0.066 0.058 0.098
P r e t e s t 1
T=30 0.454 0.941 0.993 0.993
T=60 0.710 1.001 1.002 1.002
P r e te s t 2
T=30 0.852 0.991 0.999 1.000
T =60 0.943 1.001 1.001 1.001
P r e te s t 3
T =30 0.925 0.996 1.000 1.000
T =60 0.966 1.000 1.000 1.000
S te in 1
T =30 0.022 0.265 0.227 0.284
T =60 0.099 0.497 0.574 0.535
S te in 2
T =30 0.093 0.418 0.404 0.451
T=60 0.208 0.616 0.686 0.658
S te in 3
T =30 0.166 0.506 0.501 0.541
T =60 0.298 0.679 0.741 0.718
RML
P re test1
P retest2
Pretest.3
Stein1
Stein2
Stein3
=  constrained ML estim ates 
=  pretest estim ates at level 0.01 
=  pretest estim ates at level 0.05 
=  pretest estim ates at level 0.10
=  shrinkage estim ates with a =  \ | ( 0 .01)
=  shrinkage estim ates with a = \ 3(0.05)
=  shrinkage estim ates with a = \ | ( 0 .10)
Table 5.7: The Risk Ratios Relative to the ML Estim ator
— Weighted Q uadratic Loss: cr2 =  0.1 —
oII<< Aa =  0.5
oIIr-l
<<
M II O
R M L
T=30 0.001 0.039 0.107 0.217
T=60 0.017 0.662 1.746 3.340
P r e te s t 1
T=30 0.889 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
T =60 0.966 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
P r e te s t 2
T=30 0.978 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
T =60 0.992 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
P r e te s t 3
II CO o 0.991 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
T=60 0.996 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
S te in 1
II CO o 0.186 0.467 0.542 0.620
T=60 0.264 0.688 0.816 0.874
S te in 2
T =30 0.341 0.608 0.664 0.722
T =60 0.420 0.766 0.852 0.884
S te in 3
T=30 0.434 0.678 0.724 0.771
T =60 0.508 0.806 0.874 0.896
RML
P retest1
P retest2
P retest3
Stein1
Stein2
Stein3
=  constrained ML estim ates 
=  pretest estim ates at level 0.01 
=  pretest estim ates at level 0.05 
=  pretest estim ates at level 0.10
=  shrinkage estim ates with a = \§ (0 .01)
=  shrinkage estim ates with a = \g(0.05)
=  shrinkage estim ates with a =  x^O.lO)
Table 5.8: The Risk Ratios Relative to the ML Estim ator
— Weighted Quadratic Loss: cr2 =  0.5 —
Xi = 0.1 Ax =  0.5 Ax =  1.0 Ax =  2.0
R M L
T=30 0.000 0.000 0.000 0.001
T=60 0.000 0.004 0.008 0.023
P r e te s t 1
T=30 0.491 0.950 0.994 0.991
T=60 0.740 0.998 1.000 1.000
P r e t e s t 2
II CO o 0.865 0.993 0.999 0.999
T=60 0.964 0.999 1.000 1.000
P r e te s t3
H II CO o 0.941 0.997 1.000 1.000
T =60 0.978 1.000 1.000 1.000
S te in 1
T=30 0.027 0.302 0.237 0.317
T=60 0.103 0.496 0.581 0.529
S te in 2
II CO o 0.105 0.453 0.413 0.478oCOIIE-* 0.217 0.622 0.694 0.657
S te in 3
T=30 0.181 0.538 0.509 0.564
T=60 0.310 0.687 0.749 0.719
RML
Pretest.1
P retest2
P retest3
Stein1
Stein2
Stein3
= constrained ML estim ates 
=  pretest estimates at level 0.01 
=  pretest estimates at level 0.05 
=  pretest estimates at level 0.10
=  shrinkage estimates with a = ^(O .O l)
=  shrinkage estimates with a = x i ( 0.05)
=  shrinkage estim ates with a = \-g(0 .10)
Table 5.9: Estim ated MSE for Param eter Estim ators
(<r2 =  0.1, Aj =  0.1)
Pi 02 P% Ax A2 A3
M L
T=30 29.666 39.198 0.805 0.003 0.273 0.069
T=60 12.040 5.803 0.166 0.002 0.141 0.028
R M L
T=30 10.776 0.130 0.039 0.010 0.010 0.000
T=60 11.542 0.126 0.043 0.010 0.010 0.000
P r e t e s t 1
T=30 27.825 34.060 0.699 0.007 0.184 0.045
T=60 13.394 5.453 0.163 0.004 0.121 0.023
P r e te s t 2
T=30 29.654 37.909 0.772 0.005 0.230 0.058
T =60 12.592 5.712 0.166 0.002 0.134 0.027
P r e te s t3
T=30 29.728 38.457 0.792 0.004 0.249 0.062
T =60 12.303 5.755 0,167 0.002 0.138 0.027
S te in 1
T=30 11.802 6.503 0.154 0.007 0.033 0.006
T=60 8.279 1.319 0.050 0.005 0.029 0.005
S te in 2
T=30 13.705 12.454 0.257 0.006 0.062 0.014
T=60 8.049 2.177 0.068 0.004 0.047 0.009
S te in 3
T=30 15.182 16.097 0.324 0.005 0.084 0.020
T=60 8.197 2.697 0.080 0.003 0.059 0.011
RML
P retest1
P retest2
Pretest.3
Stein1
Stein2
Stein3
=  constrained ML estim ates 
=  pretest estim ates at level 0.01 
=  pretest estim ates at level 0.05 
=  pretest estim ates at level 0.10
=  shrinkage estim ates with a =  \ | ( 0 .01)
=  shrinkage estim ates with a =  ^(O.OS)
=  shrinkage estim ates with a = \g (0 .10)
Table 5.10: Estim ated MSE for Param eter Estim ators
(cr2 =  0.1, Aj =  0.5)
01 02 0 z Ai A2 A3
M L
T =30 42.344 37.178 1.225 0.017 0.274 0.063
T = 60 15.740 4.915 0.223 0.010 0.139 0.028
R M L
II CO o 42.065 1.070 0.145 0.250 0.010 0 . 0 0 0
T =60 42.904 1.090 0.150 0.250 0.010 0 . 0 0 0
P r e t e s t 1
T =30 42.565 37.184 1.226 0.019 0.274 0.063o<£>IIi 15.740 4.915 0.223 0.010 0.139 0.028
P r e t e s t 2
T =30 42.385 37.179 1.225 0.018 0.274 0.063
T=60 15.740 4.915 0.223 0.010 0.139 0.028
P r e te s t 3
T = 30 42.344 37.178 1.225 0.017 0.274 0.063
T=60 15.740 4.915 0.223 0.010 0.139 0.028
S te in 1
T=30 26.392 15.902 0.556 0.056 0.104 0.024
T =60 13.330 2.789 0.136 0.028 0.078 0.016
S te in 2
T =30 28.870 21.446 0.725 0.035 0.146 0.034
T = 60 13.368 3.361 0.158 0.019 0.095 0.019
S te in 3
T = 30 30.673 24.206 0.811 0.028 0.168 0.039
T=60 13.590 3.640 0.169 0.016 0.103 0.021
RML =  constrained ML estim ates
P re test1 =  pretest estim ates at level 0.01
P re test2 =  pretest estim ates at level 0.05
P re test3 =  pretest estim ates at level 0.10
Stein1 =  shrinkage estim ates with a =  ^(O .O l)
Stein2 =  shrinkage estim ates with a = \'3(0.05)
Stein3 =  shrinkage estim ates with a =  X'^O.IO)
Table 5.11: Estim ated MSE for Param eter Estim ators
( a 2 = 0 .1 , Aa =  1 .0 )
/?! & f t Ai A2 A3
M L
H3 II CO o 58.005 39.829 1.673 0.045 0.278 0.055
T=60 23.434 5.746 0.322 0.031 0.139 0.027
R M L
T =30 58.419 1.512 0.186 1 . 0 0 0 0.010 0 . 0 0 0
T=60 59.040 1.531 0.190 1 . 0 0 0 0.010 0 . 0 0 0
P r e t e s t 1
T=30 58.005 39.829 1.673 0.045 0.278 0.055
T=60 23.434 5.746 0.322 0.031 0.139 0.027
P r e t e s t 2
T=30 58.005 39.829 1.673 0.045 0.278 0.055
T=60 23.434 5.746 0.322 0.031 0.139 0.027
P r e te s t 3
T=30 58.005 39.829 1.673 0.045 0.278 0.055
T =60 23.4.34 5.746 0.322 0.031 0.139 0.027
S te in 1
T =30 36.446 20.492 0.789 0.164 0.123 0.024
T=60 19.034 3.613 0.214 0.076 0.090 0.017
S te in 2
T = 30 40.419 25.688 1.019 0.099 0.163 0.032
T =60 19.746 4.204 0.243 0.053 0.104 0.020
S te in 3
T =30 42.964 28.222 1.134 0.078 0.183 0.036
T=60 20.250 4.486 0.257 0.045 0.110 0.021
RML =  constrained ML estim ates
P re test1 — pretest estim ates at level 0.01
Pretest.2 =  pretest estim ates at level 0.05
P re test3 =  pretest estim ates at level 0.10
Stein1 =  shrinkage estim ates with a =  ,\3(0 .01)
Stein2 =  shrinkage estim ates with a = \3(0.05)
Stein3 =  shrinkage estim ates with a =  \ 2(0.10)
Table 5.12: Estim ated MSE for Param eter Estim ators
(<r2 =  0.1, Ax =  2.0)
A 02 03 •Ai A2 A3
M L
T=30 85.239 67.436 2.299 0.141 0.271 0.052
T=60 35.165 6.273 0.465 0.092 0.147 0.028
R M L
T=30 72.274 1.829 0.214 4.000 0.010 0.000
T=60 72.634 1.844 0.217 4.000 0.010 0.000
P r e t e s t 1
T=30 85.239 67.436 2.299 0.141 0.271 0.052
T=60 35.165 6.273 0.465 0.092 0.147 0.028
P r e te s t 2
T=30 85.239 67.436 2.299 0.141 0.271 0.052
T=60 35.165 6.273 0.465 0.092 0.147 0.028
P r e te s t 3
T=30 85.239 67.436 2.299 0.141 0.271 0.052
T =60 35.165 6.273 0.465 0.092 0.147 0.028
S te in 1
T=30 52.149 37.604 1.290 0.470 0.137 0.026
T=60 24.951 4.250 0.305 0.205 0.099 0.018
S te in 2
T=30 59.488 45.840 1.563 0.278 0.173 0.033
T=60 27.300 4.820 0.349 0.139 0.113 0.021
S te in 3
T=30 63.584 49.783 1.696 0.219 0.190 0.037
T=60 28.578 5.088 0.370 0.119 0.119 0.022
RML
P retest1
Pretest.2
P retest3
Stein1
Stein2
Stein3
=  constrained ML estim ates 
=  pretest estim ates at level 0.01 
=  pretest estim ates at level 0.05 
=  pretest estim ates at level 0.10
=  shrinkage estim ates with a =  \ | ( 0 .01)
=  shrinkage estim ates with a = x |(0 .05)
=  shrinkage estim ates with a — ^(O .IO )
Table 5.13: Estim ated MSE for Param eter Estim ators
{a2 =  0.5, Aa =  0.1)
02 0» Ai a 2 A3
M L
T=30 1548.344 10226.516 47.122 0.008 1.408 0.276
T=60 253.792 1085.586 3.837 0.004 0.856 0.099
R M L
T=30 10.833 0.172 0.039 0.010 0.010 0.000
T=60 11.731 0.145 0.043 0.010 0.010 0.000
P r e t e s t 1
T=30 662.768 4674.333 28.440 0.011 0.304 0.074
II 05 ° 172.813 777.610 3.398 0.009 0.277 0.033
P r e te s t 2
T=30 1262.803 8777.437 38.379 0.010 0.644 0.140
T=60 231.841 1031.629 3.692 0.008 0.559 0.060
P r e te s t 3
T=30 1396.535 9498.818 45.368 0.010 0.818 0.180on 240.999 1052.773 3.748 0.007 0.656 0.071
S te in 1
T=30 48.352 207.207 3.263 0.009 0.032 0.008
T=60 33.278 98.359 1.047 0.009 0.033 0.004
S te in 2
T=30 154.700 930.993 8.505 0.008 0.085 0.022
T=60 59.621 217.538 1.594 0.008 0.084 0.010
S te in 3
T=30 264.256 1682.476 12.535 0.008 0.143 0.036
T=60 81.046 317.869 1.909 0.007 0.135 0.016
RML
P retest1
P retest2
P retest3
Stein1
Stein2
Stein3
=  constrained ML estimates 
=  pretest estim ates at level 0.01 
=  pretest estim ates at level 0.05 
=  pretest estim ates at level 0.10
=  shrinkage estim ates with a =  \ | ( 0 .01 )
=  shrinkage estim ates with a =  ,\2(0.05)
=  shrinkage estim ates with a — \g (0 .10)
Table 5.14: Estim ated MSE for Param eter Estim ators
( a2 =  0.5, X1 =  0.5)
0i 02 03 Ai a2 A3
M L
T=30
T =60
2546.285
160.387
17133.708
507.897
105.546
3.920
0.045
0.024
1.413
0.785
0.254
0.099
R M L
T =30
T = 60
42.170
43.042
1.071
1.084
0.144
0.149
0.250
0.250
0.010
0.010
0.000
0.000
P r e t e s t 1
T = 30
T = 60
2395.085
162.862
16118.141
505.856
103.814
3.900
0.134
0.059
1.003
0.698
0.158
0.086
P r e t e s t 2
T = 30
T = 60
2519.928
1612.212
16988.129
507.453
104.682
3.912
0.088
0.036
1.212
0.763
0.210
0.095
P r e t e s t 3
T = 30
T = 60
2534.058
160.683
17072.343
507.526
105.445
.3.922
0.072
0.031
1.289
0.769
0.229
0.096
S te in 1
T = 30
T = 60
738.791
84.822
4452.678
247.681
48.049
1.567
0.171
0.113
0.169
0.188
0.025
0.023
S te in 2
T = 30
T = 60
1120.189
100.842
7086.298
311.214
62.654
2.133
0.127
0.075
0.336
0.305
0.053
0.037
S te in 3
T = 30
T =60
1336.407
109.805
8599.740
344.239
69.968
2.428
0.106
0.060
0.453
0.374
0.074
0.046
RML
P re test1
P re test2
P retest3
Stein1
Stein2
Stein3
=  constrained ML estim ates 
=  pretest estim ates at level 0.01 
=  pretest estim ates at level 0.05 
=  pretest estim ates at level 0.10 
=  shrinkage estim ates with a =  \ i ( 0 .01) 
=  shrinkage estim ates with a =  Xs(0.05) 
=  shrinkage estim ates with a = X'g(O.lO)
Table 5.15: Estim ated MSE for Param eter Estim ators
(<r2  =  0.5, Aa =  1.0)
Pi & 03 Ai a2 A3
M L
T = 30
T=60
7342.337
253.103
52830.039
807.029
323.787
5.012
0.123
0.076
1.358
0.832
0.250
0.108
R M L
T =30
T = 60
58.371
59.123
1.512
1.524
0.185
0.189
1.000
1.000
0.010
0.010
0.000
0.000
P r e t e s t 1
T =30
T =60
7279.439
255.335
52483.712
806.649
322.622
5.017
0.394
0.136
1.006
0.806
0.201
0.104
P r e t e s t 2
T =30
T =60
7330.033
253.722
52771.631 
807.039 .
323.674
5.014
0.233
0.092
1.225
0.826
0.237
0.107
P r e t e s t 3
T=30
T =60
7337.470
253.249
52805.612
807.034
323.792
5.013
0.179
0.080
1.278
0.830
0.243
0.108
S te in 1
T =30
T =60
1784.831
144.998
11869.734
464.568
92.246
2.193
0.577
0.330
0.194
0.269
0.040
0.035
S te in 2
T =30
T = 60
3060.176
170.962
21253.822
556.655
147.969
2.910
0.400
0.212
0.365
0.395
0.075
0.052
S te in 3
T =30
T = 60
3752.553
184.528
26362.272
601.518
177.262
3.272
0.317
0.167
0.482
0.464
0.098
0.061
RML
Pretest.1
P re test2
P re test3
Stein1
Stein2
Stein3
=  constrained ML estim ates 
=  pretest estim ates at level 0.01 
=  pretest estim ates at level 0.05 
=  pretest estim ates at level 0.10
=  shrinkage estim ates with a =  x^O.Ol)
=  shrinkage estim ates with a = \'g(0.05)
=  shrinkage estim ates with a =  xjKO.lO)
Table 5.16: Estim ated MSE for Param eter Estim ators
{a2 =  0.5, Ai =  2.0)
0 i 02 & Ai A2 A3
M L
T =30 2042.220 14538.089 228.632 0.331 1.390 0.200
T=60 270.991 517.690 11.944 0.224 0.823 0.101
R M L
HI II CO o 72.312 1.823 0.214 4.000 0.010 0.000
T =60 72.634 1.840 0.216 4.000 0.010 0.000
P r e t e s t 1
T =30 2029.834 14438.281 227.593 1.125 1.188 0.168
T = 60 272.545 517.434 11.935 0.366 0.808 0.098
P r e t e s t 2
T =30 2042.449 14529.497 228.622 0.552 1.337 0.193
T =60 271.452 517.696 11.945 0.258 0.821 0.100
P r e te s t3
T =30 2043.062 14536.437 228.627 0.441 1.365 0.197
T = 60 271.122 517.693 11.944 0.236 0.823 0.101
S te in 1
T =30 676.338 4036.364 54.591 2.065 0.250 0.035
T =60 150.905 271.014 6.009 1.013 0.327 0.039
S te in 2
T =30 994.254 6488.944 95.121 1.337 0.449 0.064
T = 60 180.646 337.783 7.605 0.634 0.445 0.054
S te in 3
T=30 1164.479 7807.121 116.934 1.017 0.576 0.082
T =60 195.913 370.171 8.382 0.498 0.507 0.061
RML
P re test1
P re test2
Pretest.3
Stein1
Stein2
Stein3
=  constrained ML estim ates 
=  pretest estim ates at level 0.01 
=  pretest estim ates at level 0.05 
=  pretest estim ates at level 0.10
=  shrinkage estim ates with a — ^(O .O l)
=  shrinkage estim ates with a = Xs(0.05)
=  shrinkage estim ates with a = X3(0 .10)
CH APTER 6
CONCLUDING REMARKS
April is the cruellest m onth, breeding 
Lilacs out of the dead land, mixing 
Memory and desire, stirring 
Dull roots with spring rain.
W inter kept us warm, covering 
E arth  in forgetful snow, feeding 
A little life with dried tubers.
Summer surprised us, coming over the Starnbergersee 
W ith a shower of rain; we stopped in the colonnade, 
And went on in the sunlight, into the  Hofgarten,
And drank coffee, and talked for an hour.
Bin gar keine Russin, s tam m ’ aus Litauen, echt deutsch 
And when we were children, staying at the arch-duke’s, 
My cousin’s, he took me out 011 a sled,
And I was frightened. He said, Marie,
Marie, hold on tight. And down we went.
In the m ountains, there you feel free.
I read, much of the night, and go south in the winter.
T. S. Eliot
In this dissertation estim ation and inference procedures for the Box-Cox re­
gression model have been considered. This model is an im portan t one for economic 
researchers, as it allows the joint estim ation of response coefficients and param ­
eters th a t determine the functional form. Since the model is nonlinear in the 
param eters, maximum likelihood estim ation is employed, and the focus of this 
research has been the sampling characteristics of estim ators and test statistics in 
small samples.
Zarembka (1974) has shown th a t heteroscedasticity induced by the transfor­
m ation leads to bias in the m aximum likelihood estim ator of the power param eter 
on the response variable. However, the normality assum ption for the error d istur­
bances is not valid in a strict sense, since the Box-Cox transform ation requires a
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positive value for the pretransform ed variable, which is thereby truncated. Since 
the heteroscedasticity analyzed by Zarembka is based on the normality of the er­
ror term , his condition for consistent estimation of the power param eter of the 
response variable is not, in general, correct. This research addressed the trunca­
tion problem since the validity of ML estim ation and hypothesis testing is based 
on the assum ption of a regular likelihood function.
C hapter 2 dealt with the basic concepts of statistical inference with an em­
phasis on ML estim ation and asymptotic properties of the ML estim ators. Finite 
sample properties and the linear regression model were briefly mentioned. Biased 
estim ators (pretest and Stein-rule) were given a rather thorough treatm ent within 
the framework of decision theory. The small sample distributions of estim ators 
and test statistics were discussed in light of current theoretical developments.
In C hapter 3, the general transformation-of-variables model was presented. 
The three m ethods of estim ation — ML, two stage nonlinear least, squares and 
IGLS — were presented. Bootstrapping was carried out to compare the boot­
strap  sample variability and the finite sample variability (RM SE). W hen T  =  30, 
bootstrap sample variabilities turned out to be poor approximations to finite sam­
ple variabilities. The exact distribution of the 1 statistic was obtained using an 
Edgeworth expansion. To correct the size of the t test, bootstrap inversion of 
an Edgeworth expansion was employed. Our Monte Carlo experiments showed 
th a t the size correction using the Edgeworth expansion, which was approximated
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by bootstrapping, improved the performance of the /-test.. The biases of linear 
(response) param eter estim ators, especially those with nonlinear power transfor­
mations, were shown to be substantial when the sample size is small (T  — 30). 
The standard  errors computed from the Hessian m atrix were a poor measure of 
the finite sample variability. The /-ratios of the linear param eter estim ators may 
not be normally distributed in small samples.
The LM, LR and Wald test, statistics can be used for testing the functional 
form in the Box-C'ox model. Though they all have an asymptotic ^ -d is trib u tio n , 
the empirical size of the tests does not correspond to the nominal size. Further­
more, these statistics do not have a ^ -d is trib u tio n  in small samples. Chapter 4 is 
prim arily concerned with hypothesis testing within the framework of the Box-C'ox 
transform ation. In order to insure the accuracy of our analysis, we assumed that 
the distribution of the pretransform ed response variable was truncated normal. 
The asym ptotic equality of the LM, LR and Wald statistics was displayed. The 
Monte Carlo simulation, however, yielded differences among the three statistics 
when T  =  30 and T  =  60. The LR statistic appeared to be a good approximation 
to the ^ -d is trib u tio n  in small samples. The asymptotic power functions of the 
LM, LR and Wald statistics were shown to be a poor m easure of the small sample 
power.
In C hapter 5, the asymptotic risk properties of the ML, constrained ML, pretest 
and shrinkage estim ators were analyzed. The shrinkage (positive-part Stein-like)
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estim ator dominated the ML estim ator in small samples as well as in large samples.
Basically, our research is based on the assumptions of independent random 
disturbances and nonstochastic regressors while often in practice the explanatory 
variables contain lagged dependent variables and the error term  is autocorrelated. 
In addition, the available test statistics are only asymptotically justified. There­
fore, future research topics are suggested as follows:
1. When we depend on asym ptotic test statistics, it is desirable to develop size 
corrected test procedures using an Edgeworth expansion. Bootstrapping is 
an alternative way of correcting the size of the asymptotic test statistics.
2. It is required to obtain a measure of the precision of the shrinkage estim ator 
in the nonlinear regression model. In addition, the finite risk needs to be 
investigated since the risk function has been obtained only asymptotically.
3. W hen the Box-Cox regression model contains lagged dependent variables 
with autocorrelated errors, the usual asymptotic covariance m atrix of param ­
eter estim ators is incorrect. In order to analyze dynamic nonlinear models, 
the notions of asym ptotic m artingales, which are called mixingales, and near 
epoch dependence need to be introduced [Gallant (1987); Gallant and White 
(1988)], since these concepts enable us to investigate the general nonlinear 
model with dependent and heterogenous stochastic processes. Furthermore, 
Gallant and W hite’s unified approach to nonlinear dynamic models provides
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a theoretical foundation for acceptable statistical inference even in the pres­
ence of model misspecification.
4. Consider the general transformation-of-variables model:
T ( y t )  — +  /?2®2f2) +  > • • • > +  €t
where T(yt ) is a suitable transform ation th a t makes the random  variables yt 
normally distributed and x n , i  =  1 , . . . ,& ,  are assumed to  be nonstocliastic 
and E t t — 0- Using B artle tt’s (1947) m ethod for the approxim ation [Box 
and Hill (1974)], we obtain
Var[T(t/t )] =  Var(yt) [ ^ i ] ; i=£!/(
Therefore, Var[T(i/()] might be lieteroscedastic even if Var(yf) is homoscedas- 
tic. For the Box-Cox transform ation y\Xy^  for L <  T(yt ) <  R ,
Var[yt(Al)] =  Var(yf)[£?(t/{)]2Al_2 =  Var(et )
where R = — -f- and L =  —oo if Ai < 0; R = +oo and L =  — if Aj > 0.Ai  * Aj
The truncated  ML estim ator under the assum ption of homoscedasticity is 
inconsistent when the true  error disturbances have lieteroscedastic variances 
[Hurd (1979)]. In general, heteroscedasticity caused by the transform ation 
needs to be considered for efficient estim ation, even though the ML estim ator 
is consistent.
5. In the context of the Box-Cox transform ation, the sample can be divided 
into two or more subsamples where all or some of param eters (linear and
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power) are different. For example, in cross-sectional analysis, the regression 
coefficients and functional form, as well as variances of the error term , might 
differ in geographical regions. Then the problem is th a t the number of 
observations might be small relative to the num ber of param eters estimated. 
A way to cope with this difficulty is to apply the Lagrange principle to test 
for structural change, since it requires only the estim ation of the constrained 
model. If the sample size is very small, the size correction can be made using 
an Edgeworth expansion.
6 . Spitzer (1977) estim ated simultaneous equations for money dem and and sup­
ply, when both the m onej dem and and supply equations are transformed. 
He used the full inform ation ML (FIM L) estim ation m ethod. The trunca­
tion problem raised in single equation estim ation can also be addressed in 
the simultaneous equations framework. In this case, the covariance matrices 
com puted from the Hessian m atrix or outer products of the first derivatives 
of the usual log-likelihood function are incorrect. There are two more points 
worthy of mentioning. F irst, Spitzer ignored the identification conditions 
in nonlinear simultaneous equation systems by relying on the identification 
conditions for equations linear in the param eters, but nonlinear in the data. 
Second, he estim ated the simultaneous Box-Cox model using a small sample 
(T  = 41), for which the validity of applying asymptotic properties is doubt­
ful. Spitzer’s simultaneous Box-Cox model could be extended when the error
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disturbances are assumed to be lieteroscedastic an d /o r vector autoregressive.
7. Carroll and Ruppert (1984) employed the Box-Cox transform ation when 
fitting a theoretical model to data. If we have the following CES production 
function:
y =  [So + 8XK P + 82L P} ^ P
economists usually model the da ta  generation process by merely adding an 
error term :
Vt =  [So + 8 \K P +  82L P]1^ P + €* (6-1)
or
yp = 8o 4- 8 i h p +  82L P +  e* (6.2)
where ef ~  iV(0,<r2). The model (6.1) is estim ated by nonlinear least squares 
or the ML m ethod while model (6.2) is estim ated by the ML method. Carroll 
and R uppert have proposed th a t the simultaneous power transform ation of 
the response variable and the model lead to homoscedasticity and normality 
of error disturbances:
yW  = {ft, +  81K P +  82L p)l/p}w  +  et , et ~  iid iV(0,<r2) (6.3)
They further showed via Monte Carlo simulation and an asymptotic theory 
th a t the cost of ML estim ation of A is m oderate compared to the case when A 
is known. Therefore, the m ethod of transform ation suggested by Carroll and 
Ruppert m erits attention because we can apply ML estim ation to estimate
the random  data  generating mechanism without destroying the theoretical 
relationship. The Box-Cox transform ation of the truncated dependent vari­
able leads to a truncated transform ed dependent variable. Therefore, under 
the assumption of an appropriate distribution function for the original de­
pendent variable, we can get accurate ML estim ators. Heteroscedasticity 
caused by transform ation can also be implemented into model (6.3).
8 . Since the error disturbances of the Box-Cox transform ation model are as­
sumed to be approximately normal, robust estim ation m ethods can be used 
when we expect heavier tail behaviour of the error disturbances. Robust es­
tim ators for the Box-Cox model were proposed by Carroll (1980) and Bickel 
and Doksum (1981) when only the dependent variable is transform ed. Fur­
ther study is required to extend robust estim ation to the general transform ation- 
of-variables model. Han (1987) proposed a non-param etric estim ation method 
that attains efficiency gain in term s of mean squared error over the ML es­
tim ation m ethod. Neither the asymptotic nor the finite properties of the 
robust estim ators have been studied for hypothesis testing.
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