Abstract: We consider estimation and variable selection in high-dimensional Cox regression when a prior knowledge of the relationships among the covariates, described by a network or graph, is available. A limitation of the existing methodology for survival analysis with high-dimensional genomic data is that a wealth of structural information about many biological processes, such as regulatory networks and pathways, has often been ignored. In order to incorporate such prior network information into the analysis of genomic data, we propose a network-based regularization method for high-dimensional Cox regression, by using an 1-penalty to induce sparsity of the regression coefficients and a quadratic Laplacian penalty to encourage smoothness between the coefficients of neighboring variables on a given network. The proposed method is implemented by an efficient coordinate descent algorithm. In the setting where the dimensionality p may grow exponentially fast with the sample size n, we establish model selection consistency and estimation bounds for the proposed estimators. The theoretical results provide insights into the gain from taking into account the network structural information. Extensive simulation studies indicate that our method outperforms Lasso and elastic net in terms of variable selection accuracy and stability. We apply our method to a breast cancer gene expression study and identify several biologically plausible subnetworks and pathways that are associated with breast cancer distant metastasis.
Introduction
With advances in high-throughput technology, gene expression profiling is extensively used to discover new markers, pathways, and new therapeutic targets.
This technique measures the expression levels of tens of thousands of genes. In cancer genomics, gene expression levels provide important molecular signatures for cancers, which in turn can be very predictive for cancer recurrence or survival.
To link high-dimensional genomic data to censored survival outcomes, Cox's proportional hazards model (Cox (1972) ) is most commonly used, which specifies that the hazard function of a failure time T conditional on a p-dimensional vector of genomic measurements X takes the form λ(t | X) = λ 0 (t) exp(β T 0 X),
(1.1)
where λ 0 (·) is an unspecified baseline hazard function and β 0 is a p-vector of regression coefficients. A key feature of genomic data is that the dimensionality p may be much larger than the sample size n, so that traditional methodology cannot be directly applied. To make inferences for the high-dimensional Cox model
(1.1), a variety of regularization approaches have been proposed. Of particular interest is the Lasso method (Tibshirani (1996 (Tibshirani ( , 1997 ; Gui and Li (2005) ), which can perform estimation and variable selection simultaneously by shrinking some estimates to exactly zero. Alternative methods that exploit sparsity include the SCAD Li (2001, 2002) ), adaptive Lasso (Zou (2006) ; Zhang and Lu (2007) ), and Dantzig selector (Candes and Tao (2007) ; Antoniadis, Fryzlewicz and Letué (2010) ), among others. All these methods can lead to parsimonious models, which are crucial for achieving good prediction performance and easy interpretation with high dimensionality.
Although the Lasso-type regularization methods have been demonstrated to be very useful in high-dimensional failure time regression, two major drawbacks remain. First, in the linear regression context, the Lasso has been shown to be model selection consistent only under the irrepresentable condition (Zhao and Yu (2006) ), which is quite stringent and may not be satisfied in high dimensions because of multicollinearity. Recent developments have also confirmed that similar restrictions exist for survival models (Bradic, Fan and Jiang (2011) ; Lin and Lv (2013) ). Second, these procedures lack a built-in mechanism to incorporate prior structural information about the covariates, which is often available in scientific applications. For instance, in genomic studies, a wealth of knowledge about genes that are functionally similar or belong to the same pathways has accumulated over the years and can be obtained through several publicly available databases.
It is expected that taking into account such biological knowledge should help to identify important genes that are functionally related and produce more reliable and biologically more interpretable results.
Several efforts have been made to overcome these drawbacks. The elastic net (Zou and Hastie (2005) ) has been applied to high-dimensional Cox regression (Engler and Li (2009); Wu (2012) ) to achieve some grouping effects. This method, still, does not utilize any prior information on the graphical structure among the covariates. Wang et al. (2009) proposed hierarchically penalized Cox regression when the variables can be naturally grouped. However, their method is not intended for incorporating any graphical or network structure and, more importantly, their penalty function is nonconvex, which may be a potential issue for efficient computation.
The complexity of genomic data and the aforementioned considerations have motivated us to propose in this paper a network-based regularization method for high-dimensional Cox regression. We aim to incorporate prior gene regulatory network information, as represented by an undirected graph, into the analysis of genomic data and censored survival outcomes. Specifically, our method uses an 1 -penalty to enforce sparsity of the regression coefficients and a quadratic Laplacian penalty to encourage smoothness between the coefficients of neighboring variables on a given network. The resulting optimization problem is convex and allows for an efficient implementation by coordinate descent optimization.
Our method extends the work of Li and Li (2010) , where only linear regression models were considered. The extension, however, is nontrivial in that new techniques are required for theoretical development under the Cox model. Owing to the semiparametric nature of survival models, high-dimensional analysis of regularization methods for survival data is much more challenging than for (generalized) linear models, and results of this kind are very rare. In fact, even in the special case of 1 -penalized Cox regression, our theoretical results are novel and substantially different from the few available in the literature (e.g., Bradic, Fan and Jiang (2011); Huang et al. (2013) ; Kong and Nan (2012) ). Moreover, our theoretical results provide new insights into the gain from taking into account the covariate graphical structure information. We demonstrate through extensive simulation studies and a real data example that our method outperforms Lasso and elastic net, which do not utilize any prior network information, in terms of variable selection and biological interpretability.
The rest of this paper is organized as follows. In Section 2, we introduce a network-based regularization method for high-dimensional Cox regression and describe a coordinate descent algorithm for implementation. We provide in Section 3 theoretical results in the setting where the dimensionality p may grow exponentially fast with the sample size n, and discuss their consequences and implications. Simulation studies and real data analysis are presented in Sections 4 and 5, respectively. We conclude with a brief discussion in Section 6. Proofs and additional simulation results are relegated to the Appendix and Supplementary Material.
Methodology

Network-regularized Cox regression
We begin by introducing some notation. Let T be the failure time and C the censoring time. Denote by T = T ∧C the censored failure time and ∆ = I(T ≤ C) the failure indicator, where I(·) is the indicator function. Let X = (X 1 , . . . , X p ) be a vector of covariates and assume that T and C are conditionally independent given X. The observed data consist of the triples ( T i , ∆ i , X i ), i = 1, . . . , n, which are independent copies of ( T , ∆, X). Moreover, we assume that the relationships among the covariates are specified by a network (weighted graph) G = (V, E, W ), where V = {1, . . . , p} is the set of vertices corresponding to the p covariates, an element (i, j) in the edge set E ⊂ V × V indicates a link between vertices i and j, and W = (w ij ), (i, j) ∈ E is the set of weights associated with the edges. For simplicity, we assume that G contains no loops or multiple edges. In practice, the weight of an edge can be used to measure the strength or uncertainty of the link between two vertices. For instance, in a gene regulatory network constructed from data, the weight may indicate the probability that two genes are functionally related. Further, denote by d i = j: (i, j)∈E w ij the degree of vertex i and define the normalized Laplacian matrix L = (l ij ) of the graph G by
In the low-dimensional setting, estimation of β 0 in model (1.1) is based on maximizing the partial likelihood
where R i is the index set for the subjects that are at risk just before time T i .
In the high-dimensional setting where the dimensionality p is comparable to or much larger than the sample size n, however, some form of regularization is required. We assume that β 0 is sparse in the sense that only a small portion of the components of β 0 are nonzero. We are interested in identifying the nonzero components of β 0 as well as accurate estimation and prediction.
In the context of linear regression, to obtain a sparse estimate that approximately retains the structure of a given network, Li and Li (2010) introduced a network-constrained penalty,
where β = (β 1 , . . . , β p ) T and λ 1 , λ 2 ≥ 0 are two regularization parameters. The penalty (2.1) consists of two parts. The first term is an 1 part that penalizes the regression coefficients individually and is the key to achieving sparsity and performing variable selection. The second term is a quadratic Laplacian penalty that penalizes on the differences of scaled coefficients between neighboring variables on a given network, thus promoting local smoothness over the network and encouraging simultaneous selection of related variables. The scaling of coefficients by the (square root of) degrees is preferable for two reasons. First, the penalty on each linked pair suggests that the scaling should allow variables with a larger degree to achieve a more dramatic effect. This is often desirable in practice; for example, in genomic studies, genes that are highly connected to others, such as the hub genes, are believed to play a fundamental role in biological processes (Lehner et al. (2006) ). Second, in addition to the bias caused by the 1 part, the quadratic penalty induces extra estimation bias and, without scaling or normalization, a highly connected variable would have been overpenalized and hence subject to unendurable bias. In fact, the normalized Laplacian matrix has eigenvalues between 0 and 2 (Chung (1997) ), leading to a numerically more stable procedure.
Using the penalty specified by (2.1), we propose to estimate β 0 in the highdimensional model (1.1) by the penalized partial likelihood estimator
where (β) is the log partial likelihood
Accounting for different signs of coefficients
As pointed out by Li and Li (2010) , the penalty (2.1) may not perform well when two neighboring variables have opposite signs of regression coefficients, which is reasonable in, e.g., network-based analysis of gene expression data. To address this issue, they proposed a modified version of (2.1),
is obtained from a preliminary regression analysis.
Here we motive the penalty (2.4) from another point of view. To account for regression coefficients with opposite signs, it is natural to consider the penalty
where |β| = (|β 1 |, . . . , |β p |) T . Similar to the penalty (2.1), it explicitly uses the Laplacian matrix as a differential operator, distinguishing them from other network-based penalties such as that considered in Pan, Xie and Shen (2010) . To emphasize this unique feature, we refer to penalties (2.1) and (2.5) as the Laplacian net and absolute Laplacian net, respectively. Note however that the latter penalty is in general nonconvex, posing challenges for efficient implementation and theoretical analysis. In a similar spirit to the idea of Zou and Li (2008) , we propose to use the approximation
in the second term of (2.5), which gives rise to (2.4). Therefore, the penalty (2.4)
can be viewed as an adaptive, convex approximation to (2.5) and should inherit the performance of the latter provided that a reasonably good initial estimate β can be obtained. We call the penalty (2.4) the adaptive Laplacian net.
We now propose to estimate β 0 by the adaptively penalized partial likelihood estimator β = arg min
where (β) and p * (β; β, λ 1 , λ 2 ) are defined in (2.3) and (2.4), respectively. Since an ordinary least squares estimator does not perform well or can even fail when p grows fast with n, whereas the Lasso and elastic net produce sparse estimates that may prevent many edges on a given network from being active, we recommend that the initial estimate β be computed from a ridge regression for model (1.1),
where λ ≥ 0 is a regularization parameter. The ridge method does not shrink any coefficient to exactly zero and thus help to preserve and utilize all the information contained in the network. We will demonstrate in our simulation studies and real data analysis that this modified approach can effectively adapt to the different signs of the coefficients and yield very encouraging results. Note that the optimization problem (2.2) is a special case of (2.6) with sgn(β i ) = sgn(β j ) = 0 for all (i, j) ∈ E; hence, to avoid redundancy, we will present implementation details and theoretical properties only for the latter.
Implementation
Since the objective function in (2.6) is convex, the optimization problem can be solved by many commonly used algorithms for convex optimization. We now describe an implementation by coordinate descent, a method that is especially appealing for large-scale sparse problems (Friedman et al. (2007) ; Wu and Lange (2008) ). We adapt the coordinate descent algorithm to network-regularized highdimensional Cox regression, which turns out to be very efficient.
(2011), we first approximate (β) bỹ
where
A simple calculation as in Li and Li (2010) yields that the univariate optimization problem β j = arg min
has the exact solutionβ
and X ij is the jth component of X i . We then obtain the following algorithm for computing the solution to the optimization problem (2.6) for a given pair of regularization parameters (λ 1 , λ 2 ):
Step 1. Initialize β = 0 and γ = ( β
Step 2. Compute u i ( γ) and y i ( γ) for i = 1, . . . , n.
Step 3. Updateβ j by (2.7) cyclically for j = 1, . . . , p until convergence.
Step 4. Update γ = ( β T X 1 , . . . , β T X n ) T and repeat Steps 2 and 3 until convergence.
To select the tuning parameters λ 1 and λ 2 in the above algorithm, it is convenient to reparameterize them as λ 1 = λa and λ 2 = λ(1 − a), where λ ≥ 0 and 0 ≤ a ≤ 1. We first set a to a sufficiently fine grid of values on [0, 1]. For each
, which ensures that β = 0, and let λ min = ελ max for some small ε ∈ (0, 1). We then compute the solution path for a decreasing sequence of λ from λ max to λ min , at each step using the solution from the previous position as a warm start. Finally, we use K-fold crossvalidation to choose the optimal pair (λ, a) that minimizes the cross-validation
where β
is the estimate obtained from excluding the kth part of the data with a given pair of values of (λ, a), and (−k) (·) is the log partial likelihood without the kth part of the data.
Theoretical Properties
To state the theoretical properties of the proposed estimators, we adopt the usual counting process notation. For subject i, denote by N i (t) = I( T i ≤ t, ∆ i = 1) the counting process for the observed failure and Y i (t) = I( T i ≥ t) the at-risk indicator, and denote by N (t) and Y (t) the generic processes.
For notational convenience, we write v ⊗0 = 1, v ⊗1 = v, and v ⊗2 = vv T , for
, and e(β, t) = s (1) (β, t)/s (0) (β, t). Using the counting process notation, the partial likelihood score function can be written as
where τ is the maximum follow-up time. The performance of the penalized partial likelihood estimators depends critically on the covariance structure reflected by the empirical information matrix
and its population counterpart
Also, denote the augmented empirical and population information matrices by
and hence Σ * (β, λ 2 ), depends on the initial estimator β through the signs of the coefficients in β.
Further, define the active set A = {j : β 0j = 0} and estimated active set A = {j :β j = 0}, where β 0j andβ j are the jth components of β 0 and β, respectively. Let s = |A| be the number of nonzero coefficients in β 0 , and denote the complement of a set B by B c . We use sets to index vectors and matrices;
for example, β 0A is the subvector formed by β 0j with j ∈ A, and Σ * A c A (β, λ 2 ) is the submatrix formed by the (i, j)th entries of Σ * (β, λ 2 ) with i ∈ A c and j ∈ A.
Finally, let d be a signal threshold such that min j∈A |β 0j | ≥ d and let B 0 be the
, where · ∞ is the supremum norm. Note that all quantities we have defined so far can depend on the sample size n, and in particular, we allow the dimensions s and p to grow with n.
We need to impose the following conditions:
The covariates X j , j = 1, . . . , p, are bounded and there exists a constant
where Λ min (·) denotes the minimum eigenvalue.
(C4) There exists a constant α ∈ (0, 1] such that
where · ∞ is the matrix ∞-norm.
Condition (C1) is standard in the asymptotic theory for the Cox model (Andersen and Gill (1982) ). The boundedness assumptions in Condition (C2) are convenient for technical derivations, but are not essential and can be weakened to tail bound conditions as in Lin and Lv (2013) . Conditions (C3) and (C4) are two main assumptions for obtaining strong performance guarantees. The former reflects the intuition that the relevant covariates cannot be overly dependent, which is required for estimating the nonzero effects with diverging dimensionality; the latter formalizes the intuition that the set of relevant covariates and the set of irrelevant covariates cannot be overly correlated, which is intrinsic for distinguishing between these two sets of variables and achieving model selection consistency. In the special case of 1 regularization, these conditions parallel those in Wainwright (2009) that concern linear regression models, and are also related to those in Bradic, Fan and Jiang (2011) for the Cox model.
Two new messages are conveyed by these conditions. First, since Conditions (C3) and (C4) are imposed on submatrices of the augmented matrix Σ * (β, λ 2 ), a proper choice of λ 2 and L can substantially relax the conditions. Specifically, Weyl's inequality (Horn and Johnson (1985) ) and the fact that L is positive
Hence, the Laplacian net method tends to improve on the condition number of the sparse information matrix Σ AA (β 0 ) and weaken the restriction imposed by Condition (C3); that is, it has the conditioning effect. On the other hand, nonzero entries in the matrix Σ(β) indicate that the contributions of the corresponding covariates in the partial likelihood score equation are correlated, which are shrunk toward zero by the entries of λ 2 L provided that the choice of L correctly captures this relationship; that is, the Laplacian net has the correlation shrinkage effect, which helps to relax the restrictions in both Conditions (C3) and (C4). It is worth pointing out that the elastic net, with an identity matrix in place of L, does not have the latter effect. Note also that the (approximate) sign consistency of the initial estimator β plays a helpful, but not essential, role in achieving these effects through the matrix L.
Second, in a different nature from the conditions in Bradic, Fan and Jiang (2011) , Condition (C4) shows that restrictions on the population information matrix, rather than its empirical counterpart, are sufficient, which can then be viewed as a high-dimensional extension of the classical asymptotic regularity conditions. Such an extension is highly nontrivial and is achieved by a detailed characterization of the uniform convergence of the empirical information matrix, which is provided in the following result.
Proposition 1 (Concentration of empirical matrices). Under Conditions
The proof of Proposition 1, which relies on a series of novel concentration inequalities, is given in the Appendix. This result says that with high probability, the empirical matrices satisfy almost the same conditions as those imposed on their population counterparts, which are then needed in subsequent derivations.
The following theorem is our main theoretical result. It shows that, under suitable conditions, the proposed estimators correctly identify the sparse model and are also uniformly consistent in estimating the nonzero effects, i.e., they possess the weak oracle property in the sense of Lv and Fan (2009) .
Theorem 1 (Weak oracle property). In addition to Conditions
and the regularization parameters λ 1 and λ 2 are chosen to satisfy
where L ·,A is the submatrix formed by the columns of L with index j ∈ A.
Then there exist constants D, K > 0 such that, with probability at least 1 − D exp(−Knλ 2 1 ) − D exp(−Kn/s 3 ) → 1, the optimization problem (2.6) has a unique solution that satisfies the following properties:
The conditions and conclusions of Theorem 1 have important implications.
The dimension condition (3.3) allows both s and p to grow with n, at the rates of 
Simulation Studies
We conducted simulation studies to evaluate the finite-sample performance of the proposed Laplacian net (Lnet) and adaptive Laplacian net (AdaLnet) methods, and compare them with two popular variable selection procedures, Lasso and elastic net (Enet). We also made comparisons with the Cox regression method with the network-based penalty considered in Pan, Xie and Shen (2010), which is a sum of grouped penalties, each in the form of the γ -norm of the two coefficients for a pair of neighboring nodes on a given network (GL γ ). We considered scenarios that are likely to be encountered in genomic studies, with different settings on the strengths and directions of genetic effects.
We simulated gene expression data within an assumed network. Each network consists of 100 disjoint regulatory modules, each with one transcription factor gene (TF) and ten regulated genes, resulting in a total of p = 1100 genes.
In this setting, d i = 10 for the TFs and d i = 1 for the regulated genes, and w ij = 1 between the TFs and their regulated genes and 0 otherwise. The expression value of each TF was generated from a standard normal distribution, and the expression values of the ten regulated genes were generated from a conditional normal distribution with a correlation of ρ between the expressions of these genes and that of the corresponding TF. We set ρ = 0.7 for five regulated genes and ρ = −0.7 for the other five. This mimics the fact that the TF can either activate or repress the regulated genes. We then generated failure times from the Cox model
which includes only the s = 44 relevant genes. The baseline hazard function λ 0 (t) was specified by a Weibull distribution with shape parameter 5 and scale parameter 2, and censoring times were generated from U (2, 15), resulting in a censoring rate of about 30%. In each setting, the sample size was fixed at n = 200 and the simulations were replicated 50 times. We applied fivefold cross-validation to choose the optimal tuning parameters.
We considered six different models. In Model 1, we examined the situation where all genes within the same module have the same directions in their effects on the survival outcome. The coefficients β j , j = 1, . . . , 22, which correspond to the genes in the first two modules, were generated from the uniform distribution U (0.1, 1), while β j , j = 23, . . . , 44, were generated from U (−1, −0.1). In Model 2, we allowed more diversity in the directions of genetic effects by assigning a random set of three regulated genes different signs of regression coefficients from the other regulated genes within the same module, while keeping their absolute values the same as in Model 1.
We then considered models where the TFs have stronger effects than the regulated genes, as typically observed in practice. In Model 3, we set the regression coefficients of the four TFs to (2, −2, 4, −4), and those of the regulated genes to Simulation results for Models 1 and 2 are reported in Table 1 . We observed that, in general, AdaLnet and Enet gave the best overall variable selection performance, while Lasso tended to select too many variables with high false positive rates. In contrast, GL γ tended to select the smallest number of genes and resulted in the lowest sensitivities. Since the majority of the genes were irrelevant and all methods resulted in sparse models, specificity in all cases was much higher than sensitivity and was comparable among all methods. Enet selected a slightly higher proportion of irrelevant genes and hence had slightly lower specificity Simulation results for Models 3-8 are summarized in the rest of Table 1 and   Table 2 , indicating essentially the same trends as for Models 1 and 2. In these settings, where the TFs and regulated genes had different strengths of effects, the improvement of Lnet and AdaLnet over Lasso and Enet was even more dramatic, because the difference in effect sizes has been taken into account by our methods.
In addition, AdaLnet always resulted in the highest MCC among the four models considered. GL γ gave the smallest number of false positives; however, it also had Our algorithm is also very fast: the average computation time for obtaining a single solution path over a grid of 50 points in our simulation setting with (n, p) = (200, 1100) was about 0.7 second, only slightly above the average computation time for the Lasso from the R package glmnet. 
Application to a Breast Cancer Gene Expression Study
We illustrate the proposed method by application to analyzing a gene expression data set for patients with lymph-node-negative primary breast cancer reported by Wang et al. (2005) . These 286 patients were treated between 1980 and 1995 and did not receive adjuvant systemic therapy, of which 107 (37.4%) developed distant metastases in a median follow-up time of 7.2 years. Gene expression profiles were measured on these patients using Affymetrix HG-U133A
arrays. To perform a network-based analysis, we focus our analysis on the genes that can be mapped to the Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways (Kanehisa and Goto (2000) ). After merging the gene expression data with the KEGG pathways, we obtained a network consisting of 2563 genes and 15,028 edges. Based on this KEGG network, the edge weight w ij = 1 if genes i and j are linked and 0 otherwise, and the node degree d i is the number of genes that link to gene i. The focus of our analysis is to identify the genes and pathways on the KEGG network that are related to cancer survival.
Regression coefficients of linked genes on the KEGG network
We first demonstrate that the regression coefficients of linked genes on the KEGG network are closer to each other than randomly selected gene pairs. We 
where d i is the total number of genes linked to gene i. The sum of absolute differences of all linked genes is given by D E = (i,j)∈E |D ij |, where E is the edge set of all linked genes on the KEGG network.
We obtained D E = 2.8645 for the 15,028 edges of the KEGG network. We then performed a randomization test to see if the regression coefficients of the linked genes are likely to be similar. Specifically, we generated an edge set consisting of randomly selected 15,028 gene pairs out of the total p(p−1)/2 = 3, 260, 181 pairs and calculated D E 0 using the same node degrees as in calculating D E . With 50,000 random edge sets, we obtained the empirical distribution of D E 0 as shown in Figure 1 . It is clear that the observed D E is far away from the empirical distribution for randomly selected edge sets, where the range of D E 0 is between 10.28 and 15.05. We also observe that the coefficient difference of the linked genes on the KEGG network is much smaller than any of the randomly selected gene pairs, which indicates that the regression coefficients of two linked genes in this data set are more similar than randomly selected gene pairs. This partially supports Figure 1 . Analysis of breast cancer gene expression data: histogram of the sum of scaled differences between two Cox regression coefficients for 15,028 randomly selected gene pairs based on 50,000 permutations. The vertical bar represents the sum of scaled differences between two Cox regression coefficients for the 15,028 genes pairs on the KEGG network.
our biological intuition that genes connected in the KEGG network should have similar regression coefficients in the Cox model.
Genes and subnetworks selected
We applied the Lnet, AdaLnet, Lasso, and Enet methods to the data set and used tenfold cross-validation to choose the optimal tuning parameters. Lnet, AdaLnet, Lasso, and Enet selected 98, 140, 62, and 87 genes, respectively. AdaLnet identified many more genes and edges on the KEGG network than Lasso, Enet, and Lnet. Figure 2 shows the non-isolated genes and associated subnetworks that were identified by these four methods. We observed that AdaLnet selected 47 nonisolated genes, many more than Lasso (14), Enet (19), and Lnet (27). The largest connected component on the subnetwork identified by AdaLnet includes 11 genes, most of which are involved in the mitogen-activated protein kinase (MAPK) pathway. The MAPK pathway participates in fundamental cellular processes such as proliferation, differentiation, migration, and apoptosis, and plays a key role in the development and progression of cancer (Dhillon et al. (2007) ). Of particular interest is the well-known oncogene SRC; it has recently been revealed that Src pathway activity is critical for the survival of disseminated breast cancer cells in the bone marrow microenvironment, leading to an extended period for latent metastasis in breast cancer (Zhang et al. (2009) ). This connected subnetwork also includes DUSP4/DUSP14 genes, which negatively regulate members of the mitogen-activated protein (MAP) kinase superfamily (MAPK/ERK) and are associated with cellular proliferation and differentiation (Guan and Butch (1995) ). In contrast, although Lasso and Enet identified some links in this subnetwork (e.g., NRAS-TMP3, MAPK9-DUSP4 and NRAS-TPM3-ACTC1), the results from these analyses did not provide strong evidence indicating the in- 
Stability selection
We have observed that AdaLnet selected more genes than the other methods, and we now demonstrate that the genes selected are also quite stable. Following Meinshausen and Bühlmann (2010) , let S k be the kth random subsample of {1, . . . , n} of size n/2 without replacement, where x is the largest integer not greater than x. To balance the censored observations, we sampled half of the censored subjects and half of the uncensored subjects. For a given pair of tuning parameters (λ, α), the selection probability of gene j is defined as 
is the estimate of β j using a regularization procedure based on the subsample S k given the tuning parameters (λ, α), and K is the number of resampling replicates. We used K = 100 as suggested by Meinshausen and Bühlmann (2010) . A measurement of stability of gene j is then given by max λ,α Pr (λ,α) (j). Table 3 summarizes the stability measurements of the genes selected by each of the four methods. We observed that Lnet resulted in the highest variable selection stability, followed by AdaLnet and Enet. It is also interesting to note that the selected genes that are linked on the KEGG network had in general higher stability than those isolated genes. By encouraging connectivity of the solution, genes that are highly connected in the graph tend to be more often selected, improving stability of the solution.
Discussion
We have proposed a network-based regularization method for high-dimensional Cox regression, as a means to incorporate prior network structural information about the covariates. We have provided theoretical results in a general high-dimensional setting that shed light on the benefits of taking into account such structural information. Simulation studies and real data analysis have confirmed the superior performance of our method in terms of variable selection accuracy and stability. In genomic studies, regularization methods that ignore current biological knowledge often result in selection of isolated genes, render-ing interpretation of the results difficult. In contrast, network-based methods can identify many more functionally related genes and help to bridge the gap between genomic data analysis and understanding of biological mechanisms.
A practical issue in the application of the proposed methodology is to decide which existing biological network to use and how to account for its uncertainty.
Choice of the network to use with measured gene expression data depends on the scientific questions asked and whether the network interactions can be reflected at the transcriptional levels. In our analysis of the breast cancer gene expression data, we chose the KEGG pathways and aimed to identify which KEGG subnetworks were associated with distant metastasis. Alternatively, we could focus on the known cancer-related pathways or the large-scale protein-protein interaction network. Instead of using the prior network information, one can build a gene co-expression network from the data and use it to determine the gene neighbors;
see Section 3 of Huang et al. (2011) for a discussion of adjacency measures that can be used for the construction of such networks. Finally, if the prior network structure is inaccurate or uninformative, we expect that the tuning parameter λ 2 should be very small and therefore the Laplacian penalty will have almost no effects on variable selection and estimation. Incorporating the uncertainty of the network structure directly into our methodology and theory would be worthwhile future topics.
We have used the convex 1 -penalty to induce sparsity of the regression coefficients to facilitate theoretical analysis and fast computation of a global solution. It would be interesting to explore several nonconvex extensions as in Huang et al. (2011) for linear regression models. If one would replace the 1 -penalty in our method by SCAD or MCP, the main arguments used in this paper could be adapted to establish the oracle property of the modified method, under stronger conditions than those required by the weak oracle property. It is worth noting that the concentration inequalities established in this paper reflect some intrinsic properties of the Cox model in high dimensions and do not depend on any specific penalty function; hence, they will continue to play a pivotal role in the theoretical development of such nonconvex extensions.
We have demonstrated in Section 5.1 that local smoothness of regression coefficients over a gene network may be a biologically plausible assumption. One can consider alternatively the weaker assumption that two neighboring variables are either both important or both unimportant, which would be more reasonable and likely to be satisfied in broader contexts. Network-based regularization under this assumption could be achieved by a modification of the Laplacian penalty.
The discrete nature of the weaker assumption, however, makes the choice of a penalty that allows for efficient implementation much more challenging. These are interesting topics but are beyond the scope of the current paper.
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Appendix: Proofs
We first present a few lemmas that will be essential to the proofs of our main results; their proofs can be found in the Supplementary Material. Note that constants in our proofs may vary from line to line. Lemma 1 provides optimality conditions for the optimization problem (2.6), while Lemmas 2 and 3 characterize the uniform convergence of the large vector U(β 0 ) and matrix I(·), respectively, toward their population counterparts.
Lemma 1 (Optimality conditions). A vector β ∈ R p is a unique solution to the optimization problem (2.6) if the following conditions hold: Lemma 2 (Concentration of U(β 0 )). Under Conditions (C1) and (C2), there exist constants C, D, K > 0 such that
for all x > 0 and j = 1, . . . , p, where U j (β 0 ) is the jth component of U(β 0 ).
Lemma 3 (Concentration of I(·)). Under Conditions (C1) and (C2), there exist constants C, D, K > 0 such that
for all x > 0 and i, j = 1, . . . , p, where I ij (·) and σ ij (·) are the (i, j)th entries of I(·) and Σ(·), respectively.
Proof of Proposition 1. By the Hoffman-Wielandt inequality (Horn and Johnson (1985) ), we have
where Λ (j) (·) denotes the jth smallest eigenvalue and · F is the Frobenius norm.
It then follows from Lemma 3 and the union bound that
which, together with Condition (C2), implies (3.1).
To show (3.2), we write
First consider term T 1 . By Lemma 3 and the union bound, we have 
Then consider term T 2 . Similar to (A.3), we have P sup
This, together with Condition (C3) and (A.4), leads to
Combining the bounds for T 1 and T 2 gives P sup This inequality, along with (3.1) and (3.2) in Proposition 1, implies that with probability at least 1 − pD exp(−Knλ 2 1 ) − psD exp(−Kn/s 3 ), the following inequalities hold: We now condition on the event that the above inequalities hold. It suffices to find a β ∈ R p that satisfies all the optimality conditions in Lemma 1 and the desired properties. Take β A c = 0, and we will determine β A by condition (A.1). 
A Taylor expansion of U
i.e., f (K) ⊂ K. Also, the assumption d > 5 √ s/(2C min ) entails that sgn(θ) = sgn(β 0A ); hence, f is a continuous function on the convex, compact set K. An application of Brouwer's fixed point theorem yields that equation (A.7) has a solution β A in K. Moreover, sgn( β A ) = sgn(β 0A ) and hence A = A. Thus, we have found a β ∈ R p that satisfies (A.1) and the desired properties. Moreover, (A.5) implies that I * AA ( β, λ 2 ) is positive definite. It remains to verify that β also satisfies (A.2). A Taylor expansion of U A c ( β) and substituting (A.7) give
Then, by (A.5), (A.6), and the assumption (λ 2 /λ 1 ) L ·,A β 0A ∞ < α/8, we have
which verifies (A.2) and concludes the proof.
