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La prediccio´n de eventos futuros es una de las tareas ma´s complejas y desafiantes con las
que se ha enfrentado el ser humano a lo largo de su historia. Conocer que´ va a ocurrir puede ser
muy ventajoso para aquellos que poseen la informacio´n necesaria. En el caso de los deportes,
tener conocimiento de cua´n probable es que se de´ un resultado concreto en un evento deportivo
puede significar un ingreso econo´mico considerable si se sabe aplicar ese conocimiento en el
mundo de las apuestas deportivas. Cada vez existen ma´s te´cnicas de ana´lisis y manejo de datos
que permiten predecir eventos futuros, y estas te´cnicas son aplicadas a las predicciones de
resultados de eventos deportivos. Siguiendo la l´ınea de investigacio´n propuesta en el TFG con
t´ıtulo Combining Clustering and Time Series for Baseball Forecasting[1], este trabajo busca
estudiar te´cnicas de Miner´ıa de Datos aplicadas a predicciones deportivas. Ma´s concretamente,
se estudia la aplicacio´n de Algoritmos Gene´ticos de cara a seleccionar las variables que optimicen
el porcentaje de acierto de un Modelo de Prediccio´n, basado en Series Temporales, de partidos
de Baseball. El uso de un Algoritmo Gene´tico permite saber que´ estad´ısticas de los equipos,
generadas a trave´s de informacio´n de distintos partidos, permiten generar Series Temporales
que aporten informacio´n al proceso de prediccio´n para que esta sea ma´s eficiente.
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Abstract
Predicting future events is one of the most difficult and challenging tasks that human beings
have faced along the history. Knowing what is going to happen can provide a big advantage
for those who own the proper information. In sports, knowing the probability of a sport event
resulting in a concrete outcome may mean a huge benefit if the knowledge is properly applied
at gambling. There is a growing number of data analysis and management techniques that
allow the prediction of future events, and those techniques are applied to predict the outcome
of sports events. Following the research proposal titled Combining Clustering and Time Series
for Baseball Forecasting[1], this work aims to study Data Mining techniques applied to sports
predictions. More specifically, the application of genetic algorithms in order to select variables to
optimize the success rate of a Prediction Model, based on Time Series, for Baseball games. Using
a Genetic Algorithm, the system provides information about which team statistics, generated
through information from different games, can be used to generate Time Series that provide
information to the prediction process in order to increase its efficiency.
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Los sistemas de prediccio´n son unos de los sistemas ma´s complejos del campo del ana´lisis de
datos lo cual no es de extran˜ar, dado que la prediccio´n es una tarea compleja en cualquiera de
las a´reas de conocimiento en que se aplica, ya sea prediccio´n meteorolo´gica, financiera, deportiva
o de cualquier otra clase. El conocimiento aportado por una buena prediccio´n siempre aporta
una ventaja a aquel que sabe hacer uso de e´l, lo que da mucho valor a aquellas herramientas
que pueden predecir con certeza y seguriadad que´ va a ocurrir en el futuro. En cualquier caso,
un proceso tan desafiante como es la prediccio´n no es fa´cil, ya que muchos factores afectan a
la hora de tomar decisiones de cara a las predicciones. Al final, las mejores predicciones son
aquellas ma´s acertadas teniendo en cuenta la informacio´n disponible y de la cual se parte.
Muchos de los sistemas de prediccio´n conocidos hasta la fecha han sido desarrollados utili-
zando diferentes te´cnicas de Miner´ıa de Datos como son las Series Temporales[2] y los Algoritmos
Gene´ticos[3], obteniendo resultados notables en campos como la economı´a o las apuestas de-
portivas. Existen tambie´n muchos estudios que han utilizado previamente Miner´ıa de Datos
para ana´lisis deportivo[4]. Es importante mencionar que algunos de estos estudios han acabado
afectando a los deportes sobre los que estudiaban, por ejemplo traducie´ndose a mejoras de los
deportistas, a trave´s de la adaptacio´n de nuevos ha´bitos de entrenamiento o incrementando el
rendimiento de los equipos al utilizar estrategias ma´s complejas. Sin embargo, estos estudios no
se centran tanto en el campo de la prediccio´n, como en el ana´lisis de deportes para la bu´sque-
da de patrones o estrategias. Esto significa que au´n hay un amplio abanico de posibilidades
por explorar en cuanto al estudio de te´cnicas de Miner´ıa de Datos aplicadas a la prediccio´n
deportiva.
El mundo de las apuestas es una de las a´reas ma´s influenciadas por los sistemas de prediccio´n.
Conocer los resultados deportivos antes de que se lleven acabo los correspondientes eventos
deportivos puede dar un gran beneficio de cara a las apuestas. Las empresas dedicadas a este a´rea
necesitan sistemas de prediccio´n robustos para poder establecer precios para las apuestas que
puedan resultar atractivos para los clientes, a la vez que se aseguran sacar beneficio del negocio.
Cada vez ma´s empresas dedicadas al mundo de las apuestas deportivas, han ido actualizando
los sistemas de prediccio´n que utilizan para adaptar te´cnicas de Miner´ıa de Datos, y as´ı poder
obtener mayor beneficio del negocio de las apuestas deportivas.
Este trabajo continu´a la l´ınea de investigacio´n del trabajo titulado como Combining clusteri-
ng and time series for baseball forecasting[1], que tambie´n dio lugar al art´ıculo Mixed Clustering
Methods to Forecast Baseball Trends[5]. En esta l´ınea de investigacio´n se utilizan Modelos de
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Prediccio´n de resultados deportivos, ma´s espec´ıficamente de baseball, basados en la utilizacio´n
de te´cnicas de Miner´ıa de Datos. Desarrollando un nuevo Modelo de Prediccio´n basado en el del
trabajo anterior, se pretende obtener predicciones ma´s precisas y so´lidas. Para ello, se utilizara´
un Algoritmo Gene´tico en la seleccio´n de variables que nos permitan generar Series Temporales,
que a su vez se utilizara´n para realizar predicciones utilizando el modelo desarrollado. Combi-
nando estas te´cnicas de Miner´ıa de Datos se puede generar un Modelo de Prediccio´n nuevo que
pueda ser probado y cuyos resultados puedan ser comparados con los de otros modelos.
El resto del documento se estructura de la siguiente forma: la Seccio´n 2 habla de trabajos
similares o relacionados con esta tema´tica, adema´s de explicar algunas de las te´cnicas de Miner´ıa
de Datos ma´s relevantes. La Seccio´n 3 describe el nuevo Modelo de Prediccio´n propuesto para
este trabajo y co´mo se aplica el Algoritmo Gene´tico para la seleccio´n de variables a utilizar por
el modelo. La Seccio´n 4 muestra todo el proceso de experimentacio´n relacionado a este trabajo,
desde la seleccio´n de variables como su aplicacio´n utilizando el modelo descrito en la Seccio´n 3.
Por u´ltimo, la Seccio´n 5 muestra las conclusiones del trabajo y da una muestra de los posibles
caminos a recorrer en el futuro siguiendo esta l´ınea de investigacio´n.
1.1. Motivacio´n
Las apuestas deportivas, as´ı como el deporte en general, tienen una gran importancia en la
sociedad actual a nivel econo´mico. Los grandes eventos y torneos deportivos como los Juegos
Ol´ımpicos o Las Grandes Ligas Norteamericanas son seguidos por gente de todo el mundo, ya
sean como espectadores, gente involucrada en el mundo de los deportes o incluso corredores
de apuestas. El mundo de las apuestas deportivas esta´ extendido a nivel mundial y cuenta
con multitud de clientes cuya actividad genera enormes cantidades de dinero para las grandes
compan˜´ıas dedicadas a este tipo de negocios.
El ana´lisis de deportes, as´ı como los estudios estad´ısticos y los distintos procesos de pre-
diccio´n son interesantes desde el punto de vista de la computacio´n y automatizacio´n. Poder
predecir de forma certera utilizando grandes conjuntos de datos y en poco tiempo es una tarea
compleja, pero interesante, y au´n queda mucho por estudiar en este a´rea.
Siguiendo la l´ınea de estudio del trabajo anterior, se quiere utilizar Series Temporales y
Algoritmos Gene´ticos de cara a la prediccio´n para intentar mejorar el Modelo de Prediccio´n
existente y as´ı obtener mejores resultados de cara a la prediccio´n, lo cual es desafiante a la par
que estimulante.
1.2. Objetivos
El objetivo principal de este proyecto es estudiar co´mo un Algoritmo Gene´tico puede apor-
tar informacio´n de cara a un Modelo de Prediccio´n de partidos de baseball basado en Series
Temporales. Para alcanzar este objetivo se van a llevar a cabo los siguientes procesos:
Estudio de te´cnicas de Miner´ıa de Datos como son las Series Temporales y los
Algoritmos Gene´ticos y co´mo se pueden aplicar para extraer informacio´n de distintos
tipos de datos, espec´ıficamente de cara a la prediccio´n.
Analizar datos de baseball y comprender co´mo se pueden utilizar de cara al desarrollo
de un Modelo de Prediccio´n.
Mejora del Modelo de Prediccio´n analizando el modelo existente, optimizando el
co´digo y an˜adie´ndole nuevas caracter´ısticas que mejoren el ratio de acierto.
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Probar y comparar el Modelo de Prediccio´n y evaluar los resultados obtenidos.




Esta seccio´n muestra una visio´n general de la importancia de la industria del deporte, su
historia y la importancia econo´mica que tiene. As´ı mismo, se tratara´ el uso de metodolog´ıas
de Miner´ıa de Datos y co´mo se aplican a los deportes, analizando brevemente herramientas
estudiadas, aunque no necesariamente utilizadas en este trabajo.
2.1. Deportes y Sociedad
La industria del deporte es uno de los negocios ma´s rentables del mundo. Los Juegos
Ol´ımpicos[6] o la Copa Mundial de la FIFA[7] son ejemplos que muestran la importancia de
esta industria en las u´ltimas de´cadas. Existen otras a´reas de estudio involucradas en el mundo
de los deportes. Las ma´s importantes son:
1. Marketing: La influencia de los deportes en el Mercado es destacable, sobre todo de cara
a la publicidad que genera y que aprovechan marcas de diferentes tipos de productos para
darse a conocer o ganar prestigio, utilizando la ima´gen de deportistas y equipos [8].
2. Medicina: Muchos avances me´dicos y estudios del cuerpo humano a nivel f´ısico y fisiolo´gi-
co provienen de la alta inversio´n de recursos me´dicos realizada para el tratamiento y la
mejora de la salud y eficiencia de deportistas de alto nivel [9].
3. Tecnolog´ıa: De una forma similar a lo que ocurre con la medicina, deportes entre los
que destacan el automovilismo o el motociclismo generan inversiones tecnolo´gicas de gran
importancia que son aplicadas, no solo al deporte, sino tambie´n al desarrollo tecnolo´gico
externo a las competiciones deportivas.
4. Sociolog´ıa: Los deportes tambie´n tienen influencia en la motivacio´n de pa´ıses enteros y
la psicolog´ıa social, especialmente cuando un gran evento deportivo de cara´cter mundial,
como los Juegos Ol´ımpicos, es organizado [6].
5. Economı´a: Diferentes deportes o eventos deportivos pueden afectar a la economı´a de un
pa´ıs entero o a la economı´a de pequen˜as regiones que disen˜an productos relacionados a
un deporte espec´ıfico, generalmente relacionado con dicha a´rea [10].
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6. Juego: Las Loter´ıas Nacionales y las empresas dedicadas a las apuestas tambie´n encuen-
tran beneficios de las competiciones deportivas, llegando a influenciar en las decisiones de
las Organizaciones Deportivas y en los eventos que llevan a cabo [11].
Adema´s, la prediccio´n de resultados deportivos es uno de los problemas ma´s complejos. El
problema consiste en predecir resultados basados en conjuntos de datos extra´ıdos de diferentes
deportes, jugadores y partidos de un deporte concreto. Uno de los pasos ma´s complicados de
este proceso es encontrar el conjunto de datos apropiado. Normalmente, algunos conjuntos de
datos contienen informacio´n general de la temporada, mientras que otros aportan informacio´n
de las jugadas, registros de los partidos, informacio´n de las alineaciones, etc. El baseball es uno
de los deportes que contiene ma´s informacio´n detallada de los diferentes equipos y jugadores.
Existe una organizacio´n llamada Retrosheet1 cuya base de datos contiene cantidades ingentes
de informacio´n sobre jugadores, equipos y partidos, guardando informacio´n en registros de los
diferentes eventos que ocurren durante un partido.
Existen muchos estudios que se centran en la importancia de los deportes en la sociedad,
abarcando los diferentes aspectos sociales en los que influyen, como ya se ha mencionado ante-
riormente. Algunos trabajos se centran en el efecto de los mayores eventos deportivos a nivel
mundial. Por ejemplo, Lee y Taylor [7] analizan la influencia de megaeventos centra´ndose espe-
cialmente en la Copa Mundial de la FIFA de 2002, especialmente en co´mo estos eventos crean
turismo deportivo, dando un impulso a la economı´a del pa´ıs anfitrio´n (en este caso Corea del
Sur). El estudio calcula que la Copa Mundial genero´ un impacto econo´mico de 1340 millones
de do´lares en ventas, 307 millones de do´lares en ingresos y 731 millones de do´lares para el pa´ıs.
Estos resultados muestran co´mo el turismo deportivo genera ma´s beneficio que el turismo ex-
tranjero de ocio (un 180 % ma´s). Desde un punto de vista distinto, Waitt[6] analiza el impacto
social de los Juegos Ol´ımpicos de S´ıdney, demostrando como la euforia se intensifica desde la
organizacio´n del evento en 1998 hasta su celebracio´n en el an˜o 2000.
Otros trabajos se centran en el impacto econo´mico de esta industria. Por ejemplo, Pinch
y Henry [10] estudian co´mo las pequen˜as marcas de motores afectan a la economı´a nacional
de Reino Unido. Desde una perspectiva general, Pitts et al. [12] aplica teor´ıa de segmentacio´n
de industria a la industria del deporte para crear un modelo para este tipo de industria. En
su trabajo utilizan informacio´n sobre manufacturacio´n deportiva para hacer una separacio´n en
tres categor´ıas: rendimiento deportivo, produccio´n deportiva y promocio´n deportiva. Tambie´n
estudian co´mo clasificar a los distintos tipos de clientes utilizando estas categor´ıas. En este
contexto, es importante tambie´n estudiar co´mo los distintos negocios afectan a los deportes,
como se puede ver en el trabajo de Forrest y Simons [11] en el cual se estudia la relacio´n entre
deportes y apuestas. En este estudio se centran en co´mo las apuestas afectan a las organizaciones
deportivas y sus acciones, incluyendo el peligro de la corrupcio´n y co´mo estos me´todos han
afectado a los diferentes deportes, como el cricket, a lo largo de la historia y la influencia de las
Loter´ıas Nacionales sobre ellos.
Por u´ltimo, como en todos los negocios, el deporte necesita de sistemas de medida de calidad
para mejorar sus servicios. Ko y Pastore[13] proponen un modelo de calidad de servicio para
el deporte, centrando su estudio en cuatro elementos ba´sicos: calidad del programa, calidad de
interaccio´n con los clientes, repercusio´n social y calidad del entorno.
2.2. Equipos y Jugadores
Esta seccio´n analiza la influencia de equipos y jugadores desde diferentes perspectivas,
centra´ndose en diferentes ana´lisis en torno a ambos conceptos individualmente para resaltar
1http://retrosheet.org/
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la importancia que tienen estos factores en el deporte.
2.2.1. Ana´lisis de Equipos
Los equipos pueden ser analizados desde distintas perspectivas. En los negocios deportivos
es importante tener en cuenta co´mo los equipos afectan a las marcas. Por ejemplo, Gladden y
Funk[14] centran su trabajo en entender la direccio´n de las marcas en los deportes creando un
modelo que identifica las diferentes dimensiones de las asociaciones de marcas. En su estudio
identifican tres categor´ıas principales: atributos, beneficios y actitud, y su modelo es probado
en clientes del mundo deportivo. Desde una perspectiva similar, Bauer et al. [15] estudian la
importancia de la imagen de las marcas de cara a la fidelidad de los seguidores en deportes de
equipo, mostrando que existen relaciones entre estos factores. De acuerdo con las tres categor´ıas
anteriores, la actitud de la marca es lo que ma´s afecta a la fidelidad de los seguidores, lo que se
confirma usando un modelado de ecuacio´n estructural.
Para mejorar los equipos existen diferentes estudios acerca de los aspectos relevantes en
deportes de equipo. Uno de los ma´s importantes, estudiado por Carron et al. [16], es la cohesio´n
del equipo. En su trabajo tratan de estudiar la relacio´n cohesio´n y rendimiento en los deportes,
a la vez que examinan la influencia de moderadores en este proceso. Con su estudio descubren
que la mayor cohesio´n se da en equipos femeninos. Tambie´n remarcan la importancia de la
cohesio´n durante la construccio´n de los equipos y el objetivo de e´stos. Tambie´n es importante
la motivacio´n a la hora de mejorar la cohesio´n, como analizan Roberts y Ommundsen [17] en
su estudio sobre co´mo la motivacio´n influye en el rendimiento del equipo. Dividen el trabajo en
dos metas principales: ego y tareas, estudiando co´mo la competicio´n interna afecta al equipo y
co´mo diferentes factores pueden influenciar en la cohesio´n de los equipos de acuerdo a estas dos
metas. Tambie´n tratan de determinar los factores de satisfaccio´n de los equipos.
Otro factor importante a tener en cuenta es co´mo el entrenador afecta al equipo. Por ejemplo,
Gilbert y Trudel [18] estudian la figura del entrenador en equipos deportivos jo´venes. En su
trabajo tratan de entender la influencia del entrenador teniendo en cuenta las condiciones del
entorno y las caracter´ısticas personales, estudiando co´mo estudiarlas. De una forma similar,
es tambie´n importante entender las consecuencias de sustituir a un entrenador. Un ejemplo es
el trabajo de McTeer et al. [19], quienes analizan el efecto que causa el cambio de entrenador
a media temporada sobre el rendimiento. Su estudio se aplica a cuatro deportes: baloncesto,
baseball, hockey y fu´tbol. Su estudio muestra el efecto del liderazgo de dos formas: co´mo un
nuevo l´ıder se introduce en el equipo y co´mo sus ideas afectan al equipo y tambie´n co´mo los
cambios afectan al rendimiento. En su estudio concluyen que los efectos de este tipo de cambios
son mı´nimos.
Finalmente, se debe entender la importancia de la forma de entrenar al equipo. Baker et al.
[20] estudian la influencia de diferentes opiniones de expertos en tres deportes distintos (hockey,
netball y baloncesto), tomando informacio´n de atletas expertos y no expertos sobre las activi-
dades practicadas durante sus carreras deportivas. Su conclusio´n es que los expertos dedican
4000 horas a entrenamiento deportivo espec´ıfico antes de alcanzar un esta´ndar internacional.
Otra conclusio´n que sacan es que existe una correlacio´n negativa entre el nu´mero de deportes
adicionales y el nu´mero de horas dedicadas a entrenamiento espec´ıfico.
2.2.2. Ana´lisis de Jugadores
Los equipos esta´n formados por jugadores, lo que significa que tambie´n es importante estu-
diar la perspectiva individual del jugador, adema´s de la perspectiva global del equipo.
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Uno de los campos de estudio ma´s relevante para los jugadores es la salud. Los deportes
requieren de aptitudes f´ısicas extraordinarias y esfuerzos que pueden conducir a lesiones de los
jugadores. Un buen ejemplo de la influencia de estas exigencias puede encontrarse en el trabajo
de Abdekrim[9], donde se estudian las exigencias f´ısicas producidas por los cambios introducidos
en las reglas del baloncesto en Mayo del an˜o 2000, cuando se redujo el tiempo de ataque en 6
segundos y se crearon 4 cuartos en lugar de 2 mitades. En dicho estudio se analiza el efecto sobre
el ratio de pulsaciones y la sangre en cuatro posiciones distintas. Generalmente, los jugadores
gastan ma´s tiempo en movimientos altamente espec´ıficos. Los pivots juegan ma´s intensamente
que los aleros y los bases. Los cambios incrementaron ligeramente los efectos card´ıacos propios
de la competicio´n, y la intensificacio´n difiere de acuerdo a la posicio´n de los jugadores. Tambie´n
es importante estudiar co´mo los jugadores se recuperan de las lesiones, como estudian Verral et
al. [21]. En su estudio se analiza la pe´rdida de rendimiento deportivo de los atletas que vuelven
al deporte tras la recuperacio´n de lesiones en los isquiotibiales por sobreesfuerzo muscular. Los
atletas vuelven en una forma f´ısica significativamente ma´s baja inmediatamente tras la lesio´n,
pero el estudio concluye que algunos atletas pueden volver al deporte antes de una completa
recuperacio´n de las lesiones, lo cual es necesario para prevenir estos problemas. Otro buen
ejemplo en este campo se encuentra en el trabajo de Surve et al.[22], quienes evalu´an el efecto
de las o´rtesis semir´ıgidas para tobillos en esguinces de tobillo de jugadores de fu´tbol. El estudio
concluye que las o´rtesis semir´ıgidas reducen la reincidencia de esguinces de tobillo de jugadores
que han sufrido previamente este tipo de lesiones.
Desde un punto de vista social, tambie´n es importante estudiar la influencia de jugadores en
las marcas de los equipos. Un buen ejemplo se encuentra en el trabajo de Wilson et al.[23], donde
se estudia co´mo las transgresiones de los jugadores durante el deporte conllevan a repercusiones
negativas para las marcas y la gente relacionada a e´stas como resultado de su asociacio´n con
el deportista. Su estudio se centra en el efecto que estos incidentes pueden tener en relacio´n
con patrocinadores desde el punto de vista de una organizacio´n deportiva. Tambie´n discuten
diferentes factores acerca del impacto de estas transgresiones.
2.3. Miner´ıa de Datos en los Deportes
Las te´cnicas de Miner´ıa de datos se basan en la extraccio´n de conocimiento e identificacio´n
de patrones dentro de una fuente de informacio´n. Diversas te´cnicas como estad´ısticas, aprendi-
zaje automa´tico y Miner´ıa de Datos han sido utilizadas para analizar el rendimiento de equipos
y jugadores en deportes como el fu´tbol[24, 25], fu´tbol americano[26], baloncesto [27, 28, 29],
etc. Estas propuestas, generalmente conocidas como modelado de comportamiento humano o
robo´tico, han sido aplicadas en diferentes dominios como simulaciones de fu´tbol robo´tico, pero,
en estos ejemplos, toda la informacio´n es totalmente controlada y simulada. Por otra parte,
Raines et al. [30] crean un marco multiagente para analizar comportamientos de equipo. Ge-
neran un agente automa´tico para ana´lisis de equipos oﬄine. Esta herramienta tiene diferentes
tipos de modelos de comportamiento de equipos para analizar diferentes eventos, como accio-
nes, interacciones y rendimiento. Todas estas metodolog´ıas implican modelos de aprendizaje
automa´tico enfocados en la generacio´n de interpretacio´n humana. Su dominio de pruebas es el
fu´tbol robo´tico.
Otro ana´lisis similar aplicado a los deportes de equipo de humanos se encuentra en la liga
NBA. Vaz de Melo et al. [29] analizan la evolucio´n de esta liga durante su historia al comple-
to, creando un modelo de redes complejas y estudiando su evolucio´n. En el mismo contexto,
Bhandari et al. [27] describen una aplicacio´n de Miner´ıa de Datos, llamada Advanced Acout,
usada por la National Basketball Association (Asociacio´n Nacional de Baloncesto). Su explica-
cio´n se centra en co´mo esta aplicacio´n ejecuta distintos pasos de la Miner´ıa de Datos: extraccio´n
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de datos, preprocesamiento de los datos, descubrimiento de patrones y aplicacio´n del modelo.
Tambie´n generan un modelo de visualizacio´n basado en patrones y cintas de v´ıdeo. Desde una
perspectiva distinta, Ivankovic et al. [31] aplican te´cnicas de Miner´ıa de Datos a informacio´n
de baloncesto. La meta principal de su trabajo es separar las caracter´ısticas ma´s importantes
de los datos para predecir resultados de partidos. As´ı mismo, Biao Xu[32] utiliza un sistema
que combina algoritmos gene´ticos y redes neuronales para predecir el rendimiento deportivo de
estudiantes en funcio´n de sus atributos f´ısicos y el entorno.
Para el ana´lisis de problemas de fu´tbol y fu´tbol americano, Onody y Castro [25] proponen
un modelo, tambie´n basado en redes complejas pero aplicado u´nicamente para analizar juga-
dores Brasilen˜os, y Bitter et al. [28] generan un modelo estad´ıstico, modificando distribuciones
probabil´ısticas cla´sicas como Bernouilli y la distribucio´n Gaussiana para crear un modelo de
puntuacio´n para diferentes ligas. Por otro lado, Dawson et al. [26] estudian los movimientos
y actividades de la Liga de Fu´tbol Australiano usando ana´lisis de v´ıdeo. Extraen informacio´n
de los patrones de movimiento y actividades de juego estudiando estad´ısticas de las distintas
posiciones. Tambie´n proponen mejoras en pra´cticas de entrenamiento espec´ıfico para diferentes
posiciones usando la informacio´n extra´ıda.
Finalmente, Shumaker et al. [4] presentan una visio´n general sobre diferentes aspectos de la
Miner´ıa de Datos para deportes. Su trabajo se centra en diferentes metodolog´ıas, aportando di-
ferentes fuentes de datos de deportes, detalles de bu´squeda de diferentes deportes, herramientas
para el ana´lisis, modelos de prediccio´n, me´todos para analizar contenido multimedia, metodo-
log´ıas para extraer datos de pa´ginas web y algunos datos de estudio usando clasificadores.
2.3.1. Ana´lisis de Baseball
Desde el punto de vista del baseball, hay varios trabajos que se centran en el ana´lisis de
baseball. En [33] proponen un marco de visualizacio´n de baseball para extraer informacio´n sobre
diferentes equipos y partidos, de forma que se puedan consultar diferentes aspectos del baseball.
Hakes y Sauer [34] estudian el efecto Moneyball desde una perspectiva econo´mica. Su meta es
probar que exist´ıa una evaluacio´n ineficiente de los jugadores por parte del mercado de fichajes
del baseball durante un periodo de tiempo prolongado. La explotacio´n de esta ineficiencia por
los Oakland Athletics supuso un progreso destacable para las estrategias del baseball. Otros
estudios, como el de Marchi y Albert [35] se centran en diferentes perspectivas anal´ıticas. En
este caso introducen varias te´cnicas para analizar las diferentes partes de un partido de baseball,
de equipos, jugadores, etc, usando R. Proveen varios me´todos anal´ıticos extra´ıdos de me´todos
matema´ticos. Tambie´n introducen metodolog´ıas de aprendizaje automa´tico pero u´nicamente
centradas en clasificacio´n y regresio´n.
2.4. Miner´ıa de Datos y Herramientas de Ana´lisis de Baseball
Existen muchas herramientas de Miner´ıa de Datos que son u´tiles para el ana´lisis de Baseball.
Aqu´ı se enumeran algunas:
R2: R es un lenguaje y conjunto de herramientas para computacio´n estad´ıstica y gra´fica.
Bajo la licencia GPL, posee una enorme comunidad que provee diferentes paquetes para
ana´lisis estad´ıstico, pudiendo manejar informacio´n y big data y ofreciendo reconocimiento
de patrones y visualizacio´n. Esta´ basado en un lenguaje anterior llamado S y gran parte
del co´digo en S funciona inalterado en R.
2http://www.r-project.org/
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Matlab3: MATLAB es un lenguaje de alto nivel a la vez que un IDE para computacio´n
nume´rica, visualizacio´n y programacio´n. Permite analizar datos, desarrollar algoritmos y
crear modelos y aplicaciones. Tiene muchas optimizaciones dedicadas a la computacio´n.
Puede ser usado para un gran nu´mero de aplicaciones, incluyendo procesamiento de sen˜al y
comunicaciones, procesamiento de imagen y video, control de sistemas, medidas y pruebas,
computacio´n financiera y computacio´n biolo´gica.
Octave4: Octave es un lenguaje interpretado de alto nivel similar a Matlab, principal-
mente utilizado para computacio´n nume´rica, bajo la licencia GPL. Se centra en soluciones
nume´ricas de problemas, tanto lineales como no lineales, y experimentos nume´ricos. Tam-
bie´n provee una gran capacidad de manejo de gra´ficos para visualizacio´n y manipulacio´n
de datos. Este lenguaje es muy similar a Matlab y la mayor´ıa de programas son fa´cilmente
portables.
Weka5: Weka es una coleccio´n de algoritmos de aprendizaje automa´tico para tareas de
Miner´ıa de datos. Tiene herramientas para preprocesamiento de datos, clasificacio´n, re-
gresio´n, clustering, reglas de asociacio´n y visualizacio´n. Tambie´n permite a sus usuarios
desarrollar esquemas de aprendizaje automa´tico propios.
Improvise6: Improvise es un software basado en arquitectura e interfaz de Java que
permite a los usuarios construir visualizaciones interactivamente. Ha sido disen˜ado para
sincronizar diferentes visualizaciones y consultas para combinar informacio´n de distintas
fuentes. Los usuarios pueden navegar y seleccionar la apariencia de los datos a trave´s
de mu´ltiples vistas, usando un nu´mero de variaciones en patrones de coordinacio´n bien
conocidos como scrolling sincronizado, brushing, drill-down, y zoom sema´ntico.
GameDay7: GameDay es un programa software que permite a los seguidores del deporte
seguir los partidos de baseball y sus estad´ısticas en vivo. Para Las Grandes Ligas de
Baseball, fue introducido en 2002, un an˜o despue´s de que todas las pa´ginas de los equipos
migraran a MLB.com. El software ofrece diferentes herramientas que pueden ayudar en el
ana´lisis de partidos.
Retrosheet8: Retrosheet es una de las bases de datos ma´s grandes de baseball. Tambie´n
provee diferentes herramientas para analizar los datos que provee. Retrosheen tiene una
enorme coleccio´n de partidos, en la cual se intenta tener informacio´n pu´blica de jugada
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Modelo de Prediccio´n
Este proyecto se centra en el desarrollo de una metodolog´ıa de prediccio´n de partidos de
baseball basado en series temporales. Para alcanzar este objetivo se utilizara´n te´cnicas de Mi-
ner´ıa de Datos basadas en series temporales, combinadas con el uso de un algoritmo gene´tico
para incrementar el ratio de acierto en las predicciones. Las predicciones se hacen basa´ndose en
informacio´n recogida de partidos anteriores para que el modelo trate de encontrar similitudes
entre partidos y equipos, encontrando as´ı posibles tendencias y patrones que ayuden a predecir
el resultado de los partidos. El algoritmo gene´tico se utiliza para seleccionar los valores de los
para´metros del modelo de prediccio´n que optimicen el ratio de acierto del modelo. En esta sec-
cio´n se explica co´mo funciona el modelo de prediccio´n y co´mo se aplica el algoritmo gene´tico
en la seleccio´n de variables, as´ı como los distintos procesos realizados para llevar a cabo este
trabajo.
3.1. Descripcio´n de los Datos
Los datos utilizados para este proyecto han sido proporcionados por Retrosheet1, organiza-
cio´n que se encarga de recoger y actualizar datos de Las Grandes Ligas de Baseball (en ingle´s
Major League Baseball o MLB), como se menciona en la Seccio´n 2. Los datos recogidos por esta
organizacio´n componen una base de datos de taman˜o considerable, donde se recogen datos de
partidos desde 1871 hasta la actualidad incluyendo informacio´n detallada sobre las jugadas una
a una, adema´s de informacio´n adicional sobre el baseball americano como detalles de equipos,
jugadores, etc.
Dado el cara´cter cronolo´gico que aporta la informacio´n de jugada por jugada que propor-
ciona la base de datos de Retrosheet, as´ı como informacio´n de los partidos jugados durante las
temporadas profesionales, se pueden obtener estad´ısticas en funcio´n del factor tiempo, lo que
permite generar series temporales que se utilizan para el Modelo de Prediccio´n utilizado en este
trabajo.
1“Los datos utilizados para este proyecto han sido obtenidos de forma gratuita a trave´s de Retrosheet, entidad
que posee los derechos de autor de los mismos. Cualquier interesado en estos datos puede contactar con Retrosheet
en 20 Sunset Rd., Newark, CP 19711.”
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3.1.1. Datos de Retrosheet
Los datos sobre partidos de baseball han sido descargados de la pa´gina web de Retrosheet.
Los ficheros en formato zip descargables desde la base de datos de Retrosheet tiene un nom-
bre significativo, compuesto por un nu´mero que indica a que´ an˜o corresponden los datos y un
sufijo indicando que´ tipo de datos contienen (para este trabajo se utilizan los ficheros eve y
post, que contienen datos sobre partidos de cada Temporada Regular y los Play-Offs, tambie´n
conocidos como partidos de postemporada, de cada temporada respectivamente). Por ejem-
plo, 2003eve.zip contiene datos de la Temporada Regular jugada durante 2003, mientras que
2003post.zip contiene informacio´n de los partidos de Play-Offs de la temporada de 2003.
Comprimidos dentro de cada fichero en formato zip se encuentran tres tipos distintos de
ficheros que contienen la informacio´n de los partidos de forma separada. Aunque puede encon-
trarse informacio´n ma´s detallada en la pa´gina web de Retrosheet2, a continuacio´n se muestra
un resumen con la informacio´n contenida en estos ficheros:
Ficheros de Evento: Los ficheros con extensio´n .eva, .evn y .eve contienen datos de
partidos de la Liga Americana, la Liga Nacional y los Play-Offs respectivamente. Los
ficheros .eva y .evn tienen como nombre un an˜o seguido de un co´digo de 3 letras que
corresponde a un equipo, y contienen informacio´n sobre todos los partidos que dicho equipo
ha jugado ese an˜o como equipo local. Para los ficheros con formato .eve, sin embargo, en
lugar del nombre de los equipos se utiliza una abreviatura del nombre de la fase de los
Play-Offs en la cual se juegan los partidos sobre los que se tiene la informacio´n. Por
ejemplo, 2003OAK.eve contiene datos de los partidos jugados en 2003 en el campo de los
Oakland Athletics, mientras que 2003WS.eve contiene los datos de los partidos jugados
durante la Serie Mundial (World Series) de 2003.
La informacio´n de los partidos contenida en estos ficheros corresponde tanto a caracter´ısti-
cas del partido como son los equipos que juegan y sus alineaciones, la fecha y hora en que
se juega el partido o las condiciones meteorolo´gicas, adema´s de informacio´n detallada de
cada jugada como secuencia de bolas, jugadas de bateadores, acciones de corredores y
defensores, o sustituciones de jugadores.
Ficheros de Equipos: Estos ficheros no tienen extensio´n pero son nombrados utilizando
el an˜o al que corresponden los partidos y la palabra TEAM, y contienen informacio´n de
cada equipo que juega durante ese an˜o la Temporada Regular o los Play-Offs a los que
corresponden los datos (por ejemplo, 2003TEAM ).
Ficheros de alineacio´n: Cada fichero con extensio´n .ros contiene informacio´n de la ali-
neacio´n de un equipo durante un an˜o, adema´s de informacio´n detallada sobre los jugadores
que forman esa alineacio´n, como son posiciones o si son diestros o zurdos de cara al bateo
y el lanzamiento. El nombre de estos ficheros se forma con el co´digo de equipo correspon-
diente y el an˜o. Por ejemplo, OAK2003.ros contiene datos de la alineacio´n de los Oakland
Athletics durante 2003.
3.1.2. Transformacio´n de los Datos
La base de datos de Retrosheet contiene una enorme cantidad de datos que, sin embargo,
deben ser adaptados a un formato con el cual sea viable realizar un procesamiento complejo.
Adema´s, de todos los datos que ofrece esta organizacio´n, se deben seleccionar los datos que
realmente sean relevantes, en este caso aquellos que puedan aportar informacio´n a la prediccio´n
2http://retrosheet.org/
12 CAPI´TULO 3. MODELO DE PREDICCIO´N
Algoritmos Gene´ticos para la Seleccio´n de Variables en la Prediccio´n de Partidos de Baseball
basada en series temporales. Sin embargo, como se trata de una base de datos de gran taman˜o,
adema´s de que la informacio´n esta´ contenida en ficheros con diferentes entradas y campos por
entrada, el ana´lisis, extraccio´n y traduccio´n de los datos significativos de cada fichero es una
tarea complicada. Sin embargo, se disponen de herramientas software que pueden automatizar
y acelerar estos procesos para ahorrar tiempo y recursos, evitando esfuerzos innecesarios. De
esta forma la extraccio´n, traduccio´n y limpieza de datos se simplifica enormemente, aunque
es importante tener en cuenta que estos procesos requieren de supervisio´n humana, no solo
para identificar los errores que puedan surgir sino para corregir problemas como la pe´rdida de
informacio´n o los posibles valores incorrectos que puedan producirse. En este apartado se detalla
informacio´n de las herramientas que se han usado para llevar a cabo estos procesos automa´ticos.
Herramientas Software de Retrosheet
Retrosheet ofrece herramientas para trabajar con la informacio´n que se puede descargar
de su base de datos y transformarla en formatos ma´s sencillos de utilizar en procesado. Para
este trabajo se han descargado y utilizado BGAME.EXE y BEVENT.EXE, que son programas
ejecutables para la consola de comandos de cualquier sistema basado en Windows NT, y que nos
permiten transformar los datos de los ficheros descargables de Retrosheet a ficheros en formato
CSV que pueden ser importados en una base de datos local. En particular, BGAME.EXE
genera datos globales de los partidos y BEVENT.EXE genera datos de cada jugada. La ventaja
de utilizar estas herramientas es que proveen una salida estandarizada de los datos (en lugar de
ficheros con informacio´n mezclada) y en un formato que otros elementos software son capaces
de leer ma´s fa´cilmente.
Base de Datos MySQL
Como ya se ha mencionado anteriormente, la extraccio´n de datos as´ı como la transformacio´n
de los mismos es una tarea compleja que requiere de tiempo y recursos, pero tan importante
como estos procesos es la disponibilidad de los datos para su acceso y uso. MySQL es una
tecnolog´ıa de manejo y uso de base de datos muy popular actualmente, que nos permite no solo
almacenar los datos que nos interesan localmente sino que adema´s nos proporciona velocidad
y versatilidad a la hora de manejar dichos datos. Adema´s de las funciones de manejo de datos
propias del lenguaje MySQL, la importacio´n de los datos de los ficheros CSV generados por
las herramientas software de Retrosheet es una tarea simple, y existen numerosas herramientas
y lenguajes de programacio´n que disponen de plug-ins o librer´ıas para conectar con bases de
datos MySQL, lo que lo convierte en una herramienta o´ptima para este trabajo.
3.2. Modelo de Prediccio´n
El Modelo de Prediccio´n utilizado en este trabajo se basa en la comparacio´n de series tem-
porales generadas a partir de las estad´ısticas deportivas de los distintos equipos de baseball a lo
largo de los partidos. Este modelo se basa en la hipo´tesis de que equipos que se comportan de
forma similar a lo largo del tiempo actuara´n de una forma similar ante determinadas circuns-
tancias con un alto grado de probabilidad. De esta forma, se estima que los partidos disputados
por pares similares de equipos se desarrollara´n de una forma parecida.
Una vez los datos han sido extra´ıdos y adaptados para su transformacio´n en series tem-
porales, el modelo es generado. Teniendo informacio´n de cada jugada de forma individual, se
pueden obtener las estad´ısticas de los jugadores a lo largo de cada partido y combinarlas para
generar las estad´ısticas de los equipos, considerando estos las sumas de sus jugadores. De esta
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forma se obtienen estad´ısticas a nivel de equipo, tanto jugada por jugada como las estad´ısticas
globales de cada partido a lo largo de las temporadas, que se pueden usar como me´tricas para
la generacio´n de las series temporales que sirven de base para este modelo.
3.2.1. Similitud de equipos
Para este trabajo se han utilizado series temporales basadas en las estad´ısticas de equipos
para obtener el grado de similitud entre equipos. Dicha similitud sera´ la que posteriormente se
utilice de cara a la prediccio´n de resultados de los equipos. En primer lugar se crean las series
temporales que van a reflejar el rendimiento de los equipos en los partidos que juegan de una
forma matema´tica. Para ello, se han utilizado los partidos que juega un equipo a lo largo de la
temporada, ordenados por fecha de juego, como factor cronolo´gico de cara a la generacio´n de
las series temporales. Tomando un nu´mero P de partidos, se obtienen las estad´ısticas de los P
u´ltimos partidos jugados por cada equipo, generando as´ı series temporales para cada me´trica
correspondiente a cada equipo a lo largo de toda la temporada, como se muestra en el ejemplo
de la Figura 3.1.
Figura 3.1: Ejemplos de Series Temporales (Anaheim Angels durante la Temporada 2015).
Para obtener la similitud de equipos se realiza un ca´lculo matema´tico basado en la disimilitud
segu´n la correlacio´n de Pearson estimada de las series temporales par a par[36]. Utilizando la
siguiente fo´rmula se obtiene un valor entre 0 y 1 que nos dice cua´n similares son los equipos que
estamos comparando:










Donde Ω es el nu´mero de me´tricas, ti, tj son los equipos que se esta´n comparando, y s
i
k
y sjk son las series temporales correspondientes de las me´tricas de los equipos que se esta´n
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comparando.Como se explica a continuacio´n, la constante Z es un valor de normalizacio´n dado
por la funcio´n de disimilitud diss(sik, s
j
k) y que corresponde al ma´ximo valor que puede tomar
la disimilitud, lo que nos permite normalizar el valor de la similitud a un valor entre 0 y 1. La









Donde ρ es el valor de la correlacio´n de Pearson entre las series temporales sik y s
j
k y β es un
para´metro modificable que especifica la regulacio´n de convergencia y nos indica el ma´ximo valor
de salida de la funcio´n de disimilitud. Dada esta fo´rmula la funcio´n de disimilitud proporciona
valores entre 0 y
√
β, por lo que si Z =
√
β entonces se obtienen valores entre 0 y 1 para la
funcio´n de similitud3.
Simplificacio´n del Modelo
Este modelo corresponde a una simplificacio´n del utilizado en el trabajo previo, Combining
clustering and time series for baseball forecasting[1], donde la similitud de equipos se basaba
no solo en series temporales, sino en la aplicacio´n de clustering sobre las series temporales para
obtener la similitud. El clustering utilizado en este trabajo anterior era un clustering jera´rquico
basado en la misma disimilitud por correlacio´n de Pearson y se aplicaba sobre agrupaciones
de series temporales con la misma me´trica pero correspondientes a los distintos equipos, ge-










Donde Ω es el nu´mero de me´tricas escogidas, ti, tj son los equipos a comparar, Cq representa




1 si ti ∈ Cq
0 en cualquier otro caso
(3.4)
La similitud por clustering utilizada anteriormente proporcionaba igualmente un valor de
similitud entre 0 y 1. Sin embargo este valor obtenido por comparacio´n de me´tricas era un
valor binario dado, para cada par de equipos, por las series temporales correspondientes a cada
me´trica indicando u´nicamente si se encontraban en el mismo cluster o no. Sin embargo, el valor
actual provee un valor ma´s preciso de cuan parecidas son estas series temporales, no solo si son
parecidas o no, al tratarse de un valor nume´rico y no un valor booleano. Adema´s, esto supone
una limitacio´n ya que la fo´rmula de similitud por clustering solo puede tener como resultado Ω
valores de salida posibles, lo cual hace que sea ma´s dif´ıcil determinar que´ par de equipos tienen
una mayor similitud, sobre todo en casos donde el nu´mero de me´tricas escogidas es pequen˜o.
Como resultado de esta simplificacio´n, el porcentaje de acierto en la prediccio´n no se ve com-
prometido y, sin embargo, el tiempo de ejecucio´n de la prediccio´n se reduce considerablemente
ya que se ahorra el proceso de clustering de series temporales. Esto es importante dado que el
3Dado que en este trabajo se utiliza la funcio´n diss.COR[37] del paquete TSclust de R, para este modelo se ha
elegido β = 2 de forma que la disimilitud entre series temporales toma valores entre 0 y
√
2 y por tanto Z =
√
2.
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Representacio´n de la similitud entre equipos (izquierda), la similitud entre partidos (derecha)
y las conexiones entre equipos y partidos.
clustering se realizaba una vez por me´trica en cada prediccio´n y, como veremos posteriormente,
durante el experimento se realizan una gran cantidad de predicciones dada la naturaleza del
algoritmo gene´tico, lo que supone un ahorro de tiempo global considerable.
3.2.2. Similitud de partidos
Dado que el modelo propuesto tiene como finalidad predecir resultados de partidos de los
cuales no se tiene toda la informacio´n, es necesario obtener tanta informacio´n sobre el partido
que se quiera predecir como sea posible, de forma que se facilite el proceso de prediccio´n.
Como se ha mencionado anteriormente, este modelo de prediccio´n se basa en la hipo´tesis de
que equipos similares actuar´ıan de forma similar ante circunstancias similares, por lo que se
utiliza la similitud de equipos como medio para obtener la similitud entre partidos. Suponiendo
partidos distintos, la similitud de e´stos vendra´ dada por las similitudes entre los equipos que
jueguen sendos partidos segu´n la fo´rmula de similitud basada en disimilitud por correlacio´n de




















similitud de los equipos visitantes. De esta forma volvemos a tener un valor de similitud en
un rango de valores entre 0 y 1 que podemos usar de cara a la prediccio´n, como se explica a
continuacio´n.
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3.2.3. Prediccio´n de un Nuevo Partido
Para predecir el resultado de un nuevo partido se necesitan datos sobre equipos y partidos que
ya hayan sido jugados previamente y cuyos resultados sean conocidos, pues con la informacio´n
pasada se pueden predecir los comportamientos del futuro. Estos partidos proveen la informacio´n
necesaria para generar estad´ısticas y con ello series temporales basadas en el rendimiento de los
equipos que han jugado dichos partidos. Para ello, se toma un set de partidos jugados a lo largo
de un espacio de tiempo concreto y se generan series temporales en funcio´n de las estad´ısticas
de los equipos, generando un conjunto de muestra. Es importante mencionar que para que el
modelo funcione, las me´tricas en que se basan las series temporales extra´ıdas de cada equipo
deben ser las mismas para todos, ya que a trave´s de estas se hace la comparacio´n de equipos.
Adema´s, cada equipo debe haber jugado como mı´nimo un nu´mero P de partidos en ese periodo
de tiempo, pues de otra forma no es posible aplicar la correlacio´n de Pearson, pero este valor P
debe ser los suficientemente grande como para que la muestra sea u´til aportando informacio´n
relevante estad´ısticamente hablando.
Una vez se han creado las series temporales del conjunto de muestra, se generan las series
temporales de los equipos que juegan el partido que se quiere predecir. Para ello, se toman los
resultados y estad´ısticas de los u´ltimos P partidos que ha jugado cada uno de los dos equipos
antes del partido que se quiere predecir, ya que cuanto ma´s actualizada este´ la informacio´n, ma´s
precisa sera´ la prediccio´n. Utilizando la funcio´n de similitud, se haya para cada equipo, tanto
para el equipo local th como para el equipo visitante tv, los N equipos del conjunto de muestra
que son ma´s similares a ellos. De esta forma se obtiene un conjunto de equipos Th de equipos
similares al equipo local y un conjunto de equipos Tv de equipos similares al equipo visitante.
Teniendo los equipos similares, el siguiente paso es encontrar partidos similares. El modelo
propone que para cada par (hi, vj), donde hi ∈ Th y vj ∈ Tv, el partido jugado entre th y tv
sera´ similar al partido jugado entre hi y vj , y por ello se pueden obtener partidos similares al
nuevo partido buscando en el set de muestra los M u´ltimos partidos jugados por cada par de
equipos (hi, vj). Con este conjunto de partidos extra´ıdos del set de muestra, se puede predecir el
resultado del nuevo partido utilizando los resultados de partidos de este conjunto en combinacio´n
con el criterio de similitud de partidos en base a la similitud de equipos. La siguiente fo´rmula
calcula la probabilidad de los equipos de ganar el partido en funcio´n de dichos criterios:
P (t) =
∑G
i=1 v(si) · sim(g0, gi)
G
(3.6)
Donde t es el equipo para el que se quiere obtener su probabilidad de victoria, G es el nu´mero
de partidos similares extra´ıdos del set de muestra, sim(g0, gi) es la similitud entre el partido a
predecir y cada partido similar, si es cada equipo participante en el correspondiente partido gi
y que es similar al equipo t y v(si) es una funcio´n definida por:
v(si) =
{
1 si si gano´ en gi
0 si si perdio´ en gi
(3.7)
Finalmente, para decidir que´ equipo se debe predecir como ganador, se comparan las proba-
bilidades de ganar de ambos equipos segu´n el ca´lculo anterior y se predice el equipo con mayor
probabilidad como ganador:
V (th, tv) =
{
th si th > tv
tv si th < tv
(3.8)
La Figura 3.2 muestra un ejemplo esquema´tico de todo el proceso de prediccio´n. En este
ejemplo se seleccionan tres equipos similares para cada equipo que juega el partido a predecir,
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donde el color representa cuan similares son los equipos. Con estos dos grupos de equipos y se
busca el u´ltimo partido jugado por cada equipo contra cada uno de los equipos del otro grupo
y se obtiene el ganador de cada uno de los partidos. Finalmente, dado que hay ma´s partidos
ganados por los equipos similares al equipo local, y que los equipos locales ganadores son ma´s
similares que los equipos visitantes ganadores, la probabilidad de ganar del equipo local es
mayor y por tanto se predice como ganador.
Figura 3.2: Ejemplo esquema´tico del proceso de prediccio´n.
3.3. Uso del Algoritmo Gene´tico
Una vez desarrollado el modelo de prediccio´n, se necesitan ajustar los para´metros de dicho
modelo para la optimizacio´n del resultado de las predicciones. Aunque en la Seccio´n 4 se de-
talla co´mo se han elegido las distintas me´tricas de cara a la experimentacio´n realizada en este
trabajo, este apartado se va a centrar en la seleccio´n de me´tricas para la generacio´n de series
temporales. En el caso de la fase de experimentacio´n realizada en el trabajo anterior, Combining
clustering and time series for baseball forecasting[1], se utilizaban u´nicamente seis estad´ısticas
como me´tricas para la generacio´n de series temporales sobre las cuales aplicar el modelo previo
para realizar prediciones de partidos. Estas me´tricas fueron elegidas de entre un conjunto de
posibles estad´ısticas que utiliza la MLB4 para medir el rendimiento de jugadores y equipos dada
su importancia directa de cara al resultado del partido as´ı como su independencia entre ellas.
Sin embargo, existen otras estad´ısticas publicadas por la MLB que proporcionan informacio´n
relevante sobre el rendimiento de los jugadores y, aunque haya relaciones matema´ticas entre
algunas de ellas, pueden aportar ma´s informacio´n de cara a optimizar el proceso de prediccio´n.
4http://mlb.mlb.com/stats/
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As´ı mismo, algunas me´tricas pueden estar aportando informacio´n redundante o incluso pueden
estar afectando negativamente al rendimiento del proceso de prediccio´n, por lo que utilizar todas
las me´tricas simulta´neamente no es una buena idea, adema´s de que cuanto mayor es el nu´mero
de me´tricas ma´s tiempo requiere el proceso de prediccio´n.
Para seleccionar que´ variables optimizan el proceso de prediccio´n de los partidos se va a
utilizar un algoritmo gene´tico, de forma que aquellas me´tricas que proporcionen un mayor
porcentaje de acierto sobre conjuntos de partidos a predecir, sera´n elegidas como me´tricas para
predicciones en experimentaciones posteriores.
3.3.1. El Algoritmo Gene´tico
Los algoritmos gene´ticos tienen multitud de aplicaciones posibles, por lo que pueden con-
figurarse en un amplio abanico de formas distintas para hacer frente al problema que deban
afrontar en cada situacio´n. A continuacio´n se exponen los para´metros ma´s relevantes de un
algoritmo gene´tico de cara a su utilizacio´n en este trabajo:
Tipo de entrada: El algoritmo soporta distintos tipos de datos sobre los que aplicar
modificaciones en busca de la optimizacio´n de los mismos. En este caso se utilizan re-
presentacio´nes binaria de las me´tricas que se quieren probar para la prediccio´n de los
partidos, adjudicando para cada me´trica un valor de 0 o 1 en funcio´n dependiendo de
si la me´trica se utiliza en la prediccio´n o no. La ejecucio´n del algoritmo gene´tico hace
modificaciones sobre cada representacio´n de las distintas selecciones de me´tricas, variando
el valor asignado a cada me´trica y devolviendo finalmente un conjunto de representacio-
nes de las distintas selecciones de me´tricas y el porcentaje de acierto asignado a dichas
selecciones de me´tricas. As´ı, las me´tricas a elegir sera´n aquellas cuyo valor sea 1 para las
representaciones binarias con mayor ı´ndice de acierto, mientras que aquellas con valor 0
en las mismas representaciones debera´n descartarse.
Nu´mero de bits: Para aplicaciones del algoritmo gene´tico sobre entradas de tipo binario,
este argumento indica cuantas variables deben ser representadas. En este caso, el nu´mero
de bits corresponde al nu´mero total de me´tricas que se quieren analizar para su uso en el
modelo de prediccio´n.
Funcio´n de fitness: Esta funcio´n determina cua´n bueno es un individuo de la poblacio´n
con respecto al resto. Para este trabajo, la funcio´n de fitness corresponde al porcentaje
de acierto obtenido tras la prediccio´n de un nu´mero A de partidos utilizando el modelo
de prediccio´n, lo que significa que a mayor nu´mero de aciertos mayor sera´ el valor de la
funcio´n de fitness y mejor se considerara´ el individuo. La razo´n por la cual estos partidos
se seleccionan aleatoriamente es para evitar sobreentrenamiento, pues si se seleccionase el
mismo grupo de partidos para todos los individuos, el algoritmo acabar´ıa obteniendo el
mejor individuo para ese grupo concreto de partidos.
Taman˜o de la poblacio´n: Este valor determina el nu´mero de individuos por iteracio´n
del algoritmo gene´tico. Teniendo un nu´mero P de indviduos por poblacio´n significa que
se disponen de P representaciones binarias de conjuntos de me´tricas para probar en cada
iteracio´n del modelo.
Ma´ximo nu´mero de iteraciones: El ma´ximo nu´mero de iteraciones determina cua´ntas
iteraciones se realizan en el algoritmo gene´tico como ma´ximo. Esto quiere decir que, a
menos que se termine la ejecucio´n por otros me´todos, el algoritmo ejecutara´ tantas ite-
raciones como se indique en este para´metro (κ), por lo que si se tienen poblaciones de
taman˜o P se ejecutara´ la funcio´n de fitness un ma´ximo de κ · P veces. Para el modelo
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de prediccio´n, dado que la funcio´n de fitness ejecuta varias prediccio´nes (N), el nu´mero
ma´ximo de predicciones llevadas a cabo sera´ de κ · P · N. Esto es importante de cara
a la estimacio´n de tiempos de ejecucio´n del algoritmo, pues el incremento de estos tres
para´metros aumenta considerablemente el tiempo de realizacio´n de los experimentos.
Poblacio´n inicial: El algoritmo comienza a ejecutarse sobre una poblacio´n inicial de
individuos sobre los que luego hara´ las modificaciones oportunas de cara a obtener mejores
resultados para la funcio´n de fitnes.
Funcio´n de seleccio´n de individuos: Para cada iteracio´n del algoritmo se necesita
una nueva poblacio´n que es generada utilizando una parte de la poblacio´n analizada en la
iteracio´n anterior. Para ello se hace una seleccio´n de los mejores individuos de la poblacio´n
que, como veremos a continuacio´n, aportan informacio´n para generar los individuos de la
nueva poblacio´n.
Funcio´n de cruce: Una vez seleccionados los individuos a partir de los cuales se va a
generar la nueva poblacio´n de cara a la siguiente iteracio´n, se mezcla e intercambia la
informacio´n de los individuos seleccionados para generar nuevos individuos.
Funcio´n de mutacio´n: Cuando se han generado los cruces de cromosomas, se an˜ade
una nueva modificacio´n a los individuos generados para an˜adir variedad a la poblacio´n y
que los nuevos individuos no dependan completamente de los individuos de la iteracio´n
anterior.
Elitismo: El elitismo de un algoritmo gene´tico determina cua´ntos individuos de una
poblacio´n pasan sin ser modificados a la siguiente poblacio´n. Esto resulta intersante para
mantener al individuo con mejor resultado segu´n la funcio´n de fitness dentro de la siguiente
poblacio´n para propiciar que se generen nuevos individuos a partir de este. Como veremos
en la Seccio´n 4, para este trabajo se han probado diferentes valores del elitismo dadas las
peculiaridades del experimento realizado.
Una vez definido el algoritmo gene´tico con el que trabajar, se puede pasar a la ejecucio´n del
mismo para conocer las me´tricas que optimizan el modelo de prediccio´n. En la pro´xima seccio´n se
describe el proceso de experimentacio´n del algoritmo gene´tico para la seleccio´n de variables que
se ha realizado para este trabajo. Adema´s, se realizara´ una segunda experimentacio´n donde las
me´tricas seleccionadas servira´n para probar el modelo de prediccio´n propuesto. Es importante
mencionar que, aunque este trabajo pretende optimizar el rendimiento del sistema de prediccio´n
a trave´s de las me´tricas o´ptimas, au´n existen muchos para´metros modificables que pueden
mejorar el rendimiento del modelo de prediccio´n, como se explica en la Seccio´n 5. De forma
similar, los para´metros del algoritmo gene´tico pueden ser tambie´n sujetos a modificaciones para
optimizar la seleccio´n de me´tricas.
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Experimentacio´n
Este cap´ıtulo muestra co´mo se aplican el modelo de prediccio´n y el algoritmo gene´tico sobre
un conjunto de datos para analizar la eficiencia de ambos elementos. En esta seccio´n se hablara´
del conjunto de datos sobre el que se aplicara´ la experimentacio´n y se expondra´n los para´metros
escogidos para el modelo explicando las razones por las cuales han sido elegidos.
4.1. Conjuntos de Datos
Para esta experimentacio´n se va a utilizar informacio´n de partidos de la base de datos de
Retrosheet, como se menciona en la Seccio´n 3. Ma´s concretamente se van a utilizar datos de
partidos jugados en la Liga Nacional y la Liga Americana durante la Temporada Regular y los
Play-Offs entre los an˜os 2003 y 2011. Las razones por los que estas temporadas han sido elegidas
son:
Conjuntos de datos de entrenamiento y test: Para probar el impacto del uso de
un algoritmo gene´tico en la bu´squeda de variables que optimicen la eficiencia del modelo
se han escogido tres conjuntos de datos, que consisten cada uno en datos sobre partidos
jugados durante tres temporadas consecutivas, como se muestra en la Tabla 4.1. De esos
tres conjuntos, el primero servira´ como conjunto de entrenamiento sobre el que aplicar
el algoritmo gene´tico y obtener que´ variables optimizan la prediccio´n. Una vez obtenidas
estas variables, la prediccio´n se aplicara´ utilizando estas me´tricas sobre los tres conjuntos
de datos, que servira´n de conjuntos de test. En este caso se aplica la prediccio´n sobre el
propio conjunto de entrenamiento para comparar el porcentaje de acierto con respecto al
obtenido para los otros conjuntos y sacar conclusiones sobre posibles sobreentrenamientos.
Subconjuntos de datos de muestra: Como se ha explicado anteriormente, para que el
modelo de prediccio´n funcione se utilizan datos de partidos cuyo resultado se conoce para
predecir resultados de partidos con resultados no conocidos, obteniendo as´ı un conjunto de
muestra y un conjunto de prediccio´n sobre el cual se aplicara´ el modelo y se comprobara´
posteriormente el porcentaje de acierto de la prediccio´n respecto al resultado real. Para
ello, cada conjunto de tres temporadas mencionado anteriormente se divide en dos partes,
dos temporadas que servira´n como conjunto de muestra y una temporada que servira´ de
conjunto de prediccio´n.
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Impacto del Moneyball: Se han seleccionado las 9 temporadas siguientes al an˜o 2002,
cuando los Oakland Athletics comenzaron a “jugar Moneyball”, creando una tendencia a
partir de ese momento que se fue adoptando por los distintos equipos de las ligas ameri-
canas y los fichajes de jugadores se empezaron a basar en sus estad´ısticas de juego.
Temporadas Muestra Prediccio´n Uso
2003-2005 2003,2004 2005 Entrenamiento y Test
2006-2008 2006,2007 2008 Test
2009-2011 2009,2010 2011 Test
Tabla 4.1: Conjuntos de datos utilizados para la prediccio´n.
4.2. Seleccio´n de variables
En este apartado se detalla el uso de para´metros, tanto para el modelo de prediccio´n como
para el algoritmo gene´tico. Para el trabajo anterior, Combining clustering and time series for
baseball forecasting[1], se realizaron experimentaciones que ayudan en la seleccio´n de algunos
para´metros del modelo de prediccio´n, mientras que otros se han elegido siguiendo un razona-
miento similar al que se usa en dicho trabajo o adapta´ndose a las modificaciones y novedades
del modelo. As´ı mismo, el algoritmo gene´tico requiere de para´metros propios para su aplicacio´n.
4.2.1. Seleccio´n de Para´metros del Modelo de Prediccio´n
Para que la experimentacio´n sea consecuente, el modelo debe utilizar siempre los mismos
para´metros aplica´ndose sobre distintos conjuntos de datos pues, de otra forma, el entrenamiento
del modelo ser´ıa incoherente con las pruebas realizadas posteriormente. Como se muestra en la
Tabla 4.2, se dispone de varios para´metros que pueden ser modificados, pero la eleccio´n de estos
debe tener sentido de cara a una experimentacio´n de la cual se puedan extraer conclusiones
u´tiles. A continuacio´n se explica co´mo se han seleccionado valores se ha asignado a los distintos
para´metros y el razonamiento detra´s de estas selecciones.
Las series temporales de este modelo utilizan partidos como la variable temporal y la longitud
de e´stas debe ser la misma para todas las me´tricas de cara a poder aplicar la correlacio´n de
Pearson. Cada equipo participante en una temporada de Las Grandes Ligas de Baseball juega
162 partidos durante la Temporada Regular, sin embargo hay partidos que se aplazan por
diversos motivos, como puede ser la lluvia, y que nunca llegan a retomarse si el resultado de
dicho partido no afecta a la clasificacio´n general al final de temporada, haciendo que los equipos
implicados hayan jugado solo 161 partidos a final de temporada. As´ı mismo, hay equipos que
juegan ma´s partidos dado que se clasifican para jugar los Play-Offs. Dado que 161 partidos es
el mı´nimo nu´mero de partidos que un equipo juega durante una temporada, se ha elegido este
valor como longitud de las series temporales, siendo tan grande como para aportar informacio´n
suficiente de los distintos equipos.
En cada temporada juegan 30 equipos en total (15 en la Liga Americana y 15 en la Liga
Nacional), lo que hace que cada conjunto de muestra correspondiente a 2 temporadas disponga
de informacio´n de 60 equipos, que juegan entre todos unos 4900 partidos por temporada. Durante
la prediccio´n, se elige un nu´mero de equipos del conjunto de muestra como equipos similares
para cada equipo del partido, as´ı como un nu´mero de partidos jugado por cada par de equipos
similares. Conociendo co´mo se realiza el ca´lculo de probabilidades de victoria de cada equipo, es
recomendable que estos valores sean impares, pues reduce la probabilidad de que ambos equipos
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obtengan la misma probabilidad de victoria y no se pueda predecir el vencedor. Tambie´n puede
ocurrir, ya que los equipos provienen de dos ligas distintas que no se jueguen partidos entre
ninguno de los pares de equipos, en cuyo caso tampoco se puede realizar la prediccio´n. Como
se muestra en la Figura 4.1, en la experimentacio´n del trabajo previo se obtuvieron valores
para estos para´metros que mejoraban notablemente el porcentaje de acierto de la prediccio´n




















Figura 4.1: Porcentaje de acierto segu´n nu´mero de equipos y partidos similares escogidos como
para´metro en el modelo original.
Por u´ltimo, para calcular el valor de la funcio´n de fitness del algoritmo gene´tico, para cada
individuo, se seleccionara´n aleatoriamente 100 partidos del conjunto de prediccio´n y se obtendra´
el porcentaje de acierto de las predicciones realizadas con las variables correspondientes a dicho
individuo. Dado que, posteriormente, se realizara´n experimentaciones con las variables selec-
cionadas sobre distintos conjuntos de datos, se utilizara´ este mismo me´todo para calcular la
eficiencia del modelo utilizando las me´tricas seleccionadas por el algoritmo gene´tico.
Para´metro Valor
Longitud de series temporales (P) 161
Equipos de muestra (E) 60
Partidos de muestra (G) ∼4900
Equipos similares (N) 7
Partidos similares (M) 9
Partidos aleatorios a predecir (A) 100
Tabla 4.2: Seleccio´n de para´metros para el modelo.
4.2.2. Seleccio´n de Para´metros del Algoritmo Gene´tico
Para este trabajo se utiliza el algoritmo gene´tico disponible en el paquete GA de R[38].
Este algoritmo dispone de distintos para´metros a modificar de cara al comportamiento del
algoritmo gene´tico, como se expone a continuacio´n.
Para la seleccio´n de variables que optimicen el modelo de prediccio´n se ha elegido un conjunto
de 40 posibles me´tricas y en funcio´n de ellas se han obtenido las estad´ısticas de los equipos
correspondientes a los partidos de los conjuntos de datos anteriores. Las me´tricas escogidas se
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detallan en el Anexo A. El algoritmo gene´tico selecciona un conjunto de las me´tricas escogidas
como las me´tricas que optimizan la prediccio´n, y este conjunto sera´ el que se utilice en las
experimentaciones consecutivas. Para el algoritmo gene´tico los individuos constituyen secuencias
de 40 bit donde cada bit corresponde a cada una de las me´tricas, como se explica en la Seccio´n
3.3.1.
Para este experimento, se realizara´n 100 iteraciones con poblaciones de 50 individuos, lo que
supone que la funcio´n de fitness se ejecuta 5000 veces, lleva´ndose a cabo un total de 500000
predicciones. Este alto nu´mero de predicciones supone un tiempo de ejecucio´n del algoritmo
gene´tico notablemente alto, por lo que el co´digo de la ejecucio´n ha tenido que ser revisado y
optimizado. Entre otras cosas, la eliminacio´n del clustering del modelo original reduce notable-
mente el tiempo de ejecucio´n, como se muestra en la Tabla 4.3. As´ı mismo, el hecho de predecir
100 partidos aleatorios por individuo, en lugar de los cerca de 2430 partidos de la tempora-
da correspondiente al conjunto de prediccio´n, hace que el tiempo de ejecucio´n del algoritmo
disminuya considerablemente.
Predicciones Clustering Tiempo estimado
100 No 60 segundos
500000 No 3,47 d´ıas
100 S´ı 110 segundos
500000 S´ı 6.37 d´ıas
2430 No 24.3 minutos
12.15·106 No 84.38 d´ıas
Tabla 4.3: Previsio´n del tiempo de ejecucio´n segu´n distintos para´metros.
Adema´s de estos valores existen funciones ejecutadas por el algoritmo gene´tico que tambie´n
son para´metros modificables:
Funcio´n de fitness: Como se ha mencionado anteriormente, para calcular el fitness de
cada individuo se seleccionan aleatoriamente 100 partidos del conjunto de prediccio´n y se
obtiene el ratio de acierto de las predicciones realizadas utilizando las me´tricas asociadas
al individuo.
Generacio´n de la poblacio´n: Al tratarse de un algoritmo gene´tico aplicado sobre repre-
sentaciones binarias, la poblacio´n inicial se compone por secuencias de 40 bits generadas
aleatoriamente.
Funcio´n de seleccio´n de individuos: Para este experimento se utiliza una funcio´n de
seleccio´n que utiliza regresio´n lineal para elegir que´ individuos son seleccionados de cara
a la generacio´n de iteraciones posteriores.
Funcio´n de cruce: En este caso se utiliza una funcio´n de cruce por punto u´nico, lo
que significa que, para formar nuevos individuos, se toman dos individuos de la iteracio´n
previa, se parten por el mismo punto elegido aleatoriamente, que en este caso, al tratarse
de secuencias de bit, se tratar´ıa de un punto en dicha secuencia. Una vez partidas ambas
secuencias, conocidas como cromosomas, cada parte a un lado del punto de particio´n de un
cromosoma se une a la parte del lado opuesto del otro cromosoma, generando as´ı nuevos
cromosomas, como se ve en el ejemplo de la Figura 4.2.
Funcio´n de mutacio´n: Para la realizacio´n de este experimento se ha escogido un algo-
ritmo de mutacio´n aleatoria que, en funcio´n de un para´metro modificable de probabilidad
de mutacio´n se modifica el individuo. Para ello, cada bit de la secuencia tiene una proba-
bilidad dada por este para´metro de que su valor pase de 0 a 1 o viceversa.
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Figura 4.2: Ejemplo de cruce por punto u´nico de cromosomas binarios.
El u´ltimo para´metro a escoger es el elitismo. En este caso se han realizado dos ejecuciones
distintas del algoritmo gene´tico, con elitismo. Esto significa que en la primera ejecucio´n, la
poblacio´n de una iteracio´n es, a priori, completamente distinta de la poblacio´n de la iteracio´n
anterior, mientras que, para un valor de elitismo e, los e mejores individuos pasan a la siguiente
poblacio´n y el resto de la poblacio´n se completa con nuevos individuos. En este caso el elitismo
elegido es 1. Esta doble ejecucio´n se ha realizado para comprobar la evolucio´n de las pobla-
ciones. Al calcularse el fitness de cada individuo en funcio´n de 100 partidos aleatorios, en la
siguiente iteracio´n los mejores individuos pueden au´n mejorar o empeorar su valor de fitness con
respecto a iteraciones anteriores. An˜adir elitismo consigue que los mejores individuos tengan
ma´s oportunidades, lo cual resulta interesante, pero no asegura una mejora del fitness en futuras
iteraciones.
Para´metro Valor
Nu´mero de me´tricas 40
Nu´mero de iteraciones 100
Individuos por poblacio´n 50
Predicciones por individuo 100
Probabilidad de mutacio´n 0.1
Elitismo 0 o´ 1
Funcio´n de Fitness Ratio de acierto
Funcio´n de Generacio´n Individuos aleatorios
Funcio´n de Cruce Punto u´nico
Funcio´n de Mutacio´n Probabilidad de bit
Tabla 4.4: Seleccio´n de para´metros para el modelo.
4.2.3. Variables Seleccionadas
Una vez ejecutado el algoritmo gene´tico, se ha obtenido un conjunto de individuos con sus
porcentajes de acierto asociados. Aunque hay dos ejecuciones distintas, una con elitismo y otra
sin elitismo, los resultados no var´ıan mucho, como se puede ver en la Tabla 4.5. La ejecucio´n
con elitismo obtiene el mejor resultado, pero, aunque no es mucho mejor que el mejor resultado
que la ejecucio´n sin elitismo, mejora notablemente el mejor valor de prediccio´n obtenido con el
modelo original (63.44 % ).
Con los resultados obtenidos en ambos experimentos, se van a escoger varios conjuntos de
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Elitismo Ma´ximo Media Desviacio´n T´ıpica
0 0.7222222 0.5381964 0.05102907
1 0.7234043 0.5355111 0.05103607
Ambos 0.7234043 0.5368616 0.05104697
Tabla 4.5: Resultados del algoritmo gene´tico segu´n el elitismo.
me´tricas siguiendo distintos criterios. Estos conjuntos de me´tricas sera´n utilizados para expe-
rimentaciones en la segunda parte de la experimentacio´n. Las me´tricas seleccionadas vienen
dadas por:
Mejores individuos (M1-M10): Se toman las me´tricas de los 10 mejores individuos por
separado.
Me´tricas comunes de los mejores individuos (M11-M12): De los 10 mejores individuos
se toman aquellas me´tricas comunes a todos ellos (7 me´tricas). As´ı mismo, dado que el
nu´mero medio de me´tricas que tienen los mejores individuos es 21, se han elegido las
me´tricas comunes de al menos 6 individuos para tener un nu´mero similar de me´tricas,
obteniendo un conjunto de 16 me´tricas.
Mejores individuos globales (M13-M22): Dado que algunos individuos aparecen varias ve-
ces en el experimento con distintos porcentajes de acierto (por ejemplo, aquellos afectados
por el elitismo), se calcula el porcentaje de acierto de cada individuo en el global de la
ejecucio´n del algoritmo gene´tico y se toman las me´tricas de los 10 mejores individuos
segu´n este criterio por separado.
Me´tricas comunes de los mejores individuos globales (M23-M24): Al igual que en el caso de
los mejores individuos, se han tomado las me´tricas comunes de los 10 mejores individuos
globales (1 me´trica), as´ı como las comunes a al menos 6 individuos (17 me´tricas).
Mejores variables globales (M25-M26): De todos los individuos del experimento, se obtie-
nen aquellas me´tricas que independientemente tienen mejor resultado. Se han elegido dos
conjuntos de me´tricas, aquellas cuyo porcentaje de acierto esta´ por encima del percentil
75 (10 me´tricas) y por encima del percentil 50 (20 me´tricas).
4.3. Resultados del experimento
Una vez obtenidos los distintos conjuntos de me´tricas segu´n criterios diferentes, se debe
comprobar si realmente estas selecciones de variables mejoran la prediccio´n. Para medir la
eficiencia de estas me´tricas, se realizan predicciones de 100 partidos escogidos aleatoriamente,
al igual que como ocurr´ıa en el algoritmo gene´tico, y se obtiene el porcentaje de acierto. En
este caso se va a realizar este proceso 10 veces por conjunto de datos y conjunto de me´tricas, lo
que hace un total de 3000 predicciones por conjunto de me´tricas. Con una experimentacio´n tan
amplia se espera obtener suficiente informacio´n como para evaluar correctamente la eficiencia
del modelo.
Resultados por Me´trica y Temporada
Las tablas 4.6, 4.7, 4.8 y 4.9 muestran los resultados ma´s significativos de la experimentacio´n
realizada. En estas tablas se muestran los conjuntos de me´tricas con los cuales se han obtenido,
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Conjunto de me´tricas Temporada Media Ma´ximo Mı´nimo Desviacio´n T´ıpica
M13 2005 58.43 % 70.45 % 48.39 % ±0.065
M1 2005 57.52% 62.11 % 47.31 % ±0.046
M12 2005 56.41 % 61.70 % 48.94 % ±0.049
M14 2008 57.20 % 63.00 % 50.00 % ±0.038
M21 2008 56.50 % 61.00 % 52.00 % ±0.035
M23 2008 56.20 % 62.00 % 51.00 % ±0.035
M7 2011 54.60 % 64.00 % 48.00 % ±0.049
M4 2011 54.10 % 61.00 % 47.00 % ±0.053
M26 2011 53.90 % 64.00 % 46.00 % ±0.048
Tabla 4.6: Me´tricas con la mejores porcentajes de acierto medios.
para cada conjunto de test, los mejores resultados durante la experimentacio´n. Las tablas con
los resultados completos de la experimentacio´n se pueden encontrar en el Anexo B.
La Tabla 4.6 muestra los conjuntos de me´tricas que han obtenido la mejor media de los
porcentajes de acierto para cada conjunto de test, o lo que es lo mismo, el mejor porcentaje de
prediccio´n para 1000 partidos aleatorios. Como se puede comprobar, los mejores porcentajes de
acierto se encuentran para los conjuntos M13 y M1 aplicados sobre la temporada 2005, adema´s
de poseer los mejores resultados ma´ximos de las me´tricas mostradas. En esta tabla se puede
ver que los mejores resultados de los conjuntos de prueba correspondientes a las temporadas
2005 y 2008 no difieren excesivamente, sin embargo para la temporada 2005 las predicciones
son mejores y existe una diferencia notable de porcentaje de acierto con respecto a los datos de
2011.
Conjunto de me´tricas Temporada Media Ma´ximo Mı´nimo Desviacio´n T´ıpica
M13 2005 58.43 % 70.45% 48.39 % ±0.065
M9 2005 53.86 % 65.98 % 43.48 % ±0.067
M3 2005 54.11 % 63.92 % 44.57 % ±0.058
M15 2008 52.90 % 73.00 % 37.00 % ±0.098
M22 2008 55.90 % 67.00 % 50.00 % ±0.055
M6 2008 55.70 % 66.00 % 46.00 % ±0.055
M7 2011 54.60 % 64.00 % 48.00 % ±0.049
M26 2011 53.90 % 64.00 % 46.00 % ±0.048
M13 2011 51.00 % 63.00 % 44.00 % ±0.065
Tabla 4.7: Me´tricas con los mejores porcentajes de acierto ma´ximos.
La Tabla 4.7 muestra los conjuntos de me´tricas que han obtenido el mejor porcentaje de
aciertos para un u´nico conjunto de 100 partidos aleatorios a predecir. Este valor nos indica la
ma´xima eficiencia de cada conjunto de me´tricas durante el experimento y, de la misma forma, el
valor del mı´nimo porcentaje de acierto nos indica la mı´nima eficiencia obtenida por el conjunto
de me´tricas. Utilizando este rango de valores se puede comprender variabilidad de la eficiencia
de cada me´trica.
En la tabla se puede comprobar que los mejores valores se encuentran para los conjuntos
de me´tricas M15, aplicado sobre la temporada 2008, y el conjunto M13, aplicado sobre la
temporada 2005. En el caso del conjunto M15, au´n obteniendo un valor ma´ximo claramente
superior al resto, el valor mı´nimo asociado es tambie´n claramente inferior, lo que significa que
el porcentaje de acierto de esta me´trica en conjuntos cortos de datos es muy variable, lo cual
tambie´n confirma un valor de desviacio´n t´ıpica alto. Sin embargo, la media de acierto obtenida
por dicho conjunto de me´tricas en esa temporada es baja comparada con los mejores valores
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medios. Por contraste, la me´trica M13 tiene un valor mı´nimo no especialmente bajo y, como se
ve´ıa en la tabla anterior, el valor medio ma´s alto. As´ı mismo, esta me´trica consigue tambie´n
uno de los valores ma´ximos ma´s altos para la temporada 2011, aunque es notoriamente inferior
al obtenido para la temporada 2005.
Conjunto de me´tricas Temporada Media Ma´ximo Mı´nimo Desviacio´n T´ıpica
M21 2005 55.78 % 62.50 % 51.69% ±0.038
M2 2005 55.23 % 58.95 % 51.06 % ±0.029
M6 2005 55.11 % 61.54 % 50.00 % ±0.038
M21 2008 56.50 % 61.00 % 52.00 % ±0.035
M23 2008 56.20 % 62.00 % 51.00 % ±0.035
M8 2008 56.10 % 62.00 % 51.00 % ±0.04
M22 2011 52.30 % 56.00 % 48.00 % ±0.029
M7 2011 54.60 % 64.00 % 48.00 % ±0.049
M8 2011 53.00 % 62.00 % 48.00 % ±0.046
Tabla 4.8: Me´tricas con los mejores porcentajes de acierto mı´nimos.
En contrapartida a la Tabla 4.7, la Tabla 4.8 muestra los conjuntos de me´tricas que han
obtenido el mejor mı´nimo de porcentaje de aciertos para un u´nico conjunto de 100 partidos alea-
torios a predecir. Este dato nos permite saber cua´nto falla de ma´ximo el conjunto de me´tricas.
En este caso, los mejores valores mı´nimos han sido obtenidos por el mismo conjunto de me´tricas
M21 para las temporada 2008 y 2011. Esto nos hace pensar que este conjunto de me´tricas es
un conjunto que en caso de tener un ratio de acierto bajo al menos se mantiene en niveles
aceptables, y una desviacio´n t´ıpica pequen˜a en ambos casos nos indica que es un conjunto de
me´tricas regular a la hora de ser aplicado por el modelo. Adema´s, en ambos casos la media de
acierto es relativamente alta (la media de acierto para la temporada 2008 es la segunda ma´s alta
en esa temporada). Tambie´n se puede mencionar al conjunto M8, que obtiene un valor mı´nimo
considerablemente alto para la temporada 2008 y relativamente alto para la temporada 2011.
Adema´s, el porcentaje de acierto de prediccio´n medio es relativamente alto en ambos casos.
Conjunto de me´tricas Temporada Media Ma´ximo Mı´nimo Desviacio´n T´ıpica
M8 2005 52.20 % 57.89 % 48.91 % ±0.028
M2 2005 55.23 % 58.95 % 51.06 % ±0.029
M4 2005 53.18 % 58.33 % 48.31 % ±0.032
M1 2008 52.40 % 59.00 % 48.00 % ±0.034
M23 2008 56.20 % 62.00 % 51.00 % ±0.035
M21 2008 56.50 % 61.00 % 52.00 % ±0.035
M22 2011 52.30 % 56.00 % 48.00 % ±0.029
M14 2011 48.80 % 56.00 % 46.00 % ±0.034
M20 2011 47.50 % 54.00 % 42.00 % ±0.039
Tabla 4.9: Me´tricas con los porcentajes de acierto ma´s estables.
Por u´ltimo, la Tabla 4.9 muestra aquellos conjuntos de me´tricas ma´s regulares. La regulari-
dad viene dada por la desviacio´n t´ıpica de las 10 iteraciones de 100 predicciones cada una, hechas
con cada conjunto de me´tricas sobre cada conjunto de datos correspondiente a una temporada.
De nuevo, el conjunto M8 vuelve a aparecer, pero en este caso para la temporada 2005, donde
los ratios de acierto de la prediccio´n medio, ma´ximo y mı´nimo que presenta son relativamente
bajos para esa temporada, pese a la regularidad que ofrece. Lo mismo ocurre con el conjunto
M22.
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Resultados por Me´trica
La Tabla 4.10 muestra los datos de los resultados agrupados por conjunto de me´tricas. Se
dan los mismos datos que en el apartado anterior: media, ma´ximo mı´nimo y desviacio´n t´ıpica de
los porcentajes de acierto de las predicciones hechas por el modelo por cada conjunto de me´tricas
distinto. En este caso no se hace separacio´n por temporada y se puede ver el porcentaje de acierto
sobre un total de 3000 predicciones por conjunto. Esto es importante puesto que el porcentaje de
acierto sobre un conjunto de datos espec´ıfico (en este caso temporadas) puede no ser significativo
de cua´n bueno es un sistema de prediccio´n. Por ejemplo, aquellos conjuntos de me´tricas con
buenos porcentajes de acierto para el conjunto de datos referente a la temporada 2005, que se
utiliza tanto para entrenamiento como para test, pueden dar informacio´n de sobreentrenamiento
si no muestran resultados similares al ser aplicados en otros conjuntos de datos.
Conjunto de me´tricas Media Ma´ximo Mı´nimo Desviacio´n T´ıpica
M1 53.61 % 62.11 % 39.00 % ±0.057
M2 53.48 % 65.00 % 45.00 % ±0.049
M3 52.94 % 63.92 % 42.00 % ±0.058
M4 52.96 % 61.00 % 43.00 % ±0.047
M5 50.10 % 58.00 % 40.62 % ±0.045
M6 54.37 % 66.00 % 46.00 % ±0.046
M7 54.54 % 65.00 % 47.00% ±0.047
M8 53.77 % 62.00 % 48.00 % ±0.041
M9 51.72 % 65.98 % 41.00 % ±0.063
M10 52.81 % 64.00 % 41.00 % ±0.059
M11 49.34 % 58.00 % 36.00 % ±0.049
M12 54.30 % 62.00 % 44.00 % ±0.051
M13 54.48% 70.45% 44.00 % ±0.065
M14 53.28 % 63.00 % 46.00 % ±0.055
M15 51.72 % 73.00 % 37.00 % ±0.073
M16 52.88 % 61.29 % 42.00 % ±0.048
M17 53.45 % 64.00 % 40.00 % ±0.051
M18 53.89 % 63.00 % 45.00 % ±0.047
M19 53.34 % 61.54 % 44.00 % ±0.05
M20 51.76 % 64.00 % 39.00 % ±0.066
M21 53.59 % 62.50 % 43.00 % ±0.052
M22 53.47 % 67.00 % 40.86 % ±0.047
M23 52.59 % 62.00 % 35.48 % ±0.061
M24 52.48 % 60.00 % 38.00 % ±0.046
M25 51.79 % 63.83 % 39.00 % ±0.055
M26 53.79 % 64.00 % 46.00 % ±0.046
Media 52.94 % 63.56 % 42.00 % ±0.053
Tabla 4.10: Resultados del experimento por conjuntos de me´tricas.
Como se puede ver en esta tabla, los mejores valores medios se encuentran para los conjuntos
de me´tricas M7 y M13, donde ambos conjuntos de me´tricas han mostrado tambie´n porcentajes
de acierto altos para conjuntos de datos espec´ıficos. De una forma similar, el conjunto de me´tricas
M15, que tambie´n mostraba un valor medio alto para un conjunto de datos concreto, en esta
tabla muestra un porcentaje de acierto cercano al valor medio ma´ximo.
El caso de los valores ma´ximos es obviamente el mismo que para casos individuales, y vemos
que M13 y M15 se comportan de una forma similar para conjuntos concretos como globalmente.
El caso de valores mı´nimos cambia relativamente, pues el conjunto de me´tricas M21 que para
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dos conjuntos de datos mostraba mı´nimos altos, globalmente presenta un mı´nimo bastante bajo
(43 %), lo cual muestra que, en este sentido, no es fiable globalmente. Sin embargo, los mejores
valores mı´nimos vienen dados por los conjuntos de me´tricas M7 y M8, que ya ofrec´ıan valores
mı´nimos relativamente altos para conjuntos de datos concretos. En cuestio´n de regularidad, los
conjuntos de me´tricas M8 y M22 vuelven a mostrar desviaciones t´ıpicas pequen˜as junto con el
conjunto M5.
4.3.1. Ana´lisis de los resultados
Con los datos obtenidos tras la experimentacio´n, se puede comparar el modelo de prediccio´n
de este trabajo con otros modelos de prediccio´n y comprobar cua´n eficiente es con respecto a
ellos. As´ı mismo, se puede analizar si el uso del algoritmo gene´tico para la seleccio´n de variables
aporta una mejora para que el modelo incremente su ratio de acierto de cara a la prediccio´n de
partidos de baseball.
Como se ha explicado anteriormente en esta seccio´n, existen distintos criterios de seleccio´n
de variables en la utilizacio´n del algoritmo gene´tico en un experimento de estas caracter´ısticas.
Si se toman los porcentajes de prediccio´n obtenidos globalmente utilizando cada conjunto de
me´tricas (porcentaje de acierto de prediccio´n medio), se pueden analizar los conjuntos:
Mejores individuos (M1-M10): Teniendo en cuenta que estos 10 conjuntos han sido se-
leccionados como los individuos con mayor acierto a una iteracio´n, podr´ıa esperarse que
obtuvieran resultados altos y que los primeros conjuntos de este grupo tuvieran resultados
mejores que los u´ltimos. Sin embargo, vemos como los resultados, aunque muestren altos
porcentajes de acierto en algunos casos (M7 con 54.54 %), en otros son bastante bajos (M5
con 50.10 %) y los distintos valores no esta´n distribuidos uniformemente (M6 y M7 tienen
los mejores valores, M1,M2 y M8 valores altos pero no o´ptimos y M5 y M9 los valores ma´s
bajos).
Me´tricas comunes de los mejores individuos (M11-M12): Dado que estos conjuntos de
me´tricas se eligen en funcio´n de los individuos del grupo anterior, es razonable que se
obtengan resultados dispares (49.34 % para 7 variables comunes a todos y 54.30 % para
16 variables comunes a al menos 6 de ellos). Se puede pensar que, en este caso, tener
ma´s variables (o un nu´mero de variables cercano a 20) aporta ma´s informacio´n u´til a la
prediccio´n.
Mejores individuos globales (M13-M22): En este caso y a diferencia del grupo de mejores
individuos segu´n una iteracio´n u´nica, los individuos de este grupo tienen un porcentaje de
acierto similar entre ellos y relativamente alto (7 de 10 por encima del 53 %). Adema´s, el
conjunto M13 que se presupon´ıa mejor segu´n la experimentacio´n con el algoritmo gene´tico,
demuestra muy buenos resultados, tanto en valor promedio como en valor ma´ximo.
Me´tricas comunes de los mejores individuos globales (M23-M24): La seleccio´n de me´tricas
utilizando aquellas comunes para los individuos del grupo anterior en este caso muestran, al
igual que entre los individuos, un comportamiento similar independientemente del nu´mero
de me´tricas utilizadas. Sin embargo, el resultado baja del 53 % en los dos casos, lo que
puede significar que, para este modelo, las me´tricas no afectan independientemente al
proceso de prediccio´n.
Mejores variables globales (M25-M26): Con los resultados aportados estos dos conjuntos
de me´tricas se puede concluir, al igual que con los conjuntos M23 y M24, las variables
aportan informacio´n a la prediccio´n por dependencias entre ellas, pues el mejor resultado
de las variables escogidas independientemente no alcanza el mejor resultado obtenido por
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un individuo concreto. Tambie´n, al igual que con los conjuntos M11 y M12, se puede pensar
que 20 me´tricas obtienen mejores resultados que 10 porque aportan ma´s informacio´n sin
ser excesiva.
Tras este ana´lisis, se van a elegir los conjuntos M7 y M13 como los conjuntos de me´tricas
que debe utilizar el modelo de prediccio´n, ya que tras el experimento ambos muestran los
mayores porcentajes de acierto global en la prediccio´n. Si comparamos el modelo de prediccio´n
utilizando estos conjuntos de me´tricas con respecto a otros modelos de prediccio´n se pueden
sacar conclusiones interesantes.
Por ejemplo, el modelo de prediccio´n del trabajo anterior, Combining clustering and time
series for baseball forecasting[1], para el conjunto de datos correspondiente a de partidos de las
temporadas jugadas entre 2003 y 2005 y utilizando para´metros similares obten´ıa un porcentaje
de acierto del 56.04 % de media y 62.64 % ma´ximo, mientas que este nuevo modelo utilizando el
conjunto de me´tricas M17 obtiene un 54.52 % de media y un 62.77 % ma´ximo y con el conjunto
M13 obtiene un 58.43 % de media y un 70.45 % ma´ximo. Podemos pensar que el modelo M13
mejora el modelo, pero podr´ıa tratarse de sobreentremaniemto.
Suponiendo un modelo que predijese siempre al equipo local como vencedor, se obtienen
porcentajes de acierto que podemos comparar con los obtenidos por nuestro modelo, como se
muestra en la Tabla 4.11. Esta tabla que ambos conjuntos mejoran el porcentaje de acierto
sobre el global, pero se ve como el conjunto M13 mejora mucho el modelo para los datos de
la temporada 2005, pero no mejora para los otros dos conjuntos de datos, lo que indica la
existencia de sobreentrenamiento. Sin embargo, el conjunto de me´tricas M7 muestra un ratio
de acierto constante que supera, en la mayor´ıa de los casos, el ratio del modelo de prediccio´n
que da siempre al equipo local como vencedor.
Temporada Victoria Local Modelo con M7 Modelo con M13
2005 53.75 % 54.52 % 58.43 %
2008 55.65 % 54.50 % 54.00 %
2011 52.65 % 54.60 % 51.00 %
Total 54.02 % 54.54 % 54.48 %
Tabla 4.11: Comparacio´n del Modelo de Prediccio´n utilizando el conjunto de me´tricas M13 y
un Modelo de prediccio´n por prioris.
4.4. Discusio´n de los Resultados
Los resultados de este experimento muestran co´mo el uso de un algoritmo gene´tico puede
ayudar en la seleccio´n de variables para modificar el comportamiento de un modelo de prediccio´n.
Aunque el modelo pueda llegar a mejorar, se debe tener cuidado para no caer en pra´cticas que
sobreentrenen el modelo, hacie´ndolo menos efectivo.
El modelo planteado representa para distintos conjuntos de variables comportamientos dis-
pares, aunque la prediccio´n realizada mejora la prediccio´n de otros modelos ma´s simples. En
cualquier caso, el modelo cuenta con una amplia variedad de para´metros sujetos a posibles mo-
dificaciones para intentar optimizar el proceso de prediccio´n, lo cual se podr´ıa llevar a cabo en
futuras experimentaciones.
As´ı mismo, la seleccio´n de variables no es una tarea sencilla de cara a la prediccio´n, y el
propio algoritmo gene´tico que se encarga de dicha seleccio´n puede ser modificado o sustituido
para realizar un proceso de seleccio´n de variables ma´s adecuado.
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En cualquier caso, queda constancia de la complejidad que tiene realizar predicciones sobre
conjuntos de datos aleatorios, ya que e´stos pueden influir tanto en el entrenamiento del modelo
como en los resultados de las pruebas. Las limitaciones de tiempo y recursos tambie´n juegan
un papel importante en la toma de decisiones, hasta el punto que pueden llegar a limitar la
eficiencia del modelo de prediccio´n.
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Conclusiones y Trabajo Futuro
5.1. Conclusiones
Este trabajo ha propuesto una forma de mejorar el modelo de prediccio´n de partidos de
baseball desarrollado en el trabajo anterior, Combining clustering and time series for baseball
forecasting[1]. Para llevar a cabo este proceso, se ha utilizado un algoritmo gene´tico de cara a
la seleccio´n de variables que afectan a la prediccio´n. Las variables analizadas corresponden a
estad´ısticas de partidos de baseball de Las Grandes Ligas de Baseball, con las que se generan
series temporales que sirven de base para el modelo de prediccio´n. El modelo de prediccio´n
original ha sido adaptado para complementarse con las caracter´ısticas del algoritmo gene´tico.
Tras el proceso de seleccio´n de variables, se han realizado experimentaciones con los dis-
tintos conjuntos de me´tricas seleccionados. Los resultados de estas experimentaciones han sido
analizados y se ha comparado la eficiencia del modelo de prediccio´n propuesto con respecto a
otros modelos de prediccio´n. De estos resultados se han sacado las siguientes conclusiones:
El nuevo modelo de prediccio´n se ve afectado irregularmente por los conjuntos de me´tricas
seleccionados. Esto se debe a que el uso del algoritmo gene´tico no se traduce en una mejora
sustancial del modelo, sino que se aprecia un sobreentrenamiento del modelo de prediccio´n.
Distintos conjuntos de me´tricas muestran distintos comportamientos de cara a la predic-
cio´n. Algunos conjuntos de me´tricas muestran porcentajes de aciertos relativamente alto
sobre ciertos conjuntos de datos y bajos sobre otros, mientras que otros conjuntos de
me´tricas obtienen resultados ma´s estables.
El modelo de prediccio´n au´n tiene mucho margen de mejora, lo que lo convierte en una
herramienta interesante de estudiar. Distintos para´metros pueden ser modificados y estu-
diados en futuras aproximaciones de cara a mejorar la eficiencia de la prediccio´n.
Aunque en este caso el uso de un algoritmo gene´tico no ha conllevado una mejora del mo-
delo, tambie´n pueden modificarse, no solo los para´metros del algoritmo, sino el algoritmo
en s´ı y la forma de aplicarlo, para que se optimice la prediccio´n.
Es importante mencionar que el tiempo necesario para realizar un estudio de este calibre,
adema´s de la importancia de los recursos tecnolo´gicos de los que se dispone, limitan considera-
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blemente la realizacio´n de ciertos experimentos, sobre todo cuando se trabaja con conjuntos de
datos de un taman˜o considerable.
5.2. Trabajo futuro
Al igual que para el trabajo anterior, el modelo de prediccio´n au´n tiene muchas caracter´ısticas
que son potencialmente mejorables:
Como ya se ha mencionado, diferentes para´metros pueden ser modificados a la hora de
experimentar con el modelo, y, aunque en este trabajo se ha buscado mejorar el ratio
de acierto del modelo modificando algunas de ellas, au´n se puede realizar mucha ma´s
experimentacio´n en cuanto a modificacio´n de para´metros.
El modelo ha sido simplificado sustituyendo el clustering para realizar una experimenta-
cio´n viable. Con mejores recursos, y ma´s tiempo se podr´ıa repetir este experimento con
un modelo que utilice clustering y comparar los resultados obtenidos por ambos modelos.
Experimentaciones con otros para´metros del algoritmo gene´tico, como por ejemplo probar
diferentes funciones de seleccio´n, de mutacio´n o de cruce, pueden mejorar la bu´squeda de
me´tricas o´ptimas o tambie´n aplicarse para otros para´metros de la prediccio´n para mejorar
el porcentaje de acierto obtenido por el modelo.
El modelo en s´ı solo tiene en cuenta estad´ısticas de equipos para predecir partidos, pero se
podr´ıan tener en cuenta otros factores como las condiciones del partido o las estad´ısticas
a nivel de jugador.
Por u´ltimo adaptar y probar este modelo de prediccio´n para otros conjuntos de datos, ya
sean de baseball o de otros deportes. La dificultad de esto se debe a que existen pocos
proveedores de datos deportivos que puedan dar una informacio´n tan rica como lo hace
Retrosheet.
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Este anexo muestra las me´tricas utilizadas durante la experimentacio´n de este trabajo, como
se explica en la Seccio´n 4. Las me´tricas provienen de relaciones estad´ısticas utilizadas por los
analistas de baseball involucrados en Las Grandes Ligas de Baseball. A continuacio´n se muestran
las 401 me´tricas elegidas:
Runs (R & RP): Carreras.
Hits (H & HP): Nu´mero de veces en las que el bateador alcanza al menos una base tras
el bateo.
Doubles (D & DP): Nu´mero de veces en las que el bateador alcanza la segunda base
tras el bateo.
Triples (T & TP): Nu´mero de veces en las que el bateador alcanza la segunda base tras
el bateo.
Home Runs (HR & HRP): Jonrones.
Total Bases (TB & TBP): Total de bases alcanzadas por los bateadores.
Runs Batted In: Carreras obtenidas por jugada de bateo.
Batting Average (BA & OBA): Porcentaje de bateo, o veces que se consigue un Hit
por veces que se batea.
On-base percentage Plus Slugging (OPS & OPSP): Nu´mero de veces en las que el
bateador alcanza al menos una base, partido por el nu´mero de veces que batea, ma´s las
bases alcanzadas por bateo entre el nu´mero de veces que batea.
Strikes Out (SO & SOP): Nu´mero de veces en las que el bateador es eliminado por
errores en el bateo.
1Para algunas estad´ısticas se toma en cuenta tanto el valor propio, como el valor del equipo contrario. Por
ejemplo, Runs (R) es el nu´mero de carreras propias, mientras que Runs Pitched (RP), es el nu´mero de carreras
del equipo contrario.
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Base on Balls (BB & BBP): Nu´mero de veces en las que el bateador alcanza una base
por errores de lanzamiento.
Stolen Bases (SB & SBA): Bases Robadas.
Caught Stealing (CS & CSP): Nu´mero de veces en las que un corredor es eliminado
cuando intentaba robar una base.
Stolen Bases Percentage (SBP & SBPP): Nu´mero de bases robadas entre el nu´mero
de intentos de robo de base.
Ground Outs (GO): Eliminaciones del bateador por jugada de pelota en tierra.
Ground into Double Plays (GDP): Eliminaciones de bateador y corredor por doble
jugada de pelota en tierra.
Fly Outs (FO): Eliminaciones de bateador por pelota ae´rea.
Extra Base Hits (XBH): Nu´mero total de bases alcanzadas por bateo.
Wins (W): Nu´mero de veces que un lanzador es lanzador ganador.
Earned Runs (ER): Carreras atribuidas al lanzador.
Earned Run Average (ERA): Nu´mero de carreras atribuidas al lanzador sobre el
nu´mero de innings en los que ha lanzado.
Walks and Hits per Inning Pitched (WHIP): Nu´mero de veces que se permite a un
bateador avanzar por errores de lanzamiento o por jugada de bateo entre el nu´mero de
innings lanzados.
Kicks Per Walks (KPW): Ratio de eliminaciones por lanzamiento sobre avances per-
mitidos por errores de lanzamiento.
Put Outs (PO): Eliminaciones por jugada de campo.
Assists (A): Asistencias.
Errors (E): Errores de campo.
Fielding Percentage (FPCT): Eliminaciones y asistencias por jugada de campo.
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Me´tricas
Este anexo contiene tablas con informacio´n detallada de los resultados obtenidos durante la
experimentacio´n, utilizando los distintos conjuntos de me´tricas se explican en la Seccio´n 4.
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Conjunto de me´tricas Temporada Media Ma´ximo Mı´nimo Desviacio´n T´ıpica
M1 2005 57.52 % 62.11 % 47.31 % ±0.046
M1 2008 52.40 % 59.00 % 48.00 % ±0.034
M1 2011 50.90 % 60.00 % 39.00 % ±0.068
M2 2005 55.23 % 58.95 % 51.06 % ±0.029
M2 2008 52.60 % 65.00 % 45.00 % ±0.069
M2 2011 52.60 % 60.00 % 45.00 % ±0.041
M3 2005 54.11 % 63.92 % 44.57 % ±0.058
M3 2008 55.90 % 63.00 % 45.00 % ±0.048
M3 2011 48.80 % 55.00 % 42.00 % ±0.044
M4 2005 53.18 % 58.33 % 48.31 % ±0.032
M4 2008 51.60 % 60.00 % 43.00 % ±0.055
M4 2011 54.10 % 61.00 % 47.00 % ±0.053
M5 2005 49.49 % 56.18 % 40.62 % ±0.05
M5 2008 51.70 % 58.00 % 42.00 % ±0.043
M5 2011 49.10 % 56.00 % 43.00 % ±0.043
M6 2005 55.11 % 61.54 % 50.00 % ±0.038
M6 2008 55.70 % 66.00 % 46.00 % ±0.055
M6 2011 52.30 % 57.00 % 46.00 % ±0.039
M7 2005 54.52 % 62.77 % 47.87 % ±0.044
M7 2008 54.50 % 65.00 % 47.00 % ±0.051
M7 2011 54.60 % 64.00 % 48.00 % ±0.049
M8 2005 52.20 % 57.89 % 48.91 % ±0.028
M8 2008 56.10 % 62.00 % 51.00 % ±0.04
M8 2011 53.00 % 62.00 % 48.00 % ±0.046
M9 2005 53.86 % 65.98 % 43.48 % ±0.067
M9 2008 50.60 % 62.00 % 42.00 % ±0.069
M9 2011 50.70 % 59.00 % 41.00 % ±0.051
M10 2005 53.34 % 59.78 % 45.65 % ±0.049
M10 2008 54.60 % 64.00 % 48.00 % ±0.063
M10 2011 50.50 % 59.00 % 41.00 % ±0.062
M11 2005 49.02 % 54.74 % 41.67 % ±0.045
M11 2008 50.30 % 58.00 % 36.00 % ±0.062
M11 2011 48.70 % 53.00 % 38.00 % ±0.043
M12 2005 56.41 % 61.70 % 48.94 % ±0.049
M12 2008 55.50 % 62.00 % 50.00 % ±0.037
M12 2011 51.00 % 59.00 % 44.00 % ±0.051
Tabla B.1: Resultados del experimento por temporada y me´tricas (M1-M12).
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Conjunto de me´tricas Temporada Media Ma´ximo Mı´nimo Desviacio´n T´ıpica
M13 2005 58.43 % 70.45 % 48.39 % ±0.065
M13 2008 54.00 % 61.00 % 48.00 % ±0.046
M13 2011 51.00 % 63.00 % 44.00 % ±0.065
M14 2005 53.84 % 62.11 % 46.24 % ±0.056
M14 2008 57.20 % 63.00 % 50.00 % ±0.038
M14 2011 48.80 % 56.00 % 46.00 % ±0.034
M15 2005 51.46 % 62.50 % 42.39 % ±0.063
M15 2008 52.90 % 73.00 % 37.00 % ±0.098
M15 2011 50.80 % 59.00 % 42.00 % ±0.058
M16 2005 56.35 % 61.29 % 49.46 % ±0.036
M16 2008 53.10 % 58.00 % 48.00 % ±0.038
M16 2011 49.20 % 56.00 % 42.00 % ±0.044
M17 2005 52.24 % 56.04 % 43.62 % ±0.038
M17 2008 55.70 % 64.00 % 48.00 % ±0.054
M17 2011 52.40 % 61.00 % 40.00 % ±0.057
M18 2005 52.96 % 61.70 % 49.47 % ±0.045
M18 2008 56.10 % 63.00 % 49.00 % ±0.043
M18 2011 52.60 % 61.00 % 45.00 % ±0.048
M19 2005 53.72 % 61.54 % 45.83 % ±0.056
M19 2008 54.10 % 59.00 % 44.00 % ±0.046
M19 2011 52.20 % 59.00 % 45.00 % ±0.052
M20 2005 53.78 % 61.70 % 41.30 % ±0.062
M20 2008 54.00 % 64.00 % 39.00 % ±0.076
M20 2011 47.50 % 54.00 % 42.00 % ±0.039
M21 2005 55.78 % 62.50 % 51.69 % ±0.038
M21 2008 56.50 % 61.00 % 52.00 % ±0.035
M21 2011 48.50 % 57.00 % 43.00 % ±0.043
M22 2005 52.20 % 56.67 % 40.86 % ±0.047
M22 2008 55.90 % 67.00 % 50.00 % ±0.055
M22 2011 52.30 % 56.00 % 48.00 % ±0.029
M23 2005 51.96 % 61.05 % 35.48 % ±0.072
M23 2008 56.20 % 62.00 % 51.00 % ±0.035
M23 2011 49.60 % 59.00 % 40.00 % ±0.056
M24 2005 53.64 % 60.00 % 44.94 % ±0.045
M24 2008 52.40 % 57.00 % 45.00 % ±0.04
M24 2011 51.40 % 57.00 % 38.00 % ±0.055
M25 2005 54.88 % 63.83 % 43.62 % ±0.06
M25 2008 50.60 % 57.00 % 39.00 % ±0.054
M25 2011 49.90 % 54.00 % 43.00 % ±0.04
M26 2005 53.06 % 60.00 % 46.15 % ±0.049
M26 2008 54.40 % 60.00 % 49.00 % ±0.044
M26 2011 53.90 % 64.00 % 46.00 % ±0.048
Tabla B.2: Resultados del experimento por temporada y me´tricas (M13-M26).
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