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Uberblick 
Daten des hadronischen Endzustandes aus dem Zerfall des zo Bosons, die mit dem DEL-
PHI Deteckor im Jahre 1991 am LEP Speicherring aufgezeichnet wurden, wurden analysiert. 
Neun verschiedene Monte Carlo Generatorkombinationen wurden den Daten angepafit, um 
den hadronischen Endzustand zu reproduzieren. Die Kopplungskonstante der starken Wech-
selwirkung wurde in zweiter Ordung QCD aus dem hadronischen Zerfall des zo Bosons bes-
timmt: 
a,(Mz) = 0.114 ± 0.009 . 
Ergebnisse der a,-Bestimmung in dritter Ordung, aus den Zerfallsbreiten des r-Leptons und 
des z 0-Bosons ergeben a,(Mz) = o.116:g:gg~ b.z.w. a,(Mz) = 0.130 ±0.011. Der Weltmittel-
wert von a,(Mz) = 0.117 ± 0.005, der 13 verschiedene Prozesse beriicksichtigt, wurde zusam-
men mit den anderen zwei Kopplungkonstanten des Standard Models (SM) benutzt, um das 
Niederenergieverhalten von grofien vereinheitlichten Theorien( GUT1) zu testen. Diese Theo-
rien sagen eine Vereinigung der starken und elektroschwachen Kopplungskonstanten bei einer 
gewissen Vereinigungsskala MauT vorher. Mit Hilfe der gemessenen Kopplungen bei LEP 
kann eine Vereinigunug innerhalb des SM mit neun Standardabweichungen ausgeschlossen 
werden, da sich die drei Kopplungskonstanten bei keiner Vereinigungsskala angleichen, wenn 
man sie zu hohen Energien extrapoliert. Das minimale supersymmetrische Model {MSSM) 
ergibt eine perfekte Uberschneidung der Kopplungen wenn man eine effektive Massenskala 
von 
MsusY = 1.4 · 103.o±o.e GeV 
einfUhrt. Sie beschreibt grob das SUSY Teilchenspektrum und ist in Ubereinstimmung mit 
der theoretischen Erwartung. Eine Vereinigungsskala von 
MauT = 9.1·1015.o±o.3 GeV , 
ist mit dem gemessenem Grenze der Protonlebensdauer vertraglich. Ahnliche Ergebnisse, 
wie beim MSSM, konnten auch fiir einige nicht minimale Erweiterungen des SM beobachtet 
werden. 
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History shows that we have a natural interest in exploring the structure of surrounding mat-
ter. Greek philosophy, or better 'science', tended to be based largely on speculation. Real 
experiments were generally missing, and a theory of the world was constructed out of expe-
riences in daily life. Therefore the elementary units were believed to be water, air, fire and 
earth. The accepted reason for spending time on science was scientific curiosity rather than 
interest in particular applications, even if certain fields of science had direct applications, like 
astronomy for navigation. Today, in high energy physics the situation is similar, but there 
are also some clear differences. Scientific curiosity is still the basis of research in general, 
but it enters like a personal dimension as in our greek example above. Another aspect of 
today's research program is motivated by economic and ecological interests. This aspect was 
secondary if not missing entirely in greek science as we understand it today. However, one 
should not expect to find for every discovery an application with direct effects for economy or 
ecology. 
Another aspect of modern research, different from greek science is based on the construction 
oflarge and expensive experiments in order to develop and test theoretical ideas. The present 
knowledge of our understanding of nature can be summarized in three different theories: (1) 
The Standard Model of electroweak interactions which was developed by Glashow, Salam and 
Weinberg[l] and is often called GSW theory. (2) The theory of strong interaction is called 
Quantum ChromoDynamics ( QCD), which is one topic of this thesis. (3) The theory of gravity 
as expressed by the laws of general relativity, which is the natural extension of Newton's 
theory of classical mechanics. Maxwell combined the electrical force and magnetic force in 
the classical theory of electrodynamics. Its implications for the new space-time relations were 
found later and formulated in the theory of special relativity by Einstein. This theory describes 
correctly the mechanics of objects which have velocities close to the velocity of light. In the 
latter case the non-relativistic equations of Galilei's transformation fail. Feynman, Schwinger 
and Tomonaga constructed the first modern gauge theory called quantum electrodynamics 
(QED). QED is the quantum field theory of Maxwell's classical electrodynamics. The GSW 
theory unifies QED with the weak interaction, which describes, for example, the radioactive 
decays. This so-called electroweak theory obeys the space time laws of special relativity. 
The theory predicted new gauge particles, the zo and W±. They were discovered in their 
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theoretically expected mass range in 1983 in proton-antiproton collisions at CERN1 [2]. Up 
to now no significant experimental deviation from the Standard Model expectations have 
been observed. The theory of strong interaction, QCD, has been confirmed, for example, 
by exploring the structure of the proton in deep inelastic electron proton scattering. The 
experimental data of the ratio of the hadronic and leptonic cross section in e+e- annihilation 
confirmed QCD because the colour factor of QCD was necessary to describe correctly this 
particular ratio. The direct evidence for the QCD gauge boson, called the gluon, was another 
confirmation of QCD. It was first discovered at the e+e- storage ring PETRA2 at DESY3 • 
The gluon carries colour charge, unlike the gauge boson of QED, the photon, which carries 
no electrical charge. Therefore QCD is a non-Abelian gauge theory which leads to quark and 
gluon confinement at least at low momentum transfer. 
To investigate the properties of the electroweak gauge bosons in a much cleaner environ-
ment than hadron machines can provide, the Stanford Linear Collider (SLC) at SLAC4 
and the Large Electron-Positron collider (LEP) at CERN were built. The machines are 
'Z0 -factories', which can create millions of Z0 • They are produced in e+e- annihilation in 
resonance production in an s-channel exchange with a center of mass energy close to the z0 
mass of mz = 91.2 GeV. Four detectors ALEPH, DELPHI, 13 and OPAL have been built 
to record the z0-bosons produced at LEP. The detectors are typically 10 x 10 x 10 m3 in 
size. Each collaboration consists of about 500 physicists. About 20 institutes and universities 
from several continents are involved in each collaboration. In the second stage of the LEP 
collider which is called LEP200 the machine will be upgraded in 1994-1995 to a center of 
mass energy of at least twice the w± mass. Therefore w± pairs can be produced, so that 
a detailed study of the w± boson will be performed. LEP is not only a tool to test the 
electroweak Standard Model with high accuracy but it also provides tests for QCD. The first 
advantage in performing QCD studies at LEP energies and not at lower PETRA energies 
or at higher energies is that initial state radiation is strongly suppressed at the zo resonance. 
Therefore, the corrections are small and become less important. The second advantage is 
that the jet structure of hadronic events originates from primary quarks and gluons can be 
studied in a clean environment. No background for QCD studies is expected from w± pairs 
or from zo pair production in contrast to experiments at LEP200. The third advantage for 
LEP compared to PETRA is, that the higher center of mass energy results in a typical larger 
gluon jet energy. At LEP a typical gluon jet energy of about 30 Ge V is three times larger 
than the gluon jet energy observed at the PETRA storage ring. An additional advantage is 
the large number of events which one obtains due to the zo resonance production. All points 
together make LEP an ideal place to perform QCD studies. 
In the analysis presented here, data from the DELPHI detector taken in 1991 with a center 
of mass energy around the zo mass will be used. DELPHI detected about 250.000 decays 
of the z0 boson. The main attention will be given to the hadronic decay channel which 
has a branching fraction of about 703. The leptonic decay modes of the zo boson are not 
considered. Monte Carlo techniques are used to describe the hadronic final state properties. 
1 CERN: Conseil Europeen pour la Researche Nucleaire 
3 PETRA: Positron Electron Tandem Ring Accelerator 
3 DESY: Deutsches Elektronen Synchrotron 
4 SLAC: Stanford Linear Accelerator Center 
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Free parameters of nine combinations of different Monte Carlo generators are optimized in 
order to reproduce the had.ronic event properties. QCD fits in second order perturbation 
theory are performed to extract the strong coupling constant a 1 from the hadronic decay 
properties. The error on the result of the determination of a, will not be limited by the 
statistical error, but will be dominated by theoretical uncertainties. Therefore, the da.ta from 
1989 and 1990 will be neglected, which is anyhow only a. fraction of the data. collected in 1991. 
A precise value of a 1 is an important input para.meter in order to test Grand Unified Theories 
( GUT's ), which attempt to combine the electroweak and strong forces into a. single theory. In 
Gut's, the different strengths of the three couplings are described are attributed to ra.dia.tive 
corrections. At energies of about 1016 GeV the couplings become equal in certain GUT's. 
In order to test this unification property within the Standard Model one extrapolates the 
three coupling constants towards higher energies. However within the Standard Model this 
extrapolation excludes a common unification sea.le by nine standard devia.tions[3]. An alter-
nate GUT, which includes supersymmetry[4] (SUSY) yields perfect unifica.tion[5, 6] of the 
three couplings. The unification sea.le is sufficiently large to accommodate the experimental 
limit on the proton lifetime. A consistent picture of SUSY can be achieved by assuming an 
effective mass of the SUSY particles a.t about 1 TeV[5]. Other more elaborate extensions 
of the Standard Model satisfy the existing da.ta, imposing the unification condition on the 
couplings. 
The Standard Model is presented in the next chapter. Some unsatisfactory points of the 
Standard Model are discussed. Other models like the minima.I supersymmetric model a.re 
presented. In the third chapter, the experimental setup is described which consists of the 
LEP collider and the DELPHI detector. The online and offiine software structure is presented. 
The fourth chapter introduces hadronic variables which characterize the ha.dronic final state. 
The hadronic data selection and corrections for detector efficiencies is presented. Possible 
background sources from two photon events and zo -+ r+r- are discussed. A systematic error 
is estimated. The fifth chapter presents the possibilities of different Monte Carlo techniques 
to describe the hadronic zo decay. The parameters of nine combinations of different QCD 
and fragmentation models a.re adjusted to the da.ta. in order to obtain the best fit. The 
sixth chapter presents the determination of the strong coupling constant. To determine the 
strong coupling constant in second order QCD five ha.dronic variables and four jet-variables 
are used. The nine different Monte Carlo combinations are used to estimate the ha.droniza.tion 
uncertainty. However, the dominant error will be due to theoretical uncertainties in second 
order QCD calculations. A world average value of the strong coupling .constant is determined 
which includes a.lso other processes. In the seventh chapter tests of grand unified theories are 
performed by considering the evolution of the three coupling constants. An overview of the 
connection between GUT's and cosmology closes the chapter. 
The following convention of natural units is used 
(1.1) 
where his Planck's constant and c is the velocity of light in vacuum. Results which a.re not 
explicitly referred to a.re taken from the Particle Data Group [7]. 
4 1. Introduction 
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Chapter 2 
The Standard Model and Beyond 
The concept of constructing theories is based on the action, i.e. the Lagrangian This formalism 
is well-developed and known in classical mechanics. The structure of the Lagrangian already 
tells us something about the physics it is supposed to describe. For example, one can show 
that the homogeneity of time, the homogeneity of space and the isotropy of space lead to the 
fundamental conservation laws of energy, momentum and angular momentum which can be 
elegantly deduced from the Lagrangian. The local gauge invariance of theories induces forces 
and is necessary to construct a realistic model of the world which consists of elementary 
particles and their fundamental interactions. The exchange of gauge bosons can be used to 
describe the interaction. The introduction of a Higgs mechanism is necessary to provide heavy 
gauge bosons within a theory which is still invariant under a local gauge transformation. Other 
important concepts are the superposition principle and the language of probabilities. Both 
aspects contribute to the solution of the particle-wave-dualism of light which was the subject 
of many discussions and had also philosophical consequences in ruling out determinism. The 
four dimensional space-time metric of fundamental theories is defined by the laws of special 
relativity. 
The prototype of modern theories is Feynman's QED which has the above mentioned proper-
ties. The corresponding gauge group is U(l) which characterizes the symmetry of the model. 
The U stands for unitary and implies an abelian group structure while the 1 reflects the di-
mension of the charge. The gauge boson of the U(l) group carries no charge themselves so 
that the gauge boson of U(l) can be identified as the photon. 
2.1 The Standard Model 
The group structure of the commonly agreed Standard Model is 
SU(2) x U(l), SU(3) (2.1) 
where SU(N) corresponds to a non-abelian group structure of dimension N. The third in-
gredient to a more complete list of models is gravity, which will be neglected in the following, 
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Interactions 
strong electro-weak gravitational 
Theory QCD GSW general relativity -+ quantum gravity? 
Gauge group SU(3) SU(2) x U(l) - ? 
Gauge bosons 91 ···Us ;, W±,z0 - G 
gluons electro-weak bosons - graviton 
charge colour weak isospin mass 
weak hypercharge 
Strength 0.2 0.03 < 10-ao ? 
Table 2.1: The fundamental forces. 
Ia 
7r-( du) 7r+( ud) 11" 0 = ( uil - dd)/ J2 
------~------"'----- s 
1 fJ = (uil + dd- 2ss)/J6 r/ = ( uu + dd + ss)/ v'3 
K 0 (sd} octet singlet 
Figure 2.1: The lightest meson octet and singlet of spin 0 and parity -1. 
even if it is the most evident force in everyday life. The reason is that gravity is by many 
orders of magnitude the weakest force (see Table 2.1). At the Planck scale which is of the 
order of 1019 GeV, gravity should be of the same strength as the electro-weak and strong 
force. LEP's energy regime is therefore at least 16 orders of magnitude too small to measure 
a significant effect. 
2.1.1 The Strong Interaction 
The Static Quark Model Today we know that, for example, the proton is not an ele-
mentary particle because it consists of three fundamental particles1 , which are called quarks. 
The name stems from the 1960's when Gell-Mann and Ne'eman(8] tried to get some order 
in the large amount of non-fundamental particles, called hadrons, which were discovered at 
that time. Later Gell-Mann and Zweig[9] proposed three hypothetical fundamental particles, 
called up(u), down(d) and strange(s) quarks, which could describe the observed particle zoo 
by separating the hadrons into two classes. The baryons, consisting of three quarks or an-
tiquarks and the mesons consisting of a quark and antiquark. One classifies them according 
1 Sea quarks and gluons are neglected at the moment. 
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to their spin and parity and tried to describe them by group properties. The SU ( 3) 11011014,. 2 
with three different types of quarks represents the lightest group of mesons which can be 
decomposed into an octet and a singlet 
3®3=8611 . (2.2) 
The concepts of isospin and strangeness allow us to illustrate the possible combinations of 
quarks and antiquarks and is shown in Fig. 2.1. The underlying group symmetry SU(3) 11a11 our 
is not exact. Similar group structures can also be found for baryons and meson spin configu-
rations. With higher angular momentum of the multiplets, the underlying symmetry is less 
strict and mass effects become important. 
The Quark Gluon Interaction Up to now we just considered the static model of quarks 
without any dynamics. The next step is to introduce an interaction. In Quantum Chromo 
Dynamics( QCD)[lO] the interaction is described by the exchange of gauge bosons called gluon. 
To study it in more detail, we start with some arguments from group theory to construct the 
possible gluon states. Finally, the Dirac equation together with the concept of local gauge 
invariance will give the theoretical description of the strong interaction. 
The QCD has as internal symmetry, the group SU(3)coiou .. 3 • This symmetry is in contrast to 
the flavour symmetry an exact one. As shown in Table 2.1, the charge of the strong interaction 
is called colour. The dimension of the SU(n) group is three, because colour appears in three 
different states red(r ), green(g), blue(b) and their anti-states. The quarks carry a single colour 
while the gluons carry a colour charge and an anti-charge, which is similar to the quark-
antiquark spectrum of mesons obeying the SU(3)11011014 ,. symmetry. In analogy, the gluons 
span the 3 x 3 colour space, which would lead to nine different types of gluons. According to 
the SU(3) symmetry in Eq. 2.2, these nine states decompose into an octet 
and a singlet 
rg, rb, gr, gb, br, bg, 
(rr - gg)j../2, (rr + gg - 2bb)/../6 




Note that the singlet combination does not carry net colour charge and therefore does not 
transmit colour. This is also represented by the fact, that the generator of the SU{3), the 
Gell-Mann 3 x 3 matrices .Ai, have only 8 traceless matrices. They can be used to describe a 
general phase transformation of a fermion wave function 1/J, which can be written as a three 
dimensional vector 
(2.6) 
where the indices r 1 g and b represent the three different colour states. Let 1/J satisfy the Dirac 
equation for a free fermion. The corresponding Lagrange density function can be written as 
(2.7) 
2 Each quark has a flavour depending on their quark type. 
3The index colour will be neglected from now on and the notation will be as in Eq. 2.1. 
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where 1" are the gamniamatrices and 8µ is the covariant derivative. The phase transformation 
of 1.f; is then 
(2.8) 
where gs is the strong coupling constant and /3; ( z) the phases of the wave function. The .,\ 
are the so-called Gell-Mann-matrices and i = 1 to 8. The phase transformation is equivalent 
to a rotation in the three-dimensional colour space. For a global phase transformation with 
/3i( x) = constant, ¢'( x) is still a solution of the Dirac equation. But if /3 depends explicitly 
on z, ¢' no longer satisfies Eq. 2. 7 because 
One has to substitute the covariant derivative by 
D" = 8" + ig5 >...b':'. 2 .• , 
(2.9) 
{2.10) 
where bf is the gauge field, in order to obtain local gauge invariance. The modified covariance 
derivative transforms like 
(2.11) 
The modified Dirac equation is now invariant under the local SU(3) phase transformation. 
Note that as a result of this modification, we obtained additional degrees of freedom bf. They 
can be identified as gauge fields, which carry the whole information about the gauge bosons. 
Therefore the request of local gauge invariance under the SU{3) transformation of the Dirac 
equation introduces a force, which is the manifestation of an interaction described by the 
gauge boson, which can be identified as the gluon. This is an application of the fundamental 
concept of the local gauge invariance under a group symmetry, which is still one of the main 
guidelines for constructing new theories. 
2.1.2 The Electro-Weak Interaction 
The GSW theory is driven by two important issues, firstly the group symmetry connected 
with the local gauge invariance as it was demonstrated for SU(3), and the Higgs mechanism, 
which is a new feature of this theory compared to QCD. 
Let us start with the group structure of the electro-weak interaction, which is the SU{2) x U{l). 
The U(l) represents the QED part of the theory and the requirement oflocal gauge invariance 
of the Dirac equation under a U{l) phase transformation induces a one dimensional vector 
potential Bµ, which occurs also in Maxwell's electrodynamics. 
In case of the of the SU(2) symmetry one has to deal with a two dimensional charge which is 
usually expressed as the third component of weak isospin t3 • The two isospin directions are 
the analogy to the three colour states in the three-dimensional QCD charge space. To keep 
the Dirac equation invariant under a local phase transformation, one has to substitute the 
covariant derivative by 
g -D" = a" + i-TW" , 2 (2.12) 
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where g is the weak coupling constant, the three components off are the Pauli-matrices and 
w.- is the three dimensional gauge field. The cross product of the two charge spaces of QED 
and the weak theory and the requirement that the Dirac equation should be invariant nnder 
a local gauge transformation, result in the covariant derivative 
D ~ . f!W- . ,YB µ = Vµ + ig2 µ + ig 2 µ l (2.13) 
where g and g' are the two electro-weak coupling constants. The weak hypercharge Y is 
related to the third component of the weak isospin ta and the electrical charge Q by the 
Gell-Mann-Nishijima relation 
y 
Q =ta+ 2 . (2.14) 
The four gauge fields Wµ and B have to be identified with the physical states of measurable 
gauge bosons. The existence of the photon requires a state, which doesn't couple to the 
neutrinos. It defines a weak mixing angle, often called weak mixing angle, which allows one 
to construct the vector potential 
A"= Wt sin Ow+ B" cos Ow , (2.15) 
known from Maxwell's theory and QED. The remaining second neutral state is then defined 
by 
zµ 0 = Wf sin Ow - Bµ cos Ow . (2.16) 
The two charged gauge boson states are ideal mixtures of the first two components of Wµ and 
are therefore constructed by the linear combination 
{2.17) 
The physical observation that the weak force is a short range interaction can be satisfied by 
introducing heavy gauge bosons. However, mass terms in the Lagrangian are not invariant 
under local gauge transformation. Nevertheless, local gauge invariance can still be achieved, 
if the mass terms are introduced via spontaneous symmetry breaking of the Lagrangian via 
the Higgs mechanism. To keep the Dirac equation local gauge invariant under SU(2) x U(l) 
phase transformations and the requirement of massive gauge particles can be achieved by the 
Higgs mechanism. Adding the Higgs potential to the Dirac equation of the form 
(2.18) 
with µ 2, .:\=constant, one obtains for l~I =constant and µ 2 < 0 a local maximum at l~I = O, 
which is a unstable equilibrium, because the absolute minimum lies on a circle aronnd the 
origin at a distance 
(2.19) 
The fact that the absolute minimum is not at the origin motivates one to speak about a 
spontaneously broken symmetry. The gronnd state lies at l~I = 0, but a small excitation is 
enough to bring the system into its absolute minimum. This hides the real gronnd state and 
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prevents the theory from violating local gauge invariance with massive gauge bosons. The 
covariant derivative of Eq. 2.13 leads to 
(2.20) 
(2.21) 
which can be interpreted as gauge boson mass terms. The additional degrees of freedom, the 
choice of µ2 and ..\, defines massive gauge bosons plus an extra massive scalar field, which 
belongs to the Higgs particle. The masses of the gauge bosons are given by 
M 1 I w = -v. g 
2 
1 Mz = -v. Jg' 2 + g2 , 
2 
where v is the vacuum expectation value of the Higgs potential which is given by 
2 
v2 = -µ 
..\ 
The gauge boson masses are related via the Weinberg angle by 
Mw = cos8w ·Mz . 
If one combines Eq. 2.22 and Eq. 2.23 one obtains the Weinberg angle to be 
gl 2 M2 






where the expression on the right hand side comes from Eq. 2.25. Note that Eq. 2.26 relates 
the coupling constants g and g' with the gauge boson masses without a dependence on the 
Higgs vacuum expectation value. 
The price paid for the complication of having massive zo and w± is the occurrence of the 
Higgs particle. The Higgs mass is defined by 
Me= J2V2X . (2.27) 
Since v is fixed by the requirement of the existence of a massless and uncharged gauge boson, 
..\is still a free parameter. Therefore the Higgs mass remains unpredicted in the GSW theory. 
The electro-weak quantum numbers for the elementary particle spectrum are summarized in 
Table 2.2. The charge Q, the weak isospin t 3 and the hypercharge Y are connected by the 
Gell-Mann-Nishijima relation of Eq. 2.14. Quarks and leptons appear in two different states 
of helicity, left- and right-handed states. Right- handed neutrinos do not exist in nature and 
are therefore do not appear in Table 2.2. 
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Generations Quantum Numbers 
[~ileifcityo 1. 2. 3. Q ta y 
( ~ L ( ~) L ( ~) L 0 1/2 -1 -1 -1/2 -1 
L (; L (;) L UL 2/3 1/2 1/3 -1/3 -1/2 -1/3 
(e)R (µ)R (r)R -1 0 -2 
R ( v. \ I c \ I t \ 2/3 0 4/3 \ d) R \ S) R \ b) R -1/3 0 -2/3 
Table 2.2: The electro-weak quantum numbers of the particle spectrum. The neutrinos v., vµ 
and vr are belonging to the electron(e}, muon(µ) and tau(r) leptons, respectively. The up(v.}, 
down(d}, strange(s), charm(c), bottom(b) and top(t) quarks are also carry colour charge. 
The primes at the left handed quarks d', s' and b' indicate, that they are eigenstates of the 
electro-weak theory but they are not eigenstates of the strong interaction. 
2.1.3 Some Selected Details 
Fermion Masses As mentioned in the last paragraph, mass terms in the Dirac equation, 
which could assign masses to gauge bosons, of the form ~M2 BµBµ violate local gauge invari-
ance. In order to generate fermion masses, one applies the Higgs mechanism to the fermion 
sector. In analogy to Eq. 2.22, G. defines the strength of the Higgs coupling to the electron 
to induce a mass 
G.v 
m. = J2 . (2.28) 
To generate the fermion mass spectrum, one needs for each particle a coupling constant G 1 , 
which generates the proper mass. In total one introduces 9 additional free parameters to 
describe the fermion masses. The neutrinos remain massless. Note that the Higgs mechanism 
is necessary to generate masses for heavy gauge bosons as well as for the fermion spectrum. 
Perturbation Theory To obtain measurable quantities from the Dirac Lagrangian density 
function, one has in general two possibilities to obtain the desired results. Firstly, one can try 
to solve the complicated expressions by numerical integration on fast computers. This proce-
dure is followed by the lattice gauge theory, where the main concern of the calculations is the 
confinement regime of QCD. Secondly, one can expand the Dirac equation in a perturbative 
series to obtain an approximate result determined by just the first few terms of the expansion. 
A systematic study of this method, applied to strong and electro-weak interactions, leads to 
the so called "Feynman Rules", which have the advantage of reflecting an intuitive picture 
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e 
Figure 2.2: The lowest order two and tree jet Feynman diagrams. 
of the physical process. The graphs in lowest order perturbation theory for two and three 
jet event production are shown in Fig. 2.2. A coupling constant a is associated to each ver-
tex and a propagator term describes the lines encapsulated by two vertices. The expansion 
parameter of the series is the coupling constant and is therefore a sign of how fast the sum 
of the series converges. In general it is not proven that the perturbative expansion of GSW 
and QCD Lagrangians converge at all. A commonly accepted opinion is that the series of 
Feynman diagrams is an asymptotic series. This means that the perturbation series diverges 
but on the other hand, adding just the fust N terms, leads to finite physical results. Most of 
the QCD calculations exist in second order while third order calculations exists just for the 
total hadronic cross section. Fourth order calculations haven't been done so far. The reason 
is that the number of diagrams to be calculated in each order increases factorially so that it 
becomes an huge task to obtain theoretical results in a fourth order perturbative calculation, 
where one would have to deal with thousands of different graphs. Most of the experimental 
results presented in this thesis are compared with second or third order calculations, which 
will be shown to be in good agreement with experimental data. This gives confidence in the 
technique of solving Lagrangian densities. 
Confinement Table 2.1 quotes the "strength", i.e. the approximate values of the couplings 
for the different theories. QCD is therefore the strongest force and the perturbative series 
should converge much slower then for example an expansion in the electro-weak sector. For 
all theories the value of the coupling constant depends the particular momentum transfer of 
the process. This change of coupling with energy is often called "running". The coupling 
strengths indicated in Table 2.1 are therefore just approximate values valid for LEP energies. 
The coupling constants of the electro-weak theory are always much smaller than unity so that 
one can apply in any momentum transfer range perturbation theory. The electromagnetic 
coupling becomes stronger with higher momentum transfer but should only approach unity in 
a momentum regime far above LEP energies. The situation in the case of QCD is different. 
The coupling decreases with energy and becomes close to unity at momentum transfers below 
1 GeV. Perturbation theory cannot be applied in this regime, and as mentioned above lattice 
gauge calculations should be suitable to describe the phenomena in this phase. Quarks and 
gluons do not exist as free particles, because the probability to stick together in clusters 
or better in hadrons is overwhelming. This can be seen by the fact, that the perturbative 
coupling constant becomes large or close to unity. This observation, which is experimentally 
well-verified, is called "confinement". However, at large momentum transfer a, decreases and 
one observes almost free partons. This phenomena is called "asymptotic freedom". 
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e) f) 
g) 
Figure 2.3: The gluon propagator (a) and some corrections in first order (b-c). The gluon 
self coupling graph {b) leads to confinement and is absent in abelian theories. The fermion 
vacuum polarization graph (c) is the only one which exists also in QED. Note that the direct 
gluon self coupling graph (d} has a vertex with four lines. The ghost graphs, which contribute 
to the gluon propagator CON'ection too, are not shown. The fermion propagator (e) and its 
first order correction called "self energy" (f ). The quark gluon vertex (g) and its first order 
correction {h-j), which contribute to the running of the coupling constant as well. 
The Cabibbo-Kobayashi-Maskawa Mixing Matrix From Eq. 2.1 one can see that a 
priori there is no connection between the GSW theory and the QCD. On the other hand the 
number of generations is the same in both theories. The mass states, or better eigenstates of 
particles which carry electro-weak charge as well as colour charge, are defined by the strong 
interaction. . 
Flavour changing currents do not exist in Q CD . One says that the strong interaction is flavour 
blind. However, flavour changing currents are allowed in the GSW theory. The requirement of 
a theory which changes flavour is necessary. Otherwise one would observe not only the proton 
as stable hadron. The mechanism of the Cabibbo-Kobayashi-Maskawa Mixing Matrix (CKM 
matrix)was elaborated to allow flavour changing charge currents, transmitted by the exchange 
of the w± boson. The CKM matrix is a three dimensional unitary matrix and can therefore 
be understood as a rotation of the mass eigenstates in the electro-weak eigenstates. The 
matrix can be parametrized by four parameters, for example three angles and one imaginary 
phase. 
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The Running Coupling Constant The running of the QCD coupling constant4 a, is 
described by the Renormalization Group Equation (RGE)[l2] 
2 da,(µ) /3 2( ) /3 a( ) O( 4) µ · dµ 2 = o · a, µ + 1 • a, µ + a, , (2.29) 
where the {3, 's are some Q CD intrinsic coefficients and µ is the so-called renormalization scale. 
The first order coefficient /30 can be determined in QCD by computing the Feynman graphs 
shown in Fig. 2.3. The resulting /30 is 
-33 + 4· G 
f3o = 121!' ' (2.30) 
where G is the number of active generations. At LEP energies G is taken to be 2.55, so that 
/30 becomes negative. Just for more than 8 generations does /30 become positive. The solution 
of the RGE 2.29 in first order generates a scale dependence of 
1 
a,(µ)= -/3oln(µ2/A2) ' (2.31) 
where A is the renormalization factor, which defines the scale at which 
a,(µ - A) - oo . (2.32) 
For positive values of {30 the strong coupling constant stays in the range 0 < a,(µ= A) < oo. 
The increase of a, at small scales reflects the confinement properties of QCD. On the other 
hand a, decreases with larger momentum transfer. To compare this behavior with the running 
of electromagnetic coupling constant of QED a, one has to exchange a, in Eq. 2.29 with a. 
j3~ED can be calculated by the Feynman graphs shown in Fig. 2.3, but without the graphs of 
Fig.2.3b if one replaces the gluons by photons and 2.3d, which do not exist in abelian theories. 
Therefore one obtains 
/3 QED - 4. G + 1/5 0 
- 1211' . (2.33) 
Note, that compared to {30 , f3~ED is positive for every number of generation. This influences 
the running of a dramatically. The difference in sign of the beta function, originated by the 
Feynman graphs in Fig. 2.3b, provides the fundamental difference between QCD and QED. 
The theory of strong interaction is asymptotically free and shows confinement, while QED 
can be calculated perturbatively in the whole momentum transfer range. The second order 
solution of Eq. 2.29 gives (see e.g. Ref. [11]) 
-1 [ /31 In L] 
a,(µ)= f3oL 1 + /3~ L (2.34) 
with 
(2.35) 
•The contradiction in terminus between a coupling constant and a coupling which changes its value with 
energy, has historical reasons and no deeper physical background. 
5 Thc number of generations is not an integer because the number of active flavours N1 at Ecm = Mz is 
five and G = Ni /2. Top quru:ks pair production is not allowed because the top quark is too heavy to be 
produced at LEP. 
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12 _ -153 + 8.5 · G 
µ1 - 2471"2 . (2.36) 
In third order perturbation theory the strong coupling constant can written as [11]: 
(2.37) 
with 
{3 = ~ ( 2857 10066 G 1300 ca) 2 12871"3 + 9 + 27 (2.38) 
Renormalization Calculations in lowest order perturbation theory have finite results. Higher 
order calculations of Feynman diagrams, for example of the beta function, are divergent and 
would lead to unphysical results. To obtain finite physical values one has to define a renor-
malization and regularization scheme. Both schemes deal with infinities and they are strongly 
connected. The regularization procedure modifies the theory in such a way, that most parts 
of the theory become finite. The price of having a finite theory is the introduction of an addi-
tional free parameter which is the so called the renormalization scale µ. We know already this 
scale µ from the RGE 2.29, which is in principle a free parameter and could vary between A 
and the Planck scale. Physical quantities, which should be independent of the renormalization 
scheme, are in principle also independent of the choice of renormalization scale µ if calculated 
in all orders. In practice, the results depend on the chosen scale, and as will be discussed 
later, give the dominant contribution to the theoretical uncertainty in the determination of 
the strong coupling constant. 
Different renormalization schemes have been proposed. The first and second order coefficients 
of the RGE are renormalization scheme independent, while higher order coefficients are scheme 
dependent. There exist well-defined transformations to convert coefficients between different 
schemes. The most commonly used regularization scheme was developed by t'Hooft and 
Veltman[13]. The three renormalization procedures used at LEP are the so called "on shell" 
scheme( OS), first proposed in Ref. (14], the modified minimal subtraction scheme(M S )(15] 
and the dimensional reduction scheme( DR )(16]. The OS scheme is often used in QED and 
the GSW theory and the MS scheme is popular in QCD. We will come back to the DR 
scheme in Chapter 7. All schemes are equivalent but a certain scheme sometimes simplifies 
the computation for a given process. 
The QCD scale or renormalization factor A defined in Eq. 2.32 is also renormalization scheme 
dependent. Throughout this thesis, the MS scheme will be used and the QCD scale will be 
labeled by the renormalization scheme AMs • 
One difference between the OS and MS scheme is the mass threshold behavior. As one can see 
in Eqs. 2.30 and 2.33, {30 depends on the number of active particles. Each particle contributes 
to the diagrams and therefore changes the result, for example, of the {3 function. Passing a 
mass threshold changes the physical quantity, in our case a,, which jumps at the particular 
scale µm, due to the change in the {3 coefficients. This unphysical behavior can be absorbed 
in the QCD scale A by requesting a smooth transition of the coupling constant at the mass 
th.reshold[ll], so that 
AMS= AMs(G) · (2.39) 
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The point µm depends on the renormalization scheme and should be illustrated in the example 
of the electromagnetic coupling constant a. The classical charge a in the Thomson limit is 
a- 1 = 137.03604 and becomes at the zo pole a~15 (Mz) = 127.9 ± 0.2(17] in MS scheme or 
in the OS scheme a01(Mz) = 128.7 ± 0.2[18]. The numerical difference comes from the fact, 
that the MS scheme includes loop corrections with w± 's, because it includes all particles 
with masses above the scale 
µ~s 2 M . (2.40) 
In the OS scheme the W± loops are not taken into account, because only particles which are 
two times above the scale are included 
(2.41) 
This is the reason for the name of the OS scheme, all particles included in the calculation are 
on their mass shell. However the particles also contribute to the loop if they are virtual. This 
is taken into account in the MS scheme, but a realistic treatment of the threshold effects lies 
maybe in between the two renormalization schemes. 
After all this delicate treatment of infinities and thresholds one might be sceptical and wonder 
if all this works and gives proper results. One of the best measured quantities to test QED 
is the anomalous magnetic moment of the electron[19] and muon[20] in the so called g - 2 
experiment. The agreement between theory[21] and the anomalous magnetic moment of 
electron (muon) is up to 7 (6) digits. To obtain such excellent agreement one had to calculate 
third order corrections. This gives confidence in the renormalization procedure so that the 
"strange" way of dealing with infinities makes sense and produces measurable results which 
are well-proven. 
2.2 Tests at LEP 
Several checks of the Standard Model have been performed in the last three years of run-
ning LEP. Some important measurements at LEP are the determination of the number of 
light neutrino generations and the absence of standard model Higgs boson in the mass range 
between 0 and 50 GeV[22]. The number of light neutrino species N 11 were bounded by cos-
mological models of the early universe by N 11 ~ 4[23]. The LEP experiments could determine 
with more than 95% c.l. N 11 = 3(24]. The total cross section as a function of the center of 
tnass energy is shown for e+ e- --+ hadrons in Fig. 2.4. The data which are not shown, are 
in good agreement with the prediction up to the measured energy of about 93 Ge V . The 
mass of the z0 boson resonance can be determined from the resonance shape around the peak 
position(24] 
Mz = 91.167 ± 0.025 GeV . (2.42) 
The missing particles in the Standard Model, the top quark and the Higgs, are assumed to have 
masses of Mtqp = 135 GeV and Mm991 = 140 GeV and are also shown in the extrapolated 
regime up to 400 GeV. This has not jet been con.firmed experimentally. LEP200 will explore 
the range up to 200 GeV. From Eq. 2.15 and the Sirlin relation 
Gµ 11"a 
J2 - 2 sin2 Ow Ma, ' (2.43) 
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Figure 2~4: The total e+ e- -+ hadrons cross section{ full line). The pure QED cross sec-
tion(lower dashed line), the weak cross section without the W± contribution (upper dashed 
line}, the w+w- pair production( dotted line) and the z+ z- pair production( dashed dotted 
line) are also shown. The top quark mass threshold for Mtop = 135 GeV can be seen at two 
times Mtop in the QED and the total cross section. The insert shows the e+ e- ....... Z Higgs 
cross section for MHigg• = 140 Ge V. This would be the dominant Higgs production chan-
nel. Note that the Higgs production cross section is much smaller than the gauge boson pair 
production cross section. 
one determines in first order the gauge boson masses 
M 2 -~. 1 w - rn 2 
v2Gµ. sin Ow 
(2.44) 
M2=~· 1 
z v'2Gµ. sin2 Ow cos2 Ow (2.45) 
With a-1 = 137.0, Gµ. = 1.16637(2) · 10-11 Gev- 2 (Fermi's constant, the coupling constant of 
the weak theory) and sin2 OMs = 0.2333 ± 0.0008(25] one obtains Mw = 77.2 ± 0.2 GeV and 
Mz = 88.1±0.2 GeV. Compared with the measured values of Eq. 2.42 and Ref. (7] of 
Mw = 80.1±0.4 GeV , (2.46) 
one obtains a statistically significant deviation. This gave "a strong indication for the presence 
of higher order effects in the mass formulae"[26]. Higher order corrections are important and 
we will come back immediately to this point, but there is an other possibility to improve the 
first order result. The weak mixing angle was expressed in the MS scheme and was taken at 
the renormalization pointµ= Mz. The electromagnetic coupling constant a was taken in the 
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Thomson limit of zero momentum transfer. If one takes the coupling at the renormalization 
scaleµ= Mz of a·;)5 (µ = Mz) = 127.9 ± 0.2[17] one obtains the gauge boson masses 
Mt:eo = 79.89 ± 0.20 Ge V 
M~heo = 91.24 ± 0.18 GeV . 
(2.47) 
(2.48) 
The disagreement of several standard deviations from the experimental values obtained with 
a- 1 = 137.0 turns into an amazingly good agreement with the experimental results. The 
argument to choose the renormalization scale close to the physical scale of the process, which 
is in this case the mass of the z0 boson, will be used later in the QCD analysis too. Higher 
order corrections which are missing in Eq. 2.44 and Eq. 2.45 can be mimicked by the "correct" 
choice of the renormalization scale. This illustrate the importance of the renormalization scale 
which should not be too far away from the physical scale. 
The correct treatment of the radiative corrections for Eq. 2.44 and Eq. 2.45 in a well defined 
renormalization scheme introduces an additional multiplicative term of the form 1/(1 - ~r). 
It includes higher order loop corrections which depend on the top quark mass and the Higgs 
mass. The comparison of measured gauge boson masses with the theoretical prediction makes 
it possible to determine the not yet directly measured top quark mass. The sensitivity of the 
unknown top mass goes quadratically with the mass splitting of the top-bottom doublet. The 
Higgs mass dependence enters just via a logarithm and is therefore of minor importance but 
gives an additional uncertainty in the determination of the top quark mass. Typically the 
Higgs mass variation is chosen 50 GeV and 1 TeV. The resulting top quark mass turns out 
to be[24] 
Meop = 135:~~:~~GeV , (2.49) 
where the first error is the statistical error and the second stems from the variation of the 
unknown Higgs mass. 
2.3 Limitations of the Standard Model 
The results of the Standard Model are in good agreement with the experimental data. No 
experimental deviations from the Standard Model expectations have been observed. However, 
there are still some questions on which the Standard Model cannot provide a satisfactory 
answer. There are also some aesthetic points which are disturbing. But they depend on the 
individual taste of how symmetric one expects nature to be. In the following some issues are 
briefly discussed[27]. 
Parameters The arbitrariness of the Standard Model is reflected by the fact that it needs 
18 input parameters. The parameter list comprises 
3 gauge couplings, for example a,, a and Gµ., 
1 electro-weak mixing angle Ow, 
9 masses; six quark masses and three lepton masses, 
4 parameters to describe the Cabibbo-Kobayashi-Maskawa mixing matrix, 
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1 parameter for the unknown Higgs mass. 
All these parameters have to be determined by experiment before the Standard Model 
could be considered complete. This fact limits the predictive power of the Standard 
Model . However, several other questions arise. For example, why do all these 18 pa-
rameters have to have exactly the values they have? Why do quarks couple to the 
electro-weak and to the strong interaction, while leptons are just sensitive to the elec-
troweak force? 
Gravity As mentioned in the introduction, the third force, gravity, is not connected in any-
way to the theory of GSW and QCD. At least at the Planck scale at µ = 1019GeV 
gravity becomes strong and cannot be neglected anymore. Therefore any other model 
should give hopefully some hints, how to include gravity in a coherent picture. 
Masses The coupling of the Higgs field to the fermions, Eq. 2.28, defines the fermion masses. 
This stimulates the question if there is any "deeper" order in the mass hierarchy, i.e . .in 
the fermion couplings to the higgs field? Why should there be exactly three generations? 
Why are the neutrinos massless, if they are? These questions could be also connected 
with the gravity problem which reflects our incomplete knowledge about masses and 
their interaction. 
Higgs The Higgs mechanism is theoretically unsatisfactory because fermion loop corrections 
are quadratically divergent. They induce a cut-off parameter A which could imply new 
physics above the scale A. To obtain the good low energy behavior of the Standard 
Model including the Higgs mechanism, A should not be far above several Te V. This 
requires new physics at the TeV scale. 
Charge The charge of the proton and the charge of the electron are, apart from the sign, 
identical. This is an astonishing fact, because the Standard Model gives a priori no 
explanation for this phenomenon. Is there another symmetry which gives the proton 
the same charge as the electron? 
Some of these problems can be solved by a Grand Unified Theory(GUT) which will be the 
subject of the next sections. 
2.4 The Standard Model of GUT 
The group structure of the Standard Model was shown in Eq. 2.1. For three generations one 
obtains the singlet-doublet-structure shown in Tab. 2.2. If one wants to construct a GUT, 
one has to combine the basic groups of Eq. 2.1 to 
SU(3) x SU(2) x U(l) . (2.50) 
The small modification does not lead at the present energies to measurable effects, so that 
they are indistinguishable from the experimental point of view. The smallest group which 
contains the structure of Eq. 2.50 is SU(5)[28] 
SU(3) x SU(2) x U(l) C SU(5) . (2.51) 
20 2. The Standard Model and Beyond 
d _____ _ d u _____ _ u u _____ _ u 
Figure 2.5: Some Feynman graphs of the proton decay in a GUT theory. The decay happens 
via a heavy X or Y boson into leptons and is forbidden in the Standard Model. Some examples 
of the proton decay: p-+ e+ + (11"0 ,17,p,w) {left and middle) andp-+ lie+ (11"+,p+) (right). 
This implies that the SU(5) structure splits at a particular scale, called McuT , into the 
groups of Eq. 2.50. Above McuT new physics appears and just one coupling constant aauT 
is sufficient to describe the behavior of the SU(5). The GUT scale should be of the order of 
1016GeV for reasons which will be discussed later. This implies that the Standard Model we 
accept today is a low energy approximation of the "true" theory. 
One particle generation fits into the 5 and 10 representation of the SU(5) 
d,. 
( 0 
iib -iig u,. d,. 
dg -iib 0 ii,. Ug dg 
5 "' db and 10 "' ii~ -ii,. 0 Ub db (2.52) 
e -u,. -dg -iii> 0 e+ 
lie L \ -~ -dg -db -e+ 0 L 
The nomenclature is like that in Tab. 2.2. The index of the quark fields indicates colour 
and the index L at the brackets gives the helicity of the states. The right handed particle 
fields are represented by left handed antiparticle fields. One can deduce from the particle 
representation of Eq. 2.52 several properties of SU(5). Quarks and leptons are contained 
in the same multiplet. Each multiplet carries no electrical charge. ff one assumes that the 
neutrino has electric charge zero and the electron carries charge one, then the d quark gets in 
a natural way the non-integer charges 1/3, because it appears in three different colour states. 
This is an example of the interplay between strong and electromagnetic properties which is 
typical for a GUT and shows the beauty of this type of theory. As a consequence of the 
non-integer quark charges, the proton has to carry the same charge, apart form the sign, as 
the electron. 
The SU(5) structure includes twenty-four gauge bosons. Twelve are known from the Standard 
Model: eight gluons, two W± and zo and 1 · The additional twelve gauge bosons are an 
isospin-doublet and colour-triplet: 
(2.53) 
plus their antiparticles. Their masses are of the order of MGuT . The X bosons carry electro-
weak charge as well as colour charge. Therefore they can violate baryon number conservation 
in which case the proton can decay. The dominant proton decay would be into a positron 
e+ and a light meson, a neutral pion 11"0 for example or into an electron-neutrino Ve and a 
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charged meson like a 'Ir+. The Feynman diagrams of some decay channels are shown in Fig. 
2.5. The proton lifetime Tp,.oton via these processes, can be estimated in close analogy to the 
muon decay into muon-neutrino, electron and electron-neutrino with a muon lifetime rµ 
M,4 
T "-' w µ Af5 
µ 
(2.54) 
Mw(Mx) is the mass of thew± (X) gauge boson and Mµ(MP"oton) is the mass of the decaying 
muon(proton). If one takes the coupling acuT into account and introduces a decay constant 
A, which contains the uncertainties in the decay channel, one obtains 
A M 4 
T. - x pf'oton - -2 - MS , 
a.GUT pf'oton 





Tp,.oton = lOl5GeV 2.757·10 years 
The present experimental lower bound of the proton lifetime is[29] 
TP"oton 2: 5.5 · 1032 years 
Therefore, Eqs. 2.56 and 2.57 yield a lower bound for the X boson mass of 





Note, that the unification scale is at least three orders of magnitude below the Planck scale. 
These results will be used later. 
A hint for the explanation of the fermion masses is also provided by the minimal SU(5) GUT. 
In principle the mass relations between the quarks and the leptons can be constructed for 
each generation. This connects for example the bottom quark mass and the tau lepton mass. 
The numerical result yields a bottom mass of about 5 GeV[28J. This is a prediction of the 
SU(5) which is in agreement with the experimental results. The exact calculation will be 
shown later and will be discussed together with the prediction of the weak mixing angle[28]. 
The discussion of GUT's started with the weak points of the Standard Model and lead us to 
the minimal extension of the Standard Model to SU(5). Of the remaining questions raised 
in Chapter 1.3 which could be answered by SU(5), only the problem of the relation between 
the proton and electron charge was solved. SU(5) could tell us also some mass relations and 
predicts the weak mixing angle. This would reduce the total amount of parameters, needed 
to fix the SU(5) model, by two. All this can be quoted as a first success of the SU(5) GUT. 
But in GUT's, like the SU(5) model, a problem arises in addition to those quoted in Chapter 
1.3. Suppose the SU(5) GUT is the correct theory and MouT is of the order of 1015GeV. 
Then the SU(5) theory has in total three different scales, namely the QCD scale which is of 
the order of one GeV, the electro weak scale, and finally MauT· The first two scales are far 
apart from .NfauT and the question arises, what is the relation between these scales? Why 
are there so many orders of magnitude in between? This is a problem which is often called 
the "hierarchy problem" and appears just in GUT's. The SU(5) model cannot answer these 
questions. 
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2.5 The Supersymmetric GUT 
The quadratic divergence in the radiative corrections in the fermion loops to the higgs mass 
remains in SU(5). It has the schematic form 
M~ = M~ + C · A 2 + O(ln A 2 ) , (2.59) 
where MH is the physical Higgs mass, M 0 is the unrenormalized bare Higgs mass, C is a 
constant which can be calculated from the loop diagrams and A is the cutoff parameter. If 
one identifies A with MauT and one assumes for reasons of simplification C = 1, one has 
to tune the bare mass Mo up to more than 20 digits to compensate the large A 2 term to 
obtain a physical Higgs mass MH of the order of one TeV. This problem is called the fine-
tuning problem and has been referred to as the naturalness problem[30]. The ratio of the bare 
electron mass6 and the physical mass in QED is of the order of 0.5 which is small compared 
to the ratio of M0 /MH > 1020• Note that the QED divergences are so-called iogarithmically 
divergent and well understood. Therefore it is believed that nature does not realize such an 
extreme tuning. This was a motivation for constructing a supersymmetric extension[ 4] of 
the SU(5), often called SUSY. The SUSY modification accompanies to every fermion(boson) 
particle a boson( fermion) supersymmetric partner. A consequence of this is, that the divergent 
loop correction to the Higgs mass in the Standard Model are canceled by the superpartner, 
because the radiative corrections of fermion loop corrections have a sign opposite to those of 
the boson partners. This mechanism works only if the superpartners are not much heavier 
than the partners which would imply the existence of new particles below the Te V mass 
scale. Therefore the SUSY model can solve the problem of the divergences in the radiative 
correction to the Higgs mass, provided the superpartners are light compared to MauT and 
have the same couplings as the known particles. 
An other feature of SUSY is that it solves the hierarchy problem, which arises in the simple 
SU(5) GUT. The MauT scale has to be so much larger than the electro-weak or QCD scale. 
This subject will be discussed later in more detail. 
The particle spectra of a SUSY model enlarges the number of particles of the Standard Model 
by a factor of two. The additional SUSY particles are called S-particles. In order to generate 
all masses in the minimal supersymmetric model (MSSM) one needs two Higgs doublets to 
assign the proper masses to all particles. In the minimal Standard Model one needs only one 
doublet. 
The S-particles should have exactly the mass of their corresponding particle, if supersymmetry 
would be exact. However, this is not verified by experiment, so it is assumed that the symmetry 
is broken. In Table 2.3 are the names of the SUSY partners and the corresponding particles 
of the Standard Model shown. In addition also the spins of the particles and S-particles are 
indicated. The S-particles have to be produced in an associated production which means for 
example that only S-particle plus anti-S-particle can be produced in e+ e- annihilation. This 
is often called R-parity conservation. This implies that the lightest S-particle has to be stable. 
This could have implications for cosmology, where this stable S-particle is a candidate for the 
observed dark matter. 
8 The bare man is defined as mass which occurs in the Lagrangians. The physical masses are related to the 
bare masses by loop corrections due to renormalization. 





Squark ij 1/2 0 
lepton I 
-
Slepton i 1/2 0 
photon Photino 1 i 
-1 1/2 
gluon Gluino g g 
-1 1/2 
z z Zino z 
-1 1/2 
w w Wino w 
- 1/2 1 
Higgs H 
-
Higgsino H 0 1/2 
Table 2.3: The particles and S-particles in the SUSY model. The spin of the particle and 
S-particle is shown below the corresponding name. The symbol of the SUSY particles are the 
Standard Model symbols with a tilde on top. 
The SU(5) mass relations between the tau lepton mass and the bottom quark mass are still 
valid in supersymmetry, even if they are slightly modified in the SUSY theory. One obtains 
similar agreement with the measured masses. This will be discussed later together with the 
prediction of the Weinberg angle in the SUSY model. 
The additional S-particles lead to an increase of parameters needed to constrain the SUSY 
model. This is a disturbing feature of SUSY. On the other hand SUSY models also open the 
possibility to include gravity. These extensions of SUSY theories are called Supergravity[31]. 
They are able to parameterize the 31 S-particles masses by four parameters. Note, that 
these are real predictions within a Supergravity model. Such an ansatz is not possible in the 
Standard Model SU(5) GUT, because the general behavior of the supersymmetric model with 
respect to their divergences is much better than in non-SUSY models. This looks promising 
but no SUSY particles have been observed so far. 
The proton lifetime can be derived from Eq. 2.56 as for the SU(5) model. However due to 
the different Higgs structure in SUSY model, an additional uncertainty arises. The decay of 
the proton could also be mediated by a heavy Higgs boson. The proton lifetime would be 
proportional to the Higgs mass to the power of two, instead to the power of four[33]. However 
this depends on the particular amplitude for this decay mode and a more detailed discussion 
can be found for example in Ref. [27, 33, 34]. 
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2.6 The Splitmultiplet Models 
Their are several other GUT models on the market. For example the compositeness ansatz 
which proposes that quark and leptons are make of constituents called rishons[35]. These 
models are heavily restricted by the observed particle spectrum and today, no realistic model 
exists which could explain all measured phenomena consistently. Other models include a left 
right symmetry[36] and add a right handed SU(2)R structure at a heavy scale to the Standard 
Model. 
One can also try to extend the present SU(5) structure by adding additional families or parts 
of them to the Standard Model. Such an ansatz was originally proposed in Ref. [37]. The 
particle representation of SU(5) in Eq. 2.52 is extended to a Q + 5 and 10 + 10 representation 
of the SU(5), which decomposes under Eq. 2.51 into the following quantum number subsets 
A = (1,2)-1 + (1, 2h 
B (3, l),;3 + (3, l)-2;3 
c (3, 2)i;3 + (3, 2)-1;3 (2.60) 
D = (3, 1)-4/3 + (3, 1)4/3 
E = (1, lh + (l,l)-2 
where the first number in brackets indicates the SU(3) colour charge (triplet or singlet) and 
the second denotes the SU(2) weak isospin T (doublet or singlet). The subscript denotes the 
hypercharge Y, which is related to the electric charge Q by Gell-Mann-Nishijima relation 
of Eq. 2.14. In close, but not exact analogy to the standard modei[37] because the chiral 
structure of these particles is different, the particle contents for the five classes A to E is the 
following 
A ,....., (v., e)L 
B ,....., dL 
c l'V ( u, d)L (2.61) 
D l'V th 
E ,..., e+ L 
Each multiplet can occur as scalar or as fermion. The Splitmultiplet models will be analyzed 
in more detail later together with the SU(5) model and the MSSM. 
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Chapter 3 
The Experimental Setup 
In this Chapter, the experimental setup will be described. The Large Electron Positron collider 
(LEP) at the CERN laboratory was mentioned in the introduction. After a description of 
the LEP machine, the DELPHI detector, one of the four LEP detectors, will be described 
in more detail, followed by a brief description of the DELPHI online and offiine software. 
3.1 The LEP Collider 
The LEP storage ring has a circumference of about 27 km and is housed in the LEP tunnel 
which has a diameter of 3.80 m and lies 50 to 150 meters below the surface across the frontiers 
between France (Pays de Gex) and Switzerland (Canton Geneve). The LEP ring basically 
consists of a beampipe and a set of different types of magnets, which either focus or bend 
the electron beam and an acceleration section which consists of radio frequency cavities and 
their power supplies. LEP accelerates and stores electron and positron beams. Since the two 
particle types have opposite electric charge and equal masses they can circulate in opposite 
direction in a single beampipe with the same arrangement of focusing and bending magnets. 
Therefore, LEP has just one beampipe, as compared to the HERA 1 electron-proton storage 
ring, which needs two separate rings, one for the electron beam and one for the proton beam. 
The LEP ring has the shape of an octagon with rounded corners, i.e. eight straight sections 
and eight arcs alternating around the circumference. The 3392 dipoles magnets in the arc 
section bend the e+ and e- beams. The 876 quadrupole magnets are installed in the straight 
sections and focus the beam. Additional small correction magnets, like the 520 sextupol 
magnets, compensate for small field distortions of the focusing and bending magnets. 
Each beam is concentrated in short time bunches each of which contains typically about 
4 · 1011 electrons or positrons. LEP has been run with a bunch length of 4.5 cm {7 cm) in 
1992 {1991). The transversal dimension is of the order of a few millimeters and is strongly 
1HadJ:on-Eledron-Ring·Accdenitor, based at DESY in Hamburg. First collisions were achieved in spring 
1992. 
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elliptic as will be discussed later. Up to the year 1993 four bunches of electrons and four 
bunches of positrons will be used in LEP. The bunches of ea.ch beam type are equidistant. 
Both bunch systems are synchronized so that they cross each other at the straight sections of 
LEP. The interaction regions are surrounded by the detectors. The number of bunches per 
beam will be increased to eight in the next years. Then, every second beam cross over(BCO) 
will take place outside one of the four interaction regions. However, the production of zo 
events outside the interaction region is suppressed, because the bunches are relatively wide 
and just several meters before entering the interaction point, their size is squeezed by a strong 
superconducting quadrupole magnet close to the detector, which increases the luminosity. 
LEP requires a vacuum in the range of 10-12 bar when the beams are circulating. Such a 
low pressure is necessary to keep the beam particle loss due to beam-gas interaction to an 
acceptable rate. The base pressure without beam is in the order of 10-14 bar. 
The beamspot in the interaction region is strongly elliptic. It is in the X direction <Txbeam ~ 
140µm and in the Y direction <Tneam ~ 1µm. The beamspot parameter can be measured for 
example with the microvertex detector of DELPHI. The total offset in X- and Y-direction can 
vary on a fill-to-fill basis by about one millimeter. The beams perform oscillations around the 
ideal orbit of the machine which are called betatron oscillations. The betatron frequency is 
a function of the magnetic field in the ring and the path of the particles in a bunch during 
a revolution. If the betatron frequency comes close to a resonance, for example in the accel-
eration phase, the beam becomes unstable and can get lost if the amplitude of the betatron 
oscillations becomes too large. Another effect which limits the beam size is the beam-beam 
effect. The particles in the e+ beam are attracted by the electromagnetic field induced by the 
approaching bunch of the e- beam and vice versa. This leads to an increase of the effective 
betatron frequency. The larger the betatron frequency the more unstable the beam becomes. 
There are several other effects which can cause an unstable beam, and for which one has to 
correct. A more detailed discussion about collider physics in general can be found in Ref. 
[38]. 
The energy of the electron and positron particles in the LEPlOO phase is around 45 GeV. The 
achievement of this nominal energy is done in several steps (see Fig. 3.1 ). In the first stage of 
positron generation, electrons are accelerated in the LEP Injection Linac (LIL) to an energy 
of about 200 Me V. Then collisions with a high Z target converts the 200 Me V electron beam 
via the pair production mechanism into a positron beam. The average produced positron 
energy is around 10 MeV. A small fraction (1/1000) of the positrons are then accepted and 
accelerated by the second stage LIL to an energy of about 600 Me V. The electron acceleration 
is also done in two steps. An electron gun produces Electrons of 10 MeV, which are than 
injected into the second stage of the LIL where they are accelerated up to about 600 Me V. 
In the next step the e+ and C beams are accumulated in the Electron Positron Accumulator 
(EPA) to increase the current of each beam. If a certain curi:ent is reached, the beams 
are injected in the Proton Synchrotron (PS) and accelerated to 3.5 GeV. The synchrotron 
radiation losses in the PS are still moderate because the bending radius of the PS is about 
70 m. From the PS, the beams are transferred to the Super Proton Synchrotron (SPS) and 
accelerated to an energy of 20 Ge V. In this phase the synchrotron radiation losses in the SPS 
(radlus 1100 m) start to become significant. An energy loss flU due to synchrotron radiation 
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Figure 3.1: The schematic view of the LEP injection system, which includes the two stage 
LEP Injector Linacs (LIL), the Electron Positron Accumulator (EPA}, the Proton Syn-
chrotron (PS), the Super Proton Synchrotron (SPS) and the LEP ring itself. The 10 MeV 
electron gun close to the e- -+ e+ converter is not shown. 
is 
m E 4 
!:J..U = 8.85 .10- 5 Geva ·-:;:- , (3.1) 
where E is the beam energy and r the bending radius of the ring. Several hundred KW are 
necessary to keep the beam energy in the SPS constant and to compensate for the energy 
loss due to the synchrotron radiation. Finally the beams are injected into LEP where the 
bwiches are accelerated to about 45 Ge V. The synchrotron radiation loss in LEP is sizable 
and consumes about 1.2 MW of power. This is the major constraint on the maximal beam 
energy of 55 GeV for LEPlOO which the present acceleration sections. The energy loss of 
1.2 MW was estimated for 2 x 4 bunches of an energy of 45.5 GeV. The acceleration phase 
in LEP lasts about 20 min and after orbit corrections for the electron and positron beams, 
LEP starts to squeeze the bunches and to put appropriate beam collimators in their setting 
for physics running. The LEP experiments may then start their data acquisition systems to 
record the zo events produced in the LEP machine by e+ e- collisions. 
From the physics point of view two important machine parameters are the center of mass 
energy JS and the luminosity £. The center of mass energy for an e+ e- storage ring of 
two beams with exactly the same energy, circulating in opposite direction, is twice the beam 
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energy. This is the most economical way of achieving the highest possible center of mass 
energy with a minimal amount of electrical power. The luminosity£ is defmed by 
(3.2) 
where n is the number of events per second of a particular type and O' is the cross section for 
producing events of this type. The luminosity depends on the specific machine para.meters 
and is given by 
£ = N- · N+ · k · f , (3.3) 411" • O'z • O"y 
where N± is the number of e± particles in a bunches, k is the number of bunches, f is the 
revolution frequency and O'z and O"y are the horizontal and vertical widths of the beams at 
the collision point, under the assumption of a gaussian particle distribution transverse to the 
beam directions. The beam current is given by 
(3.4) 
where e± is the elementary electron or positron charge. Typical beam currents for LEP in 
1992 are 1.2 mA with peak values of above 1.6 mA. 
The cross section for the zo production times its branching ratio into hadrons(70%) at the 
zo peak is about 13 nb. With an integrated luminosity at LEP in 1991 of[, = l8pb- 1, one 
obtains about 230 000 zo events. At LEP200 the center of mass energy will go up to at least 
180 GeV, while the cross section for W± pair production shown in Fig. 2.4 is about 0.02 
nb. The expected event rate per year would be only 260 w± events, under the assumption of 
the same luminosity as in 1991. Therefore, an effort will be made to increase the luminosity 
for LEP200. From Eq.3.3 one sees that one has three possibilities to increase the luminosity. 
First, one can increase the number of bunches in LEP from four to eight, which gives an 
increase by a factor of two. Second, one can accumulate more particles in a bunch, which 
increases the bunch current. Note that the limitation of the bunch current comes from the 
injector system rather than from LEP itself, which could stand at least a factor of two more 
current. Finally, one can try to decrease the beam size. Another possibility is to have a longer 
effective running period, but this would reduce the available time for machine development 
in which the performance of the machine is optimized. Reducing the dead time by decreasing 
the filling and acceleration time is also possible. These options will probably increase the 
luminosity by a factor of four, so that each experiment would have 1000 w± pairs per year. 
LEPwould have collected a total of about 20 000 w± events in four experiments after five 
years of running. 
Another serious problem for LEP200 is the energy consumption of the storage ring. One 
obtains from Eq. 3.1 an energy loss due to synchrotron radiation of about 38 MW with eight 
bunches. The power needed to keep the energy in LEP200 constant is about 10% of a modern 
power station and is comparable with the consumption of large industries. Therefore one has 
to optimize the acceleration section of the LEP machine if one goes to higher energies. At 
LEPlOO one uses conventional radio-frequency (RF) cavities for accelerating the beams with 
a maximum beam energy of about 55 Ge V. Since the maximum energy will be increased 
for LEP200 to nearly 100 GeV per beam, superconducting RF cavities will be used. The 
superconducting RF cavities have a higher efficiency compared to the conventional RF cavities. 
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However, also the electrical gradient for accelerating the beams is about 3 times higher, so 
that the sixteen times higher energy loss at LEP200 due to synchrotron radiation can be 
compensated. 
The energy of the LEP beam is measured via the dipole magnet current. All dipole magnets 
are connected in series and have to be similar within small tolerances. For a dipole magnet one 
measures precisely the magnetic field ii ( X, J) as a function of the space point X and current 
I. One obtains from the dipole current measurement a precise B(X, I) dX which is directly 
related to the beam energy. With the new measurement of the phase difference of the protons 
and positrons in LEP at 20 GeV, one obtains an absolute energy calibration of 20 MeV[39]. 
The next step is to try to reduce the uncertainty in the beam energy to below 7 Me V. 
Therefore one has to consider several effects which disturb the B(X,I) dX determination in 
LEP. One effect for example is the correction for the cooling water temperature variation of 
the dipole magnets, which lead to a thermal expansion of the dipole magnets and influences 
the energy measurement at LEPthrough a path length variation. Another more spectacular 
effect for which one has to correct to achieve a precision on the per mill level is the phase of 
the moon. The moon stretches the surface of the earth and influences the total orbit length 
and therefore the precise determination of the LEP beam energy. A clear correlation of the 
LEP energy with the phase of the moon has been observed[40]. 
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Figure 3.2: The schematic view of the DELPHI detector: micro vertex detector(µ VJ, inner 
detector{ID), time projection chamber{TPC}, ring imaging Cherenkov counter(RICH}, outer 
detector( OD}, high-density projection chamber(HPC}, superconducting solenoid, time of flight 
scintilators(TOF), hadron calorimeter(HAC), muon chambers(BMU and FMU respectively) 
forward drift chambers(FCA and FCB respectively), small angle tagger(SAT}, forward elec-
tromagnetic calorimeter(FEMC), scintilatorsr 
3.2 The DELPHI Detector 
One of the four large LEP experiments is the DELPHI detector, constructed and run by 
a collaboration of 540 physicists coming from 41 universities and national laboratories in 
different countries. The coordination of so many people implies an internal structure to 
run the experiment. Important positions, like for example the spokesman of DELPHI, are 
democratically elected by the representatives of the institutes. The construction time of 
DELPHI was about 7 years. The construction costs are of the order of 150 MSFr, without 
including manpower costs for physicists, which were provided by the institutes. Since the 
operational beginning of LEP in November 1989, DELPHI has collected over 500 000 zo 
events by early summer 1992. 
The name DELPHI stands for DEtector for Lepton, Photon, Hadron Identification. The 
detector architecture has, besides some conventional components of an e+ e- detector, addi-
tional special features to identify particles. The particles are identified with the Ring Imaging 
Cherenkov(RlCH) technique, which allows the separation of proton, pions and kaons in certain 
momentum intervals. The Barrel RlCH (BR1CH) was operational at the end of 1991 while 
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the installation of the Forward RlCH(FRlCH) will be completed at the end of 1992. Another 
important detector device is the Time Projection Chamber(TPC) which provides a three di-
mensional track path of charged particles through the chamber including a good Z-resolution. 
The tracking in the barrel region in completed by a Micro Vertex(µV) detector, for precise 
reconstruction of secondary vertices, the Inner Detector(ID) for fast triggering and vertex 
reconstruction and the Outer Detector( OD) for fast triggering and improving the momentum 
reconstruction and finally the BRlCH, which is necessary for a good particle identification. To 
obtain also a good particle path reconstruction in the FRlCH, two tracking chambers, FCA 
and FCB, were installed in the forward region: A homogeneous magnetic field of 1.2 Tesla, 
provided by a superconducting magnet with diameter of 5.2 m and 7.2 m length, allows the 
determination of the momentum of charged particles. 
The electrons and photons are identified in the High Density Projection Chamber(HPC) 
and in the forward regions below 40° by the Forward Electro Magnetic Calorimeter(FEMC), 
which consists of lead glass blocks, read out by photomultipliers. The Muons are identified 
in the Barrel and Forward Muon chambers, called BMU and FMU respectively. The Hadron 
Calorimeter(HCAL) in the barrel and forward region completes the calorimeter components. 
The Time Of Flight(TOF) counter in the barrel is an important component of the fast first 
level trigger in DELPHI. In the very forward region, the Small Angle Tagger (SAT) and 
the Very Small Angle Tagger (VSAT) are tracking and calorimeter devices, which allow a 
determination of the luminosity of LEP. For an overview of the DELPHI detector see Fig 
1.2. More technical details are described in Ref. [41]. The coordinate system used to describe 
the detector has the Z-axis parallel to the beam with plus Z in the direction of the incident 
electron beam. The radius R and the azimuth ef> are perpendicular to the beam and the polar 
angle 0 = 0° is along the Z axis. The Y axis shows up, to the top of DELPHI. 
3.2.1 General Layout of DELPHI 
The main characteristics of the DELPHI detector can be summarized as followed: 
• The momentum resolution in the barrel measured with muon pairs at 45. 6 Ge V is 
O"p p P = 0.0015 · 1 Ge V , (3.5) 
if one combines the ID, TPC and OD track elements. The momentum resolution in the 
forward region with 20° ~ 0 ~ 35° is 
O"p p P = 0.0037· 1 GeV , (3.6) 
using the ID, TPC and FCB information. 
• The azimuthal track resolution measured with the ID, TPC and OD but without µV 
detector is 
O"R,p = 90µm • (3.7) 
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Figure 3.3: Schematic view of the DELPHI detector along the beam pipe. 
• The track impact parameter in the R-</> plane measured by the µV detector which 
consists of three layers of mirco strips, is 
( 69 µm ) :a + 242 µm2 ptfl GeV 
The internal resolution of the µ V detector is 7 µm. 
(3.8) 
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• The measured energy resolution of the electromagnetic calorimeters in the barrel (HPC) 
and in the forward region (FEMC) are 
0.072 + ( 0.27 / v'E)2 42° ::; () ::; 138° 
(";)' = { (o.0035+ ~)2 + ( 0~6 ) 2 10°::; ()::; 36.5° and 143.5°::; O::; 170° 
(3.9) 
with E given in Ge V. 
• The measured particle discrimination between protons, kaons and pions is done by the 
RICH detectors in a momentum range between 1 GeV ::; P ::; lOGeV using the liquid 
radiators. The rejection factor of about 5.5 with an efficiency of around 603 allows one 
to extract clean A, S and n signals. The gas radiator will be fully operational end of 
1992 and will increase the momentum range in the barrel to about 20 Ge V. The dE / dX 
measurement of the TPC improves the particle identification at low momentum. 
• The energy resolution of the hadron calorimeter in about 983 of the solid angle is 
O's 1.2 
E = v'E ' (3.10) 
with E given in GeV. 
In the following sections, the individual detector components are described in more detail. 
3.2.2 The Solenoid 
One obtains from the measurement of the curvature RR-</> of a charged particle with charge 
Z in a homogeneous magnetic field B the transverse momentum 
0.3 GeV 
Pt = T 1 . z . B . RR-</> ' 
m· esa 
(3.11) 
where Z is the electrical charge in units of the electron charge. The magnetic field in the 
DELPHI detector is produced by the largest superconducting magnet in the world, which is 
housed inside the cryostat and which has a length of 7.4 m and a diameter of 5.2 m. The 
magnet produces a field of 1.2 Tesla by a single layer of superconducting wires at an electrical 
current of 5 000 A. To improve the homogeneity, a second layer was installed at the end of the 
coil. The magnet is cooled by liquid Helium at a temperature of 4.5° K. The superconducting 
wires are made of Nb-Ti and are imbedded in a copper matrix. 
3.2 .3 The Tracking Chambers 
Four different tracking devices were constructed to optimize the individual tasks of the multi-
purpose DELPHI detector. The descriptions are in order from the interaction point to the 
outside, starting with the description of the tracking devices, followed by a brief introduction 
to the RICH detector technique and finally a section on calorimeters. 
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Figure 3.4: Schematic view of the DELPHI detector perpendicular to the beam pipe. 
The µVertex Detector 
The µ vertex detector consists of three layers of silicon micro strip detectors which surround 
the interaction point at radii of 6.3, 9 and 11 cm parallel to the beampipe. The most inner 
layer was added in 1991 and was possible because of the installation of a smaller beryllium 
beampipe. The shorter lever arm to the interaction point increases the impact parameter 
resolution (Eq. 3.8) with an internal space resolution of 7 µm. On the other hand, putting 
the inner layer much closer to the interaction point might damage the electronics of the µ 
vertex detector due to the halo of the particle beams in LEP. Therefore a compromise between 
a short lever arm to the interaction point and a reasonable long life time of the electronics 
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yield the present geometry. To achieve the extremely high precision, which is of the order of 
inhomogeneities of smooth surfaces, a careful alignment of each layer is necessary. Multiple 
measurements on high momentum particle trajectories as well as the overlaps between the 
neighbouring wafers in each layer are very useful in this respect. 
The Inner Detector 
The Inner detector(ID) is a jet chamber which has to fu1fill two tasks. Firstly, it provides a 
redundancy in the vertex reconstruction and serves as an absolute reference point for the µ 
vertex detector and the TPC. Secondly, it has to provide a fast trigger information close to 
the interaction point, which cannot be obtained from the TPC due to long drift distances in 
the TPC. 
The jet chamber covers an angular region between 17° $ (J $ 163°. The drift chamber is 
segmented in 24 sectors in </>. The jet chamber has a distance from 12 cm to 22 cm around the 
interaction point. A particle traversing a sector can hit up to 24 R-</> coordinates each with a 
point accuracy of 90 µm. The </> information is obtained from the known drift time relation. 
Momentum reconstruction as with the ID, can be obtained up to transverse momenta of about 
5 GeV. 
The trigger layers of the ID consist of five proportional chambers, which cover an angular 
region of 30° ::; (J ::; 150°. The inner (outer) radius of the chambers is 23 cm (28 cm). The 
trigger layers provide up to 5 full three-rumensional coorrunates. Left-right ambiguities can 
be resolved by combining the two ID track elements. The overall Z-resolution is 250 µm, the 
momentum resolution of the ID alone is 
up, = 0.2 . P, 
Pt 1 GeV (3.12) 
and the two track separation is 1 mm and 1 cm in R-</> and Z, respectively. 
The Time Projection Chamber 
The Time Projection Chamber(TPC) measures the three-dimensional points of the ionization 
along the trajectory of a charged particle and is the principal tracking device in DELPHI. It 
is a cylindrical drift chamber with an inner radius of 30 cm, an outer radius of 120 cm and a 
length of 2 x 150 cm. The entire drift volume of the TPC is filled with Argon Methane gas 
mixture(Ar/Ch4 : 80/20%). No additional material like wires in drift chambers is present. 
The read out chambers and its electronics are mounted on each end-cap. The TPC is seg-
mented in </> into six azimuthal sectors. Depending on the incident angle (J of a charge particle 
which traverses the TPC, it is measured by up to sixteen 3-dimensional space points. The 
charged particles ionize the gas along their path. The electron clouds drift in the homogeneous 
electrical field, parallel to beam direction with a drift velocity of VD = 6. 7 cm/ µs towards 
the end-caps. The transverse diffusion of the electron signal is suppressed by the parallel and 
homogeneous magnetic field of the solenoid. Therefore a good space point resolution in R-</> 
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of <7R4> = 250 µm is achieved. The Z coordinate is obtained from the time difference of the 
BCO and the time when the signal arrives. 
The maximal drift length in the TPC is 1.5 m and lasts 22 µs. This fact makes it impossible 
for the TPC to provide a fast first level trigger and makes an ID necessary, as mentioned 
earlier in the ID description. However, the advantage of a full 3-dimensional space point 
information without ambiguities and a Z resolution of <7z < 900 µm, helps in the offi.ine 
pattern recognition. The two-track separation which depends of the pad dimension is 2 cm 
in R-4> and 1 cm in Z. The energy loss per path of a track dE /dz can be sampled 192 times 
and has a relative uncertainty of 6%. 
The Outer Detector 
The Outer Detector( OD) is a drift chamber which essential provides a fast trigger information 
in R-4> as well as in Z. The OD improves the momentum resolution for energetic particles like 
Bhabha scatters. The OD consist of five layers of drift tubes at a radius between 198 cm an 
206 cm, covering an angular region in B between 42° and 1137°. All layers provide precise R-4> 
coordinates of <7R4> = 110 µm and a crude but fast longitudinal information of O'z = 4 cm by 
relative timing of signals from both ends. The OD gives points with good spatial resolution 
at a radius of 2 m from the interaction point. This increases the lever arm for the track 
reconstruction. 
The Forward Tracking 
Forward Chamber A The Forward Chambers A(FCA) are drift chambers which provide 
a powerful tracking and triggering device from B = 33°( B = 14 7°) down to B = 11°( B = 169°). 
FCA is mounted on both end-caps of the TPC. Each side of the detector consists of 3 chambers 
which split into six half disks. Each disk has two staggered layers with 64 wires. The chambers 
are turned with respect to each other by 120°. The first chamber starts at IZI "'155 cm. The 
measured space resolution is O'o:,:e = 150 µm. 
Forward Chamber B The Forward Chambers B(FCB) are located between the forward 
RICH and the forward electromagnetic calorimeter and play the roll of the OD in the forward 
region. The FCB is used for triggering, pattern recognition and substantial improvement of 
the momentum resolution in the forward arms. The detector on each side consists of two half 
disks with an inner radius of 53 cm and an outer radius of 195 cm. The detector is mounted 
perpendicular to the beam at a Z position from 267 cm to 283 cm. It covers the angular range 
from 0 = 35°(0 = 145°) down to 0 = 11°(0 = 169°). The measured space time resolution is 
<7o;,y = 130 µm. Below 0 < 22°(> 158°), the TPC measures a track with only three pads and 
below 0 < 18°(> 162°), the TPC is "blind". 
3.2.4 The Ring Imaging Cherenkov Detectors 
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Figure 3.5: The schematic view of the Ring Imaging Cherenkov Detectors. The upper vol-
ume shows the gas radiator system for C5 F12 • The lower liquid volume of the liquid ra-
diator system filled with C6 F14 is indicated too. The Cherenkov photons are converted in 
CH4 - C2 H6+ T.M.A.E. gas. The converted electrons drift for both systems to the propor-
tional chamber, indicated on the right hand side. Note that the rings of the liquid and of the 
gas systems are displaced with respect to each other. 
The aim of the novel Rlng Imaging Cherenkov detector(RICH), shown in Fig. 3.5, is superior 
hadron identification over most of the mom.entuxn range by Cherenkov angle reconstruction. 
The Barrel RICH detector(BRICH) has been operational since end of 1991 while the Forward 
RICH detector(FRICH) has been partial by operational since mid-1992 and will be completed 
in 1993. In each RICH detector there are two independent RICH systems; a liquid radiator 
and a gas radiator. If a particle traverses a medium with a velocity which is higher than the 
velocity of light in this medium, the emission of so-called "Cherenkov photons" is stimulated. 
Both systems, the liquid and the gas RICH measure the so-called "Cherenkov angle", the 
angle of the emitted photons with respect to the incident particle direction. The momentum 
P, which is measured with the tracking devices, and the Cherenkov angle 80 ,. measured by 
the RICH are related to the mass of the particle via its energy E 
E 
-p = cos8ci. 
·n 
(3.13) 
where n is the index of refraction in the medium. The energy range for the particle identifi-
cation is 2 GeV < E < 20 GeV for the BRICH and 2 GeV < E < 50 GeV for the FRICH. 
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Figure 3.6: The schematic view of the High Density Projection Chamber (HPC). 
tification in the low mornentwn range is provided via the liquid system. 
3.2.5 The Calorimeters 
The identification of photons and electrons is done with the electromagnetic calorimeters. 
Due to the complex cableducts and support systems in DELPHI there is a gap in the elec-
tromagnetic coverage between the endcap and the barrel regions of 35° < () < 42° and 
138° < () < 145°. 
The High Density Projection Chamber 
The High Density Projection Chamber (HPC) is the barrel electromagnetic calorimeter of 
DELPHI. In principle the HPC is a TPC but with layers of high density material in the 
gas volume where electromagnetic showers are initiated. It covers the angular region 43° < 
0 < 137°. The HPC consists of 144 modules arranged into six rings each with 24 modules, 
concentric around Z with an inner radius of 210 cm. It is the first large scale time projection 
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gas calorimeter which provides a full three-dimensional reconstruction of an electromagnetic 
shower. Each HPC module consists of 40 planes of lead with a thickness of about 3 mm 
and 39 argon-methane (80/203) gas gaps which are 8 mm thick. The traversing particles 
shower in the lead converter; the created particles in the shower ionize the gas. The electron 
cloud drifts in the homogeneous electrical field which is parallel to the B field to the read-out 
proportional chambers. The reduced transverse diffusion D~ with magnetic field is important 
for the electron drift in the narrow gas gap 
D' _ Dt 
t - 1 + w2. T2 ' (3.14) 
where w = -e · B /me is the cyclotron frequency with e the charge of the electron and me 
its mass. The average time between two collisions of the electrons with the gas is T. The 
reduction factor with respect to the transverse diffusion Dt without magnetic field for the 
particular HPC gas mixture is 1/(1 + w2T 2) ,...., 1/36 . The electromagnetic shower has nine-
fold longitudinal sampling. The converter thickness varies between 18 to 22 radiation lengths 
which depends slightly on the angle. The ef> space resolution is given by the pad size of the 
proportional chambers. The granularity in Z is determined by the sampling time of the flash 
ADC's which is about 70 ns; this corresponds with a drift velocity of 5.5 cm/ µs to about 
3 mm. The measured resolutions for Bhabhas are 
<Tz = 5 mm (3.15) 
u,p = 15 mrad • (3.16) 
The achieved energy resolution for reconstructed Bhabhas at 45.5 Ge V is 
uE(45.5 GeV) = 8 3 . (3.17) 
The Forward Electromagnetic Calorimeter 
The Forward Electromagnetic Calorimeter(FEMC) covers the endcap regions 10° < () < 37° 
and 170° < () < 143°. The FEMC consists of 9000 lead-glass blocks in the endcaps with a 
projective "pyramidical" geometry pointing to the interaction point. The lead-glass blocks 
are read out by photomultipliers. The achieved energy resolution for Bhabhas is 
<TE( 45.5 Ge V) = 4 3 , (3.18) 
after a calibration with a stable Xenon lamp. 
The Hadron Calorimeter 
The Hadron Calorimeter(HAC) initiates the showers of hadrons and is embedded in the iron 
return joke of the DELPHI superconducting solenoid in the barrel covering the angles from 
43° < () < 137°. The two endcaps parts cover the region from 11° < () < 50° and 132° < 
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0 < 169°. The HAC has four sampling layers and is in R-</> read out in projective towers of a 
typical size of 25 x 25 x 35 cm3 • The energy resolution for jets is compatible with 
<7E 1.2 
E==v-£' (3.19) 
with E in GeV. 
The Scintillation Counters 
The Time Of Flight counters(TOF) are scintilators, which are located in the barrel between 
the cryostat and the HAC. The Hodoscopes in the Forward regions(HOF) are covering the 
endcaps. Both systems are used for increasing the muon trigger efficiencies and to reject the 
cosmic background. 
The Muon Chambers 
The Muon chambers are drift chambers. They are located behind the HAC in order to 
provide a muon identification with an efficiency of about 953. The Forward and Barrel 
Muon chambers (FMU and BMU respectively) cover the angular regions 15° < 0 < 165° with 
dead zones in the region 45° < 8 < 53° and 127° < 0 < 135°. Measurements of resolution on 
extrapolated track give <7R<f> = 4 mm. From the 2 ns time digitization one obtains a resolution 
of about 2.5 cm by measuring the delay in Z. 
The Luminosity Monitoring Detectors 
The luminosity is measured via the well-known Bhabha cross section under small angles. 
Therefore the Small Angle Tagger(SAT) and Very Small Angle Tagger(VSAT) are mounted 
2.5 m and 7. 7 m, respectively, from the interaction point close to the beampipe. The SAT has 
a small tracking device in front of a lead-scintillating fiber detector. The tracks are masked 
out by a well-defined lead shield so that a precise angle measurement together with the tracker 
can be obtained. The VSAT is a W-Si-calorimeter needed for fast monitoring of luminosity 
and machine operation. The SAT and the VSAT have different rates and different systematic 
errors so that their luminosity measurements are independent. 
3.3 The Online Sysfem 
The online system covers the following parts: the trigger, the data acquisition system, the gas 
system and the slow controls. Almost every detector needs a special gas composition which 
is provided by a central gas system. The system checks the quality of the gas and consists 
of a safety system which takes care about gas leaks, fire and smoke detection systems. The 
slow control system steers and controls, for example, the high voltages and the cooling of the 
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individual detector components. It reports detector parameters which change slowly compared 
to the trigger rate, for example temperature, pressure, high voltage, gas quality, etc. . In 
the following the two main parts of the online system, the trigger and the data acquisition 
system, are described in more detail. 
The Trigger 
The purpose of the trigger is to detect collisions and to discriminate background events like 
beam gas interaction from real zo events so that only "good" events are written to magnetic 
tape. A "good" z0 event happens roughly every 10 s while the BCO rate is of the order of 
45 kHz. Therefore the trigger system has to reduce the readout rate to a few Hz which can 
be processed by the data acquisition system. 
The whole trigger systems is two-fold. Firstly, the different trigger levels called Tl, T2, T3 
and T4 obey a certain trigger hierarchy and differ in speed and performance. Secondly, for 
each individual trigger level there are so-called subtriggers which discriminate between the 
different types of Z events like for example a leptonic or a hadronic decay which effects 
different detectors in various regions of space differently. 
The Tl trigger level is provided from detector components which are fast. The Tl decision 
must come within the first 3 µs after the BCO. If the decision at this level is negative, the 
front end electronics are reset and are prepared for the next BCO. For a positive Tl decision, 
the T2 trigger is asked to decide within the next 36 µs. The T2 time to form the decision 
is almost 10 times longer than the Tl decision time so that for example also the TPC may 
participate in the T2 decision. If the T2 decision is negative, again the front end electronics 
is reset and they become ready to take the next event. However one BCO is lost because the 
time between two BCOs is 22 µs. If the second level trigger decision is positive the detector 
information has to be read out from the Front End Buffers(FEBs) of the individual detector 
components. After about 3.1 ms the last FEB is free and ready for the next BCO. The third 
and fourth level triggers are software filters which perform asynchronously with the BCO 
during the transfer of the event data via several buffer levels to the final storage medium. 
Their task is it to reconstruct roughly tracks and showers and to classify the event. The 
conditions for accepting an event are more tight than for Tl and T2 which reduces the total 
amount of raw data on tape. The T3 and T4 levels are essential for sixteen or more bunches 
in LEP which will be the case for LEP200 to increase the luminosity. The dead time is small 
which occurs due to piping the trigger signal. The Tl trigger rate is about 600 Hz and leads 
to a dead time of about 0.43 per 100 Hz. The T2 trigger rate which is identical number of 
events written on tape is around 2.5 Hz and leads to about 0.33 dead time per Hz. This 
leads to a total dead time of about 3.53. 
The different subtrigger decisions are split into the five different angular regions: Barrel(BL ), 
Forward(FW), Backward(BW), Very Forward(VFW) and Very Backward(VBW). They are 
devided into the different tasks they are supposed to do. For example the track trigger of the 
barrel which decides on the number of tracks found in a rough estimate. To each combination 
of angular region and physical processes exists at least one so-called decision function. The 
decision function consists of a logical combination of different detector components. To trigger 
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on a had.ronic zo decay can be considered as easy. Simply the data size which is typically above 
150 kbytes gives already a very good indicationfor a hadronic zo decay. The redundancy of 
various decision functions makes it possible to study trigger efficiencies for individual physics 
channels. 
The Data Acquisition System 
If the decision of the trigger system is "YES", the event should be written onto tape. This 
part is called Data Acquisition System(DAS) and is an essential part of the DELPHI detector. 
DELPHI consists hardware-wise of sixteen different subdetectors which were described above. 
However from the software point of view, DELPHI is devided into eighteen so-called partitions. 
One partition could be either 
1. one subdetector (most commonly), 
2. a part of a complex subdetector or 
3. two small subdetectors. 
The TPC and the HPC are examples of complex detectors which have 22 000 and 18 400 
electronic channels respectively and need two partitions each. The two parts of a single 
subdetector are in these two special cases completely independent. The TOF which is an 
example for a small detector has 144 readout channels and shares with another detector a 
single partition. The online computer capacity for the data acquisition control is provided by 
a local Area VAX-cluster running under the VMS operating system. The thirteen Micro VAX-
J I computers, called Equipment Computers(EC), control the data acquisition for individual 
partitions. 18 partitions+-+ 13 VAXes. Every EC provides a fully independent data acquisition 
environment. The detector devices which communicate with the EC are running under the 
Fastbus standard. On each partition three main VMS processes controlling different aspects 
of the data acquisition are running. They are the 
• CFP server, 
• Data logger and 
• Readout supervisor. 
The CFI server transfers data and messages between the EC and the Fast bus environment 
and can also initialize the Fastbus system. The data of the CFI supervisor are written into 
a buff er. The data logger has to transfer the data from the buff er to the global readout 
supervisor. The Readout supervisor controls locany the actions and the status of the other 
processes. For completeness it should be mentioned that a slow control supervisor task which 
controls the status of the slow control is also running on each partition. At the end of the 
2 CERN Fasibu.s Interface 
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data fl.ow chain is the global event supervisor which brings the individual partitions together 
in a coherent way and writes the entire event as rawdata on magnetic tape. 
To control the whole system in a manageable way, the so-called Stage Manager Concept( SMC) 
was applied to the DELPHI online software. The SMC is a kind of a computer language which 
is object oriented and was developed for the DELPHI readout system. The terminology 
of SMC consists basically of "Objects", "States" and "Actions". Every object is in one 
defined state. The state of an object 'can change due to actions sent to the object. For DAS 
application one identifies every partition with one object. Possible states for partitions are for 
example "Paused", "Running" or "Prepare For Run". The Stage Manager Concept has been 
successfully applied to DAS. This opens the possibility to automatize more the DAS. In 1992 
DELPHI needs four people continuously on shift during data taking periods to control the 
whole DELPHI detector. This number will probably be decreased to three or two in the next 
years. The data taking is still started by hand. In future one wants to make a connection 
with the LEP beam conditions and the status of the slow control. For this enterprise the 
SMC is well-suitable. 
3.4 The OfHine System 
The offiine software consists of the following three main components 
• DELGRA: the DELPHI Graphics program, 
• DELSIM: the DELPHI Simulation program and 
• DELANA: the DELPHi: Analysis program. 
The DELGRA. 3-D interactive colour display program visualizes the detector response of an 
event. It is useful for investigation of the detector performance and for checks of the results 
of the analysis program, for example shower reconstruction and track fits. An example of a 
three-jet event presented by bELGRA is shown in Fig. 3. 7 
The DELSIM Package 
The Monte Carlo of the DELPHI detector is called DELSIM[45]. It can be divided into three 
different parts 
1. the input Monte Carlo generator, 
2. the simulation of particle interaction with detector material and 
3. the signal response of each detector. 
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DELPHI Interactive Analysis 
Run: 5902 DAS: 16-Doc-1989 
Evt: 879 03:29:34 Scan: 19-0ct-1992 
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Figure 3. 7: A three-jet event recorded with the DELPHI detector and presented with the 
DELGRA event display program. One sees the individual charged tracks as lines and the hits 
in the calorimeter as boxes. The upper and lower plot show the views in the direction and 
perpendicular to the electron positron beam, respectively. 
z 
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The input Monte Carlo generator is chosen according to the physical process one is inter-
ested in. For the hadronic final state one uses usually the AR1ADNE(42], JETSET[43] or 
HERWIG[44] generator. They will be described in the next chapter. The simulation of the 
particle interaction with the detector material during the tracking of the particles through 
the detector are ·simulated with a program developed by DELPHI. The following processes 
are taken into account: 
• Compton scattering 
• pair production 
• bremsstrahlung 
• positron annihilation 
• 8-rays 
• photon conversion 
• · nuclear interaction and absorption 
• multiple scattering 
• decay of short lived particles 
A full and detailed description of the DELPHI detector components can be obtained from 
the DELPHI database. The database stores a geometrical description of the detector plus 
calibration constants collected during data taking. The Monte Carlo for the signal response 
depends on the individual detector. The final results of DELSIM are stored in the same bank 
format as the rawdata. Therefore the subsequent DELANA program is the same for rawdata 
and for simulation. Some additional banks are added to the simulation banks which contain 
informations about the initial state of the Monte Carlo generator. The time to generate one 
hadronic zo decay takes on average 2 CPU minutes on an IBM 3090/600 E computer. The 
event size is typically around 200 kBytes. 
The DELANA Package 
The structure of the DELANA program is devided into two parts, the first and the second 
stage pattern recognition. The whole program is embedded in a data structure format called 
TANAGRA3(46]. The TANAGRA bank structure is shown in Fig. 3.8. The first stage 
pattern recognition consists of the first two TAN AGRA levels called TD and TE. The rawdata 
are unpacked, calibrated and stored in a detector dependent TANAGRA format in the TD 
banks. The first stage pattern recognition acts on these data. It provides for each detector 
component individual track or shower fits. The resulting track and shower informations are 
independent of the other detectors and the final results are stored as so-called track element 
in the TE TANAGRA banks. Note that the TE structure is at this stage independent of 
3TANAGRA: Track ANAlysis and GRAphics package 
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Figure 3.8: The schematic view of the TANAGRA bank structure inside of DELANA. The 
input are either simulated events or real data. For simplification they are called "Raw Data" 
because the format is, apart from some details, the same. The steps from the TDs to the TVs 
are described in the text. Finally the Data Summary Tape(DST) is written out to reduce space 
and provide a faster data access. 
the detector components and the results are stored in a uniform format. The information 
from the individual detector components are used only in the following second stage pattern 
recognition, where for example tracks are extrapolated to other detector components. The 
second stage pattern recognition starts from the individual TE's and tries to connect the 
individual track elements of each detector. Most of the track extrapolations start from the 
TPC as principle tracking chamber. The result of the string search which links several TEs 
are stored in the TS banks. In the following step one or several string are fitted and tracks are 
formed. Also track extrapolations into the calorimeters are performed to associate showers to 
tracks and electron and muon identification routines are used. Every unassociated shower, i.e. 
unassociated TE bank of the electromagnetic calorimeters, is considered to be a photon. The 
list of strings and the fit results are stored in the TK banks. Several TKs, i.e. fitted tracks, 
will form a bundle of tracks if a rough scan finds a common origin. The list of tracks is stored 
as a track bundle at the TB level in TANAGRA. In the final step a global fit is performed 
to obtain vertex and track parameters at the interaction point, which are stored in the TV 
banks. 
The processing time of DELANA per event compared to DELSIM is short and takes about 
10 native CPU seconds on an IBM3090. The amount of data produced for the TANAGRA 
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banks is typically 200 kBytes. The total amount for rawdata and TANAGRA is therefore 
about 400kBytes per hadron.ic event. Half a million had.ron.ic zo events would need than 
about 100 GBytes of space which would correspond to more than 500 IBM tapes. If one 
includes the background events as well as the Monte Carlo tape one would easily end up with 
more than 3000 tapes. To save space on the computer system and to provide a faster access 
to the data a Data Summary Tape (DST) is extracted from the TANAGRA structure. Each 
DST event carries only important information about the event and the tracks and showers 
like for example the momenta, energies, charge, track lengths, impact parameters and deposit 
energy in the calorimeters. The steps in between the reconstruction are not copied to the 
DST. The DST size of an hadronic event is about 25kBytes. 
The online recorded events are carried to the so-call FARM, which is a cluster of 20 powerful 
workstations. They have together the computing power of several IBM3090 computers. The 
DELANA program is running on each machine to process the collected z0 events of the last 
hours. After one day the DST information is available for the offiine user to perform analysis. 
After a running period of about half a year the data are reprocessed with improved calibra-
tions and pattern recognition routines. The present work will use the so-called DELANA-D 
processing with some minor improvements which can be corrected on DST level by using the 
so-called DST-fix program. 
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Chapter 4 
Data Analysis of Hadronic zo 
Decays 
49 
A discussion of the data is the main topic of this chapter. A set of variables are introduced 
which characterize the event shapes. These shape variables will be used for the a, determina-
tion. The selection of the data is described together with an analysis of the systematic errors 
due to the specific selection. Backgrounds are discussed and a determination of the systematic 
error due to the correction of detector effects is estimated by Monte Carlo techniques. 
4.1 Global Event Shape Variables 
4.1.1 Sphericity and the Quadratic Momentum Tensor 
The sphericity ( S) of an event may be defined independent of any tensor as: 





ii. Ei=l Pi 
(4.2) 
The vector ii, which minimizes the sum is called the sphericity axis, which coincides for a back-
to-back two jet event with the jet directions. The sphericity is zero for a perfect back-to-back 
event and unity for a perfectly spherical event. Therefore 
05851. (4.3) 
The axis along which the transverse momentum is minimal, can be found by determine the 
eigenvalues of the so-called quadratic momentum tensor. This tensor has its analogy in the 
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out axis 
Figure 4.1: Schematic view of a three jet event. The corresponding 'event', 'in' and 'out' axis 
are indicated. The ellipse (full line) represents the event plane. Both ellipses {full and dashed 
lines) indicates the momentum ellipsoid which has its analogy in the ellipsoid of inertia. 
where a and b are the space coordinates (z, y, z) , m is the mass of the particle, and r is 
the absolute length of the space vector. The sum is over all the mass particles in the body. 
To obtain the quadratic momentum tensor of an event one considers 1 / m and substitute the 
space coordinates by the particle momenta. Therefore, the quadratic momentum tensor of an 
event is defined as 
N 
lab = L:(p~bab - Pi,aPi,b) (4.5) 
i=l 
where p; is the momentum of particle i, and N is the total number of particles considered. 
Both tensors are symmetric. The three principal axes of inertia have their analogy in the 
so-called 'event', 'in' and 'out' axes of an event (see Fig. 4.1). The moments of inertia with 
respect to their principal axes are the eigenvalues of the tensor of inertia. In close analogy 
one defines the eigenvalues ,\11 I by the corresponding eigenvalue equation 
(4.6) 
with k = 1, 2, 3 and n""i the eigenvectors. The order of the eigenvalues should be the following: 
(4.7) 
More commonly used (for example in JETSET 7.3) are the eigenvalues in the form: 
Q1c = 1- 2,\11 
,\1 + ,\2 + ,\3 
( 4.8) 
with the ordering 
(4.9) 
4.1. Global Event Shape Variables 
and the constraint 
Qi + Q2 + Qa = 1. 
Linear combinations of the Qi build up quantities like sphericity and aplanarity. 
The connection between the momentum tensor and sphericity is given by: 
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One can therefore reduce the problem of minimizing a vector equation to the well known 
problem of solving an eigenvalue equation. All other quantities which are quadratic in mo-
mentum like for instance aplanarity (A), are combinations of the eigenvalues of the quadratic 
momentum tensor. The aplanarity measures the deviation from planarity and is defined as 





Because of the constrain of L: Qi = 1 the momentum tensor of an event can be characterized 
with sphericity and aplanarity. Sphericity and aplanarity are spanning up a triangle and one 
can separate 2-jet events form spherical events because they fall into different regions of this 
triangle. 
4.1.2 Quantities Linear in Momentum 
The most famous quantity linear in momentum is the thrust (T) which is defined as 
T = max L:~~IPi · ni 1. 
"
1 Li:l IPil 
( 4.22) 
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The vector n1 which maximizes the swn is called the thrust ax.is and gives for an event with 
two back-to-back jet the jet directions. The thrust is unity for a perfect back to back event 
and 1/2 for a perfectly spherical event. Therefore 
1/2 '5:. T '5:. 1 • ( 4.23) 
Thrust cannot be calculated analytically as sphericity can so that one has to iterate the thrust 
ax.is up to a certain precision. The reason is that thrust is not an analytical function. The 
major value (MM .. ;or) is defined as: 
(4.24) 
with the constraint that the eigenvector ii2 is perpendicular to iii. If one introduces a third 
ax.is ii3 under the condition ii3 = ii1 x ii2 one defines the minor value (MMinor) of an event 
as: 
(4.25) 
This turns out to be 
(4.26) 
The event plane is defined as the plane spanned by the vectors iii and ii2 • The measure of 
flatness of an event is the oblateness, defined as: 
(4.27) 
The thrust vector ii1 can be used to separate the particles of an event into two groups Ji and 
12 
Ji ={ii.Pi· iii ~ O} and 
12 = { ilfti . iii < 0} . 
(4.28) 
(4.29) 
The heavy (light) jet massi M(T)~igh (M(T)l010 ) normalized to the squared visible energy 
E;i, are defined by 
( 4.30) 
( 4.31) 
where pr denotes the four vector of particle i. Thejet masses are order according to M(T)~igh > 
M(T)fow· The difference between the heavy and light masses 
( 4.32) 
is also a common variable. A second definition of the jet masses exists in which a separate 
vector iiM defines the two groups of Eq. 4.28 and Eq. 4.29. This vector splits the group of 
particles into two hemispheres, and iiM is chosen to maximize the heavy jet mass M~igh• The 
1 Note that this is a jet mass which scales wUh the visible energy. 
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corresponding light and the difference of the heavy and light jet mass are denoted J.tI?QUJ and 
M];lf respectively. 
The definition of thrust can be changed into a form which makes it possible to extent the idea 
of thrust to events with higher jet multiplicities. One rewrites the definition of thrust as 
T E1e1, I.Pi · n-; I + E;e12 IPi · n-; I =max N 
J,,J, E1=1 IP1I ( 4.33) 
with J1 and J2 as subsets of N and IJ1 U J2 I = N. To determine the thrust of an event one 
then varies the contents of the groups J 1 and J2 to maximize the swns over each jet. This 
treatment seems to be proper only for two-jet events. However, in case of a three-jet structure 
one can modify the thrust definition which is called triplicity as follows 
( 4.34) 
With appropriate cuts in the two-dimensional space of thrust and triplicity one can separate 
2-jet events from 3-jet events. The natural extension to m jets is called m-ticity: 
( 4.35) 
These definitions are no longer used to separate two and three jet events and have been 
superceded by jet algorithms which provide a more intuitive picture of jets. They will be 
discussed in the next section. 
4.1.3 Jet Finding Algorithms 
Name Y•; = M;2;/s Combination Remarks 
JADE 2.l!i;.l!i;{l-costt;; J P1e = P• +Pi conserves I: E, I: p . 
E (P;+P; )' Pk= Pi+ P; Lorentz invariant . 
EO (P;+P;)' 
• 
E1e = E; + E; conserves E E but 
-+ - _fu_(-+ --.) P1c - 10-,+Ji;I P; +Pi violates EP 
p (p;+p;)' P1e = P. + P; conserves I: p but 
• 
E1e = IP1el violates I: E 
D 2 min(Ej ,E;)(t-cos9;;) P1e = P• + P; conserves EE, I: p . 
Table 4.1: Different definitions of jet algorithm schemes. s is the square of the total center 
of mass energy. However, in some ezperimental implementations s is replaced by the squared 
of the visible energy. p. denotes a 3-vector and p; is the corresponding 4-vector. 
Jets in e+ e- annihilation are nearly colinear groups of particles with limited transverse mo-
menta with respect to each other. At zo energies, jets have typical opening angles of 10°. 
Several jet algorithms to identify the bundles of particles are on the market and only some of 
them are discussed here. To define a jet one has to introduce a jet resolution. For example 
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the highest jet multiplicity in an event would be the total multiplicity. Clearly, this not very 
useful and one has to combine "nearby" particles together. The questions are, what is nearby 
and how to combine them? The most commonly used criteria to define the jet resolutions is 
the scaled invariant mass 
Y;; = M;~ IE!;, ' ( 4.36) 
where Mi; is the invariant mass of particles i and j, and E.,i, is the visible energy of the event. 
Several variations on this definition of Y;; are shown in Table 4.1. However in theoretical 
implementations E.,i, is the center of mass energy squared and the loss of some energy, e.g. 
through beam pipe and cracks in the detector is neglected. The pair i, j with the smallest 
value of Yi; is combined first. The resulting new pseudo-particle gets mass and momenta 
according to the chosen combining procedure shown in Table 4.1. After this joining, there is a 
new list of jets and the combination process will continue until all remaining Y;; combinations 
exceed a preset cutoff called Ycut· The event is classified as an N jet event according to the 
number of remaining pseudo-particles N, which are then called jets. The differences between 
the schemes, shown in Table 4.1, are quite substantial as will be discussed later. The most 
commonly used jet algorithm is the so called JADE algorithm[47]. The recently developed 
D-scheme was proposed by Dokshitzer[48] and has some theoretical advantages which will be 
discussed later. 
The number of jets N for a particular event depends on the chosen Ycut· Therefore if one 
considers N(Ycut) as a function of Ycut for a certain sample of events and normalizes the 
distribution to the total number of events, one obtains the so-called jet-rate distribution 
RN(Ycut)· For a given Ycuti RN is normalized as: 
( 4.37) 
N=2 
An upper summation boundary of 5 is sufficient for most applications. 
As one can see from the definition of the jet-rate each event enters in a jet-rate histogram 
as many times as the number of values of Ycut one has chosen. Therefore the entries are 
statistically correlated. To obtain statistically independent entries a differential jet-rate 
'DN(Ycut) = RN(Ycut +~;cut) - RN(Ycut) ( 4.3S) 
Ycut 
was introduced. Each event provides only one entry in e.g. the 'D2 histogram. The value 'D2 
for an event defines the value of Ycut at which the event changes from a three-jet configuration 
to a two-jet configuration. 
4.1.4 Energy-Energy Correlation 
The energy-energy correlation (EEC) and the asymmetry in the energy-energy correlation 
(AEl'C) were introduced by Basham, Brown, Ellis and Love[49]. Experimentally the EEC 
can be defined as a histogram of all angles between all pairs of particles weighted with their 
energies 
(4.39) 
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where Ei is the energy of particle i, Xii is the angle between particles i and j, x is the opening 
angle for which one studies the correlation, Lix is the bin width, N is the number of events, 
Npa:r is the number of particles in the event, and the weights are normalized to the visible 
energy E.,i, = 'E:'°'•r Ei. The integral of the 5-function is unity for combinations in the bin 
considered and zero otherwise. Such a histogram shows two peaks (see Fig. 5.20): the peak 
below 30° corresponds to the angles between pairs of particles inside a jet, while the peak 
near 180° corresponds to angles between particles in opposite jets. Gluon radiation causes an 
asymmetry around 90°. The AEEC is defined as 
AEEC(x) = EEC(180° - x) - EEC(x}, 0° < x ~ 90° . (4.40} 
On average, the 2-jet contributions to the EEC cancel in the asymmetry because they enter 
symmetrically in the A££C . 
4.2 Inclusive Spectra 
The inclusive spectra show distributions summed over all individual particles of an event. The 
rapidity is defined as 
E+pT 
y = 0.5ln E ~ , 
-p, 
(4.41} 
where E is the energy of the particle and pf is the longitudinal momentum with respect to 
the thrust axis. The difference between two rapidities is Lorentz invariant to boosts along the 
thrust axis. The quantity zp, defined as 
( 4.42) 
is the momentump scaled to the beam energy Eseam• The normalization to the beam energy 
makes comparisons of momentum spectra at different energies more meaningful. One considers 
also the negative logarithm of zP, i.e. - ln zP, which can be described approximately by a 
gaussian distribution. This distribution expands the low momentum range. 
The transverse momentum can be defined in several ways. One particular choice is 
( 4.43) 
where iiin and n01.e are the major and minor axes of the event which are perpendicular to the 
sphericity axis. The transverse momentum "in" is defined as 
in 1-- .... I Pc = Pi· nin • ( 4.44) 
In an analogous way, the per'' momentum is defined with respect to the "out" axis of the 
quadratic momentum tensor. The longitudinal momentum p1 is the particle momentum pro-
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Z [cm] 
Figure 4.2: The impact parameter and the Z distributions after the track cuts are applied. 
The data (points) are shown with the Monte Carlo results (fell line). The cuts applied to the 
Monte Carlo are the same as in the data. 
4.3 Selection of Hadronic Z 0 Decays 
Since LEP provides a lot of zo events the statistical error is small and can be neglected, as 
will be shown later. Therefore the hadronic selection need not be e.g. 99% efficient but should 
provide a sample with small detector distortions. The detector effects can best be controlled 
by selecting only fully contained events so that the correction for apparatus effects may be 
small. The hadronic selection was done in two steps. First, "good" tracks were selected, and 
then cuts to defined the global event were applied. In the following analysis charged particles 
were used if they fulfilled the following selection criteria. 
a. The impact parameter has to be in radius r :'.5 5 cm from the beam axis and below 10 
cm along the beam axis ( z) which reduces the beam gas events. 
b. The particle momentum p has to be greater than 0.2 Ge V . A lower cut has to be 
applied because the magnetic field of 1.2 T bends the particle path substantially and 
reduces the detection efficiency of low momentum particles. 
c. The measured track length exceeds 50 cm to provide a good momentum resolution. 
d. The track has to have its polar angle (} between 25° and 155° to keep the corrections for 
beam pipe losses under control. 
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Figure 4.3: The track length (t1ength) distribution before (left) and after the track selection 
(right). The data (points) are 'shown with the Monte Carlo results (full line). The structure 
of the track length distribution is caused by the different detector components and the particle 
momentum spectrum. The peak around lm is due to particles measured in ID and TPC. The 
shoulder between 2m and 3m is causes by tracks measured by ID, TPC and OD. The dip 
around 1.8m has a purely geometrical origin and is due to the distance between the last TPC 
point and the OD hits. Low momentum particles cause the structure between 0.5m and lm; 
they are measured by ID and some TPC points. 
All charged tracks of an event which passed these cuts were considered in the next step where 
hadronic events were selected by requiring the following cuts. 
a. The event must contain at least 5 charged particles with momenta above 0.2 Ge V / c. 
This cut is very important. It suppresses the Bhabha events completely and reduces the 
T decays of the z0 substantially. Also, two-photon events are strongly suppressed. 
{3. Each of the two hemispheres cosfJ < 0 and cosfJ > 0 contained a total charged energy 
Eeh = ~E; larger than 3 GeV, where E, are the particle energies, assuming a 71'± mass 
for the particles. This cut was applied to suppress two photon-events and beam gas 
interactions which are mostly boosted in one direction. 
i. The total charged energy seen in both hemispheres has to exceeded 15 Ge V to obtain 
hadronic events in which a substantial fraction of the total energy is measured as charged 
particles. The cut also suppresses two photon backgrowid. 
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a. The polar angle(} of the sphericity axis was in the range 40° < () < 140°. This cut ensures 
that the events are well contained inside the barrel of the detector. The detector effects 
are reduced substantially and therefore this is a quality cut rather than a cut which 
aims for efficiency. 
e. The missing momentum I I:ft;I did not exceed 20 GeV. This cut is also a quality cut. 
It keeps the neutrino losses under control and avoids hard initial state radiation. Such 
radiation reduces the energy and typically boosts the event along the beam direction. 
The effect of this cut is small. 
These cuts are the selection criteria of the QCD working group in DELPHI. As an example, 
the impact parameter distribution as well as the Z distribution are shown in Figure 4.2. For 
comparison the Monte Carlo results with DELSIM are shown together with the data. A 
reasonable agreement can be observed. In Fig 4.3 the influence of the track length selection is 
shown. The data are in agreement with the Monte Carlo results. The structure of the track 
length distribution is caused by the particle momentum spectrum and the different detector 
components which are located at different radii. 
In the 1991 sample, a total of 186 774 events survived these hadronic selection cuts. The 
efficiency of the particular z0 selection obtained from the Monte Carlo was about 73%. As 
mentioned above the purpose of the cuts is not to obtain a highly efficient hadron selection 
but to obtain a clean sample of hadronic zo decays with small detector corrections. The 
correction for detector effects will be discussed later. 
4.3.1 Background Contamination in the Z 0 Sample 
The first considered possible background process to the hadronic zo decays are e+ e- - Ii -
hadrons events. The cross section of this so-called two photon process is about one tenth of 
the hadronic cross section at the z0 energies. Most of the events are boosted into the forward 
direction and the cross section depends strongly on the angle cuts with respect to the beam. 
However only events scattering at large angles are a possible background source. Conservative 
estimates by Monte Carlo calculation yield a contamination of the z0 _. hadrons sample of 
~ 0.1 %. Figures 4.5 and 4.4 show the expected two-photon background compared with the 
data and the hadronic simulation after the hadronic cuts. The background from the 1-; is 
small and will be neglected as one can see in the examples of the number of charged particles 
Ncha .. gctl, the thrust distribution and the scaled momentum Zp (see Fig. 4.4). 
Another possible background source are hadronic T decays of the leptonic z0 decay zo --+ TT _. 
hadrons. The tau cross section is about 5% of the hadronic cross section. The contamination 
of this process to the hadronic zo sample was first estimated by Monte Carlo and yields a 
contamination of about 0.25%. As one sees from figures 4.5 and 4.4 the background from tau 
events is much larger compared to the two gamma background source. The left figure of 4.5 
shows the Ncha .. g• distribution. One observes that the tau background dominates the first bin 
of the distribution (Ncharge = 6) over the hadronic event selection. The right figure of 4.5 
is simply a blow-up of the left one, and shows the low Nchaf'g• range. The hadronic Monte 
Carlo is below the data point especially in the first two bins (Ncharg• = 6 and Ncharg• = 7) 
4.3. Selection of Hadronic Z 0 Decays 


















' +ytyt t 
0 data U 












0.1 0.2 0.3 0.4 0.5 
1 - Thrust 





0.6 0.8 1 
Xp 
59 
Figure 4.4: The 1-thrust and scaled momentum Zp distribution for data (0) and the Monte 
Carlo for hadronic zo decays (full line). The Monte Carlo simulation of the leptonic r decay 
(0} of the zo and of the two photon process ( 6.) are also shown. All Monte Carlo simulations 
are after the hadronic selection. The 1- thrust and the scaled momentum distributions are in 
good agreement with the Monte Carlo. The two hadronic background processes can be neglected 
for high thrust. The small deviations in the Zp distribution at high momenta can be ezplained 
by not well adjusted Monte Carlo parameters which will be discussed later. The leptonic r 
decay in this range is too small to cause the observed differences. 
where the tau background process seems to be important. If one adds the hadronic and the 
tau Monte Carlo and assumes for the tau events the Monte Carlo detection efficiency £Mc 
one obtains the distribution indicated by the diamonds O. This combined charge multiplicity 
distribution remains below the data. If one changes the detection efficiency €dtJto of the tau 
process in order to obtain agreement with the data in the first bins one obtains 
( 4.45) 
To double the calculated efficiency €&ata in order to obtain agreement with data seems to be 
large. However one has to have in mind that one looks at a parts of the phase space which 
is less than 1 % compared to the total tau production rate. The sum of the hadronic and 
tau Monte Carlo with the efficiency £c1ata is indicated in the right plot of Fig. 4.5 by stars 
*· One has also to note that the hadronic Mdnte Carlo lies below the data at Ncharge = 10 
where the tau events cannot be the source of this deviation. This seems to be a property of 
the hadronic Monte Carlo. Therefore one has to conclude that the factor two in Eq. 4.45 
is an upper limit. The "true" factor should lies somewhere between one and two. However 
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Figure 4.5: The distribution of the number of charged particles for data (0) and the Monte 
Carlo for hadronic z0 decays (* ). The left figure shows good agreement between data and 
Monte Carlo for Ncha:rge > 10. The results of the simulation of the two background processes, 
leptonic z0 decay into T-leptons (DJ and the two photon background (6.), are also shown. 
The two photon background can be neglected. However the tau background contributes at low 
Ncharge to the "hadronic" charge particle distribution. The right figure shows on blow-up of 
the low Ncharge regime. 
in Fig. 4.4 for the examples of the thrust and the scaled momentum. The relevant ranges 
which will be used to detennine the strong coupling constant are not significantly affected by 
the tau background because they lie in ranges where no so called "pencil-like" events occur. 
However the tau background consists dominantly of "pencil-like" events, which one can see 
in the thrust distribution in Fig. 4.4. The kinematic region used to determine the strong 
coupling constant will be dominated by events which are largely spherical due to the three-jet 
structure. 
4.4 Corrected Data Distributions 
The corrections of the measured distributions for initial state radiation and detector effects 
like 
• the event and track selection, 
• track losses, 
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Figure 4.6: The energy-energy-correlation for data (0) and Monte Carlo (full line) after 
the hadronic selection (left). The upper right figure shows the influence of different hadronic 
selection criteria. Shown is the ratio of data and Monte Carlo (Di/ Si) for the cut; divided 
by the ratio of data and Monte Carlo {D0 / S0). The different cuts are shown in table 4.2. 
The two dashed horizontal lines indicates a 3% deviation from unity. The lower right figure 
shows the bin-to-bin correction factor. The crosses reflect the statistical errors of the so called 
JETSET parton shower Monte Carlo while the full line shows a polynomial fit through the 
points. The dashed line is the fit result of the correction factor for a different Monte Carlo 
generator option called Matri:e element. The influence of different Monte Carlo generators is 
small. 
• resolution effects and 
• secondary interactions 
are done by Monte Carlo. For example the effect of track losses due to detector inefficiencies 
leads also to odd number of charge particles for approximately half of the events. In order to 
correct the measured distribution for these effects each distribution was multiplied bin-by-bin 
with a correction factor. These corrections are obtained by comparing the distribution at 
the hadron level before detector simulation and after the detailed simulation of the DELPHI 
detector including all steps of the analysis as described in the previous chapter. Some examples 
of the results of this Monte Carlo were already shown in Figs. 4.4 and 4.5. The correction 
factor is calculated for each bin in a histogram according to 
(i) (i) _ Ng•n 
c - (i) ' N,,m 
( 4.46) 












Figure 4.7: The rapidity distribution for data (0) and Monte Carlo {full line) after the 
hadronic selection {left). The upper right figure shows the influence of different hadronic 
selection criteria. Shown is the ratio of data and Monte Carlo (Dd Si) for the cut; divided 
by the ratio of data and Monte Carlo (Do/ So)· The different cuts are shown in table 4.2. 
The two dashed horizontal lines indicates a 33 deviation from unity. The lower right figure 
shows the bin-to-bin correction factor. The crosses reflect the statistical errors of the so called 
JETSET parton shower Monte Carlo while the full line shows a polynomial fit through the 
points. The dashed line is the fit result of the correction factor for a different Monte Carlo 
generator option called matrix element. The influence of different Monte Carlo generators is 
small, except at the extreme ends of the distribution. 
where N(i) is the content of the i-th histogram bin either on the generator level N~!~ or 
after the detailed detector simulation N!:~. The simulation of the hadronic z0 decay before 
the detector was done by the JETSET 7.3 [43] Monte Carlo program and includes the effect 
of initial state radiation[50]. Since the simulated events include initial state radiation, the 
correction factor also corrects for this effect. It should be noted that effect of initial state 
radiation is small on the zo resonance. The generator level includes all particles with a 
lifetime smaller than 10-9 s. The distributions of the correction factors which are relevant for 
further analysis were smoothed with a polynomial fit. The degree of the polynomial varied 
between three and six depending on the x2 error estimator which was between x2 /DO F 0.3 
and 1.3. The edges of the histogram were excluded for cases x2 > 1.5. An example of the fits 
to the correction factor is shown in Fig. 4.9. The full error correlation matrix of the fit was 
used to estimate the errors of the correction factor. The uncertainty increased by a factor of 
about two when the correlation was not taken into account. This and some other Monte Carlo 
simulations which describe the same phenomena are discussed in detail in the next section. 
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Figure 4.8: The :cp and - ln:cp distributions for data (0) and Monte Carlo (full line) after 
the hadronic selection {left). The lower left and upper right figures show the influence of 
different hadronic selection criteria. Shown is the ratio of data and Monte Carlo {Di/ Si) for 
the cut; divided by the ratio of data and Monte Carlo (Do/ S0 ). The different cuts are shown 
in table 4 .2. The two dashed horizontal lines indicates a 3% deviation from unity. 
The corrected data distribution is than 
( 4.47) 
Note that from now on 'data' always means corrected data apart from the cases where uncor-
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Figure 4.9: The correction factor for the thrust distribution is shown. The errors shown are 
due to the statistical precision of the Monte Carlo only. A polynomial of degree three is fitted 
to the points (full line) excluding the first three points. The x2 of the fit is,...., 1.1 per degree of 
freedom. The dashed and dotted lines show the error of the fit with and without including the 
correlation matrix respectively. The errors are reduced by about a factor of two if the error 
correlation matrix is included. 
cut, Pmin Pmaz O(T)min I(R/</>) I(Z) T1.n Ncharqe Ehemi1. Em in O(S) 
cut0 0.2 50. 25° 5cm 10 cm 50 cm 5 3 10 40° 
cu ti 0.15 100. 20° 5cm 10 cm 25 cm 5 3 8 30° 
cut2 0.2 50. 25° 5cm 10 cm 50 cm 6 3 10 40° 
cut3 0.25 50. 20° 4cm 8cm 60 cm 5 2.5 9 45° 
Table 4.2: The hadronic selection criteria. The standard cut is called cuto. The other 
selection criteria are used to study systematic effects in the hadronic selection. P min (P mH) 
is the minimum(maximum) momentum in GeV. O(T)min is the minimum track angle. The 
maximum is 180° - B(T)min. I is the maximal allowed impact parameter in Rf</> or in Z. The 
required track length is Tien. The event should consist of at least Ncharg• charged tracks. The 
events should be balanced and the forward and backward hemispheres should each have energies 
above Ehemii.. The total visible energy of the event should exceed Emin and the sphericity axis 
of the event should have an angle between O(S) and 180 - O(S). 
4.4.1 Systematic of the Hadronic Event Selection 
In the following the uncertainty of the hadron.ic selection and the uncertainty due to different 
generator inputs are discussed. Some examples of the variation of the cuts of the hadron.ic 
selection are listed in table 4.2. The results are shown for the £EC and rapidity in Figs. 4.6 
and 4. 7. The left plots of the two figures show the comparison of uncorrected data with the 
hadron.ic Monte Carlo after detector simulation and hadron.ic selection. The upper right plots 
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show 
( 4.48) 
where the index i E {O, 1, 2, 3} refers to the applied cuts. The quantity Di represents the 
histogram contents of the uncorrected data and S, the hadron Monte Carlo simulation. The 
ratio Di/ Si represents therefore the relative difference between Monte Carlo and uncorrected 
data. This ratio is than taken relative to the ratio D0 / S0 , which represent the final selection 
criteria. The deviations from unity show the influence of the variation of the cuts i. The two 
horizontal dashed lines indicates the ±33 deviations from unity. As one can see from the 
examples in Figs. 4.6 and 4. 7, the systematic error due to the particular chosen selection is 
of the order of 33. The variation within these bounds holds for most regions. However as 
one sees in the upper right part of Fig. 4. 7 the deviations from unity vary and exceed the 33 
bounds substantially in those regions where the correction factor is large (see bottom right 
part of Fig. 4. 7). Therefore a constant global systematic error of 33 seems to be appropriate. 
The crosses represent the statistical error of the correction factor defined in Eq. 4.46. The full 
line is a polynomial fit through the points to reduce the statistical fluctuations due to finite 
Monte Carlo statistics of about 300 000 simulated events. The dashed curve is the result of a 
polynomial fit through the correction factor using the so-called matrix element Monte Carlo. 
The Monte Carlo points for the matrix element generator are not shown. As one sees for 
example in case of the £ £C the differences due to the two different Monte Carlos are small. 
Some discrepancies are observed only in regions of low statistics, like rapidity > 4.5, or where 
the correction factors deviate by more than 203 from unity. However the difference of the 
correction factors for the two Monte Carlos stays well within 13 in the regions used for the 
QCD fits. To take the uncertainty of the selection criteria and uncertainties in the correction 
factor into account a systematic error of 103 of the deviation from unity of the correction 
factor is assumed. 
(i) _ { NJ:J,,. · max(0.03, 0.1 · (1 - c(i)) ) if cCi) < 1 
b,y,(Ncorr) - NJ:J,.. max(0.03, 0.1 · (1 - l/c('))) if c(i) 2:: 1 ( 4.49) 
This procedure gives a relative error of at least 33 which takes the uncertainty due to the 
selection criteria into account. The discrimination between a correction factor smaller and 
larger than unity takes into account that the absolute error cannot be larger than its value. 
The part proportional to the correction factor accounts for the uncertainty due to incomplete 
reconstructed events. For example in case of the rapidity there are track losses at low rapidity 
due to the requirement that the event axis lies in the barrel region. However the region of 
rapidities smaller than unity stems from tracks with large angles to the event axis. Therefore 
they are pointing in the forward-backward direction where one expects track losses because 
of geometric acceptance which are reflected in a large correction factor in this region. The 
deviation of the two Monte Carlo simulations, especially in this area, indicates also some 
differences in the detector Monte Carlos simulations. This systematic error will be used later 
for the QCD fits as well as for the Monte Carlo adjustments to the data which will be discussed 
in the following section. The x2 estimator of the tuned Monte Carlos to the data provides 
an additional check of how realistic the assumed systematic uncertainty of Eq. 4.49 is. The 
corrected data distributions with statistical and systematic errors are tabulated in Appendix 
A. 
66 4. Data Analysis of Hadronic Z 0 Decays 
Chapter 5 
Monte Carlo Simulation of 
Hadronic zo Decays 
67 
In this chapter a description of the different Monte Carlo models is presented. Each model 
involves both a QCD generator which determines the momenta of the produced partons and 
a fragmentation model which deals with the evolution of the produced partons into the final 
state hadrons. In the last section the parameters of nine different combinations of QCD and 
fragmentation models are tuned to the data. 
5.1 The General Structure of a Monte Carlo Generator for 
e+ e- ~ hadrons 
The complete Monte Carlo generator for an hadronic zo decay consists basically of six different 
parts 
1. the initial state radiation, 
2. the electro-weak process, 
3. the QCD process (including final state radiation), 
4. the fragmentation, 
5. the decay and 
6. the detector simulation. 
The last item was already described in the previous chapter so that the main topic of this 
section are the steps one to five. The simulation of the initial state radiation was done by the 
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with decay of 
unstable particles 
Figure 5.1: The pictorial view of the Monte Carlo for e+e- -+ hadrons. The different steps 
are explained in the text. 
The emission of up to two photons can be simulated which is largely sufficient for the QCD 
studies, since hard radiation is suppressed on the z0 resonance and soft radiation changes only 
absolute cross section not the shape of the distributions. The process is shown schematically in 
Fig. 5.1 where the initial state positron radiates one photon. In the second step the incoming 
electron and positron annihilate to produce a; or zo boson, which then decays into a quark 
antiquark pair. The angular distribution of such a process can be described by 
d<7 
-- "'1 + cos2 0 dcosO (5.1) 
where q is the cross section for fermion production and 0 is the angle in the center-of-mass 
frame of the produced quark-antiquark pair with respect to the beam direction. Strictly speak-
ing Eq. 5.1 is only valid for pure electromagnetic or zo exchange. However, the corrections 
due to interference effects of 'Y and z0 are small so that Eq. 5.1 is a good approximation. 
The subsequent QCD process produces a shower of partons radiated by the quark pairs. 
This is the domain of QCD. The major parameter which controls the shower development is 
a,, the strong coupling constant of QCD. The QCD Monte Carlo simulations describe the 
perturbative phase with the second order matrix element (ME), or use a calculation in the 
Leading Logarithm Approximation (LLA), the Next to Leading Logarithm Approximation 
(NLLA) or a combination of the LLA and the first order matrix element. The last three 
models are often called Parton Shower (PS) Monte Carlo simulations. 
In the following, the different models are introduced in more detail and an adjustment of 
some free parameters will be discussed in order to obtain agreement between data and Monte 
Carlo. 
5.2 The Matrix Element Monte Carlo Generators 
Historically, the ME Monte Carlo simulations were the first to be generally available for 
comparison with data but they have been superceded by the PS models since the ME models 
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failed to reproduce the observed 4-jet rate for a given 3-jet rate. The PS models reproduced 
well all jet multiplicities [51]. This was first interpreted as an indication that higher order 
diagrams are important, since the ME model generates at most four partons in the final state. 
The four parton configuration in second order perturbation theory includes only the lowest 
order Feynman diagram. However, 3-jet production has been calculated by various groups[52, 
53] including also loop corrections in the second-order QCD. To eliminate divergences for soft 
and colinear gluons in a massless theory one usually introduces as a cut-off the minimum 
scaled invariant mass 
{5.2) 
with Mi; = 2 · Ei · E;(l - cos Oi; ), where Ei and E; are the energies of the two partons and 
Oi; is the angle between them. This expression corresponds to the invariant mass only for 
massless particles and corresponds to the same Ymin definition which was used in the so-called 
JADE jet finding algorithms. For example a four part on configuration is combined into a three 
parton state if one parton combination is below this ifm~::on cut. Unitarity arguments yield 
that the 2-jet cross section is the difference between the total cross section and the known 3-
and 4-jet cross sections. The total cross section does not depend on the Ymin cut because all 
divergences cancel or are renormalizable. 
The Lund Monte Carlo JETSET 7.3 [43] has implemented the matrix elements according 
to GKS[52] and ERT[53]. The GKS calculation provides an analytical expression of the jet 
cross sections but neglects some small terms. However, the ERT calculation includes all terms 
which have to be numerically evaluated. It turns out that the terms neglected by GKS can 
become large under certain circumstances which will be discussed below. Therefore, in the 
following only the ERT ME calculation is considered. 
The running of the coupling constant was already described in the second chapter. The renor-
malization group equation {RGE) was defined together with the beta functions in Eq. 2.29. 
The RGE will now be used to renormalize the jet cross section at a different renormalization 
point Q. The renormalization scale is parametrized often by the renormalization factor which 
is defined by 
Q2 = f. s , (5.3) 
wheres is the center of mass energy. A conventional choice of renormalization factor is f = 1. 
Changing the renormalization point should in principle not affect physical quantities like the 
jet cross section[55]. In practice the results depend on the choice of scale[54]. For example 
the choice of a smaller renormalization scale improved the agreement in the jet production 
rates(51]. A few particular choices of scale exist which are called Fastest Apparent Convergence 
sea.le, which is the scale for which the second order term is zero(56] or the Principle of Minimal 
Sensitivity scale[57], for which an arbitrary observable n shows minimal sensitivity to the RS, 
i.e. on/o(RS) = O. A more general attempt than a choice of a particular scale is to study 
the renormalization scale dependence. The relative jet production rates Rn in second order 
perturbation theory are 
Ra - O"'J = C2,2{ifm~::on, Q) · a,(AMS' Q) 2 + C2,1{ifm~::on) · a,(Au5 , Q) + 1 
O"tot 
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Figure 5.2: The jet rates of the second order ERT matrix element as a function of 
the renormalization scale factor f = Q2 / s. The cut·off parameter is -u1:..~":"" = 0.01 and 
AMs = 150MeV. The perturbative expansion breaks down for scales parameters much smaller 
than f = 0.001. 
R4 = 0'4 = c •. 2(Ym~::""). a,(AMS' Q)2 ' 
O'tot 
where O'tot is the total hadronic cross section and O'n are the corresponding n-parton cross 
sections. The C1,; are the QCD coefficients for the i-jetrate R;. The subscript j indicates the 
power of a,. The change of the renormalization scale 
Q'2 =I. Qa , (5.5) 
leads to a change in the value of the strong coupling constant at the scale Q'. To compensate 
for this change one requires R' - R = dR = 0, where terms of order 0( a, 3 ) are neglected one 
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Figure 5.3: The three parton phase space obtained from the second order Matrix Element 
Monte Carlo calculation. Common variables are z1 = E1/ Ebeam where E, is the parton energy 
and Ebeam is the beam energy. Note the constraint z1 + z 2 + z3 = 2. The full phase space 
of z 1 and z 2 is shown in the small picture which is the upper right triangle separated by the 
dashed line. The z, are ordered in the following way;c1 ~ z 2 ~ z3 • The ordering of the z, 
projects the phase space into the populated triangle shown in the large figure. The dotted lines 
are for orientation between the small and the large picture. The point A indicates the region 
of "perfect" three jet events where all three partons have about the same energy and their 
angles are 120° with respect to each other. The point B indicates the point where two partons 
are colinear. Point C shows the regions where the less energetic parton is perpendicular to 
the two almost back to back partons. Note that at point C z1 , z2 ,,.., 1. Divergences in these 
regions are handled by a cut-off parameter which has to be introduced. The cut-off parameter 
is ~~~- = 0.01 and excludes the phase space region of 0.99 < z 1 < 1. The QCD scale was 
chosen to be AMS= 150MeV at a renormalization scale off= Q2 /s = 0.01. 
obtains: 
dR2 = C2,1 · da, + a, · dC2,1 + a, 2 • dC2,2 + 2 ·a, · C2,2 · da, = 0 
C3,1 · da, +a, · dC3, 1 +a, 2 • dC3,2 + 2 ·a, · C3,2 · da, 




This can only be zero, if the coefficient for each power of a, in each line is equal to zero, which 
yields in total 5 equations for the 5 new constants C~.u C~.:u C~.u C~.:u C~. 1 • After calculating 
da, from the RGE one finds the new coefficients according to 
C~. 1 = C2,1 
C~, 1 = Ca,1 
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c~ a = Ca,a + C2,1 · f3o • ln f (5.7) 
' c~.2 = Ca,2 + Ca,1 · f3o · ln f 
C~a = C4,2 . 
' 
The {3-factors are independent of the renormalization scheme up to the second order. As seen 
from Eqs. 5. 7 and 5.4 the four jet rate is changed by this procedure because the coefficient 
C4,2 stays the same but a, changes. The choice of smaller renormalization scale factors f < 1 
could partially cure the discrepancy in the four jetrate which was observed between the second 
order calculation and data[51]. The behaviour of the jet rates as function of the scale is shown 
in Fig. 5.2. The production rate for four jet events increases with decreasing f which can 
be explained by the fact that a, becomes larger at smaller scales. The series expansion of 
QCD breaks down for scales much smaller than f < 0.001. The chosen cut-off parameter is 
'lfm~~,,.. = 0.01 with a QCD scale of AMS= 150MeV. 
The physical motivation to use smaller scales than the center of mass energy is that the 
physical process of the gluon radiation happens at a much smaller physical scale than the 
center of mass energy s(59]. Typical scales have been related to the transverse momentum 
of the radiated gluon with respect to the splitting particle. Therefore, the choice of a small 
renormalization scale can be justified. However, these arguments are based on the fact that one 
identifies the renormalization scale with the physical scale which is a priori not obvious. The 
strong dependence of the jet rate on the renormalization scale shown in Fig. 5.2 stems from the 
fact that higher order contributions are neglected when the scale varied. The renormalization 
scale dependence of physical quantities should vanish in infinite order perturbation theory. But 
this statement assumes that the QCD series expansion converges like an ordinary expansion 
which again is not clear. In next the chapter this point will be discussed in more detail. 
The differential three jet cross section <r can be written as[58] 
(5.8) 
where Zi = Ei/ Eb,am with Ei the energy of particle i and E1aam the beam energy. This result 
is exact to first order in a,. Note that the scaled energies are ordered z 1 ~ z 2 ~ z3 • The 
phase space distribution of three jet events are shown in Fig. 5.3. More details can be found 
in the caption of Fig. 5.3. From Eq. 5.8 one observes a divergence at z 1 = 11 • Therefore the 
band at 0.99 < z 1 < 1 is excluded with the cut-off parameter 'lfm~~""' = 0.01 as shown in Fig. 
5.3. 
5.3 The Parton Shower Monte Carlo Generators 
The so-called parton shower Monte Carlo genei:ators are derived within the framework of 
the Leading or Next to Leading Logarithm Approximation abbreviated by LLA or NLLA 
respectively. The schematic view of the relation between the leading order calculation and 
the fixed order perturbation theory was shown in Table 5.1. In this picture, the LLA takes 
1 Note that due to the ordering of :Z:s it is sufficient to restrict only :z: 1. 
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Order LL NLL HLL SLL 
a, G22L2 G11L Go1 F1{t) 
a.2 Ga2L3 G22L2 G12L Go1 F2( t) 
a, a G43L4 GaaL3 G2aL2 G1aL Goa Fa( t) 
a 4 Gs4L5 G44L4 
. . 
. : . , . . 
. . 
. . . . 
. . . . . . 
Table 5.1: The schematic view of terms which occur in a perturbative calculation. Shown 
is the relation between the terms of the leading logarithm approximation and the fixed order 
perturbation expansion. The perturbative expansion in powers of a, is indicated in the left 
column. The leading, next to leading, higher leading and sub leading logarithms are indicated 
by LL, NLL, HLL and SLL respectively. The calculated quantity X occurs only in the form 
- lnX = L. The coefficients G;i are calculable in QCD. The Fi are functions of the considered 
quantity. The first order perturbative calculation includes all terms which are shown in the 
row a,. Therefore the first order coefficient would be the sum over the four terms. The 
second coefficient would sum over the term in the row indicated by a, 2 and so on. However 
a calculation in the leading logarithm approximation includes all terms in the column LL and 
so on. 
only terms a, i-1G;;- 1 ln; X into account. Parton shower Monte Carlo generators use LLA 
calculations. Their algorithms are based on the iterative use of the basic branching q --+ qg, 
q --+ qij and g --+ gg. The Altarelli-Parisi equation(60J 
Pa-be -f d a,(Q 2 )Pa-be -f d a,(Q 2 ) p ( ) 
dt - z 2 dt - z 2 a-be z 71" 71" 
(5.9) 
gives the probability P of the branching a --+ be for a given momenta fraction z. The z 
variable specifies the sharing of four-momentum between the daughters, where daughter b 
takes fraction z and daughter c takes 1 - z of the available momentum. The QCD scale Q is 
expected to be connected to the scale of the branching process. The branching will take place 
during a change dt = dQ;,, 0 ,/Q;,, 01 of the evolution parameter t =In( Q~,, 0,/ .-\ 2 ) where ,\ is the 
confinement scale. The Pa-bc(z) are the Altarelli-Parisi splitting kernels given by 
1 + z2 
Pq-q9 (z) = CF--1- z 
N (1 - z(l - z)) 2 
c z(l-z) 
P9-q4"(z) = TR(z 2 + (1 - z)2 ) 
(5.10) 
with CF = 4/3, Ne = 3 and TR= n1/2, i.e. TR receives a contribution of 1/2 for each allowed 
qq flavour. The differential three jet cross section <Tin leading order can be written as[61] 
d2<T 1 + 6(:1:1, X2) 
rv a, ' dx 1dx 2 (1 - xi)(l - x2) (5.11) 
where 6(xl! x2 ) includes leading order corrections. Compared to the first order a, result in 
Eq. 5.8 one sees that only the numerator changes. The relation 
(5.12) 
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is valid in the whole region of phase space so that the three jet cross section in first order is 
always smaller than the leading logarithm calculation. This difference is measurable and one 
obtains with the first order calculation a better agreement with the data. 
5.3.1 The JETSET Parton Shower Generator 
The JETSET parton shower generator is implemented in the Monte Carlo program package 
JETSET 7.3/ PYTHIA 5.6[43, 62], which is the most commonly used program for simulating 
e+ e- annihilation. The parton shower is based on the leading logarithm algorithm which 
includes the basic processes of Eq. 5.10. The first branch of a quark into a quark and gluon 
is done according to the first order result of Eq. 5.8 while all following branches are done 
following Eq. 5.11. The interference effects between the radiated gluons are taken into account 
via angular ordering. This means that the angle between the radiated quark and gluon in 
the i-th branch has to be smaller than the angles in the following branches. The branching 
into further partons is stopped when the invariant mass of the daughter falls below a cut-off 
Q0 of about 1 GeV. The JETSET Monte Carlo includes electroweak effects in the angular 
distribution of the event and allows final state photon radiation according to leading logarithm 
calculations in QED. 
5.3.2 The ARIADNE Parton Shower Generator 
The ARIADNE 4.1 Monte Carlo generator[42] is based on the so-called colour dipole cal-
culation which is different from the commonly used parton shower approach. However, the 
method of successive splitting into quarks and gluons is also used in this approach. The colour 
dipole calculation was developed in close analogy to the radiation from an electromagnetic 
dipole. In the colour field of the outgoing quarks a gluon is radiated. The gluon splitting 
reproduces exactly the form of the first-order calculation of Eq. 5.8. However, the production 
of the quark antiquark pairs is done according to the first order result of the four parton cross 
section/ -lo qijq'ij'. This process is neglected for example in the JETSET parton shower. In-
terference effects of the final state are again taken into account via "ordering" of the radiated 
gluons. The ordering parameter is the transverse momentum of the gluon with respect to the 
initial quark direction rather than the angle between them as it is the case in the JETSET 
parton shower. The shower development is stopped when the transverse momenta are below 
a given cut-off parameter called Peue which is typically of the order of one Ge V. The colour 
dipole algorithm also allows one to incorporate in a natural way the emission of final state 
photons by replacing a part of the colour field with the electromagnetic field produced by the 
quarks. 
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5.3.3 The HERWIG Parton Shower Generator 
The HERWIG 5.5 Monte Carlo program (44] was written by G. Marchesini and B.R. Webber. 
It2 has features similar to the JETSET parton shower Monte Carlo and is based on Eq. 
5.10. However, an important aspect of the HERWIG shower algorithm is that interference 
phenomena within the shower due to the parton spins are included to full leading order. 
Another difference between HERWIG and JETSET is the evolution parameter, which in the 
case of HERWIG is a slightly modified definition of invariant mass. To avoid divergences in 
the parton shower, additional effective mass cut-offs for quarks, Vc~t' and gluons, V::~t' have 
to be introduced. They become important at the end of a shower development when effective 
quark and gluon masses become too small to avoid divergences. Another important point of 
this Monte Carlo package is the treatment of the non-perturbative part called fragmentation. 
This part of the program will be described in section 5.4. 
5.3.4 The NLLJET Parton Shower Generator 
All three parton shower models discussed up to now did not have a well defined renormalization 
scheme because all calculations included only leading order terms. This situation changes by 
constructing a parton shower model in next to leading order. Such a Monte Carlo program 
was written by K. Kato and T. Munehisa and is called NLLJET 2.0[63]. The NLLJET 
Monte Carlo is defined in the so called MS renormalization scheme[15]. The two body parton 
splitting reproduces the first order result of Eq. 5.8. Beside the usual two body branching 













The kinematical description of the NLLA processes invoke more variables than the LLA Monte 
Carlos. The NLLJET Monte Carlo generator includes interference effect by applying the so-
called angular ordering. The shower cascade is repeated until the virtuality of the emitted 
daughters fall below a certain threshold called Q0 which is of the order of one GeV. 
5.4 The Fragmentation Models 
As mentioned earlier, perturbative QCD calculations are only valid in a certain kinematic 
domain. In the case of parton shower models the transition between the perturbative and non-
perturbative phase is determined by the virtuality cut-off called Q0 or Pcuti and is typically 
of the order of one Ge V. In the case of the matrix element calculation this transition is 
2The HERWIG Monte Carlo is also suitable to describe hadron-hadron and electron-hadron interaction. 
However I will describe only the e+e- part. 
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determined by the 'Y1:n~".:"" cut-off. For small 'Y1:n~1;"" cut-offs the virtual corrections to the three-
jet cross section becomes large and negative. In order to keep the total three-jet rate positive 
one has to require 'Y1:n~".:"" = 0.01, which means a virtuality of 9 GeV at ..jS = 91 GeV. 
The non-perturbative phase of the evolution has to be parametrized by models which are 
not QCD but which use a reasonable ansatz to describe the phenomena of fragmentation. 
General laws of physics like energy and momentum conservation or Lorentz invariance are 
fulfilled in most of the models. All models have a set of free parameters which have to be 
adjusted to the data. Some particular models and their free parameters will be discussed in 
more detail. The adjustment of the parameters to the data will be performed for the models 
described and is the subject of the following sections. The use of different models with different 
parametrizations are necessary in order to study systematic effects for the determination of the 
strong coupling constant. General problems of fragmentation models, like baryon production, 
are not discussed because they have little influence on the event shape variables considered 
here. For these problems the reader is referred for example to Ref. [61] and references therein. 
5.4.1 String Fragmentation 
In string fragmentation (SF) [76] a so-called string connects all partons of the QCD generation. 
This string develops in time and space, if the quarks at the endpoints move away from each 
other. The string force is assumed to increase linear with distance. The string constant k is 
typically of the order of 1 Ge V / f m. As soon as the tension becomes large enough the energy 
is converted into mass by formation a qq pair at the breakpoints of the string. This iterative 
ansatz continues until a certain minimum energy of typically lGeV is reached. Note that 
only one string connects the partons. Therefore the conversion into hadrons happens in a 
correlated way and takes into account the whole event. This is in contrast to the so-called 
independent fragmentation (IF) where each parton is transformed independently into hadrons. 
The SF model is Lorentz invariant and conserves energy, momentum and flavour in contrast 
to the IF model, where energy and momentum has to be introduced ad hoc at the end of the 
fragmentation chain. 
The momentum spectra of the particles and the angles between them are controlled mainly 
by two empirical functions the longitudinal- and transverse fragmentation functions. The 
so-called LUND symmetric function was chosen for the longitudinal fragmentation function 
for light quarks 
!() (1-z)" [ b·mi] z = exp ---
z z 
(5.14) 
The free parameters are a and b. The transverse mass is defined as mi = m2 +Pi with p J. 
is defined with respect to the initial parton. z is the momentum fraction of the daughter 
parton compared to the parent parton. For the heavy b and c quarks, the so-called Peterson 
et. al.[69] fragmentation function was chosen. 
1 f(z) <X 2 
z [1- 1/z - Eq/(1- z)] (5.15) 
The free parameter Eq has to be chosen for each flavour separately. However a theoretically 
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motivated relation between the mass mq and the Eq parameter for each quark yields[69] 
€ m2 
...':. = - 0 = 9.4 
€0 m~ (5.16) 
for quark masses me = 1.5 GeV and m0 = 4.6 GeV. 
The transverse fragmentation is described by a Gaussian density distribution 
f(p,) oc exp ( 2~~;) (5.17) 
where O'q determines the Pt given to each quark generated during fragmentation. Note that a 
meson is built up from two quarks, so O'!uon = 2<7;. For the transverse fragmentation only 
one free parameter O'q is needed. Note that this parametrization in just the most commonly 
used one. There may be other parametrizations which give an adequate description of the 
data, but this is the simplest one. The SF algorithm is implemented in the JETSET 7.3 [43] 
program and is the default option. 
5.4.2 Independent Fragmentation 
One of the first fragmentation models was the so-called independent fragmentation (IF) 
model[65]. The ansatz of IF assumes that every parton fragments into hadrons indepen-
dently of the other partons in the event. The algorithm is based on an iterative ansatz in 
which the available energy is divided in a branching according to a longitudinal splitting func-
tion. The iteration stops when the remaining energy is below a certain energy EsTIF which 
is typically above the pion mass. The fragmentation is performed in the center of mass frame 
of the whole process. Therefore the IF is not Lorentz invariant. Also the remaining energy of 
each individual jet has to be balanced at the end of each fragmentation procedure. Different 
algorithms have been developed. The Hoyer et al.[66] and the Ali et al. [67] schemes are the 
most widely used programs. The Hoyer et al. method rescales the jet energies and momenta. 
The Ali et al. procedure boosts the whole event to conserve energy and momenta and thus 
introduces a correlation between the different jets. This arbitrariness introduces a rather large 
uncertainty in the a, determination (for a review and references see [68]). 
The IF model needs certain longitudinal and transverse fragmentation functions. For sim-
plicity the same fragmentation function as for the SF model was chosen. The heavy quarks 
were fragmented according to the Peterson et al. fragmentation function. The gluon jet was 
assumed to fragment like a pair of light quarks and antiquarks, sharing the gluon energy 
according to the Altarelli-Parisi-equation of Eq. 5.10. In case of the combination PS+IF the 
gluons are treated in the same way as quarks so that no additional parameters are needed. 
For the combination ME+IF , the extra free parameters for the longitudinal gluon fragmen-
tation, a9 and b9 , were chosen for the gluon fragmentation. Also the transverse fragmentation 
parameter was adjusted separately to the data. The ratio <79 /0'q is typically larger than unity 
because the splitting probability for gluons into partons is generally larger than for quarks. 
This effect favors a larger transverse momentum for the gluons. This is also the reason for 
having different longitudinal fragmentation parameters for quarks and for gluons. These par-
ticular algorithms are implemented in the JETSET 7.3[43] program and are optional. 
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Fragm. Perturbative phase 
model PS AR HW NL ME 
SF LUND x x x 
SF Peter ion x x x 
IF Petar1on x x 
CF x 
Table 5.2: An overview of the nine used combinations of perturbative and non-perturbative 
generator models. The abbreviations are e:cplained in the te:ct and an 'z' shows the combi-
nations. The indez LUND indicates that the LUND symmetric function for the longitudinal 
fragmentation function was chosen, while Petmon indicates that a hybrid scheme was used 
i.e. the Peterson et al. fragmentation function for bottom and charm quarks and the LUND 
function for the light quarks. 
5.4.3 Cluster Fragmentation 
The so-called cluster fragmentation[70} CF is a mixture of IF and SF. A particular version is 
implemented in the HERWIG 5.5[ 44} program. The basic idea of the CF is the following. The 
parton shower evolution develops up to a certain virtuality Q0 • All gluons are forced to split 
into quarks thus forming clusters of partons. An effective gluon mass m;t 1 is introduced to 
allow this process. m;ll is a parameter which must be adjusted to fit the model to the data. 
Clearly, conservation of energy and momentum requires m;'' to be at least twice the mass of 
the lightest quarks. The mass of the cluster has to be below a certain cluster mass Cm<u: so 
that the following relation is valid 
2 
Cma: > M 2 - (L mi)2 ' (5.18) 
i=l 
where the invariant mass of the cluster system is M 2 and mi are effective quark masses of the 
two partons which belong to the cluster. The effective mass for up, down, strange charm and 
bottom quarks are 0.32, 0.32, 0.5, 1.8 and 5.2 Ge V respectively. 
5.5 Tuning of the Monte Carlo Programs 
The simulation of zo events, as described above, can be viewed as a combination of a pertur-
bative and a non-perturbative part. For the perturbative part of the generator there exists 
the following types 
• second order matrix element implemented in JETSET 7.3 (ME) 
• parton shower in leading order implemented in: 
- parton JETSET 7.3 (PS) 
- parton ARIADNE 4.1 (AR) 
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- parton HERWIG 5.5 (HW) 
• parton shower in next to leading order implemented in NLLJET 2.0 (NL) 
For the non-perturbative i.e. fragmentation phase one has the following possibilities 
• String Fragmentation (SF) 
• Independent Fragmentation (IF) 
• Cluster Fragmentation (CF) 
There are several possibilities to combine the two different phases. In total, nine different 
combinations were tested, and the free parameters were adjusted to give the best fit to the 
data. An overview of the possible combinations is shown in Table 5.2. The particular choices 
are the recommended combinations from the authors of the various programs. All combina-
tions were interfaced to the JETSET standard so that the decays of unstable hadrons were 
performed with the JETS ET 7 .3 routines. 
5.5.1 The Tuning Method 
The adjustment of the parameters to the data was done by a fit of Monte Carlo generated 
events to the data. The program packet MINUIT[71] was used to perform the fits. Minuit has 
several fitting strategies. The so-called SIMPLEX minimization method was chosen because it 
is known to be robust and less sensitive to statistical fluctuations than the so-called MI GRAD 
minimization method. In each 'function' call, the fit program generates 20 000 events for a 
given set of parameters. A goodness of fit parameter x2 was returned to the calling fit routine. 
The x2 is defined as 
N [ ;2 (cCi> - m(i))a l 
x
2 
= L: L: 2 + 2 + a (5.19) 
J=l i=il O'da.ta. O'Mc 0'1y1 
where the first sum goes over the considered N histograms and the second term sums over the 
individual bins from il to i2 of each histogram. The bin contents of the data distribution is c<•> 
and of the generated Monte Carlo is m(i). The total error to estimate x2 was taken to be the 
quadratic sum of the statistical error of the data O'da.ta., the statistical error of the Monte Carlo 
O'Mc and the systematic error of the data which was described in detail in previous section 
and comes dominantly from the systematics of the hadronic selection and the correction 
procedure. To include the statistical error of the generated Monte Carlo is necessary, due to 
the limited number of events which can be generated. The fitting was done on the so-called 
CSF farm which consists of 25 Hewlett Packard workstations. The computing power of each 
machine lies between the computing power of an IBM3090 and a CRAY YMP. To allow 250 
iterations with 20 000 events per iteration, for example, lasts about 6 real days of computing 
time. This is a typical timing for generating events with the JETSET 7.3 generator which 
also includes some analysis on the generated events. Generating 20 000 events per iteration 
has to be compared with about 180 000 events of data. Including the systematic error of 
the data allows the generation of only 20 000 Monte Carlo events without the domination 
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JETS ET 
SF I IF 
Parameter PS ME I PS I ME 
a 0.2 0.2 0.9 0.2 0.9 
b 0.43 0.39 0.534 0.15 0.47 
O"q 0.370 0.395 0.415 0.434 0.425 
Ee 0.047 0.075 0.091 0.094 
Eb 0.005 0.008 0.0097 0.01 




A 0.310 0.300 0.170 0.190 0.083 




-if.."'·"'°" mtn j 0.01 0.01 
Table 5.3: The results of the parameter adjustment for JETSET 7.3. Shown are the parame-
ters which are described in the text for the different combinations of the matrix element (ME) 
and the parton shower (PS) options. The fragmentation models used are string fragmentation 
{SF) and independent fragmentation (IF). The X2 obtained for the particular parameter set-
tings are shown in Table 5.5. Empty entries in the table mean that the particular parameter 
is not active for this specific choice. For example, the first column (PS+SF} uses the LUND 
symmetric fragmentation function while the second column applies to the so-called Peterson 
et al. fragmentation function for heavy flavours. 
in the x2 of the statistical error of the Monte Carlo. Note that event shape variables have 
a higher potential to be sensitive to statistical fluctuations than track variables because all 
track quantities like the momentum spectra have about 20 times more entries and therefore 
are completely dominated by the systematic error. Also the minimization method has to be 
robust against statistical fluctuations which is the case for the SIMPLEX strategy. Statistical 
fluctuations can appear to the fitting program as a minimum. This effect is compensated for 
with the SIMPLEX method which allows jumps in parameter space. 
This new method of adjusting the QCD and fragmentation parameters has the advantage of 
being flexible and fast. A similar method would be the so-called matrix method in which 
one generates at each point of a grid in the parameter space a number of Monte Carlo events 
and compares the result with the data. These strategies are less flexible and one must know 
in advance a good set of starting values for the parameters used in the fit. The fit method 
using the SIMPLEX minimization method is able to find the approximate minimum even with 
starting values which are slightly wrong. Another advantage of this fit method compared to 
the matrix method is that one needs fewer iterations to obtain a reasonably good result. For 
example, allowing a four parameter matrix with five different values is equivalent to a grid 
of 1024 points. This has to be compared with typically 250 iterations. Therefore the fitting 
procedure with SIMPLEX is much faster. 
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I Parameter 1! 
ARIADNE I NLLJET I HERWIG I 
SF CF 
a 0.2 0.2 0.2 
b 0.34 0.42 0.438 






A 0.210 0.220 0.293 0.145 




Table 5.4: The results of the parameter adjustment for ARIADNE 4.1, NLLJET 2.0 and 
HERWIG 5.5. Shown are the parameters of the different generators. which are described 
in the text. The fragmentation models used are string fragmentation (SF} and independent 
fragmentation {IF). The x2 obtained for the particular parameter settings are shown in table 
2.6. Empty entries in the table mean that the particular parameter is not active for this specific 
choice. For example, the tuning in the first ARIADNE column uses the LUND symmetric 
fragmentation function while in the second column the Peterson et al. fragmentation function 
is used for heavy flavours. 
To perform the fits of the Monte Carlo generators to the data, one has to decide which 
distributions are to be used for the comparison. In Ref. (72] the rapidity and aplanarity 
distributions were used to adjust the parameters. The rapidity distribution is sensitive to 
the multiplicity and also to the momentum spectrum. Therefore, the rapidity is most suit-
able to fit the longitudinal fragmentation parameters. To become sensitive to the transverse 
fragmentation function, the aplanarity distribution was used. The aplanarity is proportional 
to the transverse momentum component out of the event plane thus being independent of 
the transverse momentum generated by 3-jet events, in the event plane. To increase the 
sensitivity to the transverse fragmentation function, the major and minor distribution were 
also included in the fits[73J. It turned out that the particle momentum distribution Zp and 
the energy-energy-correlation could also be improved by including them into the fits. The 
following event shape and track variables and their fit ranges are considered in the fit 
• sphericity: 0 ::::; S < 0.9 
• aplanarity: 0 ::::; A < 0.3 
• thrust: 0 ::::; 1 - T < 0.46 
• oblateness: 0 ::::; 0 < 0.5 
• major: 0.03::::; MMaj°" < 0.16 
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JETSET 
Distribution DOF 
SF I IF 
PS I ME PS ME 
T 29 0.51 0.95 6.92 9.70 10.4 
0 24 0.74 0.87 1.53 4.07 2.88 
A1MojM 13 0.65 1.04 :!.94 20.5 4.82 
MMinM 27 1.04 1.28 8.33 7.48 1.57 
s 24 0.74 0.96 2.10 1.89 0.78 
A 23 1.93 1.69 9.28 1.29 5.16 
Ra 30 1.81 1.22 0.33 1.27 1.80 
R4 10 1.10 1.09 2.37 7.83 2.77 
££C 29 0.58 0.64 0.58 21.7 23.4 
y 22 0.46 0.47 4.13 27.4 17.l 
Pt 22 1.58 1.02 1.90 9.11 5.57 
P1 90 0.76 0.69 1.44 8.06 3.18 
-lnzr 27 0.50 0.48 2.06 33.4 13.6 
Zp 33 0.33 0.40 2.46 16.0 5.10 
zP at .JS= 35GeV 26 0.75 1.02 1.81 3.59 2.56 
< Zt. > 1 0.36 0.57 6.12 42.7 
I 429/430 11 0.91 I 0.81 I 2.93 I 1i.o I 6.52 I 
Table 5.5: Shown are the resulting x2 / DOF for the matrix element (ME) and the parton 
shower (PS) options implemented in the JETSET packet. The fragmentation models used are 
string fragmentation (SF) and independent fragmentation (IF). In case of the parton shower 
option with SF, < Zr. > is not included in the x2 estimation when the LUND symmetric 
fragmentation function is used for all flavours. Therefore the entry is left empty. All other 
combinations use the so-called Peterson et al. fragmentation function for heavy flavours. 
• minor: 0.02 $ J\lf MinM < 0.46 
• rapidity: 0.2 $ y < 4.6 
• energy-energy correlation ££C: 3.6° $ x < 140.4° 
• scaled momentum distribution: 0.01 $ Zp < 0.9 
• In Zr distribution: 0.2 $ In Zr < 5.6 
• transverse momentum distribution: 0 $ Pt < 11 Ge V 
• longitudinal momentum distribution: 0 $ p1 < 45Ge V 
• 3-jet rate Ra (Durham scheme): 0 $ Ymin < 0.3 
• 4-jet rate R 4 (Durham scheme): 0 $ Ymin < 0.1 
Note that the ranges in which the correction factor is large get a low weight because the 
systematic error of the data increases. These bins contribute very little to the x2 estimator. 
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ARJADNE NLLJET HERWIG 
Distribution DOF SF/LU I SF/PE SF/PE CF 
T 29 0.65 0.69 2.18 1.44 
0 24 0.78 0.58 0.95 0.59 
JV1Maj01' 13 0.57 1.38 2.50 3.95 
J\t1Min01' 27 1.18 1.01 0.43 3.19 
s 24 0.56 0.80 0.51 0.80 
A 23 0.74 1.12 2.29 1.02 
'Ra 30 0.23 0.25 0.39 1.00 
'R,4 10 1.40 1.12 2.17 3.20 
EEC 29 0.23 0.20 1.16 0.95 
y 22 0.32 0.49 1.86 0.53 
Pt 22 1.87 2.01 2.96 1.38 
P1 90 0.55 0.73 1.31 2.52 
-lnz17 27 0.36 1.08 1.91 1.64 
Zp 33 0.48 0.75 1.70 2.72 
Zp at Js = 35GeV 26 0.92 0.66 1.00 2.61 
< Zb > 1 6.13 
I 4291430 11 o.66 I 0.81 1.55 1.81 
Table 5.6: Shown are the resulting x2 / DOF for the ARIADNE, the NLLJET and the Herwig 
models. The fragmentation models used are string fragmentation (SF) and cluster fragmen-
tation (CF). The Lund symmetric fragmentation (LU) function for all flavours is used in the 
first column of ARIADNE. All other tunings use the Peterson et al. fragmentation function 
for heavy flavours and the LU for light quarks. No special treatment was used for heavy quarks 
in case of CF. 
5.5.2 The Results of the Tuning 
The fits of the different models to the data were performed in the following way. In the case of 
SF with the Lund symmetric fragmentation function of Eq. 5.14 the parameter 'a' was fixed 
and only the parameter 'b' was adjusteJ to the data. Roughly speaking only the difference 
between the two parameters3 is proportional to the number of particles. The absolute value 
of the parameter 'a' determines only the fluctuations of the longitudinal fragmentation. The 
value of 'a' was chosen close to the value of Ref. [74]. The only transverse fragmentation 
parameter O'q of Eq. 5.17 was adjusted to the data as well. 
To make the fit also sensitive to the b quark fragmentation two additional distributions are 
considered. First is the scaled momentum distribution in the range from 0.01 ~ Zp < 0.9 at 
a center of mass energy of Js = 35GeV. The published zP distribution[74] of the TASSO 
collaboration is used. The idea is the following: At Js = 35GeV the b and c quark fraction 
of the hadronic events are about 9% and 343 respectively. This proportion changes with 
energy due to the weak couplings. At the zo mass the fractions become about 223 and 
183 for b and c quark respectively. Thus sensitivity to the heavy quark fragmentation is 





































Figure 5.4: Shown are the energy flow in Fig. a) and the particle flow in Fig. b). Only 
statistical errors are shown for the data. The arrows indicate the regions which are interesting 
for the so-called string-effect. For parameter settings see section 2.5.J. 
provided by a fit to the Zp distribution with the same set of parameters at the two center 
of mass energies. Changing the center of mass energy of the parton shower Monte Carlo 
generators is sufficient to describe the phenomena at that particular energy without changing 
the fragmentation parameters. This is because the Altarelli-Parisi equations include the QCD 
evolution at different energies and the fragmentation parameters stay the same because the 
evolution of the shower stops at the same virtuality independent of the center of mass energy. 
In case of the matrix: element Monte Carlo the situation is a little more complicated. Usually 
one generates events at different center of mass energies with a fixed cut-off 
(5.20) 
where Q2 is the invariant mass of two partons. The QCD evolution for constant if:..~".:""' is 
hidden because Q2 changes with y's. However, keeping Q2 constant for y's = 35GeV and 
y's = 91.2GeV shows the QCD scaling violation and the fragmentation parameter can stay 
the same. The invariant mass cut-off at y's = 35Ge V is if:,.~r;.on = 0.0676. 
The four LEP collaborations measured a mean b-meson momentum of< z11 > = 0. 70±0.03(75]. 
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Note that the error is dominated by systematic uncertainties. To obtain agreement with these 
measurements, the mean< :cb >was extracted from the Monte Carlo generators and fitted to 
the average of< :cl> >= O. 70. In order to give this single distribution more weight compared 
to the other variables which have typically 10 to 20 times more weight i.e. more degrees of 
freedom, the error was assumed to be 6 < ;cb >= 0.001. This value turned out to give the 
appropriate weight to reach sensitivity in the fit to the b quark fragmentation parameter. 
The additional distribution to increase the heavy quark fragmentation was included only in 
cases when the Peterson et al. fragmentation function was used. The charm fragmentation 
parameter Ee was assumed to be according to the theoretical expectation of Eq. 5.16. The 
only free parameter is the so-called €1> parameter of Eq. 5.15. This parameter is completely 
determined by the mean < :cb > value and the :cP spectrum at 35GeV. No additional distri-
butions are in principle necessary to fix this parameter. When the so-called hybrid scheme is 
used (which means SF for light quarks and the Peterson et al. scheme for the heavy quarks), 
the fragmentation option is abbreviated by 'PE'. 
In case of the IF+ ME where one allows individual parameters for the gluon fragmentation only 
parameter b9 of Eq. 5.14 was adjusted while a9 was fixed. For the transverse fragmentation 
function of the IF only the ratio O'q/<1'g was fitted, where <1'q is the transverse momentum of 
the quark jet and <1'g the transverse momentum of the gluon jet. The termination energy 
for the IF was set in the particular case of IF+ME to the value of the SF model which 
especially improved the rapidity distribution. For more details about the termination of the 
fragmentation phase see for example [73] and references therein. 
In case of the CF, the maximal cluster size Cmaz and the effective gluon mass m~f I were fitted. 
Also, the additional mass cut-off for quarks, V.,~0 and gluons, Vfut, to avoid divergences were 
varied. The so-called QCD parameter, like the QCD scale A, were varied in all cases. The 
virtuality cut-off Q 0 or Pcut was adjusted in all parton shower models. In case of the second 
order ME, the cut-off parameter Ymin was set to its smallest allowed value Ymin = 0.01 to 
provide the largest possible phase space for gluon emission. Similar choices were made in the 
case of the NLLA calculation of the NLLJET Monte Carlo, where the so-called fl. cut prevents 
the generator from running into the divergent regime. It was fixed at fl. = 0.01 
The results of the fit are summarized in Tab. 5.3 and 5.4. The complete parameter setting 
of the Monte Carlos, which includes all flags and parameters which differ from their default 
settings, shown in the Appendix B. Tab. 5.5.1and5.5.1 show the corresponding x2 / DOF per 
degree of freedom for the individual distributions and models. The results can be summarized 
as follows: The best models which describe the hadronic zo decays are the so-called parton 
shower models. The primus inter paris are the ARIADNE and the JETSET Monte Carlo 
programs. The x2 /DO F are between 0. 7 and 0.9. The NLLJET and the HERWIG Monte 
Carlo programs also give a good description of the data. However the x2 is ahnost one unit 
larger than for the ARIADNE or JETSET parton shower Monte Carlo programs. Examples of 
the resulting distributions are shown in Figs. 5.5 to 5.22. All distributions are well reproduced 
by these particular Monte Carlos. The data show the statistical errors as full error bars, while 
the quadratic sum of statistical and systematic errors is shown as the dotted extensions of the 
error bars. 
The ME+PE which has x2 I DOF"' 3 reproduces the data distributions fairly well (see Figs. 
5.6, 5.9, 5.12, 5.15, 5.18 and 5.21). However, the ME+PE Monte Carlo program has problems 
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to describe the aplanarity A for example (see Tab. 5.5.1). This distribution is sensitive to 
the transverse fragmentation so that one would naively expect to improve the A distribution 
by increasing <Tq• But at the same time the shape variables like T (see Fig. 5.9) and .1\.1Major 
(see Fig. 5.18 (b)) start to show significant deviations. Therefore this parametrization is a 
compromise between a fair description of the A as well as the T and MMajor distributions. 
The transverse and scaled momenta are well reproduced (see Figs. 5.12, 5.15). 
The IF models have serious problems to describe shape variables like MMa;or (Fig. 5.19) or 
some momentum distributions (Figs. 5.13 and 5.16). The IF fail to describe the ££C (see 
Fig. 5.22) and they distributions (see Fig. 5.7). Note that the statements are true also in 
the case where one chooses additional parameters for the gluon fragmentation. 
The IF models are also known to fail to describe the so-called string effect. The JADE 
collaboration [76] at PETRA has pioneered the study of the energy and particle flow in the 
3-jet event plane4 ; they observed an asymmetry of these distributions with respect to the most 
energetic jet which was obtained by a kinematical fit. The same effect can be also observed at 
JS = Mz (see Fig. 5.4). The string effect manifests itself in the difference between the two 
regime indicated by the two arrows in the so-called energy flow diagram of Fig. 5.4 (a). The 
dashed (ME+IF) and the dashed dotted lines (PS+IF) cannot reproduce the difference in 
height of the data. The ME+SF for example reproduces this difference, however the absolute 
normalization is somewhat low. Note that only statistical errors are shown and the correction 
factor for detector effects are significant, being typically about 703 due to particles lost in 
these regions. A more striking effect with much smaller detector corrections was already 
presented in the rapidity distribution. 
4 For the definition of the three jet event, the so-called LUCLUS algorithm was used with d;oin = (5 GeV)2 • 
This is implemented in the JETSET package. 
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Figure 5.5: The rapidity (b) distributions of data and the JETSET and ARIADNE parton 
shower Monte Carlos. The correction factor is shown in (a) and The x2 distribution for the 
corresponding Monte Carlo in (c). The x2 is positive (negative} if the Monte Carlo curve lies 
above {below) the data points. The statistical errors of the data are represented by the full line 
error bars. The quadratic sum of statistical and experimental error are indicated by the dotted 
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Figure 5.6: The same figure as Fig. 5.5 but for the NLLJET, HERWIG and Matrix Element 
Monte Carlos. 
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Figure 5. 7: The same figure as Fig. 5.5 but for Monte Carlos using independent fragmen-
tation. 
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Figure 5.8: The thrust (b) distributions of data and the JETSET and ARIADNE parton 
shower Monte Carlos. The correction factor is shown in (a} and The x2 distribution for the 
corresponding Monte Carlo in (c). The x2 is positive (negative) if the Monte Carlo curve lies 
above (below) the data points. The statistical errors of the data are represented by the full line 
error bars. The quadratic sum of statistical and experimental error are indicated by the dotted 
error bars. The parameters are listed in tables 2.3 and 2.4. 
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Figure 5.10: The same figure as Fig. 5.8 but for Monte Carlos using independent fragmen-
tation. 
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Figure 5.11: The Pt (b) distributions of data and the JETSET and ARIADNE parton shower 
Monte Carlos. The correction factor is shown in (a) and The x2 distribution for the corre-
sponding Monte Carlo in (c). The x2 is positive (negative) if the Monte Carlo curve lies above 
(below) the data points. The statistical errors of the data are represented by the full line error 
bars. The quadratic sum of statistical and experimental error are indicated by the dotted error 
bars. The parameters are listed in tables 2.3 and 2.4. 
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Figure 5.12: The same figure as Fig. 5.11 but for the NLLJET1 HERWIG and Matrix 
Element Monte Carlos. 
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Figure 5.14: The Zp (b) distributions of data and the JETSET and ARIADNE parton 
shower Monte Carlos. The correction factor is shown in (a} and The x2 distribution for the 
corresponding Monte Carlo in (c). The x2 is positive (negative) if the Monte Carlo curve lies 
above (below) the data points. The statistical errors of the data are represented by the full line 
error bars. The quadratic sum of statistical and experimental error are indicated by the dotted 
error bars. The parameters are listed in tables 2.3 and 2.4. 
5.5. Tuning of the Monte Carlo Programs 
L 
_g 1 .4 
()A 2 o I. 
'+-


















I I II I 11 II 11 I II l 11 II It I II I 1 I I I I I II I I 1 
• Data 
HW+CF 
-----· NN +SF 
············ ME+PE 
\ __ ,/\, __ 
\\, i \ 
/ \. \.J \ 
.. ~ 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
xP 
97 
Figure 5.15: The same figure as Fig. 5.14 but for the NLLJET, HERWIG and Matrix 
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Figure 5.16: The same figure as Fig. 5.14 but for Monte Carlos using independent fragmen-
tation. 
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Figure 5.17: The Major (b) distributions of data and the JETSET and ARIADNE parton 
shower Monte Carlos. The correction factor is shown in (a) and The x2 distribution for the 
corresponding Monte Carlo in (c). The x2 is positive (negative) if the Monte Carlo curve lies 
above (below) the data points. The statistical errors of the data are represented by the full line 
error bars. The quadratic sum of statistical and experimental error are indicated by the dotted 
error bars. The parameters are listed in tables 2.3 and 2.4. 
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Figure 5.18: The same figure as Fig. 5.17 but for the NLLJET, HERWIG and Matrix 
Element Monte Carlos. 
5.5. Tuning of the Monte Carlo Programs 
\.._ 
1 .4 0 ..._, 
0 1 .2 0 
'I-









u 6 "-.. 
z 
u 























' I I 
I 
I 










\ I \ 
\ I \ 
\ I \ 
\ I \ 
\ I \ 
\ I \ 
\ I \ 
' I \ 
\, I \ 
I \ 
\ l , ____ ...... 
0.3 0.4 0.5 0.6 
MMojor 




































Figure 5.20: The CCC (b} distributions of data and the JETSET and ARIADNE parton 
shower Monte Carlos. The correction factor is shown in (a) and The x2 distribution for the 
corresponding Monte Carlo in (c). The x2 is positive (negative) if the Monte Carlo curve lies 
above (below) the data points. The statistical errors of the data are represented by the full line 
error bars. The quadratic sum of statistical and e:cperimental error are indicated by the dotted 
error bars. The parameters are listed in tables 2.3 and 2.4. 
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Figure 5.21: The same figure as Fig. 5.20 but for the NLLJET, HERWIG and Matrix 


































Figure 5.22: The same figure as Fig. 5.20 but for Monte Carlos using independent fragmen-
tation. 
Chapter 6 
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The strong coupling constant a, is one of the three couplings of the standard model and is one 
of the eighteen input parameters. Therefore, only experiment can determine this parameter. 
There exists no theoretical prediction for the size of the coupling. However, the determination 
of the strong coupling in different processes and channels which have altogether different 
systematic uncertainties should result in compatible values of a,. In this sense one can test 
the standard model for its consistency. 
Monte Carlo calculations are necessary to compare data with the theoretical predictions. The 
determination of a, will be dominated by systematic errors, whose major sources are (1) 
experimental errors which were already discussed in detail in Chapter 3, (2) the so-called 
hadronisation uncertainties for which one needs Monte Carlo simulation which reproduce the 
hadronic final state properties of the zo decay and which were presented and tuned in the 
previous chapter and (3) the so-called scale uncertainty which will be discussed in detail below. 
6.1 Determination of as in Second Order QCD from Shape 
Variables 
The method to determine the strong coupling constant a, is the following: First one selects 
one or more hadronic shape variables like thrust. Then one determines with the help of a 
Monte Carlo simulation the hadronization corrections so that one can relate the observed 
data distributions in the chosen variable to similar distributions calculated for the final state 
partons. The so-called parton level distributions depend explicitly on the variable a,. The 
fit range has to be chosen such that corrections are small or at least moderate and the range 
considered is sensitive to a,. 
The hadronic shape variables were already introduced in chapter 3. To determine the strong 
coupling constant the following hadronic variables were considered: 
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1. T = thrust, 
2. M;igh = high jet mass, 
3. Mjif 1 = difference between high and low jet masses, 
4. EEC = energy-energy correlation and 
5. AEEC = asymmetry of the energy-energy correlation. 
The considered jet variables and their recombination schemes are 
1. n:0 = 3-jet rate in the EO recombination scheme, 
2. n~ = 3-jet rate in the P recombination scheme, 
3. v:o = differential 2-jet rate in the EO recombination scheme and 
4. Vf = differential 2-jet rate in the P recombination scheme. 
All these variables are insensitive to the emission of soft and colinear gluons and therefore are 
infrared safe quantities. The theoretical expressions have been parametrized in the following 
form: 
1 d<J' 
- · dX = A(X) ·a, + B(X) ·a, 2 • 
O'tot 
(6.1) 
The coefficients A(X) and B(X) depend on the considered variable X and have been computed 
by Kunszt and Nason[77]. The numerical expression are normalized to the Born cross section 
<J' so that one has to correct equation 6.1 for the total cross section <l'tot which is 
<l'tot = 1 +1.0S. a,(Mz) + 0.9 a,(Mz )
2 
, 
(]' 7r 7r2 
(6.2) 
for five active flavours. The total cross section is well known, and this is about a 4% correc-
tion. To compare the theoretical expressions 6.1 with the data one has to apply additional 
corrections of hadronization. The calculations were performed for partons. No fragmentation 
or decay process was considered. Fig. 5.1 shows a pictorial view of the correction. The 
so-called parton-hadron correction factor c~'2h is applied separately to each bin i in a manner 
similar to the corrections for detector efficiency. In analogy to Eq. 4.46 one defines 
(6.3) 
where NJ~, is the content of the i-th histogram bin on parton level, and N~?d the one on 
hadron level. 
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Figure 6.1: (a) The differential 3-jet rates in the so-called EO and P recombination scheme 
corrected for detector efficiency. (b) The correction factor for detector effects, as discussed 
in chapter 3. The full (dashed} line represents the EO (P) recombination scheme. (c) The 
hadronisation correction relating the hadron level to the parton level. ( d) The influence of the 
variation of the fit range. For the EO recombination scheme the fit range stops at Ymin = 0.25 
which is indicated by the right arrow. However, the starting point of the fit to the theoretical 
expressions varies between 0.02 S Ymin S 0.23. The solid line shows the resulting a,(Mz) as 
a function of the starting point of the fit interval. In the P recombination scheme (dashed 
line) the fit stops at Ymin = 0.2 which is indicated by the left arrow. The starting point of the 
fit was varied between 0.02 S Ymin S 0.18. 
6.1.1 Choice of the Fit Ranges 
The choice of the fit range is restricted by two requirements. The first is that the applied 
detector and parton-hadron corrections should be small. If one observes large parton-hadron 
corrections one might be in a regime which is not infrared safe. The second is that the chosen 
interval should be sensitive to gluon emission. This means that one has to choose ranges of the 
variables which contain a reasonable fraction of hard gluons. However, the regime of four-jet 
events should be excluded because four parton configurations do not include loop corrections 
which implies that a renormalization scheme cannot be well-defined. However, the fraction of 
so-called Mercedes star events is small. 
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II T EEC 
from il 0.1 0.05 0.05 39.6° 
to i2 0.3 0.2 0.12 144° 
Nbin 14 12 6 28 



























Table 6.1: Shown are the fit ranges of the different variables. The number of degree of 
freedom are shown in row Nbin• The systematic errors from the variation of the fit range by 
10% are shown in row ~a,(Mz). 
Figure 6.1 shows as an example the influence of the considered fit range for the 3-jet rate 
in the EO and P recombination schemes. The detector corrections, shown in Fig. 6.1 (b ), 
are moderate for both recombination schemes over the jet resolution parameter range 0 < 
Ymin :::; 0.3. The parton-hadron correction, Fig 6.1 (c), was performed with the ARIADNE 
Monte Carlo program using the Peterson et al. fragmentation function 1 • The corrections 
are reasonable to within a ±30% range for Ymin < 0.25 (Ymin < 0.20) using the EO (P) 
recombination scheme. The data were corrected for hadronization and a fit of the theoretical 
QCD expression was performed with a,(Mz) as the only free parameter. This was done to 
study the sensitivity of the strong coupling constant on variations of the starting point of the fit 
range. The result is shown in Fig. 6.1 ( d). The figure will be understood as follows: Consider 
the EO recombination scheme (full line). The different fits were performed for Ymin < 0.25 
which is indicated by the right arrow. The curve shown gives the obtained value of a,(Mz) 
for every chosen starting value of the fit range between 0.02 :::; Ymin :::; 0.23 . A flat curve 
like for the EO recombination scheme indicates no sensitivity to variation of the fit range. 
However, the curve for the P recombination scheme shows a slope and is therefore sensitive 
to the choice of the fit range. The sensitivity to the variation was found to be minimal for 
the upper bound of the fit range. 
In order to estimate the systematic error which stems from the particular choice of the fit 
range the bounds of the fit range were varied within ±10% of the total fit interval. The 
difference in a,(Mz) values thus obtained provide an estimate of the systematic error. The 
result of this study is summarized in Table 6.1. The error estimator used in these fits is 
defined as 
2 N [ i2 (c(i) _ t(i))2] 
x = L L CT2 
1=1 i=il data 
(6.4) 
where the first sum is over the considered N distributions and the second sum is over the 
individual interval defined by the bins from il to i2. The bin contents of the data distribution 
is c<•>. The theoretical expectation is t<•> according Eq. 6.1. The full experimental error of 
the data O'aata is taken into account as defined in the previous chapter. 
In conclusion, one can say that the influence of the particular choice of the fit range is small. 
In the following all fits will be performed in the ranges quoted in table 6.1. 
1 For parameter settings see previous chapter. 
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II T EEC AEEC n:0 
AR+SF 0.1163 0.1054 0.1052 0.1111 0.1081 0.1012 0.0996 0.1079 0.1100 
AR+PE 0.1163 0.1062 0.1057 0.1113 0.1064 0.1012 0.0999 0.1082 0.1104 
PS+PE 0.1141 0.1069 0.1105 0.1083 0.1087 0.1026 0.1044 0.1098 0.1143 
PS+SF 0.1150 0.1072 0.1089 0.1094 0.1084 0.1021 0.1025 0.1092 0.1124 
HW+CF 0.1133 0.1124 0.1194 0.1091 0.1154 0.1044 0.1053 0.1098 0.1152 
NN+SF 0.1094 0.1060 0.1091 0.1045 0.1112 0.1015 0.1049 0.1072 0.1135 
ME+PE 0.1088 0.1070 0.1251 0.1108 0.1194 0.1032 0.1148 0.1089 0.1233 
ME+IF 0.0954 0.0897 0.1040 0.1036 0.1258 0.0951 0.1084 0.0980 0.1157 
PS+IF 0.0948 0.0893 0.1027 0.1126 0.1497 0.0956 0.1094 0.0990 0.1165 
a,(Mz) 0.1133 0.1073 0.1120 0.1092 0.1111 0.1023 0.1045 0.1087 0.1142 
5..,,p. a, 0.0007 0.0009 0.0017 0.0005 0.0016 0.0006 0.0011 0.0007 0.0011 
o:"'· a, 0.0011 0.0008 0.0025 0.0014 0.0010 0.0008 0.0023 0.0009 0.0020 
/j~JJ" a, 0.0026 0.0026 0.0051 0.0025 0.0032 0.0012 0.0025 0.0011 0.0021 
o;.,,, a, 0.0031 0.0023 0.0074 0.0024 0.0047 0.0012 0.0051 0.0010 0.0045 
/j~'"· a. 0.0085 0.0081 0.0075 0.0031 0.0136 0.0032 0.0048 0.0046 0.0040 
Table 6.2: Fit results for the variables obtained by correcting the data with the nine Monte 
Carlo combinations tuned in the previous chapter. The Monte Carlo combinations are ordered 
by increasing x2 obtained from the fit to the data. The mean value a,(Mz) takes the first seven 
Models into account. The experimental error De:ep.a, was obtained from the QCD fit using the 
AR+SF hadron-parton correction but is representative of all the models. The systematic 
errors o!Y'· a. takes the first i results of each column into account. All fits were performed at 
a renormalization scale f = O.Ol(see next section). 
6.1.2 The Hadronization Uncertainty 
Until now only the ARIADNE Monte Carlo program was used to correct the data to the 
so-called parton level. To study the hadronization uncertainties of the correction factor of Eq. 
6.3 one has to perform a study of the various Monte Carlo programs. Fore this the nine models 
of the previous chapter have been used. For each model the hadron-parton correction factors 
is estimated by generating half a million events on the parton level as well as on the hadron 
level. The relative spread of the hadron-parton correction factor of the different models gives 
a good estimate for the hadronisation uncertainty. The variation of a single parameter in a 
particular model gives smaller errors than this method. Also it does not include the variation 
between different fragmentation models which turn out to give the major contribution to the 
fragmentation uncertainty. Note that one also has to take the quality of the fits to the data 
into account. The two independent fragmentation models have a large x2 value and should 
therefore presumably get less weight than for example the ARIADNE Monte Carlo results. 
One has also to remark that the hadron-parton correction is directly proportional to the 
absolute normalization of the distribution so that distributions which are sensitive to hard 
gluon yield: 
(6.5) 
where 5c~'2n is the hadron-parton uncertainty. To estimate the systematic uncertainty due to 
the hadronization correction, fits of the strong coupling constant to the nine different data 
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Figure 6.2: The hadronisation corrections CPH for thrust (a1b1c) and the energy-energy 
correlation(d1e1f). Figs. (a) and {d} AR+SF{full line)1 AR+PE{dashed line), PS+PE{dotted 
line} and PS+LU{dashed-dotted line). Figs. (b) and (e) HW+CF{full line)1 NN+LU(dashed 
line} and ME+PE(dotted line). Figs. (c) and {f) ME+IF{full line) and PS+IF(dashed line). 
The full and dashed horizontal lines indicate a ±20% deviation from unity. 
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Figure 6.3: The hadronisation corrections CPH for the 3-jet rate in the EO (a,b,c) and P 
{d,e,f) recombination schemes. Figs. {a} and {d} AR+SF(full line), AR+PE{dashed line), 
PS+PE(dotted line) and PS+LU{dashed-dotted line). Figs. {b} and {e) HW+CF{full line), 
NN+LU(dashed line) and ME+PE(dotted line). Figs. (c) and (!) ME+IF(full line) and 
PS+IF{dashed line). The full and dashed horizontal lines indicate a ±203 deviation from 
unity. 
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Figure 6.4: The hadronisation corrections CPH for the high jet mass Mligh (a,b,c) and the 
differential jet mass Mli/J {d,e,f). Figs. (a) and {d} AR+SF{full line}, AR+PE{dashed line}, 
PS+PE{dotted line} and PS+LU{dashed-dotted line). Figs. {b} and {e} HW+CF(full line}, 
NN+LU{dashed line} and ME+PE(dotted line}. Figs. (c) and (!) ME+IF{full line) and 
PS+IF(dashed line). The full and dashed horizontal lines indicate a ±20% deviation from 
unity. 
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distributions were performed. The data were corrected with the nine different hadron-parton 
corrections obtained from the adjusted Monte Carlo combination which were discussed in the 
previous chapter. The QCD fits were performed at a renormalization scale f = 0.01 the choice 
of which will be the subject of the next section. The results of the 81 fits are shown in Table 
6.2. The Monte Carlo combinations are ordered according to their x2• The mean value of 
a,(Mz) which includes the first seven Monte Carlo combinations is also shown in Table 6.2. 
The spread in a, ( Mz) for different hadron-parton corrections which includes the first i models 
is also indicated. The last two Monte Carlo combinations which use IF are not included in 
the estimation of the systematic uncertainty because the x2 estimator which represents the 
quality of the description of the data are large. The example of the EEC shows that IF fails to 
describe this particular distribution. Therefore it is remarkable that the systematic error for 
the EEC which includes IF models does not change significantly. However the AEEC seems to 
be more sensitive to IF models. The least sensitive quantities to the different hadronization 
schemes are 'Rf0 and v:o, however including IF doubles the uncertainty. Only in case of the 
Rf and v: does one get a smaller hadronization uncertainty by including IF. Also one has to 
note that IF yields on average a 5 to 10% lower a,(Mz) value than the other models. This is 
also illustrated in Figs. 6.2, 6.3 and 6.4 where the hadron-parton correction factors 8c~~h are 
shown for T, EEC, n:0 , 'Rf Mligh and M]iff' The dashed lines indicate the ±20% deviation 
from unity. Plots ( c) and ( f) of Figs. 6.2, 6.3 and 6.4 which show the correction factor for IF 
models are systematically lower than for the other models. All the other models are within a 
band of f'j 5% spread. The fit ranges are shown in table 6.1. 
The hadronization uncertainty of a,(Mz) varies between 0.001 and 0.0074 if one excludes the 
IF models because of their large x2 • The global hadronization uncertainty is taken to be the 
mean value of the variation i.e. 
bhad.a,(Mz) = 0.0035 . (6.6) 
It will turn out that the scale dependence gives a larger uncertainty. The experimental errors 
be:i:p.a,(Mz ), shown in table 6.2, are obtained from the fit with MIGRAD[71]. They are 
estimated by changing 6x2 by one unit which includes the experimental error of the data due 
to the selection uncertainty and detector corrections. They are on average smaller than the 
hadronization uncertainty bhad.a,(Mz ). 
6.1.3 The Scale Uncertainty 
The dominant systematic error in the determination of a, stems from the so-called renormal-
ization scale uncertainty. The renormalization scale is a parameter which is not determined 
by QCD. This scale enters in the renormalization group equation, Eq. 2.29, as an integra-
tion boundary. In principle, physical results should not depend on this 'technical' parameter, 
which is true, if all higher orders would have been calculated. But in practice one has only 
calculations in fixed order perturbation theory: this leads to a renormalization scale depen-
dence, which, in the case of a, determination from hadronic variables, leads to the major 
systematic uncertainty. 
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Figure 6.5: The lower figure shows as(Mz) for the variables T, M~19,. and MJ,11 as a function of the renormalization scale f. The resulting x2 is shown in the upper figure. 
If one rewrites Eq. 5.4 for a quantity R in second order QCD perturbation theory, one obtains: 
R(µ) =A(µ)· a,(µ)+ B(µ) · a,(µ)2 , (6.7) 
where A and B are coefficients determined by QCD at a particular renormalization scaleµ. 
If one changes µ and parametrizes the renormalization scale as 
µ'2 =I. µ2 , (6.8) 





= A(µ)+ B(µ) · f3o ·In/ 
(6.9) 
(6.10) 





























Figure 6.6: The lower figure shows as(Mz) for the variables A££C and A££C as a function 
of the renormalization scale f. The resulting x2 is shown in the upper figure. 
where f:J0 is the {:J-function coefficient in the RGE of Eq. 2.29. Note that this result is exact 
in second order as well as in all other orders. This means that a quantity in e.g. 5th order 
perturbation theory will have the scale dependence of the first and second order coefficients 
given by Eqs. 6.10 and 6.9. This will be discussed later in more detail. 
The measurement of the strong coupling constant is sensitive to gluon radiation which hap-
pens at a particular scale Q and which is the physical scale of the process. The scale Q is not 
uniquely defined. The examples of the different parton shower Monte Carlo generators of the 
previous section show that the definition of the scale Q vary slightly from generator to gener-
ator. However, one has to distinguish between this physical scale Q and the renormalization 
sea.le µ. Usually one identifies the physical scale Q with the renormalization scale µ since 
higher order corrections can become large for small scales. The coefficients are calculated at 
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Figure 6.7: The lower figure shows a 5 (Mz) for the variables n:0 , 'Rf 1 v:o and Vf as a 
function of the renormalization scale f. The resulting x2 is shown in the upper figure. 
µ2 = s so that the scale parameter 
(6.11) 
is defined with respect to the center of mass energy squared s. Therefore one possible choice 
of µ is the center of mass energy of the process which corresponds to f = 1. This is a large 
scale because the typical energy of a gluon jet is 20 Ge V at LEP. On the other hand, parton 
shower Monte Carlo calculations provide the best description of the hadronic events at scales 
Q which are typically of the order of the transverse momentum of the gluon relative to its 
parent particle. This corresponds to physical scales of the order of several Ge Vor a scale 
factor of f ,..., 0.005. At lower scale factors second order contributions become larger than 
the first order correction. Furthermore the second order contributions can become negative. 
Therefore at very small renormalization scales the perturbation series of QCD collapses. 





























-a- R3 EO-scheme 
-er- R3 P-scheme 
__.__ 02 EO-scheme 
~ D2 P-scheme 
10 - 1 
Figure 6.8: Overview of the scale dependence of the variables. 
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To illustrate the renormalization scale dependence, all nine hadronic variables are fitted for 
different scale factors f to the data. The results of a, { Mz) as a function of the renormalization 
scale are shown in Figs. 6.5, 6.6 and 6. 7. The upper figures of 6.5, 6.6 and 6. 7 show the x2 per 
degree of freedom of the fits including the experimental error of the data. One observes the 
largest renormalization scale dependence for the thrust variable. The variable of the difference 
of the jet masses Mjif 1 cannot be calculated for scales much smaller than f < 0.005 because 
the expansion collapses. Also the x2 per degree of freedom increases at these scales. One sees 
a similar behaviour for the asymmetry of the energy-energy correlation AEEC (Fig. 6.6), the 
three-jet rate, and the differential three-jet rate in the P recombination scheme (Fig. 6. 7). 
To obtain a central value of a, with a systematic uncertainty from the renormalization scale 
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I II T 1?f 3 
1. 0.1451 0.1218 0.1153 0.1279 0.1162 0.1170 0.1098 0.1258 0.1243 
0.0014 0.0014 0.0018 0.0008 0.0018 0.0009 0.0012 0.0011 0.0013 
0.1 0.1263 0.1127 0.1108 0.1164 0.1110 0.1084 0.1051 0.1153 0.1169 
0.0010 0.0011 0.0016 0.0006 0.0016 0.0007 0.0011 0.0009 0.0011 
0.01 0.1133 0.1073 0.1120 0.1092 0.1111 0.1023 0.1045 0.1087 0.1142 
0.0007 0.0009 0.0017 0.0005 0.0016 0.0006 0.0011 0.0007 0.0011 
0.005 0.1102 0.1066 0.1156 0.1079 0.1130 0.1013 0.1061 0.1075 0.1148 
0.0007 0.0009 0.0020 0.0005 0.0018 0.0006 0.0011 0.0007 0.0011 
Table 6.3: The a5 (Mz) values at different renormalization scales and for different variables. 
The errors in a 5 (Mz) are due to the ezperimental uncertainties. The ezperimental error also 
takes into account the error due to the fit range variation 
Average over variables 
method /=l I= 0.1 I= 0.01 I 
unweighted 0.1226 ± 0.0102 0.1137 ± 0.0061 0.1092 ± 0.0040 
weight 1 0.1233 ± 0.0103 0.1145 ± 0.0062 0.1090 ± 0.0040 
weight 2 0.1233 ± 0.0103 0.1133 ± 0.0061 0.1070 ± 0.0044 
weight 3 0.1236 ± 0.0103 0.1136 ± 0.0061 0.1074 ± 0.0044 
Table 6.4: The a 5 (Mz) values average over the different variables with different averaging 
methods. The quoted errors reflect the spread in a, of the different variables at the particular 
scale. 'Unweighted' means that all variables enter with equal weight into the average, regard-
less of their errors. The weighted average is shown in row 'weight i' with i = 1, 2, 3 mean 
(1) the ezperimental errors, (2) the fragmentation error, and (3) the quadratic sum of the 
fragmentation and ezperimental errors. The ezperimental error takes the error due to the fit 
range variation into account. 
dependence is not straight forward. Therefore different methods have been applied. The 
renormalization scales considered are / = 1, 0.1 and 0.01. The results of the fits for different 
variables and different values of / are shown in Table 6.3. In a first step the average over 
the different hadronic variables for the considered renormalization scales was performed. The 
result is shown in Table 6.4. Four different averaging methods were applied: 
1. the unweighted average of the hadronic variables (unweighted) 
2. the weighted average of the hadronic variables using the experimental errors (weight 1) 
3. the weighted average of the hadronic variables using the hadronisation error (weight 2) 
4. the weighted average of the hadronic variables using the quadrature of the experimental 
and hadronization error (weight 3) 
Note that the experimental error also includes the error from the variation of the fit range. 
The quoted errors in Table 6.4 reflect the spread of the a,(Mz) values at the particular 
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Average over f 
method unweighted weighted < 6as > 
unweighted 0.1151 ± 0.0068 0.1133 ± 0.0072 ±0.0051 
weight 1 0.1156 ± 0.0072 0.1135 ± 0.0077 ±0.0051 
weight 2 0.1146 ± 0.0082 0.1130 ± 0.0084 ±0.0052 
weight 3 0.1149 ± 0.0082 0.1131 ± 0.0085 ±0.0052 
Table 6.5: The as(Mz) values average over the renormalization scale with different averaging 
methods. The different methods indicated in the row 'method' are the same as in Tab. 6.,f. 
The average over the renormalization scale was performed as a weighted and an unweighted 
average. For comparison, the average error < Oas >, which is the average error of each 
column in Tab. 6.4, is also shown. 
EE:C .AEEC 
I 0.002 0.002 1 0.014 1 0.0023 0.033 0.23 0.04 
a,(Mz) 0.1067 0.1070 0.1153 0.1099 0.1161 0.1007 0.1041 0.1187 0.1243 
oa,(Mz) 0.0006 0.0009 0.0018 0.0026 0.0018 0.0007 0.0013 0.0083 0.0013 
xa 0.42 1.4 0.63 0.18 0.86 0.27 0.34 0.25 1.1 
Table 6.6: The best fit of as for different variables by allowing the renormalization scale to 
vary between 0.002 ;:::: f ;:::: 1. The x2 estimator of the fit is also shown. 
renormalization scale. One observes that the errors and the values of a,(Mz) are larger at 
f = 1 than at smaller renormalization scales. Finally, the a,(Mz) values of the four methods at 
the different renormalization scales were averaged using the weighted and unweighted averages. 
The result are shown in Table 6.5. For comparison the average errors of each colunm of table 
6.4 is also shown. The different methods of averaging are within oa,(Mz)"' ±0.0013 of each 
other. The result of the averaging. and the error due to the scale uncertainty is therefore 
a,(Mz) = 0.1143 ± 0.0080 . (6.12) 
As an additional check one can estimate the best fit of a,(Mz) leaving the renormalization 
scale free within the range 0.002 ;:::: f ;:::: 1. The results of the unweighted and weighted 
averages are a,(Mz) = 0.1114 ± 0.0077 and a,(Mz) = 0.1071±0.0089, respectively. This 
result is well within the error due to the scale uncertainty quoted in Eq. 6.12. Therefore the 
final result of the determination of the strong coupling constant in second order perturbation 
theory is 
a,(Mz) = 0.1143 ± 0.0012 ± 0.0035 ± 0.0080 , (6.13) 
where the first error is the experimental error including the error due to fit range variation, 
the second error is the hadronisation error, and the last error is due to the scale uncertainty. If 
one adds the errors in quadrature, one obtains a,(Mz) = 0.1143 ± 0.0088. The corresponding 
QCD scale is then 
A~= 0.183+0·115 GeV MS -0.080 ' (6.14) 
for five flavours in the MS scheme. The asymmetric error in AMs stems from the logarithmic 
dependence of a, on the QCD scale. 
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Figure 6.9: The scale dependence for a,(Mz) from the Rz = 20.85 ± 0.07. The full curve 
and the dotted lines show the mean value and the experimental error band for mtop = 150 Ge V 
and mmgg• = 200 GeV. The dashed band shows the variation for 90 < mtop < 200 GeV and 
50 < mHigg• < 1000 GeV for the mean value of Rz. 
6.2 Determination of as from R(Mz) and Higher Order Cor-
rections 
The partial width of the zo into fermion-antifermion pairs is given in the standard model by 
G F • M: ( 2 2 ) J ( I ) r, = 67rv'2 Uv + gA NC 1 + Oqcv ' (6.15) 
where G F is Fermi's constant, gv and UA are the vector and axial couplings, the colour factor 
N! is unity for leptons and three for quarks, and obav is the QCD correction to the partial 
width. The hadronic width is defined as the sum of the partial widths of the quarks. For the 
determination of the strong coupling constant the QCD correction is of particular interest. 
It is of the order of four percent. The QCD correction has been calculated in third order 
perturbation theory by two groups[78] and an averaged < obav > appropriate for the flavour 
composition at ..fi = Mz can be written as(79] 
a, a, a, ( )2 ( )3 Oqcv = 1.05-;- + 0.9 -;- - 13 -;- . (6.16) 
The first order coefficient deviates from unity due to the b quark mass effects. Note that 
this is a 5% effect for the QCD correction. The second order coefficient is reduced from the 
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Figure 6.10: Dependence of a,(Mz) on the renormalization scale fin 2nd,f3ri!/la;,d 5th 
order. The coefficients are according to G. West{8,f]. The ratio of the hadronic and leptonic 
width is (~"q4) = 20.85. 
tep meal. 
commonly known 1.41[80] to 0.9 because of top quark mass effects. A variation of the top 
quark mass yields an uncertainty of about ±0.1[79]. The top quark mass corrections are of the 
order of 2%. However the effect of its variation is small compared to the experimental errors 
as shown in Fig 6.9. The third order coefficient is calculated for massless quarks. Higher 
order corrections are uncertain to about 1 % for a fourth order coefficient, provided it does 
not exceed a magnitude of 100. 
The QCD correction can be measured from the ratio of the hadronic and leptonic partial 
width 
1 + £ _ ( r had ) / ( r had) UQCD - -- --fzep mea1. f 1ep theo. 
(6.17) 
where (rr .. ') is the measured ratio and (~11 ..i) is the theoretical expectation of the 
lep mea1. l•p theo. 
electroweak standard model which is a function of meop and mmgg•· Varying mtop between 90 
and 200GeV and mHigg• between 50 and 1000 GeV yields[81] 
(rhad) Reheo. = r = 19.97 ± 0.03 . 
lep theo. 
(6.18) 
To obtain a reasonable sensitivity to a.(Mz) with uncertainties which are comparable to other 
measurements of the strong coupling constant one has to measure ( ~11 44 ) precisely. In first 
lep m4a1. 
order, the uncertainty of the strong coupling constant 5a, is connected with the uncertainty 
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in the ratio of the hadronic and leptonic width 5R by 
ba, ~ 5R(Mz) . 7r 
Rtheo. 
(6.19) 
In other words, to obtain Lla,(Mz) = 0.005 one needs a relative precision LlR/ R = 0.0016. 
At present statistical errors from single experiment are much larger. Therefore the average of 
the four LEP experiments is used. A recent comprehensive analysis[82] gives 
R(Mz) = (~had) = 20.85 ± 0.07 , 
lep mea1. 
(6.20) 
from which one obtains the QCD correction to be 
bqcD = ( 4.41 ± 0.35 ± 0.16)% , (6.21) 
where the first error is the statistical error and the second error stems form the top and Higgs 
mass variation. Note that the statistical error still dominates. Figure 6.9 shows a,(Mz) 
from Rz as a function of the renormalization scale. The observed scale dependence is small. 
Varying the scale between f = 0.5 and 5 increases a1 (Mz) by 0.002. Note that the so-called 
PMS scale[57] lies close the renormalization scale off = 3. Therefore one obtains from this 
measurement 
a,(Mz) = 0.130 ± 0.010 ± 0.005 ± 0.001 , (6.22) 
where the first error is the statistical error, the second error is due to the variation of the top 
and Higgs masses and last error is due to the scale dependence. 
The first calculation of the third order coefficient[83] gave C3 = +64.9. This calculation was 
later corrected to C3 = -13(78]. This also shows how complicated the calculations in higher 
orders are. Before the revised QCD calculation was done G.B. West did a simpler calculation 
of the third order coefficient(84]. He calculated the n-th order coefficient to be 
C - - el+b' ( . . {3 )n-1 r(n + b') 
n- 7r 7r e o (n+b')2' (6.23) 
with b' = /3i//33 where /3i are the beta function coefficients of the renormalization group 
equation, Eq. 2.29. The Eq. 6.23 yields for the third, fourth and fifth order the coefficients 
-13.4, -159 and -2610. The third order coefficient is in astonishingly good agreement with 
the exact calculation which gives -13.0. Estimating an error for this approximate calculation 
is not obvious. G. West suggested something like a 203 error. Note that Eq. 6.23 yields an 
effective expansion parameter of e · {30 ·a, which is about 0.2 for a, "' 0.12. This effective 
expansion parameter is much larger than a,/tr"' 0.04. Following the ideas of West, one has 
to note that the higher order coefficients n grow like the factorial n!. Two main assumptions 
enter in this calculation. First, that QCD is renormalizable. Second, that the series is so-
called Borel summable. The last assumption is not true(85], but it seems to be a reasonable 
approximation to the perturbation expansion. However, one has to note that it is not clear 
that the QCD series expansion converges at all(85], and some arguments indicate that the 
series diverges[86, 84]. Therefore a growth of the coefficients proportional to the factorial of 
the order cannot be excluded. 
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Assuming that the higher order coefficients are meaningful can be used as a first guess and 
one can study the renormalization scale /J. dependence in higher orders. Therefore one has to 
expand Eq. 6.10 to higher orders. Writing the variable R in the form 
N 
R = LC,a~ (6.24) 
i=l 
one obtains with Eq. 2.29. The requirement dR = 0 for the I-th coefficient Ci, yields the 
renormalized coefficient[87] 
l-1 
c: = I: b; .1n• t , (6.25) 
i:O 
where the coefficient bi can be calculated for i f: 0 by the recursive relation 
1-1 • 




The coefficient bi for i = 0 is 
b? = c, . ( 6.27) 
The function coefficients [:J, are known up to the third order[88]. Therefore one has to guess 
the fourth order coefficient which is necessary to renormalize the fifth order coefficient. This 
was done according to[84] 
2 r(z+1+b')/r(Z+b') 
C1+i/C1 ~ 7r • e. f:Jo. (l + 1 + b')2 (l + b')2 (6.28) 
The results for the determination of a, from the ratio of the hadronic and leptonic widths, 
R(Mz ), for the second up to the fifth order are shown in Fig. 6.10. It is interesting to remark 
that the scale dependence from the second to the third order is significantly reduced. However 
this trend does not hold for the higher order corrections a la West. It seems that the scale 
dependence stays almost the same or decreases very slowly because the higher order correction 
do not decrease very fast. 
6.3 Determination of as from Rr 
The strong coupling constant can also be extracted from the measurement of the ratio of the 
hadronic to leptonic branching fraction Rr of the r lepton 
B(r -t hadrons+ Vr) 
Rr = . B(r -t evevr) (6.29) 
This method has been developed and by Braaten, Narison and Pich[89]. It is based on a third 
order QCD calculation similar to those of the hadronic vacuum polarization for R(Mz ). 
The leptonic branching fraction of the r lepton has been measured by the DELPHI collabo-
ration[90] to be: 
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Figure 6.11: (a) a,(MT) as a function of RT • The full line shows the third order calculation 
while the dashed line represents the second order. Figure (b): The same as (a) but the strong 
coupling constant has been extrapolated to the scaleµ = Mz. The full line shows the extrap-
olation calculated and extrapolated in third order. The dashed line shows the extrapolations 
calculated and extrapolated in second order. The dotted line shows the third order calculation 
but extrapolated with the equations of Ref. {11}. The arrow indicates the measurement of RT 
by the DELPHI collaboration{90}. 
and 
Bµ = B(r ~ µvµvT) = (17.73 ± 0.42 ± 0.45)% , (6.31) 
where the first error is statistical and the second is systematic. The two measurements are 
uncorrelated apart from the common fraction of background in the T selection. Assuming 
lepton universality and taking mass corrections for the muon into account one determines RT 
to be: 
R - 1 - Be - Bµ - 1 - Be. (1 + 0.9728) - 9 ± 0 15 T- - -3.5 • ' (6.32) B. B. 
where Be = 17.97 ± 0.48% is the averaged branching faction of the electron and muon channel 
taking the common systematic error into account. 
The prediction of the standard model[89] can be written as: 
(6.33) 
where Vud and Vu, are the Kobayashi-Maskawa matrix elements. 8pe1't and 8non-pef't are the 
perturbative and non~perturbative QCD corrections and 5Ew is the electroweak correction. 
8Ew is of the order of 2%, and Cnon-pef't is almost -1%, while Cp•..t varies between 10% 

































0 L..J.-.L-L. ......... L.c:ILl::L-1.-'-l-.l.....L...!-L-.J....6...i.....L....L...1 
0.06 0.08 0.1 0. 12 0. 14 
a.(Mz) 
Figure 6.12: (a) a.5(MT) distribution obtained by varying all possible uncertainties according 
to their errors. Figure {b} shows the same as in (a) but with a. extrapolated to the scale 
µ = Mz. The lines through the histograms show the result of a fit to a gaussian distribution, 
but with two different widths, depending on whether one is below or above the mean value. 
The x2 per degree of freedom are written in the upper right corner of each plot. The meaning 
of the fit parameters is: Pl is the normalization factor, P2 is the mean value, and P3 and 
P 4 are the widths below and above the mean value. 
and 40% depending on a,. It is remarkable that the perturbative QCD correction is at 
least 5 times larger than the non-perturbative corrections, and this at a scale below 2 Ge V 
where perturbative QCD is just one order of magnitude above the confinement scale A. 
The confinement scale A is typically of the order of the pion mass. At a scale of Q = 
1.5 GeV the strong coupling constant is of the order of a.,(1.5 GeV) ,..., 0.3. This is a large 
expansion parameter compared to a.QBD• However, the calculation in third order QCD should 
be accurate enough to compensate for the large expansion parameter of perturbation theory. 
The perturbative correction in third order can be written as[89] 
a, a, a, ( )2 ( )3 5, • .,, = -;:- + 5.202 -;:- + 26.37 -;:- ' (6.34) 
for three active 0.avours. The coefficients are calculable in QCD, and they are in princi-
ple a convolution of the coefficient from the QCD corrections to Rz and the beta-function 
coefficients of Eq. 2.29. The non-perturbative corrections are[89]: 
bnon-peTC = -0.0097 ± 0.0040 • (6.35) 
126 6. Determination of the Strong Coupling Constant o:, 
The electroweak correction can be estimated by 
5 = o:(Mr) · (5/6 + 4ln Mz) 
EW 2'1r Mr ' (6.36) 
with a(Mr )-1 = 133.29 in the MS renormalization scheme. The strong coupling constant 
a,(Mr) as a function of Rr is shown in Fig. 6.11. The differences between second and third 
order are also shown. If one extrapolate o:, (Mr) to a scale of µ = M z one has to pass the 
flavour thresholds of the c and b quarks. The extrapolation using the equations of Ref. [11] are 
not accurate enough because they are only in second order2 • Fig. 6.11 (a) shows the difference 
between Marciano's extrapolation( dotted line)[ll], the full second order extrapolation( dashed 
line) and the full third order extrapolation( full line). The extrapolation in full third order was 
done including flavour thresholds. A fit of A(N1) was performed at each threshold, Mthruhold, 
under the physical condition that 
(6.37) 
where N1 is the number of flavours. Only the QCD scale A is allowed to change with the 
number of flavours 
(6.38) 
The result of this procedure is shown in Fig. 6.11. In order to extract the strong coupling 
constant at the scale of Mz from Rr one can read the result including the errors directly from 
the figure. However one observes three things which suggest the need for a more sophisticated 
method to extract o:,[91]. First, the renormalization of o:, from Mr to Mz shrinks the error on 
a,(Mz). In our case the relative error decreases by a factor 2.5. Second, the error on o:,(Mz) 
depends on the mean value of Rr. The smaller Rn the larger the error on a,(Mz), so that 
a precise measurement on Rr does not necessarily lead to a small uncertainty in the strong 
coupling at Mz. A large value of Rr with the same relative errors leads to smaller errors in 
a,(Mz). third, one cannot get values of a,(Mz) larger than 0.14. This artifact stems from 
the extrapolation property of o:, from Mr to Mz. Note that this statement is independent 
of the process and depends only on the size of the beta-function coefficient which one uses to 
extrapolate a,. This fact implicitly assumes that o:, (Mr) is smaller than unity. 
In order to estimate the full correlated error of a,(Mr) and a,(Mz) a so-called Monte Carlo 
method was applied. The considered sources of uncertainty and their error shapes are: 
1. Rr = 3.59 ± 0.15 (gaussian error) 
2. Dnon-pe .. t = -0.0097 ± 0.0040 (gaussian error) 
3. 1/ a(Mr) = 133.3 ± 0.2 (gaussian error) 
4. Flavour thresholds Mthwhold = 1 · · · 2 · M11a.vour (flat error) 
5. Renormalization scaleµ= Mr± 0.5GeV (flat error) 
2 Even the second order expressions are not complete. This was done to obtain analytical expressions. 
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A set of variables was generated randomly according to their error interval and the error shape. 
The renormalization scale uncertainty was assumed to vary betweenµ= M.,. ± 0.5GeV. Also 
the flavour threshold was generated randomly according to a flat probability distribution. All 
other uncertainties were generated randomly according to a gaussian error shape. To each 
set of input parameters the full analysis was applied. In total 20 000 different sets of input 
combinations were generated randomly The resulting a,(M.,.) and a,(Mz) are shown in Fig. 
6.12. One observes that the distributions have long tails to small values of a,. Therefore a fit 
to the distributions is performed according to 
J(a)=Pl· -(a,-~2) 2 {~=3 ifa,<.P2 
' exp 2 . Pi i = 4 otherwise (6.39) 
were Pl is a normalization factor, P2 is the mean value of the distribution(most probable 
value) and P3 and P4 are the two widths of the distribution. The nomenclature is the same 




One might worry about higher order corrections to 5pe'tt since for a,(M.,.) = 0.34 the third 
(second) order correction relative to the first is 31% (56% ). If one assumes a fourth order 
coefficient C4 for the QCD correction 5pe'tt in the range of -100 ~ C4 ~ 100 and adds this 





The mean values stay the same but the errors increase. Note that the lower error for a,(Mz) 
does not increases and therefore one can conclude that higher order corrections have a mod-
erate influence on the errors. 
6.4 Other Methods to Determine the Strong Coupling Con-
stant 
In the previous sections three different methods were presented to determine the strong cou-
pling constant. They are typical methods to determine a, ( Mz) at an electron-positron col-
lider. To test the universality of the strong coupling constant one can compare these results 
to the values of the strong coupling constant obtained in other processes. Other processes 
have different systematic errors, and therefore provide a consistency check for QCD. In the 
following the other determinations are only briefly mentioned. For more details the reader is 
referred to the quoted references. 
A comprehensive analysis of the deep inelastic lepton-nucleon scattering(92] gives 
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Figure 6.13: Overview of the a 5 (Mz) values in different reactions. The a 5 (Mz) deter-
minations from the event shape analysis ('ev. shapes DELPHI~, the hadronic and leptonic 
branching ratio of the r lepton ('R,. DELPHI~ and of the Z 0 boson ('R world') are discussed 
in detail in this chapter. The result of the lattice gauge calculation was not taken into account 
in the final world average of the strong coupling constant which is as(Mz) = 0.117 ± 0.005. 
From the theoretical point of view this methods is one of the best understood determinations 
of the strong coupling constant[93]. The value of a, determined from quarkonium decays was 
recently summarized by M. Kobel[94). His analysis yields 
(6.45) 
A recent lattice gauge calculation determines a, from the lP - lS quarkonium mass splitting[95] 
and yields 
a,(Mz)=0.105±0.004. (6.46) 
The systematic errors in such lattice gauge calculations are often hard to determine(95], but 
they seem to be under control in this case. Note that the errors are the smallest. The 
determination of the strong coupling constant from the r branching ratio using the world 
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Figure 6.14: The strong coupling constant as(µ) as a function of the energy of scaleµ of the 
particular process. The band represents the world average value of as(Mz) = 0.117 ± 0.005. 
The notation is the same as in Fig. 6.13. 
average of Rr = 3.53 ± 0.03 has recently been performed by A. Pich(96), who obtains: 
(6.47) 
At the SPS proton-antiproton collider the UA2 collaboration measured a, in the W-boson 
plus jet production pp -t W + jets[97]. This measurement yields 
a,(Mz) = 0.121±0.024 . (6.48) 
A similar analysis has been performed by the UAl collaboration[98]. The main uncertainties 
stem from the absolute normalization. A recent measurement from pp -t bbX reaction from 
the UAl collaboration[99] leads to: 
(6.49) 
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Measurement of the hadronic and leptonic branching ratio R at energies around 35 Ge V have 
been combined and analyzed by several groups[lOOJ a..'ld yields 
a,(Mz) = 0.139 ± 0.020 . {6.50) 
The analysis of the hadronic event shape variables at PETRA(68] results in the value: 
a,(Mz) = 0.117± 0.009 . {6.51) 
The hadronic event shape analysis at zo energies has been recently summarized by T. Hebbe-
ker[lOl ]: 
a,(Mz) = 0.116 ± 0.008 . {6.52) 
From the calculation in next-to-leading-logarithm approximation S. Bethke and S. Catani[102] 
summarized the results as: 
a,(Mz) = 0.124 ± 0.006 . (6.53) 
A recent evaluation of the scaling violation in e+ e- annihilation at different center of mass 
energies[l03] yields: 
a,(Mz) = 0.119± 0.006 . {6.54) 
The results of the different a,(Mz) determinations are summarized in Fig. 6.13. The combi-
nation of all data yields a weighted average of 
a,(Mz) = 0.117 ± 0.005 , {6.55) 
with x2 = 0.50 per degree of freedom. The naive error turns out to be ,...., 0.002. Since the 
quoted error is dominated by systematic uncertainties the smallest error of a single measure-
ment was taken. The world average of Eq. 6.55 corresponds to a QCD scale of 
( 6.56) 
for five flavours in the MS scheme. The lattice gauge calculation was not included in this 
average. If one takes this calculation into account the result changes by ~a,(Mz) = -0.003. 
However the x2 per degree of freedom increases to x2 = 1.0. Since this method is very recent, 
and the theoretical uncertainties are hard to estimate, this result was not averaged with the 
others. Fig. 6.14 shows the strong coupling constant a,(µ) as a function of the energy scale 
µ of the corresponding process. If one compares, for example, the same processes at different 
energies, one observes a clear indication that a, is 'running'. Note that the strong coupling 
constant is the only coupling of the three couplings of the standard model where a plot like 
Fig. 6.14 proves experimentally that the coupling 'runs'. 
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Chapter 7 
Tests of Grand Unified Theories 
In chapter 2 some unsatisfactory points of the standard model were mentioned and possible 
solutions to some problems were offered by so-called grand unified theories ( GUT's ). The most 
spectacular predictions is that the couplings of the electroweak and strong interaction become 
equal at high energies. This can be tested by extrapolating precisely measured coupling 
constants at present energies around 100 GeV to the GUT scale which is expected to be above 
1015 GeV. After the definition of the coupling constants and their ,B-function coefficients, 
unification tests are presented of the standard model with some extensions and the minimal 
supersymmetric standard model. Finally, some systematic uncertainties are discussed, and 
possible implications for cosmology are briefly considered. 
7 .1 The Coupling Constants 
In Chapter 2 the coupling constants of the electroweak sector were defined. Their relations 
to the gauge boson masses, at the so-called Born level, were presented in Eqs. 2.22 and 2.23 . 
In the standard model which is based on the group structure SU{3) xSU(2) x U(l) the three 
coupling constants are defined as 
a 1 5/3g'2/(47r) = 5·aM 5 /(3·cos2 0M5 ), 
a 2 = g 2 /(47r) = aMs /sin2 (}MS' 




where g, is the SU(3) coupling constant, aMS is the QED coupling constant and (}Ms is the 
weak mixing angle in the MS renormalization scheme. The couplings g and g' were defined in 
section 2.1.2 . The factor 5/3 in a 1 is a normalization factor. The definition of the coupling 
constants requires the specification of a renormalization scheme. The so-called MS scheme(15] 
was used which was already applied in the determination of the strong coupling constant. In 
order to reach the highest sensitivity to test GUT's the world average values are used to define 
the couplings 
aMS(Mzt1 = 127.9± 0.2 ' (7.4) 
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sin2 OMS = 0.2328 ± 0.0007 , 
cif s = 0.117 ± 0.005 
(7.5) 
(7.6) 
The world average value for aM5 (Mz) was taken from Ref. [17]. The uncertainty in aM5 (Mz) 
stems from low energy e+e- cross sections in the resonance region. The value for sin2 OMS 
is taken from Ref. [104]. However the definition of the so-called effective weak mixing angle 
sin2 O,fl coincides numerically with the MS definition[105] for Mtop,...., 140GeV and MHiggs ,...., 
300GeV. This result is in agreement with an earlier result of Langacker and Luo[106] of 
sin2 OMs = 0.2333 ± 0.0008. The world average of the strong coupling constant a,(Mz) was 









0.016985 ± 0.000031 
0.03359 ± 0.00011 




The so-called DR renormalization scheme[16] has the advantage over the MS scheme that 
all mass threshold effects can be treated in a simple step approximation. Therefore, if one 
wants to test the unification property of the three coupling constants one can identify the 
unification scale MouT with the masses of the heavy gauge bosons described in section 2.4 . 
The conversion from the MS to the DR renormalization scheme is defined by 
1 1 G;. 
--.:= = -= - - ' (7.10) 
af>R a~s 1211" 
• • 
where C, is the quadratic Casimir coefficient of the group with 
C· _ { N for SU(N) 
• - 0 for U(N) (7.11) 
The conversion affects the actual values of the couplings very little. Note that the value of a 1 
stays the same. In the following, the DR renormalization scheme is used. From now on no 
index about the renormalization scheme specification will be used. 
7.2 The Renormalization Group Equation for GUT's 
The renormalization group equation (RGE) of the non-GUT standard model was already 
introduced in Eq. 2.29. This differential equation described the 'running' of the coupling 
constants which means that the solution of Eq. 2.29 for a given /3 function coefficient and a 
certain value of the coupling at a particular scale µ gives the value of the coupling at any other 
scale. In case of the non-GUT standard model the RGE's for the three coupling constants are 
decoupled1 • One obtains this result also for GUT's in first order. The details of the specific 
models are contained in the fj coefficients. In first order they can be written for the group 
SU(3) x SU(2) x U(l) as 





+ 3 TFermion + 6 Tscalar 
_______... ----
(7.12) 
l, q Higg1 
1Note, that in case of the non-GUT standard model the factor 5/3 in the definition of ai in Eq. 1.1 becomes 
unity. 
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where Ci is the quadratic Casimir coefficient defined in Eq. 7.11 and the fust term is generated 
by the gauge bosons. The quantity TFermion is defined by the number ofleptons (1) and quarks 







for each multiplet in U(l) 
for each lepton doublet in SU(2) 
for each quark doublet in SU(2) 
for each flavour in SU(3) 
otherwise 
(7.13) 
where Yi is the Hypercharge of particle i in the multiplet containing N particles. The quantity 
Tscalar corresponds to the number of scalar particles. For the group SU(3) x SU(2) X U(l) 
with one Higgs doublet the coefficients are 
{ 
6/10 for U(l) 
Tscaler = 1 for SU(2) . 
O for SU(3) 
(7.14) 
The ,6-function coefficients for the GUT standard model which will be abbreviated in the 
following by GSM are[107, 108] 
( 
b1 ) ( 0 ) ( 4/3 ) ( 1/10 ) bi = b2 = -22/3 + NFam 4/3 + NHigg1 1/6 
b3 -11 4/3 0 
(7.15) 
The ,8-function coefficients have been calculated in the supersymmetric extension of the stan-
dard model (SUSY)(4] to be(108] 
(7.16) 
where N Fam is the number of families of matter supermultiplets and N Higgs is the number of 
Higgs doublets. In the case of the minimal supersymmetric model(MSSM) N Higgs = 2 while 
in the GSM N Higgs = 1. Note that a single Higgs doublet is insufficient to generate the masses 
spectrum of the heavy gauge particles in the supersymmetric case. In second order, the RGE 
for GUT theories becomes more general than Eq. 2.29 which is corrected for the non-GUT 
standard model and which can be written as 
(7.17) 
Note that the RGE is now a coupled equation. The {3 functions for the GSM of SU(3) x 
SU(2) x U(l) in second order[108) are: 
-
1!~ ~ ) + N Fam ( :i J 
0 -102 .!! ~ 30 2 
44 ) ( 9 15 50 




134 7. Tests of Grand Unified Theories 
For the SUSY model they are[108] 
( 0 0 
: ) +NF•m ( 
38 
. . ) ( . 9 n-15 i ii 50 10 bi;= 0 -24 1 14 8 + N Higg1 130 1. (7.19) 5 2 0 0 -54 11 3 68 0 0 15 3 
The additional contributions tJi.bi for the split multiplets[37] to the GSM /3 functions for one 
scalar particle are: 
A B c D E (t) (n ( ..!... ) ( ...!. ) (!) 30 15 (7.20) 1 0 2 ! ! 3 6 
The various types of splitmultiplets a to E were defined in section 2.6. The contribution of 
a fermion to the GSM /3 functions are four times the contribution of a scalar to first order. 
This relations does not hold in second order where the scalar and fermion have individual 
tJi.bi; matrices 
Fermion Scalar ( ..!!.. ..!!.. n ( 9 ..!!.. n 50 10 50 10 A 3 49 ..!. 13 10 6 10 6 0 0 0 0 
( 4 0 '" ) ( ..!. 0 18 ) 75 15 75 5 B 0 0 0 0 0 0 2 0 38 2 0 11 15 3 15 3 
( 1 3 ~) ( 1 3 ~) 150 10 150 10 (7.21) c ..!... 49 ..!... 13 10 2 10 2 
..!... 3 76 1 3 22 15 3 15 3 
(~ 0 64 ) ("' 0 M) 75 15 75 15 D 0 0 0 0 0 0 
..!. 0 38 8 0 !! 15 3 15 3 
( 36 0 n ( ~ 0 n 25 25 E 0 0 0 0 0 0 0 0 
In the following, the coupled system of first order differential renormalization equations 
7.17 are solved exactly by numerical integration with the so-called Runge-Kutta-Merson 
method[109}. To avoid rounding errors due to the large integration range which spans 14 
orders of magnitude from 102 to 1016, the equations were solved logarithmically. The inte-
gration step size and the integration precision were optimized to obtain the exact and stable 
results to within ,...., 0.5%. The integration was performed in double precision. 
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Figure 7.1: Evolution of the coupling constants of the minimal standard model with three 
families and one Higgs doublet. 
7.3 Consistency Check of Grand Unified Theories 
In order to test grand unified theories one has to consider the typical mass scale of the heavy 
gauge bosons which will be called in the following MaUT· A grand unified theory has a 
'broken' symmetry and therefore we observe for scales µ < MauT the known splitting into 
the SU(3) X SU(2) X U(l) structure. However for scalesµ> MauT the symmetry is conserved 
and nature can be described by only a single coupling constant aauT· Therefore, at the scale of 
MauT the three coupling cons.tauts meet in a single point. Since it is necessary to extrapolate 
the coupling constants over typically 14 orders of magnitude, the RGE and the ,8-fwiction 
coefficients become important. Both define the high energy behaviour of the particular GUT. 
7.3.1 The Minimal Standard Model 
The simplest grand unified theory is the minimal Standard Model (SM). It has three families 
and one Higgs doublet which was already described in detail in chapter 2. The extrapolation 
of the couplings starts at µ = Mz. The top quark mass is assumed for simplicity to be 
Mtop = Mz. The effect of introducing an intermediate threshold at Mtop,...., 140 GeV which 
is favored by electroweak data does not significantly affect the following results. Therefore 
three full generations are assumed starting fromµ= Mz. 
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Figure 7 .2: Evolution of the coupling constants in the minimal supersymmetric standard 
model with three families and two Higgs doublets. The intermediate breaking scale is at 
Msu sY = 1.2 · 103 .o±o.s Ge V. The dashed line shows an example of an evolution after 
the unification scale. 
The result of the extrapolation in second order is shown in Fig. 7.1. The error estimator is 
defined as 
X2 = t (ai(µ) - aGUT) 2 ' 
i=l ~ai(µ) (7.22) 
where aGuT is the weighted average of the three couplings at the scale µ. The unification 
scale MauT is defined as the scale µ with the smallest x2 • In case of the minimal standard 
model one obtains x2 = 144 for one degree of freedom. The unification scale obtained is 
1.4 · 1013.o±o.5 GeV. Since the strong coupling constant is the least precise input parameter 
one can fit a, and the unification scale MauT simultaneously. Note that in this case no 
degree of freedom is left and one obtains therefore x2 = 0. The unification scale obtained is 
MauT = 8.4 · 1012·0±0•6 GeV and a,(Mz) = 0.072 ± 0.005. However, this value of the strong 
coupling constant is excluded by nine standard deviations if one compares it to the world 
average value discussed in the previous chapter. This result is in agreement with the results 
of [5, 3]. 






































































Figure 7.3: The x2 distributions for MsusY and MauT for the MSSM in second order. 
7.3.2 The Minimal Supersymmetric Standard Model 
The test of the minimal supersymmetric standard model (MSSM) can be performed in the 
same way as for the SM. However one should introduce an intermediate breaking scale called 
Msusy which takes into account that the supersymmetric particles occur at a certain scale 
MsusY. This so-called SUSY scale is an effective mass scale of the SUSY particles. As it was 
emphasized in Ref. [112], such a scale is inadequate to parametrize the SUSY mass spectrum 
which needs at least five parameters to determine the sparticle mass spectrum( see section 
2.5). However, the fit with MsusY and MauT as free parameter has no degree of freedom left. 
Therefore, it is not possible to go beyond this rough approximation of the sparticle spectrum. 
For scales µ < MsusY the SM /3 function coefficients of Eqs. 7.15 and 7.18 are used while 
above MsusY the MSSM coefficients of Eqs. 7.16 and 7.19 are applied. This approximates 
the unknown mass spectrum of the SUSY particles by a single threshold. The result of the 
fit with MauT and MsusY as free parameters for three families and two Higgs doublets are 
shown in Fig. 7.2 and yield 
MsusY = 1.4·103•00±0.78 GeV 
MauT = 9.1 · 1015·00±0·24 Ge V (7.23) 
This is in agreement with the results of Ref. [5, 3]. The corresponding x2 distributions are 
shown in Fig. 7.3. The unified coupling obtained2 is a-1(MauT) = 25.70. A similar analysis 
was also done by other authors[6, 110]. 
2The errors are discussed below 
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Figure 7.4: Results of the Monte Carlo method for the SUSY scale Msusy (upper left), 
the GUT scale MauT (upper right} and the unified coupling constant at the unification scale 
aauT(MauT) (middle left). The correlations between the corresponding variables are also 
shown. 
7.3.2.1 Determination of the Systematic Uncertainty 
The errors in Eq. 7 .23 are statistical errors only. The results of Eq. 7 .23 assume that 
all strongly interacting sparticles have the mass M,trong and the non-strongly interacting 
sparticles have the mass Mnon-.trong and the ratio between these two sparticle types was set 
to two. In order to estimate a kind of systematic uncertainty the ratio was varied between unity 
and four which was proposed as a reasonable range[lll]. This variation causes a systematic 
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Figure 7.5: The scales Msusy{up} and MouT{down) as a function of the strong coupling 
constant a 5 (Mz ). The full, dashed and dotted lines correspond to sin2 OMS = 0.2328 ± 0.0007 
uncertainty of: 
d1ight thw. lg(MsusY) = ±0.41 




with MGuT and MsusY in Ge V. The heavy thresholds, created for example by heavy Higgs 
or gauge bosons, are assumed to be degenerate and have the mass of MGUT· One can deduce 
from the proton life time limits that their masses have to be close to MGuT[112]. However, if 
one allows these heavy bosons to be far below .. MGuT the systematic uncertainties in MsusY 
increase and one cannot determine the SUSY scale even with perfect knowledge of the coupling 
constants[113]. 
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I b~ I b~ I b: II lgMsusY j lgMauT I a- 1(MauT) I 
+ + + 3.01 16.01 25.41 
+ - + 2.72 16.06 24.99 
+ - - 3.21 15.90 25.87 
- - - 3.27 15.91 25.96 
- + + 3.07 16.01 25.51 
+ + - 3.47 15.86 26.23 
TV.33 ±0.10 TV.:)3 
-0.42 -0.71 
Table 7.1: Estimation of higher order uncertainties in the quantities Msusy 1 MauT and 
a-1 (MauT ). The third order coefficient bf = ±1000 of the corresponding coupling ai is shown 
for all possible combinations of the sign of bf. The quoted errors are with respect to the mean 
values of Eqs. 1.23. 
In order to determine the experimental errors for a(MauT) a Monte Carlo method was applied 
which takes into account the correlations of the variables used in the fit. Note that in the fitting 
procedure there is no degree of freedom. Therefore, the input parameters a,(Mz), sin2 ()Ms 
and a were varied according to a gaussian distribution with the width of the error of the 
corresponding variable. To each set of variables a fit of Msusy and MauT was performed and 
a( MauT) was determined. In total 5 000 fits were performed and the results are shown in Fig. 
7.4. The correlations between Msusy, MauT and a(MauT) are also shown. The correlation 
coefficient is 96% which is obtained from the fit routine MINUIT[71]. To each histogram of 
the three quantities a gaussian fit was performed in order to obtain the uncertainties of the 
individual quantities. The errors calculated in this way take into account the correlations of 
the variables in the fit to all orders. The errors of this method yield 
Aezplg(MsusY) = ±0.69 
Aezp lg( MauT) = ±0.23 
Aezpo:(MauT )-1 ±1.25 
(7.25) 
with MauT and Msusy in GeV. Note that the errors obtained with this method are slightly 
smaller than in Eq. 7.23. However, the mean values of the corresponding variables obtained 
by this method are the same as in Eq. 7.23. 
The estimation of the uncertainty due to higher orders was done similarly to the method used 
in chapter 6.4. A third order coefficient bf was assumed in the RGE 7.17 so one obtains 
(7.26) 
Instead of using a tensor for the coefficient bf, as was done for the second order coefficient bi;, 
and which induces the coupled differential equation, a single value for the coefficients bf was 
chosen. In order to compensate for the uncoupled coefficient the range of variation for the 
third order coefficient was increased by a factor of ten compared to the range in the example 
of RT in chapter 6.4. The factor in front of the third order coefficient was taken to be 
M 32~3 ,...., ±1 ' (7.27) 
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which corresponds to a variation of the coefficient b~ in the range of -1000 ~ b~ ~ 1000. All 
possible combinations of the signs of the individual coefficient for the coupling correlations 
between the equations were taken into account. The result of the variations are shown in 
Table 7.1. The errors quoted in Table 7.1 are the extreme variations with respect to the 
mean values of Eq. 7 .23. One can compare this third order coefficient variation to the known 
third order ,8-function coefficient in QCD[88]. The QCD third order coefficient is one order 
of magnitude smaller than the applied third order coefficient variation. Note that this is a 
very conservative error estimate. However, the higher order uncertainties are much smaller 
compared to the experimental errors. 




1.4 . 103.00±0.69±0.41:::!~ GeV 
9.1 . 101s.oo±o.23±0.1 ao.10 Ge V 
25. 70 ± 1.25 ± 1.05 :g:;~ 
(7.28) 
where the first error is the experimental error, the second is due to light threshold effects and 
the last error from the estimation of the higher order uncertainty. The dominant error of this 
analysis stems from the experimental uncertainty which itself has as its largest uncertainty 
the strong coupling constant a,(Mz ). Therefore, to demonstrate the sensitivity to the strong 
coupling constant, Msusy and MauT are shown in Fig. 7.5 as functions of a,(Mz). Figure 
7.5 shows also the error due to the uncertainty in sin2 ()Ms· 
This result should be seen in the following three aspects. First, the intermediate scale is in a 
range which is the preferred range of sparticles in order to solve some theoretical problems 
in the standard model (see also chapter 2, sections 3 and 5). Second, there is good agreement 
with the present limits on the proton lifetime. One can estimate from Eq. 2.56 the proton 
lifetime to be: 
Tp,.oton = 1.9 · 1035.o±t.2 years , (7.29) 
where the errors have been determined by adding the errors of MauT in quadrature. This 
estimated lifetime is in agreement with the 90% confidence-level experimental limit of[29] 
TP"oton;::: l.7·1032 years . (7.30) 
Note that the Superkamiokande experiment could increase its sensitivity to proton decay by 
one order of magnitude in 1996. Third, the estimated GUT scale must lie below the Planck 
scale which is about 1019 Ge V, where gravitational effects become important. This constraint 
follows from application of perturbation theory in the MSSM which obviously does not contain 
gravity. In conclusion, the MSSM fulfils all three constraints and is in agreement with the 
present data, in contrast to the SM. 
7 .3.3 Extensions of the Standard Model 
The conclusion of Section 7.3.1 was that unification in the minimal standard model is ruled 
out by many standard deviations. The question arises if it is possible to extend the minimal 
SM in order to obtain agreement with the data. 
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Figure 7 .6: Evolution of the coupling constants in the so-called ABC model. The intermediate 
breaking scale Mchruhold is at Mchreihold = 8.3 · 102·0± 0 ·74 Ge V and the unification scale at 
MGuT = 1.3 · 1016 Ge V. 
7.3.3.1 The Splitmultiplets Models 
P.H. Frampton and S.L. Glashow[37] proposed the so-called splitmultiplet models as a possible 
solution in order to obtain unification of the three couplings in a non-minimal SM. The 
structure of this model was described in Chapter 2.6 . The ,8-function coefficients where shown 
in Eqs. 7.20 and 7.21. One can check all possible split combinations of A through E allowing 
up to a total of five additional representations. Each split multiplet can be realized as scalar 
or fermion. As in case of the MSSM an intermediate threshold Mthrcshold was introduced. The 
intermediate threshold was allowed to vary between 
(7.31) 
in order to restrict the range of possible new physics to a range which is somehow experimen-
tally accessible. The MauT scale was required to be larger than 1015GeV in order a be in 
agreement with the proton lifetime[29]. An upper bound of a possible unification scale MGuT 
was set to 1018Ge V in order to be well below the Planck scale so that gravitational effects can 
be neglected. Without the restriction on MauT other splitmultiplet models are possible[114). 
In total 1600 models were checked and one obtains in only 31 cases a perfect crossing of the 
coupling constants. The result of this search is shown in table 7.2 but only the models with 
four or fewer representations are shown. The errors are similar to the uncertainties in the 
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Scalars Fermions # irreducible Mthreshold MauT 
-1 
A B c D E A B c D E beyond SM GeV GeV a.GUT 
1 1 1 3 830 1.3. 1016 34.9 
1 1 1 3 2924 4.0. 1015 36.0 
2 1 3 95 3.3. lQ15 34.7 
2 1 1 4 3422 4.0. 1015 36.0 
1 1 1 1 4 371 3.5·1015 31.7 
1 2 1 4 776 1.1·1015 35.3 
3 1 4 660 1.3. 1016 35.6 
1 1 1 1 4 231 5.4. 1016 32.6 
1 1 1 1 4 7051 4.8. 1016 34.1 
1 2 1 4 9153 1.5. lQ15 35.5 
1 1 1 1 4 121 3.3 · 1015 34.8 
Table 7 .2: The complete list of splitmultiplet models with up to four irreducible additional 
representations to the standard model. All models exhibit perfect unification. 
MSSM. One particular model, the first shown in table 7.2, needs one A-scalar which could be 
a Higgs, for example, and fermions in the B and C representation. Therefore, one call this 
model the ABC model. The values of the unification parameters are 
Mthreshold = 8.3 · 102'00±0.6S Ge V 
1.3 . 1016.oo±o.2a GeV 
34.90 ± 0.52 . 
(7.32) 
The errors are estimated with the Monte Carlo method which was also used for MSSM. The 
systematic errors are partially the same as in case of the MSSM. The evolution of the coupling 
constants is shown in Fig. 7.6. Note that the Msusy and Mthreshold as well as the unification 
scales of MSSM and ABC are of the same order. However, the value of the coupling constant 
a(MauT) is different in the two cases. This coupling strength enters quadratically in Eq. 
2.56 which determines the proton lifetime. The difference in the lifetime in the ABC model 
compared to the MSSM is therefore a factor of two. However, the unification scale enters to 
the fourth power in Eq. 2.56, and therefore could dominate this limit. 
7.3.3.2 The Non-Minimal Standard Model 
Alternatives to the supersymmetric model might be considered like increasing the number of 
families or Higgs bosons inside the SM. An increase in the number of families does not change 
substantially the unification behaviour of the SM. This can be explained by considering the 
,8-functions coefficients in first order as shown in Eq. 7.15. The first order coefficient gives the 
slope of the evolution of the particular coupling constant. However, the increase in the number 
of families changes the slopes of the three couplings by the same amount( see coefficients for 
the number of families in Eq. 7.15). Therefore, if one would have observed perfect unification 
with for e.g. three families one would obtain also perfect unification with four, five or more 
families because the slope changes for the three couplings in the same way. Therefore, one 
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Figure 7. 7: The non-minimal standard model with three generations and seven Higgs 
doublets. This combination provides a perfect crossing of the coupling constants assum-
ing that the additional Higgs bosons have a mass around 200 Ge V. The unification scale 
MauT = 3.8 · 1013 Ge V is too small to be consistent with the experimental limit on the proton 
lifetime. 
can conclude that if one doesn't observe a perfect crossing of the coupling constants for 
three families one cannot achieve a perfect crossing of the three couplings by increasing the 
number of families. This consideration was only in first order but the second order ,8-function 
coefficients have too little influence to change this conclusion. 
Eq. 7.15 shows that the coefficients for the Higgs bosons are different for the three coupling so 
that the previous argument cannot hold. Indeed one can obtain a perfect crossing of the three 
couplings by increasing the number of Higgs doublets to N m 99, = 7. However, the unification 
scale of McuT = 3.8 · 1013•00±0•06 Ge V is too low to be consistent with the proton lifetime 
which would yield from Eq. 2.56: 
Tp,.oton = 1.0 · 1024.oo±o.24 years . (7.33) 
This result is excluded with many standard deviations by experiment(29]. 
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Figure 7 .8: The relationship between the standard inflationary big bang model and the SUSY 
evolution of the coupling constants. The upper figure shows on the left scale the absolute 
radius of the universe R. The right scale shows the ratio of the radius R to the actual radius 
of the universe today R 0 • The full line indicates the radius of the universe as a function of 
the typical energy E = k · T {upper horizontal scale), where k is Boltzmann's constant and T 
is the temperature of the universe. The corresponding time after the big bang is indicated in 
the lower horizontal scale. The straight line marked as 'HORIZON' reflects the radius of the 
universe in the non-inflationary big bang model. The lower figure shows the evolution of the 
coupling constant and is the inverse plot of Fig. 7.2 so that a coupling which increases with 
time gets a positive slope. The running of the electromagnetic coupling constant a.m is shown 
in the small inset of lower The vertical lines mark significant events in the 
evolution of the universe. 
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7 .4 G UT's and Cosmology 
The theory of a big bang cosmology connects particle physics with astrophysics. GUT the-
ories are especially interesting for cosmology because GUT's can answer some questions in 
astrophysics. For example, they provide candidates to solve the dark matter problem. For a 
review and references see Ref. [115]. 
In Fig. 7 .8 the relation between the big bang models and the SUSY model is shown. The 
standard non-inflationary big bang model fails to describe the homogeneity of the microwave 
background radiation[115]. This problem is often referred to as the horizon problem. Infla-
tionary models do not only solve the horizon problem but also explain why the density in our 
universe is so close to the critical density. The dashed curve in Fig. 7.8 represents the radius 
of the universe as a function of time (lower horizontal scale) in the non-inflationary big bang 
model. The inflationary big bang model is shown as the full line in Fig. 7.8. The lower picture 
of Fig. 7.8 shows the same as Fig. 7.2 but the horizontal scale reversed. The four vertical 
lines mark significant events. The vertical line at E = 1016 Ge V marks the unification scale 
MauT· As discussed already in section 7.3.2 the masses of the heavy Higgs are assumed to 
be close to the unification scale. In this case the inflationary phase in the inflationary big 
bang model coincides with the unification scale. During this phase the universe expands very 
fast3 • In Fig. 7.8 the universe expands by about 30 orders of magnitude[116]. However, the 
actual number could be much larger[115]. The inflationary phase might be due to the sym-
metry breaking invoked by the heavy Higgs bosons which break the supersymmetric SU(5) 
symmetry into our present observed group structure of SU(3) x SU(2) x U(l). This phase is 
often referred to as a phase transition. The energy needed to inflate the universe in such a 
(dramatic) way originates from the Higgs bosons which go from their so-called false vacuum 
state, which is an excited state with perfect symmetry, into the 'true' vacuum state which 
breaks the symmetry. The energy which is freed at this moment inflates the universe. This 
shows that there is a deep connection between space and the Higgs mechanism. Therefore, 
a grand unified theory predicts an inflationary universe which could explain the measured 
homogeneity of the background radiation[115). Other features like the observed dominance 
of matter over anti-matter can also be explained through a CP violation by the heavy X and 
Y gauge bosons[ll 7]. The two vertical lines around 1 Te V represent the SUSY scale. In this 
phase of the big bang the sparticles disappear and decay into lighter particles. However, the 
lightest sparticle has to be stable in order to conserve R-parity, but it decouples from the rest 
of the matter seen today. Therefore, this lightest sparticle is a candidate[118) to solve the 
so-called dark matter problem[119]. The vertical line below 1 Ge V indicates the transition 
between the 'free' parton states and the bound states of mesons and baryons. The QCD 
coupling becomes strong at these energies which reflects the confinement state of the nuclei 
seen today. Below Z 0 energies, i.e. at times of 10-10 sec after the big bang, the electroweak 
effects become less important and the phenomena can be described by the effective theory 
of QED. At even lower energies, say after one second, which is not shown in Fig. 7.8, most 
of the phenomena can be described by classical mechanics and by classical electrodynamics. 
This brings the discussion to the point which was mentioned in the introduction, namely the 
successive development of theories which evolve with energy and age. 




A total of 230 000 zo events were recorded in 1991 with the DELPHI detector at the e+e-
storage ring LEP at CERN. The systematic error of various hadronic distributions due to 
background events and variation of the selection criteria was estimated. This uncertainty is 
significantly larger than the statistical error. 
Free parameters in Monte Carlo programs were adjusted in order to describe the final hadronic 
state. These programs consist basically of a QCD part and a fragmentation part. Nine dif-
ferent combinations of them were considered. The so-called parton shower models described 
the hadronic final state best. They use either string fragmentation or cluster fragmentation. 
Second order matrix element calculations gave a fair description of the data. Independent 
fragmentation models fail to describe several hadronic distributions. A complete set of pa-
rameters and x2 for the individual distributions are given in the text. 
The determination of the strong coupling constant was performed in second order QCD. The 
hadronization uncertainty was estimated by comparing nine combinations of tuned Monte 
Carlo programs. The dominant error in this analysis stems from the so-called scale uncertainty 
which is an estimate of the uncertainty from the unknown higher order corrections. The final 
result is: 
a,(Mz) = 0.1143 ± 0.0012 ± 0.0035 ± 0.0080 , (8.1) 
where the first error is the experimental error including the error due to fit range variation, 
the second error is the hadronisation error, and the last error is due to the scale uncertainty. 
If one adds the errors in quadrature, one obtains a,(Mz) = 0.114 ± 0.009. 
The determination of a, in third order perturbation theory from the ratio of the hadronic 
to leptonic partial widths of the zo boson, as measured by the four LEP collaborations, 
R(Mz) = 20.85 ± 0.07 yields: 
a,(Mz) = 0.130 ± 0.010 ± 0.005 ± 0.001 , (8.2) 
where the first error is the statistical error, the second error is due to variation of the top and 
Higgs masses and the last error stems from the scale uncertainty. The effect on the renormal-
ization scale dependence in QCD of fourth and higher order perturbation theory reduces the 
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scale uncertainty sightly. However, the renormalization scale dependence is already small in 
third order perturbation theory if one compares it with the scale dependence of the hadronic 
shape variables. 
The determination of a, in third order from the ratio of the hadronic to leptonic branching 




The quoted errors include all systematic and statistical errors. Combining the most recent 
values of the strong coupling constant measured in 13 different processes yields: 
a,(Mz)=0.117±0.005, (8.5) 
which represents a world average value. The x2 is 6 for 12 degrees of freedom. 
The three coupling constants of the standard model can be used to test the low energy be-
haviour of Grand Unified Models. These models predict that the three coupling constants 
become equal at a certain energy MauT· If one extrapolate the couplings within the Standard 
Model (SM) to high energies, one does not observe unification of the couplings. A common 
unification scale is excluded by nine standard deviations. It turns out that the largest uncer-
tainty stems from the strong coupling constant. Furthermore, an increase of the number of 
families within the SM cannot provide agreement with the data. Only extensions with addi-
tional seven Higgs doublets can achieve in the extrapolation of the three coupling constant a 
common energy scale where they meet. However, such a model would provide a rapid proton 
decay which is in contradiction with the experimental observation. 
On the other hand the extrapolation of the couplings within the MSSM yields perfect unifica-
tion if one introduces an intermediate breaking scale Msusy, which approximates the SUSY 
particle spectrum. The final results are: 
MsusY = 1.4 · 103·o±o. r±o.4!~:! Ge V 
MauT = 9.1·1015.o±o.a±o.a±o.i GeV 
a- 1(MauT) = 25.7±1.3±1.1:g:~ 
(8.6) 
where the first error is the experimental error, the second error is due to light threshold effects 
and the last error represents the higher order uncertainty of the extrapolation. The quantity 
a- 1(MGuT) is the coupling strength at the energy scale MGUT· The unification scale MauT 
is consistent with the present experimental limit on the proton lifetime. The intermediate 
breaking scale MsusY lies in the expected range. 
In order to study alternatives to the SM some extensions of the SM were considered. Out of 
1 600 models tested just 31 gave results similar to those of the MSSM. However only further 
experiments will tell wether the forces are unified and which new physics beyond the SM is 
required to achieve this. 
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1-T 1/<Ttotd<T/d(l -T) 
0.005 3.60 ±0.06 ±0.11 
0.015 13.42 ±0.12 ±0.40 
0.025 15.49 ±0.14 ±0.46 
0.035 12.54 ±0.11 ±0.38 
0.045 9.52 ±0.08 ±0.29 
0.055 7.14 ±0.07 ±0.21 
0.065 5.70 ±0.06 ±0.17 
0.075 4.65 ±0.05 ±0.14 
0.085 3.78 ±0.05 ±0.11 
0.095 3.163 ±0.044 ±0.095 
0.105 2.624 ±0.040 ±0.079 
0.115 2.278 ±0.037 ±0.068 
0.125 1.949 ±0.034 ±0.058 
0.135 1.666 ±0.032 ±0.050 
0.145 1.507 ±0.030 ±0.045 
0.155 1.249 ±0.027 ±0.037 
0.165 1.145 ±0.026 ±0.034 
0.175 1.024 ±0.024 ±0.031 
0.185 0.871 ±0.022 ±0.026 
0.195 0.818 ±0.022 ±0.025 
0.210 0.709 ±0.015 ±0.021 
0.230 0.517 ±0.012 ±0.016 
0.250 0.436 ±0.011 ±0.013 
0.270 0.337 ±0.010 ±0.010 
0.290 0.2627 ±0.0089 ±0.0079 
0.320 0.1431 ±0.0051 ±0.0043 
0.360 0.0324 ±0.0022 ±0.0010 
0.400 0.00332 ±0.00062 ±0.00010 
0.440 0.00010 ±0.00010 ±0.00000 
Table A.1: The data distribution of the thrust T. The first error is statistical and the second 
is systematic. 
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Mfiah 1/ UtotdU / dM;iah 
0.005 7.42 ±0.08 ±0.38 
0.015 22.83 ±0.17 ±0.68 
0.025 18.12 ±0.14 ±0.54 
0.035 11.87 ±0.09 ±0.36 
0.045 8.19 ±0.08 ±0.25 
0.055 6.04 ±0.07 ±0.18 
0.065 4.65 ±0.06 ±0.14 
0.075 3.71 ±0.05 ±0.11 
0.090 2.751 ±0.033 ±0.083 
0.105 1.960 ±0.038 ±0.059 
0.115 1.723 ±0.036 ±0.052 
0.125 1.438 ±0.033 ±0.043 
0.135 1.184 ±0.031 ±0.036 
0.145 1.038 ±0.029 ±0.031 
0.155 0.769 ±0.025 ±0.023 
0.165 0.615 ±0.022 ±0.018 
0.175 0.482 ±0.019 ±0.014 
0.190 0.356 ±0.012 ±0.011 
0.210 0.1965 ±0.0080 ±0.0059 
0.230 0.0749 ±0.0050 ±0.0031 
0.250 0.0262 ±0.0026 ±0.0019 
0.270 0.00382 ±0.00073 ±0.00036 
0.290 0.00046 ±0.00027 ±0.00005 
Table A.2: The data distribution of the high jet mass M~igh. The first error is statistical 
and the second is systematic. 
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Mlut 1/ <Teotd<T / dMJ,,, 
0.005 37.9 ±0.2 ±1.1 
0.015 21.30 ±0.16 ±0.64 
0.025 11.79 ±0.11 ±0.35 
0.035 7.36 ±0.07 ±0.22 
0.045 4.96 ±0.06 ±0.15 
0.055 3.76 ±0.05 ±0.11 
0.065 2.878 ±0.046 ±0.086 
0.075 2.137 ±0.040 ±0.064 
0.085 1.693 ±0.035 ±0.051 
0.095 1.354 ±0.031 ±0.041 
0.105 1.079 ±0.028 ±0.032 
0.115 0.905 ±0.026 ±0.027 
0.125 0.662 ±0.022 ±0.020 
0.135 0.560 ±0.020 ±0.017 
0.145 0.421 ±0.017 ±0.013 
0.155 0.337 ±0.015 ±0.010 
0.165 0.241 ±0.012 ±0.007 
0.175 0.174 ±0.010 ±0.005 
0.185 0.1223 ±0.0082 ±0.0037 
0.195 0.0837 ±0.0074 ±0.0031 
0.205 0.0537 ±0.0061 ±0.0028 
0.215 0.0357 ±0.0048 ±0.0020 
0.225 0.0174 ±0.0027 ±0.0013 
0.235 0.0094 ±0.0020 ±0.0008 
0.245 0.0093 ±0.0021 ±0.0007 
0.255 0.00220 ±0.00095 ±0.00021 
0.265 0.00090 ±0.00090 ±0.00009 
0.275 0.00076 ±0.00076 ±0.00007 
Table A.3: The data distribution of the difference between high and low mass MJ,11 • The first error is statistical and the second is systematic. 
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x[o] ££C(x) ££C(l80° - x) 
1.800 0.755 ±0.003 ±0.023 0.650 ±0.004 ±0.019 
5.400 1.186 ±0.003 ±0.036 1.146 ±0.004 ±0.034 
9.000 0.841 ±0.002 ±0.025 1.011 ±0.003 ±0.030 
12.600 0.588 ±0.002 ±0.018 0.780 ±0.003 ±0.023 
16.200 0.430 ±0.001 ±0.013 0.596 ±0.002 ±0.018 
19.800 0.3234 ±0.0011 ±0.0097 0.4637 ±0.0017 ±0.0139 
23.400 0.2520 ±0.0009 ±0.0076 0.3730 ±0.0015 ±0.0112 
27.000 0.2046 ±0.0008 ±0.0061 0.3047 ±0.0013 ±0.0091 
30.600 0.1727 ±0.0007 ±0.0052 0.2545 ±0.0012 ±0.0076 
34.200 0.1507 ±0.0007 ±0.0045 0.2158 ±0.0011 ±0.0065 
37.800 0.1325 ±0.0006 ±0.0040 0.1867 ±0.0010 ±0.0056 
41.400 0.1197 ±0.0006 ±0.0036 0.1628 ±0.0009 ±0.0049 
45.000 0.1091 ±0.0006 ±0.0033 0.1458 ±0.0008 ±0.0044 
48.600 0.1020 ±0.0005 ±0.0031 0.1312 ±0.0008 ±0.0039 
52.200 0.0954 ±0.0005 ±0.0029 0.1198 ±0.0008 ±0.0036 
55.800 0.0899 ±0.0005 ±0.0027 0.1109 ±0.0007 ±0.0033 
59.400 0.0855 ±0.0005 ±0.0026 0.1023 ±0.0007 ±0.0031 
63.000 0.0828 ±0.0005 ±0.0025 0.0964 ±0.0007 ±0.0029 
66.600 0.0799 ±0.0005 ±0.0024 0.0919 ±0.0006 ±0.0028 
70.200 0.0771 ±0.0005 ±0.0023 0.0871 ±0.0006 ±0.0026 
73.800 0.0756 ±0.0005 ±0.0023 0.0833 ±0.0006 ±0.0025 
77.400 0.0747 ±0.0005 ±0.0022 0.0803 ±0.0006 ±0.0024 
81.000 0.0742 ±0.0005 ±0.0022 0.0783 ±0.0006 ±0.0023 
84.600 0.0740 ±0.0005 ±0.0022 0.0771 ±0.0006 ±0.0023 
88.200 0.0745 ±0.0005 ±0.0022 0.0754 ±0.0005 ±0.0023 
Table A.4: The data distribution of the energy-energy-correlations ££C. The first error is 
statistical and the second is systematic. 
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Ycut 1/ <Ttotd<T I dn:0 
0.005 0.518 ±0.003 ±0.016 
0.015 0.471 ±0.002 ±0.014 
0.025 0.396 ±0.002 ±0.012 
0.035 0.3306 ±0.0014 ±0.0099 
0.045 0.2765 ±0.0012 ±0.0083 
0.055 0.2332 ±0.0011 ±0.0070 
0.065 0.1975 ±0.0010 ±0.0059 
0.075 0.1688 ±0.0009 ±0.0051 
0.085 0.1447 ±0.0009 ±0.0043 
0.095 0.1234 ±0.0008 ±0.0037 
0.105 0.1057 ±0.0007 ±0.0032 
0.115 0.0909 ±0.0007 ±0.0027 
0.125 0.0778 ±0.0006 ±0.0023 
0.135 0.0663 ±0.0006 ±0.0020 
0.145 0.0563 ±0.0005 ±0.0017 
0.155 0.0475 ±0.0005 ±0.0014 
0.165 0.0397 ±0.0005 ±0.0012 
0.175 0.0334 ±0.0004 ±0.0010 
0.185 0.02784 ±0.00040 ±0.00084 
0.195 0.02266 ±0.00037 ±0.00068 
0.205 0.01850 ±0.00034 ±0.00056 
0.215 0.01471 ±0.00031 ±0.00044 
0.225 0.01159 ±0.00028 ±0.00035 
0.235 0.00897 ±0.00025 ±0.00027 
0.245 0.00676 ±0.00022 ±0.00020 
0.255 0.00459 ±0.00019 ±0.00014 
0.265 0.00311 ±0.00016 ±0.00009 
0.275 0.00181 ±0.00012 ±0.00005 
0.285 .001109 ±.000099 ±.000036 
0.295 .000543 ±.000070 ±.000020 
Table A.5: The data distribution of the three-jet rate in the EO recombination scheme n:o. 
The first error is statistical and the second is systematic. 
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Ycut 1/ O'totdu I dRf 
0.005 0.483 ±0.002 ±0.015 
0.015 0.404 ±0.002 ±0.012 
0.025 0.3262 ±0.0015 ±0.0098 
0.035 0.2653 ±0.0013 ±0.0080 
0.045 0.2173 ±0.0012 ±0.0065 
0.055 0.1788 ±0.0011 ±0.0054 
0.065 0.1486 ±0.0010 ±0.0045 
0.075 0.1238 ±0.0009 ±0.0037 
0.085 0.1028 ±0.0008 ±0.0031 
0.095 0.0856 ±0.0007 ±0.0026 
0.105 0.0712 ±0.0007 ±0.0021 
0.115 0.0589 ±0.0006 ±0.0018 
0.125 0.0483 ±0.0006 ±0.0014 
0.135 0.0398 ±0.0005 ±0.0012 
0.145 0.03218 ±0.00047 ±0.00097 
0.155 0.02565 ±0.00042 ±0.00077 
0.165 0.02050 ±0.00037 ±0.00062 
0.175 0.01608 ±0.00033 ±0.00048 
0.185 0.01211 ±0.00028 ±0.00036 
0.195 0.00909 ±0.00024 ±0.00027 
0.205 0.00666 ±0.00021 ±0.00020 
0.215 0.00473 ±0.00018 ±0.00014 
0.225 0.00329 ±0.00015 ±0.00010 
0.235 0.00211 ±0.00012 ±0.00006 
0.245 .001212 ±.000090 ±.000036 
0.255 .000665 ±.000066 ±.000020 
0.265 .000320 ±.000044 ±.000010 
0.275 .000135 ±.000028 ±.000004 
0.285 .000054 ±.000017 ±.000002 
Table A.6: The data distribution of the three-jet rate Rf in the P recombination scheme. 
The first error is statistical and the second is systematic. 
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Ycut 1/ <1'eotd<T / dv:0 
0.005 26.79 ±0.19 ±0.80 
0.015 18.59 ±0.13 ±0.56 
0.025 11.77 ±0.09 ±0.35 
0.035 8.21 ±0.07 ±0.25 
0.045 6.17 ±0.06 ±0.19 
0.055 4.75 ±0.05 ±0.14 
0.065 3.82 ±0.05 ±0.11 
0.075 3.038 ±0.040 ±0.091 
0.085 2.513 ±0.036 ±0.075 
0.095 2.189 ±0.033 ±0.066 
0.105 1.790 ±0.029 ±0.054 
0.115 1.477 ±0.026 ±0.044 
0.125 1.295 ±0.025 ±0.039 
0.135 1.123 ±0.023 ±0.034 
0.145 0.973 ±0.021 ±0.029 
0.155 0.852 ±0.020 ±0.026 
0.165 0.761 ±0.019 ±0.023 
0.175 0.620 ±0.017 ±0.019 
0.185 0.553 ±0.016 ±0.017 
0.195 0.515 ±0.016 ±0.015 
0.205 0.421 ±0.015 ±0.013 
0.215 0.384 ±0.014 ±0.012 
0.225 0.318 ±0.013 ±0.010 
0.235 0.267 ±0.012 ±0.008 
0.245 0.223 ±0.012 ±0.007 
0.255 0.212 ±0.012 ±0.006 
0.265 0.1453 ±0.0098 ±0.0044 
0.275 0.1234 ±0.0092 ±0.0037 
0.285 0.0671 ±0.0069 ±0.0020 
0.295 0.0529 ±0.0063 ±0.0016 
Table A. 7: The data distribution of differential two-jet rate Vf0 in the EO recombination 
scheme. The first error is statistical and the second is systematic. 
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Ycut 1/ O'toedO' I dDf 
0.005 34.6 ±0.2 ±1.0 
0.015 19.23 ±0.14 ±0.58 
0.025 11.12 ±0.09 ±0.33 
0.035 7.39 ±0.07 ±0.22 
0.045 5.39 ±0.06 ±0.16 
0.055 4.13 ±0.05 ±0.12 
0.065 3.151 ±0.044 ±0.095 
0.075 2.547 ±0.040 ±0.076 
0.085 2.114 ±0.036 ±0.063 
0.095 1.725 ±0.032 ±0.052 
0.105 1.441 ±0.030 ±0.043 
0.115 1.237 ±0.027 ±0.037 
0.125 1.049 ±0.025 ±0.031 
0.135 0.847 ±0.023 ±0.025 
0.145 0.762 ±0.022 ±0.023 
0.155 0.649 ±0.020 ±0.019 
0.165 0.513 ±0.018 ±0.015 
0.175 0.441 ±0.017 ±0.013 
0.185 0.395 ±0.016 ±0.012 
0.195 0.300 ±0.014 ±0.009 
0.205 0.242 ±0.013 ±0.007 
0.215 0.193 ±0.011 ±0.006 
0.225 0.1428 ±0.0097 ±0.0043 
0.235 0.1177 ±0.0089 ±0.0035 
0.245 0.0898 ±0.0078 ±0.0027 
0.255 0.0544 ±0.0060 ±0.0016 
0.265 0.0342 ±0.0047 ±0.0010 
0.275 0.0181 ±0.0034 ±0.0005 
0.285 0.0078 ±0.0021 ±0.0002 
0.295 0.0044 ±0.0016 ±0.0001 
Table A.8: The data distribution of the differential two-jet rate Vf in the P recombination 
sc!ieme. The first error is statistical and the second is systematic. 
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0 1/ <Ttotdo-I do 
0.005 4.93 ±0.08 ±0.15 
0.015 9.83 ±0.11 ±0.29 
0.025 11.17 ±0.12 ±0.33 
0.035 10.28 ±0.11 ±0.31 
0.045 8.96 ±0.11 ±0.27 
0.055 7.11 ±0.09 ±0.21 
0.065 5.81 ±0.08 ±0.17 
0.075 4.77 ±0.07 ±0.14 
0.085 4.22 ±0.07 ±0.13 
0.095 3.50 ±0.06 ±0.10 
0.110 2.847 ±0.041 ±0.085 
0.130 2.233 ±0.036 ±0.067 
0.150 1.755 ±0.032 ±0.053 
0.170 1.408 ±0.028 ±0.042 
0.190 1.187 ti::0.026 ±0.036 
0.210 0.964 ±0.023 ±0.029 
0.230 0.816 ±0.022 ±0.024 
0.250 0.692 ±0.020 ±0.021 
0.270 0.574 ±0.018 ±0.017 
0.300 0.418 ±0.011 ±0.013 
0.340 0.2939 ±0.0091 ±0.0088 
0.380 0.1871 ±0.0070 ±0.0056 
0.425 0.1117 ±0.0048 ±0.0034 
0.475 0.0490 ±0.0031 ±0.0015 
Table A.9: The data distribution of the oblateness (). The first error is statistical and the 
second is systematic. 
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MMojor 1/ <Ttotd<T / dMMojOf' 
0.010 0.041 ±0.018 ±0.001 
0.025 0.192 ±0.025 ±0.006 
0.035 0.417 ±0.026 ±0.012 
0.045 1.170 ±0.040 ±0.035 
0.055 2.605 ±0.060 ±0.078 
0.065 4.02 ±0.07 ±0.12 
0.075 5.23 ±0.08 ±0.16 
0.085 5.80 ±0.08 ±0.17 
0.095 6.21 ±0.09 ±0.19 
0.105 6.18 ±0.09 ±0.19 
0.115 5.72 ±0.08 ±0.17 
0.125 5.16 ±0.08 ±0.15 
0.135 4.66 ±0.07 ±0.14 
0.145 4.27 ±0.07 ±0.13 
0.155 3.82 ±0.07 ±0.11 
0.165 3.45 ±0.06 ±0.10 
0.175 3.289 ±0.063 ±0.099 
0.185 2.812 ±0.057 ±0.084 
0.195 2.684 ±0.056 ±0.081 
0.210 2.317 ±0.037 ±0.070 
0.230 2.024 ±0.035 ±0.061 
0.250 1.762 ±0.033 ±0.053 
0.270 1.419 ±0.028 ±0.043 
0.290 1.306 ±0.028 ±0.039 
0.320 1.029 ±0.017 ±0.031 
0.350 0.834 ±0.022 ±0.025 
0.390 0.627 ±0.011 ±0.019 
0.440 0.466 ±0.012 ±0.014 
0.480 0.337 ±0.010 ±0.010 
0.525 0.2034 ±0.0064 ±0.0061 
0.575 0.1196 ±0.0050 ±0.0036 
Table A.10: The data distribution of the major value MMajor· The first error is statistical 
and the second is systematic. 
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MMinor 1/ O'totdO' / dMMinor 
0.010 0.261 ±0.015 ±0.008 
0.025 1.536 ±0.043 ±0.046 
0.035 4.35 ±0.07 ±0.13 
0.045 7.79 ±0.10 ±0.23 
0.055 10.21 ±0.11 ±0.31 
0.065 11.00 ±0.12 ±0.33 
0.075 10.81 ±0.11 ±0.32 
0.085 9.83 ±0.11 ±0.30 
0.095 8.63 ±0.10 ±0.26 
0.105 6.96 ±0.09 ±0.21 
0.115 5.61 ±0.08 ±0.17 
0.125 4.61 ±0.07 ±0.14 
0.135 3.72 ±0.07 ±0.11 
0.145 2.868 ±0.057 ±0.086 
0.155 2.270 ±0.051 ±0.068 
0.165 1.781 ±0.045 ±0.053 
0.175 1.397 ±0.040 ±0.042 
0.185 1.177 ±0.037 ±0.035 
0.195 0.859 ±0.031 ±0.026 
0.210 0.665 ±0.020 ±0.020 
0.230 0.423 ±0.015 ±0.013 
0.250 0.290 ±0.013 ±0.009 
0.270 0.179 ±0.010 ±0.005 
0.290 0.1080 ±0.0076 ±0.0032 
0.320 0.0534 ±0.0036 ±0.0016 
0.350 0.0299 ±0.0041 ±0.0009 
0.390 0.0141 ±0.0017 ±0.0004 
0.440 0.00174 ±0.00063 ±0.00008 
0.480 0.00058 ±0.00046 ±0.00002 
Table A.11: The data distribution of the minor value MMinor· The first error is statistical 
and the second is systematic. 
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s 1/ <Ttotd<T I dS 
0.010 17.97 ±0.11 ±0.54 
0.030 10.28 ±0.08 ±0.31 
0.050 5.21 ±0.06 ±0.16 
0.070 3.315 ±0.044 ±0.099 
0.090 2.316 ±0.037 ±0.069 
0.110 1.738 ±0.032 ±0.052 
0.130 1.319 ±0.027 ±0.040 
0.150 1.087 ±0.025 ±0.033 
0.170 0.892 ±0.023 ±0.027 
0.190 0.722 ±0.020 ±0.022 
0.210 0.631 ±0.019 ±0.019 
0.230 0.549 ±0.018 ±0.016 
0.260 0.451 ±0.011 ±0.014 
0.300 0.3316 ±0.0095 ±0.0099 
0.340 0.2676 ±0.0086 ±0.0080 
0.380 0.2025 ±0.0072 ±0.0061 
0.420 0.1709 ±0.0067 ±0.0051 
0.460 0.1450 ±0.0063 ±0.0043 
0.500 0.1110 ±0.0055 ±0.0033 
0.550 0.0917 ±0.0041 ±0.0028 
0.620 0.0568 ±0.0028 ±0.0017 
0.700 0.0277 ±0.0019 ±0.0008 
0.780 0.00409 ±0.00067 ±0.00016 
0.860 0.00054 ±0.00038 ±0.00002 
Table A.12: The data distribution of the sphericity S. The first error is statistical and the 
second is systematic. 
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.A 1 / O" tot du/ d.A 
0.005 65.3 ±0.3 ±2.0 
0.015 18.90 ±0.15 ±0.57 
0.025 7.05 ±0.09 ±0.21 
0.035 3.310 ±0.060 ±0.099 
0.045 1.832 ±0.045 ±0.055 
0.055 1.060 ±0.033 ±0.032 
0.065 0.685 ±0.027 ±0.021 
0.075 0.471 ±0.022 ±0.014 
0.085 0.357 ±0.020 ±0.011 
0.095 0.266 ±0.018 ±0.008 
0.105 0.183 ±0.014 ±0.005 
0.115 0.138 ±0.012 ±0.004 
0.125 0.099 ±0.010 ±0.003 
0.135 0.0723 ±0.0083 ±0.0023 
0.145 0.0522 ±0.0065 ±0.0024 
0.155 0.0392 ±0.0062 ±0.0012 
0.165 0.0269 ±0.0046 ±0.0012 
0.175 0.0337 ±0.0065 ±0.0010 
0.190 0.0225 ±0.0035 ±0.0007 
0.210 0.0174 ±0.0036 ±0.0005 
0.230 0.0060 ±0.0015 ±0.0003 
0.255 0.0067 ±0.0018 ±0.0002 
0.285 0.00236 ±0.00083 ±0.00012 
Table A.13: The data distribution of the aplanarity .A. The first error is statistical and the 
second is systematic. 
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y 1/ <ltotd<I I dy 
0.100 5.77 ±0.02 ±0.24 
0.300 6.20 ±0.02 ±0.22 
0.500 6.33 ±0.02 ±0.19 
0.700 6.47 ±0.02 ±0.19 
0.900 6.57 ±0.02 ±0.20 
1.100 6.60 ±0.02 ±0.20 
1.300 6.59 ±0.02 ±0.20 
1.500 6.57 ±0.02 ±0.20 
1.700 6.45 ±0.02 ±0.19 
1.900 6.39 ±0.02 ±0.19 
2.100 6.19 ±0.02 ±0.19 
2.300 5.90 ±0.02 ±0.18 
2.500 5.52 ±0.02 ±0.17 
2.700 4.99 ±0.02 ±0.15 
2.900 4.38 ±0.02 ±0.13 
3.100 3.73 ±0.02 ±0.11 
3.300 3.009 ±0.014 ±0.090 
3.500 2.356 ±0.013 ±0.071 
3.700 1.753 ±0.011 ±0.053 
3.900 1.262 ±0.010 ±0.038 
4.100 0.871 ±0.008 ±0.026 
4.300 0.568 ±0.006 ±0.017 
4.500 0.363 ±0.005 ±0.011 
4.700 0.2212 ±0.0041 ±0.0066 
4.900 0.1216 ±0.0030 ±0.0036 
5.100 0.0705 ±0.0023 ±0.0021 
5.300 0.0366 ±0.0017 ±0.0011 
5.500 0.01489 ±0.00098 ±0.00045 
5.700 0.00631 ±0.00063 ±0.00019 
5.900 0.00268 ±0.00045 ±0.00008 
Table A.14: The data distribution of the rapidity y. The first error is statistical and the 
second is systematic. 
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p, 1/ o-to,do-I dp, 
0.250 26.38 ±0.03 ±0.79 
0.750 10.13 ±0.02 ±0.30 
1.250 3.048 ±0.009 ±0.091 
1.750 1.231 ±0.006 ±0.037 
2.250 0.583 ±0.004 ±0.017 
2.750 0.3102 ±0.0029 ±0.0093 
3.250 0.1726 ±0.0022 ±0.0052 
3.750 0.1033 ±0.0017 ±0.0031 
4.250 0.0648 ±0.0014 ±0.0019 
4.750 0.0422 ±0.0011 ±0.0013 
5.250 0.02572 ±0.00087 ±0.00077 
5.750 0.01719 ±0.00072 ±0.00052 
6.250 0.01074 ±0.00056 ±0.00032 
6.750 0.00779 ±0.00050 ±0.00023 
7.250 0.00470 ±0.00037 ±0.00014 
7.750 0.00362 ±0.00034 ±0.00011 
8.250 0.00213 ±0.00025 ±0.00006 
8.750 0.00159 ±0.00023 ±0.00005 
9.250 0.00075 ±0.00013 ±0.00002 
9.750 0.00139 ±0.00029 ±0.00004 
10.250 0.00054 ±0.00013 ±0.00002 
10.750 0.00042 ±0.00012 ±0.00001 
11.250 .000205 ±.000081 ±.000006 
11.750 .000090 ±.000042 ±.000006 
12.250 .000055 ±.000032 ±.000003 
12.750 0.00020 ±0.00014 ±0.00001 
13.250 .000092 ±.000075 ±.000003 
13.750 .000067 ±.000043 ±.000003 
Table A.15: The data distribution of the transverse momentum Pt· The first error is statis-
tical and the second is systematic. 
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pz[Ge.V] l/<Ttotdo-/dp1 Pi[GeV] 1/<Ttotdu/dpz 
0.250 13.04 ±0.02 ±0.39 22.750 0.01677 ±0.00067 ±0.00050 
0.750 6.89 ±0.01 ±0.21 23.250 0.01518 ±0.00064 ±0.00046 
1.250 4.40 ±0.01 ±0.13 23.750 0.01450 ±0.00064 ±0.00043 
1.750 3.162 ±0.009 ±0.095 24.250 0.01336 ±0.00060 ±0.00040 
2.250 2.344 ±0.008 ±0.070 24.750 0.01164 ±0.00055 ±0.00035 
2.750 1.821· ±0.007 ±0.055 25.250 0.01035 ±0.00051 ±0.00031 
3.250 1.467 ±0.006 ±0.044 25.750 0.00954 ±0.00049 ±0.00029 
3.750 1.199 ±0.006 ±0.036 26.250 0.00909 ±0.00049 ±0.00027 
4.250 0.988 ±0.005 ±0.030 26.750 0.00805 ±0.00044 ±0.00024 
4.750 0.830 ±0.005 ±0.025 27.250 0.00755 ±0.00043 ±0.00023 
5.250 0.698 ±0.004 ±0.021 27.750 0.00791 ±0.00047 ±0.00024 
5.750 0.601 ±0.004 ±0.018 28.250 0.00653 ±0.00041 ±0.00020 
6.250 0.521 ±0.004 ±0.016 28.750 0.00526 ±0.00035 ±0.00016 
6.750 0.450 ±0.004 ±0.014 29.250 0.00530 ±0.00036 ±0.00016 
7.250 0.390 ±0.003 ±0.012 29.750 0.00445 ±0.00032 ±0.00013 
7.750 0.351 ±0.003 ±0.011 30.250 0.00446 ±0.00032 ±0.00013 
8.250 0.3031 ±0.0029 ±0.0091 30.750 0.00376 ±0.00029 ±0.00011 
8.750 0.2672 ±0.0027 ±0.0080 31.250 0.00425 ±0.00034 ±0.00013 
9.250 0.2366 ±0.0026 ±0.0071 31.750 0.00308 ±0.00026 ±0.00009 
9.750 0.2110 ±0.0024 ±0.0063 32.250 0.00272 ±0.00024 ±0.00008 
10.250 0.1859 ±0.0023 ±0.0056 32.750 0.00245 ±0.00022 ±0.00010 
10.750 0.1694 ±0.0022 ±0.0051 33.250 0.00267 ±0.00025 ±0.00008 
11.250 0.1491 ±0.0020 ±0.0045 33.750 0.00234 ±0.00022 ±0.00008 
11.750 0.1345 ±0.0020 ±0.0040 34.250 0.00194 ±0.00019 ±0.00008 
12.250 0.1230 ±0.0019 ±0.0037 34.750 0.00231 ±0.00024 ±0.00007 
12.750 0.1108 ±0.0018 ±0.0033 35.250 0.00154 ±0.00018 ±0.00006 
13.250 0.0978 ±0.0017 ±0.0029 35.750 0.00111 ±0.00013 ±0.00006 
13.750 0.0896 ±0.0016 ±0.0027 36.250 0.00142 ±0.00017 ±0.00005 
14.250 0.0818 ±0.0015 ±0.0025 36.750 0.00095 ±0.00012 ±0.00005 
14.750 0.0723 ±0.0014 ±0.0022 37.250 0.00092 ±0.00012 ±0.00005 
15.250 0.0668 ±0.0014 ±0.0020 37.750 6.76E-04 ±9.62E- 05 ±4.31E- 05 
15.750 0.0612 ±0.0013 ±0.0018 38.250 0.00080 ±0.00012 ±0.00005 
16.250 0.0564 ±0.0013 ±0.0017 38.750 5.28E-04 ±8.35E- 05 ±3.51E- 05 
16.750 0.0494 ±0.0012 ±0.0015 39.250 5.83E-04 ±9.35E- 05 ±4.07E- 05 
17.250 0.0476 ±0.0012 ±0.0014 39.750 5.14E-04 ±8.48E- 05 ±3.65E- 05 
17.750 0.0403 ±0.0011 ±0.0012 40.250 3.49E-04 ±6.30E- 05 ±2.74E- 05 
18.250 0.0389 ±0.0010 ±0.0012 40.750 2.50E-04 ±5.59E- 05 ±2.05E- 05 
18.750 0.0343 ±0.0010 ±0.0010 41.250 3.21E-04 ±6.08E- 05 ±2.53E- 05 
19.250 0.03237 ±0.00097 ±0.00097 41.750 2.36E-04 ±5.08E- 05 ±1.92E - 05 
19.750 0.02856 ±0.00089 ±0.00086 42.250 1.45E-04 ±3.81E-05 ±1.29E- 05 
20.250 0.02596 ±0.00085 ±0.00078 42.750 1.16E-04 ±3.48E- 05 ±1.04E- 05 
20.750 0.02593 ±0.00088 ±0.00078 43.250 1.38E-04 ±3.93E- 05 ±1.21E- 05 
21.250 0.02233 ±0.00078 ±0.00067 43.750 5.33E-05 ±2.25E- 05 ±5.llE- 06 
21.750 0.01979 ±0.00073 ±0.00059 44.250 4.77E-05 ±2.12E- 05 ±4.58E- 06 
22.250 0.01905 ±0.00073 ±0.00057 44.750 3.66E-05 ±l.84E - 05 ±3.51E- 06 
Table A.16: The data distribution of the longitudinal momentum p1• The first error is 
statistical and the second is systematic. 
Appendix A 165 
Zp 1/ <Ttoed<T / dzp 
0.005 400.8 ±0.8 ±12.1 
0.015 409.3 ±0.7 ±12.3 
0.025 264.6 ±0.6 ±7.9 
0.035 185.1 ±0.5 ±5.6 
0.045 137.4 ±0.4 ±4.1 
0.055 105.3 ±0.4 ±3.2 
0.065 83.6 ±0.3 ±2.5 
0.075 68.4 ±0.3 ±2.1 
0.085 56.9 ±0.3 ±1.7 
0.095 47.2 ±0.2 ±1.4 
0.110 37.1 ±0.2 ±1.1 
0.130 27.61 ±0.14 ±0.83 
0.150 20.90 ±0.12 ±0.63 
0.170 16.59 ±0.11 ±0.50 
0.190 12.92 ±0.09 ±0.39 
0.210 10.37 ±0.09 ±0.31 
0.230 8.36 ±0.08 ±0.25 
0.250 6.72 ±0.07 ±0.20 
0.270 5.67 ±0.06 ±0.17 
0.290 4.61 ±0.06 ±0.14 
0.310 3.85 ±0.05 ±0.12 
0.330 3.190 ±0.047 ±0.096 
0.350 2.703 ±0.044 ±0.081 
0.380 2.094 ±0.027 ±0.063 
0.420 1.496 ±0.023 ±0.045 
0.460 1.084 ±0.019 ±0.033 
0.500 0.770 ±0.016 ±0.023 
0.540 0.561 ±0.014 ±0.017 
0.580 0.396 ±0.011 ±0.012 
0.630 0.2682 ±0.0074 ±0.0080 
0.690 0.1601 ±0.0055 ±0.0048 
0.750 0.0962 ±0.0041 ±0.0034 
0.810 0.0452 ±0.0025 ±0.0024 
0.870 0.0227 ±0.0016 ±0.0016 
0.950 0.00591 ±0.00055 ±0.00053 
Table A.17: The data distribution of the scaled momentum Zp. The first error is statistical 
and the second is systematic. 
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ln(l/zp)[GeV] 1/ Utotd<T / d ln(l/ zp) 
0.100 0.0139 ±0.0007 ±0.0011 
0.300 0.0771 ±0.0020 ±0.0024 
0.500 0.1967 ±0.0035 ±0.0059 
0.700 0.401 ±0.005 ±0.012 
0.900 0.675 ±0.007 ±0.020 
1.100 1.050 ±0.009 ±0.032 
1.300 1.485 ±0.010 ±0.045 
1.500 2.003 ±0.012 ±0.060 
1.700 2.585 ±0.013 ±0.078 
1.900 3.149 ±0.015 ±0.094 
2.100 3.74 ±0.02 ±0.11 
2.300 4.32 ±0.02 ±0.13 
2.500 4.92 ±0.02 ±0.15 
2.700 5.34 ±0.02 ±0.16 
2.900 5.76 ±0.02 ±0.17 
3.100 6.14 ±0.02 ±0.18 
3.300 6.43 ±0.02 ±0.19 
3.500 6.46 ±0.02 ±0.19 
3.700 6.55 ±0.02 ±0.20 
3.900 6.48 ±0.02 ±0.19 
4.100 6.26 ±0.02 ±0.19 
4.300 5.88 ±0.02 ±0.18 
4.500 5.36 ±0.02 ±0.16 
4.700 4.74 ±0.02 ±0.14 
4.900 4.01 ±0.02 ±0.12 
5.100 3.213 ±0.014 ±0.096 
5.300 2.465 ±0.013 ±0.074 
5.500 1.89 ±0.03 ±0.16 
Table A.18: The data distribution of the logarithm of the inverse scaled momentum In( 1 / zp). 
The first error is statistical error and the second is systematic. 
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I ·HERWIG 









VG CUT 0.07 
Table B.1: The parameters for the HERWIG 5.5 Monte Carlo. The variables are in the 
declaration and common block file which one'can include with the "INCLUDE 'herwig55 inc 
*"'command. Note that no special treatment for heavy flavors was performed. Furthermore 
the whole decay was performed with the JETSET program. 
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JET SET ARIADNE NLLJET 
SF I IF SF SF Variable PS I ME PS ME AR NL 
MSTJ(l) 1 1 1 2 2 1 1 1 
MSTJ(2) 3 4 
MSTJ(3) 1 1 
MSTJ(ll) 1 3 3 3 3 1 3 1 
MSTJ(101) 5 5 2 5 2 
MSTJ(llO) 2 2 
MSTJ(lll) 1 1 
PARJ(21) 0.370 0.395 0.415 0.434 0.425 0.370 0.385 0.410 
PARJ(22) 1.16 
PARJ(31) 0.1 0.8 
PARJ(41) 0.2 0.2 0.9 0.2 0.9 0.2 0.2 0.2 
PARJ(42) 0.43 0.39 0.534 0.15 0.47 0.34 0.42 0.438 
PARJ(43) 0.9 
PARJ(44) 1.09 
PARJ(54) -0.047 -0.075 -0.091 -0.094 -0.054 
PARJ(55) -0.005 -0.008 -0.0097 -0.01 -0.0057 
PARJ(81) 0.310 0.300 0.190 
PARJ(82) 1.53 1.74 7.4 
PARJ(122) 0.170 0.083 
PARJ(125) 0.01 0.01 
PARJ(129) 0.01 0.01 
PARA(l) 0.210 0.220 
-




Table B.2: The parameters for the JETSET 7.3, the ARIADNE 4.1 and the NLLJET 
2.0 Monte Carlos. The arrays 'PARJ' and 'MSTJ' are in the common block 'LUDATJ' of 
the JETSET program. To run ARIADNE one has to call the subroutine 'AR/NIT' with the 
character variable 'JETSET'. The array 'PARA' is contained in the common block 'ARDAT1' 
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