We focus on the asymptotic behavior of two-time-scale delay systems driven by Lévy processes. There are several difficulties in these problems, such as (x ε (t) , ξ ε (t)) ′ being not Markov, the state-dependence of the noises and the dispose of the infinitesimal operator. To overcome these difficulties, we go the following steps. Firstly, we investigate stochastic differential delay systems whose "slow component" has a memory, and prove the existence and uniqueness of the solution to the systems. Then under dissipative conditions, we exhibit exponential ergodicity of the "fast component" with the aid of the B-D-G inequality and some other inequalities. Based on the exponential ergodicity of the "fast component" and tightness which we can obtain by virtue of the Ascoli-Arzela theorem, weak convergence is studied by using martingale methods, truncation technique and the property of the Lévy jump measure. Finally we extend some acquired results for a "fast component" with memory.
Introduction
Stochastic time-delay systems have received a great deal of attention due to their wide applications in aerospace, engineering technology, financial economy, and ecology etc. Hence, there has been intense research on time-delay dynamic systems for many years, resulting in many achievements. For example, Bao et al. [1, 2] presented ergodicity of stochastic differential delay equations (SDDEs) and stochastic differential equations (SDEs) with jumps under dissipative conditions. After that, they investigated the asymptotics for functional SDEs. Results like those of Wu et al. [3] considered the Markov property and exponential ergodicity of functional SDEs with infinite time-delay. Then Pei [4] mainly investigated stochastic partial differential equations (SPDEs) driven by fractional Brownian motion with random delays modulated by Markov switching processes and hyperbolic-parabolic equations.
The "Slow Component" with Memory
Firstly, we will introduce the two-time-scale SDEs driven by Lévy processes defined in the following form
where ε > 0 is a small parameter, x 0 (t) is a given deterministic function on [−τ, 0], and τ > 0 represents the time delay. L(t), L ε 1 (t) are independent Lévy processes. x ε (t) is called the "slow component" and ξ ε (t) is the "fast component" in (2.1) .
The Lévy processes L(t) and L ε 1 (t) have the following Lévy-Itô decomposition
where {w (t)} t≥0 and {w 1 (t)} t≥0 are independent real-valued {F t } t≥0 -Brownian motions, andÑ (dt, dz) andÑ ε 1 (dt, dz) are compensated martingale measures associated with given mutually independent Poisson random measures N (dt, dz) and N ε 1 (dt, dz) respectively. Using the Lévy-Itô decomposition, we obtain the following system
+σ (x ε (t) , x ε (t − τ ) , ξ ε (t)) dw (t) + |z|<c σ (x ε (t) , x ε (t − τ ) , ξ ε (t)) zÑ (dt, dz) + |z|≥c σ (x ε (t) , x ε (t − τ ) , ξ ε (t)) zN (dt, dz), dξ ε (t) = 1 ε h (x ε (t) , ξ ε (t)) + √ ες (x ε (t) , ξ ε (t)) h 1 dt
, ξ ε (t)) dw 1 (t) + |z|<c ς (x ε (t) , ξ ε (t)) zÑ ε 1 (dt, dz) + |z|≥c ς (x ε (t) , ξ ε (t)) zN ε 1 (dt, dz).
(2.
2)
The terms in equation (2.2) including "large jumps" can be neglected by using the technique of interlacing. We focus on the study of equation (2. 3) driven by continuous noises interspersed with small jumps. Therefore, considering the two-time-scale SDEs driven by Lévy processes with neglecting large jumps as following
where f = b + σb 1 , g = σz,
On the basis of Kurtz [23] and Kushner [26] , firstly we define an infinitesimal operatorÂ ε as follows: we say that ι (·) ∈ D(Â ε ), the domain ofÂ ε , andÂ ε ι = κ, if
where E ε t represents the expectation conditioned on the σ-algebra F ε t , and p-lim is defined
Kurtz [23] proved the following lemma: If ι (·) ∈ D(Â ε ), then
is a martingale, and also
with probability. To obtain the tightness and weak convergence, the truncation technique is applied. We consider the following condition:
For each K > 0, let x ε,K (t) = x ε (t) up until the first exit from S K = {x : |x| ≤ K}, and lim K→∞ lim sup ε→0 P (sup t≤T |x ε,K (t)| ≥ K) = 0 for each T < ∞, x ε,K (t) is said to be the K-truncation of x ε (t).
We obtain x ε,K (t) as the following truncation equation:
where ξ ε,K (t) = ξ t/ε, x K (t) , and
x ε,K (t) is said to be the K-truncation of x ε (t).
The following assumptions are needed in the subsequent development:
(A2.1) There exists a c 1 > 0, such that
2) Let f (x, y, ξ), σ (x, y, ξ) and g (x, y, ξ, z) satisfy bounded and linear growth conditions. Then for all |x| ∨ |y| ≤ K, and any ξ ∈ R n , i.e. there exists a positive constant c 2 , such that
(2.6) (A2.3) For any K > 0 and x ∈ S K , there exist α 1x , α 2x , α 3x , which are dependent on x and 2α 1x − α 2x − α 3x > 0. Then for any ξ 1 , ξ 2 , we suppose that
) and E ε t |z|<c g K (x, y, ξ (u; x) , z) v (dz) have continuous second-partial derivatives. E ε t [V (x, y, ξ (u; x))] is convergent uniformly on x as u → ∞, where V (x, y, ξ (u; x)) denotes the firstpartial or second-partial derivative of f K (x, y, ξ (u; x)), a K (x, y, ξ (u; x)) or |z|<c g K (x, y, ξ (u; x) , z) v (dz).
(A2.5) For G ⊂ R m being a compact set and x, y ∈ G, f K (x, y, ξ (u; x)), a K (x, y, ξ (u; x)) and |z|<c g K (x, y, ξ (u; x) , z) v (dz) are both integrable functions with respect to the measure µ, such that
(A2.6) The following averaged equation has a unique weak solution (in the sense of a distribution) on [0, T ] for each deterministic function on [−τ, 0]
3. Averaging Principle for Two-Time-Scales SDDEs Lemma 3.1. Under the conditions (A2.1) and (A2.2), and L 2 (0, T ) is a space of squareintegrable functions defined on (0, T ), there exists a unique solution in L 2 (0, T ) of equation (2.4) .
Proof: The proof for this Lemma is given in Appendix A. 
has the invariant measure µ x (·) ∈ P (ℓ), and there exists λ ′ > 0, such that T > 0
where F denotes f K (x, y, ξ (u; x)), a K (x, y, ξ (u; x)) or |z|<c g K (x, y, ξ (u; x) , z) v (dz).
Proof: By the Itô formula, when 0 < s 1 ≤ s 2 < t < ∞, we denote ξ(t, s 1 , η(0)) = ξ 1 (t) and ξ(t, s 2 , η(0)) = ξ 2 (t) for simplification reasons. Then it follows that
For any λ > 0, with (A2.3) we have
There exists a λ * > 0, such that λ * = 2α 1x − α 2x − α 3x , from (3.1) to (3.3), we can get that
Then we will show E |ξ (u; t, η)| 2 ≤ 1 + η 2 ∞ . The Itô formula and (A2.3) imply that
For any λ 1 > 0, we have
We can select λ *
This together with (3.4) yields that
Then we need to prove that
With the Itô formula and acquired conclusions, we claim that
and
The B-D-G inequality and basic inequalities imply that
Then we perform the analogous procedure with (3.10)
According to our computations from (3.7) to (3.11)
Furthermore, following an argument of (3.12), we obtain that
Hence we have
In conclusion, we can reach that
Proof: With the assumption (A2.2), we get that
Hence we only need to prove the continuity of {x ε,K (t)} in probability. For any ε > 0, there exists a δ = ε 3 > 0, such that
Then we obtain that
With the aid of the Itô isometry in [5] and the B-D-G inequality in [28] , we get that
From the proof of Lemma 3.2, we have
Now from the Borel-Cantelli lemma, it follows
is the unique weak solution of (2.7).
Proof: Let C = 1 and define an infinitesimal operator as follows
σ ik σ kj . We say that x (t) solves the martingale problem for the operator A if
Next, we use x to replace x ε,K (t), and y to replace x ε,K (t − τ ) for simplification, and we denote g(x, y, z ′ ) as g ′ in the following proof. Let C 4 0 (R n , R) denotes the set of real-valued functions whose partial derivatives up to fourth order are continuous, where x, y ∈ R n and t ∈ R. For any ι ∈ C 4 0 (R n , R), we choose the following perturbed test functions
We also note that for any bounded function F (u ≥ t)
We define
Then with the virtue of Lemma 3.2, we obtain
Hence we have ι ε,K
which means that ι ε,K 3 (t) → 0 w.p.1 (ε → 0). Hence we arrive at
Then we only need to prove (3.13) , and in order to getÂ ε f ε,K (·), firstly we computê
We note that
Then we compute I 1 and I 2 respectively, and the details of I are presented in Appendix B.
Applying Lemma 3.2, we obtain that
We can compute I 
In a similar way, we conclude that Then we estimate the I by the exponential ergodicity of ξ ε (·)
Hence, we obtain that
Then we examine I 2 , so that we need to estimate I
2 ,
By virtue of the assumption (A2.4),
Approximately, we conclude that lim ε→0 I
We also derive that the limits of I In conclusion,
EstimatingÂ ε f ε,K 2 (·) on a similar way, we obtain
For simplification we denote that
Then we estimate I 3 and I 4 separately. Moreover, the details of I are given in Appendix B.
Owing to the exponential ergodicity of ξ ε (·), we have that
Similarly, we get
With the aid of assumption (A2.4), we obtain that Hence, we also conclude that the limits of I Owing to the exponential ergodicity of ξ ε (·), we yield the following estimation, which is similiar to (3.14) ,
The above proof shows that lim ε→0
Then we compute I 4 , and firstly I
4 ,
Also we estimate I
with the aid of (A2.4)
Parallel to the estimation of I 
And
The details of I are given in Appendix B.
Applying Lemma 3.2, we know that
Hence, we conclude that the limit of I 
Thus, lim ε→0
Then we examine I 6 by using the Taylor expansion, and we estimate I (1) 6 as
With assumption (A2.4),
Approximately, we conclude 
(3.20)
Therefore from the above discussion and (3.18), (3.19) and (3.20) , we can get that lim ε→0Â ε ι ε,K (t) = lim ε→0Â ε ι x ε,K (t) + ι ε,K
This together with the tightness of {x ε (·)} yields that x ε (·) ⇒ x (·).
The "Fast Component" with Memory
Now we extend the results from Section 3 to the case of the "fast component" with memory. Firstly, we introduce a system in the following form
where ε > 0 is a small parameter, x 0 (t) , ξ 0 (t) are given deterministic functions on [−τ, 0], and τ > 0 represents the time delay. With the aid of the Lévy-Itô decomposition, considering the two-time-scale SDDEs driven by Lévy processes with neglecting the large jumps as following, we get
Imitating the procedure similar to Section 2, we yield the following truncation equation
The following assumption is required in the subsequent development:
(A4.1) For any K > 0 and x ∈ S K , there exist α 1x , α 2x and α 3x , which are dependent on x and 2α 1x − α 2x − α 3x > 0. For any ξ i , ξ ′ i (i = 1, 2), we suppose that
Main results:
Under the condition (A4.1) , the x-fixed process ξ (t),
where F denotes f K (x, ξ (u; x)), a K (x, ξ (u; x)) or |z|<c g K (x, ξ (u; x) , z) v (dz).
Proof: Imitating the similiar procedure to (3.5) and (3.6), we denote ξ(t, s i , η(0)) = ξ i (t) and ξ ′ (t, s i , η(0)) = ξ ′ i (t) (i = 1, 2) for simplification reasons, we get the following conclusions:
Together with (4.2), it yields that
Next what we need to prove is that
With the aid of the Itô formula, we can claim that 
And we observe that
Hence, there exists a C αx , which is dependent on α 2x and α 3x , such that
Furthermore, we obtain from (4.5),
Emulating the procedure to obtain (4.5), we can conclude with (4.6)
In conclusion, we reach that and
Then, x ε (·) ⇒ x (·), where x (·) is the unique weak solution of (2.7).
Proof: The proof is similar to that in Theorem 3.4.
Appendix A: Proof for Lemma 3.1
Step 1: x ε,n (·) ∈ L 2 (0, T ) Now we need to prove x ε,n (·) ∈ L 2 (0, T ) When n → ∞, we reach the following conclusions with Gronwall's lemma E sup 0≤t≤T |x ε,n (t)| 2 ≤ C T e Ct < ∞.
Step 2: Existence Define x 0 (t) = η 1 (0), first we show that {x ε,n (t)} n≥1 is Cauchy sequence by using the iterative scheme, define Then we claim that r n (T ) ≤ (C T r 0 (T )) n n! .
With the Borel-Cantelli lemma, we obtain that P max −τ ≤t≤T
x ε,n+1 (t) − x ε,n (t) 2 > 1 2 n ≤ (4C T r 0 (T )) n n! .
Hence, {x ε,n (t)} n≥1 is a Cauchy sequence on [0, T ].
Step 3: Uniqueness Let x ε (t) and y ε (t) be two solutions of (2.4). Then we have Then, if x ε (0) = y ε (0), we have x ε (t) = y ε (t) a.e. for t ∈ [−τ, T ]. +
