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We present a nonequilibrium strong-coupling approach to inhomogeneous systems of ultracold
atoms in optical lattices. We demonstrate its application to the Mott-insulating phase of a two-
dimensional Fermi-Hubbard model in the presence of a trap potential. Since the theory is formulated
self-consistently, the numerical implementation relies on a massively parallel evaluation of the self-
energy and the Green’s function at each lattice site, employing thousands of CPUs. While the
computation of the self-energy is straightforward to parallelize, the evaluation of the Green’s function
requires the inversion of a large sparse 10d × 10d matrix, with d > 6. As a crucial ingredient, our
solution heavily relies on the smallness of the hopping as compared to the interaction strength and
yields a widely scalable realization of a rapidly converging iterative algorithm which evaluates all
elements of the Green’s function. Results are validated by comparing with the homogeneous case via
the local-density approximation. These calculations also show that the local-density approximation
is valid in non-equilibrium setups without mass transport.
PACS numbers: 02.60.Nm, 03.75.-b, 03.75.Ss, 71.10.Fd
I. INTRODUCTION
The field of ultracold atoms in optical lattices has been
a promising new opportunity for studying many-body ef-
fects which are important for condensed-matter physics
in controlled environments [1, 2]. In particular, fermionic
atoms such as 40K may provide a direct path towards a
”quantum simulation” of the Hubbard model which it-
self has a paradigmatic role in condensed matter physics
and is a key in understanding phenomena such as high-
temperature superconductivity and strongly correlated
magnetism. In these experiments, some novel possibili-
ties to study physical correlations between constituents
of the model are being explored.
In many cases, such experiments[3–5] drive the systems
substantially beyond thermal equilibrium, so that they
are inaccessible to methods of conventional equilibrium
or linear-response theory. Usually, one also encounters
spatially inhomogeneous situations, since the atoms in
the optical lattice are being held in a trap potential which
co-exists with the lattice potential. In one-dimensional
systems, many opportunities to provide computational
benchmarks for such experiments exist, such as via the
density-matrix renormalization group [6–10]. However,
it is a challenging problem to describe two- and three-
dimensional systems out of thermal equilibrium, espe-
cially when they are also inhomogeneous.
In this paper we present a nonequilibrium strong-
coupling approach to inhomogeneous systems of ultra-
∗Electronic address: andreas@physics.georgetown.edu
cold atoms in optical lattices. The paper is structured as
follows. Section II discusses the Hubbard model for an
optical lattice in a trap. In Section III, we outline the
strong-coupling approach which enables us to simulate
inhomogeneous higher-dimensional Hubbard systems out
of equilibrium. In Section IV, we develop the massively
parallel algorithm which is used to solve the resulting
equations on a supercomputer. Section V presents re-
sults of the algorithm for the example of a modulated
lattice depth and validates them by comparing to the
previously introduced strong-coupling method for homo-
geneous systems[12] within the local-density approxima-
tion (LDA). Conclusions are given in Section VI.
II. MODEL
We consider a Fermi Hubbard model in the presence
of a trap potential, i.e.
H(t) = H0(t)−
∑
i,j,σ
Jij(t)c
†
i,σcj,σ, (1)
with
H0(t) =
∑
i
H(i)0 (t)
=
∑
i,σ
εi(t)ni,σ +
∑
i
Ui(t)ni↑ni↓,
(2)
where the on-site single-particle energy levels
εi(t) = Vtrap(~ri; t)− Ui(0)
2
− µ (3)
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FIG. 1: (color online) Kadanoff-Baym-Keldysh contour
C for the simulation time. Between the dashed blue
lines, the system is driven out of equilibrium by a time-
dependent Hamiltonian. In the numerical part of the
paper, we refer to the two points in time as t = 0 and
t = tmod for simplicity. The real times between the Mat-
subara branch and the point at which the system is driven
out of equilibrium can be used to check for numerical con-
vergence, since expectation values of observables have to
be constant here. The time discretization is shown in red
— in the implementation itself, the point t = 0 is iden-
tical to the point to which the Matsubara branch of the
contour is attached. The total number of time slices is
Nt = 2Nt,real +Nt,imag.
are determined by the trap potential Vtrap(~ri; t) and a
global chemical potential µ which characterizes the ini-
tial equilibrium state at time t = 0. The initial state is
assumed to have a temperature kBT = β
−1. The time-
dependent interaction Ui(t) and the time-dependent hop-
ping Jij(t) are chosen to be results of a tight-binding cal-
culation for maximally localized Wannier functions com-
puted from the translationally invariant case. In the fu-
ture, we plan to include corrections to the tight-binding
parameters which result from generalized Wannier func-
tions for the inhomogeneous problem.
We assume the system to be in thermal equilibrium
at time t = 0 and to be driven out of equilibrium subse-
quently by the time-dependence of the model parameters.
III. FORMALISM
We employ a second-order self-consistent expression
for the self-energy [12] around the atomic limit which
is described by H0. The self-consistency takes advantage
of a resummation of diagrams which yields a better ap-
proximation. It can be extended to an inhomogeneous
system in the following way:
Σlm,σ(t, t
′) =− δlm
∑
j1,σ1
∫
dt˜
∫
dt3
∫
dt4
∫
dt˜′
× G−1lσ (t, t˜) G˜IIl;σσ1(t˜, t4; t3, t˜′)
× Jlj1(t3)G(loc)j1σ1 (t3, t4)
× Jj1l(t4)G−1lσ (t˜′, t′)
=: δlmΣl,σ(t, t
′).
(4)
Here,
Glσ(t, t′) = −i〈TCclσ(t)c†lσ(t′)〉H(l)0 (5)
is the contour-ordered on-site no-hopping Green’s func-
tion at site l with spin σ (in the paramagnetic phase, the
Green’s function is independent of the spin σ). Times t
and t′ are located on the Kadanoff-Baym-Keldysh con-
tour C depicted in Fig. 1.
G˜IIm;σσ˜(t1, t2; t′1, t′2) =GIIm;σσ˜(t1, t2; t′1, t′2)
+Gmσ(t1, t′1)Gmσ(t2, t′2)δσσ˜
−Gmσ(t1, t′2)Gmσ˜(t2, t′1)
(6)
is the second-order cumulant for the on-site no-hopping
two-particle propagator
GIIm;σσ˜(t1, t2; t′1, t′2) =
(−i)2〈TCcmσ(t1)cmσ˜(t2)c†mσ˜(t′1)c†mσ(t′2)〉H(m)0
(7)
at site m. In a typical numerical implementa-
tion, one cannot store this tensor for a reason-
able grid of time slices. However, it is easy to
compute it on the fly in the particle-number basis
{|E(m)0 (t)〉, |E(m)1 (t)〉, |E(m)2 (t)〉, |E(m)3 (t)〉} = {|0〉m, | ↓
〉m, | ↑〉m, | ↓↑〉m} by inserting the time evolutions
c(†)mσ(t) = e
i
∫ t
0
H(m)0 (t′) dt′ c(†)mσe
−i ∫ t
0
H(m)0 (t′) dt′ (8)
for each possible TC time ordering of the creation and
annihilation operators. Note that it is crucial to the ap-
plicability of the approach that the expression in Eq. (8)
does not involve any time-ordered products, because
[H(m)0 (t),H(m)0 (t′)] = 0 for any combination of t, t′. The
on-the-fly evaluation of the action of the operators in the
basis can be realized by a fast multiplication with and
division by tabulated
ζ(m)ν (t) = e
i
∫ t
0
E(m)ν (t
′) dt′ (9)
values. For example, when t1 > t2 > t
′
1 > t
′
2,
GIIm;↑↓(t1, t2; t′1, t′2) =(−i)2
e−βE
(m)
0 (0)
Z(m)
× ζ
(m)
0 (t1)ζ
(m)
2 (t2)
ζ
(m)
2 (t1)ζ
(m)
3 (t2)
× ζ
(m)
3 (t
′
1)ζ
(m)
2 (t
′
2)
ζ
(m)
2 (t
′
1)ζ
(m)
0 (t
′
2)
,
(10)
with
Z(m) =
3∑
ν=0
e−βE
(m)
ν (0). (11)
In the calculation, one requires the expressions for all
possible time orderings. The relation in Eq. (4) is solved
3iteratively. At a given step of this procedure, the self-
energy at site i is given by
Σi,σ(t, t
′) =
∫
t˜t˜′
G−1i,σ (t, t˜)Σ˜i,σ(t˜, t˜′)G−1i,σ (t˜′, t′), (12)
where
Σ˜i,σ(t˜, t˜
′) =−
∑
j1,σ1
∫
t3,t4
G˜IIi,σσ1(t˜, t4; t3, t˜′)Ji,j1(t3)
×G(loc)j1,σ1(t3, t4)Jj1,i(t4).
(13)
The local Green’s function at site j1, G
(loc)
j1,σ1
is given by
the j1-th block-diagonal element of the lattice Green’s
function
G(latt)σ (~ri, t;~ri′ , t
′) =− i〈TCc~riσ(t)c†~ri′σ(t
′)〉
=
[
Gˆ−1σ − Jˆ − Σˆσ
]−1
(~ri, t;~ri′ , t
′),
(14)
i.e.
G
(loc)
i,σ (t, t
′) = G(latt)σ (~ri, t;~ri, t
′). (15)
Here, the hatted quantities Gˆσ, Jˆ , and Σˆσ denote the
non-interacting Green’s function, the hopping, and the
self-energy as operators acting on both, time and space
coordinates.
A. Observables
We comment now on the measurement of some impor-
tant physical observables within our method. The spin-σ
occupancy of site i may be evaluated by
〈niσ〉(t) =− i · (−i) · lim
δ→0+
〈TCciσ(t)c†iσ(t+ δ)〉
=− iG(loc)iσ (t, t+ 0+)
(16)
from the local Green’s function.
The kinetic energy contribution of spin σ at lattice site
i can be deduced from the lattice Green’s function
ekiniσ (t) := +i ·
∑
j is NN of i
Jij,σ(t)G
(latt)
σ (~rj , t;~ri, t). (17)
It is thus required to measure the equal-time hopping
Green’s functions from site i to its nearest neighbors j.
A quantity of particular interest is the double occu-
pancy Di(t) = 〈ni↑ni↓〉(t) as a function of time t and
lattice site i. We can derive it from some elements of the
lattice Green’s function and its equal-time derivative, us-
ing the following relation (see Appendix B):
∂
∂t
G
(loc)
i,σ (t, t
′)
∣∣∣∣
t′=t+
=Ui(t)Di(t)
+ εi(t)〈niσ〉(t) + ekiniσ (t).
(18)
Green’s function
evaluation
CG(   )
G
self−energy
(   )
evaluation
Σ
CΣ
G=Gatomic
Start:
FIG. 2: The self-consistent strong-coupling algorithm as
a flow chart. The configurations CΣ and CG are intro-
duced in Sec. IV and correspond to evaluating Eqs. (12)
and (13) (both CΣ), and Eq. (14) (CG).
IV. ALGORITHM
In this section, we outline the massively parallel algo-
rithm required to solve Eqs. (12), (13), and (14) itera-
tively on a supercomputer.
A. Representation of the Green’s functions and
self-energies
In order to represent the contour-ordered Green’s func-
tion on a computer, the Kadanoff-Baym-Keldysh contour
is discretized to Nt time slices, as shown in Fig. 1. In
the implementation used here, we chose Nt = 2Nt,real +
Nt,imag, where Nt,imag = Nt/32. Here, Nt,real is the num-
ber of time steps on each real branch of the Kadanoff-
Baym-Keldysh contour and Nt,imag the number of time
steps on the imaginary time axis. Furthermore, the sys-
tem consists of a finite number Nr of lattice sites. As-
suming that spatial symmetries such as reflection and
rotation symmetries are given for not only the Hamil-
tonian but also the quantum-statistical states, we can
reduce the actual number of lattice sites Nr within the
algorithm by symmetry maps to the number N˜r which
is the number of sites in the irreducible wedge of the
lattice. Many sites can then be represented by the equiv-
alence class with respect to the symmetry. Note that the
full number of lattice sites still plays a role in computa-
tional complexity when the propagation of excitations is
considered. Since Dyson’s equation performs an infinite
resummation of such processes, it is relevant for the cal-
culation of the Green’s function. Appendix A describes
the exploitation of symmetries in more detail.
B. Global Layout
Computationally, the self-consistency condition in
Eq. (4) is solved iteratively using an alternating sequence
4uΣ,0 uΣ,1 uΣ,2 uΣ,3 uΣ,4 uΣ,5
G,0u G,1u G,2u G,3u
processor
index
Σ
GC
C
. . .
. . .
FIG. 3: Global configurations for the parallelization
scheme.
of self-energy and Green’s function evaluations. The self-
energy evaluations are performed via Eqs. (12) and (13)
and will be described in detail in Sec. IV C. The Green’s
functions required for self-consistency and measurements
of observables are evaluated via Eq. (14) which will be
described in Sec. IV D.
Due to the structure of Eq. (13), the computation of
Σi(t, t
′) at lattice site i requires only the Green’s func-
tions of neighboring lattice sites. However, the second
step, i.e. the Dyson’s equation evaluation in Eq. (14) of
the lattice Green’s requires self-energy information from
all lattice sites. From a computational perspective, these
demands are quite different in terms of optimal memory
arrangement and distribution of tasks over a large set of
compute nodes. As a consequence, we define two different
configurations of the simulation. The Green’s function
evaluation in Eq. (14) is performed in what we call the
CG configuration of the simulation. The self-energy com-
putation is done in the CΣ configuration. Fig. 2 shows a
schematic flowchart for the computation.
The two different global machine states are sketched in
Fig. 3. All processors are thought to be arranged along
the direction of the abscissa in Fig. 3. Each configuration
defines groups of processors which share tasks, we call
them self-energy units uΣ,i and Green’s function units
uG,i. The self-energy unit uΣ,i evaluates self-energies for
the i-th range of representative sites. The Green’s func-
tion units evaluate relevant information for the i-th range
of symmetry-representative site indices for blocked rows
of the lattice Green’s function. There is an optimal value
for the size of the units which is usually different for uΣ,i
and uG,i. The determining factors for the optimal size
will be elaborated below.
C. Self-energy evaluation for unit uΣ,i
By a given self-energy unit uΣ,i, the self-energy
Σn(t, t
′) is computed for a certain range of (representa-
tives of) sites n for all t, t′ using Eqs. (12) and (13). The
expressions involve an on-the-fly evaluation of the cumu-
lant G˜II using the tabulated values of Eq. (9), as well as
local Green’s functions which do not require any perma-
nent storage on uΣ,i. Memory-wise, the unit is required
to have access to the local Green’s functions of neighbor-
ing sites, as well as to the value of the self-energy from
the previous iteration. The latter is necessary, because
in our implementation, Eq. (12) is regularized as follows:
Σˆ = λmixΣˆnew + (1− λmix)Σˆold, (19)
where λmix ≈ 0.7 is a linear mixing parameter which sta-
bilizes the convergence by averaging between the current
and the previous iteration. Convergence is reached once
N−1bd ‖Σˆnew − Σˆold‖2 + ‖Σˆnew − Σˆold‖∞ ≤ δsc, (20)
where ‖ · ‖2 is the Frobenius norm of the self-energy ma-
trix with Nbd entries on the block diagonal, and ‖ · ‖∞ is
element-wise maximum norm of the matrix. A reasonable
value for the accuracy of the self-consistency condition is
δsc ≈ 10−8U0, (21)
where U0 is some typical value of the interaction strength
(which often serves as the energy unit). Convergence is
usually reached after approximately ten iterations.
In all relevant cases we have encountered so far,
the self-energy evaluation step is computationally more
costly than the Green’s function evaluation, if the lat-
ter has been optimized appropriately. This is due to the
fact, that the contraction of cumulant indices in Eq. (13)
scales with the fourth power of Nt. The evaluation of the
cumulant contraction is however massively parallelizable,
i.e. no significant communication even within the uΣ,i is
required during the computation.
Thus, the size of the cumulant units can be chosen
rather freely regarding the aspect of communication be-
tween CPUs within the unit. A small size is preferable,
due to the typically small memory consumption. For
convenience, when switching between configurations CΣ
and CG, the self-energies just remain within the compute
nodes of the respective processors of the self-energy units.
However, it is better to ensure that each self-energy unit
deals with more than one lattice site, because we en-
counter the situation that the time to evaluate the self-
energy varies substantially from lattice site to lattice site.
If the site indices are assigned randomly, this effect av-
erages out for a sufficient number of sites. As a rule of
thumb, it is reasonable to assign self-energies for sixteen
random lattice sites to each uΣ,i.
D. Green’s Function evaluation for unit uG,i
Let us have a closer look at the Dyson’s equation in
Eq. (14). It contains a block-diagonal part
Gˆ−1σ − Σˆσ = diagi∈ lattice (G−1i,σ − Σi,σ), (22)
and a sparse off-diagonal part given by the hopping ma-
trix Jˆ . The latter is composed of a contour-δ-function
in time and a tight-binding structure in real space. In
5particular, Jˆ is a small quantity, due to the very nature
of the strong-coupling expansion. This fact is exploited
algorithmically.
It is insightful to change notation in Eq. (14). We
can write the lattice Green’s function in a Dirac type
notation, as a matrix element
G(latt)σ (~r, t;~r
′, t′) = 〈~r, t|
(
1
Gˆ−1σ − Jˆ − Σˆσ
)
|~r′, t′〉, (23)
where {|~r, t〉}~r,t is an orthonormal basis associated
with space and time variables. Each uG,i computes
G
(latt)
σ (~r, t;~r′, t′) at the sites ~r assigned to it for all ~r′, t, t′
and stores the local and hopping Green’s functions as
required. Determining the lattice Green’s function cor-
responds to solving Nr · Nt linear equations in Nr · Nt
variables. That is, the (NrNt)
2 matrix elements of the
Green’s function are determined by solving such linear
equations NrNt times. Typically, in our application,
Nt is at least 512 or 1024 and Nr is around 10000.
Note that since the simulation discretizes the points on
the Kadanoff-Baym-Keldysh contour with Nt time slices,
there is a finite size of time slices ∆t. The effect of
a finite ∆t usually affects the accuracy of the calcula-
tions, and thus we perform a quadratic extrapolation of
the simulation results from three finite values of ∆t to
∆t → 0. Cross-checks with linear extrapolations show
the quadratic extrapolation is superior in most instances.
The matrix to be inverted in Eq. (23),
(
Gˆ
(latt)
σ
)−1
, is
typically around 5 · 106 × 5 · 106 dimensional. Its block
structure can be written as(
Gˆ(latt)σ
)−1
=
B1 0 · · · 0 −J1,NN(1)i 0 · · · 0
0 B2 0 · · · −J2,NN(2)i 0 · · ·
... 0 B3 0 · · ·
. . .
...
. . . 0
· · · −JNr,NN(Nr)i · · · 0 BNr

,
(24)
where each block represents an Nt ×Nt matrix and
Bi = G−1i,σ − Σi,σ, (25)
as given in Eq. (22). Each row and each column in
Eq. (24) contains at most 4 hopping matrices Jn,NN(n)i
to the nearest neighbors NN(n)i, i = 1, . . . , 4 (in two
dimensions). The hopping matrices Jn,NN(n)i are es-
sentially diagonal matrices whose diagonal elements are
the time-dependent hopping amplitudes. The matrix in
Eq. (24) is extremely sparse, while its inverse Gˆ
(latt)
σ is
dense. However, due to the small numerical value of
the hopping in the strong-coupling expansion, matrix el-
ements of Gˆ
(latt)
σ fall off as a function of spatial distance
and eventually become irrelevant; in other words, the
lattice Green’s function is typically block diagonal dom-
inant. This fact can be exploited in a numerically con-
trolled way by utilizing an iterative procedure. We choose
the Generalized Minimal Residue (GMRES) method as
a solver [15].
The GMRES method considers an equation system
y = Aˆx, (26)
as well as an ”almost” correct solution
x˜ = P(y), (27)
where P is the so-called preconditioner. P is an arbitrary
operator whose action on y is cheap to compute but is
a good approximation to Aˆ−1y. In our case, due to the
small numerical value of the hopping, a natural choice for
the preconditioner is the inverse block diagonal matrix
P(y) := Bˆ−1y, (28)
where
Bˆ := Gˆ−1σ − Σˆσ (29)
as defined earlier in Eqs. (22) and (25). Further details
of the GMRES method as applied to the Dyson’s equa-
tion in the inhomogeneous strong-coupling expansion are
discussed in Appendix C.
We distribute the task of applying GMRES to each
unit vector |ej〉 of the vector space CNtNr within the set
of Green’s function units {uG,i}i=1,...,NG . Each Green’s
function unit must store all blocks of the block diagonal
Bˆ. Memory allocated to each CPU within a unit thus
defines a lower bound to the size of a Green’s function
unit through this requirement in the following way:
|uG,i| ≥
⌈
N˜r ·N2t · 16 Bytes per complex
memory per CPU
⌉
, (30)
assuming a double precision representation of complex
numbers. If one also decides to store the preconditioner,
this value doubles. We store the blocks of Bˆ as depicted
in Fig. 4.
Practically, within each uG,i, an efficient application of
Bˆ and Bˆ−1 to a given vector |x〉 has to be achieved. The
performance of these operations crucially relies on the
small size of uG,i and on a good load-balancing within
uG,i. The former is due to an increased number of com-
munication events through relatively slow connections
between CPUs and also due to its role in the latter. In
order to avoid an unnecessarily large number of CPUs
in uG,i, a minimization of memory consumption plays a
key role. We construct the representation of Bˆ within
6uG,i
Bx3nBx2nBxn
Bx2
Bx1
CPUmCPUm−1CPU3CPU2CPU1
BxNx
FIG. 4: Distribution of the non-zero entries (lightly
shaded boxes) Bxν (t, t
′) of the block-diagonal matrix Bˆ
within each unit uG,i (darkly shaded area). If symmetries
apply, only the blocks associated with representatives of
lattice sites need to be stored, and Nr is then taken as
N˜r.
Nt CPUs (walltime) size of uΣ,i size of uG,i nb
256 16 (24h) 16 2 256
512 512 (24h) 16 4 512
1024 8192 (50h) 256 64 256
TABLE I: Table of typical parallelization parameters on
a Cray XE6 (2GB memory per CPU) for the applica-
tion presented in Sec. V B. The number nb = NrNt/Nb
denotes the block size in the parallel GMRES implemen-
tation.
a Green’s function unit by distributing respective self-
energies to the CPUs dealing with specific parts of Bˆ. A
practical example is shown in table I.
A further important optimization when applying GM-
RES takes advantage of both cache optimizations in Ba-
sic Linear Algebra Subprograms (BLAS)[16] level 3 rou-
tines and a reduction of network latency effects — rather
than letting uG,i apply GMRES individually to each unit
vector |ej〉 of its concern serially, we choose a parallel im-
plementation. It applies the algorithm to blocks rather
than vectors. Thus, highly optimized BLAS level 3 rather
than multiple calls of BLAS level 2 are used. In addi-
tion, less communication processes between CPUs occur.
More specifically, we can write this blockwise procedure
as solving the blocked equation system(
Eˆ1 Eˆ2 · · · EˆNb
)
= (Bˆ−Jˆ)·
(
Γˆ1 Γˆ2 · · · ΓˆNb
)
, (31)
where
Eˆi =
iNrNt/Nb∑
j=(i−1)NrNt/Nb
|ej〉〈ej |, (32)
with appropriately defined unit vectors |ej〉 which belong
to a single lattice site in the notation introduced above
with Eq. (23). The blocks Γˆi are the respective blocks of
Gˆlattσ . Typical block sizes are listed in Table I.
In the GMRES procedure, this definition of blocked
equations which are solved one after another has the
following advantage. The method operates iteratively,
where the start value is the preconditioner solution,
which is still localized at some lattice site: Bˆ−1|ej〉 (or
Bˆ−1Eˆi). The computation of Bˆ−1 is done with LAPACK
calls[16] for the diagonal blocks by the CPUs assigned to
them according to Fig. 4. By means of the spatial struc-
ture of this then iteratively refined approximation to the
solution, only the application of Bˆ− Jˆ introduces further
lattice sites to the problem. As a consequence, if GMRES
converges quickly for a given numerical accuracy of the
GMRES method, non-zero elements only occur within
the spatial vicinity associated to the considered Eˆi block
in the blocked representation of the converging GMRES
solution Xˆ =
(
x1 x2 · · · xNrNt/Nb
)
(see App. C for
details). Indeed, the GMRES procedure converges very
rapidly, because the hopping Jˆ between adjacent lattice
sites is required to be small in the strong-coupling expan-
sion.
For the block representations Xˆ of iteratively refined
GMRES solutions, we thus choose to only store non-zero
subblocks and distribute them within the uG,i units us-
ing the storage scheme for Bˆ (see above and Fig. 4). In
the case that Xˆ contains non-zero contributions for re-
ducible lattice sites (this happens when Eˆi is located near
the boundary of the range of site representatives, see Ap-
pendix A), the respective block is handled by the CPU
associated to its equivalence class. This minimizes both
communication and memory consumption. The former is
because applying the preconditioner is only a local oper-
ation and applying Aˆ requires only communications with
units storing neighbors of the respective lattice sites. The
size of the blocks in Xˆ is to be chosen as large as possi-
ble. However, memory in uG,i is usually very limited, so
a tradeoff in unit size and block length has to be made.
Let us also comment on reasonable values for the GM-
RES convergence parameter. The GMRES method for
our matrix inversion runs until a certain accuracy for the
result is achieved, i.e.
‖ej − Aˆx‖2 ≤ δGMRES, (33)
where δGMRES is the desired numerical precision and ‖ ·
‖2 is the Euclidian norm. For all practical purposes we
encountered so far, a value
δGMRES = 10
−2 (34)
has been sufficient. This surprisingly large value was ver-
ified by comparing to simulations with higher accuracy,
that is δGMRES = 10
−3, for the physical systems studied
in this paper at several parameter values. The plots of
numerical results of interest are identical to the eye. Sim-
ilar tests were done for completely homogeneous systems
by comparing to a numerically exact implementation in
momentum space. It may be that for different appli-
cations than the one presented here a smaller value of
δGMRES is required. In order to understand the mean-
ing of δGMRES better it may be useful to compare it to
7the dimension of the vector it constrains. In our case,
the dimension of ej − Aˆx is NrNt ≥ 1 × 106. Thus,
if one chooses to normalize the convergence criterion in
Eqs. (33) and (34) by the dimension, the constraint
reads 10−8. In this context it may also be worthwhile
to consider the fact that the GMRES procedure only in-
volves transformations with Bˆ−1, Bˆ, and Jˆ . That is,
it applies only transformations which comply with the
causal structure of the Green’s function and do not in-
troduce artificial discontinuities with respect to the time
variables in the end result for the Green’s function which
are in principle part of the vector space which is being
searched by the algorithm. In other words, the physical
choice of the preconditioner already constrains the solu-
tion space so drastically that even a relatively large value
of δGMRES might be sufficient.
With all these optimizations, the Green’s function eval-
uation typically consumes no more than five to ten per-
cent of the time required for the self-energy evaluation on
a Cray XE6 machine in the application to lattice depth
modulation spectroscopy described below. The optimiza-
tions are necessary to speed up the Green’s function eval-
uation appropriately, because we encountered increases
in speed by a factor of at least 10 and up to 1000, for
each blockwise application of GMRES, distributed stor-
age of the GMRES vector blocks, and random assignment
of site indices. In other applications than lattice depth
modulation, with a large value of the hopping applied
for a longer period of time, the requirement of computer
time for the Green’s function evaluation may still exceed
the time to evaluate the self-energy. However, we find
these requirements to be within reasonable bounds.
E. Switching between the global configurations
The only time when global communication and syn-
chronization across all processors is required is when ei-
ther the self-energy or the Green’s function evaluations
are finished. Then, convergence has to be checked, and
the global configurations CΣ and CG have to be replaced
by each other. This requires point-to-point communi-
cations of individual processors across the machine and
broadcasts within smaller groups of processors which
all require the same data. The occuring communica-
tion events are displayed in Fig. 5. During the switch
CG → CΣ (Fig. 5a), the Green’s function contents on the
nearest neighbors of the sites assigned to a given uΣ,i
have to be sent from the Green’s function unit which
computed them. Due to the possibly random assignment
of site indices m to spatial coordinates ~rm, the input to
uΣ,i is collected from various uG,j . The storage scheme
used for the results within uG,j determines the actual
processors which send the data.
When switching from CΣ to CG, spatial ranges tasked
to specific parts of each Green’s function unit have to be
sent from the self-energy units which contain this infor-
mation (Fig. 5b). The storage pattern for uG,i is already
GC ΣC
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FIG. 5: (color online) Global data transfers during the
configuration switches CΣ ↔ CG. (a): Transfers from
the uG,i units to a given uΣ,i unit during the configu-
ration switch CG → CΣ. Only the local Green’s func-
tions Gm(t, t
′) on the nearest neighbors of the assigned
self-energies Σn(t, t
′) are required by each uΣ,i due to
Eq. (13). (b): Transfers of the full self-energy data
Σn(t, t
′) from the uΣ,i units to all uG,i units. The pro-
cess can be improved by sending the data only to uG,1
and then broadcasting the data internally to the set of
equivalent member processors CPUj , j = const., of each
uG,i, i > 1. The memory structure of the Green’s func-
tion unit is identical to the block-diagonal storage scheme
introduced in Fig. 4.
the one specified for the block diagonal matrix denom-
inator of the Dyson’s equation (Fig. 4). To finish the
change of configurations, an in-place substitution of the
self-energies by the respective blocks Bxi is performed by
computing the respective atomic Green’s functions and
inserting Bxi = G−1i − Σi, as defined in Eq. (29). The
process CΣ → CG is typically more time-consuming than
CG → CΣ. However, it can be optimized by using broad-
casts between groups of processors with the same data
requirements: each j-th CPU in uG,i requires the same
data set to operate.
The switching processes cost no more than five per-
cent of the total computation time and are thus negligi-
ble. However, the implementation involves a considerable
amount of book-keeping.
8F. Summary and notes on the implementation
Let us summarize the algorithm and also provide some
implementation details on the way. As the method im-
plements the self-consistent solution of Eq. (4), the al-
gorithm is split in two steps: the self-energy evaluation
(Eqs. (12) and (13)) and the Green’s function evaluation
(Eq. (14)). Since the computation of the self-energy and
the evaluation of the Green’s function have different re-
quirements in terms of computational resources on the
supercomputer, they use different data structures and
collaboration patterns amongst the CPUs. We refer to
the data structures of the algorithm in the self-energy
evaluation state as the configuration CΣ and to the data
structures of the algorithm in the Green’s function eval-
uation state as the configuration CG. The respective
configurations are subdivided into mutually independent
units uΣ,i and uG,i spanning several CPUs and the mem-
ory associated with them, respectively. This approach is
tailored to a cluster, rather than a shared-memory archi-
tecture.
If one chooses to employ the Message Passing Interface
(MPI) standard in order to implement the algorithm, it
is advantageous to use the MPI Group feature to ensure
an efficient communication within the units [18]. It turns
out to be useful to define internal communicators for the
uG,i and uΣ,i, respectively, as well as for sets of proces-
sors with shared requirements, such as the n-th processor
of each uG,i, since they all require the same self-energies.
Within these shared-interest communicators, data can
be broadcasted efficiently. It may also be reasonable to
use advanced MPI features to perform an optimization
with respect to the network topology of the supercom-
puter, such that communication within the uG,i units is
optimal and equally fast for all i. In contrast, the com-
munication within uΣ,i is not time-critical, because the
main effort, computing the integrals in Eq. (13), is done
by each processor in uΣ,i independently.
Let us now comment on the implementation of
Eq. (13). Each uΣ,i computes Σ˜ for a certain range of
sites. Here, the main effort is the contraction of the
time indices. The atomic-limit cumulant Green’s func-
tion GII is computed on the fly using tabulated values
of the exponentials in Eq. (9). The computational effort
of Eq. (13) scales with N4t and is the computationally
most costly operation. However, it may also be imple-
mented on GPUs, due to little memory and bandwidth
requirements. After having evaluated Eq. (13), the units
uΣ,i compute the updated self-energy using Eqs. (12) and
(19). Then, as described in section IV E, the resulting lo-
cal self-energies are sent to the uG,i units which may or
may not overlap with the respective uΣ,i. Within each
uG,i, the self-energy for all sites has to be available and
is thus equally distributed over the CPUs according to
the storage pattern depicted in Fig. 4. It is advised to
keep the self-energy results in uΣ,i for the next update as
described by Eq. (19), even though the machine changes
to configuration CG in the meantime. This is because
the Σˆold in Eq. (19) has to be available in the self-energy
computation of the next iteration of the self-consistency
loop. In order to minimize the memory consumption of
the relevant range of Σˆold, it can be distributed equally
within each uΣ,i.
In order to establish the configuration CG to compute
Eq. (14), the self-energies in uG,i are then replaced by the
blocks of the matrix Bˆ according to Eq. (29). Option-
ally, the elements of the preconditioner Bˆ−1 can also be
computed and stored at this point in time, also using the
previous storage pattern. However, this competes with
the requirement to keep uG,i small, because the action of
the preconditioner can also be computed on the fly from
Bˆ with a smaller memory requirement.
Having fully set up the CG configuration, Eq. (14) is
written as the vectorized linear Eq. (31) as described
in section IV D. The key variable is the bundle of GM-
RES vectors Xˆ whose initial value Xˆ0 is the precondi-
tioner P = Bˆ−1 applied to a bundle of unit vectors, as
in Eq. (32). Xˆ0 has only non-zero entries at a single
site index. Xˆ is also stored according to the scheme in
Fig. 4. A good optimization here is to store only nonzero
components of Xˆ emerging from Xˆ0 due to the appli-
cation of the hopping matrix. For this purpose, each
processor in uG,i can keep track of the sites with non-
zero elements in Xˆ based on the site index of Xˆ0 and the
number of hopping events applied to Xˆ during the GM-
RES procedure elaborated in App. C. Once a hopping
occurs due to the application of Bˆ − Jˆ , a given proces-
sor may have contributions to be stored and/or added
to a value assigned to another processor within the stor-
age scheme (compare to the block structure of Bˆ − Jˆ in
Eq. (31)). Such transmissions are the major communi-
cation events within uG,i. The required communication
bandwidth within uG,i can only be minimized by assign-
ing connected spatial domains with a minimal surface
to single processors within uG,i. However, doing so is
strongly disadvantageous in the case that the GMRES is
converging very rapidly, i.e. if the hopping is small and
tmax is small. In this case, all but one of the CPUs in
uG,i will remain idle, because the non-zero elements in
Xˆ do not leave the CPU storing the non-zero elements
of Xˆ0. Thus, for a rapidly converging GMRES, a ran-
dom assignment of the site leading to largely scattered
domains is more appropriate.
Once each uG,i has computed the Green’s functions on
the spatial range assigned to it, the different spatial com-
ponents of Gloc are distributed to the uΣ,i units which
require them for evaluating the Green’s function sum in
Eq. (13) in order to start the next iteration.
V. RESULTS
In this section, we present results of the algorithm for
trapped atoms in a two-dimensional optical lattice which
is subject to a periodic modulation of the lattice depth.
9We compare this method to a homogeneous version of
the algorithm which was previously successfully applied
to a lattice depth modulation experiment within the LDA
[13].
The LDA is generally expected to yield good results
for systems without mass transport. This is a well-
established observation in equilibrium [17]. We show that
also in a nonequilibrium scenario without mass transport,
the high accuracy of the LDA can be explicitly demon-
strated. At the same time we validate our direct compu-
tational approach.
A. Lattice depth modulation
In lattice-depth modulation spectroscopy, the atoms
are subject to a time-dependent optical lattice potential
V (~r, t) = Vtrap(~r) + Vlattice(~r, t). (35)
The trap potential does not depend on time and has the
parabolic shape
Vtrap(~r) ∝ |~r|2. (36)
The lattice potential satisfies
Vlattice(~r, t) = V (t)
2∑
i=1
sin2(kxi), (37)
which contains the time-dependent lattice depth
V (t) = V0 + χ[0,tmod](t) ·∆V sinωt. (38)
We assume that the lattice is modulated over a finite
time interval [0, tmod] and that the system is in an initial
thermal state at time t = 0. Numerically, we start the
simulation at an earlier point in time, in order to be able
to check for convergence, as discussed in Fig. 1. The lat-
tice constant k = 2pi/λ is defined by the laser wavelength
λ. The single-particle Hamiltonian
Hsingle(t) = − ~
2
2m
~∇2 + V (~r, t) (39)
yields the recoil energy ER = ~k2/2m as a natural choice
for an energy unit. In order to compute the coefficients of
the many-body Hamiltonian in Eq. (1) from the single-
particle Hamiltonian, we insert the constant hoppings J
and interactions U of a translationally invariant lattice.
These can be computed easily with maximally localized
Wannier functions [14].
Due to the time-dependence of the lattice depth V (t),
we also obtain a time-dependent interaction U(t) and
hopping J(t). We write the initial values of the interac-
tion and the hopping as U0 and J0, respectively. In these
units, the trap potential can be written as
Vtrap(~r) = J0|~r/ρtrap|2. (40)
Hence, ρtrap can be interpreted as the length scale on
which the trap potential reaches the strength of the initial
hopping amplitude. It is important to keep ρtrap larger
than a couple of lattice spacings, since otherwise the trap
potential interferes drastically with the hopping between
neighboring sites and the density changes too fast for the
LDA to be accurate.
B. Numerical Results
As a test system, we set the lattice depth to V0 = 10ER
and modulate it with an amplitude ∆VV0 = 20% at the
resonant frequency ~ω = U0. The interaction strength
is chosen to be U0/6J0 = 7.77, and we assume an initial
temperature kBT = 0.15U0. We choose to study two cy-
cles of the modulation, that is tmod = 2h/U0. For the
simulations, we use up to 1024 time slices and a lattice
with up to 1024 symmetry-irreducible lattice sites, that
is up to 7844 actual lattice sites. The computational ef-
fort for a system with 512 symmetry-irreducible sites and
a maximum of 1024 time slices is approximately 5× 105
CPU-hours on a Cray XE6. For instance, this involves
32768 CPUs for approximately 12 hours by the main sim-
ulation and some further CPU time for the cheaper sim-
ulations at larger ∆t which are required for the extrapo-
lation ∆t→ 0.
Figure 6 shows simulation results for distribution of
the double occupancy in a trapped system with ρtrap =
4 sites and the global chemical potential µ = 0. Each
subfigure displays the distribution at a different point in
time. Due to the lattice depth modulation, the hopping
in units of the interaction J(t)/U(t) drives the system.
The increases in the double occupancy occur as J(t)/U(t)
is decreasing.
To provide a better picture of the time dependence,
Fig. 7 shows the fraction of atoms on doubly occupied
sites,
D˜(t) =
2
∑
i〈ni↑ni↓〉(t)
N
, (41)
where N =
∑
i〈ni〉(t) = const. as a function of time
for several values of the trap curvature. In the cases
ρtrap = 4 sites and ρtrap = 5.5 sites, the results lie on top
of each other, whereas for ρtrap = 2 sites a slight deviation
occurs. This agrees with the results found in our previous
publication Ref. [13] for homogeneous systems.
1. Comparison to LDA
In order to perform the comparison to the LDA,
we solve numerous mutually independent homogeneous
versions of the problem at several chemical potentials
µ = −Vtrap(~r) and compare to local observables obtained
from the full trap simulation at a position ~r.
We consider a set of test systems with three dif-
ferent trap curvatures, that is different values of the
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FIG. 6: (color online) Direct numerical results for the double occupancy distribution D(~x, t) as a function of time for
a uniformly modulated lattice depth in a trap. The insets of each panel show the hopping in units of the interaction
J(t)/U(t). The trap curvature is specified by ρtrap = 4 sites.
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tures.
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FIG. 8: (color online) Comparison of the double occu-
pancies computed for the full trap simulation of traps
with different curvatures as compared to the LDA result.
characteristic length ρtrap of the trap potential, namely
ρtrap = 2 sites, ρtrap = 4 sites, and ρtrap = 5.5 sites. In
the simulations, the real part of the Kadanoff-Baym-
Keldysh contour extends over an interval [t0, tmax] =
[−2~/U0, 14~/U0], whereas the modulation acts over the
interval [0, tmod].
Figure 8 shows a comparison of the double occupancy
D(µ, t) as a function of the initial chemical potential
µ at times before (t = t0) and after (t = tmax) it has
been driven out of equilibrium by the lattice depth mod-
ulation. As we see for both, the equilibrium (t = t0)
and nonequilibrium (t = tmax) situations, the numeri-
cal results for the inhomogeneous system agree well with
the LDA, even for the rather steep trap potential with
ρtrap = 2 sites. The slight deviation of the solution for
2 sites from the other nonequilibrium curves may still be
due to numerical imperfections. The agreement with the
LDA indicates that the creation of doubly occupied sites
in a Mott insulator subject to a modulated lattice depth
is caused by strongly local excitation processes.
VI. CONCLUSION
We presented a computational approach to an inho-
mogeneous Mott-insulating system of ultracold atoms.
A major challenge is to compute a large matrix inverse
in the Dyson equation. We show that a GMRES-based
inversion approach exploiting the small numerical value
of the hopping as compared to the many-body interac-
tion yields a feasible implementation on supercomputers.
A comparison to the LDA shows that both methods are
well-suited for the problem of lattice-depth modulation
spectroscopy. This hints towards mainly local processes
being involved in the coherent excitations between lower
and upper Hubbard bands in this particular setting, as
might have been anticipated. In the future, we will ap-
ply the inhomogeneous method to problems with mass
transport where the LDA is expected to fail.
At present, the computational complexity of the al-
gorithm is proportional to N4t . It may be worthwhile
to investigate the possibility to extend the time range
by truncating certain parts of the self-energy at a given
threshold for t− t′. This measure could increase the ap-
plicability of the algorithm greatly but requires further
efforts.
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Appendix A: Utilization of Symmetries
We illustrate the exploitation of symmetries for the ex-
ample of spherical symmetry on a two-dimensional square
lattice with an s-orbital basis. In this case, a C4v point
group symmetry [19] is imposed on the lattice. Fig. 9 dis-
plays the lattice sites of a lattice. For the C4v symmetry,
all sites can be represented by the sites in the irreducible
wedge x ≥ 0∧ y ≤ x. These representatives of the equiv-
alence classes are denoted by solid black circles. If the
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y
x
FIG. 9: (color online) C4v point-group symmetry im-
posed by the circular trap potential on the 2D lattice.
The circles denote lattice sites. Solid circles are repre-
sentatives of an equivalence class of lattice sites with re-
spect to the symmetry. The symmetry partners of the
red/gray solid circle are displayed in red/gray.
Green’s function and self-energy transform as the identity
representation of the point group, the computations only
need to be performed for those representatives. The rep-
resentative of a given site can be retrieved by reflections
with respect to the coordinate axes and the diagonals
which are shown as dashed lines in Fig. 9.
Appendix B: Formula for the double occupancy
We provide a brief derivation of Eq. (18). Let us start
by assuming an equidistant discretization {t0, . . . , tN}
(∆t = ti+1 − ti) of the forward part of the Kadanoff-
Baym-Keldysh contour. We obtain
∂Glσ(t, t
′)
∂t
∣∣∣∣
t′=t+
=
1
∆t
(Glσ(ti, ti)−Glσ(ti−1, ti))
+O(∆t)
=
−i
∆t
〈
eiH(t0)∆t · · · eiH(ti−1)∆t
× Aˆlσ
× e−iH(ti−1)∆t · · · e−iH(t0)∆t
〉
+O(∆t),
(B1)
with
Aˆlσ = −eiH(ti)∆tc†lσ
[
clσ, e
−iH(ti)∆t
]
. (B2)
The operator Aˆlσ simplifies as follows:
Aˆlσ =− i∆t · c†lσ[H(ti), clσ] +O(∆t2)
=− i∆t ·
(∑
j
Jljc
†
lσcjσ − εlσ(t)nlσ−
− Ul(t)nl↑nl↓
)
+O(∆t2).
(B3)
Taking the limit ∆t→ 0 results in Eq. (18). Numerically,
this limit must be performed via linear and/or quadratic
extrapolation of multiple simulations for different ∆t val-
ues.
Appendix C: GMRES
The Generalized Minimal Residue Method was intro-
duced by Saad and Schultz [15] to solve a linear equation
Aˆx = b. (C1)
A good introduction to the method can be found in
Ref. [20], and a useful C++ implementation is pro-
vided by the NIST IML++ template library [21]. In
order to solve the equation (C1), GMRES operates in
d-dimensional Krylov subspaces
Kd(Aˆ, r(0)) = span (r(0), Aˆr(0), . . . , Aˆd−1r(0)) (C2)
which are successively built up, starting with d = 1.
r(0) = b − Au(0) is the residue of the initial guess u(0)
for the solution. The GMRES method forms a refined
approximate solution u(d) ∈ u(0) +Kd(Aˆ, r(0)) defined by
the minimization requirement
u(d) ∈ u(0) +Kd(Aˆ, r(0)), ‖b− Aˆu(d)‖2 != min, (C3)
where the expression ”x=! min” demands x to be mini-
mal. The Krylov space dimension d is increased until the
convergence criterion (33) is reached or d approaches the
threshold dmax at which the minimization is considered
too expensive. If d = dmax, GMRES is restarted with a
Krylov space size d = 1, where the initial guess u(0) is
taken to be u(dmax) from the previous GMRES iteration
before restarting. With a preconditioner P, one applies
GMRES to the system
PAˆx = Pb, (C4)
rather than Eq. (C1).
If PAˆ ≈ Iˆ this system is better conditioned than
Eq. (C1). In the case that Aˆ is a sparse matrix with
large entries on the diagonal and some randomly occur-
ing off-diagonal entries, the diagonal matrix Bˆ defined
by the diagonal entries of Aˆ yields a good preconditioner
Bˆ−1, because the condition number
κ =
σmax(Aˆ)
σmin(Aˆ)
(C5)
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is not as close to 1 as the regularized
κ˜ =
σmax(Bˆ
−1Aˆ)
σmin(Bˆ−1Aˆ)
. (C6)
Here, σmax and σmin represent the respective maximal
and minimal singular values. Also, the application of
the diagonal matrix Bˆ to a vector is a cheap operation.
The same argument can be made in the case that Aˆ has
large entries on the block diagonal Bˆ, as it is the case in
the nonequilibrium inhomogeneous strong-coupling ex-
pansion, where Aˆ = Bˆ − Jˆ . The block diagonal Bˆ is
defined in Eq. (29), and the hopping matrix Jˆ is a sparse
matrix with small numerical values (see also Eq. (24)).
Due to the latter, in fact Bˆ−1Aˆ ≈ Iˆ, so the equation
system is well-conditioned.
The actual GMRES algorithm with preconditioner in
pseudo code reads [20, 21]
1. For the initial guess u(0) = Bˆ−1b compute the pre-
conditioned residue z(0) = Bˆ−1(b − Aˆu(0)), as well
as q(1) = z(0)/‖z(0)‖2. Initialize the Hessenberg
matrix
H = (hij)1≤i≤dmax+1
1≤j≤dmax
= 0. (C7)
2. For d = 1, . . . , dmax do
w = Bˆ−1Aˆq(d)
For i = 1, . . . , d do
hid =
〈
q(i)|w〉
w → w − hidq(i)
hd+1,d = ‖w‖2
If hd+1,d = 0 then proceed with step 3 to com-
pute the result.
Otherwise use step 3 to check for convergence,
Eq. (33). Continue if not converged.
q(d+1) = w/hd+1,d
3. Solve the d-dimensional linear minimization prob-
lem
‖‖z(0)‖2e1 −H(d)y‖2 → min, (C8)
where H(d) is the upper left d-dimensional square
of H, to obtain the result y(d).
Then set u(d) = u(0) + Q(d)y(d), with
Q(d) = (q(1) · · · q(d)).
Practically, the GMRES with preconditioner scans for
solutions in the modified affine Krylov spaces
u(0) +Kd(Bˆ−1Aˆ, z(0))
= Bˆ−1b+ span (v1, . . . , vd).
(C9)
Here, the basis vectors are
vn = (Bˆ
−1Aˆ)n−1Bˆ−1(b− AˆBˆ−1b)). (C10)
In the case of the inhomogeneous nonequilibrium strong-
coupling expansion, b is a unit vector localized at a given
lattice site. The n-th basis vector vn of the Krylov space
K˜d(Bˆ−1Aˆ, z(0)) corresponds to n hopping processes, be-
cause Aˆ = Bˆ − Jˆ , and in vn, Aˆ is applied n times to
b. That is, the GMRES method includes exactly d iter-
ated hopping processes in iteration d until convergence
is reached. If GMRES is restarted, the d’th iteration in-
cludes mdmax + d iterated hopping processes, where m
is the number of restarts. This is crucial for the compu-
tational optimizations used in the implementation. The
procedure can be seen as a numerically controlled ana-
logue to a partial summation of the Dyson series
1
Bˆ − Jˆ b =
∞∑
ν=0
(Bˆ−1Jˆ)νBˆ−1b. (C11)
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