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Ein LISREL-Test von multivariaten Mittelwertdifferenzen bei inhomogenen 
Varianzen und Kovarianzen. 
Das Beispiel der Gastarbeiter-Items aus dem ALLBUS 1980 und 1984 
von Steffen Kühnel 
In der Ausgabe Nr . 17 der ZA-Information vergleichen GEHRING und 
BÖLTKEN die Antworten auf vier Items zur Einstellung gegenüber Gastar-
be i t e rn , die zuers t 1980 und ein zweites Mal 1984 in der Allgemeinen Be-
völkerungsumfrage der Sozialwissenschaften (ALLBUS) gestellt wurden . In 
ih re r deskr ipt iven Analyse dieser Daten kamen die Autoren zum Ergebnis , 
daß die Ausländerfeindlichkeit tendenziell abgenommen ha t . So zeigt etwa 
Abbildung 1, daß bei allen vier Variablen die Mittelwerte 1984 deutlich ge-
r inger s ind als 1980, die Befragten im Durchschni t t also den Gastarbeiter 
diskriminierenden Items weniger s t a rk zustimmten. 
Bei der inferenzstat is t ischen Absicherung eines solchen Schlusses wird ü b -
licherweise als Verallgemeinerung des T-Tes t s auf signifikante Mittelwert-
differenzen eine multivariate Varianzanalyse durchgeführ t . Die multivariate 
Bet rachtung wird notwendig, da mehrere abhängige Variablen analysiert 
werden und diese korre l ier t s ind . Signifikante Ergebnisse der T-Tes t s kön-
nen dann nicht als unabhängige Bestät igungen der Existenz von Mittelwert-
unterschieden in der Population gelten. Die multivariate Varianzanalyse 
(MANOVA) berücks icht ig t solche Korrelationen durch den simultanen Ver-
gleich aller abhängigen Variablen (1). 
Die Analyse dieser Daten mit der SPSSx -Prozedur MANOVA führt tatsächlich 
zu einer hochsignifikanten Bestät igung der Ergebnisse von GEHRING und 
BÖLTKEN: Die Wahrscheinlichkeit, daß bei Berücksicht igung der St ichpro-
bendaten die Mittelwerte der vier Items in der Population 1984 die gleichen 
Werte haben wie 1980, is t p rak t i sch nul l . Der einzige Schönheitsfehler der 
Analyse bes teh t dar in , daß der Box-M-Test e rg ib t , daß eine Anwendungs-
vorausse tzung der multivariaten Varianzanalyse ver le tz t i s t : die Varianzen 
und Kovarianzen der vier abhängigen Variablen haben 1984 signifikant an-
dere Werte als 1980. Es stellt sich also die Frage , ob es einen al ternativen 
s ta t is t ischen Test g ibt , der auch bei Inhomogenität der Varianzen und Ko-
varianzen zwischen den Gruppen Mittelwertsvergleiche er laubt . 
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Abbildung 1: I Variablenformulierungen, Antwortskalen und 
St ichprobenergebnisse 1980 und 1984 
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Tatsächlich läßt sich ein solcher Test recht einfach im Rahmen von Moment-
2 
St rukturanalysen mit LISREL durchführen . Ganz analog der Betrachtung 
einer Messung als Kombination aus "wahrem" Wert und Meßfehler werden 
hierzu die Antworten x eines Befragten i für jede Gruppe k und jede 
Variable j in Mittelwert x und Restgröße e. zerlegt : 
Bei der Umsetzung als LISREL-Modell werden die Mittelwerte als Regressions-
koeffizienten auf eine latente Variable mit dem konstanten Wert eins und 
die Restgrößen als Meßfehler Delta modelliert: 
Eine Konsequenz dieser Modellierung is t , daß anstelle von Varianzen und 
3 
Kovarianzen die Matrix der Rohproduktmomente analysiert wird . Abbildung 2 \ 
zeigt diese Spezifikation als Pfadmodell. 
Das Modell ist zunächst gerade identifiziert . Zum Testen der Nullhypothese 
gleicher Mittelwerte werden die Lambdas über die Gruppen hinweg gleichge-
se tz t . Abb. 3 gibt hierzu die LISREL-Anweisungen wieder. Der ausgegebene 
Chiquadratwert ist als Likelihood-Ratio-Test der Nullhypothese unve rände r -
ter Mittelwerte zu in te rp re t i e ren . Bei den Daten aus den ALLBUS-Erhebun-
gen 1980 und 1984 führt der Test zu einer hochsignifikanten Ablehnung 
dieser Hypothese. Auch der LISREL-Test ohne die falsche Annahme gleicher 
Varianzen und Kovarianzen bekräf t igt die Schlußfolgerung von GEHRING 
und BÖLTKEN. 
Die nahezu identischen Ergebnisse beider Testverfahren weisen darauf hin, 
daß der multivariate Mittelwertvergleich bei nu r zwei Gruppen recht robus t 
gegenüber Verletzung der Annahme gleicher Varianzen und Kovarianzen in 
den beiden Gruppen zu sein scheint . Tatsächlich zeigt ein Blick auf die 
geschätzten Korrelationen der LISREL-Parameterschätzungen, daß die Varian-
zen und Kovarianzen der abhängigen Variablen (in der LISREL-Notation die 
Varianzen und Kovarianzen der Deltas) unabhängig von den Mittelwerten 
( d . h . den Lambdas) bestimmt werden. 
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Abbildung 2: LISREL-Spezifikationen eines MANOVA-Designs über 
Gruppenvergleich mit modellierten Erwartungwerten 
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Abbildung 3: LISREL-Anweisungen für den Mittelwerttest 
Test von Mittelwertdifferenzen mit LISREL-Gruppenvergleich (A: Daten von 1980) C 
am Beispiel der Gastarbeiter-Items aus dem ALLBUS 1980 und 1984 
DA NI=4 C vier abhaengige Variablen 
NG=2 C simultane Schaetzung über zwei Gruppen 
NO=2925 C Fallzahl in der Stichprobe von 1980 
MA=AM C Analyse von Rohmomenten anstelle von Varianzen/Kovarianzen 
LABELS 
'Anpassen', 'Remigrat', 'NonPolit', 'NoHeirat' 
MEANS 
4.990, 4.419, 4.403, 4.017 
SD 




0.377 0.515 1.000 
0.385 0.483 0.503 1.000 
MD C Modellspezifikation 
NX=5 C 5 X-Variablen (= 4 abhängige Variable + Konstante) 
NK=1 C 1 latente Xi-Variable 
LX=FU,FR C alle Ladungen der X-Variablen sind freigegeben 
TD=SY,FR C alle Varianzen und Kovarianzen der Residuen sind frei 
PH=SY,FR C die Varianz der latenten Variable muss frei sein ! 
FI C Fixieren der Varianz und Kovarianzen der Residuen der Konst. 
TD(5,1) TD(5,2) TD (5,3) TD(5,4) TD (5,5) 
FI C Fixieren der Ladung von Xi auf Konstante 
LX(5,1) 
VA 1.0 LX(5,1) C Gleichsetzen von Konstante und latenter Variable 
ST 0.5 ALL 
ST 1.0 TD(1,1) TD(2,2) TD(3,3) TD(4,4) PH(1,1) C Startwerte vorgeben 
OU NS C keine Startwerte neu berechnen 
SE C Ausgabe der Standardabweichungen der Parameterschätzungen 
PC C Ausgabe der Korrelationen der Parameterschätzungen 
Test von Mittelwertdifferenzen: Gruppe 2 (B: Daten von 1984) 
DA NI=4 C vier abhängige Variablen 
N0=2967 C Fallzahl in der Stichprobe von 1984 
MA=AM 
LABELS 
'Anpassen', 'Remigrat', 'NonPolit', 'NoHeirat' 
MEANS 
4.841, 4.000, 4.229, 4.488 
SD 




0.376 0.498 1.000 
0.336 0.458 0.488 1.000 
MO C Modellspezifikation: gleiche Lambdas zwischen den Gruppen ! 
NX=5 NK=1 TD=PS PH=PS LX=LN 
OU NS SE PC 
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Daß diese Robustheit gegenüber unterschiedlichen Varianzen und Kovarianzen 
in den Gruppen nicht generell gilt, zeigt ein kleines Monte-Carlo-Experiment, 
bei dem die Gleichheit der Mittelwerte von vier korrel ier ten Variablen über 
vier Gruppen von je 500 Fällen verglichen wurde: Bei ungleichen Varianzen 
und Kovarianzen konnte der Likelihood-Ratio-Test mit LISREL bei ungleichen 
Varianzen und Kovarianzen zwischen r icht igen und falschen Nullhypothesen 
diskriminieren, während die mit SPSS berechnete multivariate Varianz-
4 
analyse zu sehr unbefriedigenden Tes tergebnissen führte . 
Mit dem LISREL-Gruppenvergleich kann nicht nu r die Gleichheit bzw. Ver-
schiedenheit der Mittelwerte bei inhomogenen Varianzen und Kovarianzen ge -
tes te t werden, sondern auch die Homogenität oder Inhomogenität der Varian-
zen und Kovarianzen. Dazu werden bei der Spezifikation des Modells nach 
Abbildung 2 nicht die Lambdas, sondern die Varianzen und Kovarianzen der 
Deltas (Theta-Deltas) über die Gruppen hinweg gleichgesetzt . Führ t ein 
solcher Test zu dem Ergebnis , daß die Varianzen und Kovarianzen nicht 
signifikant verschieden s ind, dann kann in einem zweiten Schri t t zusätzlich 
die Gleichheit der Mittelwerte durch Gleichsetzen der Lambdas geprüft wer-
den . Die Chiquadrat-Differenz der beiden Schri t te führt zu einem Likeli-
hood-Ratio-Test mit den gleichen Annahmen wie bei der multivariaten Va-
r ianzanalyse . Durch die Formulierung zusätzlicher Restriktionen ist es also 
möglich, diese oder andere Annahmen explizit zu spezifizieren und zu t e -
s t en . Damit ist ein Weg gefunden, der von relativ unverbundenen Hypo-
thesen über einzelne Variablen zu einem theoret isch gehaltvolleren Modell 
mit spezifizierten Aussagen über die S t r u k t u r der postul ier ten Beziehungen 
zwischen den be t rachte ten Variablen verläuft . 
Ob und wieweit dieser Weg gangbar i s t , hängt selbstvers tändl ich auch davon 
ab , ob res t r ik t ive re Modelle mit den Daten vere inbar s ind. Hierzu bietet der 
LISREL-Ansatz mit dem Likelihood-Ratio-Test ein einheitliches und intuitiv 
einleuchtendes Testkr i ter ium, das auf den Unterschieden zwischen den empi-
r i sch beobachteten und den vom Modell implizierten Momentmatrizen b e r u h t . 
Demgegenüber werden in der üblichen multivariaten Varianzanalyse u n t e r -
schiedliche Tests ta t is t iken verwendet . 
Bei allen Vorteilen dieses Ansatzes gegenüber der herkömmlichen Varianz-
analyse muß allerdings auch bedacht werden, daß die Tests mit LISREL auf 
asymptotischer Test theorie be ruhen . Bei kleinen St ichproben, wie sie etwa 
bei psychologischen Experimenten üblich s ind, ist es fraglich, ob die An-
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näherungen hinreichend genau sind. Zu beachten ist auch, daß mit s te igen-
der Gruppen- und Variablenzahl die Anzahl der freien Parameter schnell 
s teigt und das LISREL-Programm möglicherweise auf numerische Probleme 
bei der Bestimmung der Maximum-Likelihood-Lösung s töß t . 
Alles in allem gesehen scheint mir - t ro tz dieser Einschränkungen - der Test 
von Mittelwertdifferenzen über einen Gruppenvergleich mit LISREL bei vielen 
Anwendungen eine über legenswerte und leicht anzuwendende Alternative 
zur klassischen multivariaten Varianzanalyse zu sein. 
Anmerkungen: 
1. Eine Darstellung der multivariaten Varianzanalyse findet sich in 
FAHRMEIER/HAMERLE (1984). 
2. Für den univariaten Mittelwertsvergleich hat meines Wissens MÖBUS 
(1986:93) erstmals auf die Möglichkeit des Verzichts der Homoskedasti-
zitätsannahme bei der Verwendung von LISREL hingewiesen. 
3. Dieses Vorgehen en t spr ich t der üblichen multiplen Regression, bei der 
die Regress ionskonstante ebenfalls durch die Aufnahme einer (Pseudo-) 
Variablen mit dem konstanten Wert eins in die Design-Matrix der erk lären-
den Variablen berechnet werden kann . Der Kleinest-Quadrat-Schätzer ba -
s ier t dann ebenfalls auf den Rohmomenten (vgl . etwa die Darstellung in 
HANUSHEK/JACKSON 1977:113-116). 
4. Eine genaue Beschreibung des Monte-Carlo-Experiments und der Ergeb-
nisse kann beim Autor angeforder t werden (KÜHNEL 1987). 
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