1. Introduction. A great variety of problems in both pure and applied mathematics involves, either directly or indirectly, the solution of systems of simultaneous linear algebraic equations. Although the solution of such a system can readily be indicated by determinants, it is found that the attainment of actual numerical answers frequently becomes laborious for systems of order greater than three. Further, it is found that a great deal of effort has been, and is being, expended in the development of numerical procedures and in the design and development of computers which can be applied to such linear systems.
The approach in this instance is somewhat different. Here we are interested in extending the utility of an existing computer, or to be more specific, we are interested in the application of an electronic differential analyzer to linear algebraic systems. The methods herein presented should be applicable to various computing machines of this type. The specific computing machine referred to in the following pages is the REAC (Reeves Electronic Analogue Computer).
The discussion immediately following this introductory section is a brief (and perhaps oversimplified) description of REAC techniques needed to instrument the methods proposed herein. Thereafter, certain mathematical methods are described which may be used in conjunction with the computer to treat linear algebraic systems. Application of these methods of treating linear algebraic systems to the attainment of the roots of both secular systems and polynomials follows. Iterative procedures for improving accuracy are also included.
A discussion of the limitations which are encountered in the REAC application of these methods, as well as a means of compensating for certain of these limitations, is included as an appendix to this paper.
2. REAC Operational Procedures. Algebraic addition, inversion (change of sign), and integration with respect to time are accomplished on the REAC by direct current feedback amplifiers. Variables are represented by voltages; passage through any amplifier reverses sign. The REAC computer contains twenty amplifiers (7 integrating, 7 summing, and 6 inverting) and thirty potentiometers with the associated power supplies and "patching" equipment. Each summing and integrating amplifier, without modification, can receive as many as seven inputs at its various input terminals. Of these input terminals, three have amplification factors of one, two have amplification factors of four, and two have amplification factors of ten. Potentiometers are used in connection with amplifier inputs to attain other than the listed integral amplification factors, and, as a result, coefficients can be set to three place accuracy. Provision is also made for supplying initial condition voltages to each of the seven integrators.
The technique frequently employed in the solution of differential equations is as follows. First, the highest derivative is indicated as being equated to the other terms in the differential equation. The negative of the time integral of this highest derivative is anticipated at the output of a particular integrator. The balance of the block diagram is then set up to the point where the anticipation is justified in that the input to the particular integrator is the highest derivative. Figure 1 demonstrates the operation of the listed components; Fig. 2 presents the block diagram for the particular differential equation:
where at g+7| + 3.14y = 0, t = 0, y = 1.0 and ¿7 = °-It should further be indicated that multiplication and division of variables are carried out on the REAC by high-speed servo units.
The REAC was designed to serve as an electronic differential analyzer. We are now going to illustrate the application of such a computer to certain algebraic problems. 3. Basic Mathematical Considerations. Several methods for the analogue solution of linear algebraic systems have been investigated. Two of these methods are included in the discussion which follows. It will be found that each of these methods results in replacing the linear algebraic system by a linear differential system whose steady state solution exists and is the solution of the linear algebraic system. Obviously, in order that the two methods which follow be distinct, the resulting linear differential systems must also be somewhat different. The first of these two methods uses what appears to be a minimum of equipment but is usually limited in application to systems having a matrix of coefficients which is positive definite1 [p. 110]. The second method to be presented is not so economical as regards computer components but has the following important advantage. The proof of convergence of this process of solution of linear algebraic systems is not dependent on the arrangement of the system of equations to be solved. Thus the linear system presented for solution by this method will require no transformations prior to being placed on the computer for solution. In general, given the linear algebraic system (1) Z AiiX; -Bi = 0, i=l,2,---,n j-i one can arbitrarily choose a set of X/s such that the system can be written : (2) Z AijXj -Bi = h, i-1,2, • n,
where £¿ represents the error or residue in the tth equation.
In the event that the matrix of coefficients is positive definite, the following relation has been established2 is set up (Fig. 3 ) using the relationships of equations (2) and (3). In addition, each equation in (4) has been divided by a constant such that the coefficients on the main diagonal are each unity. It can be observed from the schematic diagram of Fig. 3 that for an wth order linear system (with a positive definite matrix of coefficients) the following computer components will, in general, be needed, n integrators, n summing (or inverting) amplifiers, n2 coefficient potentiometers.
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The remaining n inputs [of the total of n(n + 1)] are each made equal to unity as previously indicated, thus eliminating the need for these n additional coefficient potentiometers. The second method of solution of linear systems mentioned in the introductory remarks to this section follows. It will be found that the convergence of this second method is not dependent on the arrangement of the system of equations to be solved. Hence this method is generally applicable to linear systems and can readily be applied to the machine methods (to be described later in this paper) of treating secular systems and polynomials.
In discussing this second method for the solution of linear systems, attention is again focused to equations (1) and (2) of this section. These equations respectively define the linear system presented for solution and the residues resulting from choosing an arbitrary set of X/s. The machine problem involved once more becomes the problem of adjusting (automatically) the arbitrarily chosen X/s such that the residue in each equation will approach zero as a limit. 
each of the variables in the linear system will approach its correct value if a unique solution exists for the algebraic system. The existence of a unique solution for the algebraic system assures the existence of a steady state solution for the differential system (5). Due to the fact that this method is not restricted to the positive definite case, it is preferred by the writer and is referred to in the remaining sections of the paper as a general method for the solution of linear systems.
It will be found that this method has been referred to in the literature by various descriptive titles. To this writer's knowledge, the method has been referred to as the method of "minimizing the sum of the squares of the errors"4 [p. 120-121], the method of "steepest descent"4 [p. 45], and/or the "down the gradient adjustment process."3 Although a numerical application of this process meets with some difficulty due to the indicated requirements for a means of continuous integration, this requirement is readily fulfilled on a differential analyzer.
To demonstrate the routine instrumentation of this second method of solution, the following third order linear system has been chosen: (6) The first approximations to the solutions attained by the method of Fig. 4 were found to be accurate to two significant figures. It should be pointed out, however, that accuracy considerations are a function of the system of equations being solved as well as of the precision of the components being used. In general, unless the equations are so ill-conditioned4 [p. 45] that the approximations made in the setting of coefficients affect the solution considerably, a solution to any required accuracy can in principle be obtained by use of the iterative procedures to be described in An inspection of Fig. 4 makes evident the fact, as does the system (5), that this method requires a duplication of the coefficient network. Murray has indicated that if an adjusting type of machine is to operate successfully whenever the determinant A is not zero, the feedback system will of necessity involve the use of the A a twice. 6 Further, a comparison of the schematic diagrams, Fig. 3 and Fig. 4 , demonstrates that the general method for solution of linear systems, Fig. 4 , requires approximately twice the machine components as does the method for the positive definite case, Fig. 3 . This increase in component requirements of the general method leads to certain limitations of the method. These limitations, as well as a suggested (and demonstrated) method of alleviating certain of the inherent difficulties, are to be found in the appendix.
computer-attained solutions for a linear system are not as precise as desired, the following iterative process6 may be used to extend this accuracy. These initial REAC-attained values of the roots may be substituted into the original set of equations (on standard desk calculator) and the residues, Ri, computed for each equation. These Rt's (i = 1, 2, •••,«) are then each multiplied by a constant, the magnitude of which is chosen to utilize as much scale factor as possible. These multiples of the residues are used as new constants in the system of equations (for example, 100 i?< replaces £>,■ (»' = 1,2, • • •, w)) and the system is again solved on the REAC. This process requires only that the n coefficients on the computer representing the 6,'s (» m 1,2, • ■ •, n) be reset in order that these increments to the roots can be attained. These new values, (AX/s), are then combined with the initial set of REAC-attained roots to yield a more precise set of roots. This iteration process can be repeated if still higher accuracy is desired.
5. Linear Algebraic Systems with Complex Coefficients. Linear algebraic systems with complex coefficients such as those arising in certain aeroelastic investigations may also be solved by this general method. The process which has been used doubles the order of the system by separating the equations into their real and imaginary parts. The pairing of the real and imaginary parts of the solution is provided for as a result of the relation that Zj = Xj + iy¡ (j = 1, 2, • • •, »).
6. Eigenvalue Problems. Having available a machine method (the general method, section 3) for solving a set of linear algebraic equations which has a unique solution, attention is given to the application of this general method to the solution of eigenvalue problems. It will be shown that an adaptation of this method can be used for the set of equations, In order that the system (7) have solutions other than the trivial Xi = X2 = • • • = X" = 0, it is necessary and sufficient that the determinant of the coefficients vanishes, that is,
Now, besides the pre-assigned quantities An and bn, equation (8) involves only the parameter X, so that (7) has non-trivial solutions if and only if X satisfies equation (8) . Equation (8)-an equation of the «th degree in the parameter X-is called the secular equation of the matrix,7 and we have the result: the eigenvalues of a matrix are the roots of the secular equation of the matrix. Although in the numerical process the eigenvalues of a given matrix can be determined directly through the secular equation (8) , and without reference to the defining equation (7), this method is not followed in the machine set-up presented here. For the purpose of simplifying the presentation of the recommended machine method, a 3 X 3 system having all real roots will be used. It is a well known fact that the eigenvalues of a symmetrical characteristic equation are all real. Hence, the quotation from Guillemin8 that [p. 112] "the matrices encountered in practical problems are predominantly symmetrical" adds significance to a machine method which can be used for the determination of real roots. This is true even though the determination of real roots is a special case of the more general problem of determination of both real and complex roots. This general problem will be discussed following the presentation of the machine method for real roots.
The eigenvalue problem (having all real roots) which will be used as an example follows:
f (.611 -X)*! -.333X2 + .111X3 = Ol (9) \ -.333XX + (.556 -X)X2 -.222X3 = 0> .
[
.lllXi -.222X2 + (.333 -X)X3 = oJ
This system (9) has non-trivial solutions if, and only if, X assumes a proper value. If X assumes a proper value, and if the roots of the system are all distinct, the rank of the determinant (10) will be n -1 (in this case »-1=2).
Hence one of the variables X¡ will be arbitrary, and it is this fact which becomes the basis for the machine method which follows.
Thus the first step in setting up the system for REAC solution results in assigning to one of the variables X¡ of (9) an arbitrary value. In this example X3 is assigned the value 10, and the system becomes Following this procedure, the last two equations of (11) may be set up for automatic solution on the computer with provision made for varying X (Fig. 5 ).
For any given value of X the computer automatically solves these last two equations for Xi and X2. The terms in the first equation are continuously summed in a separate amplifier (amplifier number 14) whose output indicates the error or residue of the first equation. Hence, as X is (slowly) varied, this error term of the first equation may be observed by the operator. When for a given setting of X this error becomes and remains zero, a "proper" value or eigenvalue has been determined.
Attention is called to the fact that in the schematic (Fig. 5) , the simultaneous variation of X throughout the system was accomplished by utilizing REAC multiplier servos. There would be advantages to incorporating manually operated ganged potentiometers in place of using these servos. However, ganged potentiometers were not available when these machine methods were tested. As was previously pointed out, in the discussion of the computer method for handling this type of problem, X" is considered to be arbitrary and is set equal to any convenient constant. As a result, AX" is taken to be zero and equation (16) Hence, this ordinary linear system (18) may be solved on the analogue computer for the unknown increments AXi, AX2, • • •, AXn_i, and AX. It is noted that after the e, and Ki have been computed (on a desk calculator), only the following two steps are necessary prior to actuating the computer to attain the desired solution yielding the listed incremental values.
(1) The last column of coefficients (on the computer) is to be readjusted to the Ki values and (2) The column of constants (originally set to zero) is to be adjusted to the values cet where c regulates the scale factor.
The approximation X1 remains on the computer as a constant and the computer automatically determines the increment AX as well as the increments to each of the variables Xt (i = 1, 2, • • ■, n -1).
8. Considerations for Complex Eigenvalues. The procedures, previously outlined for determining real eigenvalues and eigenvectors, can be extended to the determination of the complex eigenvalues and eigenvectors of systems having either real or complex coefficients. However the method of treatment effectively halves the capacity of the machine. This results from the fact that the manner of handling the system, in substance, replaces an n variable complex system by a 2« variable real system. The procedure to be followed after having converted to this real system follows the basic method used in setting up Fig. 5 . However, the following two details must be kept in mind. The arbitrary variable will be one of the original complex variables, e.g., z" = x" + iyn, and may be assigned a convenient arbitrary value (such as■ z" = 1). Secondly, the parameter X is also complex and of the form X = u + iv. Hence, provision must be made for independently varying both the real and imaginary parts of the parameter X of the original complex system. 9 . Application of the Method of Secular Systems to Polynomials. In view of the previous discussion (sections VI and VIII), it is evident that the roots of polynomials could be found by an application of these methods if the polynomial can be written in the form of (7). This process can be accomplished and the details of the method are exhibited for the following fourth degree polynomial. This system of equations (20) can be seen to be a special case of the more general system (7). Hence the procedures described for eigenvalue problems can be utilized in setting this system up for machine solution. This being the case, the method can be used to attain the roots of polynomials depending, of course, on the degree of the polynomial. 10. Appendix. It was pointed out in this paper that a REAC utilization of the general method (section 3) meets with limitations. However, we can compensate for certain of these limitations. The following paragraphs indicate one method whereby it seems feasible to use a pair of REAC computers in attaining the solution of a 10 X 10 linear algebraic system with real coefficients. It also seems likely that one could surmount the difficulties involved in extending these measures to the utilization of three REAC's in solving a 15 X 15 linear system. In such an event, the "condition" of the system of equations becomes more important as regards accuracy considerations. This would be important in view of the precision of the components to be used.
There are two basic problems involved in the instrumentation of this method in conjunction with the REAC. The first problem pertains to a satisfactory means of providing a sufficient number of coefficient potentiometers. Allied with this is the necessity of preventing amplifiers from "limiting" as a result of the number of loads an amplifier may be called upon to supply. The second problem is to determine a suitable method of patching the problem to the computer. For a method to be suitable, it must reduce not only the time and effort involved in patching, but it must also reduce the likelihood of human error in the performance of these tasks.
The method of handling the first problem mentioned above includes the following considerations.
The output impedance of a REAC amplifier is about 5KÍI. In general, each amplifier has to feed a number of coefficient potentiometers;
for a given amplifier, this number will be equal to the number of coefficients of the same sign in a given row (or column) of the matrix of coefficients. Since the maximum of this number is ten, it is necessary to use potentiometers of rather high resistance, so that ten such potentiometers in parallel will not overload an amplifier. Suitable wire wound potentiometers
are not available at a reasonable price and, as a result, a combination of a resistor decade and a potentiometer10 is used to provide the equivalent of a coefficient potentiometer having approximately a 180KQ total resistance (Figs. 6 and 7) . Each of these potentiometer combinations is set to its proper ratio by applying a constant voltage to the input and then measuring the voltage at the output of an amplifier which is fed from the potentiometer arm. for that amplifier to supply as many as ten output loads. Further, this method of furnishing voltage dividers to be used for the setting of coefficients is found to be, comparatively, quite economical. If such a resistor decade and potentiometer combination is accepted as a means of alleviating the first problem of instrumentation cited above, one may turn to the second problem stated. This second problem regards itself with the "patching" of the problem to the computer. The suggestions followed in this case are based on the knowledge that the general method is stable and convergent for all linear systems that are not too "ill-conditioned." Hence, with the exception of setting the proper numerical values of the coefficients, the wiring diagram (the problem of "patching") is identical for all linear systems of a given order. This fact, along with the intention of providing for systems up to and including a 10 X 10 linear algebraic system, led to the following type instrumentation.
The devices previously described for the setting of coefficients are arranged in the form of the matrix coefficients of a linear system. This arrangement is mounted (Fig. 9) such that it can easily be moved near to or away from the REAC installation.
All wiring (see schematic Fig. 8 ) of the matrix network is incorporated by permanent connections (soldered leads) with the exception of the leads from the buss lines to the respective grid terminals and output terminals of the REAC amplifiers. With the present availability of removable "patch bays" for the REAC, the connections from the buss lines to a set of patch bays can also be made permanent if desired.
In such a case, after the coefficients have all been properly adjusted, the attachment of these patch bays to the computer is the only requirement prior to actuating the computer to attain a solution. Hence, the REAC installation is required only for the time necessary for the method to converge (with t -time in seconds) along with the time required to read the values of the variables. Iterations for improving accuracy, if necessary, will require additional REAC time. Several 10 X 10 linear algebraic systems were solved on the REAC installation using the above-described coefficient matrix panels in conjunction with the general method of section 3. These examples indicated that the full accuracy of the REAC may be realized in satisfying simultaneously the individual equations of the linear system. The accuracy of the solutions is, of course, dependent upon the "condition" of the system of equations being solved.
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