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Abstract: Symplectic integration methods based on operator splitting are well established in many branches of
science. For Hamiltonian systems which split in more than two parts, symplectic methods of higher order have been
studied in detail only for a few special cases. In this work, we present and compare different ways to construct high
order symplectic schemes for general Hamiltonian systems that can be split in three integrable parts. We use these
techniques to numerically solve the equations of motion for a simple toy model, as well as the disordered discrete
nonlinear Schro¨dinger equation. We thereby compare the efficiency of symplectic and non-symplectic integration
methods. Our results show that the new symplectic schemes are superior to the other tested methods, with respect
to both long term energy conservation and computational time requirements.
1 INTRODUCTION
When studying mechanical systems, a Hamiltonian formulation of problems is often advantageous, since equations
of motion can be easily obtained from a scalar functionH representing the total energy of the system. The resulting
set of first-order differential equations describes the time evolution of the dependent variables on a differentiable
manifold. In what follows next we deal with the case where the phase space is an Euclidean space R2N with the
coordinates being the generalized positions ql and momenta pl with l = 1, 2, . . . , N and N being the number of
the system’s degrees of freedom. Except for a few special cases, where the solution of the equations of motion can
be written in a closed analytic form, the system’s trajectories in phase space must be approximated by numerical
means.
Due to their excellent performance, especially over long integration times, the so-called symplectic integration
techniques are of particular interest for the numerical integration of Hamiltonian systems. Numerical integration
algorithms showing symplectic properties can be traced back to Isaac Newton’s ‘Principia Mathematica’ (1687)
[1]. The main reason why symplectic integrators (SIs) have become so popular over the past decades lies in the fact
that they offer remarkable long-term energy conservation. In fact, the local error in the system’s total energy does
not grow with time as is the case for most non-symplectic methods [see e.g. 2]. The underlying reasons for the
excellent performance of symplectic integrators in this respect were understood only in the late 20th century [see
e.g. 3, 1, and references therein]. Recently, it was shown that SIs are also highly efficient in the integration of the
variational equations needed for the computation of chaos indicators like the maximum Lyapunov Characteristic
Exponent (mLCE) [see e.g. 4], the Smaller (SALI) [5, 6, 7] and Generalized Alignment Index (GALI) [8] when
using the so-called ‘Tangent Map’ method [9, 10, 11]. Due to these benefits, SIs have become a standard technique
in Hamiltonian dynamics with particular importance in long-term integrations of multidimensional systems.
In cases where the Hamiltonian H can be separated in two parts H = HA + HB , which offer individually
integrable state transition maps, various symplectic integrators have been developed over the past years. For an
overview see [1] and references therein. However, in many physical problems the Hamiltonian cannot be split in
merely two separable parts. In this paper we focus on general Hamiltonian systems that can be split in exactly
three integrable parts. We will show how high order symplectic integration methods for these kinds of systems can
be constructed. Using two different Hamiltonians as examples, we will compare triple split methods with respect
to their computational efficiency and energy conservation.
This paper is structured as follows: in section 2 we give a brief introduction to the theory of SIs. In section
3 we present a systematic way to construct high order SIs for three part Hamiltonian systems. We apply these
methods and compare their efficiency using a toy model (section 3.4) as well as the disordered discrete nonlinear
Schro¨dinger equation (section 3.5) as showcases. In section 4 we summarize our results.
2 SYMPLECTIC INTEGRATION OF HAMILTONIAN SYSTEMS
Finding and solving the equations of motion for dynamical systems can be greatly simplified, when a description
in a Hamiltonian framework is possible. Given a twice continuously differentiable functionH(z) which represents
the total mechanical energy of a system, the equations of motion simply derive from
d
dt
z = J∇zH, where J =
(
0 I
−I 0
)
, (1)
and z = (q,p)T represents the vector of generalized coordinates and momenta. Furthermore, I is the N -
dimensional identity matrix, and 0 the N ×N matrix with all its elements equal to zero, with N being the number
of degrees of freedom of the dynamical system. Differential equations derived from Hamiltonian systems possess
a special geometric quality related to the matrix J - they are ‘symplectic’. To be more precise, the continuous flow
of the system, i.e. the continuous function φt : z(0) → z(t), which maps initial conditions into system states at
time t, keeps the symplectic geometric structure J intact [for a proof see e.g. 1]. In analogy, discrete integration
algorithms that conserve J are called ‘symplectic’ as well.
Let us consider the example of the so-called ‘symplectic Euler’ integration method applied to the well known
harmonic oscillator problem. Here, H(q, p) = (q2 + p2)/2, N = 1 and the flow map φt, which is the action of the
Lie group SO(2) on the plane R2, is approximated by the symplectic Euler scheme
qτ = q0 + τ∂pH |q0,p0 = q0 + τp0
pτ = p0 − τ∂qH |qτ ,p0 = p0 − τqτ , (2)
where τ is the integration time step. The numerical integration method is explicit and it is defined by the state
transition matrixΦ
Φ =
(
1 τ
−τ 1− τ2
)
. (3)
A straightforward calculation shows that
Φ J ΦT = J , (4)
which means thatΦ preservesJ . Therefore, the integration method presented in equations (2) is indeed symplectic.
There are many possible ways of constructing symplectic integrators, but operator splitting is one of the most
transparent concepts. We slightly reformulate Hamilton’s equations of motion (1)
d
dt
z = J∇zH = {H, z} = LHz (5)
where LH = {H, ·} is a differential operator and {·, ·} is the Poisson bracket1. Note that the symplectic structure
is now contained implicitly in the Poisson bracket. The formal solution of differential equations (5) reads
z(τ) = eτLHz(0). (6)
If the Hamiltonian can be written as a sum of functions, e.g. H =
∑m
i=1Hi, the bilinearity of the Poisson bracket
allows us to rewrite equation (6)
z(τ) = eτLHz(0) = eτ
∑
m
i
LHiz(0). (7)
1In this paper we always refer to the canonical Poisson bracket {f, g} =
∑N
i=1
∂f
∂pi
∂g
∂qi
− ∂f
∂qi
∂g
∂pi
.
The combined map φτ : z(0) → z(τ), φτ = eτ
∑
m
i LHi usually does not permit an analytic solution, but the
individual exponential maps φiτ = eτLHi might. In the case of H(z) = HA(p) +HB(q) the operator splitting is
then executed as follows
z(τ) = eτLHz(0) = eτ(LA+LB)z(0) ≈ eτLAeτLBz(0). (8)
In our example, analytic solutions can indeed be found for the individual maps, since HA depends only on the
generalized momenta p, representing e.g. the total kinetic energy of the system. Similarly,HB is a pure function of
the generalized coordinates, e.g. the potential energy. Such an approach is suitable for creating explicit integration
algorithms of first order in τ . For higher order integrators that permit larger time steps we will have to take a more
careful look at the approximation in equation (8). In fact, one can show that the operator splitting produces error
terms of higher order in τ due to the Baker-Campbell-Hausdorff (BCH) relation [1]
eτLAeτLB = eτ(LA+LB)+
τ2
2
[LA,LB]+
τ3
12
([LA,[LA,LB]]−[LB,[LA,LB ]])+..., (9)
where [·, ·] denote commutators for the operatorsLA andLB , i.e. [LA, LB] = LALB−LBLA. This representation
has lead [3] to the conclusion that, in fact, not the intended system, but a dynamical system close to the original one
is solved exactly by the split maps. For example it is easy to see that for the harmonic oscillator, the corresponding
symplectic Euler map (
qτ
pτ
)
=
(
1 τ
−τ 1− τ2
)(
q0
p0
)
(10)
leaves the ellipse Iτ = (q2+ p2+ τqp)/2 = H + τqp/2 invariant and thus it preserves exactly a perturbed energy.
As can be seen from equation (9), the difference between the original and the nearby system is a polynomial
in τ with the commutators of the split operators as coefficients. While the exact solution of a nearby dynamical
system explains the bounded local error in energy, equation (9) also contains the reason why variable time stepping
destroys the favorable energy conservation properties of symplectic algorithms. Changing the time step means
changing the analytically solved nearby Hamiltonian continuously. Consequently, the advantage of solving a
system which stays in the vicinity of the original one is lost.
The standard procedure of constructing methods of higher order p usually consists of trying to find numerical
coefficients ai and bi, so that a sequence of split maps eliminates consecutive terms of the BCH expansion
eτ(LA+LB) =
p∏
i=1
eτaiLAeτbiLB +O(τp+1), (11)
see for instance [12, 13, 14]. The well-known leap-frog (aka Sto¨rmer/Verlet) method of order two is obtained in
this way by setting a1 = 1/2 and b1 = 1. It can be shown [15] that it is not possible to construct integrators of
order p > 2 having only positive steps. Since negative steps limit the stability of the algorithm, it is tempting to
circumvent this problem. For the special case of nearly integrable systems of the formH = HA+ǫHB with ǫ≪ 1
very efficient symplectic integrators with only positive steps can be constructed, as is shown in [16].
3 SYMPLECTIC THREE PART SPLITTING SCHEMES
Let us now consider general Hamiltonians that can be split in three parts H = HA +HB + HC , where each of
the maps eτLA , eτLB and eτLC has an analytic solution. Then the construction of a symplectic integration method
can be achieved as follows
eτ(LA+LB+LC) ≈
p∏
i=1
eτaiLAeτbiLBeτciLC . (12)
The simplest integration scheme is of first order and is just the concatenation eτ(LA+LB+LC) ≈ eτLAeτLBeτLC .
In composition with its adjoint method (which is also symplectic) this yields already a time-reversible scheme of
order two, which we will call ABC2, i.e.
ABC2 := e
τ/2LAeτ/2LBeτLCeτ/2LBeτ/2LA . (13)
This integrator has already been applied for the numerical study of astronomical problems [17, 18, 19]. Some
sporadic attempts to construct higher order three part split SIs for specific dynamical systems have also been
performed. Advanced methods, for instance, especially designed for molecular dynamics are given in [20], while
optimized algorithms for highly accurate long-term integration of astronomical problems are presented in [21].
Recently, an attempt to systematically construct high order three part SIs was carried out in [22]. In that paper,
several SIs were presented for the integration of a Hamiltonian system that splits in three integrable parts. In
addition, the performance of these numerical schemes for the integration of a multidimensional Hamiltonian system
of particular physical interest was studied. In the following subsections we will discuss various approaches to
integrate a general three part Hamiltonian problem following the ideas presented in [22].
3.1 Yoshida composition method
In [23] it was shown that the concatenation of time symmetric splittings can produce higher order methods using
analytically derived coefficients only. With this approach one can construct a SI: Sp+2(τ) of order p + 2 starting
from a SI: Sp(τ) of even order p by
Sp+2(τ) = Sp(x1τ)Sp(x0τ)Sp(x1τ), (14)
with
x0 = − 2
1/(2p+1)
2− 21/(2p+1) , x1 = −
1
2− 21/(2p+1) . (15)
Applying this procedure to the second order ABC2 method (13) for p = 2, one obtains a SI of order 4 with 13
steps, which will be called ABC4
ABC4 := ABC2(x1τ)ABC2(x0τ)ABC2(x1τ). (16)
Starting from ABC4 and using equation (14) again, one could continue and build a method of order 6. Although
this procedure is straightforward, it is not optimal with respect to the number of required steps, i.e. force evaluations
per time step. As was already pointed out in [23], alternative methods can be applied to obtain more economical
integrators of high order, although the new coefficients cannot be given in analytical form. In this work we use a
method of order 6 having in total 29 steps with
ABC6 := ABC2(w3τ)ABC2(w2τ)ABC2(w1τ)ABC2(w0τ)ABC2(w1τ)ABC2(w2τ)ABC2(w3τ). (17)
The exact values of wi for i = 0, 1, 2, 3 can be found in [1, Chapter V, equation (3.11)] and [23].
3.2 Successive splittings
A second possibility to obtain SIs for problems where H = HA + HB + HC is to split the Hamiltonian in two
parts as A = A and B = B + C and apply one of the various available symplectic two part algorithms
eτ(LA+LB) ≈
p∏
i=1
eτaiLAeτbiLB+C . (18)
In a successive splitting eτbiLB+C is approximated by an appropriate numerical scheme. To give an example: the
application of the traditional leap-frog method will lead in a first step to eτ/2LAeτLBeτ/2LA . In a further splitting
eτLB is approximated again by a leap-frog step to give a second order symplectic integrator S2 with
S2(τ) = eτ/2LA
[
eτ/2LBeτLCeτ/2LB
]
eτ/2LA , (19)
where the brackets [·] here are used only to emphasize the structure. We note that S2 obtained by successive
splitting of leap-frog steps is identical to ABC2 (see equation (13)). Using different splitting techniques will
generally lead to methods with various strengths and weaknesses. In [16], for instance, an integrator of second
order called SABA2 was introduced, which showed improved efficiency compared to the traditional leap-frog
at only slightly larger computational cost. Applying a similar splitting to our problem we obtain the integrator
ea1τLAeb1τLBea2τLAeb1τLBea1LA , with a1 = (3 −
√
3)/6, a2 =
√
3/3 and b1 = 1/2. The approximation of
eb1τLB again with the SABA2 scheme leads to an integrator with 13 steps, which we call SS2.
Each of these second order methods obtained by successive splitting can be combined into an integrator of fourth
order by application of equation (14). Thus, one can construct SS4 having 37 simple steps from concatenations of
SS2. In general, the number of steps for SSp grows quickly, which makes successive splitting methods computa-
tionally expensive compared to ABCp integrators of the same order.
3.3 Non-symplectic schemes
Of course, the numerical solution of the equations of motion for a given Hamiltonian problem does not necessarily
have to be performed with symplectic schemes. In principle, one can use any general-purpose non-symplectic
integration scheme for this task. The disadvantage of using non-symplectic algorithms is that the error in the total
energy of the system grows with time. Therefore, different epochs of the system’s evolution are computed with
different accuracy. Especially for problems where the asymptotic behavior of the system in the later stages of the
evolution is of main interest, this represents a serious drawback. Nevertheless, we will compare the performance
of symplectic algorithms to solutions obtained using the ‘classic’ explicit Runge-Kutta method of order 4 (RK4)
with a fixed time step.
3.4 A toy model
As a first step in testing the efficiency of the different integration methods we apply our splitting procedures to a
simple toy model described by the following Hamiltonian
H =
1
2
(
p2 + q2 + p2q2
)
, (20)
where we set HA = p2/2, HB = q2/2 and HC = p2q2/2. For this ordering one can identify the map φτ over one
time step τ from (q, p) to (q′, p′) as
eτLA :
{
q′ = q + τp
p′ = p
, (21)
eτLB :
{
q′ = q
p′ = p− τq , (22)
eτLC :
{
q′ = qeτpq
p′ = pe−τpq
. (23)
In our tests we will compare the various methods presented earlier with regards to efficiency and energy conserva-
tion. In order to complete one time step τ each method requires a different number of evaluations of eτLA,B,C . The
total number of these evaluations gives the number of steps si characteristic for each method. It is clear that si will
be larger for higher order methods, since more evaluations per time step are generally required. On the other hand,
the advantage of using higher order methods lies in that one usually gets better precision for a given time step. If
a method Sa needs twice the number of evaluations compared to another method Sb, but the increase in precision
is larger than a factor of two, we say that Sa is more efficient than Sb. Accordingly, our tests will measure the
computational gain of a method Si by gain = τ/si, where si is the number of evaluations the respective scheme
needs for one time step τ . This computational gain will be compared to the precision that can be achieved with
a given time step τ . In order to measure the precision of a specific integration method, we use the maximum
value of the absolute relative error in energy max |(H(t0) − H(t))/H(t0)| accumulated over 106 time steps. A
performance comparison of the different methods presented in the previous sections is given in Figure 1.
As expected, methods of the same order show a similar behavior, i.e. the same slope of increase in precision when
the time step τ is decreased. We see that both methods of order two give almost identical results. Interestingly,
ABC2 (red line) performs slightly worse than SS2 (pink line) despite the considerably lower number of force
evaluations per step (sSS2 = 13 and sABC2 = 5). For the fourth order methods, however, we see this trend
reversed. With ABC4 (green line) one obtains the best performance of all fourth order schemes. Furthermore,
both symplectic algorithms provide stable results for relatively large time steps, which is not the case for RK4
(yellow line). The best overall performance is achieved by using the method with the highest order: ABC6 (blue
line). Although this method needs 29 force evaluations during each time step, it outranks other schemes in terms
of computational gain for a given precision and quickly reaches the round-off limit in energy conservation.
3.5 The disordered discrete nonlinear Schro¨dinger equation
In order to investigate the efficiency of the different SIs in a more elaborate setting, we follow [22] and consider
a one-dimensional chain of coupled, nonlinear oscillators: the disordered discrete nonlinear Schro¨dinger equation
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Figure 1: Comparison of the results obtained with a non-symplectic (RK4) and different symplectic three part split
schemes for the integration of the Hamiltonian (20). The horizontal axis gives the computational gain τ/si, while
the maximum value of the absolute relative energy variation over 106 time steps is shown on the vertical axis.
(DNLS). This system is described by the Hamiltonian
HD =
∑
l
ǫl|ψl|2 + β
2
|ψl|4 − (ψl+1ψ∗l + ψ∗l+1ψl), (24)
with complex variables ψl, lattice site indices l and nonlinearity strength β ≥ 0. The random on–site energies ǫl
are chosen uniformly from the interval [−W/2,W/2], whereW denotes the disorder strength. This model has two
integrals of motion as it conserves the energy (24) and the norm S = ∑l |ψl|2, and has been extensively studied
to determine the characteristics of energy spreading in disordered systems [24, 25, 26, 27, 28, 29]. It was shown in
these studies that the second moment of the norm distribution, m2, grows subdiffusively in time t, namely as ta.
The asymptotic value a = 1/3 of the exponent was theoretically predicted and numerically verified.
The final fate of wave packets in multidimensional disordered lattices is a highly debatable physical problem,
however. What will happen when t→∞? Will wave packets continue spreading for ever, as numerical simulations
suggest, or will the spreading eventually stop, as claimed by some researchers [30, 31]? In order to numerically
tackle these questions, we need efficient integration schemes, which allow accurate integrations for times longer
than the ones achieved by currently existing means. In what follows, we will have a closer look at the promising
symplectic methods that were introduced in [22].
The canonical transformation ψl = (ql + ipl)/
√
2, ψ∗l = (ql − ipl)/
√
2, gives Hamiltonian (24) the form
HD =
∑
l
ǫl
2
(q2l + p
2
l ) +
β
8
(q2l + p
2
l )
2 − pl+1pl − ql+1ql, (25)
where ql and pl are generalized coordinates and momenta, respectively. We split Hamiltonian (25) into a sum of
three parts, namely HA =
∑
l
ǫl
2 (q
2
l + p
2
l ) +
β
8
(q2l + p
2
l )
2
, HB = −
∑
l pl+1pl and HC = −
∑
l ql+1ql. The
corresponding exponential maps over one time step τ are
eτLA :
{
q′l = ql cos(αlτ) + pl sin(αlτ)
p′l = pl cos(αlτ) − ql sin(αlτ)
, (26)
eτLB :
{
p′l = pl
q′l = ql − (pl−1 + pl+1)τ
, (27)
eτLC :
{
q′l = ql
p′l = pl + (ql−1 + ql+1)τ
, (28)
with αl = ǫl + β(q2l + p2l )/2. Thus, the DNLS model represents an ideal ‘real-world’ test case for the aforemen-
tioned three part split SIs.
To compare the performance of the various integration schemes we consider a particular disorder realization of
the DNLS model (25) with 1024 lattice sites (l = 1, . . . , 1024) and fixed boundary conditions. We fix the total
norm of the system to S = 1, and, following [27], we excite 21 central sites homogeneously by attributing the
same constant norm to every individual site with a random initial phase. For all other sites we set ql = pl = 0
at t = 0. Due to the nonlinear nature of the model the norm distribution spreads, while keeping the total norm
S =
∑
l(q
2
l + p
2
l )/2 = 1 constant. The performance of the various integration schemes is evaluated by their
ability to (a) reproduce the dynamics correctly, which is reflected in the subdiffusive increase of m2(t), (b) keep
the values of the two integrals HD and S constant, as monitored by the evolution of the absolute relative errors of
the energyEr(t) = |(HD(t)−HD(0))/HD(0)| and of the norm Sr(t) = |(S(t)−S(0))/S(0)|, and (c) reduce the
required CPU time Tc(t) for the performed computations. Results obtained for the SIs ABC4, ABC6 and SS4 are
presented in Figure 2. A more extended numerical analysis including high-performance non-symplectic schemes
can be found in [22].
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Figure 2: Results for the integration of HD (25), by the fourth order SIs SS4 for τ = 0.1 (blue line), ABC4
with τ = 0.05 (green line) and the sixth order ABC6 for τ = 0.15 (red line). The different panels show the time
evolution of (a) the logarithm of the second moment m2(t), (b) the absolute relative energy error Er(t), (c) the
absolute relative norm error Sr(t) and (d) the required CPU time Tc(t) in seconds. See text for details.
All three tested methods are used with different time steps (τSS4 = 0.1, τABC4 = 0.05 and τABC6 = 0.15),
chosen in such a way as to provide a comparable error in energy conservation. In Figure 2 we see that all of
these integration methods are able to correctly describe the system’s dynamical evolution, since the wave packet’s
m2 shows practically the same behavior in all cases (Figure 2a). Figure 2b shows, that all integration methods
are able to keep the local relative energy error practically constant at Er ≈ 10−5. The relative norm error Sr,
however, grows with time for all applied methods (Figure 2c) especially for ABC4 and ABC6. The Sr for SS4
increases only slightly in the tested integration interval. Nevertheless, our results indicate that all methods can
keep Sr at acceptable levels (e.g. Sr ≤ 10−2), even for long time integrations such as needed for asymptotic
studies of the DNLS model. The ABC4 and ABC6 SIs require less CPU times compared to the SS4 method
(Figure 2d), with ABC6 showing again the best performance. From the SIs’ performance presented in Figure 2
we conclude that one obtains satisfying results with all symplectic three part split methods. Regarding the inter-SI
competition, we find that using ABC6 with τ = 0.15 requires ∼ 1.6 times less CPU time than the SS4 with
τ = 0.1. Our results indicate that the application of efficient triple split SIs allows the accurate integration of the
DNLS over considerably long times. Thus, triple split SIs will possibly allow the community to numerically tackle
open questions regarding the asymptotic behavior of wave packets.
4 CONCLUSIONS
In this work we have collected and tested different symplectic integration algorithms applicable to general Hamil-
tonians, which can be split in three integrable parts. After a general introduction to the theory behind symplectic
integrators we explicitly explained how one can construct high order symplectic schemes for such Hamiltonians.
The efficiency of the developed methods was tested on two different Hamiltonian systems, a simple toy model and
the disordered discrete nonlinear Schro¨dinger equation. We could show that three part split symplectic integrators
are very efficient tools for long time integrations of multidimensional Hamiltonian systems as they tend to preserve
conserved quantities and save computational time.
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