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454 IEEE  TRANSACTIONS  O   ANTENNAS  AND  PROPAGATION, MAY 1977 
A Nonlinear  Minimax  Optimization  Program not 
Requiring  Derivatives 
NAME:  MINI2W. 
PURPOSE:  Suppose we have rn functions  fi(xl, j = 
1 ,  2;-, m (which may be real  or  com- 
plex),  and  each  is  a  function of n real 
parameters  (or  variables) x i .  i = 1 ,  2;.., t 7 ,  
17 < rn. Perhaps  we  desire  a  solution  (that 
is: a combination of the parameters xi) 
such  that  all  functions fi will vanish.  With 
the  minimax  approach, we seek instead a 
solution  that  minimizes  the  absolute mag- 
nitude of that  function  having  the  largest 
absolute  magnitude.  Thus,  the  program 
described  minimizes  the  objective 
function F(X) = maxlGjG, I f i ~ x )  i, x = 
(x1 ,-.,xn). It is not required  that  the  user 
provide  derivatives of the  functions fi. 
If some of these functions are complex, 
each  complex  function  may  be  pro- 
grammed as two real functions in order 
t o  use these  subroutines.  The  relevance of 
the  present  program t o  design  of antennas 
is established in [ 11 where  nonuniformly 
spaced  arrays  were  optimized  to  yield 
equal  (minimum)  sidelobes  using  uniform 
element  excitation. 
LANGUAGE:  Fortran IV. 
AUTHORS:  Karl  M dsen,  Institute  for  Numerical 
Analysis:  The  Technical  University of 
Denmark,  DK-2800  Lyngby,  Denmark. 
Hans Schjax-Jacobsen was with the Elec- 
tromagnetics  Institute,  The  Technical 
University of Denmark,  Lyngby,  Den- 
mark.  He is now  with  the  Institut  fur 
Hochfrequenztechnik,  Technische Uni- 
versitat  Braunschweig,  D-3300.  Braun- 
schweig.  Germany. 
AVAILABILITY: ASIS-NAPS Document  NAPS 02826. 
DESCRIPTION:  The  method is described  in [ 11 and [ 2 ] .  
It is iterative  and  at  each  iteration  the 
nonlinear problem under consideration is 
replaced by a linear approximation. The resulting linear mini- 
max problem is solved subject to bounds on  the step length 
by a method which is similar t o  the so-called exchange algo- 
r i thm,  [3] .  
MINI2W is a pilot subroutine, the aim of which is t o  sim- 
plify the work of the user. It calls 4 other subroutines, 3 of 
which are in the package, while the last one, for calculating 
function  values,  must  be  written  by  the  user. 
The call  of MINI2W must  have  the  following  form: 
CALL MINI2W (FUNC,N,M,X,DX,DXMAX,STEPL,EPS, 
MAXFUN,W,IW). 
Manuscript  received January 19, 1976. 
See NAPS document 02826 for 10 pages of supplementary material. 
Order from ASIS/NAPS c/o Microfiche Publications, 440 Park Avenue 
South, New York, NY 10016. Remit in advance for each KAPS acces- 
sion number. Make checks payable to Microfiche Publications. Photo- 
copies are S5.00. Microfiche are 53.00. Outside of the United States 
and Canada,  postage is $2.00 for a photocopy or $1.00 for a fiche. 
LIST OF PARAMETERS. 
FUNC- is the  name of a  subroutine  written  by  the user. It must 
have  the  form 
SUBROUTINE  FUNC  (N,M,X,B) 
REAL'8  X(N), B(M). 
It  must  calculate  the  residual  function  valuesfi(x)  for  the  param- 
eter values x = (X(11, X ( 2 ) ; - - , X ( N ) )  and store these in the 
following  way B ( j )  = f i (x) , j  = l;-,M. 
Note:  The  name of this user subroutine,  which  can  be  any 
name of the user's own  choice,  must  appear in an  EXTERNAL 
statement  in  the  calling  program. 
DX 
DXMAX 
STEPL 
An  INTEGER  variable  and  must  be  set to n ,  
the number of unknowns. Its value must be posi- 
tive,  and  it is not  changed  by  the  subroutine. 
An INTEGER variable and must be set to m ,  the 
number of residual functions. Its value must be 
positive, and it is not changed by the subroutine. 
A  REAL*8  array  which  must  be  set  by  the  user to 
an approximation to the solution, X ( i )  = xi, i = 
1 ; . ' ,Ar.  On  exit X will contain  the  best  solution 
found  by  the  subroutine. 
is a  REAL*8  variable  which  controls  the stop 
length of the  iterative  method  used.  It  must  be  set 
by  the  user  to  an  initial  value  corresponding to the 
starting  vector x(o). DX should  be  chosen so that  
in the  region {XI 1 1  x - d o )  ) I  < DX}the  functions 
fi can be approximated reasonably good by linear 
functions. If the functions are nearly linear DX 
could  be  set to  an  approximate value  of the 
distance  between  the  starting  vector  and  the  solu- 
tion, but if more curvature is present this value 
may  be  too large. In  general we suggest DX = 0.1 
* 1 1  x(O) 11. However, it is normally not severe to 
choose a bad initial value of DX, since DX is ad- 
justed  by  the  routine  during  the  iteration. The 
value of  DX  must  be  positive. 
A REAL*8 variable  which  must  be  set by the  user 
t o  a  general  upper  bound  of  the  step  length. 
DXMAX  may  be  set to an  estimate of the  distance 
between  the  starting  vector  and  the  solution 
vector.  Its value must  be  positive. 
A  REAL*8  variable  which  must  be  set  by  the user. 
It is used by the subroutine to calculate an initial 
approximation to the derivative matrix, which is 
found  by  the  differences 
d X j  
where is the  starting  vector. -4 value  n ar 
0.001 * 1 1  x(O) I1 will often  be  adequate. 
EPS A REAL*8 variable which must be set by the user 
to  indicate  the  accuracy of the  solution.  The  iter- 
ation is stopped  when  the  algorithm gives a change 
Ilk to  the  approximate  solution x k  which  is  smaller 
then  EPS* 11 x k  1 1 .  If EPS is chosen  too  small 
the routine will stop when the calculation is do- 
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minated  by  rounding  errors,  and  EPS will be  set   to 
0. 
An INTEGER variable. It must be set by the user 
and  its  value gives an  upper  bound  for  the  number 
of calls of FUNC. If the  number of  calls  of FUNC 
required  exceeds  MAXFUN:  the routine  will 
return  and W(M 4- 1)  will be  set t o  (MAXFUN f 1). 
Its length must be at least (mn + 2n2 f 4m + 
12n + 16). On exit it will contain the function 
values at the solution, i.e., W ( j )  = fi(x), j = l;.., 
M .  Further W(M + 1)  will  give the  number of calls 
of FUNC  used. 
IW An  INTEGER  variable.  It  must  be  set  by  the  user 
to  the  number of elements  in W .  
W A  REAL*8  array  which  is  used  for  working  space. 
General Information 
Use of  COMMON: None. 
Workspace:  Provided  by  the  user,  see  a gument W. 
Input/Output:  None. 
Restrictions: N>l,M>l,NGM,DX>O,DXMAX>O, 
STEPL > 0, EPS > 0. 
Date of routine:  February  1975. 
Numerical  Example 
The use  of the package is illustrated  by  a  very  simple  example 
with two variables: Minimize the objective function F(x)  = 
maxi < j < 3  I f i (x)  I ,  where 
This example was given by Beale [4]. For this the user may 
write  the  following  main  program  and  subroutine  FUNC: 
IMP-ICIT REAL“8 (A-H,O-Z) 
REAL*8  X(2),W(66) 
EXTERNAL  FUNC 
N=2 
M=3 
X( l )= l .  
X(2)=1. 
DX=.2DO 
MAXFUN=l 00 
DXMAX=DX 
STEPL=.OO 1 DO 
CALL MINI2W(FUNC,N,M,X,DX,DXMAX,STEPL,EPS,MAXF~,~~,66) 
J=W(M+l) 
WRITE(6,lO) (X(I),I=l~N),J,(W(I),I=l,M) 
EPS=l .D- 10 
10  FORMAT(‘ SOLUTION:’,F20.14/F30.14/‘ NUMBER O F  CALLS O F  FUNC:’,14/ 
1’  RESIDUALS  AT  THE SOLUTION:’,F20.14/F47.14/F47.14) 
STOP 
END 
SUBROUTINE  FUNC(N,M,X,B) 
REAL*8  X(N),B(M) 
B( 1  )=1.5DO-X(  1  )*(1  .-X(2)) 
C  BEALE’S  TESTFUNCTION 
B(2)=2.25DO-X(1)*(l.-X(2)**2) 
B(3)=2.625DO-X(1)*(1  .-X(2)**3) 
RETURN 
END 
This  produces  the  following  results: 
SOLUTION:  3.00000000000000 
0.50000000000000 
NUMBER OF CALLS  OF  FUNC: 27 
RESIDUALS  AT  THE  SOLUTION: -0.00000000000000 
-0.00000000000000 
-0.00000000000000. 
(The  program was run  on  an IBM 370/165 in double  precision:  14  hexadecimal digits.) 
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