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SU(p, q) COHERENT STATES AND A GAUSSIAN DE FINETTI THEOREM
ANTHONY LEVERRIER
Abstract. We prove a generalization of the quantum de Finetti theorem when the local space
is an infinite-dimensional Fock space. In particular, instead of considering the action of the
permutation group on n copies of that space, we consider the action of the unitary group U(n)
on the creation operators of the n modes and define a natural generalization of the symmetric
subspace as the space of states invariant under unitaries in U(n). Our first result is a complete
characterization of this subspace, which turns out to be spanned by a family of generalized
coherent states related to the special unitary group SU(p, q) of signature (p, q). More precisely,
this construction yields a unitary representation of the noncompact simple real Lie group SU(p, q).
We therefore find a dual unitary representation of the pair of groups U(n) and SU(p, q) on an
n(p+ q)-mode Fock space.
The (Gaussian) SU(p, q) coherent states resolve the identity on the symmetric subspace, which
implies a Gaussian de Finetti theorem stating that tracing over a few modes of a unitary-invariant
state yields a state close to a mixture of Gaussian states. As an application of this de Finetti
theorem, we show that the n×n upper-left submatrix of an n× n Haar-invariant unitary matrix
is close in total variation distance to a matrix of independent normal variables if n3 = O(m).
1. Introduction
Let HA and HB be two finite-dimensional Hilbert spaces of dimension n, and form the space
H =
⊕p
i=1HA ⊕
⊕q
j=1HB
∼= Cn(p+q), for integers p, q ≥ 1. The Fock space F (H) associated with
H is given by the direct sum of the symmetric tensors of H , F (H) =
⊕∞
k=0 Sym
k(H). The Segal-
Bargmann representation turns this infinite-dimensional space into a Hilbert space of holomorphic
functions of n(p + q) variables z1,1, . . . , zn,p, z
′
1,1, . . . , z
′
n,q with a finite Gaussian measure. The
unitary group U(n) acts in a natural way on this space through a change of variables applied to
the (p+ q) vectors of length n given by ~zi = (z1,i, . . . , zn,i) and ~zj
′ = (z′1,j, . . . , z
′
n,j). For instance,
any unitary u ∈ U(n) acts on these vectors as
~zi → u~zi for i ∈ [p] and ~zj ′ → u~zj ′ for j ∈ [q], (1.1)
where u denotes the complex conjugate of u.
Physically, the Fock space Fp,q,n = F (H) is particularly relevant in quantum optics since it
describes an n(p+ q)-dimensional harmonic oscillator and the action of the unitary group given by
Eq. (1.1) corresponds to that of passive linear optics networks consisting of beamsplitters and phase
shifters in phase space. Certain protocols in quantum communication with continuous variables, for
instance in quantum cryptography [33], are covariant with respect to this action and it is therefore
relevant for their study to understand which states of Fp,q,n are left invariant under the action of
all unitaries in U(n). We denote the corresponding subspace by F
U(n)
p,q,n .
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The space F
U(n)
p,q,n is a natural generalization of the usual symmetric subspace Sym
n(Cd) ⊂ (Cd)⊗n
of states invariant under all permutations of the d-dimensional subsystems, when the local space
Cd is replaced by an infinite-dimensional Fock space, provided that the system is invariant under
the action of U(n) and not simply under the action of the symmetric group Sn. Examples of
applications include state estimation and cloning of continuous-variable states (see Ref. [6] for such
applications in the finite-dimensional case) as well as the security analysis of quantum cryptography
protocols with continuous variables [25]. The notion of invariance under the unitary group can be
extended to density matrices, positive semidefinite matrices of trace 1, upon which the unitary
group acts by conjugation. For instance, the twirling map defined by
T : S(Fp,q,n) → S(Fp,q,n)
ρAB 7→
∫
WuρABW
†
udu
where Wu is the representation of the unitary u on Fp,q,n, W
†
u denotes the adjoint (conjugate
transpose) of Wu, and the averaging is performed with respect to the Haar measure on the unitary
group U(n), maps arbitrary quantum states on Fp,q,n to invariant states and is a natural (infinite-
dimensional) generalization of the twirling map defined for 2-qudit states on Cd⊗Cd that has found
numerous applications in quantum information theory (see for instance [34]).
The outline of the paper is as follows.
We first introduce the symmetric subspace F
U(n)
p,q,n and provide a complete characterization of
that subspace in Section 2. In particular, we show that it coincides with the space of square-
integrable holomorphic functions in the pq variables Z1,1, . . . , Zp,q where the variable Zi,j is given
by
∑n
k=1 zk,iz
′
k,j .
Theorem 1 (Characterization of the symmetric subspace). For p, q ≥ 1 and n ≥ min(p, q), the
symmetric subspace F
U(n)
p,q,n is isomorphic to the space of square-integrable holomorphic functions in
the variables Z1,1, . . . , Zp,q, with the norm induced by the one on Fp,q,n.
Similarly, a density operator ρ acting on Fp,q,n is said to be invariant under the action of the
unitary group if WuρW
†
u = ρ for all u ∈ U(n). We prove that invariant density matrices always
admit an invariant purification in F
U(n)
p+q,p+q,n.
Theorem 2. Any density operator ρ ∈ S(Fp,q,n) invariant under the action of the unitary group
U(n) admits a purification in F
U(n)
p+q,p+q,n.
We show in Section 3 that the symmetric subspace F
U(n)
p,q,n carries an irreducible unitary rep-
resentation of the generalized special unitary group SU(p, q), which is noncompact for p, q ≥ 1.
While the case p = q = 1 has been extensively studied in the literature, starting with Bargmann
[2], Gelfand and Neumark [14], it seems that the general case has not received the same attention
until now. The main exception is the work of Perelomov who defined coherent states |Λ, n〉 for the
Lie group SU(p, q) in Ref. [27], where Λ belongs to the set Dp,q of p × q complex matrices with
spectral norm strictly less than 1. The main property of these coherent states is that they resolve
the identity on F
U(n)
p,q,n , when averaged with the invariant measure dµp,q,n(Λ) defined in Eq. (3.5).
Theorem 3 (Resolution of the identity). For n ≥ p + q, the generalized SU(p, q) coherent states
resolve the identity on F
U(n)
p,q,n : ∫
Dp,q
|Λ, n〉〈Λ, n|dµp,q,n(Λ) = 1FU(n)p,q,n .
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Since the SU(p, q) coherent states are Gaussian states, in the sense that their characteristic
function is Gaussian [36], they are entirely characterized by their first two moments. We analyze
in Section 4 the phase-space properties of the unitary representation of SU(p, q), notably how the
covariance matrix of |Λ, n〉 depends on the matrix Λ and how SU(p, q) is mapped to the symplectic
group Sp(2(p+ q),R) of Gaussian operations in phase-space.
We prove a de Finetti theorem stating that tracing over a few modes of a unitary-invariant state
gives a state close to a mixture of Gaussian states in Section 5.
Theorem 4 (Gaussian de Finetti). Let n be an arbitrary integer and k ≥ p+ q. Let ρ = |ψ〉〈ψ| be
a symmetric (pure) state in F
U(n+k)
p,q,n+k . Then the state obtained after tracing out over k(p+ q) modes
can be well approximated by a mixture of generalized coherent states:∥∥∥∥trk(ρ)− Ck
∫
ν(Λ)|Λ, n〉〈Λ, n|dµp,q(Λ)
∥∥∥∥
tr
≤ 3npq
2(n+ k − p− q) ,
with the density ν(Λ) := |〈Λ, n+ k|ψ〉|2 and dµp,q := 1Cndµp,q,n.
This theorem is obtained as a special case of a general de Finetti theorem for representations of
symmetry groups established by Ko¨nig and Mitchison [23].
In Sections 6 and 7, we study in more detail the important special cases p = q = 1 and p = q = 2:
the former has been extensively studied in the literature under the name of SU(1, 1) coherent states
and has found numerous applications in mathematical physics; the latter has been far less explored
but turns out to be particularly relevant for studying for instance some natural continuous-variables
quantum key distribution protocols. Indeed, such protocols involve mixed states invariant under
the action of U(n) on F1,1,n and these states admit a purification in the symmetric subspace F
U(n)
2,2,n
as proven in Theorem 2. While an explicit orthonormal basis for F
U(n)
1,1,n is known, the task appears
more complex in the case where p = q = 2, and we are only able to conjecture such an explicit
orthonormal basis for F
U(n)
2,2,n .
In Section 8, we give an application of the Gaussian de Finetti theorem to the study of submatrices
of random Haar unitary matrices. More precisely, let Hm,n be the distribution over n× n complex
matrices obtained by first drawing a unitary U from the Haar measure on U(m) and then outputting√
mUn,n where Un,n is the n×n upper-left submatrix of U . Let Gn×n be the probability distribution
over n×n complex matrices whose entries are independent Gaussians with mean 0 and variance 1.
Then we show the following:
Theorem 5. Let m ≥ n. Then ‖Hm,n−Gn×n‖TV ≤ 2n3m−n , where ‖·‖TV denotes the total variation
distance.
While it was recently proved by Jiang and Ma [22] that the distance goes asymptotically to 0 for
n = o(m1/2), our result follows almost directly from a application of our de Finetti theorem and
has the advantage of providing an explicit bound on the total variation distance.
We conclude by mentioning that while the well-known Schur-Weyl duality between GL(d,C)
and Sn has received a wide attention in quantum information theory, it does not seem to be the
case for the duality between SU(p, q) and U(n) that we explore in the present paper. Besides its
direct application to some specific quantum cryptography protocols, we expect this duality to be
relevant for the study of many tasks in quantum information with continuous variables involving
many modes.
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2. The symmetric subspace F
U(n)
p,q,n
Let HA, HB be two Hilbert spaces of dimension n and define the n(p + q)-dimensional Hilbert
space Hp,q,n := H
⊕p
A ⊕ H⊕qB ∼= Cn(p+q) for integers p, q. The Fock space Fp,q,n associated with
Hp,q,n is the infinite-dimensional Hilbert space
Fp,q,n :=
∞⊕
k=0
Symk(Hp,q,n),
where Symk(H) stands for the symmetric part of H⊗k.
Using the Segal-Bargmann representation, the Hilbert space Fp,q,n is realized as a functional
space of complex holomorphic functions square-integrable with respect to a Gaussian measure,
Fp,q,n ∼= L2hol(Cn(p+q), ‖ · ‖), where the state ψ ∈ Fp,q,n is represented by a holomorphic function
ψ(z, z′) with z ∈ Cnp, z′ ∈ Cnq satisfying
‖ψ‖2 := 〈ψ, ψ〉 = 1
πn(p+q)
∫
exp(−|z|2 − |z′|2)|ψ(z, z′)|2dzdz′ <∞ (2.1)
where dz :=
∏n
k=1
∏p
i=1 dzk,i and dz
′ :=
∏n
k=1
∏q
j=1 dz
′
k,j denote the Lebesgue measures onC
np and
Cnq, respectively, and |z|2 :=∑nk=1∑pi=1 |zk,i|2, |z′|2 :=∑nk=1∑qj=1 |z′k,j |2. A state ψ is therefore
described as a holomorphic function of n(p + q) complex variables (z1,1, . . . zn,p, z
′
1,1, . . . z
′
n,q). In
the following, we denote by zi and z
′
j the vectors (z1,i, . . . , zn,i) and (z
′
1,j, . . . , z
′
n,j), respectively, for
i ∈ [p] and j ∈ [q], where [p] := {1, 2, . . . , p}.
The n(p+q)-mode Fock space factorizes as Fp,q,n = FA⊗FB, where FA ∼= Fp,0,n and FB ∼= F0,q,n
are the Fock spaces associated with HA ∼= Cnp and HB ∼= Cnq, respectively. Let B(Fp,q,n) denote
the set of bounded linear operators from Fp,q,n to itself and let S(Fp,q,n) be the set of quantum
states on Fp,q,n: positive semi-definite operators with unit trace.
It will sometimes be convenient to use the physicist bra-ket notation and write |ψ〉 for the state
ψ and 〈ψ| for its adjoint. Formally, one can switch from the Segal-Bargmann representation to the
representation in terms of annihihation and creation operators by replacing the variables zk,i and
z′k,j by the creation operators a
†
k,i and a
′†
k,j of modes (k, i) in FA and (k, j) in FB , respectively. The
function f(z, z′) is therefore replaced by an operator f(a†, a′†) and the corresponding state in the
Fock basis is obtained by applying this operator to the vacuum state. Similarly, the annihilation
operators ak,i and a
′
k,j on modes (k, i) and (k, j) correspond to partial derivatives for the corre-
sponding variables: ∂/∂zk,i and ∂/∂z
′
k,j. Recall that the annihilation and creation operators satisfy
the canonical commutation relations:
[ak1,i1 , ak2,i2 ] = [ak1,i1 , a
′
k2,j2 ] = [a
′
k1,j1 , a
′
k2,j2 ] = [a
†
k1,i1
, a†k2,i2 ] = [a
†
k1,i1
, a′†k2,j2 ] = [a
′†
k1,j1
, a′†k2,j2 ] = 0
[ak1,i1 , a
†
k2,i2
] = δk1,k2δi1,i2 , [ak1,i1 , a
′†
k2,j2
] = 0, [a′k1,j1 , a
′†
k2,j2
] = δk1,k2δj1,j2
where δi,j is the Kronecker symbol equal to 1 if i = j and 0 otherwise.
The metaplectic representation of the unitary group U(n) ⊂ Sp(2n,R) on FA ∼= Fp,0,n associates
to u ∈ U(n) the operator Vu corresponding to the change of variables z → uz, that is Vuψ(z) :=
ψ(uz). We will be interested in the following extension W of this unitary representation on Fp,q,n.
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Definition 6 (Representation of the unitary group U(n)). The unitary group U(n) admits the
following unitary representation on the Fock space Fp,q,n:
W : U(n)→ B(Fp,q,n)
u 7→Wu :=
[
ψ(z1, . . . , zp, z
′
1, . . . , z
′
q) 7→ ψ(uz1, . . . , uzp, uz′1, . . . , uz′q)
]
where u denotes the complex conjugate of the unitary matrix u.
Note that the unitary u is applied to the modes of FA and its complex conjugate is applied to
those of FB.
The states that are left invariant under the action of the unitary group U(n) are relevant for
some applications of quantum information with continuous variables, and our main objective in
this paper is to understand the subspace of Fp,q,n spanned by such invariant states.
Definition 7 (Symmetric subspace). For integers p, q, n ≥ 1, the symmetric subspace FU(n)p,q,n is the
subspace of functions ψ ∈ Fp,q,n such that
Wuψ = ψ ∀u ∈ U(n).
The name symmetric subspace is inspired by the name given to the subspace Symn(Cd) of (Cd)⊗n
of states invariant under arbitrary permutations of the subsystems:
Symn(Cd) :=
{|ψ〉 ∈ (Cd)⊗n : P (π)|ψ〉 = |ψ〉, ∀π ∈ Sn} (2.2)
where π 7→ P (π) is a representation of the permutation group Sn on (Cd)⊗n and P (π) is the
operator that permutes the n factors of the state according to π ∈ Sn. See for instance [20] for a
recent exposition of the symmetric subspace from a quantum information perspective.
For instance, in the case where p = q = 1, it is straightforward to check that the action of the
unitary group leaves the so-called two-mode squeezed vacuum state with squeezing parameter λ,
φλ(z, z
′) := (1− |λ|2)n/2 exp(λ(z1z′1 + . . .+ znz′n)),
invariant, where φλ ∈ F1,1,n for λ ∈ C such that |λ| < 1. Indeed, the quadratic form z1z′1+. . .+znz′n
is invariant under the change of variable z → uz, z′ → uz′:
n∑
k=1
(uz)k(uz
′)k =
n∑
k=1
n∑
i=1
n∑
j=1
uk,iziuk,jz
′
j =
n∑
i=1
n∑
j=1
ziz
′
j
n∑
k=1
uk,i(u
†)j,k =
n∑
i=1
ziz
′
j (2.3)
where the last equality results from the unitarity of u. In fact, these two-mode squeezed vacuum
states correspond to a realization of SU(1, 1) coherent states that we will discuss in more detail in
Section 6.
It will be useful to consider finite-dimensional subspaces of F
U(n)
p,q,n , where the holomorphic func-
tions are restricted to polynomials of bounded total degree in the variables of type z, namely
z1,1, . . . , zn,p. In the context of quantum optics, such functions describe quantum states with a
bounded total number of photons.
Definition 8. For integers p, q, n ≥ 1, and d ≥ 0, the subspace FU(n),≤dp,q,n is given by
FU(n),≤dp,q,n := {P (z1,1 . . . , zn,p, z′1,1, . . . , z′n,q) ∈ FU(n)p,q,n : deg(z1,1,...,zn,p)(P ) ≤ d}.
For i ∈ [p], j ∈ [q], we introduce the variable Zi,j defined by
Zi,j :=
n∑
k=1
zk,iz
′
k,j . (2.4)
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A function of the variables Z1,1, . . . , Zp,q is naturally mapped to a function of the variables z1,1 . . . , zn,p,
z′1,1, . . . , z
′
n,q via the application
Φ : C[[Z1,1, . . . , Zp,q]] → C[[z1,1 . . . , zn,p, z′1,1, . . . , z′n,q]]
f(Z1,1, . . . , Zp,q) 7→ f
(∑n
k=1 zk,1z
′
k,1, . . . ,
∑n
k=1 zk,pz
′
k,q
)
In particular, the norm ‖·‖ of Eq. (2.1) induces a norm ‖·‖E on C[[Z1,1, . . . , Zp,q]] via the application
Φ: for a function f ∈ C[[Z1,1, . . . , Zp,q]],
‖f‖E := ‖Φ ◦ f‖.
Note that Φ induces an isomorphism between C[[Z1,1, . . . , Zp,q]] and its image.
Definition 9. For integers p, q, n ≥ 1, let Ep,q,n be the space of analytic functions ψ of the pq
variables Z1,1, . . . , Zp,q, satisfying ‖ψ‖2E < ∞, that is Ep,q,n = L2hol(Cpq, ‖ · ‖E). Moreover, for
d ∈ N, we define the finite-dimensional subspace E≤dp,q,n by
E≤dp,q,n = {P (Z1,1, . . . , Zp,q) : deg(P ) ≤ d} .
Note that Ep,q,n depends on the integer n via the norm ‖·‖E . Our first result is a characterization
of the symmetric subspace F
U(n)
p,q,n , which turns out to coincide with the space Ep,q,n defined above.
Theorem 1. For p, q ≥ 1 and n ≥ min(p, q), the symmetric subspace FU(n)p,q,n is isomorphic to Ep,q,n,
and the isomorphism is given by Φ.
One inclusion (up to the morphism Φ) is straightforward to prove.
Lemma 10. For integers p, q, n ≥ 1,
Ep,q,n ⊆ FU(n)p,q,n .
Proof. It is sufficient to show that any (i, j) ∈ [p]× [q], the quadratic form Zi,j defined in Eq. (2.4)
is invariant under the action of U(n). This follows from the fact that
∑n
k=1(uzi)k(uz
′
j)k =∑n
k=1 zi,kz
′
j,k, for any u ∈ U(n). 
The idea of the proof of Theorem 1, which we defer to the appendix, is to show that, for
any d ∈ N, the finite dimensional subspaces E≤dp,q,n and FU(n),≤dp,q,n are equal. Lemma 10 shows
that E≤dp,q,n ⊆ FU(n),≤dp,q,n , for all d ∈ N. We will establish in Corollary 49 (in Appendix A) that
the dimensions of these subspaces coincide, which implies that the subspaces are the same, up to
isomorphism. The theorem then results from the completeness of F
U(n)
p,q,n and Ep,q,n. In the following,
we will use F
U(n)
p,q,n and Ep,q,n interchangeably.
For an integer d ∈ N, we define the (non normalized) maximally entangled state Φ≤dp+q,p+q,n on
the subspace E≤dp+q,q+p,n = F
≤d
p+q,q+p,n as:
Φ≤dp+q,p+q,n :=
d∑
m=0
1
m!
(Z1,q+1 + . . .+ Zp,q+p + Zp+1,1 + . . .+ Zp+q,q)
m.
In order to understand the name “maximally entangled state”, it is useful to switch to the physicist
bra-ket notation. The state Φ≤dp+q,p+q,n is given by
|Φ≤dp+q,p+q,n〉 =
d∑
m=0
1
m!

 n∑
k=1
p∑
i=1
a†k,ia
′†
k,q+i +
n∑
k=1
q∑
j=1
a†k,p+ja
′†
k,j


m
|0〉 (2.5)
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where a†k,i denotes the creation operator on mode (k, i) of FA
∼= Fp+q,0,n, the operator a′†k,j denotes
the creation operator on mode (k, j) of FB ∼= F0,p+q,n and |0〉 is the vacuum state corresponding
to the constant function 1.
Let us define the weight and factorial of a table M = (mk,ℓ)k∈[n],ℓ∈[p+q] of nonnegative integers
as:
|M | :=
∑
k∈[n],ℓ∈[p+q]
mk,ℓ and M ! :=
∏
k∈[n],ℓ∈[p+q]
mk,ℓ!.
Expanding the product in Eq. (2.5) and recalling that (a†k,ia
′†
k,q+i)
mk,i |0〉 = mk,i!|mk,i,mk,i〉Ak,i,Bk,q+i
yields:
|Φ≤dp+q,p+q,n〉 =
∑
Ms.t.
|M|≤d
1
M !

 ∏
k∈[n],i∈[p]
(a†k,ia
′†
k,q+i)
mk,i
∏
k∈[n],j∈[q]
(a†k,q+ja
′†
k,j)
mk,q+j

 |0〉
=
∑
Ms.t.
|M|≤d
⊗
k∈[n],i∈[p]
|mk,i,mk,i〉Ak,i,Bk,q+i
⊗
k∈[n],j∈[q]
|mk,q+j ,mk,q+j〉Ak,p+j,Bk,j .
This is the maximally entangled state between one copy of Fp,q,n on modes A1, . . . , Ap, B1, . . . , Bq
and a copy of Fq,p,n ∼= Fp,q,n on modes Ap+1, . . . , Ap+q, Bq+1, . . . , Bp+q.
An important feature of this state is that it is invariant under the unitary group acting on
B(Fp+q,p+q,n) as
U(n)→ B(Fp+q,p+q,n)
u 7→Wu ⊗Wu =
(
ψ(z1, . . . , zp; zp+1, . . . , zp+q; z
′
1, . . . , z
′
q; z
′
q+1, . . . , z
′
p+q)
7→ ψ(uz1, . . . , uzp;uzp+1, . . . , uzp+q;uz′1, . . . , uz′q;uz′q+1, . . . , uz′p+q)
)
where Wu acts on modes A1, . . . , Ap, B1, . . . , Bq and Wu acts on a copy of Fq,p,n ∼= Fp,q,n corre-
sponding to modes Bq+1, . . . , Bp+q, Ap+1, . . . , Ap+q (where we recall that each factor Ai consists of
n modes A1,i, . . . , An,i and similarly for Bj).
Lemma 11. Let d ≥ 0 be an integer, then the non normalized state Φ≤dp+q,p+q,n corresponding to
the maximally entangled state on the subspace F≤dp+q,p+q,n satisfies(
Wu ⊗Wu
)
Φ≤dp+q,p+q,n = Φ
≤d
p+q,p+q,n
for any u ∈ U(n).
Proof. Observe that Zi,q+i and Zp+j,j are both invariant under the action of Wu ⊗Wu, with the
same argument as in Eq. (2.3). 
Remark 12. The space F≤dp+q,p+q,n is left invariant under the action of Wu ⊗Wu for any d: this
is because the change of variables z → uz and z′ → uz′ preserves the total degrees in z and z′.
The notion of invariance under the action of the unitary group U(n) can be generalized to density
operators, upon which Wu acts by conjugation.
Definition 13. For p, q, n ≥ 1, a density operator ρ ∈ S(Fp,q,n) is invariant under the action of
the unitary group U(n) if
WuρW
†
u = ρ
for all u ∈ U(n).
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Since we are dealing with infinite-dimensional operators, it is important to specify our topology.
In this work, we will be working with the weak operator topology.
Definition 14 (Weak Operator Topology). A family (ρm)m∈N of B(Fp,q,n) converges to ρ ∈
B(Fp,q,n) in the Weak Operator Topology (WOT) if, for any ψ ∈ Fp,q,n, it holds that
〈ψ, ρmψ〉 → 〈ψ, ρψ〉,
where we recall that
〈φ, ψ〉 := 1
πn(p+q)
∫
exp(−|z|2 − |z′|2)φ(z, z′)ψ(z, z′)dzdz′.
A crucial feature of symmetric subspace in the context of quantum information is that invariant
density matrices always admit a purification in the symmetric subspace. The following result is a
slight generalization of a result of Renner [30] which holds when the invariance is with respect to
the action of the symmetric group Sn instead of U(n).
Theorem 2. For p, q, n ≥ 1, any density operator ρ ∈ S(Fp,q,n) invariant under U(n) admits a
purification in F
U(n)
p+q,p+q,n.
Proof. Let denote by Π≤dp,q,n (or Π
≤d when the parameters p, q, n are clear from context) the
projector onto the finite-dimensional subspace F≤dp,q,n. We note that the sequence of operators
ρ≤d := Π≤dp,q,nρΠ
≤d
p,q,n converges in WOT to ρ as d tends to infinity.
We define the (non normalized) state ψ≤d ∈ F≤dp+q,p+q,n as follows:
ψ≤d := (
√
ρd ⊗ 1)Φ≤dp+q,p+q,n,
where the operator
√
ρd acts on Fp,q,n, i.e., modes A1, . . . , Ap, B1, . . . , Bq, and the identity acts on
modes Ap+1, . . . , Ap+q, Bq+1, . . . , Bp+q, i.e., a space isomorphic to Fq,p,n. Note that for any d
′ ≥ d,
it holds that
ψ≤d := (
√
ρd ⊗ 1)Φ≤d′p+q,p+q,n. (2.6)
It is well-known that the (non normalized) state ψ≤d = (
√
ρd⊗1)Φ≤dp+q,p+q,n is a purification of ρ≤d
since Φ≤dp+q,p+q,n is the maximally entangled state on Fp,q,n ⊗ Fp,q,n ∼= Fp+q,p+q,n. Furthermore, it
satisfies
‖ψ≤d‖2 = trρ≤d. (2.7)
Moreover, since Wu preserves the total degrees in z and z
′, we infer that Wu commutes with the
projector Π≤dp,q,n. By assumption, it also commutes with ρ and we conclude that Wuρ
≤dW †u = ρ
≤d
for all u ∈ U(n) and d ∈ N. This implies:(
Wu ⊗Wu
)
ψ≤d =
(
Wu ⊗Wu
)
(
√
ρd ⊗ 1)Φ≤dp+q,p+q,n
= (
√
ρd ⊗ 1)(Wu ⊗Wu)Φ≤dp+q,p+q,n = ψ≤d
and establishes that ψ≤d ∈ FU(n)p+q,p+q,n for any d ∈ N.
We now claim that
(
ψ≤d
)
d∈N
forms a Cauchy sequence and therefore converges to
ψ = lim
d→∞
ψ≤d,
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which is a purification of ρ with ψ ∈ FU(n)p+q,p+q,n. Indeed, for arbitrary integers d2 > d1 ≥ 0, it holds
that
ψ≤d2 − ψ≤d1 = (
√
ρ≤d2 −Π≤d1
√
ρ≤d2Π≤d1)⊗ 1)Φ≤d2p+q,p+q,n,
where we used Eq. (2.6). The operator
√
ρ≤d2 − Π≤d1
√
ρ≤d2Π≤d1 is non negative and therefore
there exists some operator A ≥ 0 such that √A =
√
ρ≤d2 −Π≤d1
√
ρ≤d2Π≤d1 . Applying Eq. (2.7)
gives:
‖ψ≤d2 − ψ≤d1‖2 = (
√
A⊗ 1)Φ≤d2p+q,p+q,n = trA
= tr(
√
ρ≤d2 − Π≤d1
√
ρ≤d2Π≤d1)2
= tr(
√
ρ≤d2 −
√
ρ≤d1)2.
By continuity of the function σ 7→ √σ on the set of subnormalized density matrices on Fp,q,n, we
conclude that ‖ψ≤d2 − ψ≤d1‖2 → 0 when d1, d2 → ∞, which means that the sequence (ψ≤d)d∈N
is Cauchy and therefore converges in the Hilbert space F
U(n)
p+q,p+q,n. The limit of this sequence
ψ = limd→∞ ψ
≤d is a purification of ρ and belongs to F
U(n)
p+q,p+q,n.

3. Coherent states for SU(p, q)/SU(p)× SU(q)× U(1)
In this section, we first review a construction due to Perelomov that associates a family of
generalized coherent states to general Lie groups [27], [28]. In this language, the standard Glauber
coherent states are associated with the Heisenberg-Weyl group, while the atomic spin coherent
states are associated with SU(2). We then show that the symmetric subspace F
U(n)
p,q,n is spanned by
SU(p, q) coherent states, where SU(p, q) is the special unitary group of signature (p, q) over C:
SU(p, q) :=
{
A ∈Mp+q(C) : A1p,qA† = 1p,q and detA = 1
}
(3.1)
where Mp+q(C) is the set of (p+ q)× (p+ q)-complex matrices and 1p,q = 1p ⊕ (−1q).
In Perelomov’s construction, a system of coherent states of type (T, |ψ0〉) where T is the represen-
tation of some groupG acting on some Hilbert spaceH ∋ |ψ0〉, is the set of states {|ψg〉 : |ψg〉 = Tg|ψ0〉}
where g runs over all the group G. One defines H , the stationary subgroup of |ψ0〉 as
H := {g ∈ G : Tg|ψ0〉 = α|ψ0〉 for |α| = 1} ,
that is the group of h ∈ G such that |ψh〉 and |ψ0〉 differ only by a phase factor. When G is a
connected noncompact simple Lie group, H is the maximal compact subgroup of G. In particular,
for G = SU(p, q), one has H = SU(p, q) ∩ U(p+ q) = SU(p)× SU(q)× U(1) and the factor space
G/H corresponds to a Hermitian symmetric space of classical type (see e.g. Chapter X of [21]). The
generalized coherent states are parameterized by points in G/H . For G/H = SU(p, q)/SU(p) ×
SU(q) × U(1), the factor space is the set Dp,q of p × q matrices Λ such that ΛΛ† < 1p, i.e., with
the singular values strictly less than 1.
Dp,q :=
{
Λ ∈Mp,q(C) : 1p − ΛΛ† > 0
}
,
where A > 0 for a Hermitian matrix A means that A is positive definite. Here,Mp,q(C) is the set of
p× q complex matrices. Remark that the set Dp,q could have alternatively been defined as follows:
Dp,q =
{
Λ ∈Mp,q(C) : 1q − Λ†Λ > 0
}
.
Conversely, Cartan showed that SU(p, q) is the automorphism group of Dp,q [4].
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Theorem 15 (Cartan (1935)). For p, q ≥ 1, the automorphism group AutDp,q of Dp,q is SU(p, q),
with group action is given by
SU(p, q)→ AutDp,q
g = (A BC D ) 7→ Tg :=
[
Λ 7→ (ATΛ + CT )(BTΛ +DT )−1]
where A,B,C,D are p× p, p× q, q × p, q × q matrices, respectively, satisfying
AA† −BB† = 1p, AC† = BD†, DD† − CC† = 1q.
We are now ready to define our coherent states for the noncompact Lie group SU(p, q).
Definition 16 (SU(p, q) coherent states). For p, q, n ≥ 1, the coherent state ψΛ,n associated with
Λ ∈ Dp,q is given by
ψΛ,n(Z1,1, . . . , Zp,q) = det(1− ΛΛ†)n/2 det exp(ΛTZ), (3.2)
where Z is the p× q matrix [Zi,j ]i∈[p],j∈[q].
Using Sylvester’s determinant identity, we can equally write ψΛ,n(Z1,1, . . . , Zp,q) = det(1 −
Λ†Λ)n/2 det exp(ΛTZ).
It will be sometimes useful to use the bra-ket notation, in which case the state ψΛ,n will be
denoted by |Λ, n〉. When the value of n is omitted, it should be clear that it is taken equal to 1. In
particular, we will write |Λ〉 instead of |Λ, 1〉.
Remark 17. The coherent states have a tensor product form in the sense that
ψΛ,n = ψ
⊗n
Λ , or |Λ, n〉 = |Λ〉⊗n.
Such states are referred to as identically and independently distributed (i.i.d.) in the quantum
information literature.
Using the identity det(expA) = exp(trA), we immediately obtain an alternate expression for the
coherent state, namely:
ψΛ,n(Z1,1, . . . , Zp,q) = det(1− ΛΛ†)n/2 exp(trΛTZ) = det(1 − ΛΛ†)n/2 exp

∑
i,j
Λi,jZi,j

 .
Remark 18. Perelomov also considered coherent states for the Lie group SU(p, q), and labelled
them with an index k (see Eq. (12.3.6) of [28]) corresponding to n/(p+q) in our notations. Berezin
[3] gave a similar construction for symmetric spaces such as Dp,q, and defined Planck’s constant as
h := p+qn . The fact that we recover the classical setting in the limit h → ∞ will be consistent with
the property that generalized coherent states become orthogonal in the limit n→∞.
Lemma 19. The coherent states defined above belong to Fp,q,n.
Proof. We need to show that for any Λ ∈ Dp,q, it is the case that ‖ψΛ‖2 <∞. Let us consider the
singular value decomposition of Λ, that is Λ = UΣV †, where U is a p × p unitary matrix, Σ is a
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nonnegative p× q diagonal matrix and V is a unitary q × q matrix. The norm of ψΛ is
‖ψΛ‖2 = 1
πn(p+q)
∫
exp(−|z|2 − |z′|2)|ψΛ(z)|2dzdz′
=
1
πn(p+q)
det(1− Σ2)n
∫
exp(−|z|2 − |z′|2)
∣∣∣∣∣∣exp

 p∑
i=1
q∑
j=1
n∑
k=1
Λi,jzk,iz
′
k,j


∣∣∣∣∣∣
2
dzdz′
=
1
πn(p+q)
det(1− Σ2)n
∫
exp(−|z|2 − |z′|2) ∣∣exp tr(MzΛMTz′)∣∣2 dzdz′
where Mz = [zk,i]k∈[n],i∈[p] and Mz′ =
[
z′k,j
]
k∈[n],j∈[q]
. Next we observe that
tr(MzΛM
T
z′) = tr(MzUΣV
†MTz′)
=
p∑
i=1
q∑
j=1
n∑
k=1
min(p,q)∑
r=1
zk,iUi,rΣr,rV j,rz
′
j,k
=
n∑
k=1
min(p,q)∑
r=1
(UT z)k,rΣr,r(V z
′)k,R
= tr(MUT zΣM
T
V z′
)
Performing the change of variable z → UT z, z′ → V z′ in the integral above yields
‖ψΛ‖2 = ‖ψΣ‖2
since the measure exp(−|z|2)dz is invariant under a unitary change of variable. Now, the state
ψΣ with the diagonal matrix Σ is simply the tensor product of n × min(p, q) two-mode squeezed
vacuum states:
ψΣ(z) =
min(p,q)∏
i=1
(1− |Σi,i|2)n/2 exp(Σi,iZi,i)
=
min(p,q)∏
i=1
n∏
k=1
(
(1− |Σi,i|2)1/2 exp(Σi,izk,iz′k,i)
)
,
each one of which being correctly normalized, with squeezing parameter |Σi,i| < 1. 
By construction, the SU(p, q) coherent states are invariant under the action of the unitary group
U(n) on Fp,q,n, which means that they belong to the symmetric subspace F
U(n)
p,q,n . We show that
they in fact span this symmetric subspace.
Theorem 20. For p, q, n ≥ 1, the SU(p, q) coherent states span the symmetric subspace FU(n)p,q,n .
The proof is similar to the case of SU(d) coherent states (see e.g. [15]).
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Proof. The idea is to show that for any vector m = (m1,1, . . . ,mp,q) ∈ Npq, the polynomial∏
i∈[p]
∏
j∈[q] Z
mi,j
i,j is in the span of the coherent states. To see this, consider the function
f : Dp,q → C[[Z1,1, . . . , Zp,q]]
Λ 7→ exp

∑
i∈[p]
∑
j∈[q]
Λi,jZi,j

 .
Evaluating the derivative
∏
i∈[p]
∏
j∈[q]
∂mi,j
∂Λ
mi,j
i,j
f in Λ = 0 gives the monomial
∏
i∈[p]
∏
j∈[q] Z
mi,j
i,j ,
which proves that this monomial lies in the algebra of the coherent states. 
We are now ready to define the unitary representation of the noncompact group SU(p, q) on the
symmetric subspace F
U(n)
p,q,n , which was also considered by Perelomov [28].
Definition 21 (Representation of SU(p, q)). The generalized unitary group SU(p, q) admits the
following discrete series unitary representation on the symmetric subspace F
U(n)
p,q,n :
T : SU(p, q)→ B(FU(n)p,q,n )
g = (A BC D ) 7→ Tg :=
[|Λ, n〉 7→ |Λg, n〉],
where the matrix Λg is given by Λg = (A
TΛ + CT )(BTΛ +DT )−1.
A characterization of a discrete series representation T is that for any Λ1,Λ2 ∈ Dp,q, the function
g 7→ 〈Λ1, n|Tg|Λ2, n〉 is square-integrable with an invariant measure on SU(p, q). It was shown by
Perelomov [28] that this is indeed the case here.
The overlap, or fidelity, between generalized coherent states admits a simple formula.
Theorem 22. Let Λ1,Λ2 ∈ Dp,q. The fidelity F (Λ1,Λ2) := |〈Λ1|Λ2〉|2 between the two SU(p, q)
coherent states |Λ1〉 and |Λ2〉 is given by
|〈Λ1|Λ2〉|2 = det(1p − Λ1Λ
†
1) det(1p − Λ2Λ†2)
| det(1p − Λ1Λ†2)|2
.
The generalization to arbitrary values of n is immediate since |〈Λ1, n|Λ2, n〉|2 = (|〈Λ1, 1|Λ2, 1〉|)2n.
Let us first establish two simple results.
Lemma 23. For Λ ∈ Dp,q, we have
|〈0|Λ〉|2 = det(1− ΛΛ†).
Proof. This is an immediate consequence of the expansion of the state |Λ〉 in the Fock basis with
Eq. (3.2). 
Lemma 24. Let Σ1,Σ2 ∈ Dp,q be diagonal matrices with nonnegative entries, then
〈Σ1|Σ2〉 = det(1− Σ
2
1)
1/2 det(1− Σ22)1/2
det(1− Σ1Σ2) .
Proof. If Σi = diag(σi,1, · · · , σi,p) for i ∈ {1, 2}, then |Σi〉 =
⊗p
j=1 |σi,j〉 where the state |σ〉 :=√
1− σ2∑∞k=0 σk|k, k〉 is a two-mode squeezed vacuum state for σ ∈ [0, 1) and where we omit the
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tensor product with the remaining (q − p) vacuum modes. The overlap between two such states is
straightforward to compute:
〈σ1|σ2〉 =
√
1− σ21
√
1− σ22
∞∑
k=0
(σ1σ2)
k =
√
1− σ21
√
1− σ22
1− σ1σ2 ,
which yields the desired result. 
Proof of Theorem 22. Let us prove the general case for arbitrary p ≤ q.
For matrices Λ ∈ Dp,q and g = (A BC D ) ∈ SU(p, q), let us denote Λg := (ATΛ+CT )(BTΛ+DT )−1.
Since the action of g is unitary, we have 〈Λg|Λ′g〉 = 〈Λ|Λ′〉 for any matrices Λ,Λ′ ∈ Dp,q and
g ∈ SU(p, q).
Let Λ1 = UΣV
† be the singular value decomposition of Λ1 with U ∈ U(p) and V ∈ U(q). For
g =
(
U 0
0 V
)
∈ SU(p, q), we obtain (Λ1)g = U †Λ1V = Σ. This yields:
〈Λ1|Λ2〉 = 〈Σ|Λ〉 (3.3)
with Λ := (Λ2)gU
†Λ2V . Since Σ is a p× q diagonal matrix with nonnegative entries, there exists a
p×q diagonal matrix R such that Σ = tanhR. We further define the p×q matrix S = sinhR as well
as the p× p matrix C = coshR and the q × q matrix C˜ which is simply the matrix C padded with
the appropriate number of ones on the diagonal. With these notations, the matrix g′ =
[
C −S
−ST C˜
]
belongs to SU(p, q) and Σg′ = −(CΣ − S)(STT − C˜)−1 = 0. By unitarity of the action of g′, we
obtain
|〈Σ|Λ〉|2 = |〈Σg′ |Λg′〉|2 = |〈0|Λg′〉2 = det(1− Λg′Λ†g′)
where the last equality follows from Lemma 23. This determinant can be computed explicitly since
Λg′ = −(CΛ− S)(S†Λ− C˜)−1, Λ†g′ = −((S†Λ− C˜)†)−1(CΛ− S)†
and
det(1− Λ†g′Λg′) = det(1− ((S†Λ− C˜)†)−1(CΛ− S)†(CΛ − S)(S†Λ− C˜)−1
=
det((S†Λ− C˜)†(S†Λ− C˜)− (CΛ− S)†(CΛ − S))
det(S†Λ− C˜)†(S†Λ− C˜) .
Denoting by A the numerator and B the denominator of this last expression, we get:
A = det(C˜†C˜ − S†S − Λ†(C†C − SS†)Λ + Λ†(C†S − SC˜) + (S†C − C˜†S†)Λ)
= det(1q − Λ†Λ)
where we exploited that C˜†C˜ − S†S = 1q and C†C − SS† = 1p. In order to analyze the term B,
it is useful to recall a matrix identity that holds for hyperbolic trigonometric functions:
C˜(1q − Σ†Σ)C˜ = 1q,
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which implies det(C˜2) det(1q − Σ†Σ) = 1. Recalling that S = ΣC˜, we obtain
B = det(S†Λ− C˜)(S†Λ− C˜)†
= det(S†ΛΛ†S + C˜C˜† − S†ΛC˜† − C˜Λ†S)
= det(C˜Σ†ΛΛ†ΣC˜ + C˜C˜† − C˜Σ†ΛC˜† − C˜Λ†ΣC˜)
= det(C˜2) det(Σ†ΛΛ†Σ+ 1q − Σ†Λ− Λ†Σ)
=
det(1q − Σ†Λ)(1q − Λ†Σ)
det(1q − Σ†Σ)
which finally gives
det(1q − Λ†g′Λg′) =
det(1q − Λ†Λ) det(1q − Σ†Σ)
det(1q − Σ†Λ) det(1q − Λ†Σ) . (3.4)
For two general matrices, Λ1,Λ2 ∈ Dp,q, the singular value decomposition Λ1 = UΣV † yields:
|〈Λ1|Λ2〉|2 = |〈Σ|U †Λ2V 〉|2
=
det(1q − V †Λ†2Λ2V ) det(1q − Σ†Σ)
det(1q − Σ†U †Λ2V ) det(1q − V †Λ†2UΣ)
=
det(1q − Λ†2Λ2) det(1q − V Σ†ΣV †)
det(1q − V Σ†U †Λ2) det(1q − Λ†2UΣV †)
=
det(1q − Λ†2Λ2) det(1q − Λ†1Λ1)
det(1q − Λ†1Λ2) det(1q − Λ†2Λ1)
where the first equality follows from applying g =
[
U 0
0 V
]
to both states, and where we used Eq. (3.4)
in the second equality. 
The main feature of a family of coherent states is that they resolve the identity. This is the case
with the SU(p, q) coherent states introduced above.
Theorem 3 (Resolution of the identity). For integers p, q ≥ 1 and n ≥ p+ q, the coherent states
resolve the identity over the symmetric subspace F
U(n)
p,q,n :∫
Dp,q
|Λ, n〉〈Λ, n|dµp,q,n(Λ) = 1FU(n)p,q,n ,
where dµp,q,n(Λ) is the invariant measure on Dp,q given by
dµp,q,n(Λ) := Cndµp,q(Λ) = Cn[det(1p − ΛΛ†)]−(p+q)
p∏
i=1
q∏
j=1
dR(Λi,j)dI(Λi,j), (3.5)
with the normalization constant
Cn =
1
πpq
(n− q)! . . . (n− 1)!
(n− p− q)! . . . (n− p− 1)! =
1
πpq
q−1∏
i=0
(n− q + i)!
(n− p− q + i)! , (3.6)
where R(Λi,j) and I(Λi,j) refer respectively to the real and imaginary parts of Λi,j. This operator
equality is to be understood for the weak operator topology.
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In the representation theory of Lie groups [18], [19], the constant Cn appearing in the resolution
of the identity (Theorem 3) is called the formal degree of the representation of the group SU(p, q)
in F
U(n)
p,q,n .
Proof. We refer to Perelomov ([28], chapter 12) for the claim that dµp,q,n(Λ) is the invariant measure
on Dp,q. The fact that the integral is proportional to the identity on the symmetric subspace is a
consequence of a version of Schur’s lemma applying to general unimodular groups such as SU(p, q)
with a square-integrable representation, which shows the existence of a constant dF , called the
degree of the representation, such that∫
SU(p,q)
〈ψ|Tg|φ〉〈ψ′|Tg|φ′〉dµ(g) = 1
dF
〈ψ|ψ′〉〈φ|φ′〉,
for all |ψ〉, |φ〉, |ψ′〉, |φ′〉 ∈ FU(n)p,q,n , where dµ is an invariant measure on SU(p, q) [12]. 
The resolution of the identity of Theorem 3 implies that the family of generalized coherent states
defines a generalized measurement on the symmetric subspace. It is therefore possible to associate
to any state ρ acting on F
U(n)
p,q,n a generalized Husimi function Qρ : Dp,q → R corresponding to the
probability density function of obtaining a particular outcome Λ when measuring the state ρ with
this specific measurement.
Definition 25 (Generalized Husimi function). Any state ρ ∈ S(FU(n)p,q,n ) gives rise to a probability
density function
Qρ(Λ) = Cn
tr(ρ|Λ〉〈Λ|)
det(1p − ΛΛ†)(p+q) (3.7)
corresponding to the probability density function of obtaining the outcome Λ when measuring ρ with
the measurement corresponding to the resolution of the identity of Theorem 3.
We conclude this section by noting that Puri [29] studied a family of SU(p, q) coherent states
similar to those considered in the present work, but in the case where n = 1. In contrast, we are
more interested in the regime where n ≥ p+ q, which is required for obtaining the resolution of the
identity of Theorem 3 as well as our Gaussian de Finetti theorem of Section 5.
4. Phase-space representation of SU(p, q) coherent states
The SU(p, q) coherent states defined in the previous section are i.i.d. states, i.e., |Λ, n〉 = |Λ, 1〉⊗n,
and we will therefore restrict our attention to the case n = 1 in this section, and simply write
|Λ〉 instead of |Λ, 1〉 when there is no ambiguity. In particular, the Fock space we consider is
F (HA⊕HB) = F (Cp⊕Cq). The annihilation operators of F (HA) are denoted by z1, · · · , zp, those
of F (HB) by z
′
1, · · · , z′q.
Since these generalized coherent states are Gaussian states (i.e., their Wigner function is Gauss-
ian), they are entirely characterized by the first two moments of their Wigner function [11],[36].
By symmetry, the first moment is null, which means that we are only concerned in computing the
covariance matrix ΓΛ of the (p+ q)-mode state |Λ, 1〉.
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We need to fix an ordering of the 2(p + q) quadratures corresponding to |Λ, 1〉: we choose
(x1, · · · , xp, y1, · · · , yp, x′1, · · · , x′p, y′1, · · · , y′q), with quadrature operators defined by:
xi = zi +
∂
∂zi
, yi = i
(
zi − ∂
∂zi
)
for i ∈ [p],
x′j = z
′
j +
∂
∂zj
, y′j = i
(
z′j −
∂
∂z′j
)
for j ∈ [q],
where zi (resp. z
′
j) corresponds to the creation operator associated with mode i of F (HA) (resp. j of
F (HB)) and
∂
∂zi
, ∂∂z′
j
correspond to the annihilation operators associated with these modes. Note
that we used the convention ~ = 2 when defining the quadrature operators, similarly as in [36].
Recall that the symplectic group Sp(2(p+ q),R) is the group of 2(p+ q)× 2(p+ q) real matrices
S preserving the symplectic form Ω =
[
1p
−1p
]
⊕
[
1q
−1q
]
:
Sp(2(p+ q),R) :=
{
S ∈M2(p+q)(R) : SΩST = Ω
}
. (4.1)
For complex matrices X ∈ Mp(C), Y ∈ Mp,q(C), we define S(X) ∈ R2p×2p and T (Y ) ∈ R2p×2q
as:
S(X) :=
[
R(X) −I(X)
I(X) R(X)
]
, T (Y ) :=
[
R(Y ) I(Y )
I(Y ) −R(Y )
]
. (4.2)
It is easy to verify that if X is Hermitian, X = X†, then S(X) is symplectic. Similarly, if U is
unitary, then S(U) is also symplectic.
With these notations, we can compute the covariance matrix of an arbitrary coherent state |Λ〉.
Theorem 26. Let Λ ∈ Dp,q, the covariance matrix ΓΛ of the coherent state |Λ, 1〉 is given by
ΓΛ =
[S(1p + ΛΛ†)(1p − ΛΛ†)−1) T (2Λ(1q − Λ†Λ)−1)
T (2Λ(1q − Λ†Λ)−1)T S((1q + Λ†Λ)(1q − Λ†Λ)−1)
]
. (4.3)
Proof. Let us apply the singular value decomposition for the matrix Λ, namely Λ = UΣV †. It
is straightforward to compute the covariance matrix associated with the p × q diagonal matrix
Σ = diag(σ1, · · · , σp) since the state |Σ, 1〉 is simply the tensor product of p two-mode squeezed
vacuum states with squeezing parameters Σ1 to Σp tensored with (q − p) vacuum modes:
ΓΣ =


ν · β ·
· ν · −β
βT · ν˜ ·
· −βT · ν˜

 (4.4)
where ν = diag
(
1+σ21
1−σ21
, · · · , 1+σ
2
p
1−σ2p
)
= (1p + ΣΣ
†)(1p − ΣΣ†)−1 is a p× p matrix, ν˜ = ν ⊕ 1q−p is a
q × q matrix and β = 2Σ(1q − Σ†Σ)−1 is a p× q matrix.
Then, we note that if Λ and Σ are related through Λ = UΣV †, then their covariance matrices
ΓΛ and ΓΣ satisfy ΓΛ = [S(U)⊕ S(V )]ΓΣ[S(U)⊕ S(V )]T . A straightforward calculation yields:
ΓΛ =
[ S(UνU †) T (UβV †)
T (UβV †)T S(V ν˜V †)
]
.
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This can be further simplified by noting that:
UνU † = (1p + ΛΛ
†)(1p − ΛΛ†)−1
V νV † = (1q + Λ
†Λ)(1q − Λ†Λ)−1
UβV † = 2Λ(1q − Λ†Λ)−1 = 2(1p − ΛΛ†)−1Λ
which concludes the proof. 
Since the coherent states are Gaussian, it is clear that the action of the group SU(p, q) on
matrices Λ ∈ Dp,q could alternatively be studied as the action of a subgroup of Sp(2(p + q)) on
phase space. A natural question is therefore to determine the mapping s between the generalized
unitary group SU(p, q) and the symplectic group Sp(2(p+ q),R):
s : SU(p, q)→ Sp(2(p+ q),R), g 7→ S(g)
satisfying ΓΛg = S(g)ΓΛS(g)
T .
Theorem 27. The map
s : SU(p, q)→ Sp(2(p+ q),R)
g = [ A BC D ] 7→ s(g) =
[
S(A) T (B)
T (C) S(D)
]
(4.5)
is a homorphism. Moreover, for any Λ ∈ Dp,q and g ∈ SU(p, q), it holds that Γ(Λg) = s(g)Γ(Λ)s(g)†.
In other words, the homomorphism s describes how the group element g ∈ SU(p, q) acts in phase
space.
Lemma 28. Let g = [ A BC D ] ∈ SU(p, q). Then the matrix G =
[
S(A) T (B)
T (C) S(D)
]
is symplectic, where S
and T are defined as in Eq. (4.2).
Proof. Since g ∈ SU(p, q), the following identities hold:
AA† −BB† = 1p, CC† −DD† = 1q, AC† = BD†.
Our goal is to establish that GΩGT = Ω, with Ω = Ωp⊕Ωq and Ωp =
[
0 1p
−1p 0
]
. It is straightforward
to check that
GΩGT =


I(AA†)− I(BB†) R(AA†)−R(BB†) I(AC†)− I(BD†) −R(AC†) +R(BD†)
−R(AA†) +R(BB†) I(AA†)− I(BB†) −R(AC†) +R(BD†) −I(AC†) + I(BD†)
I(CA†)− I(DB†) R(CA†)−R(DB†) I(CC†)− I(DD†) −R(CC†) +R(DD†)
R(CA†)−R(DB†) −I(CA†) + I(DB†) R(CC†)−R(DD†) I(CC†)− I(DD†)


=


0 1p 0 0
−1p 0 0 0
0 0 0 1q
0 0 −1q 0

 .

Proof of Theorem 27. For any two matrices g1, g2 ∈ SU(p, q), one can verify explicitly in a straight-
forward manner that s(g1g2) = s(g1)s(g2), which establishes that the map s is compatible with
multiplication and that s is a homomorphism.
The group SU(p, q) is generated by elements of the form gU,V = [ U 00 V ] for arbitrary unitary
matrices U ∈ U(p), V ∈ U(q) satisfying det(UV ) = 1 and elements of the form hR =
[
C S
ST C˜
]
for
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C = coshR and R an arbitrary real diagonal p×p matrix, S the p× q matrix equal to sinhR on its
p left columns and 0 elsewhere, and C˜ the q×q matrix equal to C on the upper-left p×p submatrix,
with diagonal padded by 1s. Indeed, given any pair of matrices Λ1,Λ2 ∈ Dp,q, and their singular
value decomposition Λ1 = U1Σ1V
†
1 , Λ2 = U2Σ2V
†
2 , the group element g1→2 := gUT2 ,V T2 · hR · gU1,V1
maps Λ1 to Λ2 if R = artanh(Σ2)− artanh(Σ1).
For this reason, it is sufficient to verify that s correctly maps elements of the form gU,V and
hR to the correct symplectic matrices. First, gU,V maps Λ to U
TΛV . In particular, the state
exp
(∑
i,j Λi,jziz
′
j
)
is mapped to
exp

∑
i,j,k,ℓ
Uj,iΛj,kV k,ℓziz
′
ℓ

 = exp

∑
j,k
Λj,k
(∑
i
Uj,izi
)(∑
ℓ
V k,ℓz
′
ℓ
)
 .
In other words, the creations operators of FA are transformed according to ~z → U~z, while those of
FB are according to ~z
′ → V ~z′. The corresponding symplectic matrix is then given by s(gU,V ) =
S(U)⊕S(V ), see for instance [36]. Similarly, the element hR simply applies p two-mode squeezing
operators in parallel and the corresponding action in phase space is given by s(hR), see also [36]. 
Remark 29. According to Theorem 27, for any g ∈ SU(p, q), the unitary transformation Tg acts
as a Gaussian transformation on F
U(n)
p,q,n . It is therefore possible to extend the representation T to
the Fock space Fp,q,n as mapping the group element g to the Gaussian transformation s(g), which
is well defined over the whole Fock space.
5. de Finetti theorem
The resolution of the identity for a family of generalized coherent states is a crucial ingredient for
many of de Finetti theorems stating that tracing out a few subsystems of a state in the symmetric
subspace gives a state that can be well approximated by a mixture of coherent states [5],[24],[7]. In
particular, Ko¨nig and Mitchison showed that such results follow from a general de Finetti theorem
for representations of symmetry groups [23]. In this sense, the Gaussian de Finetti theorem below
can be seen as an application of the result of [23] to the non compact group SU(p, q) for which
the de Finetti states are mixtures of Gaussian states. For completeness, we provide a proof of this
result in this section.
The approximation level is expressed in terms of the trace distance between two operators, which
is induced by the trace norm ‖A‖tr := 12 tr|A| for any trace-class operator A ∈ B(Fp,q,n).
Theorem 4. Let n be an arbitrary integer and k ≥ p+q. Let ρ = |ψ〉〈ψ| be a symmetric (pure) state
in F
U(n+k)
p,q,n+k . Then the state obtained after tracing out over k(p+ q) modes can be well approximated
by a mixture of generalized coherent states:∥∥∥∥trk(ρ)− Ck
∫
ν(Λ)|Λ, n〉〈Λ, n|dµp,q(Λ)
∥∥∥∥
tr
≤ 3npq
2(n+ k − p− q) ,
with the density ν(Λ) := |〈Λ, n+ k|ψ〉|2 and dµp,q := 1Cndµp,q,n.
The proof below follows closely that of Ref. [7],[9].
Proof. Tracing out k modes of a state ρ = |ψ〉〈ψ| in the symmetric subspace FU(n+k)n,p,q gives
trk(ρ) = trk
[
ρ
(
1⊗ 1
F
U(k)
p,q,k
)]
= Ck
∫
ρΛdµ(Λ)
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where we used the resolution of the identity of Theorem 3 in the second equality and defined
ρΛ := trk
[
(1⊗ΠkΛ)ρ
]
, with ΠkΛ denoting the projector onto the state |Λ, k〉.
Projecting ρΛ on Π
n
Λ yields Π
n
ΛρΛΠ
n
Λ = ν(Λ)Π
n
Λ, with the normalization ν(Λ) := tr[ρΛΠ
n
Λ] =
tr[ρΠn+kΛ ]. We approximate trk(ρ) by the mixture of coherent states Cktrk
[∫
Πn+kΛ ρΠ
n+k
Λ dµ(Λ)
]
=
Ck
∫
ΠnΛρΛΠ
n
Λdµ(Λ). Here, we simply write dµ instead of dµp,q since p and q are fixed. Applying
the triangle inequality to ρ−ΠρΠ = (ρ−Πρ) + (ρ− ρΠ)− (1−Π)ρ(1 −Π) yields:∥∥∥∥trkρ− Ck
∫
ν(Λ)ΠnΛdµ(Λ)
∥∥∥∥
tr
=
∥∥∥∥Ck
∫
(ρΛ −ΠnΛρΛΠnΛ)dµ(Λ)
∥∥∥∥
tr
≤ 2∆1 +∆2
with ∆1 :=
∥∥Ck ∫ (ρΛ −ΠnΛρΛ) dµ(Λ)∥∥tr and ∆2 := ∥∥Ck ∫ (1−ΠnΛ)ρΛ(1−ΠnΛ) dµ(Λ)∥∥tr.
We bound both terms separately. First, using that ΠnΛρΛ = trk
[
Πn+kΛ ρ
]
together with the
resolution of the identity on F
U(n+k)
p,q,n+k , we obtain
∆1 =
∥∥∥∥Ck
∫ (
ρΛ − trk
[
Πn+kΛ ρ
])
dµ(Λ)
∥∥∥∥
tr
=
∥∥∥∥trk(ρ)− CkCn+k trk
[
1
F
U(n+k)
p,q,n+k
ρ
]∥∥∥∥
tr
=
(
1− Ck
Cn+k
)
‖trk(ρ)‖tr =
1
2
(
1− Ck
Cn+k
)
.
Then, the convexity of the trace norm together with the fact that (1−ΠnΛ)ρΛ(1−ΠnΛ) is a non
negative operator give:
∆2 ≤ Ck
∫
‖(1−ΠnΛ)ρΛ(1−ΠnΛ)‖tr dµ(Λ)
=
Ck
2
tr
∫
(1−ΠnΛ)ρΛdµ(Λ) = ∆1.
This establishes the de Finetti approximation:∥∥∥∥trk (ρ)− Ck
∫
ΠnΛρΛΠ
n
Λdµ(Λ)
∥∥∥∥
tr
≤ 3
2
(
1− Ck
Cn+k
)
.
Finally, from the definition of Cn given in Eq. (3.6), we obtain
Ck
Cn+k
=
q−1∏
i=0
(k − q + i)!(n+ k − p− q + i)!
(k − p− q + i)!(n+ k − q + i)!
=
q−1∏
i=0
p∏
j=1
k − p− q + i+ j
n+ k − p− q + i+ j (as can be seen by inspection)
≥
[
k − p− q + 1
n+ k − p− q + 1
]pq
≥
[
1− n
n+ k − p− q + 1
]pq
≥ 1− npq
n+ k − p− q + 1

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Remark 30. The de Finetti approximation above does not correspond to a normalized state, but
this is not usually needed for applications. Nevertheless, similarly as in Ref. [7], it is possible to
show that ρk is approximated by the (normalized) density operator Cn+k
∫
ν(Λ)ΠnΛdµ(Λ), in which
case the numerical factor 3/2 in the trace distance needs to be replaced by 2, since∥∥∥∥Ck
∫
ν(Λ)ΠnΛdµ(Λ)− Cn+k
∫
ν(Λ)ΠnΛdµ(Λ)
∥∥∥∥
tr
=
(
1− Ck
Cn+k
)∥∥∥∥Cn+k
∫
ν(Λ)ΠnΛdµ(Λ)
∥∥∥∥
tr
=
1
2
(
1− Ck
Cn+k
)
.
While the result of Theorem 4 fails to provide bounds that could be useful to analyze the security
properties of some continuous-variable quantum cryptography protocols such as [16] and [35], we
note that an exponential version of this theorem similar to that of Renner [32] (see also [23]) could
be useful in this context and improve on current proof techniques such as [31]. We will not explore
this question in detail here since it would be more fruitful to exploit the resolution of the identity
of Section 3 in order to generalize the so-called de Finetti reduction of [8] and thereby obtain an
improvement over the best currently available security analysis [26]. This approach is explored
elsewhere [25].
6. First example: p = q = 1
In this section, we consider in some detail our first example, namely the case where p = q = 1.
We will follow closely Gazeau [13] and Perelomov [27], even though our realization differs from
theirs. For n ≥ 2, an integer, we consider the unitary irreducible representation g =
(
α β
β α
)
7→ Tg
of SU(1, 1) on the symmetric space F
U(n)
1,1,n
SU(1, 1)→ S(FU(n)1,1,n )
g 7→ [ψλ,n(Z) 7→ (Tgψλ,n)(Z) := ψλg ,n(Z)]
with λg :=
αλ+β
βλ+α and Z = z1z
′
1 + . . .+ znz
′
n.
This countable set of representations constitutes the holomorphic discrete series of representa-
tions of SU(1, 1), which is locally isomorphic to SO(2, 1), the three-dimensional Lorentz group
[2],[14],[17]. We note that the series are usually parameterized by the parameter n/2 in the litera-
ture, which is either an integer or half an integer strictly larger than 1/2.
In Section 5.2.1 of [28], Perelomov gives a general realization of any representation of the discrete
series for SU(1, 1) with two kinds of bosonic operators. Our approach leads to a different realization
where the generators K+,K− and K0 of the Lie algebra su(1, 1) are given by
K+ := Z =
n∑
i=1
ziz
′
i, K− := ∆ =
n∑
i=1
∂
∂zi
∂
∂z′i
K0 :=
1
2
(
n+
n∑
i=1
zi
∂
∂zi
+ z′i
∂
∂z′i
)
.
It is straightforward to verify that these generators satisfy the commutation relations of the Lie
algebra.
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Lemma 31. For n ≥ 1, the generators defined above satisfy
[K0,K±] = ±K±, [K−,K+] = 2K0.
Proof. Lemma 58 in Appendix C shows that
[K−,K+] = nˆA + nˆB + n = 2K0
for nˆA :=
∑n
i=1 zi∂zi and nˆB :=
∑n
i=1 zi∂z′i . Lemma 59 establishes that nˆAK− = K−(nˆA − 1) and
that K+nˆA = (nˆA − 1)K+. The same results hold for nˆB. In other words, [nˆA,K+] = K+ and
[nˆA,K−] = −K−. We obtain:
[K0,K±] =
1
2
([nˆA,K±] + [nˆB,K±]) = [nˆA,K±] = ±K±.

Let us now compute the Casimir operator Cˆ2 := K
2
0 − 12 (K+K− +K−K+) associated with this
representation. Note that it commutes with the generators of the Lie algebra (see Lemma 60),
which implies by Schur’s lemma that it is a scalar for any irreducible representation. In order to
compute its value, it is sufficient to see how it acts on the vacuum state. This gives:
Cˆ2 =
n
2
(n
2
− 1
)
1.
We conclude this section with the explicit expression of coherent states for SU(1, 1) and give an
orthonormal basis of F
U(n)
1,1,n .
Theorem 32 (Orthonormal basis of F
U(n)
1,1,n and SU(1, 1) coherent states). For n ≥ 1, the family
{ψk,n, k ∈ N} forms an orthonormal basis of FU(n)1,1,n with
ψk,n :=
[
(n− 1)!
(n+ k − 1)!k!
]1/2
Zk.
The SU(1, 1) coherent states are given by
ψΛ,n = (1 − |Λ|2)n/2eΛZ = (1 − |Λ|2)n/2
∞∑
k=0
√(
n+k−1
k
)
Λkψk,n.
This is identical to Chapter 5 of [28].
7. Second example: p = q = 2
The case p = q = 2 occurs naturally in applications where one considers mixed states on F1,1,n
invariant under the action of the unitary group. As established in Theorem 2, such density matrices
can then be purified in F
U(n)
2,2,n
While SU(1, 1) coherent states have been studied extensively in the literature, this is hardly the
case of the SU(2, 2) coherent states that we consider in the present section. Of course, Perelomov
already addressed the general case of SU(p, q) coherent states for arbitrary p and q in Refs. [27],
[28], but he did not provide an explicit orthonormal basis for the space spanned by these coherent
states. We conjecture such an explicit basis in the following, but are unfortunately not able to
provide a proof. Rather we could verify the correctness of these expressions for small values of the
parameters and made a plausible guess for the general expression. Proving that these families are
indeed orthonormal appears quite challenging.
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The reason for the added difficulty here compared to the easy case of F
U(n)
1,1,n (Theorem 32) lies
in the fact that subspaces with a given total degree are degenerate in general. In the case of F
U(n)
1,1,n
on the contrary, two monomials with different degrees are necessarily orthogonal, which is not the
case for F
U(n)
2,2,n : for instance, the states Z1,1Z2,2 and Z1,2Z2,1 are not orthogonal.
Let us define the combinatorial coefficient aℓ,mr,s with 4 integer parameters ℓ,m, r, s ∈ N as
aℓ,mr,s := (a
n
r a
n
s − anr−1ans−1)an+r+sℓ an+r+sm
with ank :=
(
n+k−1
k
)
.
We now formulate our conjecture for an explicit orthonormal basis of F
U(n)
2,2,n . We could only
check it for small values of ℓ,m, r, s and arbitrary n > 1.
Conjecture 33. The set
{
ψℓ,mr,s : ℓ,m, r, s ∈ N
}
forms an orthonormal basis of the symmetric
subspace F
U(n)
2,2,n , with
ψℓ,mr,s :=
1
ℓ!r!s!m!
√
aℓ,mr,s
min(r,s)∑
i=0
(−1)i
(
r
i
)(
s
i
)
(
n+r+s−2
i
)Zℓ+i11 Zr−i12 Zs−i21 Zm+i22 . (7.1)
We now define the coherent states for SU(2, 2) and express them in the orthonormal basis
specified above. Assuming that Conjecture 33 holds, we can prove the following.
Conjecture 34 (SU(2, 2) coherent states). The coherent state ψΛ,n = det(1−ΛΛ†)n/2 det exp(ΛTZ)
associated with the 2× 2 matrix Λ is given by
ψΛ,n = det(1− ΛΛ†)n/2
∞∑
ℓ,r,s,m=0
λℓ1λ
r
2λ
s
3λ
m
4 2F1
(
−ℓ,−m;n+ r + s; λ2λ3
λ1λ4
)√
aℓ,mr,s ψ
ℓ,m
r,s ,
where the hypergeometric function 2F1 is defined by
2F1(−ℓ,−m;n+ r + s;µ) :=
∞∑
i=0
µi
(
ℓ
i
)(
m
i
)
(
n+r+s+i−1
i
) .
Proof. Let us expand exp(λ1Z + λ2V + λ3W + λ4T ) and express it in the orthonormal basis of
Theorem 33:
exp(λ1Z + λ2V + λ3W + λ4T ) =
∞∑
ℓ,r,s,m=0
λℓ1λ
r
2λ
s
3λ
m
4
ℓ!r!s!m!
ZℓV rW sTm
=
∞∑
ℓ,r,s,m=0
λℓ1λ
r
2λ
s
3λ
m
4
min(r,s)∑
i=0
(
ℓ+i
i
)(
m+i
i
)
(
n+r+s−i−1
i
)√aℓ+i,m+ir−i,s−i ψℓ+i,m+ir−i,s−i
The change of variables ℓ+ i→ ℓ,m+ i→ m, r − i→ r, s− i→ s yields the result. 
8. An application: truncation of Haar random matrices
In their seminal work on Boson Sampling, Aaronson and Arkhipov raised the following question:
how large should be m in order for an n×n submatrix of an m×m Haar distributed unitary matrix
to be close to a matrix of i.i.d. Gaussian entries, in total variation distance [1]? The goal of this
section is to show that the Gaussian de Finetti theorem of Section 5 provides a nontrivial answer
to this question by exploiting the SU(n, n) coherent states.
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Following [1], let m ≥ n be two integers and define Um,n to be the Haar measure on the set
of m × n complex matrices whose columns are orthogonal. We further define Hm,n to be the
distribution over n × n complex matrices obtained by first drawing a unitary U from Um,n and
then outputting
√
mUn,n where Un,n is the n× n submatrix of U formed by its n upper rows. Let
finally denote by Gn×n the probability distribution over n× n complex matrices whose entries are
independent Gaussians with mean 0 and variance 1.
Aaronson and Arkhipov proved the following:
Theorem 35 ([1]). Let m ≥ n5δ log2 nδ for any δ > 0. Then ‖Hm,n − Gn×n‖TV = O(δ), where
‖ · ‖TV denotes the total variation distance.
Aaronson and Arkhipov further conjecture that their bound is not tight and that the right scaling
should be m = Θ
(
n2
δ
)
. This problem has applications in the context of Boson Sampling, which
is a sampling problem that could potentially demonstrate the superiority of quantum processors
compared to classical computers. There, m and n correspond respectively to the number of bosonic
modes and the number of single photons required in a quantum implementation of the problem
and reducing the number of modes in the implementation is of course of utmost importance for
experimental realizations.
Apart from its application to Boson Sampling, similar questions have been studied in the litera-
ture for classical compact groups. See for instance Ref. [10] for a detailed history.
Here we provide an improvement over the result of [1] and show that:
Theorem 5. Let m ≥ n. Then ‖Hm,n − Gn×n‖TV ≤ 2n3m−n .
We note that the question of finding the correct scaling necessary for convergence for classical
compact groups was recently settled by Jiang and Ma who showed that the distance goes asymptoti-
cally to 0 for n = o(m1/2) [22]. Our result is weaker in that respect, but follows almost directly from
a application of the Gaussian de Finetti theorem and has the advantage of providing an explicit
bound on the total variation distance.
Our proof strategy is the following: we first show that one can sample from a distribution
arbitrarily close to Um,n by measuring a quantum state with heterodyne detection and from Hm,n
by measuring only n2 modes of this state; next, exploiting our Gaussian de Finetti theorem, we
prove that this marginal state is close to a mixture of Gaussian states, namely SU(n, n) coherent
states, which finally leads to our result provided the mixture is reduced to a single term, which
holds in a suitable limit.
We introduce a series of quantum states ρ1α, ρ
2
α, ρ
3
α, ρ
4
α depending on a real parameter α > 0 such
that measuring ρ4α with heterodyne detection will allow us to sample from a distribution arbitrarily
close to Hm,n in the limit where α → ∞. To this end, we associate to each of these states their
respective (standard) Husimi Q function, Q1α to Q
4
α. In this section, we assume that m and n are
fixed and omit to explicitly write these parameters in the name of the various states or distributions
to simplify the notations.
We start with the pure state ρ1α which is the nm-mode coherent state |αe1〉|αe2〉 · · · |αen〉, where
{e1, · · · , em} is the canonical basis of Cm and |αei〉 is the m-mode standard (Glauber) coherent
state |0, · · · , 0, α, 0, · · · , 0〉 with vacuum in all the modes except for the ith one, and corresponding
to the state e−α
2/2eαzi,i .
The state ρ2α is obtained by twirling ρ
1
α:
ρ2α :=
∫
Vuρ
1
αV
†
udu
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where du is the normalized Haar measure on U(m) and Vu|αe1〉|αe2〉 · · · |αen〉 = |αue1〉|αue2〉 · · · ,
|αuen〉 for any unitary u ∈ U(m).
The state ρ2α is mixed and invariant under U(m) by construction. Using the recipe of Theorem 2,
we define a purification that we denote by ρ3α = |Ψ3α〉〈Ψ3α|, that belongs to the symmetric subspace
F
U(m)
n,n,m. This is a 2mn-mode state.
Finally, the state ρ4α is obtained by tracing out (m− n)n+mn modes, which leaves a n2-mode
state in S(Fn,0,n): these n
2 modes are associated with variables t1, · · · , tn ∈ Cn.
This construction can be summarized as follows:
ρ1α
twirling−−−−−→ ρ2α
purif. (Thm 2)−−−−−−−−−→ ρ3α
partial trace−−−−−−−−→ ρ4α
For a single-mode state ρ, the Husimi Q function is simply defined as Q(α) = 1π 〈α|ρ|α〉: it is the
probability density function describing the measurement of the state with heterodyne detection.
When dealing with multimode states, it will be convenient for us to group the variables of the Q
function as vectors of Cm or Cn. For instance, the Husimi function Q1α associated with ρ
1
α is given
by
Q1α(z1, · · · , zn) =
1
πmn
exp
(
n∑
i=1
|zi − αei|2
)
, (8.1)
where z1, · · · , zn ∈ Cm.
The Husimi function of ρ2α is obtained by twirling:
Q2α(z1, · · · , zn) =
∫
Q1α(uz1, · · · , uzn)du =
1
πmn
∫
exp
(
n∑
i=1
|zi − αuei|2
)
du. (8.2)
This function is related to the Haar distribution Um,n via a convolution with a Gaussian distribution.
Let us indeed define the complex Gaussian distribution
Gm×nα (z1, · · · , zn) :=
(
α2
π
)mn
exp
(
−α2
n∑
i=1
|zi|2
)
. (8.3)
The following lemma is immediate.
Lemma 36. For m,n ≥ 1 and α > 0, we have:
α2mnQ2α(αz1, · · · , αzn) = Um,n ⋆ Gm×nα (z1, · · · , zn) (8.4)
for all z1, · · · , zn ∈ Cm.
As a consequence, it is possible to sample from a distribution arbitrarily close to Um,n by sampling
from Q2α for α large enough and properly rescaling the output. The Husimi function Q
3
α of the
purification ρ3α is such that its marginal over (z1, · · · , zn) coincides with Q2α:∫
Q3α(z1, · · · , zn, z′1, · · · , z′n)dz′1 · · · dz′n = Q2α(z1, · · · , zn) (8.5)
and a similar result holds for Q4α: denoting by ti ∈ Cn the projection of zi onto the first n
coordinates, we obtain
Q4α(t1, · · · , tn) =
∫
Q2α(z1, · · · , zn)
n∏
i=1
m∏
j=n+1
dzi,j . (8.6)
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The covariance matrix of the distribution Q4α is given by
(
1 + α
2
m
)
1n2 . Note that in general, the
covariance matrix Γ of (the Wigner function of) a state is related to the covariance matrix ΓQ of
its Husimi Q function through ΓQ = 1 +
1
2Γ. We finally define Q
5
α, which is obtained by rescaling
Q4α as follows:
Q5α(t1, · · · , tn) :=
(
1 +
α2
m
)n2/2
Q4α
(
t1
√
1 +
α2
m
, · · · , tn
√
1 +
α2
m
)
. (8.7)
By construction of Q5α and by definition of the marginal Hm,n, we have the following:
Lemma 37. For m,n ≥ 1 and α > 0,
Q5α(t1, · · · , tn) = Hm,n ⋆ Gn×n√
1+α
2
m
(t1, · · · , tn) (8.8)
for all t1, · · · , tn ∈ Cn. In particular,
lim
α→∞
Q5α = Hm,n. (8.9)
Our main tool to establish Theorem 5 is the Gaussian de Finetti theorem of Section 5. More
precisely, applying this theorem to the pure state ρ3α in the symmetric subspace F
U(m)
n,n,m, that is for
p = q = n, and tracing out the B system (i.e., variables t′1, · · · , t′n) yields:∥∥∥∥ρ4α −
∫
fα(Λ)trB(|Λ, n〉〈Λ, n|)dΛ
∥∥∥∥
tr
≤ 2n
3
m− 2n, (8.10)
with the Lebesgue measure dΛ over Dn,n and
fα(Λ) := Cm
〈Λ,m|Ψα〉〈Ψα|Λ,m〉
det(1n − ΛΛ†)2n .
One can easily relate the trace distance between two quantum states to the total variation
distance between their Husimi functions.
Lemma 38. Let ρ1 and ρ2 be two states, and let Q1, Q2 denote their respective Q-function. Then
‖Q1 −Q2‖TV ≤ ‖ρ1 − ρ2‖tr.
Proof. The claim follows immediately from the operational interpretation of the trace distance as
the advantage for the task of distinguishing ρ1 and ρ2. Since performing a heterodyne detection
yields a probability density function given by the Husimi Q-function, we get that ‖Q1 − Q2‖TV
is an achievable advantage, which is therefore upper bounded by the trace distance between the
states. 
Applying this lemma to Eq. (8.10) yields:∥∥∥∥Q4α −
∫
fα(Λ)Q
⊗n
Λ dΛ
∥∥∥∥
TV
≤ 2n
3
m− 2n. (8.11)
The remaining step of the proof of Theorem 5 is to show that when properly rescaled, the distri-
bution
∫
fα(Λ)Q
⊗n
Λ dΛ tends to the Gaussian distribution Gn×n in the limit α→∞.
We first establish some simple properties of fα.
Lemma 39. The distribution fα is invariant under conjugation by unitaries: for any unitary
U ∈ U(n), it holds that
fα(UΛU
†) = fα(Λ). (8.12)
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Proof. Since det(1n−UΛU †UΛ†U †) = det(1n−ΛΛ†), it is sufficient to show that |〈UΛU †,m|Ψ3α〉|2 =
|〈Λ,m|Ψ3α〉|2, where we write ρ3α = |Ψ3α〉〈Ψ3α|. Recall that |Ψ3α〉 = limλ→1(1 − λ2)−mn/2(
√
ρ2α ⊗
1)|λ1n,m〉.
Let us consider the action of gU =
[
U 0
0 U
]
∈ SU(n, n) for U ∈ U(n), and TgU its unitary
representation on F
U(m)
n,n,m. It holds that TgU |UΛU †,m〉 = |Λ,m〉 and therefore
|〈UΛU †,m|Ψ3α〉|2 = |〈UΛU †,m|T †gUTgU |Ψ3α〉|2
= lim
λ→1
(1− λ2)−mn|〈Λ,m|TgU (
√
ρ2α ⊗ 1)|λ1n,m〉|2
= lim
λ→1
(1− λ2)−mn|〈Λ,m|TgU (
√
ρ2α ⊗ 1)T †gUTgU |λ1n,m〉|2
= lim
λ→1
(1− λ2)−mn|〈Λ,m|TgU (
√
ρ2α ⊗ 1)T †gU |λ1n,m〉|2
where we used that λU1nU
† = λ1n in the last equation. It therefore only remains to show that
the state ρ2α is invariant under the action of the unitary U to conclude.
Let z be the m × n matrix [zij ] of creation operators and z∗ be the matrix [z∗ij ] of annihilation
operators. Let us further introduce the n×m matrix J , with Ji,j = δi,j . The state ρ2α is given by:
ρ2α =
∫
dV exp(−nα2) exp(αtr(JV z)) exp(αtr(JV z∗)
where dV is the normalized Haar measure on U(m). Applying TgU maps z to zU and z
∗ to z∗U †
and
TgUρ
2
αT
†
gU =
∫
dV exp(−nα2) exp(αtr(JV zU)) exp(αtr(JV z∗U))
=
∫
dv exp(−nα2) exp(αtr(UJV z)) exp(αtr(UJV z∗))
= ρ2α
where we used that the Haar measure is invariant by multiplication by a unitary matrix in the last
equality. This establishes the claim. 
For ~k = (k1, · · · , kn) ∈ Nn, let Π~k be the projector onto the subspace of Fn,n,m spanned by states
containing ki photons in modes A1,i to Am,i for all i ∈ [n]. Let us further define the probability
distributions pα and qΛ corresponding to the outcome distributions of measuring |Ψ3α〉 and |Λ,m〉
with the measurement {Π~k}~k∈Nn .
Lemma 40.
fα(Λ) ≤ Cm
det(1n − ΛΛ†)2nF (p
α, qΛ), (8.13)
where F (p, q) :=
(∑
i
√
piqi
)2
denotes the fidelity between the distributions p and q.
Proof. Since
∑
~k Π~k = 1FU(m)n,n,m
, we obtain that
fα(Λ) =
Cm
det(1n − ΛΛ†)2n
∑
~k,~ℓ
〈Λ,m|Π~k|Ψα〉〈Ψα|Π~ℓ|Λ,m〉.
SU(p, q) COHERENT STATES AND A GAUSSIAN DE FINETTI THEOREM 27
Let us denote Π~k|Ψα〉 =
∑
~k
√
pα~k
|φα~k 〉 and similarly Π~k|Λ,m〉 =
∑
~k
√
qΛ~k
|φ˜Λ~k 〉 where |φα~k 〉 and
|φ˜Λ~k 〉 are normalized. We note that the distributions pα = (pα~k )~k and qΛ = (qΛ~k ) are normalized
probability distributions over Nn. This allows us to write
fα(Λ) = |fα(Λ)| = Cm
det(1n − ΛΛ†)2n
∣∣∣∣∣∣
∑
~k,~ℓ
√
pα~k
pα~ℓ
qΛ~k
qΛ~ℓ
〈φ˜Λ~k |φα~k 〉〈φα~ℓ |φ˜Λ~ℓ 〉
∣∣∣∣∣∣
≤ Cm
det(1n − ΛΛ†)2n
∑
~k,~ℓ
√
pα~kp
α
~ℓ
qΛ~k q
Λ
~ℓ
=
Cm
det(1n − ΛΛ†)2n

∑
~k
√
pα~k
qΛ~k


2
=
Cm
det(1n − ΛΛ†)2nF (p
α, qΛ),
where the inequality results from
∣∣∣〈φ˜Λ~k |φα~k 〉〈φα~ℓ |φ˜Λ~ℓ 〉
∣∣∣ ≤ 1. 
We now show that qΛ and Q⊗nΛ are invariant when Λ is replaced by ΛV
† for V ∈ U(n).
Lemma 41. For any V ∈ U(n), any Λ ∈ Dn,n and integer n ≥ 1, it holds that
Q⊗n
ΛV †
= Q⊗nΛ and q
ΛV † = qΛ.
Proof. Since the two states are Gaussian, it is sufficient to show that their first two moments
coincide. Their first moment is null and according to Theorem 26, their covariance matrices are
given respectively by:
S((1n + ΛV †(ΛV †)†)(1n − ΛV †(ΛV †)†)−1) and S((1n + ΛΛ†)(1n − ΛΛ†)−1)
which are equal by unitarity of V . Since the states are equal, their photon number distributions
also coincide. 
From Lemmas 39, 40 and 41, we deduce that for an arbitrary matrix Λ = UΣV † ∈ Dn,n, it holds
that
fα(Λ) = fα(ΣV
†U)
≤ Cm
det(1n − Σ2)2nF (p
α, qΣV
†U )
=
Cm
det(1n − Σ2)2nF (p
α, qΣ). (8.14)
It is easy to determine the distribution pα: it is simply the product of n Poisson distributions of
parameter α2. For α large enough, it is well approximated by n Gaussian variables with mean α2
and variance α2.
Similarly, the distribution qΣ is the n-fold convolution of the photon number distribution qΣ1 of
the n-mode thermal state corresponding to half of the state |Σ, 1〉 for Σ = diag(Σ1, · · · ,Σn). The
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distribution qΣ is the m-fold convolution of
qΣ1 (k1, · · · , kn) =
n∏
i=1
(1 − Σ2i )Σ2kii .
This is a product of geometric distributions and we deduce that qΣ is a product negative binomial
distributions:
qΣ(k1, · · · , kn) =
n∏
i=1
(1− Σ2i )m
(
m+ki−1
ki
)
Σ2kii .
The mean and variance of qΣ are given by
E =
(
mΣ21
1− Σ21
, · · · , mΣ
2
n
1− Σ2n
)
, Var = diag
(
mΣ21
(1− Σ21)2
, · · · , mΣ
2
n
(1 − Σ2n)2
)
.
From Eq. (8.14), we conclude that the only matrices Λ for which fα(Λ) is nonnegligible in the
limit α → ∞ are those for which the fidelity between pα and qΣ is large. This only holds when
both distributions have approximately the same mean. This statement becomes exact in the limit
α→∞ since the distribution pα becomes more concentrated around its mean value. In particular,
this imposes that
Σ21 ≈ · · · ≈ Σ2n ≈
α2
m+ α2
.
This means that the only matrices Λ contributing in a nonnegligible fashion to the distribution fα
in the limit α → ∞ are close to multiples of unitaries: Λ ≈ λU for U ∈ U(n) and λ =
√
α2
m+α2 .
Furthermore, according to Lemma 41, for any U ∈ U(n), it holds that QλU = Qλ1n . Note finally
that Qλ1n is the probability distribution over n×n complex matrices whose entries are independent
Gaussians with mean 0 and variance 1+ 1+λ
2
2(1−λ2) =
3
2 +
α2
m . This establishes the following statement
about the rescaled version of
∫
fα(Λ)Q
⊗n
Λ dΛ
Lemma 42. Define QΛ,α(t1, · · · , tn) :=
(
1 + α
2
m
)n/2
QΛ
(
t1
√
1 + α
2
m , · · · , tn
√
1 + α
2
m
)
, then
lim
α→∞
∫
fα(Λ)Q
⊗n
Λ,αdΛ = Gn×n. (8.15)
Performing the change of variable (t1, · · · , tn) →
(
t1
√
1 + α
2
m , · · · , tn
√
1 + α
2
m
)
in Eq. (8.11)
yields ∥∥∥∥Q5α −
∫
fα(Λ)Q
⊗n
Λ,αdΛ
∥∥∥∥
TV
≤ 2n
3
m− 2n, (8.16)
The proof of Theorem 5 follows from Eq. (8.9) and (8.15).
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Appendix A. Characterization of the symmetric subspace: proof of Theorem 1
In order to prove Theorem 1, we are essentially interested in understanding the space of complex
entire functions in the n(p + q) variables z1,1, . . . , zn,p, z
′
1,1, . . . , z
′
n,q which are invariant under the
change of variables zi → uzi, z′j → uz′j for all unitary u ∈ U(n), where zi = (z1,i, . . . , zn,i)T and z′j =
(z′1,j , . . . , z
′
n,j). Such a function of n(p+ q) variables can be concisely written as
∑
A,B[A|B]zAz′B
where A and B are respectively an n × p and an n × q tables of integers At,i, Bu,j ∈ N for t, u ∈
[n], i ∈ [p] and j ∈ [q], [A|B] is a complex-valued coefficient and zA and z′B are defined as
zA :=
∏
t∈[n]
∏
i∈[p]
z
At,i
t,i and z
′B :=
∏
u∈[n]
∏
j∈[q]
z
′Bu,j
u,j .
In this section, it will be useful to introduce a notation in order to refer to a specific entry of the
matrix A or B of a coefficient [A|B]: in the expressions αt,i[A|B] and βu,j [A|B], the integer αt,i
corresponds to At,i and βu,j to Bu,j . This notation is convenient when the matrices in the bracket
are sums of matrices. We denote by et,i (resp. eu,j) the n × p (resp. n × q) matrix with a one at
coordinates (t, i) (resp. (u, j)) and 0 elsewhere. (It should always be clear from context whether
et,i is an n× p or an n× q matrix.) In that case, our convention tells us that
αt,i[A− eu,i + et,i|B] = (At,i − δt,u + 1)[A− eu,i + et,i|B]
βu,j [A|B + eu,j − et,j ] = (Bu,j + 1− δu,t)[A|B + eu,j − et,j ]
where δi,j is the Kronecker symbol equal to 1 if i = j and 0 otherwise.
Finally, we are not interested here in convergence properties of the entire functions and will there-
fore consider the space C[[z1,1, . . . , zn,p, z
′
1,1, . . . , z
′
n,q]] of formal series in z1,1, . . . , zn,p, z
′
1,1, . . . , z
′
n,q.
For brevity, let us denote by C[[z, z′]] the ring of formal power series C[[z1,1, . . . , zn,p, z
′
1,1, . . . , z
′
n,q]]
in the n(p + q) variables z1,1, . . . , zn,p, z
′
1,1, . . . , z
′
n,q. As before, we define the finite-dimensional
restrictions E≤dp,q,n (resp. F
U(n),≤d
p,q,n ) of these spaces consisting of polynomials of degree at most
d in the variables Z1,1, . . . , Zp,q (resp. z1,1, . . . , zn,p). Our goal in this section is to show that
E≤dp,q,n = F
≤d,U(n)
p,q,n and we already know by Lemma 10 that E≤dp,q,n ⊆ F≤d,U(n)p,q,n .
We have the following characterization of F
U(n)
p,q,n .
Theorem 43. An entire function
∑
A,B[A|B]zAz′B is invariant under the change of variables
zi → uzi, z′j → uz′j for all unitaries u ∈ U(n) if and only if the coefficients [A|B] ∈ C safisfy the
equations
(Et,u)
p∑
i=1
αt,i[A− eu,i + et,i|B] =
q∑
j=1
βu,j [A|B + eu,j − et,j ]
for all t, u ∈ [n], where the notation αt,i refers to the entry (t, i) of the matrix A − eu,i + et,i and
βu,j refers to the entry (u, j) of the matrix B + eu,j − et,j.
Proof. An entire function is invariant under the action of U(n) if and only if it is invariant under
the action of Ut,θ := e
iθet,t for all t ∈ [n], θ ∈ [0, 2π[ and Ut,u,θ = cos θ(et,t+eu,u)+sin θ(et,u−eu,t),
for all t 6= u and θ ∈ [0, 2π[. Here, et,u is an n × n matrix with a one at coordinates (t, u) and 0
elswhere. This is equivalent to being invariant under these actions in the limit θ → 0, that is, being
invariant under the action of the generators of the Lie algebra u(n), i.e., the real vector space of
n× n skew-Hermitian matrices.
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The change of variables associated with Ut,θ maps (zt,i, z
′
t,j) to (e
iθzt,i, e
−iθz′t,j) and leaves
(zu,i, z
′
u,j) unchanged for u 6= t. The function
∑
A,B[A|B]zAz′B is then mapped to
∑
A,B exp(iθ(
∑
j at,j−∑
j bt,j))[A|B]zAz′B. In particular, the function is invariant under the action of all unitaries of the
form Ut,θ if and only if 
∑
j
at,j −
∑
j
bt,j

 [A|B] = 0 (A.1)
for all A,B. This corresponds to all the equations of the form (Et,t).
Let us now consider the unitary transformation Ut,u,θ. The entire series P is then mapped to
Pt,u(θ). Taking the limit θ → 0 and imposing that P = Pt,u gives ∂Pt,u∂θ = 0 when evaluating in
θ = 0. Differentiating with respect to θ gives:
∂Pt,u
∂θ
=
p∑
i=1
∂Pt,u
∂zt,i
∂zt,i
∂θ
+
∂Pt,u
∂zu,i
∂zu,i
∂θ
+
q∑
j=1
∂Pt,u
∂z′t,j
∂z′t,j
∂θ
+
∂Pt,ℓ
∂z′u,j
∂z′u,j
∂θ
.
Under the unitary Ut,u, one has
∂zt,i
∂θ
∣∣∣∣
θ=0
= zu,i,
∂zu,i
∂θ
∣∣∣∣
θ=0
= −zt,i,
∂z′t,j
∂θ
∣∣∣∣
θ=0
= z′u,j,
∂z′u,j
∂θ
∣∣∣∣
θ=0
= −z′t,j.
Injecting this in the previous expression leads to
0 =
∂Pt,u
∂θ
∣∣∣∣
θ=0
=
p∑
i=1
zu,i
∂Pt,u
∂zt,i
− zt,i ∂Pt,u
∂zu,i
+
q∑
j=1
−zu,j ∂Pt,u
∂z′t,j
+ z′t,j
∂Pt,u
∂z′u,j
.
Applying this operator to
∑
A,B[A|B]zAz′B and asking that the monomial zAz′B has a zero coeffi-
cients yields
0 =
p∑
i=1
αt,i[A− eu,i + et,i|B]− αu,i[A+ eu,i − et,i|B] +
q∑
j=1
βt,j[A|B − eu,j + et,j]− βu,j[A|B − et,j + eu,j ]
One should finally note that two of the four terms above are necessarily null, because of Eq. (A.1).
In particular, assume that A,B are such that [A − eu,i + et,i|B] 6= 0, then Eq. (A.1) implies that
[A+ eu,i − et,i|B] = [A|B − eu,j + et,j] = 0, and the equation becomes
p∑
i=1
αt,i[A− eu,i + et,i|B]βu,j [A|B − et,j + eu,j ] = 0.
This gives the set of equations (Et,u) for t 6= u, as was to be proved. One can check that choosing
A,B such that [A+ eu,i − et,i|B] 6= 0 leads to the same set of equations. 
Armed with this characterization of Theorem 43, the next step is to study which formal power
series satisfy all equations (Et,u) for t, u ∈ [n].
Definition 44. For indices i ∈ [p] and j ∈ [q], the Laplacian operator ∆ is the linear map
C[[z, z′]]→ C[[z, z′]]
P 7→ ∆i,jP :=
n∑
t=1
∂
∂zt,i
∂
∂z′t,j
P.
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For a p × q table M = (mi,j) ∈ Npq, we define the application ∆M :=
∏p
i=1
∏q
j=1∆
mi,j
i,j . Finally,
for an integer k ≥ 1, the application ∆k is defined as
C[[z, z′]]→ C[[z, z′]]K
P 7→ (∆MP ){|M|=k}
where K =
(
pq+k−1
k
)
is the number of tables M ∈ Npq with weight k.
Lemma 45. For any (i, j) ∈ [p]× [q], the operator ∆i,j is an endomorphism of FU(n)p,q,n .
Proof. The proof is similar to that of Lemma 10 since it suffices to show that the operator ∆k,ℓ is
invariant under the action of U(n). 
Theorem 46. For p, q ≥ 1, n ≥ 1, the kernel of the Laplacian operator ∆ in FU(n)p,q,n is trivial:
ker(∆) ∩ FU(n)p,q,n =
⋂
(i,j)∈[p]×[q]
ker(∆i,j) ∩ FU(n)p,q,n = C.
The theorem is proved in Appendix B.
This allows us to upper bound the dimension of F
U(n),≤d
p,q,n , for d ≥ 0. Recall that for integers
k, n ≥ 0, we define ank :=
(
k+n−1
k
)
, which is the dimension of the symmetric tensor SH⊗k if the
Hilbert space H has dimension n.
Lemma 47. The dimension of F
U(n),≤d
p,q,n satisfies:
dimFU(n),≤dp,q,n ≤
d∑
k=0
(
pq+k−1
k
)
=
(
pq+d
d
)
.
Proof. Let d ≥ 0 be a fixed degree. Let us introduce the space Vk = FU(n),≤dp,q,n ∩ ker∆k. Since
F
U(n),≤d
p,q,n is restricted to polynomials of degree at most d in z, we have that F
U(n),≤d
p,q,n ⊆ ker∆d+1,
and therefore Vd+1 = F
U(n),≤d
p,q,n . Our goal is therefore to upper bound the dimension of Vd+1.
Let us proceed by induction with the induction hypothesis (Hk)k≥1 given by
(Hk) dimVk ≤
k−1∑
i=0
(
pq+i−1
i
)
.
The base case k = 1 corresponds to Theorem 46: dimker∆ = 1, which gives dimV1 = 1.
Assume now that Hk holds. The rank-nullity theorem applied to ∆
k restricted to the space Vk+1
gives
dimVk+1 = dim
(
Vk+1 ∩ ker∆k
)
+ dim Im∆k.
It holds that
Vk+1 ∩ ker∆k = FU(n),≤dp,q,n ∩ ker∆k+1 ∩ ker∆k = FU(n),≤dp,q,n ∩ ker∆k = Vk
since ker∆k ⊆ ker∆k+1. The induction hypothesis gives:
dimVk+1 ≤
k−1∑
i=0
(
pq+i−1
i
)
+ dim Im∆k−1.
Consider a element Q ∈ Im∆k. It can be written as Q = ∆kP for some polynomial P ∈ ker∆k+1
and consists of
(
pq+k−1
k
)
polynomials corresponding to the various ∆MP for all tables M ∈ Npq
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with |M | = k. Since P ∈ ker∆k+1, it holds that for each such table M , ∆(∆M )P = 0. Theorem
46 shows that ∆M ∈ C. This means that dim Im∆k−1 ≤ (pq+k−1k ), which proves the induction
step. 
Lemma 48. For n ≥ min(p, q),
dimE≤dp,q,n =
d∑
k=0
(
pq+k−1
k
)
.
Proof. Without loss of generality, let us assume that min(p, q) = p. Let us consider the following
partition of the set [p]× [q]:
[p]× [q] =
p⋃
k=1
Sk
with Sk := {(k, ℓ) : k ≤ ℓ ≤ q} ∪ {(ℓ, k) : k ≤ ℓ ≤ p}, for k ∈ [p]. This partition allows us to
decompose in a unique fashion any table M ∈ Np,q as:
M = Π1(M) + . . .+Πp(M)
where Πk(M) is the table with entries coinciding with those M for the coordinates in Sk and with
entries equal to 0 elsewhere. In other words,
[ΠkM ]i,j =
{
Mi,j if k = min(i, j),
0 else.
For any table M = (mi,j) ∈ Npq, the polynomial ZM :=
∏
i∈[p]
∏
j∈[q] Z
mi,j
i,j factorizes as
ZM =
p∏
k=1
ZΠk(M) =
p∏
k=1

 ∏
(i,j)∈Sk
Z
[Πk(M)]i,j
i,j

 .
We now argue that the monomial
PM (z1,1, . . . , zn,p, z
′
1,1, . . . , z
′
n,q) :=
p∏
k=1

 ∏
(i,j)∈Sk
(zk,iz
′
k,j)
[Πk(M)]i,j


only appears in the decomposition of ZM , and not in any other ZN for a table N 6= M . Suppose
by way of contradiction that such an N 6=M exists. First, it is clear that |N | = |M | since ZN is a
homogeneous polynomial of total degree |M | = |N | in the variables z1,1, . . . , zp,n. For j ≥ p, consider
the variables zp,iz
′
p,j in PM . They appear as (zp,pz
′
p,j)
[Πp(M)]p,j in P since Sp = {(p, p), . . . , (p, q)}
and are necessarily due to the expansion of
∏q
j=q Z
Mp,j
p,j =
∏q
j=q
(∑n
t=1 zt,pz
′
t,j
)Mp,j
, which shows
that Np,j ≥Mp,j for j ≥ p. Proceeding by induction over i from p to 1, one concludes that for each
j ≥ i, it holds that Ni,j ≥Mi,j . Since the total degrees are equal, it finally implies that Ni,j =Mi,j
and therefore that N =M .
This establishes that ZM and PM are in one-to-one correspondence and that there are not any
nontrivial relations between the variables Zi,j . The commutative algebra generated by the Zi,j is
simply the polynomial ring in the Zi,j . The fact that there are
(
pq+k−1
k
)
different tables M ∈ Npq
with |M | = k concludes the proof. 
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Corollary 49. For n ≥ min(p, q), it holds that
FU(n),≤dp,q,n = E
≤d
p,q,n.
Proof. It holds that
d∑
k=0
(
pq+k−1
k
)
= dimE≤dp,q,n ≤ dimFU(n),≤dp,q,n ≤
d∑
k=0
(
pq+k−1
k
)
where the equality results from Lemma 47, the first inequality results from Lemma 10 and the
second from Lemma 48. The inclusion E≤dp,q,n ⊂ FU(n),≤dp,q,n from Lemma 10 then proves that both
spaces are equal. 
This establishes Theorem 1.
Appendix B. Proof of Theorem 46
We first restate the theorem.
Theorem 46. For p, q ≥ 1, n ≥ 1, the kernel of the Laplacian operator ∆ in FU(n)p,q,n is trivial:
ker(∆) ∩ FU(n)p,q,n =
⋂
(i,j)∈[p]×[q]
ker(∆i,j) ∩ FU(n)p,q,n = C.
Equivalently, if
∑
A,B[A|B]zAz′B ∈ ker(∆) ∩ FU(n)p,q,n , then [A|B] = 0, unless A and B are the
all-zeroes matrices of respective size n× p and n× q.
Definition 50 (Weight vector). Consider a matrix A ∈ Nn×p, its weight vector is ~m = (m1, . . . ,mn) ∈
Nn with mt =
∑p
i=1At,i.
Lemma 51. Let
∑
A,B[A|B]zAz′B ∈ FU(n)p,q,n . If the weight vectors of A ∈ Nn×p and B ∈ Nn×q
differ, then [A|B] = 0.
Proof. Let t ∈ [m] be an index where the weight vectors of A and B differ: ∑pi=1At,i 6=∑qj=1 Bt,j .
Applying Equation (Et,t) yields
p∑
i=1
At,i[A|B] =
q∑
j=1
Bt,j [A|B]
which therefore implies that [A|B] = 0. 
In order to establish Theorem 46, it is therefore sufficient to consider coefficients [A|B] with
identical weight vectors for A and B.
Lemma 52. If
∑
A,B[A|B]zAz′B ∈ FU(n)p,q,n , then for all A ∈ Nn×p, B ∈ Nn×q, and any permutation
π ∈ Sn, it holds that
[πA|πB] = [A|B].
Proof. The statement follows from the fact that Sn ⊂ U(n). In particular, the polynomial
∑
A,B[A|B]zAz′B
should be invariant under the change of coordinates corresponding to the permutation π: (zt,i, z
′
t,j)←
(zπ(t)i, z
′
π(t),j). 
As a consequence of this lemma, it is sufficient to consider coefficients [A|B] where the weights
of the rows of A, B are non increasing, that is m1 ≥ m2 ≥ . . .mn with mt =
∑p
i=1 at,i =
∑q
j=1 bt,j.
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Lemma 53. Let the polynomial
∑
A,B[A|B]zAz′B ∈ FU(n)p,q,n be in the kernel of ∆. Then, for all
pairs (i, j) ∈ [p]× [q], the following equation holds
(F i,j)
n∑
t=1
αt,iβt,j [A+ et,i|B + et,j] = 0.
Proof. The equation results from applying ∆i,j to
∑
A,B[A|B]zAz′B and considering the monomial
zAz′B. 
Recall that it is sufficient to consider matrices A, B with non increasing row weights ~m =
(m1, . . . ,mn), i.e., m1 ≥ . . . ≥ mn ≥ 0. In the following, we fix the quantity m =
∑n
i=1mi and aim
to prove that [A|B] = 0 for all possible matrices A,B such that ∑t,i at,i =∑t,j bt,j = m > 0.
The proof of Theorem 46 will use an induction over vectors ~m of fixed positive weight |~m| =
m > 0. Let us introduce a total order on non increasing vectors of length n and weight m on Sm,n,
the sets of ordered integer vectors of weight m and length n:
Sm,n =
{
(m1, . . . ,mn) ∈ Nm : m1 ≥ . . . ≥ mn and
n∑
i=1
mn = m
}
.
Definition 54 (Total order on Snm). For ~m, ~m′ ∈ Snm, we write ~m ≻ ~m′ if the support of ~m is
strictly contained in the support of ~m′, or if ~m is larger than ~m′ in the lexicographic order when
their supports coincide. Otherwise, ~m ≺ ~m′.
For instance, one has
(m, 0, 0, . . .) ≻ (m− 1, 1, 0, 0, . . .) ≻ (m− 2, 2, 0, 0 . . .) ≻ . . . ≻ (⌈m/2⌉, ⌊m/2⌋, 0, . . . , 0)
≻ (m− 2, 1, 1) ≻ (m− 3, 2, 1) ≻ . . .
An crucial property of this total order is the following.
Lemma 55. For ~m 6= 0 with non increasing coefficients, define t ∈ [n] to be the largest index such
that mt > 0. For all u ∈ {1, t− 1}, one has ~m+ eu − et ≻ ~m, i.e.,
(m1, . . . ,mu + 1, . . .mt − 1, 0, . . .) ≻ (m1, . . . ,mu, . . . ,mt, 0 . . .),
where eu = (0, . . . , 0, 1, 0, . . . , 0) is the vector of length n with a 1 in position u and 0 elsewhere.
Proof. Assume first that mt = 1. In that case, the vector ~m + eu − et has a support of size t− 1,
which implies that ~m + eu − et ≻ ~m. Otherwise, mt ≥ 2, which implies that ~m + eu − et and ~m
have the same support, and the lexicographic order then implies that ~m+ eu − et ≻ ~m. 
Our hypothesis induction for proving Theorem 46 is
(H~m) ∀~m′  ~m, (A · e = B · e = ~m′ =⇒ [A|B] = 0)
for ~m ∈ Snm with m > 0.
We first prove the base case, which corresponds to ~m = (m, 0, . . . , 0).
Lemma 56. Let
∑
A,B[A|B]zAz′B ∈ ker(∆) ∩ FU(n)p,q,n . If A and B have row weights (m, 0, . . . , 0)
with m > 0, then [A|B] = 0, i.e., [ ∗ ∗ ··· ∗
0 0 ··· 0
...
... ···
...
0 0 ··· 0
∣∣∣∣∣
∗ ∗ ··· ∗
0 0 ··· 0
...
... ···
...
0 0 ··· 0
]
= 0
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Proof. Consider i ∈ [p], j ∈ [q] such that a1,i, b1,j ≥ 1. Such indices exist because of the assumption
that m > 0. Let us denote X = [A|B] and Xt,i,j = [A−e1,i+et,i|B−e1,j+et,j ] for t > 1, where we
recall that A and B are zero everywhere except on their first row. Since
∑
A,B[A|B]zAz′B ∈ ker∆i,j ,
it holds that the coefficient of zA−e1,iz′B−e1,j in ∆i,j
∑
A,B[A|B]zAz′B should be zero:
a1,ib1,jX +
n∑
t=2
Xt,i,j = 0.
Applying (Et,t+1) to [A|B − e1,j + et,j] for t ∈ {2, . . . , n− 1} gives
Xt,i,j = Xt+1,i,j .
Combining both equations, we obtain:
a1,ib1,jX + (n− 1)X2,i,j = 0. (B.1)
Applying (E1,2) to [A|B − e1,j + e2,j] gives:∑
i
X2,i,j = X (B.2)
where by convention [A|B] = 0 if at least one coefficient of A or B is negative. Summing Eq. (B.1)
for i ∈ [p] and inserting (B.2) yields:
X
p∑
i=1
a1,ib1,j + (n− 1)X = 0
which lets us conclude that X = 0 since
∑p
i=1 a1,ib1,j + (n− 1) ≥ n > 0. 
We now prove the induction step.
Lemma 57. Let ~m ∈ Snm be a vector with m > 0. If (H~m) holds, then so does (H~m′) for ~m′ the
immediate successor of ~m (assuming that such a successor exists).
Proof. Consider any two matrices A,B with weight vector ~m and let us assume that (H ~m′) holds
for all predecessors ~m′ of ~m. We wish to show that [A|B] = 0. Let us denote by t the largest index
for which mt > 0. Furthermore, let us define I ⊂ [p],J ⊂ [q] such that at,i 6= 0 if and only if i ∈ I
and bt,j 6= 0 if and only if j ∈ J .
Let us apply the Laplacian operator ∆i,j for i ∈ I, j ∈ J . The coefficient of zA−et,iz′B−et,j
should be zero, which implies:
t−1∑
u=1
(au,i + 1)(bu,j + 1)[A+ eu,i − et,i|B + eu,j − et,j] + at,ibt,j[A|B]
+
n∑
u=t+1
(au,i + 1)(bu,j + 1)[A− et,i + eu,i|B − et,j + eu,j ] = 0. (B.3)
Lemma 55 shows that the first sum is null since [A+ eu,i − et,i|B + eu,j − et,j] = 0 for u ≤ t by the
induction hypothesis. If t = n, then this already implies that [A|B] = 0. Otherwise, assume that
t < n. Lemma 52 shows that all the terms of the last sum are equal: (au,i + 1)(bu,j + 1)[A− et,i +
eu,i|B − et,j + eu,j] = [A− et,i + et+1,i|B − et,j + et+1,j ] for u ≥ t+ 1. Eq. (B.3) then reads:
at,ibt,j[A|B] + (n− t)Xi,j
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where we definedXi,j := [A−et,i+et+1,i|B−et,j+et+1,j]. Summing this equation over i ∈ [p], j ∈ [q]
yields:
m2[A|B] + (n− t)
p∑
i=1
q∑
j=1
Xi,j = 0. (B.4)
Applying (Et,t+1) to matrices (A,B − et,j + et+1,j), we obtain:
p∑
i=1
Xi,j =
q∑
j=1
bt,j[A|B].
Summing this equation over j ∈ [q] yields:
p∑
i=1
q∑
j=1
Xi,j =
q∑
j=1
m[A|B] = m2[A|B],
which, combined with Eq. (B.4), finally shows that [A|B] = 0. 
We have therefore established Theorem 46.
Appendix C. Technical lemmas for the p = q = 1 case
In the following, we write ∂z instead of
∂
∂z .
Lemma 58.
[K−,K+] = nˆA + nˆB + n
Proof.
K−K+ =
n∑
i=1
∂zi∂z′i
n∑
j=1
zjz
′
j
=
n∑
i=1
n∑
j=1
∂zizj∂z′iz
′
j
=
n∑
i=1
n∑
j=1
(δi,j + zj∂zi)(δi,j + z
′
j∂z′i)
=
n∑
i=1
(1 + zi∂zi + z
′
i∂z′i +
n∑
j=1
zj∂ziz
′
j∂z′i)
= n+ nˆA + nˆB +K+K−

Lemma 59.
[nˆA,K±] = ±K± and [nˆB,K±] = ±K±
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Proof. We only prove the statement for nˆA since the case of nˆB is identical.
K−nˆA =
n∑
i=1
n∑
j=1
∂zi∂z′izj∂zj
=
n∑
i=1
∂z′
i
n∑
j=1
∂zizj∂zj
=
n∑
i=1
∂z′
i
n∑
j=1
(
δi,j∂zj + zj∂zi∂zj
)
=
n∑
i=1
n∑
j=1
(
δi,j∂zi∂z′i + zj∂zj∂zi∂z′i
)
= K− + nˆAK−
= (nˆA + 1)K−
which gives
nˆAK− = K−(nˆA − 1).
Similarly, we compute nˆAK+:
nˆAK+ =
n∑
i=1
n∑
j=1
zi∂ziz
′
jzj
=
n∑
i=1
zi
n∑
j=1
z′j∂zizj
=
n∑
i=1
zi
n∑
j=1
z′j (δi,j + zj∂zi)
=
n∑
i=1
ziz
′
i +
n∑
i=1
zi
n∑
j=1
z′jzj∂zi
= K+ +K+nˆA
= K+(nˆA + 1)
which gives
K+nˆA = (nˆA − 1)K+.

Lemma 60.
[Cˆ2,K0] = [Cˆ2,K+] = [Cˆ2,K−] = 0
Proof. It is sufficient to show that [K+K− +K−K+,K0] = 0 to prove the first claim. One has
(K+K− +K−K+)K0 = K+K0K− +K−K+ +K−K0K+ −K+K− = K+K0K− +K−K0K+
= K0K+K− +K−K+ +K0K−K+ −K−K+ = K0(K+K− +K−K+)
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Similarly, one can compute
Cˆ2K+ = K
2
0K+ −
1
2
(K+K−K+ +K−K+K+)
= K0K+K0 +K0K+ − 1
2
(K+K+K− + 2K+K0 +K−K+K+)
= K+K
2
0 +K+K0 +K0K+ −
1
2
(K+K+K− +K+K−K+2K0K+ + 2K+K0)
= K+Cˆ2
and
Cˆ2K− = K
2
0K− −
1
2
(K+K−K− +K−K+K−)
= K0K−K0 −K0K− − 1
2
(K+K−K− +K−K+K− − 2K−K0)
= K−K
2
0 −K−K0 −K0K− −
1
2
(K−K+K− − 2K0K− +K−K+K− − 2K−K0)
= K−Cˆ2

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