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In this work zero-temperature phase diagrams of cuprates with Ba2CuO3-type CuO chain struc-
ture is investigated. The projective symmetry group analysis is employed in the strong coupling
limit, and renormalization group with bosonization analysis is employed in the weak coupling limit.
We find that in both of these two limits, large areas of the phase diagrams are filled with node-
less s-wave superconducting phases (with weak d-wave components), instead of pure d-wave phase
mostly found in cuprates. This implies that nodeless s-wave phase is the dominant superconducting
phase in cuprates with Ba2CuO3-type CuO chain structure in low temperature. Other phases are
also found, including (s+ d)-wave superconducting phases and Luttinger liquid phases.
I. INTRODUCTION
CuO2 plane
1,2 plays an important role in the cuprate
superconductors with high transition temperature (high-
TC)
3–5, especially in the formation of d-wave pairing
symmetry6–9. Traditionally, oxygen vacancies in CuO2
planes are detrimental10 to high-TC . However, recent
experiments11,12 reported that in one kind of cuprates
with a large amount of oxygen vacancies, Ba2CuO3+δ
with 0 ≤ δ ≤ 1, high-TC superconductivity is still ob-
served. Various theoretical works11,13–18 focusing on
Ba2CuO3+δ have been proposed to determine the pair-
ing symmetry and low-temperature phases in different
crystal structures. Liu19 and coworkers showed by first
principle calculation that Ba2CuO3+δ can be viewed as
doped Ba2CuO3, which exhibits a CuO chain structure
shown in Fig. 1 with one Eg orbital (Cu 3dz2−x2) ac-
tive, and with strong intra-chain and weak inter-chain
anti-ferromagnetic (AFM) coupling. In this work, we
study the zero-temperature phases in Ba2CuO3+δ by in-
vestigating a single-orbital multi-chain t-J model in both
strong and weak coupling limits.
In both limits, we find that large areas of these phase
diagrams are filled with s-wave superconducting phases
(with weak d-wave components). It is s±-wave with
weak d-wave components (denoted as sd±-wave) in strong
coupling limit, and s-wave with weak d-wave compo-
nents (denoted as sd-wave) in weak coupling limit. Both
of them are nodeless on Fermi surfaces. This result
indicates that the dominant superconducting phase in
cuprates with Ba2CuO3-type CuO chain structure in low
temperature is actually a nodeless s-wave phase, in con-
trast to the traditional d-wave phase in cuprates with
CuO2 plane structure. This paper is organized as follow-
ing. In Sec. II the single-orbital19 t-J model is introduced
to describe the system. In Sec. III and IV, the strong and
weak coupling limits are investigated and corresponding
phase diagrams are given, respectively. We draw the con-
clusions in Sec. V. Details are listed in Appendix.
FIG. 1. The energetic preferred crystal structure19 of
Ba2CuO3.
II. THE MODEL
As indicated in Ref.19, the only active orbital is
Cu 3dz2−x2 . Therefore, a single-orbital multi-chain t-J
model is employed to describe the system. The Hamilto-
nian H = H0 +H
′ reads
H0 =
∑
x,y,z,s
− t(c†x,y,z,scx+1,y,z,s + h.c.)
− ty(c†x,y,z,scx,y+1,z,s + h.c.)
− t′(c†x,y,z,scx,y,z+1,s + c†x,y,z,scx−1,y−1,z+1,s
+ c†x,y,z,scx−1,y,z+1,s + c
†
x,y,z,scx,y−1,z+1,s
+ h.c.), (1)
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H ′ =
∑
x,y,z
J ~Sx,y,z · ~Sx+1,y,z
+ Jy ~Sx,y,z · ~Sx,y+1,z
+ J ′~Sx,y,z · (~Sx,y,z+1 + ~Sx−1,y,z+1
+ ~Sx,y−1,z+1 + ~Sx−1,y−1,z+1), (2)
where c’s (c†’s) are annihilation (creation) operators of
electrons, parameters t, ty, tz, t
′ are hopping amplitudes
with t largest19, J, Jy, J
′ are AFM couplings with J
largest19, and ~Sx,y,z =
∑
s,s′ c
†
x,y,z,s~σss′cx,y,z,s′ with x, y,
z defined in Fig. 2 and Pauli matrices ~σ = (σ1, σ2, σ3).
Hopping and interaction on bonds perpendicular to xy-
plane are neglected because of the large length11,19 of
these bonds.
FIG. 2. The lattice of Ba2CuO3. The x, y and z direction
are defined in the figure. t, J are on the thickest red bonds,
t′, J ′ are on the mid-thick blue bonds, and ty, Jy are on the
thinnest green bonds.
In following sections, the single-orbital multi-chain t-
J model (Eq. 1 and 2) is studied in strong and weak
coupling limits.
III. STRONG COUPLING LIMIT
In the strong coupling limit (t  J), projective con-
struction (slave particle) mean field approach20–22 is em-
ployed to analyze possible phases. The mean field Hamil-
tonian is obtained for doping description through the
SU(2) slave boson approach22. These phases are char-
acterized by mean field ansatzes classified by projective
symmetry groups20–22 (PSG’s). Numerical minimization
of mean field energy is employed to determine the phase
diagram.
A. Mean Field Hamiltonian
A variation method is used in this section to ana-
lyze phases. A series of mean field ansatzes are intro-
duced representing different situations of ground states
and are further optimized utilizing differential evolution
algorithm.
In this approach operators of electrons are represented
in spin-0 charged bosons (holons) bi = (b1,i, b2,i)
T and
spin-1/2 neutral fermions (spinons) ψi = (f↑,i, f
†
↓,i)
T
via22
c↑,i =
1√
2
b†iψi, (3)
c↓,i =
1√
2
b†i ψ¯i, (4)
where ψ¯i = (f↓,i,−f†↑,i)T. In this representation, the
mean field Hamiltonian reads22
HMF =
3
4
∑
<ij>
Jij(tr(u
†
ijuij) + (ψ
†
iuijψj + h.c.))
−
∑
<ij>
tij(b
†
iuijbj + h.c.) (5)
where J ’s and t’s are determined by Eq. 1 and Eq. 2,
uij is the mean field ansatz
22
uij = δαβ
−〈f†i,αfj,β〉∗ 〈fi,αfj,β〉
〈fi,αfj,β〉∗
〈
f†i,αfj,β
〉 . (6)
There are two kinds of constraints22, namely proper fill-
ing 〈
b†i bi
〉
= 2δ (7)
and physical states〈
ψ†i τ
lψi + b
†
i τ
lbi
〉
= 0, l = 1, 2, 3. (8)
where τ ’s are Pauli matrices. To implement these con-
straints, an additional penalty term should be added to
the original Hamiltonian:
Hpenalty =
∑
i,l
P (
〈
ψ†i τ
lψi + b
†
i τ
lbi
〉
)
−P (
∑
i
〈
b†i bi
〉
− 2δ), (9)
where P (x) is a penalty function, P (x) = Gx2 with G
being huge (larger than 109 in practice). In the deter-
mination of mean field ansatzes, it is required that P (x)
does not contribute to mean field energy in final solutions
found.
B. Projective Symmetry Groups Analysis and
Schematic Phase Diagram
Different phases characterized by mean field ansatzes
of different kinds of Z2 spin liquid are classified by
PSG’s20. The PSG’s compose certain constraints on
ansatzes, and at most 311 gauge inequivalent ansatzes are
3found. Details are presented in Appendix A. To further
determine the phase diagram, the differential evolution
algorithm in employed. With constraints from PSG’s,
number of optimizing variables are restricted to be 12, so
that this global optimizing algorithm is sufficient.
J ′/J and filling δ are used as variables of the phase di-
agram. In what follows, the phase diagram is calculated
in the case t = 2t′ = 2ty = 0.02J and Jy = 0.5J . This set
of coefficients satisfies that inter-chain hopping and cou-
pling are smaller than intra-chain ones19. The practical
calculation is performed on a 16×16×16 lattice with pe-
riodic boundary condition. For numerical details refer to
Appendix B. With 25 choices of parameters investigated,
the schematic phase diagram is obtained, as shown in Fig.
3. However, in region J ′/J < 0.5, δ < 0.1, the numerical
results are not reliable. This region of phase diagram is
left blank.
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FIG. 3. Schematic phase diagram in strong coupling limit
with t = 2t′ = 2ty = 0.04Jy = 0.02J . ”s”and ”sd” means sd±-
wave and (s + d)-wave superconductivity, respectively. The
bottom left corner of the phase diagram is left blank since
numerical results are not reliable in this region.
In the region of coefficients we choose, there are 4
phases in total. At zero temperature, the holons nec-
essarily condense, and the system is consequently in su-
perconducting phases.
(i) The sd±-wave superconducting phase, namely s±-
wave with weak d-wave components, shown as ”s” in Fig.
3, described by
ui,i+xˆ = ∆xτ
1 − χxτ3,
ui,i+yˆ = ∆yτ
1 − χyτ3,
ui,i+zˆ = ui,i+zˆ−xˆ = ui,i+zˆ−yˆ = ui,i+zˆ−xˆ−yˆ
= ∆zτ
1 − χzτ3 + iχ′zτ0. (10)
Unlike what discussed in Ref.20, due to the absence
of 4-fold rotation symmetry, weak d-wave components
inevitably coexist in the s-wave superconducting phase.
However, if the system exhibits s-wave superconductivity
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FIG. 4. (a) Fermi surfaces shown by yellow meshed surfaces
and zeros of superconducting gap shown by red meshless sur-
faces in sd±-wave phase. (b) The projection to kz = 0 plane,
where Fermi surfaces are shown by yellow solid curves and
zeros of superconducting gap are shown by red dashed curve.
The sign of superconducting gap on Fermi surfaces are shown
as ”+” and ”−”. Here δ=0.25.
in general, it is still considered as an s-wave phase. The
spinon Fermi surfaces and the zeros of superconducting
gap of the sd±-wave phase we find are shown in Fig. 4.
Since holons condense in this phase, the spinon Fermi
surfaces are the same as the electron Fermi surfaces. The
superconducting gap on the Fermi surfaces has no node,
which corroborates that the in this phase s±-wave pairing
is dominant.
(ii) The first (s + d)-wave superconducting phase,
shown as ”sd1” in Fig. 3, described by
ui,i+xˆ = ∆xτ
1 − χxτ3,
ui,i+yˆ = ∆yτ
1 + χyτ
3,
ui,i+zˆ = ui,i+zˆ−xˆ = ui,i+zˆ−yˆ = ui,i+zˆ−xˆ−yˆ
= −∆zτ1 − χzτ3. (11)
(iii) The second (s + d)-wave superconducting phase,
shown as ”sd2” in Fig. 3, described by
ui,i+xˆ = ∆xτ
1 − χxτ3,
ui,i+yˆ = ∆yτ
1 − χyτ3,
ui,i+zˆ = −ui,i+zˆ−xˆ = ui,i+zˆ−yˆ = ui,i+zˆ−xˆ−yˆ
= ∆zτ
1 − iχ′zτ0. (12)
(iv) The third (s + d)-wave superconducting phase,
shown as ”sd3” in Fig. 3, described by
ui,i+xˆ = ∆xτ
1 − χxτ3,
ui,i+yˆ = ∆yτ
1 − χyτ3,
ui,i+zˆ = −ui,i+zˆ−xˆ = ui,i+zˆ−yˆ = ui,i+zˆ−xˆ−yˆ
= ∆zτ
1 − χzτ3 − iχ′zτ0. (13)
As a comparison, we also find that the superconducting
gap has nodes on Fermi surfaces in (s+ d)-wave phases.
All of the four ansatzes are consistent with the PSG anal-
ysis.
4In conclusion, in strong coupling limit, the phase di-
agram is largely filled with the nodeless sd±-wave super-
conducting phase in the physical relevant regime of coef-
ficients (J ′/J < 1).
IV. WEAK COUPLING LIMIT
In the weak coupling limit (t  J), renormalization
group (RG) and bosonization analysis are employed to
determine possible phases.
A. Quasi-1D Model
An N = 2 chains23 model is considered, as shown
in Fig. 5. Some previous work have focused on Lut-
tinger liquids on two-leg ladders with24–26 or without
frustration23,27–34. However, the lattice structure in this
model has not been investigated. Since the intra-chain
coupling plays a more important role than that of the
inter-chain coupling19, and the translation symmetries of
the conventional unit cells are presumably not destroyed,
this quasi-1D model is believed to capture the most rele-
vant physics. The unit cell is changed to be the conven-
tional unit cell with two atoms in one unit cell, and the
z direction is redefined. In the redefined coordinate, the
FIG. 5. The N = 2 chains model. Here four A chains are
equivalent under periodic boundary condition, while B chain
is inequivalent to them. The unit cell is modified to be the
conventional unit cell with two inequivalent atoms in one unit
cell, and the z direction is redefined.
non-interacting Hamiltonian H0 can be diagonalized as
H0 =
∑
~k,s;i=1,2
i(~k)ψ
†
i,s(
~k)ψi,s(~k), (14)
where
1,2(~k) = −2(± t′(cos(kx + ky + kz
2
) + cos(kx − ky + kz
2
)
+ cos(−kx + ky + kz
2
) + cos(kx − ky − kz
2
))
+ t cos(kx) + ty cos(ky)), (15)
where +(−) sign for 1(2), respectively. For the N = 2
chains model, the summation over ~k only contains those
points with ky = kz = 0. Therefore, the Fermi points are
determined via23
i(kFi) = µ, i = 1, 2, (16)
for chemical potential µ. The Fermi points in this quasi-
1D model can be viewed as a discrete set of points with
ky = kz = 0 on the 3D Fermi surface of the N = +∞
model. As shown in Fig. 6. For clarity the ky direction
is neglected. For a generic filling, the Fermi points does
not coincide, and there is no umklapp interactions.
kx2L1L 2R 1R
kz
ky = 0
FIG. 6. The Fermi points named 1L, 1R and 2L, 2R as the
intersection of the Fermi surfaces (blue curves) and line ky =
kz = 0. Here δ = 0.2.
Only excitations around Fermi points are considered
in long wave length limit. Field operators can be written
in terms of chiral fermions (right/left movers) as23
ψi,s ∼ ψRi,seikFix + ψLi,se−ikFix, i = 1, 2, (17)
with ψL1,s, ψ
R
1,s, ψ
L
2,s and ψ
R
2,s corresponding to excita-
tion around Fermi point 1L, 1R, 2L and 2R, respectively.
The momenta of these chiral fermions are bounded by a
momentum cut-off Λ kF1,2. Therefore, the dispersion
can be linearized within Λ. The effective non-interacting
Hamiltonian reads
H0 =
∑
i,s
∫
dxvi(ψ
R†
i,s i∂xψ
R
i,s − ψL†i,si∂xψLi,s), (18)
where vi = ∂kxi(
~k) |kx=kFi,ky=kz=0 is the Fermi velocity.
5B. Renormalization Group and Bosonization
Analysis
A generic interaction Hamiltonian density subject to
the constraint of momenta conservation reads
H′ =
2∑
i,j=1
fρijT
R
ii T
L
jj − fσij ~TRii · ~TLjj
+
2∑
i=1
f ′ρiiT
R
i,3−iT
L
i,3−i − f ′σi,i ~TRi,3−i · ~TLi,3−i, (19)
where currents
Tij =
∑
s
ψ†i,sψj,s, (20)
~Tij =
1
2
∑
s,s′
ψ†i,s~σss′ψj,s′ . (21)
Coupling constants f ’s and (f ′)’s represent intra-band
and inter-band scattering, respectively. The relationship
of their values are given by certain symmetries. Charge
conjugation Tij → Tji gives f ′ii = f ′3−i,3−i, while re-
flection in x direction gives23 fij = fji. Details of the
construction of this interaction Hamiltonian density is
left in Appendix C.
To construct a low energy effective theory, the inter-
action is renormalized and bosonized. The derivation of
the RG equations is left in Appendix D. After solving
RG equations numerically, in the region of coefficients
adopted, we find that in all cases there are two coupling
constants, (fρ11, f
σ
11) or (f
ρ
22, f
σ
22), dominant. Since f
ρ
only contribute gradient term after bosonization23, they
are simply dropped. Therefore, the interaction Hamilto-
nian after RG reads (take subscript 1 as example)
H′ =
∑
s
1
2
fσ11ψ
R†
1,sψ
L†
1,s¯ψ
L
1,s¯ψ
R
1,s, (22)
where s¯ means the opposite direction of spin s. Af-
ter bosonization, in terms of the chiral boson fields, the
Hamiltonian reads (take subscript 1 as an example)
H0 ∼ v1
2
((∂xθ1,σ)
2 + (∂τθ1,σ)
2), (23)
H′ ∼ fσ11 cos(
√
8piθ1,σ), (24)
Purely free fields are neglected in H0. Therefore, the low
energy effective theory of the system is a sine-Gordon
theory. The bosonization dictionary is left in Appendix
E, including the definition of θi,σ.
C. Phase Diagram
The global minima of Eq. 24 is
√
2piθi,σ = 2lipi or (2li + 1)pi, li ∈ Z, (25)
depending on the sign of fσii. Around a minimum, the in-
teraction Hamiltonian can be expanded as H′ ∼ m(δθ)2,
which gives the field θ an effective mass. Therefore, when
one fσ is dominant, there is one gapless spin mode and
one gapped spin mode. The two charge modes are always
gapless. To figure out the phase diagrams, the expecta-
tion values of different order parameters are calculated,
including charge density wave (CDW), spin density wave
(SDW), singlet superconductivity (SS) and triplet super-
conductivity (TS):35
OCDW,i =
∑
s
ψR†i,s (x)ψ
L
i,s(0), (26)
~OSDW,i =
∑
s,s′
ψR†i,s (x)~σss′ψ
L
i,s′(0), (27)
OSS,i = ψR†i,↑ (x)ψL†i,↓(0), (28)
OTS,i = ψR†i,↑ (x)ψL†i,↑(0). (29)
These order parameters can be rewritten in terms of bo-
son fields via the bosonization dictionary in Appendix
E. As indicated in Ref.23, according to the uncertainty
principle [φ, θ] = O(1), the conjugate field of θσ, namely
φσ, fluctuates violently. Therefore, only terms like
eφσ(x)−φσ(0) can survive in the mean field level. Apply-
ing this criteria, one can determine whether the order
parameters are non-vanishing in certain phases.
Without losing generality, fσ11 is supposed to be domi-
nant. All the non-vanishing order parameters are OCDW,
~OSDW and OSS. When fσ11 is negative, according to the
Cooper instability, an attractive interaction will natu-
rally induce superconductivity. Therefore, the system
will be in an s-wave superconducting phase (with weak
d-wave components due to the absence of four-fold rota-
tion symmetry). When fσ11 is positive, both CDW and
SDW can exist in this system, due to the gaplessness of
the charge modes and the spin mode. The system will
present spin-charge separation and hence in a Luttinger
liquid phase with two gapless charge modes and one gap-
less spin mode.
The phase diagram is shown in Fig. 7. We use t′/t
and filling δ as variables, and fix other coefficients as
ty = 0.5t and J = 3J
′ = 6Jy = 0.03t to satisfy that
inter-chain hopping and coupling are smaller than intra-
chain ones19. The phase diagram is largely occupied by
s-wave superconducting phase with weak d-wave compo-
nents (denoted as sd-wave in Fig. 7). For appropriate
filling, one of the two bands is fully empty or fully occu-
pied, leading to only two Fermi points, instead of four,
participating in interactions. In this case, the only dom-
inant coupling constants are fρ’s, implying all of the two
charge modes and two spin modes are gapless in this
Luttinger liquid phase denoted as23 ”C2S2” in Fig. 7.
The other Luttinger liquid phase with two gapless charge
modes and one spin mode is denoted as23 ”C2S1”. In the
sd-wave phase, the pairing order parameter has no node
in k-space, since the mean field decomposition of interac-
tion Hamiltonian density Eq. 22 can be rearranged into
the form of a traditional BCS Hamiltonian. Therefore,
the superconducting gap has the same sign on all the four
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FIG. 7. Phase diagram in weak coupling limit with J = 3J ′ =
6Jy = 0.06ty = 0.03t. ”CmSn” stands for Luttinger liq-
uid phase with m gapless charge modes and n gapless spin
modes23. ”sd-wave” stands for s-wave superconducting phase
with weak d-wave components.
Fermi points, 1L, 1R and 2L, 2R. The superconducting
phase is therefore a nodeless sd-wave phase.
V. CONCLUSIONS
In this work zero-temperature phases of cuprates with
Ba2CuO3+δ-type CuO chain structure are investigated in
both strong and weak coupling limits of a single-orbital
multi-chain t-J model. We find that in both of the two
limits, the phase diagrams are largely filled with nodeless
s-wave superconducting phases (with weak d-wave com-
ponents). It is s±-wave with weak d-wave components
(denoted as sd±-wave) in strong coupling limit, and s-
wave with weak d-wave components (denoted as sd-wave)
in weak coupling limit. We believe that our conclusion of
nodeless s-wave pairing in Ba2CuO3+δ is consistent with
the experimental observations of the stability of high-TC
against disorder11,36,37. Some previous theories13,17 also
proposed s±-wave phases. However, they are based on
multi-orbital models and developed on lattice structures
apparently different from ours. d-wave superconductiv-
ity was also proposed in previous works14,15. Our pro-
posed nodeless s-wave pairing symmetry can in principle
be detected in phase sensitive38,39 and spectroscopic40
measurements.
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Appendix A: Classification of Z2 Spin Liquids
Phases in Ba2CuO3+δ
1. Projective Symmetry Groups
Under coordinates we choose in Sec. III, space group
symmetries, including translation, parity, and inversion,
read
Tx : (ix, iy, iz) 7→ (ix + 1, iy, iz), (A1)
Ty : (ix, iy, iz) 7→ (ix, iy + 1, iz), (A2)
Tz : (ix, iy, iz) 7→ (ix, iy, iz + 1), (A3)
Px : (ix, iy, iz) 7→ (−ix − iz, iy, iz), (A4)
Py : (ix, iy, iz) 7→ (ix,−iy − iz, iz), (A5)
I : (ix, iy, iz) 7→ (−ix,−iy,−iz), (A6)
and the time-reversal symmetry is
T : uij 7→ −uij . (A7)
The symmetries above satisfy equalities
T−1x T
−1
y TxTy = 1, (A8)
T−1y T
−1
z TyTz = 1, (A9)
T−1z T
−1
x TzTx = 1, (A10)
TxPxTxPx = 1, (A11)
TyPyTyPy = 1, (A12)
T−1x PyTxPy = 1, (A13)
T−1y PxTyPx = 1, (A14)
PxTxT
−1
z PxTz = 1, (A15)
PyTyT
−1
z PyTz = 1, (A16)
PxPyPxPy = 1, (A17)
P 2x = P
2
y = 1, (A18)
TxITxI = 1, (A19)
TyITyI = 1, (A20)
TzITzI = 1, (A21)
PxIPxI = 1, (A22)
PyIPyI = 1, (A23)
I2 = 1. (A24)
T commutes with all the space group symmetries. Fol-
lowing Ref20, we can first determine Gx, Gy, Gz, and GT
7through Eq.A8, Eq.A9 Eq.A10 and the commutation re-
lations between T and translations. Unlike the 2D case20,
here we choose the gauge that
Gz(i) = τ
0, (A25)
Gx(i) = η
iz
x τ
0, (A26)
Gy(i) = η
iz
y η
ix
xyτ
0, (A27)
GT (i) = gT η
ix
xtη
iy
ytη
iz
zt, (A28)
where two gauge inequivalent choices of gT are gT = τ
0
or iτ3, and seven ηs are ±1.
Then we consider parities Px and Py. The PSG equa-
tions given by Eq.A11 to Eq.A18 read
Gx(Px(i))G
−1
Px
(i+ xˆ)Gx(i+ xˆ)GPx(i) ∈ G, (A29)
G−1y (Px(i))G
−1
Px
(i)Gy(i)GPx(i− yˆ) ∈ G, (A30)
G−1x (Py(i))G
−1
Py
(i)Gx(i)GPy (i− xˆ) ∈ G, (A31)
Gy(Py(i))G
−1
Py
(i+ yˆ)Gy(i+ yˆ)GPy (i) ∈ G, (A32)
GPx(i)Gx(Px(i))G
−1
z (TzT
−1
x Px(i)) ·
GPx(TzT
−1
x Px(i))Gz(TzT
−1
x (i)) ∈ G, (A33)
GPy (i)Gy(Py(i))G
−1
z (TzT
−1
y Py(i)) ·
GPy (TzT
−1
y Py(i))Gz(TzT
−1
y (i)) ∈ G, (A34)
GPx(i)GPy (Px(i))G
−1
Px
(Py(i))G
−1
Py
(i) ∈ G, (A35)
GPx(i)GPx(Px(i)) ∈ G, (A36)
GPy (i)GPy (Py(i)) ∈ G. (A37)
Since Px and Py do not change iz, in our gauge Eq.A29
to Eq.A32 reduce to
G−1Px (i+ xˆ)GPx(i) = ηxpxτ
0, (A38)
G−1Px (i+ yˆ)GPx(i) = ηypxη
iz
xyτ
0, (A39)
G−1Py (i+ xˆ)GPy (i) = ηxpyτ
0, (A40)
G−1Py (i+ yˆ)GPy (i) = ηypyτ
0, (A41)
which give GPx(i) and GPy (i) the generic form
GPx(i) = gPxΘPx(iz)η
ix
xpxη
iy
ypx, (A42)
GPy (i) = gPyΘPy (iz)η
ix
xpyη
iy
ypyη
iyiz
xy , (A43)
where Θs are (±1)-valued functions of iz. Eq.A33 to
Eq.A37 then reduce to
g2PxΘPx(iz)ΘPx(iz + 1)η
iz+1
xpx Gx(i) = η5pxτ
0, (A44)
g2PyΘPy (iz)ΘPy (iz + 1)η
iy
xyGy(i) = η5pyτ
0, (A45)
gPxgPyg
−1
Px
g−1Py (ηxpyηypx)
iz = ±τ0, (A46)
g2Pxη
iz
xpx = ±τ0, (A47)
g2Py (ηypyηxy)
iz = ±τ0, (A48)
for all sites i. Eq.A46 to Eq.A48 require that
ηxpy = ηypx, ηxy = ηxpx = ηypy = 1, (A49)
while Eq.A44 and Eq.A45 give two Θs a specific form.
All gauge inequivalent Θs are
ΘPx(iz) = η
iz
5px, for Gx(i) = τ
0; (A50)
ΘPy (iz) = η
iz
5py, for Gy(i) = τ
0; (A51)
ΘPx(iz) = η
iz
5px ·
√
2 sin(
pi
2
iz +
pi
4
),
for Gx(i) = (−)izτ0; (A52)
ΘPy (iz) = η
iz
5py ·
√
2 sin(
pi
2
iz +
pi
4
),
for Gy(i) = (−)izτ0. (A53)
Finally we consider inversion I. Eq.A19 to Eq.A21
induce PSG equations
Gx(I(i))GI(i+ xˆ)Gx(i+ xˆ)GI(i) ∈ G, (A54)
Gy(I(i))GI(i+ yˆ)Gy(i+ yˆ)GI(i) ∈ G, (A55)
Gz(I(i))GI(i+ zˆ)Gz(i+ zˆ)GI(i) ∈ G. (A56)
Under our gauge, GI(i) has the generic form
GI(i) = gIη
ix
xIη
iy
yIη
iz
zI . (A57)
According to Eq.A22 and Eq.A23,
GI(Px(i))G
−1
Px
(I(i))Gx(I(i))GPx(i) ∈ G, (A58)
GI(Py(i))G
−1
Py
(I(i))Gy(I(i))GPy (i) ∈ G, (A59)
we have
gIg
−1
Px
gIgPxη
iz
xI = ±τ0, (A60)
gIg
−1
Py
gIgPyη
iz
yI = ±τ0, (A61)
for all sites i. Therefore, ηxI = ηyI = 1. From just the
same argument, ηxt = ηyt = 1. Then, Eq.A28, Eq.A42,
Eq.A43 and Eq.A57 reduce to
GT (i) = gT η
iz
t , (A62)
GPx(i) = gPxΘPx(iz)η
iy
p , (A63)
GPy (i) = gPyΘPy (iz)η
ix
p , (A64)
GI(i) = gIη
iz
I , (A65)
where ηt, ηp and ηI can take value of ±1, and ΘPx(iz)
and ΘPy (iz) are determined above. The constraints of gs
reduce to
g2Px = g
2
Py = g
2
I = ±τ0, (A66)
gPxgPyg
−1
Px
g−1Py = ±τ0, (A67)
gIg
−1
Px
gIgPx = ±τ0, (A68)
gIg
−1
Py
gIgPy = ±τ0, (A69)
gT g
−1
Px
gT gPx = ±τ0, (A70)
gT g
−1
Py
gT gPy = ±τ0, (A71)
gIg
−1
T gIgT = ±τ0. (A72)
All gauge inequivalent choices of gs are
gT = τ
0 gPx = τ
0 gPy = τ
0 gI = τ
0; (A73)
gT = τ
0 gPx = iτ
3 gPy = iτ
3 gI = iτ
3; (A74)
8gT = iτ
3 gPx = τ
0 gPy = τ
0 gI = τ
0; (A75)
gT = iτ
3 gPx = iτ
3 gPy = iτ
3 gI = iτ
3; (A76)
gT = iτ
3 gPx = iτ
1 gPy = iτ
1 gI = iτ
1; (A77)
gT = τ
0 gPx = iτ
3 gPy = τ
0 gI = τ
0; (A78)
gT = τ
0 gPx = τ
0 gPy = iτ
3 gI = τ
0; (A79)
gT = τ
0 gPx = τ
0 gPy = τ
0 gI = iτ
3; (A80)
gT = iτ
3 gPx = iτ
3 gPy = τ
0 gI = τ
0; (A81)
gT = iτ
3 gPx = τ
0 gPy = iτ
3 gI = τ
0; (A82)
gT = iτ
3 gPx = τ
0 gPy = τ
0 gI = iτ
3; (A83)
gT = iτ
3 gPx = iτ
1 gPy = τ
0 gI = τ
0; (A84)
gT = iτ
3 gPx = τ
0 gPy = iτ
1 gI = τ
0; (A85)
gT = iτ
3 gPx = τ
0 gPy = τ
0 gI = iτ
1; (A86)
gT = τ
0 gPx = iτ
3 gPy = iτ
3 gI = τ
0; (A87)
gT = τ
0 gPx = iτ
3 gPy = τ
0 gI = iτ
3; (A88)
gT = τ
0 gPx = τ
0 gPy = iτ
3 gI = iτ
3; (A89)
gT = iτ
3 gPx = iτ
3 gPy = iτ
3 gI = τ
0; (A90)
gT = iτ
3 gPx = iτ
3 gPy = τ
0 gI = iτ
3; (A91)
gT = iτ
3 gPx = τ
0 gPy = iτ
3 gI = iτ
3; (A92)
gT = iτ
3 gPx = iτ
1 gPy = iτ
1 gI = τ
0; (A93)
gT = iτ
3 gPx = iτ
1 gPy = iτ
0 gI = iτ
1; (A94)
gT = iτ
3 gPx = τ
0 gPy = iτ
1 gI = iτ
1; (A95)
gT = τ
0 gPx = iτ
3 gPy = iτ
1 gI = τ
0; (A96)
gT = τ
0 gPx = iτ
1 gPy = τ
0 gI = iτ
3; (A97)
gT = τ
0 gPx = τ
0 gPy = iτ
3 gI = iτ
1; (A98)
gT = iτ
3 gPx = iτ
3 gPy = iτ
1 gI = τ
0; (A99)
gT = iτ
3 gPx = iτ
1 gPy = τ
0 gI = iτ
3;(A100)
gT = iτ
3 gPx = τ
0 gPy = iτ
3 gI = iτ
1;(A101)
gT = iτ
3 gPx = iτ
1 gPy = iτ
3 gI = τ
0;(A102)
gT = iτ
3 gPx = iτ
3 gPy = τ
0 gI = iτ
1;(A103)
gT = iτ
3 gPx = τ
0 gPy = iτ
1 gI = iτ
3;(A104)
gT = τ
0 gPx = iτ
3 gPy = iτ
3 gI = iτ
1;(A105)
gT = τ
0 gPx = iτ
3 gPy = iτ
1 gI = iτ
3;(A106)
gT = τ
0 gPx = iτ
1 gPy = iτ
3 gI = iτ
3;(A107)
gT = iτ
3 gPx = iτ
3 gPy = iτ
3 gI = iτ
1;(A108)
gT = iτ
3 gPx = iτ
3 gPy = iτ
1 gI = iτ
3;(A109)
gT = iτ
3 gPx = iτ
1 gPy = iτ
3 gI = iτ
3;(A110)
gT = iτ
3 gPx = iτ
3 gPy = iτ
1 gI = iτ
1;(A111)
gT = iτ
3 gPx = iτ
1 gPy = iτ
3 gI = iτ
1;(A112)
gT = iτ
3 gPx = iτ
1 gPy = iτ
1 gI = iτ
3;(A113)
gT = iτ
3 gPx = iτ
1 gPy = iτ
1 gI = iτ
2;(A114)
gT = iτ
3 gPx = iτ
1 gPy = iτ
2 gI = iτ
1;(A115)
gT = iτ
3 gPx = iτ
2 gPy = iτ
1 gI = iτ
1;(A116)
gT = τ
0 gPx = iτ
1 gPy = iτ
2 gI = iτ
3;(A117)
gT = iτ
3 gPx = iτ
1 gPy = iτ
2 gI = iτ
3;(A118)
gT = iτ
3 gPx = iτ
3 gPy = iτ
1 gI = iτ
2;(A119)
gT = iτ
3 gPx = iτ
2 gPy = iτ
3 gI = iτ
1.(A120)
There are 48 different gauge inequivalent choices of gs.
Therefore, the total number of PSGs is 48 × 25 × 4 =
6144. However, when gT = τ
0, to acquire non-vanishing
ansatze, ηT must be identical to
20 −1. Therefore, 15 ×
24 × 4 = 960 PSGs are killed and the totally number of
PSGs reduces to 5184.
2. Ansatzes of the Nearest-Neighbour Spin
Coupling Model
In this section we assume that only ui,i+x, ui,i+y,
ui,i+z, ui,i−x+z, ui,i−y+z and ui,i−x−y+z are non-
vanishing. First, an ansatz ui,i+m under TxGx, TyGy
and TzGz reads
ui,i+m = η
ixmz
x η
iymz
y u
l
mτ
l, l = 0, 1, 2, 3, (A121)
where uim, i = 1, 2, 3 is real and u
0
m is pure imaginary. T
and I further give constraints
ηmzt gTu
l
mτ
lg−1T = −ulmτ l; (A122)
ηmzI gIu
l
mτ
lg−1I = u
l
I(m)τ
l. (A123)
Using uI(m) = u−m = u†m, we can conclude that when
ηt = 1, ηI = 1, gT = iτ
3, and gI = iτ
3, (A124)
all um vanish. This kills 10× 23× 4 = 320 PSGs and the
totally number of PSGs is 5184− 320 = 4864. When
ηtηI = −1, gT = iτ3, gI = iτ1,2 or τ0, (A125)
all ulm vanish for odd mz, namely only ui,i+x and ui,i+y
remain non-zero. These ansatzes degenerate to describe
spin liquids in a rectangular lattice in 2D plane, which
is irrelevant to us. There is another similar case. When
Gx = (−)izτ0, GPx will give the constraint
(cos(
pi
2
mz) + (−)iz sin(pi
2
mz)) ·
ηmyp gPxu
l
mτ
lg−1Px = u
l
Px(m)
τ l. (A126)
9For odd mz, l.h.s. is a function of iz while r.h.s. is not,
which indicates that all the ulm for odd mz must van-
ish to satisfy the equation. As indicated in the pre-
vious argument, we do not take consideration of these
ansatzes. Therefore, only Gx(i) = Gy(i) = τ
0 case
will be under consideration. The number of PSGs left
is (4864− (9 + 14)× 23 × 4)÷ 4 = 1032.
When Gx(i) = Gy(i) = τ
0, Px and Py give constraints
on ansatzes
gPxu
l
xτ
lg−1Px = u
l†
x τ
l; (A127)
ηpgPxu
l
yτ
lg−1Px = u
l
yτ
l; (A128)
η5pxgPxu
l
zτ
lg−1Px = u
l
−x+zτ
l; (A129)
ηpη5pxgPxu
l
−y+zτ
lg−1Px = u
l
−x−y+zτ
l; (A130)
ηpgPyu
l
xτ
lg−1Py = u
l
xτ
l; (A131)
gPyu
l
yτ
lg−1Py = u
l†
y τ
l; (A132)
η5pygPyu
l
zτ
lg−1Py = u
l
−y+zτ
l; (A133)
ηpη5pygPyu
l
−x+zτ
lg−1Py = u
l
−x−y+zτ
l. (A134)
These equations determine the constrains of ansatzes in
numerical calculation. Two of the constrains are em-
ployed. One is the periodic condition, that the period-
icity of all the ansatzes is 1, and the other is the sector
condition, that the ansatzes satisfy
uz = sxu−x+z = syu−y+z = sxyu−x−y+z, (A135)
with sx, sy, sxy = ±1. According to numerical results,
there are at most 311 inequivalent ansatzes.
Appendix B: Numerical Method and Data for
Strong Coupling Case
Differential evolution (DE), originally developed by
Storn and Price41, is a meta-heuristic algorithm that
globally optimizes a given objective function in an itera-
tive manner. Usually the objective function is treated
as a black box and no assumptions are needed. For
example, unlike traditional gradient decent, conjugate
gradient and qusai-Newton methods, derivatives are not
needed. Evaluation of derivatives of mean-field energy
defined previously is time-consuming for which DE is
suitable. Besides, another algorithm, the Nelder-Mead
method is also tested but doesn’t perform as good as
DE.
DE works with a group (called population) of solution
candidates (called agents), which is initialized randomly.
In each iterative step, a certain agent is selected and a
new agent is generated from this agent and two other
randomly selected agents in a random, linear way. If the
new agent is better that the old agent, the old agent is
replaced by the new one. If not, the trial agent is simply
discarded. This procedure continues until some certain
accuracy is reached.
In this paper, DE is used to optimize the mean-field
energy with respect to ansatzes. Constrained by PSG’s,
number of optimizing variables is restricted to be 12. The
number of agents is set to be 120, 10 times the number
of variables, with differential weight being 0.9 and cross
over probability being 0.5.
1. Fourier Transformation of the Mean Field
Hamiltonian
The mean field Hamiltonian reads
HMF = H
f
MF +H
b
MF (B1)
with
HfMF =
3
8
∑
~r
∑
α
[ψ†α1(~r)Uαψα2(~r)
+ψ†α2(~r)U
†
αψα1(~r)] (B2)
and
HbMF =
t
2
∑
~r
∑
α
[b†α1(~r)Uαbα2(~r)
+b†α2(~r)U
†
αbα1(~r)] (B3)
Here superscripts f and b mean fermion and boson
respectively. ~r refers to the coordinate of one certain
super-cell. α refers to the index of one certain bond in
a cell. α1 is index of the first end of bond α, α2 is the
other end. Uα is a 2× 2 matrix containing various uij so
that above formulas are consistent with equation 5. In
this holon-condensed case, bosons are treated as scalars.
Only derivation of Fourier-transformed form for the
fermion Hamiltonian is shown in details. The Fourier-
transformed form of the boson Hamiltonian can be ob-
tained by just replacing ψ with b since commutation re-
lations are not included in derivation.
Take substitutions
ψα1(~r) =
1√
N
∑
~k
ψα1(
~k)ei
~k·(~r+~lα1 ) (B4)
and
ψα2(~r) =
1√
N
∑
~k
ψα2(
~k)ei
~k·(~r+~lα2 ), (B5)
we further have
HfMF =
3
8
∑
~k
∑
α
[ψ†α1(
~k)Uαe
i~k·(~lα2−~lα1 )ψα2(~k)
+ψ†α2(
~k)U†αe
−i~k·(~lα2−~lα1 )ψα1(~k)]. (B6)
It should be noted that this Hamiltonian is block-
diagonalized with respect to ~k. So we can calculate eigen-
values and eigenvectors of each block-matrix individually
to reduce calculation workload.
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HbMF =
t
2
∑
~k
∑
α
[b†α1(
~k)Uαe
i~k·(~lα2−~lα1 )bα2(~k)
+b†α2(
~k)U†αe
−i~k·(~lα2−~lα1 )bα1(~k)]. (B7)
These two equations can be rephrased in matrix form:
HfMF =
∑
~k
ψ†(~k)QfMF (~k)ψ(~k) (B8)
with
ψ(~k) =

ψ1,↑(~k)
ψ2,↑(~k)
...
ψNsite,↑(~k)
ψ1,↓(~k)
...
ψNsite,↓(~k)

. (B9)
Here Nsite means the number of sites in one unit cell.
The QfMF can be diagonalized as
QfMF (
~k) = Sf (~k)Df (~k)Sf†(~k). (B10)
Denote φ(~k) = Sf†(~k)ψ(~k), we further have
HfMF =
∑
~k
2Nsite∑
i=1
λfi (
~k)φ†i (~k)φi(~k). (B11)
To obtain energy of the original Hamiltonian, we need
to evaluate the average 〈ψ†i ( ~k1)ψj( ~k2)〉0. The subscript
0 means that average is taken in a Gaussian level. These
two averages can be expressed as
〈ψ†i ( ~k1)ψj( ~k2)〉0 = δ ~k1, ~k2
2Nsite∑
l=1
Sf∗il S
f
jl〈φ†l ( ~k1)φl( ~k1)〉0,
(B12)
where
〈φ†l (~k)φl(~k)〉0 =
{
0, λfl (
~k) > 0
1, λfl (
~k) < 0.
(B13)
For simplicity, we define several functions:
nf (i, s) =
∑
~k
〈ψ†i,s(~k)ψi,s(~k)〉0, (B14)
nb(i, s) =
∑
~k
b†i,s(~k)bi,s(~k), (B15)
Of (α, s1, s2) =
∑
~k
ei
~k·(~lα2−~lα1 )〈ψ†α1,s1(~k)ψα2,s2(~k)〉0,
(B16)
Ob(α, s1, s2) =
∑
~k
ei
~k·(~lα2−~lα1 )b†α1,s1(
~k)bα2,s2(
~k). (B17)
Here i is the site index in one super-cell, s, s1 and s2
can be ↑ or ↓.
2. Evaluation of the Energy
With assistance with definitions above, energy of the
original Hamiltonian can be expressed as
〈H〉0 = 〈H1〉0 − t〈H2〉0, (B18)
〈H1〉0 =
∑
α
[
Ncell
4
− 1
4
nf (α1, ↑)− 1
4
nf (α1, ↓)
−1
4
nf (α2, ↓)− 1
4
nf (α2, ↓)
− 1
2Ncell
Of (α, ↓, ↑)Of (α, ↑, ↓)
+
1
2Ncell
Of (α, ↑, ↑)Of (α, ↓, ↓)
− 1
2Ncell
O∗f (α, ↓, ↑)O∗f (α, ↑, ↓)
+
1
2Ncell
O∗f (α, ↑, ↑)O∗f (α, ↓, ↓)
− 1
4Ncell
O∗f (α, ↑, ↑)Of (α, ↑, ↑)
+
1
4Ncell
nf (α1, ↑)nf (α2, ↑)
− 1
4Ncell
O∗f (α, ↑, ↓)Of (α, ↑, ↓)
+
1
4Ncell
nf (α1, ↑)nf (α2, ↓)
− 1
4Ncell
O∗f (α, ↓, ↑)Of (α, ↓, ↑)
+
1
4Ncell
nf (α1, ↓)nf (α2, ↑)
− 1
4Ncell
O∗f (α, ↓, ↓)Of (α, ↓, ↓)
+
1
4Ncell
nf (α1, ↓)nf (α2, ↓)],(B19)
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and
〈H2〉0 = 1
2Ncell
∑
α
[Ob(α, ↑, ↓)Of (α, ↓, ↑)
+Ob(α, ↓, ↑)Of (α, ↑, ↓)
−Ob(α, ↑, ↑)Of (α, ↓, ↓)
−Ob(α, ↓, ↓)Of (α, ↑, ↑)
+O∗b (α, ↑, ↓)O∗f (α, ↓, ↑)
+O∗b (α, ↓, ↑)O∗f (α, ↑, ↓)
−O∗b (α, ↑, ↑)O∗f (α, ↓, ↓)
−O∗b (α, ↓, ↓)O∗f (α, ↑, ↑)
+Ob(α, ↑, ↑)O∗f (α, ↑, ↑)
+Ob(α, ↑, ↓)O∗f (α, ↑, ↓)
+Ob(α, ↓, ↑)O∗f (α, ↓, ↑)
+Ob(α, ↓, ↓)O∗f (α, ↓, ↓)
+O∗b (α, ↑, ↑)Of (α, ↑, ↑)
+O∗b (α, ↑, ↓)Of (α, ↑, ↓)
+O∗b (α, ↓, ↑)Of (α, ↓, ↑)
+O∗b (α, ↓, ↓)Of (α, ↓, ↓)]. (B20)
Appendix C: Construction of the Interaction
Hamiltonian in Weak Coupling Limit
A generic interaction term reads (spin indices
neglected)23
H ′ =
∫ ∏
a
ka
2pi
∑
Pa,ia
δ(Q)V (Pa, ia, ka)
ψP1†i1 (k1)ψ
P2†
i2
(k2)ψ
P3
i3
(k3)ψ
P4
i4
(k4), (C1)
where P = 1(−1) for R(L). The constraint of momentum
conservation
0 = Q =− P1kFi1 − P2kFi2 + P3kFi3 + P4kFi4
− k1 − k2 + k3 + k4. (C2)
As the momentum of chiral fermions (ki) are much
smaller than Fermi vectors (kFi), the momentum con-
servation is reduced to
−P1kFi1 − P2kFi2 + P3kFi3 + P4kFi4 = 0. (C3)
Therefore, only two types of interactions are allowed.
The first one is intra-band scattering ψR†i ψ
L†
j ψ
L
j ψ
R
i and
the second one is inter-band scattering ψR†i ψ
L†
i ψ
L
3−iψ
R
3−i.
The purely chiral terms like ψR†i ψ
R†
j ψ
R
j ψ
R
i do not gener-
ate renormalization at leading order23 and thus are ne-
glected. When spin is included, we define charge and spin
current
Tij =
∑
s
ψ†i,sψi,s, (C4)
~Tij =
1
2
∑
s,s′
ψ†i,s~σss′ψi,s′ , (C5)
and the interaction Hamiltonian density in real space can
be written as
H′ = fρijTRii TLjj − fσij ~TRii · ~TLjj
+ f ′ρiiT
R
i,3−iT
L
i,3−i − f ′σi,i ~TRi,3−i · ~TLij , (C6)
Appendix D: Derivation of RG Equations
Define zi = viτ − ix. Determined by the operator
product expansion (OPE) in terms of chiral fermions
ψRi,s(x, τ)ψ
R†
j,s′(0, 0) ∼
δijδss
′
2pizi
, (D1)
ψLi,s(x, τ)ψ
L†
j,s′(0, 0) ∼
δijδss
′
2piz∗i
, (D2)
the current algebra reads23
TRij (x, τ)T
R
lm(0, 0) ∼
δil
2pizj
TRjm −
δjm
2pizi
TRil , (D3)
TRaij (x, τ)T
Rb
lm (0, 0) ∼
δab
4
(
δil
2pizj
TRjm −
δjm
2pizi
TRil ) (D4)
+
iabc
2
(
δil
2pizj
TRcjm +
δjm
2pizi
TRcil ),
TRaij (x, τ)T
R
lm(0, 0) ∼
δil
2pizj
TRajm −
δjm
2pizi
TRail , (D5)
where TRa is the components of the vector current ~TR.
For TL, the current algebra is the same, except zi → z∗i .
Employing the standard method35 and using the current
algebra above, we obtain the RG equations
f˙ρii = −
16(f ′ρii)
2 + 3(f ′σii)
2
32pivi
, (D6)
f˙σii = −
2(fσii)
2 + 4f ′ρiif
′σ
ii + (f
′σ
ii)
2
4pivi
, (D7)
f˙ρi,3−i =
16(f ′ρii)
2 + 3(f ′σii)
2
16pi(vi + v3−i)
, (D8)
f˙σi,3−i =
2(fσi,3−i)
2 + 4f ′ρiif
′σ
ii − (f ′σii)2
2pi(vi + v3−i)
, (D9)
f˙ ′
ρ
ii =
16fρijf
′ρ
ii + 3f
σ
ijf
′σ
ii
8pi(vi + v3−i)
−
∑
i
16fρiif
′ρ
ii + 3f
σ
iif
′σ
ii
32pivi
, (D10)
f˙ ′
σ
ii =
2fρijf
′σ
ii + 2f
σ
ijf
′ρ
ii − fσijf ′σii
pi(vi + v3−i)
−
∑
i
2fρiif
′σ
ii + 2f
σ
iif
′ρ
ii + f
σ
iif
′σ
ii
4pivi
. (D11)
Symmetries of the coupling constants are employed in
the derivation of the equations above. The initial value
12
of these coupling constants are
fρij,0 =
1
4
fσij = J
′(1− (−1)i+j cos(kFi + kFj
2
))
+
1
2
J(1− cos(kFi + kFj)) + δijJy, (D12)
f ′ρii,0 =
1
4
f ′σii = J sin(kF1) sin(kF2)
− 2J ′ sin(kF1
2
) sin(
kF2
2
)− Jy. (D13)
The RG flows are calculated numerically.
Appendix E: Bosonization Dictionary35
The bosonization dictionary35 reads
ψ
R/L
i,s ∼ ηi,sei
√
4piφ
R/L
i,s , (E1)
where the chiral boson fields satisfy commutation
relation23
[φRi,s(x), φ
R
i′,s′(y)] = −[φLi,s(x), φLi′,s′(y)]
=
i
4
sgn(x− y)δii′δss′ , (E2)
[φRi,s(x), φ
L
i′,s′(y)] =
i
4
δii′δss′ , (E3)
and ηs are Klein factors satisfying {ηi,s, ηi′,s′} = 2δii′δss′ .
To describe spin and charge modes, we further define
φi,ρ =
1√
2
(φRi,↑ + φ
R
i,↓ + φ
L
i,↑ + φ
L
i,↓), (E4)
θi,ρ =
1√
2
(φRi,↑ + φ
R
i,↓ − φLi,↑ − φLi,↓), (E5)
φi,σ =
1√
2
(φRi,↑ − φRi,↓ + φLi,↑ − φLi,↓), (E6)
θi,σ =
1√
2
(φRi,↑ − φRi,↓ − φLi,↑ + φLi,↓), (E7)
where subscript ρ represents charge mode and σ repre-
sents spin mode, respectively.
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