We consider the scalar second order ODE u ′′ + |u ′ | α u ′ + |u| β u = 0, where α, β are two positive numbers and the non-linear semi-group S(t) generated on IR 2 by the system in (u, u ′ ). We prove that S(t)IR 2 is bounded for all t > 0 whenever 0 < α < β and moreover there is a constant C independent of the initial data such that
Introduction
It is well known that a certain number of dynamical systems S(t) defined on a Banach space X have the property of universal boundedness for all t > 0, in the sense that ∀t > 0, S(t)X is a bounded subset of X.
(1.1)
As a simple example we can consider the first order scalar ODE u ′ + δ|u| ρ u = 0 (1.2) with δ, ρ positive. Indeed for any initial state u(0) = u 0 we have
Where C = (ρδ) −1/ρ is independent of u 0 . This property extends classically to some classes of nonlinear parabolic PDEs, for instance the semilinear parabolic equation
with either Dirichlet or Neumann homogeneous boundary conditions, the result follows at once from the maximum principle. For a more elaborate quasilinear case, cf. [5] .
It is natural to ask whether second order ODEs with superlinear dampings such as
have the same property, however the equation
has an explicit solution defined for all t on the line, more precisely u(t) = 1 4 t 2 − 1 2 is a solution for t ≤ 0 which extends uniquely for t ≥ 0 and has an unbounded range. In such a case, due to the autonomous character of the equation, the entire range of the unbounded solution is contained in S(t)IR 2 for all t > 0 and universal boundedness fails. In this paper we consider the scalar second order ODE 5) for which, after the limited elementary approach of [3] , Philippe Souplet [6] gave a definitive negative answer at least when α ≥ β ≥ 0. Strangely enough, although this equation has been studied very carefully in [4] which several extensions in [1, 2] , it seems that nobody questionned the possibility of universal boundedness when 0 < α < β.
2 Universal bounds for equation (1.5) when 0 < α < β.
The fact that the semi-group S(t) generated by equation (1.5) is universally bounded when 0 < α < β for t > 0 would actually follow from a careful inspection of the proof of Theorem 3, (a) from [6] , since this proof allows to see that the life-time of the solutions to the backward equation tends to 0 when the size of the initial state tends to infinity. We do not discuss here well-posedness of the initial-value problem for equation (1.5) which is completely standard. For any solution u on IR, the energy defined by the formula
is a good way of measuring the size of the solution at time t. By multiplying equation
hence the energy of any solution is non-increasing. Moreover, universal boundedness of the dynamical system generated by equation (1.5) is equivalent to the existence of a bound of the energy independent of the solution. We shall give two different bounds when t tends to zero depending on the relative positions of α and β β+2 . The first result of this paper is
Proof. We consider the perturbed energy function
where ε > 0. To prove that F ε (t) ∼ E(t), we use (2.6) and Young's inequality, we have
Then, by using (2.9), we obtain from (2.8)
Using (1.5) and (2.7), we obtain
By using Young's inequality, with the conjugate exponents α+2 2 and α+2 α , we get
and taking δ small enough, we have for some P > 0
Using (2.12), we have from (2.22) that 
and taking δ small enough
By replacing it in (2.13), we have
where Q = P + P ′ . By choosing ε small, we get
(2.14)
and also employing the inequality
for an arbitrary µ > 0, we obtain with x = |u| β+2
Hence (2.14) becomes
We now use (2.10) to deduce from (2.15) that
(2.16) By Ghidaglia's inequality (cf. e.g. [7] , III, Lemma 5.1) we infer
and then
the result follows easily with C = 2
Theorem 2.2. Assuming β > 0 and β β+2 ≤ α < β, there is a constant C independent of E(0) such that
Proof. Since it is quite similar to the proof of Theorem 2.1 we only sketch out the crucial steps. We consider now the perturbed energy
where γ := β−α α+1 and ε > 0. We again use Young's inequality which provides
and we observe that the condition β β+2 ≤ α now implies 2γ + 2 ≤ β + 2. Then, by using (2.20), we obtain from (2.19) that for ε small enough
The two first terms in the last line are perfect for our purpose. It turns out that they control the two last terms up to some constants. Indeed we have
As observed previously we have 2γ ≤ β, hence 2γ α ≤ β +2 and finally γ(
On the other hand we have
and it turns out that (γ + 1)(α + 2) = β + γ + 2. After a few manipulations we end up with the inequality
Taking account the fact that 3 A sharp universal bound for equation (1.5) when 0 < α < β.
Our final result is in fact optimal and has the same appearance in both regions considered in the last section, although the significance is different according to the relative position of α and β β+2 . In the RHS of the inequality below, the smaller exponent is relative to the region {t ≥ 1} (decay rate) and the larger exponent is relative to the region {t ≤ 1} (indicating the growth of the universal bound as t tends to 0. The roles of the exponents are exchanged when crossing the value α 0 = β β+2 . Theorem 3.1. Assuming 0 < α < β there is a constant C independent of E(0) such that
Proof. Let us consider first the case 0 < α ≤ α 0 . By Theorem 2.1 we have for a certain constant
In particular we have for any solution E(1) ≤ C 1 . As a consequence of [4] , Theorem 1.1, ii) we then have
Now for t ≥ 1 we have t
. In particular since E(t) is non-increasing we have
Introducing C = max{C 1 , C 2 , C 3 } we finally obtain (3.23). The case α 0 ≤ α < β is similar, using Theorem 2.2 and [4], Theorem 1.1, i).
Remark 3.2. The estimate (3.23) is optimal. For instance for α 0 ≤ α < β the decay estimate is sharp for all nontrivial solutions, while the growth for t tending to 0 is sharp for some special solutions of the backward equation found by Souplet [6] . On the other side, when 0 < α ≤ α 0 , all non-trivial solutions of the backward equation blow-up exactly at the rate allowed by the estimate, while the decay estimate is sharp for the "slow-decaying" solutions, cf. [4] .
Remark 3.3. It is clear that Theorem 3.1 can be extended under relaxed assumptions on the non-linearities, and for vector equations such as those considered in [2] . This will be the object of future works.
