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Abstract
We evaluate Polyakov loops and string tension in two-dimensional QED with both massless
and massive N -flavor fermions at zero and finite temperature. External charges, or external
electric fields, induce phases in fermion masses and shift the value of the vacuum angle parameter
θ, which in turn alters the chiral condensate. In particular, in the presence of two sources of
opposite charges, q and −q, the shift in θ is 2π(q/e) independent of N . The string tension has
a cusp singularity at θ = ±π for N ≥ 2 and is proportional to m2N/(N+1) at T = 0.
Two-dimensional QED, the Schwinger model, with massive N -flavor fermions resembles four-
dimensional QCD in various aspects, including confinement, chiral condensates, and θ vacua [1]-[11].
Much progress has been made recently in evaluating chiral condensates and string tension in the
massive theory [12]-[16]. In this paper we shall show that the three phenomena, confinement, chiral
condensates, and θ vacua, are intimately related to each other. In particular, the string tension in
the confining potential is determined by the θ dependence of chiral condensates 〈ψ−ψ 〉.
The behavior of the model is distinctively different, depending on whether N = 1 (one-flavor)
or N ≥ 2 (multi-flavor), and on whether fermions are massless or massive. The massless (m = 0)
theory is exactly solvable. 〈ψ−ψ 〉θ 6= 0 for N = 1, but 〈ψ−ψ 〉θ = 0 for N ≥ 2. [17, 18] In either
cases the string tension between two external sources of opposite charge vanishes [4, 8, 12].
In the massive (m 6= 0) theory 〈ψ−ψ 〉θ is proportional to m(N−1)/(N+1) cos2N/(N+1)(θ¯/N) at
T = 0 where θ¯ = θ − 2π[(θ + π)/2π] [5, 13]. For N ≥ 2 the dependence on m is non-analytic. It
also has a cusp singularity at θ = ±π. A perturbation theory in fermion masses is not valid at low
temperature.
The confinement phenomenon can be explored in various ways. One way is to evaluate the
Polyakov loop Pq(x) = exp {iq
∫ β
0 dτ A0(τ, x)} at finite temperature T = β−1 [19]-[23]. F (T ) =
−T ln 〈Pq(x) 〉 or −T ln 〈Pq(x)†Pq(y) 〉 measures the increase in free energy in the presence of an
external charge q or a pair of charges q and −q. In particular, the latter is written as σ|x− y| for
large |x− y| where σ is identified with the string tension. This method has the advantage of giving
the temperature dependence directly.
Alternatively one may determine the ground state to evaluate the change in the energy density
(at T = 0) when a pair of sources of charge q and −q is placed [4, 24, 25]. This method has the
advantage of showing how external charges affect the θ parameter and chiral condensates.
We employ both methods in a unified manner. Years ago Coleman, Jackiw, and Susskind
showed the confinement of fractional charges in the N = 1 theory adopting the latter method
[4]. Recently Hansson, Nielsen and Zahed applied functional integration method to evaluate the
Polyakov loop correlation function [12]. The argument has been generalized to finite temperature
by Grignani et al. [15]. Ellis et al. [8] and Gross et al. [14] have presented the mechanism of
confinement in terms of soliton solutions in the bosonized form. All of these arguments are given
in the one flavor (N = 1) case and rely on the validity of a perturbation theory in a fermion mass.
Recently chiral condensates with arbitrary fermion masses m, vacuum angle θ and temperature
T have been evaluated in the N -flavor model [13]. The problem was reduced to solving a quantum
mechanical system of N degrees of freedom. It was shown that the m→ 0 and T → 0 limits do not
commute for N ≥ 2. In particular, the m-dependence of physical quantities is singular at T = 0.
We analyse the model
L = −14 FµνFµν +
N∑
a=1
ψ
−
a
{
γµ(i∂µ − eAµ)
}
ψa + Lmass
Lmass = −
N∑
a=1
ma
{
eiδa Ma + e
−iδa M †a
}
(ma ≥ 0)
Ma = ψ
−
a
1
2(1− γ5)ψa (1)
defined on a circle with a circumference L [24]-[35]. The model defined at finite temperature [36]-
[46], on a torus or sphere [47]-[52], or on a lattice or light-cone [53]-[62], has been also extensively
discussed in the literature.
We impose boundary conditions Aµ(t, x + L) = Aµ(t, x) and ψa(t, x + L) = −ψa(t, x). On a
circle the only physical degree of freedom associated with gauge fields is the Wilson line phase
ΘW(t): [24]
eiΘW(t) = exp
{
ie
∫ L
0
dxA1(t, x)
}
. (2)
In Matusbara’s formalism the finite temperature field theory is defined by imposing perodic or
anti-periodic boundary conditions in the imaginary time (τ) axis on bosons or fermions, respectively.
Mathematically the model at finite temperature T = β−1 is obtained from the model defined on
a circle by Wick rotation and replacement L → β, it → x and x → τ . Furthermore the Polyakov
2
loop of a charge q in the finite temperature theory corresponds to the Wilson line phase:
Pq(x) = exp
{
iq
∫ β
0
dτ A0(τ, x)
}
⇐⇒ exp
{
i
q
e
ΘW(t)
}
. (3)
We bosonize fermions in the Coulomb gauge [5, 17, 24, 13]. Take γµ = (σ1, iσ2) and write
ψTa = (ψ
a
+, ψ
a−). In the interaction picture defined by free massless fermions
ψa±(t, x) =
1√
L
Ca± e
±i{qa
±
+2pipa
±
(t±x)/L} : e±i
√
4piφa
±
(t,x) :
e2piip
a
± |phys 〉 = |phys 〉 (4)
where Ca+ = exp{iπ
∑a−1
b=1 (p
b
+ + p
b−)} and Ca− = exp{iπ
∑a
b=1(p
b
+ − pb−)}. Here
[qa±, p
b
±] = i δ
ab
φa±(t, x) =
∞∑
n=1
(4πn)−1/2 {ca±,n e−2piin(t±x)/L + h.c.} , [ca±,n, cb,†±,m] = δabδnm . (5)
The : : in (4) indicates normal ordering with respect to (cn, c
†
n). In physical states p
a± takes an
integer eigenvalue.
Conjugate pairs are {pa, qa} = {12(pa+ + pa−), qa+ + qa−}, {p˜a, q˜a} = {pa+ − pa−, 12 (qa+ − qa−)},
{PW,ΘW}, and {Πa, φa = φa+ + φa−}. The Hamiltonian in the Schro¨dinger picture becomes
Htot = H0 +Hφ +Hmass + (constant)
H0 =
e2L
2
P 2W +
N
2πL
{
ΘW +
2π
N
N∑
a=1
pa
}2 − 2π
NL
{ N∑
a=1
pa
}2
+
2π
L
N∑
a=1
{
p2a +
1
4
p˜2a
}
Hφ =
∫ L
0
dx
1
2
:
[ N∑
a=1
{
Π2a + (φ
′
a)
2
}
+
e2
π
( N∑
a=1
φa
)2 ]
:
Hmass =
∫ L
0
dx
∑
a
ma
{
eiδaMa + e
−iδaM †a
}
. (6)
In the mass term
Ma = −Ca†− Ca+ · e−2piip˜ax/L eiqa · L−1N0[ei
√
4piφa ] (7)
where Nµ[· · ·] indicates that the operator inside [ ] is normal-ordered with respect to a mass µ. In
general a mass-eigenstate field χα with a mass µα is related to φa by an orthogonal transformation
χα = Uαaφa. In (7) we have
N0[e
i
√
4piφa ] = B
−
a
N∏
α=1
Nµα [e
iUαa
√
4piχα ]
B
−
a =
N∏
α=1
B(µαL)
(Uαa)
2
B(z) =
z
4π
exp
{
γ +
π
z
− 2
∫ ∞
1
du
(euz − 1)√u2 − 1
}
. (8)
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As [p˜a,Htot] = 0, we may restrict ourselves to states with p˜a = 0.
Hmass gives rather complicated coupling between the zero and φa (χα) modes, whose effects are
non-perturbative for N ≥ 2. As in previous papers [13] the vacuum wave function is written in the
form
|Φvac(θ) 〉 =
∫ 2pi
0
N−1∏
a=1
dϕa f(ϕa; θeff) |Φ0(ϕa + δa; θ) 〉 (9)
where
|Φ0(ϕa; θ) 〉 = (2π)−N/2
∑
{n,ra}
einθ+i
∑N−1
a=1
raϕa |Φ(n+r1,···,n+rN−1,n)0 〉
〈ΘW, qa|Φ(n1,···,nN )0 〉 = u0
(
ΘW +
2π
N
N∑
a=1
na
)
(2π)−N/2ei
∑N
a=1
naqa
u0(x) =
( N
π2µL
)1/4
e−Nx
2/2piµL , µ2 =
Ne2
π
θeff = θ −
N∑
a=1
δa . (10)
We have generalized the expression to incorporate the phases δa’s in the mass parameter in (1).
The ansatz above for the vacuum is good for ma ≪ e.
The eigenvalue equation (H0 +Hmass)|Φvac(θ) 〉 = E|Φvac(θ) 〉 reads{
−△ϕN + VN (ϕ; θeff )
}
f(ϕ; θeff) = ǫ f(ϕ; θeff) (11)
where
△ϕN =
N−1∑
a=1
∂2
∂ϕ2a
− 2
N − 1
N−1∑
a<b
∂2
∂ϕa∂ϕb
VN (ϕ; θeff ) = − NL
(N − 1)π e
−pi/NµL
N∑
a=1
maB
−
a cosϕa
ϕN = θeff −
N−1∑
a=1
ϕa (12)
and ǫ = NEL/2π(N − 1).
For the χα fields, the vacuum is defined with respect to their physical mass µα’s which needs
to be determined self-consistently from the wave function in (9). In the symmetric case ma = m
one has µ2 = · · · = µN , µ21 = µ2 + µ22 and B
−
a = B(µ1L)
1/NB(µ2L)
(N−1)/N ≡ B−. The potential is
reduced to
VN (ϕ; θeff ) = −κ0
N∑
a=1
cosϕa
κ0 =
NmL
(N − 1)π e
−pi/NµLB− . (13)
Further µ22 is determined by
µ22 = R =
8πmB
−
L
e−pi/NµL 〈 cosϕ 〉f (14)
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where the f -average is given by 〈 g(ϕ) 〉f =
∫
[dϕ] g(ϕ)|f(ϕ)|2 . We have made use of the fact that
〈 eiϕa 〉f is independent of a. Eqs. (11) and (14) are solved simultaneously. Evaluation of these
equations was given in [13]. An important point in the following discussion is that f(ϕ; θeff) or
Φvac(θ) is determined solely by m, L (or T ), and θeff .
Now let us evaluate the Polyakov loop at finite T , or equivalently 〈 eikΘW(t) 〉θ on a circle. The
parameter k corresponds to q/e where q is the charge of an external source. Since the expecta-
tion value is t-translation invariant, it is sufficient to evaluate at t = 0. Making use of (9), one
immediately finds
〈Φ(θ′;ϕ′)|eikΘW |Φ(θ;ϕ) 〉 = δ2pi(θ − θ′ − 2πk)
N−1∏
a=1
δ2pi(ϕa − ϕ′a −
2πk
N
) · e−pik2µL/4N . (15)
It follows that
〈Pke 〉θ,T = 〈 eikΘW 〉θ,L=T−1
=


0 for k 6= an integer
e−k2piµ/4NT
∫
[dϕ] f(ϕa; θeff)
∗f(ϕa +
2πk
N
; θeff) for k = an integer .
(16)
The vanishing of the Polyakov loop for a fractional k is due to the invariance under large gauge
transformations. The Hamiltonian (6) is invariant under ΘW → ΘW + 2π and pa → pa − 1. In
other words,
U = exp
(
2πiPW + i
N∑
a=1
qa
)
[U,Htot] = 0
U |Φvac(θ) 〉 = eiθ |Φvac(θ) 〉 , (17)
which implies the vanishing of 〈 eikΘW 〉θ for a non-integer k.
In theN = 1 (one-flavor) case, there is no ϕa degrees of freedom. Eq. (16) reduces to 〈Pke 〉θ,T =
e−k
2piµ/4T , which agrees with the result of Grignani et al. The factor k2πµ/4 is understood as the
self-energy of the source [15].
In the N ≥ 2 (multi-flavor) case the overlap integral for the f(ϕ; θeff ) factor becomes relevant.
In the massless (m = 0) case, however, f(ϕ) is constant as the potential VN (ϕ; θeff ) in (11) vanishes.
Hence 〈Pke 〉θ,T = e−k2piµ/4NT in the massless theory.
When m 6= 0, the overlap integral needs to be evaluated numerically. In two limits, namely
T/µ≪ (m/µ) NN+1 and T/µ≫ 1, analytic expressions are obtained. It is instructive to examine the
free energy Fe(T ) = −T ln 〈Pe 〉θ,T for k = 1. At sufficiently low T = L−1, κ0 ≫ 1 in (13) so that
f(ϕ) has a sharp peak at the minimum of the potential
ϕmina =
θ¯eff
N
, θ¯eff = θeff − 2π
[θeff + π
2π
]
. (18)
f(ϕ) is approximately given, up to a normalization constant, by
f = exp
{
−
√
N − 1
2N
κ0 cos
θ¯eff
N
(N−1∑
a=1
ϕ˜2a +
N−1∑
a<b
ϕ˜aϕ˜b
)}
, ϕ˜a = ϕa − θ¯eff
N
. (19)
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Figure 1: (a) The Polyakov loop 〈P 〉 and the overlap integral in (16) are plotted as functions of
T/µ for k = 1 (q = e), N = 3, m/µ = 0.01 and θ = 0. (b) The free energy F/µ = −(T/µ) ln 〈P 〉
and the chiral condensate 〈ψ−ψ 〉/µ are plotted with the same parameter values.
Hence the overlap integral gives an additional damping factor in (16). In the opposite limit T/µ≫
1, κ0 ≪ 1 so that f ∼ constant. Hence we find, for an integer k = q/e,
Fq(T ) =


k2πµ
4N
{
1 + (N − 1)
(
2eγ
m
µ
cos
θ¯eff
N
) N
N+1
}
for T ≪ m NN+1µ 1N+1
k2πµ
4N
for T ≫ µ .
(20)
The free energy is finite. It does not diverge even at T = 0. An integer external charge is screened.
In fig. 1 we have depicted the temperature dependence of the Polyakov loop, free energy, and
chiral condensate in the N = 3 case with m/µ = 0.01 and θeff = 0. Notice that all these quantities
show cross-over transitions, but at different temperature.
The vanishing of the Polyakov loop for a fractional charge q = ke does not necessarily implies
the confinement as it follows from the gauge invariance. To obtain information on the confinement
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or the string tension, we evaluate the Polyakov loop correlator:
G˜q(x) = 〈Pq(x)†Pq(0) 〉θ,T ⇐⇒ Gq=ke(t) = 〈T [ e−ikΘW(t) eikΘW(0) ] 〉θ,L . (21)
Without loss of generality we suppose that x > 0 and t > 0 (x ↔ it). Note that Gq(t) is gauge
invariant.
In the N = 1 model the correlator Ge(t) was first evaluated by Hetrick and Hosotani [24]. For
a general q, G˜q(x) has been evaluated by Hansson et al. [12] and by Grignani et al. [15]. Consider
G(t; k, l) = 〈T [ e−ikΘW(t) e+ilΘW(0) ] 〉θ,L (22)
in the massless N -flavor model, which we denote by G(0)(t; k, l). In this case the zero modes
(ΘW, qa) and oscillatory modes decouple so that the model is exactly solvable. The Heisenberg
operator ΘW(t) can be expressed in terms of Schro¨dinger operators
ΘW(t) = ΘW cosµt+
πµL
N
PW sinµt+
2π
N
N∑
a=1
pa(cos µt− 1) . (23)
Making use of (23), we find
e−ikΘW(t) e+ilΘW(0) = exp
{
− iklπµL
2N
sinµt+
ikπµL
2N
sinµt (k cosµt− l)
}
× exp
{
− 2ikπ
N
(cosµt− 1)
∑
pa − i(k cosµt− l)ΘW
}
× exp
{
− ikπµL
N
sinµtPW
}
. (24)
In taking the vacuum expectation value of (24), we encounter the factor δ2pi[θ − θ′ + 2π(k − l)] as
in (15). It follows that
G(0)(t; k, l) =


0 for k − l 6= an integer
exp
{
− πµL
4N
(k2 + l2 − 2kle−iµ|t|)
}
for k − l = an integer. (25)
This implies that the increase in the free energy in the presence of a pair of charges q and −q is
F pairq (T )
(0) = −T ln 〈Pq(x)†Pq(0) 〉θ =
πµ
2N
(q
e
)2
(1− e−µ|x|) . (26)
In the massless theory external charges are completely shielded and the string tension vanishes as
shown by various authors [4, 12, 14, 15].
If fermions are massive, the situation qualitatively changes. In the literature only the N = 1
case has been analysed for which a perturbation theory in fermion masses is valid. Restricting
ourselves to N = 1 with k = l and δ = 0 (therefore θeff = θ), we find
G(1)(t; k, k) = G(t; k, k) −G(0)(t; k, k)
= −i
∫ ∞
−∞
ds
{
〈T [ e−ikΘW(t)I eilΘW(0)I Hint(s)I ] 〉 −G(0)(t; k, k) 〈Hint(s)I 〉
}
7
Hint(s)
I = −mB(µL)
L
∫ L
0
dx
{
eiq(s)
I
Nµ[e
i
√
4piφ(s,x)I ] + h.c.
}
. (27)
Here the superscript I indicates the interaction picture defined by a massless fermion. To O(m)
the φ field part of Hint does not contribute.
In the second term in the expression of G(1), 〈Hint(s) 〉 = mBe−pi/µL cos θ. In evaluating the
first term we need, in addition to (23),
q(t)I = q +
2
µL
(ΘW + 2πp) sin µt+ 2πPW(1− cosµt) . (28)
A useful identity is
〈 e±iq(s)I e−ikΘW(t)I eikΘW(0)I 〉θ = G(0)(t; k, k) · e∓iθ e−pi/µL e∓ipik(1−e
iµt)e−iµs . (29)
Without loss of generality we take t > 0. The integral over s in (27) splits into three parts:∫ 0
−∞,
∫ t
0 , and
∫∞
t . It is easy to check that the first integral is the same as the third integral after a
change of variables, and each of them vanishes. The manipulation is justified with the hypothesis
of adiabatic switching of interactions implicit in the derivation of Gell-Mann-Low relations.
The second integral gives the sole contribution to G(1):
G(1)(t; k, k) = imBe−pi/µLG(0)(t; k, k)
×
∫ t
0
ds
{
e−iθ
(
e2piike−ipik(e
−iµ(t−s)+e−iµs) − 1
)
+ (θ → −θ, k → −k)
}
. (30)
The integral is expressed in terms of Bessel functions. The correction to the free energy is, after
making a Wick rotation it = x > 0,
F pairq (x, T )
(1) = −T G(1)
/
G(0)
= −2|x|mTBe−pi/µL
{
J0(2πkz) cos(θ − 2πk) − cos θ
+
1
µ|x|
∞∑
n=1
(
e−i(θ−2pik) + (−1)ne+i(θ−2pik)
)
in
n
(z−n − zn)Jn(2πkz)
}
(31)
where z = e−µ|x|/2. For µ|x| ≫ 1, z ≪ 1 so that
F pairq (x, T )
(1) ∼ σ |x|
σN=1 = −2mTB
(µ
T
)
e−piT/µ
{
cos(θ − 2πq
e
)− cos θ
}
. (32)
Here σ is a “string tension”. Since 〈ψ−ψ 〉θ = −2Te−piT/µB(µ/T ) cos θ, we find
σN=1 = m
{
〈ψ−ψ 〉θ−2pi(q/e) − 〈ψ−ψ 〉θ
}
. (33)
In other words, the major effect of a pair of external sources of charges q and −q is to shift the θ
parameter in the region bounded by the sources by an amount 2π(q/e), which changes the chiral
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condensate [4, 12]. A linear potential results because of this. We shall show below that this is true
even for N ≥ 2. The expression (33) is valid at arbitrary temperature.
The string tension σ can be either positive or negative, depending on the values of θ and q/e.
This implies that the θ 6= 0 vacuum is unstable against pair creation of sufficiently small fractional
charges.
The perturbation theory in fermion masses cannot be employed in the N ≥ 2 case as physical
quantities are not analytic in m at T = 0 [5, 13]. The perturbation theory can be applied only in
the high temperature regime.
There is a better way to explore the problem. We place external charges on a circle and solve
the Hamiltonian as was done in the N = 1 case in [24] and [25].
In the presence of external charges Lext = −A0ρext. Gauss’s law implies
∂xEext(x) = ρext(x) . (34)
Let us restrict ourselves to static sources ρext(x) where
∫ L
0 dx ρext = 0. Then Eext(x) = E
(0)
ext −
Aext0 (x)
′. Here E(0)ext is constant and Aext0 (x) = −
∫ L
0 dy G(x − y)ρext(y). In particular, for a pair of
sources located at x = 0 and at x = d,
ρext(x) = q
{
δL(x)− δL(x− d)
}
Eext(x) = E
(0)
ext +Eext(x)
(1)
E
(1)
ext = −Aext0 (x)′ =


q
(
1− d
L
)
for 0 < x < d
−q d
L
for d < x < L .
(35)
Note that
∫ L
0 dxEext(x)
(1) = 0.
Suppose that ma = m ≪ µ. The total charge density is j0EM =
∑N
a=1 eψ
†
aψa + ρext, and the
Coulomb energy becomes
HCoulomb = −1
2
∫ L
0
dxdy j0EM(t, x)G(x − y)j0EM(t, y)
=
∫ L
0
dx
1
2
(µχ1 −E(1)ext)2 . (36)
Here χ1 = N
−1/2∑N
a=1 φa. In view of (36) we write
χ1 = χ
cl
1 + χ˜1
(
− d
2
dx2
+ µ2
)
χcl1 = µE
(1)
ext . (37)
The total Hamiltonian is now
Hnewtot = H0 +Hcl +Hχ +Hmass
9
Hcl =
∫ L
0
dx
1
2
{
(χcl1
′)2 + (µχcl1 − E(1)ext)2
}
Hχ =
∫ L
0
dx
1
2
:
{
Π21 + (χ˜
′
1)
2 + µ2χ˜21 +
N∑
α=2
(Π2α + χ
′2
α )
}
: (38)
H0 and Hmass are given by (6). When m≪ µ, µ1 ∼ µ. In Hmass
Nµ[e
i
√
4pi/Nχ1 ] = ei
√
4pi/Nχcl1 Nµ[e
i
√
4pi/Nχ˜1 ] . (39)
In other words, the net effect of a pair of external sources is to give x-dependent fermion mass
phases δa =
√
4π/Nχcl1 (x) in (1). Suppose that µ
−1 ≪ d≪ L. Sufficiently away from the source
δeffa =
√
4π
N
χcl1 (x) ∼
2π
Ne
Eext(x)
(1)
=


2πq
Ne
(
1− d
L
)
≡ δin for µ−1 < x < d− µ−1
−2πq
Ne
· d
L
≡ δout for d+ µ−1 < x < L− µ−1 .
(40)
Finding the exact form of the ground state wave function of (38) is rather involved. Instead, we
content ourselves with finding an approximate wave function, noticing that δeffa is almost constant
between the two sources.
The entire circle is divided into the two regions, the inside region 0 < x < d and outside region
d < x < L (µ−1 ≪ d ≪ L). For the evaluation of local physical quantities in each region, one
can approximately write the ground state as a direct product of ground states in the two regions:
|Ψg〉 ∼ |Ψ〉in ⊗ |Ψ〉out. In the absence of sources, |Ψg〉 ∼ |θ〉in ⊗ |θ〉out. In the presence of sources
|Ψg〉 ∼ |θ + δθ; δin〉in ⊗ |θ + δθ; δout〉out . (41)
In addition to the effect of δeffa an overall shift δθ in the θ value results as δ
eff
a is x-dependent. After
all there is only one θ parameter globally.
To determine δθ, we utilize the fact that local physical quantities in the infinite volume limit
L → ∞ must reproduce results in the Minkowski spacetime. In particular, physics in the outside
region d+ µ−1 < x < L− µ−1 (L→∞) must be essentially the same as physics in the absence of
sources. In other words |θ + δθ; δout〉out ∼ |θ; δout = 0〉out. As shown above physics depends on θ
through the combination θeff = θ −
∑N
a=1 δa. This determines
δθ = Nδout = −2πq
e
· d
L
. (42)
Hence, the net effect is summarized by
|Ψg〉 ∼ |θeff〉in ⊗ |θ〉out
θeff = θ − 2πq
e
. (43)
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Consequently, the change in the energy due to the external sources is, to O(d/L),
∆E = Nmd
{
〈ψ−ψ 〉θeff − 〈ψ
−
ψ 〉θ
}
(44)
so that the string tension is
σ = Nm
{
〈ψ−ψ 〉θ−2pi(q/e) − 〈ψ−ψ 〉θ
}
. (45)
The result generalizes to finite temperature, as was seen above in the N = 1 case.
Note that the parameter θ is not completely equivalent to the electric field E. Indeed, in
the absence of sources 〈E 〉θ = 〈 ePW − A′0 〉θ = 0. External sources, or external electric fields,
induce effective fermion mass phases δeffa in the Hamiltonian, which in turn changes the effective
θeff through the chiral anomaly. We also remark that the Coulomb energy (36) is O[(d/L)
0]. The
linear potential results from the change in the chiral condensate.
The chiral condensate 〈ψ−ψ 〉θ at arbitrary temperatue T = L−1 has been evaluated in ref. [13].
With given m, the dependence of σ on charge q is essentially the θ dependence of 〈ψ−ψ 〉θ. At T = 0
it has a cusp at θeff = π (mod 2π). More explicitly
σT=0θ = −µ2
N
2π
(
2eγ
m
µ
) 2N
N+1
{(
cos
θ¯eff
N
) 2N
N+1 −
(
cos
θ¯
N
) 2N
N+1
}
. (46)
Notice the singular dependence of σ on m as well. A mass perturbation theory cannot be employed
at low temperature for N ≥ 2.
In the high temperature limit
〈ψ−ψ 〉θ = −
2N
π(N − 1) m


(
µeγ
4πT
)2/N
for m
N
N+1µ
1
N+1 ≪ T ≪ µ
e−2piT/Nµ for T ≫ µ
(47)
for N ≥ 3. There appears no θ dependence to this order. Hence the string tension σ is at most
O(m3) in this regime.
For N = 2, the expressions for 〈ψ−ψ 〉θ in (47) is multiplied by a factor 2 cos2 12θ. Therefore
σN=2θ = −
4
π
m2(cos θeff − cos θ)×


µeγ
4πT
for m
2
3µ
1
3 ≪ T ≪ µ
e−piT/µ for T ≫ µ .
(48)
For a general value of T/µ, σ must be evaluated numerically. In fig. 2 we have displayed q/e
dependence of σ/µ2 at T/µ = 0.003, 0.01, 0.03, and 0.1 with m/µ = 0.01 and θ = 0 in the N = 3
case. One can see how a cusp behavior develops at q/e = 0.5 (θeff = π) as the temperature goes
down. At higher temperature the magnitude of the string tension rapidly diminishes. For instance,
σ/µ2 = 1.8× 10−7 at T/µ = 1 and q/e = 0.5 .
In this paper we have shown that the confinement of fractional charges in the massive N -
flavor Schwinger model results from the effective change in the θ parameter which alters chiral
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Figure 2: String tension σ/µ2 in (45) is depicted as a function of q/e at various temperature in the
N = 3 case with m/µ = 0.01 and θ = 0 . A cusp develops at q/e = 0.5 in the T → 0 limit.
condensates. In the multi-flavor case (N ≥ 2) the string tension at zero temperature has singular
dependence on fermion masses and the θ-parameter.
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