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Abstract
VAE requires the standard Gaussian distribution as a
prior in the latent space. Since all codes tend to follow
the same prior, it often suffers the so-called ”posterior col-
lapse”. To avoid this, this paper introduces the class spe-
cific distribution for the latent code. But different from
cVAE, we present a method for disentangling the latent
space into the label relevant and irrelevant dimensions, zs
and zu, for a single input. We apply two separated en-
coders to map the input into zs and zu respectively, and
then give the concatenated code to the decoder to recon-
struct the input. The label irrelevant code zu represent the
common characteristics of all inputs, hence they are con-
strained by the standard Gaussian, and their encoder is
trained in amortized variational inference way, like VAE.
While zs is assumed to follow the Gaussian mixture distri-
bution in which each component corresponds to a particular
class. The parameters for the Gaussian components in zs
encoder are optimized by the label supervision in a global
stochastic way. In theory, we show that our method is actu-
ally equivalent to adding a KL divergence term on the joint
distribution of zs and the class label c, and it can directly
increase the mutual information between zs and the label
c. Our model can also be extended to GAN by adding a
discriminator in the pixel domain so that it produces high
quality and diverse images.
1. Introduction
Learning a deep generative model for the structured im-
age data is difficult because this task is not simply modeling
a many-to-one mapping function such as the classification,
instead it is often required to generate diverse outputs for
similar codes sampled from a simple distribution. Further-
more, image x in the high dimension space often lies in a
complex manifold, thus the generative model should cap-
ture the underlying data distribution p(x).
Basically, Variational Auto-Encoder (VAE) [34, 20] and
Generative Adversarial Network (GAN) [13, 25] are two
strategies for structured data generation. In VAE, the en-
coder qφ(z|x) maps data x into the code z in latent space.
The decoder, represented by pθ(x|z), is given a latent code
z sampled from a distribution specified by the encoder and
tries to reconstruct x. The encoder and decoder in VAE
are trained together mainly based on the data reconstruc-
tion loss. At the same time, it requires to regularize the
distribution qφ(z|x) to be simple (e.g. Gaussian) based on
the Kullback-Leibler (KL) divergence between q(z|x) and
p(z) = N (0, I), so that the sampling in latent space is easy.
Optimization for VAE is quite stable, but results from it are
blurry. Mainly because the posterior defined by qφ(z|x)
is not complex enough to capture the true posterior, also
known for ”posterior collapse”. On the other hand, GAN
treats the data generation task as a min/max game between
a generator G(z) and discriminator D(x). The adversarial
loss computed from the discriminator makes generated im-
age more realistic, but its training becomes more unstable.
In [10, 22, 28], VAE and GAN are integrated together so
that they can benefit each other.
Both VAE and GAN work in an unsupervised way with-
out giving any condition of the label on the generated im-
age. Instead, conditional VAE (cVAE) [39, 3] extends it by
showing the label c for both encoder and decoder. It learns
data distribution conditioned on the given label. Hence,
the encoder and decoder become qφ(z|x, c) and pθ(x|z, c).
Similarly, in conditional GAN (cGAN) [9, 18, 33, 30] la-
bel c is given to both generator G(z, c) and discriminator
D(x, c). Theoretically, feeding label c to either the encoder
in VAE or decoder in VAE or GAN helps increasing the
mutual information between the generated x and the label
c. Thus, it can improve the quality of generated image.
This paper deals with image generation problem in VAE
with two separate encoders. For a single input x, our goal
is to disentangle the latent space code z, computed by en-
coders, into the label relevant dimensions zs and irrelevant
ones zu. We emphasize the difference between zs and zu,
and their corresponding encoders. For zs, since label c is
known during training, it should be more accurate and spe-
cific. While without any label constraint, zu should be gen-
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eral. Specifically, the two encoders are constrained with dif-
ferent priors on their posterior distributions qφs(zs|x) and
qφu(zu|x). Similar with VAE or cVAE, in which the full
code z is label irrelevant, the prior for zu is also chosen
N (0, I). But different from previous works, the prior p(zs)
becomes complex to capture the label relevant distribution.
From the decoder’s perspective, it takes the concatenation
of zs and zu to reconstruct the input x. Here the distinction
with cVAE and cGAN is that they uses the fixed, one-hot
encoding label, while our work applies zs, which is consid-
ered to be a variational, soft label.
Note that there are two stages for training our model.
First, the encoder for zs gets trained for classification task
under the supervision of label c. Here instead of the softmax
cross entropy loss, Gaussian mixture cross entropy loss pro-
posed in [44] is adopted since it accumulates the mean µc
and varianceσc for samples with the same label c, and mod-
els it as the Gaussian N (µc,σc), hence zs ∼ N (µc,σc).
The first stage specifies the label relevant distribution. In
the second stage, the two encoders and the decoder are
trained jointly in an end-to-end manner based on the recon-
struction loss. Meanwhile, priors of zs ∼ N (µc,σc) and
zu ∼ N (0, I) are also considered.
The main contribution of this paper lies in following as-
pects: (1) for a single input x to the encoder, we provide
an algorithm to disentangle the latent space into label rele-
vant and irrelevant dimensions in VAE. Previous works like
[15, 4, 37] disentangle the latent space in AE not VAE. So it
is impossible to make the inference from their model. More-
over, [27, 4, 23] requires at least two inputs for training. (2)
we find the Gaussian mixture loss function is suitable way
for estimating the parameters of the prior distribution, and
it can be optimized in VAE framework. (3) we give both a
theoretical derivation and a variety of detailed experiments
to explain the effectiveness of our work.
2. Related works
Two types of methods for the structured image gener-
ation are VAE and GAN. VAE [20] is a type of paramet-
ric model defined by pθ(x|z) and qφ(z|x), which employs
the idea of variational inference to maximize the evidence
lower bound (ELBO), as is shown in (1).
log p(x) ≥ Eqφ(z|x)(log pθ(x|z))−DKL(qφ(z|x)||p(z))
(1)
The right side of the above is the ELBO, which is the lower
bound of maximum likelihood. In VAE, a differentiable
encoder-decoder are connected, and they are parameterized
by φ and θ, respectively. Eqφ(z|x)(log pθ(x|z)) represents
the end-to-end reconstruction loss, and KL(qφ(z|x)||p(z))
is the KL divergence between the encoder’s output distribu-
tion qφ(z|x) and the prior p(z), which is usually modeled
by standard normal distribution N (0, I). Note that VAE
assumes that the posterior qφ(z|x) is of Gaussian, and the
µ and σ are estimated for every single input x by the en-
coder. This strategy is named amortized variational infer-
ence (AVI), and it is more efficiency than stochastic varia-
tional inference (SVI) [17].
VAE’s advantage is that its loss is easy to optimize, but
the simple prior in latent space may not capture the com-
plex data patterns which often leads to the mode collapse
in latent space. Moreover, VAE’s code is hard to be in-
terpreted. Thus, many works focus on improving VAE on
these two aspects. cVAE [39] adds the label vector as the
input for both the encoder and decoder, so that the latent
code and generated image are conditioned on the label, and
potentially prevent the latent collapse. On the other hand, β-
VAE [16, 7] is a unsupervised approach for the latent space
disentanglement. It introduces a simple hyper-parameter
β to balance the two loss term in (1). A scheme named
infinite mixture of VAEs is proposed and applied in semi-
supervised generation [1]. It uses multiple number of VAEs
and combines them as a non-parametric mixture model. In
[19], the semi-amortized VAE is proposed. It combines AVI
with SVI in VAE. Here the SVI estimates the distribution
parameters on the whole training set, while the AVI in tra-
ditional VAE gives this estimation for a single input.
GAN [13] is another technique to model the data distri-
bution pD(x). It starts from a random z ∼ p(z), where p(z)
is simple, e.g. Gaussian, and trains a transform network
gθ(z) under the help of discriminator Dφ(·) so that pθ(z)
approximates pD(x). The later works [32, 26, 2, 14, 29]
try to stabilize GAN’s training. Traditional GAN works in a
fully supervised manner, while cGAN [18, 33, 30, 6] aims to
generate images conditioned on labels. In cGAN, the label
is given as an input to both the generator and discrimina-
tor as a condition for the distribution. The encoder-decoder
architecture like AE or VAE can also be used in GAN. In
ALI [11] and BiGAN [10], the encoder maps x to z, while
the decoder reverses it. The discriminator takes the pair of z
and x, and is trained to determine whether it comes from the
encoder or decoder in an adversarial manner. In VAE-GAN
[22, 24], VAE’s generated data are improved by a discrimi-
nator. Similar idea also applies to cVAE in [3]. VAE-GAN
also applies in some specific applications like [4, 12].
Since code z potentially affects the generated data, some
works try to model its effect and disentangle the dimensions
of z. InfoGAN [9] reveals the effect of latent space code c
by maximizing the mutual information between c and the
synthetic data gθ(z, c). Its generator outputs gθ(z, c) which
is inspected by the discriminator Dφ(·). Dφ(·) also tries to
reconstruct the code c. In [27], the latent dimension is dis-
entangled in VAE based on the specified factors and unspec-
ified ones, which is similar with our work. But its encoder
takes multiple inputs, and the decoder combines codes from
different inputs for reconstruction. The work in [15] mod-
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Figure 1. The network architecture. We disentangle class rele-
vant dimensions zs and class irrelevant dimensions zu in the la-
tent space. The Encoders maps input image x to zs, and forces
zs to be well classified while following a Gaussian mixture distri-
bution with learned mean µc and covariance Σc. Meanwhile, the
Encoderu extracts zu from x and pushes it to match the standard
Gaussian N (0, I). The adversarial classifier is added on the top
of zu to distinguish the class of zu, while Encoderu tries to fool
it. Then zs and zu are concatenated and fed into the Decoder to
obtain x′ for reconstruction. The adversarial training in the pixel
domain is also adopted with a discriminator added on the images.
The forward pass process is drawn in solid lines and dashed lines
represent back propagation.
ifies [27] by taking a single input. To stabilize training, its
model is built in AE not VAE, hence it can’t perform vari-
ational inference. Other works in [37, 4, 23] are also built
in AE and more than two inputs. Moreover they only apply
in a particular domain like face [37, 4] or image-to-image
translation [23], while our work is built in VAE and takes
only a single input for a more general case.
3. Proposed method
We propose a image generation algorithm based on VAE
which divides the encoder into two separate ones, one en-
coding label relevant representation zs and the other encod-
ing label irrelevant information zu. zs is learned with su-
pervision of the categorical class label and it is required to
follow a Gaussian mixture distribution, while zu is wished
to contain other common information irrelevant to the label
and is made close to standard Gaussian N (0, I).
3.1. Problem formulation
Given a labeled dataset Ds =
{(x1, y1), (x2, y2), · · · , (x(N), y(N))}, where x(i) is
the i-th images and y(i) ∈ {0, 1, · · · , C − 1} is the
corresponding label. C and N are the number of classes
and the size of the dataset, respectively. The goal of VAE
is to maximum the ELBO defined in (1), so that the data
log-likelihood log p(x) is also maximized. The key idea
is to split the full latent code z into the label relevant
dimensions zs and the irrelevant dimensions zu, which
means zs fully reflects the class c but zu dose not. Thus
the objective can be rewritten as (derived in detail in
Appendices).
log p(x) = log
∫∫ ∑
c
p(x, zs, zu, c)dzsdzu
≥ Eqψ(zs|x),qφ(zu|x)[log pθ(x|zs, zu)]
−DKL(qφ(zu|x)||p(zu))
−DKL(qψ(zs, c|x)||p(zs, c))
(2)
In Eq. 2, the ELBO becomes 3 terms in our setting. The
first term is the negative reconstruction error, where pθ is
the decoder parameterized by θ. It measures whether the
latent code zs and zu are informative enough to recover the
original data. In practice, the reconstruction error Lrec can
be defined as the l2 loss between x and x′. The second
term acts as a regularization term of label irrelevant branch
that pushes qφ(zu|x) to match the prior distribution p(zu),
which is illustrated in detail in Section 3.2. The third term
matches qψ(zs|x) to a class-specific Gaussian distribution
whose mean and covariance are learned with supervision,
and it will be further introduced in Section 3.3.
3.2. Label irrelevant branch
Intuitively, we want to disentangle the latent code z into
zs and zu, and expect zu to follow a fixed, prior distribu-
tion which is irrelevant to the label. This regularization is
realized by minimizing KL divergence between qφ(zu|x)
and the prior p(zu) as illustrated in Eq. 3. More specif-
ically, qφ(zu|x) is a Gaussian distribution whose mean µ
and diagonal covariance Σ are the output of Encoderu pa-
rameterized by φ. p(zu) is simply set to N(0, I). Hence
the KL regularization term is:
Lkl = DKL[N (µ,Σ)||N (0, I)] (3)
Note that Eq. 3 can be represented in a closed form, which
is easy to be computed.
To ensure good disentanglement in zu and zs, we intro-
duce adversarial learning in the latent space as in AAE [25]
to drive the label relevant information out of zu. To do this,
an adversarial classifier is added on the top of zu, which is
trained to classify the category of zu with cross entropy loss
as is shown in (4):
LadvC = −Eqφ(zu|x)
∑
c
I(c = y) log qω(c|zu) (4)
where I(c = y) is the indicator function, and qω(c|zu) is
softmax probability output by the adversarial classifier pa-
rameterized by ω. Meanwhile, Encoderu is trained to fool
the classifier, hence the target distribution becomes uniform
over all categories, which is 1C . The cross entropy loss is
defined as (5).
LadvE = −Eqφ(zu|x)
∑
c
1
C
log qω(c|zu) (5)
3.3. Label relevant branch
Inspired by GM loss [44], we expect zs to follow a Gaus-
sian mixture distribution, expressed in Eq. 6, where µc and
Σc are the mean and covariance of Gaussian distribution
for class c, and p(c) is the prior probability, which is sim-
ply set to 1C for all categories. For simplicity, we ignore the
correlation among different dimensions of zs, hence Σc is
assumed to be diagonal.
p(zs) =
∑
c
p(zs|c)p(c) =
∑
c
N (zs;µc,Σc)p(c) (6)
Recall that in Eq. 2, the KL divergence between qψ(zs, c|x)
and p(zs, c) is minimized. If zs is formulated as a Gaus-
sian distribution with its Σ → 0 and its mean zˆs out-
put by Encoders, which is actually a Dirac delta function
δ(zs − zˆs), the KL divergence turns out to be the likeli-
hood regularization term Llkd in Eq. 7, which is proved in
Appendices. Here µy and Σy are the mean and covariance
specified by the label y.
Llkd = − logN (zˆs;µy,Σy) (7)
Furthermore, we want zs to contain label information as
much as possible, thus the mutual information between zs
and class c is added to the maximization objective func-
tion. We prove in Appendices that it’s equal to minimize
the cross-entropy loss of the posterior probability q(c|zs)
and the label, which is exactly the classification loss Lcls in
GM loss as is shown in Eq. 8.
Lcls = −Eqψ(zs|x)
∑
c
I(c = y) log q(c|zs)
= − log N (zˆs|µy,Σy)p(y)∑
kN (zˆs|µk,Σk)p(k)
(8)
These two terms are added up to form GM loss in Eq. 9.
Here LGM is finally used to train the Encoders.
LGM = Lcls + λlkdLlkd (9)
3.4. The decoder and the adversarial discriminator
The latent codes zs and zu output by Encoders and
Encoderu are first concatenated together, and then further
given to the decoder to reconstruct the input x by x′. Here
the Decoder is indicated by pθ(x|z) with its parameter θ
learned from the l2 reconstruction error Lrec. To synthesize
a high quality x′, we also employ the adversarial training
in the pixel domain. Specifically, a discriminator Dθd(x, c)
with adversarial training on its parameter θd is used to im-
prove x′. Here the label c is utilized inDθd like in [30]. The
adversarial training loss for discriminator can be formulated
as in Eq. 10,
LadvD =− Ex∼Pr [logDθd(x, c)]
− Ezu∼N (0,I),zs∼p(zs)[log(1−Dθd(G(zs, zu), c))]
(10)
while this loss becomes
LadvGD = −Ezu∼N (0,I),zs∼p(zs)[log(Dθd(G(zs, zu), c))]
for the generator. Note that here G(zs, zu) is the decoder
and p(zs) is defined in Eq. 6.
3.5. Training algorithm
The training detail is illustrated in Algorithm 1. The
Encoders, modeled by qψ , extracts label relevant code zs.
Encoders is trained with LGM and Lrec, encouraging zs to
be label dependent and follow a learned Gaussian mixture
distribution. Meanwhile, the Encoderu represented by qφ
is intended to extract class irrelevant code zu. It’s trained
by Lkl, LadvE and Lrec to make zu irrelevant to the label
and be close to N (0, I). The adversarial classifier parame-
terized by ω is learned to classify zu using LadvC . Then the
decoder pθ generates reconstruction image using the com-
bined feature of zs and zu with the loss Lrec.
In the training process, a 2-stage alternating training al-
gorithm is adopted. First, Encoders is updated using LGM
to learn mean µc and covariance Σc of the prior p(zs|c).
Then, the two encoders and the decoder are trained jointly
to reconstruct images while the distributions of zs and zu
are considered.
3.6. Application in semi-supervised generation
Given L unlabeled extra data Du =
{x(N+1),x(N+2), · · · ,x(N+L)}, we now use our ar-
chitecture for the semi-supervised generation, in which the
labels y(N+i) of x(N+i) in Du are not presented. Here
we hold the assumption that Du are in the same domain
as the fully supervised Ds, but y(N+i) can be satisfied
y(N+i) ∈ {0, 1, · · · , C−1}, or out of the predefined range.
In other words, if the absent y(N+i) is in the predefined
range, its zs follows the same Gaussian mixture distribution
as in Eq. 6. Otherwise, zs should follow an ambiguous
Gaussian distribution defined in Eq. 11.
µt =
∑
c
p(c)µc
σ2t =
∑
c
p(c)σ2c +
∑
c
p(c)(µc)
2 − (
∑
c
p(c)µc)
2
(11)
Algorithm 1 The training process of our proposed architec-
ture.
Require: ψ, φ, θ, ω, θd initial parameters of Encoders,
Encoderu, Decoder, the adversarial classifier on zu
and the discriminator on x; µc and Σc initial mean
and covariance for Gaussian distribution of zs; ngm,
the number of iterations of LGM per end-to-end itera-
tion; λrec and λkl the weight of Lrec and Lkl;
1: while not converged do
2: for i = 0 to ngm do
3: Sample {x, y} a batch from dataset.
4: zˆs ← Encoders(x).
5: LGM ← − log q(y|zˆs)− λlkd log p(zˆs|y)
6: ψ
+←− −∇ψLGM
7: µc
+←− −∇µcLGM , c ∈ [0, C − 1]
8: Σc
+←− −∇ΣcLGM , c ∈ [0, C − 1]
9: end for
10: Sample {x, y} a batch from dataset.
11: µ,Σ← Encoderu(x)
12: Lkl ← DKL[N (µ,Σ)||N (0, I)]
13: Sample  ∼ N (0, I)
14: zu ← Σ 12 + µ
15: LadvE ← −
∑
c
1
C log qω(c|zu)
16: LadvC ← − log qω(y|zu)
17: zˆs ← Encoders(x).
18: Llkd ← − logN (zˆs;µy,Σy)
19: x′f ← Decoder(zˆs, zu)
20: Lrec ← 12 ||x− x′f ||22
21: Sample zps ∼ p(zs|y), zpu ∼ N (0, I)
22: x′p ← Decoder(zps , zpu)
23: LadvD ← − logDθd(x, y)− log(1−Dθd(x′f , y))−
log(1−Dθd(x′p, y))
24: LadvGD ← − log(Dθd(x′f , y))− log(Dθd(x′p, y))
25: ψ
+←− −∇ψ(Lrec + λlkdLlkd)
26: φ
+←− −∇φ(LadvE + λklLkl + λrecLrec)
27: ω
+←− −∇ωLadvC
28: θ
+←− −∇θ(Lrec + LadvGD)
29: θd
+←− −∇θdLadvD
30: end while
More specifically, zs is expected to follow N (µt,Σt)
where µt and Σt are the total mean and covariance of all
the class-specific Gaussian distributions N (µc,Σc) as il-
lustrated in Eq. 6. Here, Σt is diagonal matrix with σ2t
as its variance vector. σ2c is also the variance vector of
Σc. Hence, the likelihood regularization term becomes
Llkd = − logN (zˆs;µt,Σt). The whole network is trained
in a end-to-end manner using total losses. Note that in this
setting, the label y is not provided, so LGM , LadvE and L
adv
C
are ignored in the training process.
4. Experiments
In this section, experiments are carried out to validate the
effectiveness of the proposed method. A toy example is first
designed to show that by disentangling the label relevant
and irrelevant codes, our model has the ability of generating
diverse data samples than cVAE-GAN [3]. We then com-
pare the quality of generated images on real image datasets.
The latent space is also analyzed. Finally, the experiments
of semi-supervised generation and image inpainting show
the flexibility of our model, hence it may have many poten-
tial applications.
4.1. Toy examples
This section demonstrates our method on a toy example,
in which the real data distribution lies in 2D with one di-
mension (x axis) being label relevant and the other (y axis)
being irrelevant. The distribution is assumed to be known.
There are 3 types of data points indicated by green, red and
blue, belonging to 3 classes. The 2D data points and their
corresponding labels are given to our model for variational
inference and the new sample generation.
For comparison, we also give the same training data to
cVAE-GAN for the same purpose. The two compared mod-
els share the similar settings of the network. In our model,
the two encoders are both MLP with 3 hidden layers, and
there are 32, 64, and 64 units in them. In cVAE-GAN, the
encoder is the same, but it only has one encoder. The dis-
criminators are exactly the same, which is also an MLP of
3 hidden layers with 32, 64, and 64 units. Adam is used
as the optimization method in which a fixed learning rate
of 0.0005 is applied for both. Each model is trained for 50
epochs until they all converge. The generated samples of
each model are plotted in Figure 2.
From Figure 2 we can observe that both two models can
capture the underlying data distribution, and our model con-
verges at the similar rate. The advantage of our model is
that it tends to generate diverse samples, while cVAE-GAN
generates samples in a conserving way in which the label
irrelevant dimensions are within the limited value range.
4.2. Analysis on generated image quality
In this section, we compare our method with other gener-
ative models for image generation quality. The experiments
are conducted on two datasets: FaceScrub [31] and CIFAR-
10 [21]. The FaceScrub contains 92k training images from
530 different identities. For FaceScrub, a cascaded ob-
ject detector proposed in [42] is first used to detect faces
first, and then the face alignment is also conducted based
on SDM proposed in [46]. The detected cropped faces are
resized to the fixed size 64×64. In the training process,
Adam optimizer with α = 0.0005 is used. The hyper pa-
rameter λlkd, λkl, and λrec are set to 0.1, 10Npixel , and
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Figure 2. Results on a toy example for our model and cVAE-GAN. We show the generated points at different epochs.
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Figure 3. Visualization of generated images of different models.
respectively. Here, Npixel is the number of image pixels,
and Nzu is the dimension of zu. Since our method incor-
porates the label for training, popular generative networks
conditioned on label, like cVAE [39], cVAE-GAN [3], and
cGAN [30], are chosen for comparison. For cVAE, cVAE-
GAN and cGAN, we randomly generate samples of class c
by first sampling z ∼ N (0, I) and then concatenating z and
one hot vector of c as the input of decoder/generator. As
for ours, zs ∼ N (µc,σc) and zu ∼ N (0, I) are sampled
and combined for decoder to generate samples. Some of
generated images are visualized in Figure 9. It shows that
samples generated by cVAE are highly blurred, and cGAN
suffers from mode collapse. Samples generated by cVAE-
GAN and our method seem to have similar quality, we refer
to two metrics, Inception Score [36] and intra-class diver-
sity [5] to compare them.
We adopt Inception Score to evaluate realism and inter-
class diversity of images. Generated images that are close
to real images of class y should have a posterior proba-
bility p(y|x) with low entropy. Meanwhile, images of di-
verse classes should have a marginal probability p(y) with
high entropy. Hence, Inception Score, formulated as
exp(ExKL(p(y|x)||p(y))), gets a high value when images
are realistic and diverse.
To get conditional class probability p(y|x), we first train
a classifier with Inception-ResNet-v1 [40] architecture on
real data. Then we randomly generate 53k samples(100
for each class) of FaceScrub and 5k samples (500 for each
class) of CIFAR-10, and apply them to the pre-trained
classifier. The marginal p(y) is obtained by averaging all
p(y|x). The results are listed in Table 4.
We emphasize that our method will generate more di-
verse samples in one class. Since Inception Score only
measures inter-class diversity, intra-class diversity of sam-
ples should also be taken into account. We adopt the metric
proposed in [5], which measures the average negative MS-
SSIM [45] between all pairs in the generated image set X .
Table 2 shows the inter-class diversity of cVAE-GAN and
FaceScrub CIFAR-10
cVAE [39] 9.55 3.01
cGAN [30] 10.02 6.27
cVAE-GAN [3] 16.75 6.99
ours 17.91 7.04
Table 1. Inception Score of different methods on two datasets.
Please refer to 4.2 for more details.
FaceScrub CIFAR-10
cVAE-GAN [3] 0.0141 0.0136
ours 0.0157 0.0149
Table 2. Intra-class diversity of different methods on two datasets.
Please refer to 4.2 for more details.
our method on FaceScrub and CIFAR-10.
dintra(X) = 1− 1|X|2
∑
(x′,x)∈X×X
MS − SSIM(x′,x)
(12)
4.3. Analysis on disentangled latent space
We now evaluate our proposal on the disentangled latent
space, which is represented by label relevant dimensions zs
and irrelevant ones zu. zs for class c is supposed to capture
the variation unique to training images within the label c,
while zu should contain the variation in common character-
istics for all classes. It’s validated in the following ways: (1)
fixing zu and varying zs. In this setting, we directly sam-
ple a zu ∼ N (0, I), and keep it fixed. Then a set of zs for
class c is obtained by first getting a series of random codes
sampled fromN (0, I) and then mapping them to class c. In
specific, we first sample z1 ∼ N (0, I) and z2 ∼ N (0, I).
Then a set of random codes z(i) are obtained by linear in-
terpolation, i.e., z(i) = αz1 + (1 − α)z2, α ∈ [0, 1]. We
map each z(i) to class c with z(i)s = z(i)σc+µc. Finally
each z(i)s is concatenated with the fixed zu and given to the
decoder to get a generated image. (2) fixing zs and varying
zu. Similar to (1), we first sample a zs ∼ N (µc,σc) from
a learned distribution and keep it fixed. Then a set of label
irrelevant zu are obtained by linearly interpolating between
z1 and z2, where z1 and z2 are sampled from N (0, I).
We conduct experiments on FaceScrub and the generated
images are shown in Figure 4. In Figure 4 (a), each row
presents samples generated by linearly transformed zs of a
certain class c and a fixed zu. All three rows share the same
zu, and each column shares the same random code z(i) and
just maps it to different class c with z(i)s = z(i)  σc + µc.
It shows that as zs varies, one may change differently for
different identities, e.g., grow a beard, wrinkle, or take off
the make-up. In Figure 4 (b), each row presents samples
with linearly transformed zu a fixed zs of class c, and each
column shares a same zu. We can see that images from
each row change consistently with poses, expressions and
illuminations. These two experiments suggest that zs is rel-
evant to c, while zu reflects more common label irrelevant
characteristics.
(a) Fixing zu and varying zs.
(b) Fixing zs and varying zu.
Figure 4. The generated images by fixing one code and varying the
other. In (a), each row shows samples for linearly transformed zs
of a certain class c with a fixed zu. In (b), each row corresponds
to samples for linearly transformed zu with a fixed zs of class c.
We are also interested in each dimension in zu and con-
duct an experiment by varying a single element in it. We
find three dimensions in zu which reflect the meaningful
the common characteristics, such as the expression, eleva-
tion and azimuth.
4.4. Semi-supervised image generation
According to the details in Section 3.6, the experiments
on semi-supervised image generation are conducted. We
find our method can learn well disentangled latent repre-
sentation when the unlabeled extra data are available. To
validate that, we randomly select 200 identities of about 21k
images from CASIA [47] dataset and remove their labels to
form unlabeled dataset Du. Note that the identities in Du
are totally different with those in FaceScrub. After training
the whole network on labeled dataset Ds, we finetune it on
Du using the training algorithm illustrated in Section 3.6.
To demonstrate the semi-supervised generation results,
two different images are given toEncoderS andEncoderU
to generate the code zs and zu, respectively. Then, the de-
coder is required to synthesis a new image based on the
concatenated code from zs and zu. The Figure 6 shows
face synthesis results using images whose identities have
not appeared in Ds. The first row and first column show
a set of original images providing zu and zs respectively,
(a) expression (b) elevation (c) azimuth
Figure 5. The generated images by fixing zs for each row and varying single dimensions in zu. Here, we find three different dimensions in
zu, which directly causes the variations on expressions in (a), elevation in (b), and azimuth in (c).
Figure 6. Face synthesis using images whose identities have not appeared in Ds. Original images providing zu and zs are given in the first
row and the first column. The synthesizing images using the combination of zu zs are shown in the corresponding position.
while images in the middle are generated ones using zs of
the corresponding row and zu of the corresponding column.
It is obvious that the identity depends on zs, while other
characteristics like the poses, illumination, expressions are
reflected on zu. This semi-supervised generation shows zs
and zu can also be disentangled on identities outside the la-
beled training data Ds, which provides the great flexibility
for image generation.
4.5. Image inpainting
Our method can also be applied to image inpainting.
It means that given a partly corrupted image, we can ex-
tract meaningful latent code to reconstruct the original im-
age. Note that in cVAE-GAN [3], an extra class label c
should be provided for reconstruction while it’s needless
in our method. In practice, we first corrupt some patches
for a image x, namely right-half, eyes, nose and mouth,
and bottom-half regions, then input those corrupted images
into the two encoders to get zs and zu, then the recon-
structed image x′ is generated using a combined zs and
zu. The image inpainting result is obtained by xinp =
M  x′ + (1 −M)  x, where M is the binary mask
for the corrupted patch. Figure 7 shows the results of image
inpainting. cVAE-GAN struggles to complete the images
when it comes to a large part of missing regions (e.g. right-
half and bottom-half parts) or pivotal regions of faces (e.g.
eyes), while our method provides visually pleasing results.
original image  corrupted image CVAE-GAN ours original image  corrupted image CVAE-GAN ours original image  corrupted image CVAE-GAN ours
(a) right-half face (b) eyes (c) nose and mouth
original image  corrupted image CVAE-GAN ours
(d) bottom-half face
original image  corrupted image CVAE-GAN ours original image  corrupted image CVAE-GAN ours original image  corrupted image CVAE-GAN ours
(a) right-half face (b) eyes (c) nose and mouth
original image  corrupted image CVAE-GAN ours
(d) bottom-half face
Figure 7. Image inpainting results. The original image is corrupted
with different patterns, on the right-half, eyes, nose and mouth, and
bottom-half face. We compare our model with cVAE-GAN.
5. Conclusion
We propose a latent space disentangling algorithm on
VAE baseline. Our model learns two separated encoders
and divides the latent code into label relevant and irrele-
vant dimensions. Together with a discriminator in pixel
domain, we show that our model can generate high qual-
ity and diverse images, and it can also be applied in semi-
supervised image generation in which unlabeled data with
unseen classes are given to the encoders. Future research
includes building more interpretable latent dimensions with
help of more labels, and reducing the correlation between
the label relevant and irrelevant codes in our framework.
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Appendices
A. Mathematical proofs
A.1. The ELBO of the log-likelihood objective
. We declare in Equation 2 that after dividing the latent
space into label relevant dimensions zs and label irrelevant
dimensions zu, the ELBO of the log-likelihood objective
log p(x) becomes 3 terms in our setting.
log p(x) = log
∫∫
p(x, zs, zu)dzsdzu
≥ Eqψ(zs|x),qφ(zu|x)[log pθ(x|zs, zu)]
−DKL(qφ(zu|x)||p(zu))
−DKL(qψ(zs, c|x)||p(zs, c))
Proof
Our generative process is described as follows. First,
sample a label relevant code zs ∼ p(zs, c) and a label ir-
relevant code zu ∼ p(zu). Then, a decoder pθ(x|zs, zu),
taking the combination of zs and zu as input, maps latent
codes to images. Hence, we factorize the joint distribution
p(x, zs, zu) as:
p(x, zs, zu) =
∑
c
pθ(x|zs, zu)p(zs, c)p(zu)
By using Jensens inequality, the log-likelihood log p(x)
can be written as:
log p(x) = log
∫∫
p(x, zs, zu)dzsdzu
= log
∫∫ ∑
c
pθ(x|zs, zu)p(zs, c)p(zu)dzsdzu
= logEqψ(zs,c|x),qφ(zu|x)
pθ(x|zs, zu)p(zu)p(zs, c)
qψ(zs, c|x)qφ(zu|x)
≥ Eqψ(zs,c|x),qφ(zu|x)[log
pθ(x|zs, zu)p(zu)p(zs, c)
qψ(zs, c|x)qφ(zu|x) ]
= Eqψ(zs,c|x),qφ(zu|x)[log pθ(x|zs, zu)]
+ Eqψ(zs,c|x),qφ(zu|x)[log
p(zu)
qφ(zu|x) ]
+ Eqψ(zs,c|x),qφ(zu|x)[log
p(zs, c)
qψ(zs, c|x) ]
= Eqψ(zs|x),qφ(zu|x)[log pθ(x|zs, zu)]
−DKL(qφ(zu|x)||p(zu))
−DKL(qψ(zs, c|x)||p(zs, c))
A.2. Log-likelihood regularization term in the label
relevant branch
Note that the KL divergence DKL(qψ(zs, c|x)||p(zs, c)),
the third term of the ELBO in Equation 2, is minimized.
If we assume conditional independence between zs and the
class c, then we have
qψ(zs, c|x) = qψ(zs|x)p(c|x)
where p(c|x) is the one-hot encoding of the label y. If
qψ(zs|x) is formulated as Gaussian distribution with Σ →
0 and mean zˆs output by Encoders, which is actually a
Dirac delta function.
qψ(zs|x) = δ(zs − zˆs)
The KL regularization term becomes
DKL(qψ(zs, c|x)||p(zs, c))
=DKL[δ(zs − zˆs)p(c|x)||p(zs|c)p(c)]
=−
∑
c
∫
δ(zs − zˆs)p(c|x) log p(zs|c)p(c)
δ(zs − zˆs)p(c|x)dzs
=−
∑
c
∫
δ(zs − zˆs)p(c|x) log p(zs|c)dzs
−
∑
c
∫
δ(zs − zˆs)p(c|x) log p(c)
p(c|x)dzs
+
∑
c
∫
δ(zs − zˆs)p(c|x) log δ(zs − zˆs)dzs
=−
∑
c
p(c|x) log p(zˆs|c)−
∑
c
p(c|x) log p(c)
p(c|x)
+
∫
δ(zs − zˆs) log δ(zs − zˆs)dzs
The second term relates to the prior distribution, so it can
be regraded as a constant. The third term is negative entropy
of delta function and has nothing to do with zˆs, hence we
consider it as a constant too. Therefore, we have
DKL(qψ(zs, c|x)||p(zs, c))
=−
∑
c
p(c|x) log p(zˆs|c) + Const.
=−
∑
c
I(c = y) log p(zˆs|c) + Const.
where the prior distribution p(zˆs|c) is set to N(zˆs;µc,Σc).
Ignoring the constant term, it turns out to be the likelihood
regularization term Llkd in Equation 7.
Llkd = −
∑
c
I(c = y) logN(zˆs;µc,Σc)
= − logN(zˆs;µy,Σy)
A.3. Cross-entropy objective in the label relevant
branch
To encourage zs to become label relevant as much as
possible, the mutual information I(zs; c) is maximized,
where zs ∼ qψ(zs|x). In practice, I(zs; c) is hard to opti-
mize directly because it requires access to p(c|zs). We can
instead optimize its lower bound by introducing an auxil-
iary distribution q(c|zs) to approximate p(c|zs) as in info-
GAN [9] .
I(zs; c) = H(c)−H(c|zs)
= H(c) + Ep(x)Eqψ(zs|x)Ep(c|zs) log p(c|zs)
= H(c) + Ep(x)Eqψ(zs|x)Ep(c|zs) log
p(c|zs)
q(c|zs)
+ Ep(x)Eqψ(zs|x)Ep(c|zs) log q(c|zs)
≥ H(c) + Ep(x)Eqψ(zs|x)Ep(c|zs) log q(c|zs)
Since we still need to sample from p(c|zs) in the inner
expectation, we adopt Lemma 5.1 in infoGAN to further re-
move the need of p(c|zs). The first term of the lower bound
is a constant, so we ignore it. Then the second term becomes
Ep(x)Eqψ(zs|x)Ep(c|zs) log q(c|zs)
=Ep(c′)Ep(x|c′)Eqψ(zs|x)Ep(c|zs) log q(c|zs)
=
∑
c′
∑
c
∫∫
p(c′)p(x|c′)qψ(zs|x)p(c|zs) log q(c|zs)dxdzs
=
∑
c′
∑
c
∫
p(c′)p(c|zs) log q(c|zs)[
∫
p(x|c′)qψ(zs|x)dx]dzs
We hold the assumption that the process of sampling
zs|x is independent on c, thus∫
p(x|c′)qψ(zs|x)dx =
∫
p(zs,x|c′)dx = p(zs|c′)
According to Lemma 5.1 in infoGAN, we have
∑
c′
∑
c
∫
p(c′)p(zs|c′)p(c|zs) log q(c|zs)dzs
=
∑
c′
∫
p(c′)p(zs|c′) log q(c′|zs)dzs
Hence∑
c′
∑
c
∫
p(c′)p(c|zs) log q(c|zs)[
∫
p(x|c′)qψ(zs|x)dx]dzs
=
∑
c′
∑
c
∫
p(c′)p(zs|c′)p(c|zs) log q(c|zs)dzs
=
∑
c
∫
p(c)p(zs|c) log q(c|zs)dzs
We further factorize p(zs|c) as
∫
p(x|c)qψ(zs|x)dx, the
equation above becomes∑
c
∫
p(c)p(zs|c) log q(c|zs)dzs
=
∑
c
∫∫
p(c)p(x|c)qψ(zs|x) log q(c|zs)dzsdx
=
∑
c
∫∫
p(x)qψ(zs|x)p(c|x) log q(c|zs)dzsdx
=Ep(x)Eqψ(zs|x)
∑
c
p(c|x) log q(c|zs)
where p(c|x) is the one-hot encoding of the label y, i.e.
p(c|x) = I(c = y). To maximize it is to minimize its oppo-
site, which is exactly the classification loss in Section 3.3.
Lcls = −Ep(x)Eqψ(zs|x)
∑
c
I(c = y) log q(c|zs)
B. Experimental details
B.1. Dataset synthesis of toy example
Our synthetic dataset of toy example is a modification
of the two-moon dataset, which contains three half circles
instead of two. The generative process is described as fol-
lows. First, sample data points from three half unit circles
with a horizontal interval of 2.2. Then, add Gaussian noises
with std = 0.15 to all of them.
B.2. Network architecture of FaceScrub
For the two encoders, Encoders and Encoderu, we
use VGG [38] architecture with batch normalization layers
added to each layer and replace the last three fc layers with
two fc layers of 1024 and 512 units. For the decoder, an
inverse structure of the encoders is applied. The adversarial
classifier in Section 3.2 consists of two fc layers of 256 and
530 units, and the discriminator contains 7 convolution lay-
ers and two fc layers (details are shown in Table 4). Note
that spectral normalization [29] is applied to to the all of
the weights in the discriminator and the label embedding is
incorporated in the first fc layer as in [30].
B.3. Network architecture of Cifar-10
The network structures of the two encoders, decoder and
discriminator for Cifar-10 are shown in Table 3. The ad-
versarial classifier in the latent space is similar as that used
for FaceScrub, which are two fc layers of 256 and 10 units.
Also, spectral normalization and label embedding are ap-
plied in the discriminator.
B.4. Optimization
We use Adam optimizer with α = 0.0005, β1 = 0 and
β2 = 0.9. Since in the training process, the first stage using
Encoder Decoder Discriminator
input x ∈ R32×32×3 input zs ∈ R100, zu ∈ R200 input x ∈ R32×32×3
5× 5 conv, 32, stride 2, batchnorm, relu concat 5× 5 conv, 32, stride 1, lrelu
5× 5 conv, 64, stride 2, batchnorm, relu fc, 1024, batchnorm, relu 5× 5 conv, 128, stride 2, lrelu
3× 3 conv, 128, stride 2, batchnorm, relu 5× 5 conv, 256, stride 2, batchnorm, relu 5× 5 conv, 256, stride 2, lrelu
3× 3 conv, 256, stride 2, batchnorm, relu 5× 5 conv, 256, stride 1, batchnorm, relu 5× 5 conv, 256, stride 2, lrelu
fc, 1024, batchnorm, relu 5× 5 conv, 128, stride 2, batchnorm, relu fc, 512, lrelu
fc, 100 (for zs) / 200 (for zu) 5× 5 conv, 64, stride 2, batchnorm, relu fc, 1
5× 5 conv, 32, stride 2, batchnorm, relu
5× 5 conv, 3, stride 1, tanh
Table 3. The network structure for Cifar-10.
Discriminator for FaceScrub
input x ∈ R64×64×3
3× 3 conv, 64, stride 2, lrelu
3× 3 conv, 128, stride 2, lrelu
3× 3 conv, 256, stride 1, lrelu
3× 3 conv, 256, stride 2, lrelu
3× 3 conv, 512, stride 1, lrelu
3× 3 conv, 512, stride 2, lrelu
3× 3 conv, 512, stride 2, lrelu
global average pooling
fc, 1024, lrelu
fc, 1
Table 4. The network structure of discriminator for FaceScrub.
LGM is trained 3 times per second stage iteration, LGM
converges fast. Continuously training after it converges will
cause instability of LGM because Σc goes down gradually.
In practice, we decay the learning rate of Σc by 0.01 after 2
epochs.
B.5. Inception Score
Recall that Inception Score requires access to the con-
ditional class probability p(y|x). We use classification
model of Inception-ResNet-v1 [40] architecture trained on
VGGFace2 [8] to evaluate generative models trained on
FaceScrub. For generative models trained on Cifar-10, clas-
sification model of Inception-v3 [41] architecture trained on
ImageNet [35] is used.
C. Additional experiment results
C.1. More generated samples on FaceScrub and
Cifar-10
Figure 8 shows generated samples of our method on
FaceScrub and Cifar-10 with each row corresponding to a
certain class.
C.2. Additional experiments on CUB-200-2011 and
Cifar-100
We additionally apply our method to CUB-200-
2011 [43] and Cifar-100 [21] dataset. The CUB-200-2011
contains 200 categories of birds with 11,788 images in to-
tal. For CUB-200-2011, we crop the images according to
the bounding boxes provided by the dataset and resize the
cropped images to 64 × 64. The network structure is just
same as it used in FaceScrub. For Cifar-100, we use the
same network as in Cifar-10. Generated images are shown
in Figure 9. Results of Inception Score and intra-class
diversity are listed in Table 5 and Table 6, respectively.
CUB-200-2011 Cifar-100
cVAE [39] 37.34 3.10
cGAN [30] 78.06 6.39
cVAE-GAN [3] 91.14 6.68
ours 100.86 6.70
Table 5. Inception Score of different methods.
CUB-200-2011 Cifar-100
cVAE-GAN [3] 0.0195 0.0179
ours 0.0192 0.0190
Table 6. Intra-class diversity of different methods.
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Figure 8. Generated samples of our method on FaceScrub and Cifar-10. Each row shows images of a certain class.
(a) real samples (b) cVAE (c) cGAN (d) CVAE-GAN (e) ours
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Figure 9. Visualization of generated images of different models on CUB-200-2011 and Cifar-100.
