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A MULTIDIMENSIONAL RUIN PROBLEM
S. RAMASUBRAMANIAN
Dedicated to Professor K. R. Parthasarathy on the occasion of his 75th birthday
Abstract. We consider the ruin problem for an insurance network modelled
in terms of the Skorokhod problem in an orthant, where the interaction among
the companies is only through the risk reducing treaty. In the case of a
Cramer-Lundberg type network, we indicate a connection between the ruin
probability and boundary value problems for the innitesimal generator L;
here L is a rst order integro- partial dierential operator.
1. Introduction
Insurance models have been studied ever since probability theory was recognized
as a major tool for mathematical modelling. However only one dimensional models
have been extensively investigated till recently. Since ruin probability is considered
an important theoretical measure of the health of an insurance company, ruin
problems have a central role in the one dimensional set up. [9, 21, 14] have excellent
accounts of these.
Barring a few exceptions, multidimensional models have attracted attention
only in the last decade or so; see [1, 2, 3, 4, 5] and references therein. Unlike
the one dimensional situation, there is no canonical way of dening "ruin" in the
models discussed in these works. For example, in the two dimensional case, 3
reasonable candidates are: exit from the rst quadrant (signifying ruin of at least
one company), entry into the third quadrant (signifying simultaneous ruin of both
the companies), and exit from the half space fx1 + x2  0g (signifying combined
surplus is negative).
A multidimensional model where the surplus of each company is required to be
nonnegative has been studied in [16, 17, 19] in terms of the Skorokhod problem of
probability theory; so the d-dimensional orthant is the state space, where d  2.
In the present work we consider the ruin problem for a simple set up under such
a model. The interaction among the companies of the network considered here is
only through the risk reducing treaty. For the renewal risk network in Section 2, we
argue that the reected process Z() in the orthant hitting the state ~0 is a natural
denition of "ruin" of the network. We show that, under net prot conditions, the
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ruin probability can be approximated by hitting probabilities of a sequence of open
sets around ~0: In Section 3 we specialize to Cramer-Lundberg type networks so
that the natural Markovian framework is available. The innitesimal generator is a
rst order integro-partial dierential operator L; the integral operator in L involves
the linear complementarity problem of operations research. Hitting probabilities
of open sets alluded to earlier turn out to be discontinuous solutions to certain
"boundary value problems" for L: Using this connection we are able to nd the
ruin probability in a simple two dimensional example.
2. A Renewal Risk Network
Let (
;F ; fFt : t  0g; P ) be a ltered probability space; unless otherwise
stated, all stochastic processes are fFtg adapted with r.c.l.l. sample paths. For
our purposes, it is enough to consider the simple version of Skorokhod problem in
an orthant as described below. For more information see [11, 7, 13, 15, 19, 20] and
references therein.
Let d  2: We consider a renewal risk network of d insurance companies such
that the dynamics of the companies are independent in the absence of risk reducing
treaty. For 1  i  d; the surplus of Company i; in the absence of risk reducing
treaty is given by
Hi(t) = zi + cit 
Ni(t)X
`=1
X
(i)
` = zi + cit  Si(t); t  0; (2.1)
where zi  0 is the initial capital, ci is the constant premium rate, and Si()
represents the total claim amount process.
We assume the following:
(A1) (i) ci > 0 for each i; (ii) fNi(t) : t  0g; fX(k)` : `  1g; 1  i; k  d are
independent families of random variables; (iii) each Ni() is a renewal counting
process having only nitely many jumps on any nite time interval; (iv) each
X
(k)
` is a positive random variable; (v) for xed k; X
(k)
` ; `  1 are i.i.d. random
variables.
(A2) R = ((Rij)) is a constant (d  d) real matrix with Rii = 1 for all i: Set
W = ((Wij)) with Wii = 0; Wij = jRij j; j 6= i; 1  i; j  d: The spectral radius
of W is assumed to be strictly less than 1:
Let A
(i)
` ; `  1 denote the interarrival times of Ni for 1  i  d; for xed
i; these are i.i.d. random variables, and are assumed to be strictly positive. So
H1(); : : : ; Hd() are d independent Sparre Andersen (or renewal risk) processes.
Write S() = (S1(); : : : ; Sd()); H() = (H1(); : : : ; Hd()):
Let G = fx 2 Rd : xi > 0; 1  i  dg denote the d dimensional positive
orthant, and G its closure. Also ~0 shall denote zero vector in Rd:
Let fFtg adapted processes fY (t) = (Y1(t); : : : ; Yd(t)) : t  0g; fZ(t) =
(Z1(t); : : : ; Zd(t)) : t  0g satisfy the following.
(S0) Y (0) = ~0; Z(0) = (z1;    ; zd):
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(S1) For 1  i  d the Skorokhod equation holds, that is,
Zi(t) = zi + cit  Si(t) + Yi(t) +
X
j 6=i
RijYj(t); t  0; (2.2)
or equivalently in vector notation
Z(t) = H(t) +R  (Y (t)  Y (0); t  0: (2.3)
(S2) Zi(t)  0; t  0; 1  i  d; so Z() is a G valued process.
(S3) For 1  i  d; Yi() is a nondecreasing process and Yi() can increase only
when Zi() = 0; that is,
Yi(t)  Yi(s) =
Z
(s;t]
1f0g(Zi(r))dYi(r); t  s  0: (2.4)
Note that (S2) is a constraint, while (2.4) is a minimality condition. A pair
Y (); Z() of processes satisfying (S0)-(S3) is called a solution to the Skorokhod
problem with drift (c1;    ; cd); and reection matrix R; initial value (z1;    ; zd);
and given stochastic data S(); or simply a solution to SP(c;R;S(); z): As R
satises (A2) the processes Y (); Z() can be obtained by solving the corresponding
deterministic Skorokhod problem path by path; see [11, 20, 15]; Z is called the
reected/ regulated part and Y is called the pushing part. We tacitly assume here
that Rij and even ci have been negotiated and agreed upon by the companies.
In a special case, the above set up describes the joint dynamics of the d com-
panies operating under a risk reducing treaty. Accordingly, if Company i needs
at some instant of time an amount dyi to avert ruin, then for j 6= i; Company
j is required to give a preassigned fraction jRjijdyi: Suppose Rji  0; j 6= i andP
j 6=i jRjij  1; 1  i  d: The shortfall
 
1  Pj 6=i jRjijdyi has to be procured
by Company i from "external" sources. The objective of the treaty is to keep the
surplus of each company nonnegative. The rationale is: Because of mutual obli-
gations, internal borrowing carries softer repayment terms. With each company
trying to minimize its repayment liability, the set up leads naturally to a d-person
dynamic game with state space constraints. Using the "sample path analysis",
it is shown in [16] that the pushing part Y () of the above Skorokhod problem
provides a (unique) Nash equilibrium. Thus under optimality, a company can
borrow, invoking the treaty, only when its reserve is zero/ it is in the red, and
the amount borrowed should be just enough to keep it aoat. In such a case, for
1  i  d; t > 0; Yi(t) represents the optimal cumulative amount obtained by
Company i from internal and external sources during [0; t] specically for the pur-
pose of averting ruin, while Zi(t) is the optimal current surplus of Company i: See
[16, 17, 19] for details and extensions. In (S0)-(S3) note that the only interaction
among the d companies is through the risk reducing treaty.
For x 2 Rd we shall denote jxj = Pdi=1 jxij; in particular, if z 2 G then
jzj = z1 +   + zd:
Recall that in one dimensional insurance models, "ruin" is the event that the
surplus of the company is strictly negative; see [21, 9, 14]. In multidimensional
models with risk reducing treaty as above, by denition, surplus is nonnegative.
So we need an appropriate notion of ruin. To motivate we begin with a class of
examples.
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Example 2.1. Let the set up be as above. In addition assume the following:
(E) There is 1  k  d such that (R 1)ik > 0 for all i; and the support of
X
(k)
1 is [0;1): Also let Rij  0; i 6= j; so R = I  W with all entries of W being
nonnegative.
By a permutation of indices, if necessary, in condition (E) we may take k = 1:
So all the entries in the rst column of R 1 are strictly positive, and claim size
X
(1)
1 can take arbitrarily large values with positive probability. As spectral radius
of W is less than one, note that R 1 = (I W ) 1 = I+W +W 2+    is a matrix
with nonnegative entries.
Now suppose A
(i)
1 > A
(1)
1 for each i = 2; : : : ; d; this means that the rst claim
arrival in the network concerns Company 1; and by our assumption this is an event
of positive probability. Note that S(t) = ~0; Y (t) = ~0; Z(t) = H(t) = z + tc for
t < A
(1)
1 ; where z = (z1; : : : ; zd); c = (c1; : : : ; cd): Observe that
Z(A
(1)
1 ) = Z(A
(1)
1  )  [S(A(1)1 )  S(A(1)1  )] +R[Y (A(1)1 )  Y (A(1)1  )]
= z + (A
(1)
1 )c  X1 +RY (A(1)1 );
where X1 = (X
(1)
1 ; 0; : : : ; 0): As R = I   W is invertible, it now follows that
Z(A
(1)
1 ) = ~0 if and only if Y (A
(1)
1 ) = (I  W ) 1[ X1   z   (A(1)1 )c]: Since we need
Yi(A
(1)
1 )  0 for each i; it is required that
R 1 X1  R 1[z + (A(1)1 )c];
where the inequality has to be satised componentwise. This will be so if
X
(1)
1  (=)
dX
j=1
(zj +A
(1)
1 cj);
where  = minf(R 1)i1 : 1  i  dg;  = maxf(R 1)ij : 1  i; j  dg: By
condition (E),  > 0: Since A
(i)
1 ; 1  i  d;X(1)1 are independent random variables
we have
P (Z(t) = ~0 for some 0 < t <1)
 P (A(`)1 > A(1)1 ; for 2  `  d; Z(A(1)1 ) = ~0)
 P (A(`)1 > A(1)1 ; for 2  `  d; X(1)1  (=)
dX
j=1
(zj +A
(1)
1 cj))
=
Z 1
0
(
dY
`=2
P (A
(`)
1 > t))  P (X(1)1  (=)
dX
j=1
(zj + tcj))dP (A
(1)
1 )
 1(t)
> 0: (2.5)
In the penultimate step in the above, we have conditioned w.r.t. A
(1)
1 : Thus the
d-dimensional regulated process Z() can hit the state ~0 in nite time with positive
probability.
In view of the preceding discussion, we can dene ruin as the event that Z(t) = ~0
for some 0 < t < 1; that is, surplus of all the companies in the network is zero
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simultaneously. The class of examples above indicates that ruin of the network
can happen with positive probability. It may be noted that "ruin time" will be
dened as the rst hitting time of state ~0; and not as the rst entrance time; see
(2.8) below.
Note that the spectral radius condition in (A2) implies that our framework is
an "open system", in the sense that borrowing from external sources is allowed.
Therefore, even when the surplus of each company is zero, by taking help from
"outside", the system can come out of that state; thus, ~0 is not an absorbing state.
The next paragraph reinforces this further.
Let S(); H() be as in (2.1). So Hi(); 1  i  d are independent renewal
risk processes, and the interaction among the companies is only through the
risk reducing treaty. Let fn : n  1g be the successive jump times of S() =
(S1(); : : : ; Sd()): As X(k)` are strictly positive, clearly these are claim arrival times
for companies in the network. Since each Ni can have only nitely many jumps
in any nite interval, it follows that n " 1 a.s. For each n; on (n; n+1); note
that each Hi() is strictly increasing, and hence each Zi() is strictly increasing.
So Yi(t) = Yi(n); Zi(t) > 0; for n < t < n+1; 1  i  d: Hence Zi() can possibly
become zero only at claim arrival times n; of course, this can happen at claim
arrival time of another company in the network. In particular, for initial value
Z(0) 6= ~0; the d-dimensional sample path Z(; !) can reach state ~0 only at a claim
arrival time. Even if Z(0) = ~0; on [0; 1) each component Zi() is strictly increasing
(since ci > 0) and Yi() = 0: Therefore infft > 0 : Z(t) = ~0g > 0: Once again
Z(; !) can "hit" state ~0 only at a claim arrival time. Thus our denition of ruin
is quite reasonable, capturing some salient features of one dimensional analogue.
Proposition 2.2. Assume (A1) and (A2). Assume also that the interarrival times
A
(i)
j ; and the claim sizes X
(k)
` have nite expectations. Suppose for 1  i  d;
ci >
1
E(A
(i)
1 )
E(X
(i)
1 ) (2.6)
that is, each Hi satises the net prot condition. Then Zi(t)! +1 a.s. as t " 1
for each 1  i  d:
Proof. Under the net prot condition, by the law of large numbers, we know that
Hi(t) ! +1 a.s. for each i; see [21]. Hence for a.e. ! 2 
; there is t(i)(!) > 0
such that Hi(t) > 0 for all t > t
(i)(!); for 1  i  d:
For xed !; by solving the deterministic Skorokhod problem corresponding to
H(; !) and reection matrix R we can obtain Y (; !); Z(; !): So by Proposition
3.2 of [15], Y (t)  (I  W ) 1#(t); that is
Yi(t)  ((I  W ) 1#)i(t); 1  i  d; t  0;
where #() = (#1(); : : : ; #d()); #i(t) = sup0stmaxf0; Hi(s)g; t  0: Conse-
quently, for xed !; i observe that #i(t; !) = #i(t
(i)(!); !) for t  t(i)(!): In
particular t 7! #i(t; !) is a bounded function for any i; for xed !: Hence it
now follows that t 7! Yj(t; !) is a bounded function for each j; !: Since Zk(t) =
Hk(t) +
Pd
j=1RkjYj(t); it is clear now that Zk(t)! +1 a.s. as t!1: 
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Now dene
%r(!) = infft > 0 : jZ(t; !)j < rg; for r > 0 (2.7)
&0(!) = infft > 0 : jZ(t; !)j = 0g: (2.8)
Note that &0 is the ruin time. Observe that the ruin time is the rst hitting time
of state ~0:
Theorem 2.3. Let the hypotheses be as in Proposition 2.2. Then for any ~0 6= z 2
G;
Pz(&0 <1) := P (&0 <1jZ(0) = z)
= lim
r#0
P (%r <1jZ(0) = z) := lim
r#0
Pz(%r <1): (2.9)
In other words, for z 6= 0;
Pz(Z(t) = ~0 for some t > 0) = lim
r#0
Pz(jZ(t)j < r for some t > 0):
Proof. Let z 6= ~0 be an arbitrary but xed element of G: It is enough to consider
a sequence rn # 0; also we may assume 0 < rn < jzj for all n: Set Cn = f! :
%rn(!) < 1g; n  1; and C0 = f! : &0(!) < 1g: We need to prove Pz(C0) =
limn!1 Pz(Cn): Clearly Cn is a decreasing sequence of measurable sets. Let C =T
n1 Cn: Note that C0  C:
Now we prove that
Pz(CnC0) = 0: (2.10)
Indeed, let ! 2 C: Then %rn(!) < 1 for all n  1: Also %rn(!) is a nondecreas-
ing sequence in [0;1): Since Zi() is strictly increasing between claim arrivals,
observe that 0  jZ(%rn)j < rn < jzj for all n  1: Suppose %rn(!) " +1:
As rn # 0 it is clear that Z(%rn(!)) ! ~0: This would contradict Proposition
2.2 (that is, transience to +1 in each coordinate) unless Pz(%rn " +1) = 0:
Hence limn!1 %rn < 1 with probability one on C: So we may assume that
%rn(!) " %1(!) <1:
Let M(!) = f%rn(!) : n  1g: Between claim arrivals, each Zi is strictly
increasing. Since rn is a decreasing sequence in (0; jzj); it is not dicult to see
that each element of M(!) is a jump time of S(; !): As M(!)  [0; %1(!)]; and
as S(; !) can have only nitely many jumps in a nite interval, it now follows that
M(!) has only nitely many distinct elements.
From the preceding paragraph we get %1(!) = %rk(!) for some integer k: So it
follows that Z(%rk(!)) = ~0: Therefore ! 2 C0; and hence (2.10) follows.
By (2.10) we have Pz(C0) = Pz(C) = limn!1 Pz(Cn): 
Note: The above result is not true for general stochastic processes. Let
B(t) = (B1(t); B2(t)); t  0 be a standard two dimensional Brownian motion.
Then (jB1(t)j; jB2(t)j); t  0 is equivalent in law to the reected Brownian motion
in the nonnegative quadrant with normal reection at the boundary. As B() is
neighbourhood recurrent, that property carries over to the normally reected pro-
cess. Hence %r < 1 a.s. Pz for every z 6= 0: However, as the two dimensional
Brownian motion does not hit a point, &0 = 1 a.s. Thus l.h.s. of (2.9) is 0 while
r.h.s. is 1:
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3. A Cramer-Lundberg Network
In this section we shall deal with the Cramer-Lundberg set up; to be more
precise, in addition to the hypotheses in Proposition 2.2 and Theorem 2.3, we
shall assume that the claim number processes Ni(); 1  i  d are independent
homogeneous Poisson processes. This is because we will need the Markovian frame-
work. As the coecients are constants, note that the reected/ regulated process
fZ(t) : t  0g itself is strong Markov; see [11, 15]. The corresponding semigroup
of operators is given by
Ttf(z) = Ez[f(Z(t))]
:
= E[f(Z(t))jZ(0) = z]; z 2 G; t  0; (3.1)
for any bounded measurable function f on G:
For xed r > 0; set
gr(z) = Pz(%r <1); z 2 G: (3.2)
By Theorem 2.3 note that for z 6= ~0
Pz(&0 <1) = lim
r#0
gr(z): (3.3)
If jzj < r it is clear that gr(z) = 1: As each Zi() is strictly increasing on [0; 1);
and because of transience we heuristically expect gr(z) < 1 if jzj  r: Thus the
function z 7! gr(z) may be discontinuous along jzj = r: (cf. Recall that in the
classical one dimensional Cramer-Lundberg model, ruin probability, as a function
of the initial capital, has a discontinuity at 0; thanks to the net prot condition,
survival probability is strictly positive even with zero initial capital; see [18].)
Let f be a bounded measurable function on G: Suppose there is bounded mea-
surable function h on G such that
h(z) = lim
t#0
1
t
[Ttf(z)  f(z)]; z 2 G;
where the limit is pointwise. Then we write h = Lf; and f 2 D(L); we call L the
weak innitesimal generator of fTtg; and D(L) is the domain of the innitesimal
generator L; see the last paragraph on p.50, vol.I of [8]. In [19] we have shown
that C2b -functions satisfying certain boundary conditions are in D(L): However we
may need to identify also some functions having certain limited discontinuity as
perhaps members of D(L): The account below is an attempt at that; see Chapter
6 of [18] for one dimensional analogue.
Fix r > 0: Denote by D0;r the collection of bounded measurable functions
f : G! R having the following properties:
(i) f is constant on G \ fz : jzj < rg;
(ii) if z 2 G is a discontinuity point of f then jzj = r;
(iii) f restricted to G\fz : jzj  rg is continuous; in particular, if z 2 G; jzj = r;
and x! z; jxj  r; then f(x)! f(z):
Next, denote by D1;r the collection of all functions f satisfying the following:
(a) f 2 D0;r;
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(b) (D+f)i 2 D0;r for all i; where D+f() = ((D+f)1(); : : : ; (D+f)d()) is given
by
D+f(z) = rf(z); if jzj > r;
= (
@+f
@z1
(z);    ; @
+f
@zd
(z)); if jzj = r;
= ~0; if jzj < r;
here (@+f())=(@zi) denotes the right derivative w.r.t. zi:
If f 2 D1;r note that f() is continuously dierentiable on fjzj > rg; and if
cj > 0; 1  j  d; then
@+f
@~c
(z) =
dX
i=1
ci
@+f
@zi
(z)
is well dened at any z 2 G with jzj = r; that is, "right derivative" of f in the
direction ~c exists at jzj = r:
We need some notation for stating the next result. Let v; x 2 Rd and R be
reection matrix satisfying (A2). Let q; p 2 Rd be the solution to the following
linear complementarity problem (LCP) associated with x; v 2 Rd; that is,
p  0; (q   v)  0; both componentwise;
p = x+R  (q   v); and hp; (q   v)i = 0: (3.4)
We denote q := (v; x); p := 	(v; x) and say that (v; x);	(v; x) is the solution to
LCP(v; x;R). Because of the spectral radius condition in (A2) the above LCP can
be uniquely solved; see [6]. If the sample path is identically a constant x 2 Rd; then
the corresponding deterministic Skorokhod problem in the orthant is the same as
LCP(0; x;R). A constructive method, using contraction mapping, of solving the
above is given in [22] as well as in Step 1 of the proof of Theorem 4.1 of [15]. So
;	 are continuous functions. The relevance here is that at a jump time of S();
solution to the Skorokhod problem is propagated in terms of LCP.
Theorem 3.1. In addition to the hypotheses of Proposition 2.2 and Theorem 2.3,
assume that Ni(); 1  i  d are independent homogeneous Poisson processes with
respective rates i: For 1  i  d; write Xi = (0;    ; 0; X(i)1 ; 0;    ; 0) with all the
coordinates except the i-th coordinate being zero. Let L be the weak innitesimal
generator of the strong Markov process fZ(t) : t  0g as described above. Fix
r > 0: Let f() 2 D1;r: Then f 2 D(L) and
Lf(z) =
@+f
@~c
(z) +
dX
i=1
iE[f(	(0; z   Xi))  f(z)]
=
dX
i=1
ci
@+f
@zi
(z) +
dX
i=1
iE[f(	(0; z   Xi))  f(z)]; (3.5)
for z 2 G; where 	(; ) as in (3.4).
Proof. Note that r.h.s. of (3.5) is a well dened bounded function on G: We shall
give below a proof of the theorem when jzj  r: The case jzj < r is much simpler;
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in the latter case it is not dicult to show that both sides of (3.5) are 0: Moreover,
as the proof has similarities with that of Theorem 4.3 of [19], we shall highlight
only the aspects where there are dierences.
Let z 2 G with jzj  r: Let N() = N1() +    + Nd() as in the proof of
Theorem 4.3 of [19]. Clearly N() is a homogeneous Poisson process with rate
 = 1+   +d: Note that jump times n of S() are precisely the jump times of
N(): Note that
Ttf(z)  f(z) = =
1X
k=0
Ez

1fkg(N(t))  ff(Z(t))  f(z)g

= Ez

1f0g(N(t))  ff(Z(t))  f(z)g

+Ez

1f1g(N(t))  ff(Z(t))  f(z)g

+Ez

1f[2;1)g(N(t))  ff(Z(t))  f(z)g

:
= H0(t) +H1(t) +H2(t); (3.6)
giving the analogue of (4.10) of [19]. Since f() is bounded and N() is a Poisson
process, it is clear that H2(t) = o(t); t # 0:
On the set fN(t) = 0g; note that Zi(s) = zi + cis; 0  s  t; 1  i  d:
Consequently
1
t
H0(t) =
1
t
Ez[If0g(N(t))  ff(z + tc)  f(z)g]
=
1
t
[f(z + tc)  f(z)]P (N(t) = 0)
! @
+f
@~c
(z) =
dX
i=1
ci
@+f
@zi
(z); t # 0: (3.7)
This is the analogue of (4.11) in [19].
As S() and N() have the same jump times, we can write
H1(t) = Ez

1f1t<2g  ff(Z(t))  f(z)g

= Ez

1f1t<2g  ff(Z(t))  f(Z(1))g

+Ez

1f1t<2g  ff(Z(1))  f(z)g

:
= H11(t) +H12(t): (3.8)
Using the arguments in the derivation of (3.7), strong Markov property, and pro-
ceeding as in the derivation of (4.15) in [19], it can be proved that
1
t
H11(t) =
1
t
Ez[If1t<2g  (f(Z(t))  f(Z(1)))] ! 0; t # 0: (3.9)
Since f may have discontinuity at jxj = r; we now need to deviate from the
proof of Theorem 4.3 of [19]. On the set fNi(t) = 1; Nj(t) = 0; j 6= ig; note that
1 = 
(i)
1 = rst claim arrival time for Company i; Y (1 ) = 0 and Z(1) =
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	(0; [z + 
(i)
1 c  Xi]): So, denoting by ei the i-th unit vector, we have
H12(t)
:
= Ez[If1t<2g  ff(Z(1))  f(z)g]
=
dX
i=1
Ez[(
Y
j 6=i
If0g(Nj(t)))If1g(Ni(t))  ff(Z(1))  f(z)g]
=
dX
i=1
Ez

Ifeig(N(t))  ff(	(0; [z +  (i)1 c  Xi]))  f(z)g

: (3.10)
Fix 1  i  d:Note that fNj(); j 6= ig; fNi();  (i)1 g; f Xig are independent families.
We also know that P (
(i)
1 2 dsjNi(t) = 1) is the uniform distribution on [0; t]:
Hence using a conditioning argument we have
1
t
Ez

Ifeig(N(t))  ff(	(0; [z +  (i)1 c  Xi]))  f(z)g

= ie
 t 1
t
Z t
0
Ez[f(	(0; z + sc  Xi))  f(z)]ds:
By Theorem 4.1 (comparison theorem) in [15], if ^   componentwise, then
	(0; ^)  	(0; ): And as 	 is continuous, it follows that 	(0; z + sc   Xi(!)) #
	(0; z  Xi(!)); 0  s  t as t # 0; for every !: By our assumption on f; note that
f is continuous on G \ fjj  rg as well as on G \ fjj < rg: Therefore it follows
that f(	(0; z + sc   Xi(!))) ! f(	(0; z   Xi(!))); 0  s  t as t # 0: In view of
(3.10) it is now easily seen that
lim
t#0
1
t
H12(t) =
dX
i=1
iEz[f(	(0; z   Xi))  f(z)]: (3.11)
Now (3.6){(3.11), together with details as in the proof of Theorem 4.3 in [19], yield
the required result (3.5). 
Remark 3.2. There is an interesting dierence between Theorem 4.3 of [19] and
the above result. In [19] f() is assumed to satisfy the boundary condition (4.6)
on @G; while there has been no such requirement in the preceding theorem. In the
former situation, because of the presence of diusion, the regulated process Z()
can possibly hit the boundary @G even before 1: So the second term on r.h.s. of
(4.5) in [19] has to be appropriately dealt with to identify the dierential part of
the generator in Theorem 4.3 of [19]; the alluded boundary condition is an easy/
obvious way of doing this. Thanks to c > 0; and the absence of diusion, such a
problem does not arise in the latter case while deriving (3.5).
With r > 0 xed, let f 2 D1;r: By Theorem 3.1 and a result on p.162 of [10],
it follows that f(Z(t))  f(z)  R t
0
Lf(Z(s))ds; t  0 is a Pz-martingale w.r.t. the
ltration generated by the process Z(); for any starting point z 2 G: Using this
observation we have the following result.
Corollary 3.3. Let the notation and hypotheses be as in Theorem 3.1. Let r > 0
be xed and f 2 D1;r satisfy the following: (i) Lf() = 0 on G; (ii) f(z) = 1; if
jzj < r; (iii) f(z)! 0 as jzj ! 1: Then f(z) = Pz(%r <1); z 2 G:
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Proof. It is enough to consider z 2 G with jzj  r: Fix such a z: For k > jzj let
k = infft  0 : jZ(t)j  kg: By Proposition 2.2, k <1 a.s.Pz; for every k: Using
the observation above, the optional sampling theorem, and condition (i) we get
f(z) = Ez[f(Z(t ^ k ^ %r)) 
Z t^k^%r
0
Lf(Z(s))ds]
= Ez[f(Z(t ^ k ^ %r))];
for every t > 0; k > jzj: By condition (ii) note that f(Z(%r)) = 1: So letting t " 1
in the above
f(z) = Pz(%r < k) + Ez[If%r>kg  f(Z(k))]: (3.12)
As the process does not explode in nite time, note that k " +1 with probability
one as k ! 1: Consequently, again by Proposition 2.2, note that jZ(k)j ! 1
a.s. Pz as k !1: Hence, letting k !1 in (3.12), and invoking condition (iii) we
get the desired result. 
Remark 3.4. The innitesimal generator L in Theorem 3.1 is a rst order integro-
partial dierential operator. With r > 0 xed, note that Lf(z) = 0; jzj < r for any
f 2 D1;r: Denote Qr = fz 2 G : jzj > rg: By (2.7) it is clear that %r is the rst exit
time from Qr; it is also the rst hitting time of fjzj < rg: Corollary 3.3 concerns a
solution f 2 D1;r to the equation Lf(z) = 0; z 2 Qr; with the boundary conditions
(ii), (iii). The probabilistic formulation implicit here corresponds to exit time from
Qr; rather than exit time from Qr: This is appropriate in our context, because we
expect f to be continuous when restricted to Qr; but f can be discontinuous from
"below" at jzj = r: Since the integral operator in L is nonlocal, "boundary values"
need to be specied for jzj < r as in (ii); of course, the condition (iii) at innity is a
natural one. (cf. It is known that for the rst boundary value problem for second
order strictly elliptic PDE's in nice domains, the two probabilistic formulations are
equivalent. However, in the case of degenerate elliptic operators the two need not
coincide; and the formulation in terms of exit time from the closure, if it makes
sense, has certain advantages; see Section 5 of [23].)
Theorem 2.3 and Corollary 3.3 suggest a way of obtaining ruin probability. We
are able to get an exact expression in the following two dimensional example.
Example 3.5. Let d = 2; c1; c2 > 0; let R be a 2  2 matrix with R11 = R22 =
1; R12 = 0; R21 = ( 1): Let N1(); N2() be independent Poisson processes with re-
spective rates 1; 2: Let X
(1)
` ; `  1 be i.i.d. random variables having an Exp(1)
distribution, where 1 > 0: Let X
(2)
`  0 for all `: So S2()  0 while S1() is a
nontrivial compound Poisson process. In the absence of risk reducing treaty, note
that H1(t) = z1 + c1t  
Pd
i=1X
(1)
i ; H2(t) = z2 + c2t; for t  0: According to the
risk reducing treaty, if Company 1 needs money to avert ruin, the entire amount
is given by Company 2; if Company 2 needs money to avert ruin, it has to get the
amount from external sources. The joint dynamics of the companies under the
treaty is governed by Skorokhod problem corresponding to H() = (H1(); H2())
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and reection matrix R: So
Z1(t) = z1 + c1t  S1(t) + Y1(t)
Z2(t) = z2 + c2t+ Y2(t)  Y1(t);
for t  0; Z1(); Z2() are nonnegative; Yi(0) = 0; Yi is nondecreasing, and can
increase only when Zi() = 0; for i = 1; 2: In this set up, Company 2 is like a
"reinsurer" only, and has no primary insurance business of its own. However,
Company 2 provides money to Company 1 only when a demand is made to avert
ruin, and the amount is just enough to keep aoat. It is simple to check that
condition (E) of Example 2.1 holds with k = 1: By Example 2.1, for any starting
point z = (z1; z2) 6= (0; 0) probability of ruin in nite time is positive. Assume
that c11   1 > 0 so that (2.6) holds for i = 1; it trivially holds for i = 2: So
by Proposition 2.2, it is clear that Zi(t) ! 1 as t ! 1; i = 1; 2: Also note that
Theorem 2.3 and Corollary 3.3 are applicable here. We use these to get the ruin
probability.
Fix r > 0: To carry out the above program, we need to nd f 2 D1;r satisfying
(i), (ii), (iii) of Corollary 3.3, where
Lf(z) = c1
@+f
@z1
(z) + c2
@+f
@z2
(z) + 1E[f(	(0; z   X1))  f(z)]: (3.13)
In (3.13) we have used the fact that 	(0; z   X2) = 	(0; z) = z; z 2 G:
With R as above, for  = (1; 2) 2 R2; the solution pair (0; ) = (y^1; y^2);
	(0; ) = (z^1; z^2) to LCP(0; ;R) is given by y^1 = maxf0; 1g; z^1 = 1+ y^1; y^2 =
maxf0; [2 y^1]g; z^2 = 2+y^2 y^1: Consequently, for any z = (z1; z2) 2 G;! 2 
;
it follows that
	(~0; z   X1(!)) = ((z1  X(1)1 (!)); z2); if X(1)1 (!)  z1;
= (0; z1 + z2  X(1)1 (!)); if z1  X(1)1 (!)  z1 + z2;
= (0; 0) if z1 + z2  X(1)1 (!);
and hence
j	(~0; z   X1(!))j = z1 + z2  X(1)1 (!); if X(1)1 (!)  z1 + z2;
= 0; if X
(1)
1 (!)  z1 + z2: (3.14)
Note that j	(0; z  X1)j  z1+z2: Hence it follows that Ez[f(	(0; z  X1)) f(z)] =
0 if jzj < r:
We try to nd f 2 D1;r of the form f(z1; z2) = '(z1 + z2) where ' is an
appropriate function on [0;1): Since f(z) = 1 if z1 + z2 < r; by (3.14) we get
Ez[f(	(0; z   X1))] = Ez['(j	(0; z   X1)j)]
= E[1  I(z1+z2 r;1)(X(1)1 )] + E['(z1 + z2  X(1)1 )  I[0;z1+z2 r](X(1)1 )]
= [1  F1(z1 + z2   r)] +
Z
[0;z1+z2 r]
'(z1 + z2   )dF1(); (3.15)
where F1 denotes the distribution function of X1: In view of (3.13), (3.15) we need
'() restricted to [r;1) to be a C1-function, '(s) = 1; s < r; lims!1 '(s) = 0;
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and that it satisfy the integro-dierential equation
(c1 + c2)
d+'
ds
(s)  1'(s) + 1[(1  F1(s  r)) +
Z
[0;s r]
'(s  )dF1()]
= 0; s  r: (3.16)
Of course, ' may have a discontinuity at s = r:
To solve (3.16) we follow a procedure given in [12]; see also Section 6.1 of [18].
As X
(1)
1 has Exp(1) distribution, it can be seen that (3.16) is the same as
c'0(s)  1'(s) + 1e 1(s r) + 1e 1sh(s) = 0; s  r; (3.17)
where c = c1 + c2; '
0 = d
+'
ds and h(s) =
R s
r
'()1e
1d: Since ' is required to
be C1 on [r;1); and hence h is dierentiable on (r;1); from (3.17) we see that '0
is also dierentiable on (r;1): So dierentiating (3.17), using the expression for
h0(); and using the ODE (3.17) to substitute for h; we get the second order ODE
c'00(s) + (c1   1)'0(s) = 0; s > r:
The general solution to the above ODE is
'(s) = K1 +K2 exp[  (c1   1)
c
s]; s  r;
where K1;K2 are arbitrary constants. By net prot condition, c1 > c11 > 1:
Since lims!1 '(s) = 0 is a requirement, we see that K1 = 0: Hence
'(s) = K2 exp[  (c1   1)
c
s]; s  r: (3.18)
Using (3.18) one can compute '(r); '0(r); also h(r) = 0: Substituting these into
the ODE (3.17), we get K2 =
1
c1
exp[ c1 1c r]: Therefore
'(s) =
1
c1
exp[ c1   1
c
(s  r)]; s  r: (3.19)
Also '(s) = 1; s < r: It is clear that ' has a discontinuity at s = r:
Now, we can put for z = (z1; z2)
f(z) =
1
c1
exp[  (c1   1)
c
(z1 + z2   r)]; z1 + z2  r; (3.20)
and f(z) = 1 if z1 + z2 < r: It is easy to verify that f 2 D1;r and that it satises
(i), (ii), (iii) of Corollary 3.3. So by Corollary 3.3, f(z) = Pz(%r < 1); z 2 G: It
now also follows from Corollary 3.3 that f is the unique element in D1;r satisfying
(i), (ii), (iii). Therefore by Theorem 2.3,
Pz(&0 <1) = lim
r#0
Pz(%r <1)
=
1
c1
exp[  (c1   1)
c
(z1 + z2)]; z 6= ~0: (3.21)
Next, we claim that (3.21) holds even for z = ~0; that is,
P0(&0 <1) = 1
c1
: (3.22)
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For r > 0; let r = infft  0 : jZ(t)j = Z1(t) + Z2(t) = rg: Because of transience
r <1 a.s. P0 for each r > 0: As Z() is strictly increasing and right continuous
in each coordinate on [0; 1); it follows that P0(&0 < 1) = P0(0 < &0 < 1); and
that P0(r # 0 as r # 0) = 1: Also note that jZ(r)j = Z1(r) + Z2(r) = r a.s.
P0 as the jumps are negative. Therefore, using the strong Markov property and
(3.21), we get
P0(&0 <1) = P0(0 < &0 <1) = lim
r#0
P0(r < &0 <1)
= lim
r#0
E0[PZ(r)(&0 <1)] = lim
r#0
E0f 1
c1
exp[  (c1   1)
c
r]g = 1
c1
;
proving (3.22).
Thus (3.21), (3.22) give ruin probability for the model.
We have used the norm jxj = Pdi=1 jxij to make the analysis simple in the
preceding example. Since balls are convex in any norm, and ~c points into the
interior of the orthant, analogues of the above results hold in any norm.
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