Abstract. We study the pull-back of the 2-parameter family of quotient elastic metrics introduced in [1] on the space of arc-length parameterized loops. This point of view has the advantage of concentrating on the manifold of arc-length parameterized curves, which is a very natural manifold when the analysis of un-parameterized curves is concerned, pushing aside the tricky quotient procedure detailed in [2] of the preshape space of parameterized curves by the reparameterization (semi-)group. In order to study the problem of finding geodesics between two given arc-length parameterized loops under these quotient elastic metrics, we give a precise computation of the gradient of the energy functional in the smooth case as well as a discretization of it, and implement a path-straightening method. This allows us to have a better understanding of how the landscape of the energy functional varies with respect to the parameters.
Introduction
The authors of [1] introduced a 2-parameter family of Riemannian metrics G a,b on the space of plane curves that penalizes bending as well as stretching. The metrics within this family are now called elastic metrics. In [3] , it was shown that, for a certain relation between the parameters, the resulting metric is flat on parameterized open curves, whereas the space of length-one curves is the unit sphere in an Hilbert space, and the space of parameterized closed curves a codimension 2 submanifold of a flat space. A similar method for simplifying the analysis of plane curves was introduced in [4] . These results have been generalized in [5] , where the authors introduced another family of metrics, including the elastic metrics as well as the metric of [4] , and studied in which cases these metrics can be described using the restrictions of flat metrics to submanifolds. In particular they showed that, for arbitrary values of the parameters a and b, the elastic metrics G a,b are flat metrics on the space of parameterized open curves, and the space of parameterized closed curves a codimension 2 submanifold of a flat space. These results have important consequences for shape comparison and form recognition since the comparison of parameterized curves becomes a trivial task and the comparison of un-parameterized curves is greatly simplified. In this strategy, the space of un-parameterized curves, also called shape space, is presented as a quotient space of the space of parameterized curves, where two parameterized curves are identified when they differ by a reparameterization. The elastic metrics induce Riemannian metrics on shape space, called quotient elastic metrics. The remaining difficult task in comparing two un-parameterized curves under the quotient elastic metrics is to find a matching between the two curves that minimizes the distance between the corresponding reparameterization-orbits. Given this matching, computing a geodesic between two shapes is again an easy task using the flatness of the metrics.
In [2] , a mathematically rigorous development of the quotient elastic metric used in [3] is given (i.e. with the parameters a = 1 4 and b = 1), including a careful analysis of the quotient procedure by the reparameterization semi-group. The authors of [2] also showed that a minimizing geodesic always exists between two curves, when at least one of them is piecewise linear. Moreover, when both curves are piecewise linear, the minimizing geodesic can be represented by a straight line between two piecewise linear curves in the corresponding orbits. In other words the space of piecewise linear curves is a geodesically convex subset of the space of curves for the quotient elastic metric G 1 4 ,1 . Finally, in the same paper, a precise algorithm for the matching problem of piecewise linear curves is implemented, giving a tool to compare shapes in an efficient as well as accurate manner.
In [6] , it was shown that, in the same context, a minimizing geodesic for the quotient elastic metric G 1 4 ,1 always exists between two C 1 -curves γ 1 and γ 2 , meaning that there exists two elements φ 1 and φ 2 in the reparameterization semi-group such that the straight line between γ 1 • φ 1 and γ 2 • φ 2 minimizes the geodesic distance between the orbits of γ 1 and γ 2 . However, the reparameterizations φ 1 and φ 2 being a priori only absolutely continuous, it is not clear whether γ 1 • φ 1 and γ 2 • φ 2 can be chosen to be C 1 . In other words, it is (to our knowledge) not known whether the subset of C 1 -curves is geodesically convex. In addition, two Lipschitz-curves in the plane are constructed in [6] for which no optimal reparameterizations exist.
In the present paper, we want to pursue another strategy for understanding the quotient elastic metrics on shape space. Indeed, instead of identifying the shape space of un-parameterized curves with a quotient space, we identify it with the space of arc-length parameterized curves. Given a shape in the plane, this consists in endowing it with the preferred parameterization by its arc-length, leading to a uniformly sampled curve. Note that any Riemannian metric on shape space can be understood as a Riemannian metric on the space of arc-length parameterized curves. In the present paper, we endow the space of arc-length parameterized curves with the quotient elastic metrics. In [7] , the manifold of arc-length parameterized curves was also studied, but the metrics used there are not the elastic ones. In [8] , the second author studied a similar metric and its shape geometry as identified with arc-length parameterized curves; however the computation in Theorem 6.4 of [8] is incorrect since the horizontal space is not computed correctly.
The present paper is organized as follows. In section 2, we introduce the notation used in the present paper, as well as the manifolds of curves under interest. In section 3, we concentrate on the smooth case, and compute the gradient of the energy functional associated to the quotient elastic metrics G a,b . In section 4, we consider a discretization of the smooth case. This is an unavoidable step towards implementation, where each smooth curve is approximated by polygonal lines, and each smooth parameterized curve is approximated by a piecewise linear curve. Finally, in section 5, an algorithm for the two-boundary problem is presented, and some properties of the energy landscape depending on the parameters are studied.
Mathematical Setup

2.1.
Manifolds of singular parameterized loops. In this section, we define the manifolds of plane curves that we will consider in the present paper. We will consider closed curves, in other words loops, i.e., curves that can be parameterized by the unit circle. The unit circle will be denoted by S 1 and will be identified with R/Z. The plane R 2 will be endowed with its Euclidean structure, and v 1 · v 2 will stand for the scalar product of two vectors v 1 and v 2 in R 2 . We will denote by C ∞ (S 1 , R 2 ) the Fréchet vector space of smooth maps from the unit circle to R 2 . Recall that a function γ ∈ C ∞ (S 1 , R 2 ) is an immersion if and only if γ (s) = 0 for every s ∈ R/Z.
Following section 3.1 in [9] , let C be the open subset of C ∞ (S 1 , R 2 ) consisting of immersions γ such that γ induces an embedding of S 1 \ A, for A a finite subset of S 1 , and such that for any two distinct points s 1 and s 2 of A, the branches of γ at γ(s 1 ) and γ(s 2 ) can have tangency of at most finite order. We will call C the space of singular parameterized loops. Note that C contains, as an open subset, the space of embeddings Emb(S 1 , R 2 ). We will restrict our attention to loops of length one:
where prime stands for the derivation with respect to s ∈ R/Z. Note that since any singular parameterized loop γ is an immersion, the unit tangent vector
is well-defined for any value of the parameter s ∈ R/Z. Endow the plane with an orthonormal frame {e 1 , e 2 } and define the unit normal vector field n along γ by rotating the unit tangent vector field v = γ γ by an angle of + π 2 . In other words, if the coordinates of v(s) in the frame {e 1 , e 2 } read (cos θ(s), sin θ(s)), then the coordinates of n(s) read (− sin θ(s), cos θ(s)). The vector fields v and n are subject to the Serret-Frenet relations:
where κ is a real function (possibly vanishing or non-positive) called the (signed) curvature. In particular, for a loop γ parameterized by arc-length, one has κ = θ , where θ refers to the angle between the x-axis and the unit tangent vector v(s) = (cos θ(s), sin θ(s)) at s ∈ R/Z. It is easy to see that C 1 is a submanifold of C whose tangent space at some γ ∈ C 1 is
The subset of C 1 consisting of singular loops parameterized by arc-length will be denoted by A 1 :
and is a submanifold of C 1 whose tangent space at some γ ∈ A 1 reads:
and is a closed subspace of T γ C 1 . Then Γ is a subgroup of the group Diff + (S 1 ) of orientation-preserving diffeomorphisms of the circle, where S 1 is identified with R/Z. Recall that Diff + (S 1 ) acts on C and C 1 by γ → γ • φ where γ ∈ C and φ in Diff + (S 1 ). This action restricts to an action of Γ on C 1 . The orbit of γ ∈ C 1 with respect to the action by reparameterization will be denoted by
and it is a smooth manifold. The tangent space to the orbit O at γ ∈ C 1 is the space of tangent vector fields along γ (preserving the end points), i.e., the space of vector fields which are, for each value of the parameter s ∈ R/Z, collinear to the unit tangent vector v(s). Such a vector field can be written w(s) = m(s) v(s) where m ∈ C ∞ (S 1 , R) is a real function corresponding to the magnitude of w and satisfying m(0) = 0. Note that there is no other restriction on the function m since by (1) the vector field w(s) = m(s) v(s) satisfies (2) w
and
for any arbitrary periodic function m. Therefore the tangent space to the orbit O at γ ∈ C 1 is
and it is a closed subspace of T γ C 1 .
Quotient spaces.
The following Proposition is a straightforward adaptation of Proposition 3.1.3 in [9] to the context of plane loops.
Proposition 1 (Proposition 3.1.3 in [9] ). Let C/Diff + (S 1 ) by the quotient space of the manifold C of singular parameterized loops by the action of Diff + (S 1 ). There is a natural structure of a smooth Hausdorff paracompact manifold on C/Diff
is a smooth principal bundle with structure group Diff + (S 1 ).
Since we are mainly interested in the quotient space C 1 /Γ, it is important to note that this is also a smooth manifold. The quotient space C 1 /Γ is related to the space of oriented based loops in [9] (denoted there byŶ b ), and the natural projection C 1 /Γ → C 1 /Diff + (S 1 ), which to each class [γ] modulo Γ associates the class of γ modulo Diff + (S 1 ), makes this a S 1 -principal bundle. The proof follows the proof of previous proposition, and we refer the reader to section 3.1 in [9] . Theorem 2. Let C 1 /Γ by the quotient space of the manifold C 1 of singular length-one parameterized loops by the action of Γ. There is a natural structure of a smooth Hausdorff paracompact manifold on C 1 /Γ, such that the projection π : C 1 → C 1 /Γ is a smooth principal bundle with structure group Γ.
Let us show that C 1 /Γ and A 1 are diffeomorphic as smooth Fréchet manifolds (note that A 1 is related to the spaceẐ of section 3.3 in [9] ). Theorem 3. The map p : C 1 → A 1 , which to each singular length-one parameterized loop γ associates its arc-length parameterizationγ, is a submersion and induces a diffeomorphism from C 1 /Γ to A 1 .
Proof. Since A 1 is a smooth submanifold of C 1 , it is sufficient to prove that A 1 is transverse to the Γ-orbits. Consider γ ∈ A 1 , and let us show that T γ A 1 is transverse to T γ O, i.e., that one has a direct sum decomposition
Let us first prove that
Write w = m v with m(0) = 0. One has w = m v +mκ n, and the condition w ∈ T γ A 1 implies m = 0. It follows that m vanishes identically.
Now consider h ∈ T γ C 1 , and write h = h v v +h n n where h v = h · v and h n = h · n. One has
e., belongs to T γ A 1 . In other words, the map
is a continuous decomposition of T γ C 1 into the sum of two closed subspaces.
Combining Theorem 2 and Theorem 3, one gets the following: Proposition 4. The manifold A 1 of arc-length parameterized loops of length one is a smooth S 1 -principal bundle over C 1 /Diff + (S 1 ). In particular, any smooth section of
3. Quotient elastic metrics on smooth arc-length parameterized plane loops 3.1. Definition of the elastic metrics. We will consider the following 2-parameter family of metrics on the space of plane curves :
where a and b are positive constants, and where γ is any parameterized curve in C 1 , w any element of the tangent space T γ C 1 , and where
is the arc-length derivative of w. These metrics have been introduced in [1] , and are now called elastic metrics. They have been also studied in [5] with another convention for the coefficients (a in [1] equals b 2 in [5] , and b in [1] equals a 2 in [5] ). For w 1 and w 2 two tangent vectors at γ ∈ C 1 , the corresponding inner product reads :
The metric G a,b is invariant with respect to the action of the reparameterization group Γ on C 1 and therefore it defines a metric on the quotient space C 1 /Γ, which we will refer to as the quotient elastic metric.
3.2.
Horizontal space for the elastic metrics. Let us now consider an initial loop γ located on the submanifold A 1 of loops parameterized by arc-length and of length 1. Recall that in this case, one has γ (s) = 1 and
The horizontal space at γ consists of vector fields w ∈ T γ C 1 such that for any function m ∈ C ∞ (S 1 , R) with m(0) = 0, the following quantity vanishes :
After integrating the first term by parts, one obtains the following condition on w, which has to be satisfied for any real function m ∈ C ∞ (S 1 , R) with m(0) = 0 :
ds. This implies that the equation defining the horizontal space of the elastic metric at γ is
3.3. Quotient elastic metrics. Since the reparameterization group preserves the elastic metric G a,b , it defines a quotient elastic metric on the quotient space C 1 /Γ, which we will denote byḠ a,b . By Theorem 3, this quotient space is diffeomorphic to the submanifold A 1 , and we can pull-back the quotient elastic metricḠ a,b on A 1 . We will denote the corresponding metric on 
where u ranges over all tangent vectors in
minimum is achieved by the unique vector P h (w) ∈ [w] belonging to the horizontal space Hor γ at γ. In this case :
where P h (w) ∈ T γ C 1 is the projection of w onto the horizontal space, i.e. is the unique horizontal vector such that w = P h (w) + u with u ∈ T γ O.
Proposition 6. Let w be a tangent vector to the manifold A 1 at γ and write w = Φ n, where Φ is a real function in C ∞ (S 1 , R). Then the projection P h (w) of w ∈ T γ A 1 onto the horizontal space Hor γ reads P h (w) = w − m v where m ∈ C ∞ (S 1 , R) satisfies
Proof. Recall that a tangent vector w to the manifold A 1 at γ satisfies w · v = 0, where v is the unit tangent vector field of the curve γ. Hence, for any w ∈ T γ A 1 , the derivative w of w with respect to the arc-length parameter reads w = Φ n, where Φ is a real function in C ∞ (S 1 , R). One has
. The condition (6) for P h (w) to be horizontal is therefore (8) .
Remark 7. The right-hand side in (8) is a known function, depending only on the parameterized curve γ and the tangent vector w ∈ T γ A 1 . The left-hand side is a second order differential operator ∆ applied on the function m, with non-constant coefficients (recall that κ denotes the curvature of the parameterized curve γ, and is non-constant except if γ traces out a straight line). Observe that this second order differential operator, when operating on the Hilbert space L 2 (S 1 , R), is self-adjoint, meaning that m, ∆p = ∆m, p , where ·, · denotes the L 2 inner product on the space of periodic functions. Indeed, using two integrations by parts, one has
Denote by G the Green function associated to the operator ∆. By definition, the solution of
where ϕ is any right-hand side, is
Remark 8. Using (9) , remark that for any tangent vector w ∈ T γ A 1 with w = Φ n, one has
where m satisfies (8).
We will also need the following expression of the quotient elastic metric on A 1 .
Theorem 9. Let w and z be two tangent vectors in T γ A 1 with w = Φ n and z = Ψ n, where
Then the scalar product of w and z with respect to the quotient elastic metricG a,b on the space of arc-length parameterized loops
Denote respectively by P h (w) and P h (z) the projections of w and z on the horizontal space, and define m, p ∈ C ∞ (S 1 , R) by P h (w) = w − m v and P h (w) = z − p v. Since the horizontal space is the orthogonal space to T γ O for the elastic metric G a,b , one has
After integrating the second term by part, one has
Using the differential equation (8) satisfied by the function m, one obtaiñ
3.4. Definition and derivative of the energy functional. In this section we will determine the gradient of the energy functional corresponding to the metricG a,b on the space A 1 of arc-length parameterized loops. We will use the following conventions :
-the arc-length parameter of curves in A 1 will be denoted by s ∈ S 1 R/Z, -the time parameter of a path in A 1 will be denoted by t ∈ [0, T ], -the parameter ε ∈ (− , + ) will be the parameter of deformation of a path in A 1 . Consider a variation γ : (− , + ) × [0, T ] × S 1 → R 2 of a smooth path in A 1 . Note that, since any curve in A 1 is parameterized by arc-length, the arc-length derivative γ s of γ is a unit vector in the plane for any values of the parameters (ε, t, s), previously denoted by v. For this reason, we will write it as (13) γ s (ε, t, s) = (cos θ(ε, t, s), sin θ(ε, t, s)) ,
where θ(ε, t, s) denotes the angle between the x-axis and the unit vector v(ε, t, s) = γ s (ε, t, s).
Definition 10. For any ε ∈ (− , + ), the function t → γ(ε, t, ·) is a path in A 1 , whose energy is defined as
where γ t is the tangent vector to the path t → γ(ε, t, ·) ∈ A 1 .
Theorem 11. Consider a variation γ :
E(ε) = 1 2
where m satisfies
The derivative of the energy functional is given by
where
Proof. Equation (13) implies in particular that γ ss (ε, t, s) = θ s (ε, t, s) (− sin θ(ε, t, s), cos θ(ε, t, s)) = θ s (ε, t, s) n(ε, t, s), where s → n(ε, t, s) = (− sin θ(ε, t, s), cos θ(ε, t, s)) is the normal vector field n along the parameterized curve s → γ(ε, t, s). In particular, the curvature κ(ε, t, s) of the curve s → γ(ε, t, s) at γ(ε, t, s) reads κ(ε, t, s) = θ s (ε, t, s).
Furthermore the arc-length derivative of the tangent vector γ t along the path t → γ(ε, t, s) reads
Denote by m ∈ C ∞ (S 1 , R) the solution of
where G is the Green function associated to equation (10). Using the expression of the metricG a,b
given in (11) with Φ = θ t and κ = θ s , one has
Note that the ε-derivative γ ε at ε = 0 is a vector fields along the path t → γ(0, t, s). Hence for any fixed parameter t ∈ [0, T ], s → γ ε (0, t, s) is an element of the tangent space T γ(0,t,·) A 1 whose arc-length derivative reads (19) γ εs (0, t, s) = θ ε (0, t, s) n(0, t, s).
The derivative of the energy functional with respect to the parameter ε is therefore
Integrate the first term by parts in s, and we obtain
and the last term vanishes by equation (15). Integrating by parts in s and t to isolate θ ε , we obtain (16)-(17).
3.5. Gradient of the energy functional. In Theorem 11, the derivative of the energy functional is expressed as the integral of an L 2 -product. In order to allow efficient implementation, we will compute the gradient of the energy functional with respect to the quotient elastic metricG a,b on A 1 . In other words, the aim is to write the derivative of the energy functional as
for some vector field ∇E(γ) along the path γ in A 1 . Deforming the path γ in the opposite direction of ∇E(γ) will then give us an efficient way to minimise the path-energy of γ, and a path-straightening algorithm will allow us to find approximations of geodesics.
Theorem 12. Consider a variation γ :
where ∇E has as arc-length derivative (∇E) s (0, t, s) = β(0, t, s) n(0, t, s) with
Proof. By theorem 11, the derivative of the energy functional is the integral of θ ε , ξ where ξ is given by (17). Recall that θ ε is related to the derivative γ ε by γ εs = θ ε n. Comparing with the expression of the quotient elastic metric (12), it follows that
where ξ = b (β − κh), and where β and h are related to ∇E by (∇E) s = β n and −ah + bκ 2 h = bκβ. Note that ξ determine the functions β and h since the relation bβ = ξ + bκh implies 4. Quotient elastic metrics on arc-length parameterized piecewise linear loops 4.1. Notation. Let us consider a "chain" given by points joined by rigid rods of length 1/n. We denote the points by γ k for 1 ≤ k ≤ n, and periodicity is enforced by requiring γ n+1 = γ 1 and γ 0 = γ n . We let v k = n(γ k+1 − γ k ) denote the unit vectors along the rods, and θ k be the angle between the x-axis and v k , so that
The unit normal vectors are defined by n k = (− sin θ k , cos θ k ).
We will also introduce the variation of the angles θ k :
Vector fields along a chain are denoted by sequences w = (w k : 1 ≤ k ≤ n). A vector field w preserves the arc-length parameterization if and only if d dt t=0 |γ k+1 (t) − γ k (t)| 2 = 2 n w k+1 − w k , v k = 0, for any k, where γ k (t) is any variation of γ k satisfying w k = γ k (0). In particular, any vector field preserving the arc-length parameterization satisfies
4.2.
Discrete version of the elastic metrics. The discrete elastic metric is given by
which clearly agrees with (3) in the limit as n → ∞ using w(k/n) = w k . In addition this metric has the same property as (3) in that the a term disappears when w is a field that preserves the arc-length parameterization. For two vector fields w and z, the expression of their G a,b scalar product reads
For further use note that if w preserves the arc-length parameterization and z is arbitrary,
4.3.
Horizontal space for the discrete elastic metrics. Assume now that w preserves the arclength parametrization, and write n(w k+1 − w k ) = φ k n k for some numbers φ k . The "vertical vectors" will still be all those of the form u k = g k v k for some numbers g k , although it is not clear in the discrete context if these actually represent the nullspace of a projection as in the smooth case. Let us show the following :
Theorem 13. If (w k : 1 ≤ k ≤ n) satisfies n(w k+1 − w k ) = φ k n k , then its projection onto the orthogonal space to the space spanned by vectors of the form u k = g k v k , with respect to the discrete elastic metric (21) is
where the numbers m k satisfy
Proof. For every vertical vector (g k v k ) for any numbers g k , we want to see G a,b (w − mv, gv) = 0. We therefore get
Using the identities v k+1 , v k = cos θ k+1 cos θ k + sin θ k+1 sin θ k = cos ∆ k+1 , and v k+1 , n k = − cos θ k+1 sin θ k + sin θ k+1 cos θ k = sin ∆ k+1 , one gets
after reindexing. Since this must be true for every choice of g k , we obtain (25).
It is easy to check that (25) is a discretization of (15), as expected. Note that equation (25) 
4.4. Definition and derivative of the energy functional in the discrete case. Consider a path t → γ k (t), 0 ≤ t ≤ T , preserving the arc-length parameterization (i.e., the length of the rods) and connecting two positions of the chain γ 1,k and γ 2,k . Write
). We will use a dot for the differentiation with respect to the parameter t along the path. In particular w =γ is a vector field along the chain γ satisfying
, of the path γ k (0, t) = γ k (t) preserving the arc-length parameterization, let us compute the energy functional for the discrete elastic metrics and its derivative at ε = 0. We will use a subscript ε for the differentiation with respect to ε, in particular we will use the notation
Theorem 14. Suppose we have a family of curves γ k (ε, t) depending on time and joining fixed curves γ 1,k and γ 2,k (which is to say that γ k (ε, 0) = γ 1,k and γ k (ε, T ) = γ 2,k for all ε and k). Then the energy as a function of ε is
where m satisfies (25) with φ k =θ k . Its derivative at ε = 0 is given by
where ξ k is given by
Proof. By Theorem 13, the horizontal projection of the velocity vector w =γ is given by P h (w) = w k − m k v k where m satisfies (25) with φ k =θ k . Hence the energy is
which reduces to (27).
To compute the derivative of the energy functional, we first simplify (27) by expanding and reindexing to obtain
But notice that the term multiplied by g k vanishes since m k satisfies (25); hence it is not necessary to compute the variation g k . All that remains is to express every term in dE dε (0) in terms of ψ k either by reindexing or integrating by parts in time, which is straightforward and leads to (28).
4.5.
Gradient of the discrete energy functional. Let us compute the gradient of the discrete energy functional with respect to the quotient elastic metric G a,b . Considering equation (28), let us first computeṁ k .
Lemma 15. Let G denote the inverse matrix of the matrix T in (26), so that
where ∆ k = θ k − θ k−1 for some angles θ k . If θ k (t) depends on time and φ k (t) =θ k (t), then we have the formula
Proof. We just compute the time derivative of each term of equation (25) and notice that the terms involvingṁ k are
Hence we need to invert the same matrix T to solve forṁ k as we do to solve for m k . The remainder is straightforward.
Finally let us rewrite the l 2 -product in (28) as an G a,b -inner product, analogously to Theorem 12.
Proposition 16. Let w and z be two vector fields along γ with n(w k+1 −w k ) = α k n k and n(z k+1 −z k ) = β k n k for some numbers α k and β k . Consider the equation
for some numbers ξ k . Then
where the sequence h k satisfies where δ k = 1 + cos 2 (∆ k ) and where
, since the projection P h is orthogonal with respect to G a,b . Since the vector field z satisfies n(z k+1 − z k ) = β k n k , by Theorem 13, its horizontal projection reads
where h k is the solution of
Using the expression of the G a,b -inner product given in (23), it follows that
Therefore equation (36) reads
Let us summarize the previous results in the following Theorem.
Theorem 18. Suppose we have a family of curves γ k (ε, t) depending on time and joining fixed curves γ 1,k and γ 2,k (which is to say that γ k (ε, 0) = γ 1,k and γ k (ε, T ) = γ 2,k for all ε and k). Then the derivative of the energy functional E associated with the quotient elastic metric G a,b reads
5. Two-boundary problem 5.1. Algorithms for the two-boundary problem. Given two shapes in the plane, solving the twoboundary problem consists in finding a geodesic (if it exists!) having these shapes as endpoints. A geodesic is a path that is locally length-minimizing. Using the exact expression of the gradient of the energy functional, we can obtain approximations of geodesics by a path-straightening method. This method relates to the fact that critical points of the energy are geodesics and consists in straightening an initial path between two given shapes in the plane by following the opposite of the gradient flow of the energy functional (see section 5.1, algorithm 1). The algorithm for the computation of the gradient of the energy functional, based on the computation given in previous sections, is detailed in section 5.1, algorithm 2. Of course the efficiency of the path-straightening method depends greatly on the landscape created by the energy functional on the space of paths connecting two shapes, and this landscape in turns varies with the parameters a and b of the elastic metric. In section 5.2, we illustrate some aspects of this dependence. Figure 3 . Straightening of the path illustrated in Fig. 2 , with a = 100 and b = 1. The first line corresponds to the initial path, the second line to the path after 3500 iterations, and the third line corresponds to the path after 7000 iterations. At the right the evolution of the energy with respect to the number of iterations is depicted.
Input:
(1) An initial shape γ 1 given by the positions
(2) A final shape γ 2 given by the positions γ k,2 , 1 ≤ k ≤ n of n points in R 2 .
Output: An (approximation of a) geodesic between γ 1 and γ 2 under the quotient elastic metric G a,b , given by the positions
Algorithm 1: Initialize γ k (t) by a path connecting γ 1 to γ 2 .
(1) compute ∇E(γ) using Algorithm 2.
(2) while ∇E(γ) < 10
where is a small parameter to be adjusted.
Algorithm 1: Algorithm for the path-straightening method
Output: n vectors z k = ∇E k (t), 1 ≤ k ≤ n in R 3 , depending on time t ∈ [0, 1], corresponding to the values of the gradient of the
Algorithm 2:
(2) define T as in equation (26) and
computeθ k and∆ k as well as
(4) computeṁ k defined by equation (31) : Tṁ = R.
(5) compute ξ k defined by equation (28) :
(6) define matrix M by equation (35) and compute h k defined by : M
. .
compute β k defined by equation (33) :
Algorithm 2: Algorithm for the computation of the gradient of the energy functional 5.2. Energy landscape. In order to experience the range of convergence of the path-straightening algorithm, we first start with a toy example, namely we start with an initial path joining a circle to the same circle but passing by an ellipse in the middle of the path. This path is illustrated in Fig. 2 , where the middle ellipse may by replaced by an ellipse with different eccentricity. Starting with this initial path, we expect the path-straightening method to straighten it into the constant path containing only circles, which is a geodesic. However, this will happen only if the initial path is in the attraction basin of the constant path, in the sense of dynamical systems, i.e if the initial path is close enough to the constant geodesic. This in turn will depend on the value of the parameter a/b of the elastic metric. In particular the same path can be in the attraction basin of the constant path for some value of a/b and outside of it for some other value of the parameter. In order to have a better idea when the path-straightening method will converge, we plot in Fig. 4 the opposite of the gradient of the energy functional at the middle of the path for different values of the parameter a/b. In this figure, the magnitude of the gradient is rescaled, hence the only important information is the directions taken by the vector field. For a/b = 100, the opposite of the gradient is the vector field that one expects for turning the ellipse into a circle. On the contrary, for a/b = 0.01, the opposite of the gradient is not bowing the ellipse. In other words, one can conjecture that the initial path depicted in Fig. 2 is in the attraction basin of the constant path for a/b = 100, but not for a/b = 0.01. This is indeed what is happening, the path-straightening algorithm applied to the path of Fig. 2 converges for a/b = 100 (see Fig. 3 ) but diverge for a/b = 0.01. To have an idea of the attraction basin of the constant geodesic for a/b = 0.01, one can vary the eccentricity of the middle ellipse in the initial path. Recall that the ellipse eccentricity is defined as e = (1 − Another aspect of the gradient in this toy example is that it is localized at the middle shape as is illustrated in Fig. 6 . In this picture the gradient is scaled uniformly. One sees that the gradient is nearly zero except at the middle shape. This is clearly a disadvantage for the path-straightening method since after one iteration of algorithm 1, only the middle shape is significantly changed. This localization of the gradient imposes a small step size in order to avoid discontinuities in the path around the middle shape. In Fig. 7 , we show a 2-parameter family of variations of a circle. The middle horizontal line corresponds to the deformation of the circle into an ellipse, and can be thought of as streching the circle by pulling or pushing at to opposite circle points. In comparison, the middle vertical column corresponds to the deformation of the circle into a square and can be thought of as bending the circle at four corners. We built a 2-parameter family of deformations of the constant path connecting a circle to itself by interpolating smoothly from the circle to one of these shapes at the middle of the path and back to the circle. In Fig. 8 , the energy plots of the 2-parameter family of paths obtained this way are depicted for a = 0.01, b = 1 (left upper picture and nearly flat piece in the lower picture), and for a = 100, b = 1 (right upper picture, and curved piece in the lower picture). One sees that, for the elastic metric with a = 0.01, b = 1, both directions of deformation -turning a circle into an ellipse and turning a circle into a square -have the same energy amplitude. On the contrary, for the elastic metric with a = 100 and b = 1, one needs a lot more energy to deform a circle into an ellipse than to deform a circle into a square, i.e. stretching is predominant. Finally we consider in Fig. 9 the problem of finding a geodesic from a Mickey Mouse hand to the same hand with a finger missing. The first line is obtained by taking the linear interpolation of the hands, when both hands are parameterized by arc-length. The second line is obtained by first taking the linear interpolation of the hands and than parameterizing each shape of the path by arc-length. The second path serves as initial path for the path-straightening method. The third line (resp. the fourth line, resp. the last line) corresponds to the path of minimal energy that we were able to find for a = 0.01, b = 1 (resp. a = 0.25, b = 1, resp. a = 100, b = 1), but the path-straightening algorithm is struggling in all cases. Note the different shapes of the growing finger when the parameters are changed. The energy of all these paths, for the different values of the parameters, is given in Tab. 1. Table 1 . Energy of the paths depicted in Fig. 9 .
Conclusion
In this paper, we study the pull-back of the quotient elastic metrics to the space of arc-length parameterized plane loops of fixed length. We compute, for all values of the parameters, the exact energy functional as well as its gradient. These computations allow us to illustrate how these metrics behave with respect to stretching and bending. In particular, we show that even for small values of a/b, stretching and bending have contributions of the same order of magnitude to the energy, a fact that may be surprising in regard to the expression of the elastic metric on parameterized curves. On the contrary, for big values of a/b, stretching has a predominant cost to the energy, as expected. This implies that the energy landscape is steeper for big values of a/b in the sense that some deformations are preferred, a property that facilitates convergence of a path-straightening algorithm.
