Variational principles for eigenvalues of compact nonselfadjoint operators are discussed.
INTRODUCTION
This paper is a continuation of [l] but can be read independently. The aim of the paper is to give a generalization of the result [ 1 ] and of the result announced in [2] . Our technique and the idea of the proof and even the statement of the result is taken from [ 1 ] and have no intersection with those in [2] . As far as the author knows it is the first time that variational principles for the eigenvalues of compact operators on a Banach space are obtained without special assumptions.
NOTATIONS AND DEFINITIONS
Let T be a linear compact operator on a Banach space X, Aj be its eigenvalues counted according to their geometric multiplicities, i.e., each Aj is repeated mj times, where mj is the dimension of the eigenspace corresponding to Aj). Let us assume that 11, ) > IA2 1 > -.a . Let rj be the moduli of the real parts of the eigenvalues ordered so that rl 2 r2 > ..a 2 0, and tj be the moduli of the imaginary parts of the eigenvalues ordered so that t,>tz> ..a > 0. Note that rj # 1 Re Ajl, generally speaking, but one can write ri = Re 1 Ajti, I for an appropriate numeration j(i). The same can be said about * Supported by AFOSR 800204.
tj, but some other function m(i) should be used instead of j(i). Let L,, Mj and Nj denote the eigenspace of T corresponding to Ai, .rj, and fj, respectively, and zj, h;ij, and flj denote the direct sums Cj,i, + L,, cJk=, $ M,, and cjk=~, $ N,, respectively. Here i is the symbol of the direct sum. The definition of the direct sum is given below. Let X be a Banach space and L be a finite dimensional subspace of X. Let xl,..., x, be a basis of L. According to the Hahn-Banach theorem there exist some functionalsJiEX*. 1 < .j < n such that (xj,fi) = 6,, 1 < i, j < n. Here X* is the adjoint space, dji is the Kronecker symbol, and (x, v) is the value of the linear functional J' E X* at the element x E X. Let Px = C,F= I (x, fj) xj for any x E X. Clearly, P2 = P and P is a linear bounded operator on X. Therefore P is a projection onto L. This skew projection is not defined uniquely by L: it depends on the choice off, ,..., f,,. Let Q = I -P. Then Q is a projection, Qx = 0 if x E L. One can decompose X into the direct sum of L and its direct complement: X = L $ f. li, L = PX, L" = QX. One says that X is a direct sum of its two subspaces X, , X,, X = X, $ X,, X2 = X:, if and only if any element of X can be represented as x, + x2, x, E X, , x2 E X2, and this representation is unique (i.e., if x, +x2 = xi + xi and x,, xi E X,, x2, xi E X2, then x, = xi, x2 = xi). Our previous (well-known) argument shows that for any finitedimensional subspace of a Banch space X there exists a direct complement L ', and the space X is the direct sum of L. and L ". Relatively recently [ 3 1 it was proved that not every closed subspace of a Banach space X can be complemented (complement is possible if X is isomorphic to a Hilbert space). The symbol x II L means that x E LL, i.e. x 6? L. It is important to have in mind that the direct complement of L is not defined uniquely: in order to define a particular direct complement of L, dim L = n, one should define a skew projection P on L, i.e., n functionals (f, ,..., f,} which form a biorthogonal system to a basis {xl ,..., x,} of L. Without specification of P the symbol L" denotes the collection of all vectors which do not belong to 15: x E L" if and only if x & L, i.e., dist(x, L) > 0. The symbols used in Sections 3-5 have this meaning and the term the direct complement. Proofs in Section 4 show that if x , ,..., xj are the first j eigenvectors of T (the word.first depends on the numeration agreement), then the maximum in formulas ( l)- (3) is attained for the particular direct complement to t,i ~, , namely, for the direct complement to z,-, which is defined by the skew projection P generated by the system of functionals (fi ,..., & ,), (xi,fk) = hi,, 1 < i < j, 1 < k < j -1. (For this system of functionals Pxj = C!: t (xi,fi) xi = 0. For some other choice of P it may be that Px,~ # 0.) This is the reason why we use the ambiguous (without explanation) symbol L L. On one hand the symbol differs crucially from its counterpart L' (orthogonal complement), which is defined uniquely by L in a Hilbert space; on the other hand for the appropriate choice of the skew projection, the system {x, ,..., xi, x) for any fixed x @ L is geometrically similar to the orthogonal basis of the space spanned by {x , ,..., xi, x). Here {x, ,..., xi} is a basis of L, and the appropriate projection is defined as above by the requirement Px = 0 (projection parallel to x). 
where zj E X* is the linear span of the functional biorthogonal to the set of eigenvectors of T which forms a basis of Lj.
Remark 2. Theorem 2 is a modified and generalized version of the result announced (but unproved) in (21. The result from [2] was formulated under the assumptions that: (1) X was a Hilbert space, (2) lj was the linear span of the first j vectors maximizing formula (4), (3) the orthogonal complement Li"-, was used in formula (4) instead of the direct one, and (4) ~j were counted according to their algebraic rather than geometric multiplicities. 
then T, and T, are selfadjoint commuting operators. Therefore T, T,, T: have a common orthonormal eigenbasis of H: Txj = Ajxj, T,xj = ijxi3 T,x, = qxj and it is obvious that ,Cj =pj, Cj = vi (multiplying these equations by xi yields lj = fij + iq, thus ,uj = Fj, vj = 4). Remark 4. Theorem 2 is a generalization of the classical minimax principle in two directions: (i) the operator is nonselfadjoint, (ii) the space is not necessarily a Hilbert space.
~.PROOFS
Proof of Theorem 1. Let x # 0 be an arbitrary element of X and xii be the direct complement in X to the one-dimensional space with the basis X. Then TX = Ax + U, u E x". Let y E X* be arbitrary , y = ,$ + U, u Ef". Here p = const., f is a functional such that (x,f) = 1, (24s) = 0, and f" denotes Obviously, the same argument proves (2) and (3). Theorem 1 is proved.
Remark 5. Even if X is a Hilbert space one cannot use in (1) the orthogonal complement instead of direct one because the jth eigenvector does not belong to zj-, generally speaking. If T is normal one can use the orthogonal complement in (l)-(3).
Proof of Theorem 2. The argument is essentially the same as above. A new point is the additional constraint: y E Eli,. For j = 1 the statements of Theorems 1 and 2 are identical. Again we prove only formula (4) because (5) and (6) can be proved in the same way. Forj = 1 formula (4) is proved.
Suppose that (4) is proved for j < n. Let x, ,..., X, be the eigenvectors of T corresponding to the first n eigenvalues A, ,..., A,,, IA, 1 > IAil > 9.. > IA,, /. Let J, ,..., f, E X* be a biorthogonal to x1 ,..., x, system of functionals, kn?f,> = hnp, 1 < m, p < n.
(18)
The existence of this system follows from the Hahn-Banach theorem. Let c,, be the linear span of x, ,..., x,, and zt be its direct complement in X. Let L,!, be the linear span off,,..., f, and LA" be its direct complement in X*. Let x E X be an arbitrary element, y E X* be an arbitrary functional, and the system (Jf, ,..., f,,} be biorthogonal to (x, x, ,..., x,). Then 
This proves formula (4) and Theorem 2.
Remark 6. From the proof one can see why the direct complement cannot be replaced by the orthogonal complement: the (n + 1)th eigenvector does not belong, in general, to the orthogonal complement of J?,, but since X ?I+1 does not belong to 2, there exists a skew projection in X under which X n + , belongs to ti.
ANOTHER FORMULATION
Principles (4)-(6) can be formulated in another way analogous to the minimax principle for the eigenvalues of compact selfadjoint operators. We shall write only one formula for lLj2,1. Formulas for rj and tj can be written in a similar way. One has where Vj is a j-dimensional subspace of X, I'; is a j-dimensional subspace of X*, and the bases of Vi and I',! are biorthogonal, i.e., (vi, vi) = aji, where Iv , 1*-*, Oj} ({v; v***Y vj'}) is a basis of V,(V)).
Proof of (28). Let us denote the right-hand side of (28) by pj for a moment. Taking Vj-1 = zj-1 in (28) yields
because of (4). In order to prove that pj > 151 let us take an arbitrary Vj-r. Let v i ,..., vj-i be a basis of Vj_, and x ,,..., xj-, be a basis of z,-, . We assume that at least one of the vectors X, ,..., xjwl, say, x, (m < j -l), belongs to Vf.. , , otherwise I'-i coincides with Lj., . Taking the above I', , and x=x, in the right-hand side of (28) one obtains:
From (29) and (30) 
