Our aim in this paper is to investigate the boundedness, global asymptotic stability, and periodic character of solutions of the difference equation x n+1 = (γx n−1 + δx n−2 )/(x n + x n−2 ), n = 0,1,..., where the parameters γ and δ and the initial conditions are positive real numbers.
Introduction
Using an appropriate change of variables, we have that the recursive sequence x n+1 = (γx n−1 + δx n−2 )/(x n + x n−2 ) is equivalent to the difference equation For all values of the parameter γ, (1.1) has a unique positive equilibriumx = (γ + 1)/2. When 0 < γ < 1, the positive equilibriumx is locally asymptotically stable. In the case where γ = 1, the characteristic equation of the linearized equation about the positive equilibriumx = 1 has three eigenvalues, one of which is −1, and the other two are 0 and 1/2. In addition, when γ = 1, (1.1) possesses infinitely many period-two solutions of the form {a, a/(2a − 1),a,a/(2a − 1),...} for all a > 1/2. When γ > 1, the equilibriumx is hyperbolic. The investigation of (1.1) has been posed as an open problem in [1, 2] . In this paper, we will show that when 0 < γ < 1, the interval [γ,1] is an invariant interval for (1.1) and that every solution of (1.1) falling into this interval converges to the positive equilibriumx. Furthermore, we will show that when γ = 1, every positive solution {x n } ∞ n=−2 of (1.1) which is eventually bounded from below by 1/2 converges to a (not necessarily prime) period-two solution. Finally, when γ > 1, we will prove that (1.1) possesses unbounded solutions. We also pose some open questions for (1.1) .
We say that a solution {x n }
The case γ < 1
In this section, we find conditions under which solutions of (1.1) converge to the positive equilibriumx. 
Thus by induction we have
Now let
Then γ ≤ I ≤ S ≤ 1 and there exist two solutions {I n } ∞ n=−∞ and {S n } ∞ n=−∞ of (1.1) such that I 0 = I, S 0 = S, and I n ,S n ∈ [I,S] for all n ∈ Z. Then 5) and so I + S ≤ γ + 1. Also 6) which implies that I + S ≥ γ + 1 and so
and so I + S < γ + 1, which is a contradiction. Therefore, S −2 = S and S −1 = I. Similarly, S −4 = S and S −3 = I. Thus (2.9) which implies that 2IS = γI + S. Therefore, since 0 < γ < 1, I = S and the proof is complete.
We end this section with the following open problem.
Open problem 2.2.
Prove that when 0 < γ < 1, the interval [γ,1] is globally attractive, thus showing that the positive equilibriumx of (1.1) is globally asymptotically stable.
The case γ = 1
In this section, we show that when γ = 1, every positive solution {x n } ∞ n=−2 of (1.1) which is eventually bounded from below by 1/2 converges to a (not necessarily prime) periodtwo solution.
If γ = 1, then (1.1) becomes
The following lemma provides an important identity, the proof of which follows from straightforward calculations using (3.1).
Lemma 3.1. Let {x n } ∞ n=−2 be a positive solution of (1.1) . Then for n ≥ 2,
Lemma 3.2. Every nonoscillatory solution of (3.1) converges monotonically to the positive equilibriumx = 1.
Proof. Let {x n } ∞ n=−2 be a solution of (3.1) and suppose that there exists an integer N ≥ −2 such that
The case where the solution is eventually greater than or equal tox = 1 is similar and will be omitted. Using (3.1), we have 
Then for all n ≥ 1,
Proof. Using (3.1) and in view of (3.5), we have
The proof of (3.6) follows by induction.
Lemma 3.4. Let {x n } ∞ n=−2 be a positive oscillatory solution of (3.1) which is bounded and persists. Then
where (2.4) holds.
Proof. There exist subsequences of
In addition,
for all i and
It follows that
From (3.1), we have
and so such that, for all j, 
If m 0 ≥ m −2 , using (3.1) we have
Hence,
To prove that I > 1/2, assume for the sake of contradiction that I ≤ 1/2. Then, since 2SI = S + I, we have
and so I ≤ 0, which is a contradiction. Thus I > 1/2. Clearly S ≥ 1. The proof is complete.
Theorem 3.5. Let {x n } ∞ n=−2 be a positive oscillatory solution of (3.1) for which there exists 23) and so the solution is bounded and persists.
Proof. Suppose that there exists N ≥ 0 such that
Then there exists c ∈ (1/2,1) such that
We will show that x N+1 ,x N+2 ∈ (c,c/(2c − 1)). The proof then follows inductively. From (3.1), we have
In view of (3.2), we have 
. There exists a further subse- −2, −1, 0. (3.32) In addition,
Assume that L = S, and for all s,
which implies that L −1 = I and also L −2 = S. On the other hand if L = I, without loss of generality we assume that for all s = 0,1,...,
We consider the following two cases.
, in view of (3.2), we have I > L −2 , which is a contradiction, and so L −2 ≥ L −4 . From (3.1), we obtain
which implies that L −3 = S. In addition, 39) and so L −1 = S and L −2 = I. The proof is complete.
Lemma 3.7. Let {x n } ∞ n=−2 be a positive oscillatory solution of (3.1) for which there exists N ≥ 0 such that
Let (2.4) hold and let L 0 be any accumulation point for {x
Proof. For the sake of contradiction, suppose that
Then there exists a subsequence −6, −5, −4, −3, −2, −1, 0. (3.43) Assume that L −1 ∈ {I, S}. In view of Lemma 3.6, we have
and so L 0 ∈ {I, S}, which is a contradiction. Therefore, (3.45) and an integer N > 0 such that
Proceeding as in the proof of Theorem 3.5, we have (3.47) which implies that I ≥ I + , which is a contradiction. The proof is complete. (3.49) Therefore, there exists N such that
From (3.1) and Lemma 3.3, we have
Let L i , where i = −1, 0, be arbitrary accumulation points for the subsequences
In view of Lemma 3.7, we have L −1 = I and L 0 = S. The proof of Theorem 3.8 is complete.
Open problem 3.9. Prove or disprove the existence of unbounded solutions of (3.1).
Existence of unbounded solutions of (1.1)
In this section, we show that if γ > 1, then (1.1) has unbounded solutions.
Theorem 4.1. Suppose that γ > 1 and let {x n } ∞ n=−2 be a solution of (1.1) with initial conditions 
