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Abstract
RGB-Infrared (IR) person re-identification is an impor-
tant and challenging task due to large cross-modality vari-
ations between RGB and IR images. Most conventional ap-
proaches aim to bridge the cross-modality gap with fea-
ture alignment by feature representation learning. Dif-
ferent from existing methods, in this paper, we propose
a novel and end-to-end Alignment Generative Adversarial
Network (AlignGAN) for the RGB-IR RE-ID task. The pro-
posed model enjoys several merits. First, it can exploit
pixel alignment and feature alignment jointly. To the best
of our knowledge, this is the first work to model the two
alignment strategies jointly for the RGB-IR RE-ID prob-
lem. Second, the proposed model consists of a pixel gen-
erator, a feature generator and a joint discriminator. By
playing a min-max game among the three components, our
model is able to not only alleviate the cross-modality and
intra-modality variations, but also learn identity-consistent
features. Extensive experimental results on two standard
benchmarks demonstrate that the proposed model performs
favorably against state-of-the-art methods. Especially, on
SYSU-MM01 dataset, our model can achieve an absolute
gain of 15.4% and 12.9% in terms of Rank-1 and mAP. Code
is released on https://github.com/wangguanan/AlignGAN.
1. Introduction
Person re-identification (Re-ID) is an important task in
video surveillance, which aims to match pedestrian images
of a person across disjoint camera views [6]. Its key chal-
lenges lie in large intra-class and small inter-class variations
caused by different poses, illuminations, views, and occlu-
sions. To handle these issues, a large number of models for
†Corresponding Author
Figure 1. Most existing methods solve the RGB-IR Re-ID task
via feature alignment by feature representation learning. Differ-
ent from existing methods, our goal is to generate fake IR images
based on real RGB images via a pixel alignment module, and then
match the generated fake IR images and real IR images via a fea-
ture alignment module. For more details, please refer to the text.
(Please view in color.)
Re-ID problem have been proposed including hand-crafted
descriptors [19, 30, 16], metric learning models [37, 15, 17]
and deep learning algorithms [36, 10, 25]. Most of existing
methods are focusing on visible cameras and formulate the
Re-ID task as a single-modality matching problem (RGB-
RGB), i.e., given a query image/video and match it against
a set of gallery images/videos.
However, the visible cameras may not be able to capture
valid appearance information under poor illumination envi-
ronments (e.g., at night), which limits the applicability in
practical surveillance applications [28]. In such case, imag-
ing devices without relying on visible light should be ap-
plied. In many applications, the surveillance cameras could
be heterogeneous, such as near-infrared (IR), thermal and
depth cameras. Especially, most surveillance cameras can
4321
ar
X
iv
:1
91
0.
05
83
9v
2 
 [c
s.C
V]
  2
8 O
ct 
20
19
Table 1. The results of cmGAN [2] under different settings on
SYSU-MM01 dataset in terms of Rank-1, mAP, and intra-class
cosine similarity (ICCS).
Settings Single-Modality Cross-Modality
(query2gallery) rgb2rgb ir2ir ir2rgb rgb2ir
Rank-1 90.0 68.3 27.9 31.9
mAP 76.6 49.6 24.5 25.5
ICCS 0.892 0.879 0.701 0.701
automatically switch from RGB to IR mode, which facil-
itates such cameras to work at night. Thus, it is neces-
sary to study the RGB-IR cross-modality matching prob-
lem in real-world scenarios. However, very few works have
paid attention to the Re-ID between RGB cameras and in-
frared cameras due to the great differences between the two
modalities. As shown in Figure 1, RGB and IR images are
intrinsically distinct and heterogeneous, and have different
wavelength ranges. Here, RGB images have three channels
containing colour information of visible light, while IR im-
ages have one channel containing information of invisible
light. As a result, even human can hardly recognize the per-
sons well by using colour information.
To deal with the above issues, existing cross-modality
re-id methods [28, 31, 32, 2, 8] mainly focus on bridging
the gap between the RGB and IR images via feature align-
ment as shown in Figure 1. The basic idea is to match
real RGB and IR images via feature representation learn-
ing. Due to the large cross-modality variation between two
modalities, it is difficult to match RGB and IR images di-
rectly in a shared feature space. As shown in Table 1, we
report the Rank-1, mAP scores and intra-class cosine simi-
larity (ICCS) of the cmGAN [2] (one state-of-the-art RGB-
IR Re-ID model) under single-modality and cross-modality
settings on the SYSU-MM01 dataset. Note that larger ICCS
value means higher similarity. The results show the cm-
GAN performs much worse under the cross-modality set-
ting and cannot overcome the cross-modality variation well.
Different from the existing approaches by matching
RGB and IR images straightly, a heuristic method is to gen-
erate fake IR images based on real RGB images via a pixel
alignment module, and then match the generated fake IR
images and real IR images via a feature alignment module
as shown in Figure 1. The generated fake IR images are
adopted to bridge the gap between the RGB and IR images.
This basic idea can be achieved by using the model in Fig-
ure 2(b). Here, the model consists of a pixel generator Gp
and a feature generator Gf to align two modalities in the
pixel and feature spaces, respectively. Correspondingly, the
two generators are separately trained with two discrimina-
tors Dp and Df . Thanks to the Gp and Dp, fake IR images
can be generated to alleviate the cross-modality variation in
the pixel space. Although the generated fake IR images look
similar to real IR images, there are still large intra-class dis-
Figure 2. Comparison of different alignment strategies. (a) Feature
alignment. (b) Pixel and feature alignments with two discrimina-
tors. (c) Pixel and feature alignments with a joint discriminator.
crepancies due to viewpoint changes, pose variations and
occlusions. To overcome this issue, the Gf and Df are
adopted. Therefore, this model is designed for the RGB-
IR cross-modality Re-ID by using pixel alignment and fea-
ture alignment, which is different from the model in Fig-
ure 2(a) only using feature alignment. However, the two
alignment strategies are adopted separately, and they may
be not able to complement and enhance each other well to
obtain identity-consistent features. This is because in Re-
ID task labels of training and test set are unshared. Aligned
features cannot maintain identity-consistency by fitting la-
bels in training set. For example, person A may be aligned
to person B.
Inspired by the above discussions, in this paper, we pro-
pose a novel Alignment Generative Adversarial Network
(AlignGAN) to simultaneously alleviate the cross-modality
variation in the pixel space, the intra-modality variation in
the feature space, and maintain the identity-consistent fea-
tures for the RGB-IR cross-modality Re-ID task. As shown
in Figure 2(c), to reduce the cross-modality variation, we
adopt a pixel generator Gp to generate identity-maintained
fake IR images based on RGB images. Then, to alleviate the
intra-modality variation, we use a feature generator Gf to
encode fake and real IR images to a shared feature space by
utilizing the identity-based classification and triplet losses.
Finally, to learn identity-consistent features, we propose a
joint discriminator Dj by making Gp and Gf learn from
each other. Here,Dj takes image-feature pairs as inputs and
classifies real IR image-feature pairs with the same identity
as real, and the others as fake. Correspondingly, Gp and
Gf are optimized to fool Dj . Thus, negative pairs from dif-
ferent identities can be penalized and the aligned features
are explicitly forced to maintain identity with correspond-
ing images. By playing a min-max game between Dj and
Gp +Gf , both cross-modality and intra-modality variation
can be reduced, meanwhile the identity-consistent features
can be learned.
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The major contributions of this work can be summarized
as follows. (1) We propose a novel Alignment Generative
Adversarial Network for the RGB-IR RE-ID task by ex-
ploiting pixel alignment and feature alignment jointly. To
the best of our knowledge, this is the first work to model
the two alignment strategies jointly for the RGB-IR RE-
ID problem. (2) The proposed model consists of a pixel
generator, a feature generator and a joint discriminator. By
playing a min-max game among the three components, our
model is able to not only reduce the cross-modality and
intra-modality variations, but also learn identity-consistent
features. (3) Extensive experimental results on two standard
benchmarks demonstrate that the proposed model performs
favorably against state-of-the-art methods. Especially, on
SYSU-MM01 dataset, our model achieves a significant im-
provement of 15.4% Rank-1 and 12.9% mAP, respectively.
2. Related Works
RGB-RGB Person Re-Identification. RGB-RGB per-
son re-identification addresses the problem of matching
pedestrian RGB images across disjoint visible cameras [6],
which is widely used in video surveillance, public secu-
rity and smart city, can also be used to improve tracking
[35, 33, 34]. The key challenges lie in the large intra-
class variation caused by different views, poses, illumina-
tions, and occlusions. Existing methods can be grouped
into hand-crafted descriptors [19, 30, 16, 29], metric learn-
ing methods [37, 15, 17] and deep learning algorithms
[36, 10, 25, 18, 38, 27, 14, ?, ?, ?, ?, ?, ?]. The goal of
hand-crafted descriptors is to design robust features. For ex-
ample, Yang et al. [30] explore color information by using
salient color names. Metric learning methods are designed
to make a pair of true matches have a relatively smaller dis-
tance than that of a wrong match pair in a discriminant man-
ner. Zheng et al. [37] formulate person RE-ID as a rela-
tive distance comparison learning problem in order to learn
the optimal similarity measure between a pair of person im-
ages. Deep learning algorithms adopt deep neural networks
to straightly learn robust and discriminative features in an
end-to-end manner. For example, [36, 10] learn identity-
discriminative features by fine-tuning a pre-trained CNN to
minimize a classification loss or a triplet loss. Most of exit-
ing methods focus on the RGB-RGB Re-ID task, and cannot
perform well for the RGB-IR Re-ID task, which limits the
applicability in practical surveillance scenarios.
RGB-IR Person Re-Identification. RGB-IR Person re-
identification attempts to match RGB and IR images of a
person under disjoint cameras. Besides the difficulties of
RGB-RGB Re-ID, RGB-IR Re-ID faces a new challenge
due to cross-modality variation between RGB and IR im-
ages. In [28], Wu et al. collect a cross-modality RGB-
IR dataset named SYSU RGB-IR Re-ID. The proposed
method explores three different network structures and uses
deep zero-padding for training one-stream network towards
automatically evolving domain-specific nodes in the net-
work for cross-modality matching. Ye et al. [31, 32] pro-
pose modality-specific and modality-shared metric losses
and a new bi-directional dual-constrained top-ranking loss
to learn discriminative feature representations for RGB-IR
Re-ID. In [2], Dai et al. introduce a cross-modality gener-
ative adversarial network (cmGAN) to reduce the distribu-
tion divergence of RGB and IR features. Very recently, Hao
et al. [8] achieve visible thermal person re- identification
via a hyper-sphere manifold embedding model. Most of the
above methods mainly focus on bridging the gap between
RGB and IR images via feature alignment, which ignores
the large cross-modality variation in the pixel space. Differ-
ent from these methods, our proposed model performs pixel
alignment and feature alignment jointly, which is able to
not only reduce the cross-modality and intra-modality vari-
ations, but also learn identity-consistent features.
Generative Adversarial Networks. Generative Adver-
sarial Network (GAN) [7] learns data distribution in a self-
supervised way via the adversarial training, which has been
widely used in image translation [13, 39, 1] and domain
adaptation [5, 11, 4, 24]. Pix2Pix [13], CycleGAN [39]
and StarGAN [1] learn image translations between two or
multi domains. However, those works only focus on im-
age translation, which cannot be used for RGB-IR Re-ID, a
cross-modality matching task. Recently, some GAN based
domain adaptation methods are proposed. DANN [5] and
Seg-CT-UDA [4] minimizes adversarial discriminator accu-
racy to reduce the distribution divergence between source
and target features. However, they only focus on aligning
features between two domains, while fails to deal with vari-
ations of images. CyCADA [11] uses two GAN models
to generate images and features for segmentation, HADDA
[24] use reconstructed images to constrain features. How-
ever, both assume that training and test data should have
the same class labels, which is not hold for person re-id.
Furthermore, our pixel and feature alignment modules are
jointly learned in an unified GAN framework, and identity-
consistent features can be obtained by making the two mod-
ules learn from each other.
3. Alignment Generative Adversarial Network
In this section, we introduce the details of the proposed
Alignment Generative Adversarial Network (AlignGAN)
for the RGB-IR Re-ID. As shown in Figure 3, our Align-
GAN consists of a pixel alignment module (P), a feature
alignment module (F) and a joint discriminator module
(D). The P reduces the cross-modality variation by trans-
lating RGB images to identity-maintained fake IR images.
The F alleviates the intra-modality variation by encoding
fake and real IR images to a shared feature space by min-
imizing the identity-based classification and triplet losses.
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Figure 3. Framework of the proposed AlignGAN model. It consists of a pixel alignment module (P), a feature alignment module (F),
and a joint discriminator module (D). The P can generate fake IR images X ′ir to alleviate the cross-modality variation, the F can alleviate
the intra-modality variation, and the D can obtain identity-consistent features by making P and F learn from each other and penalizing
negative pairs which are not real or belong to different identities.
The D enforce the identity-consistent features by making
the P and F learn from each other and penalizing nega-
tive pairs which are not real or belong to different identi-
ties. By playing a min-max game between the D and the
D + F , both cross-modality and intra-modality variations
can be reduced, meanwhile identity-consistent features can
be learned.
3.1. Pixel Alignment Module
As shown in Figure 1, there is a large cross-modality
variation between RGB and IR images, which significantly
increases the difficulties of the RGB-IR Re-ID task. To re-
duce the cross-modality variation, we propose to translate
real RGB images Xrgb to fake IR images X
′
ir, which have
the IR style and maintain their original identities. The gen-
erated fake IR images X
′
ir can be used to bridge the gap
between RGB and IR images. To this end, we introduce a
pixel generator Gp which learns a mapping from RGB im-
ages Xrgb to IR images Xir, and train it to produce fake IR
images X
′
ir = Gp(Xrgb) that fool a discriminator. Con-
versely, the discriminator attempts to distinguish real IR
images Xir from fake ones X
′
ir. By playing the min-max
game as in [7], the proposed model can make the fake IR
images X
′
ir as realistic as possible. We mark the loss as
Lpixgan and define it in Eq.(9).
Although Lpixgan ensures fake IR images X
′
ir will resem-
ble data drawn from real IR images Xir, there is no way
to guarantee that X
′
ir preserves the structure or content of
their original RGB images Xrgb. To handle this issue, as in
[39], we introduce a cycle-consistency loss. Specifically, a
mapping from IR images to RGB ones Gp′ is trained with
a GAN model as in [39]. For simplification, we don’t show
its definition in the loss. Then, we require that mapping a
RGB(IR) image to a IR(RGB) one and back to a RGB(IR)
one reproduces the original one. The cycle-consistency loss
Lcyc can be formulated as below:
Lcyc = ||Gp′ (Gp(Xrgb))−Xrgb||1
+ ||Gp(Gp′ (Xir))−Xir||1
(1)
Additionally, we make fake IR images X
′
ir maintain
identities of corresponding RGB images Xrgb from two as-
pects. On one hand, X
′
ir should be classified to the iden-
tities of the corresponding Xrgb. On the other hand, X
′
ir
should satisfy a triplet constraint supervised by the identi-
ties of correspondingXrgb. We mark the two losses as Lpixcls
and Lpixtri and formulate them in Eq.(2), respectively.
Lpixcls = Lcls(X
′
ir) = Ex∈X′ir [−log p(x)]
Lpixtri =
1
2
[Ltri(X ′ir, Xir, Xir) + Ltri(Xir, X
′
ir, X
′
ir)]
(2)
Here, p(·) is the predicted probability of the input belong-
ing the ground-truth identity. The ground-truth identities of
fake IR images X
′
ir are the same with ones of correspond-
ing original RGB images Xrgb. Ltri is defined in Eq.(3),
where xa and xp are a positive pair belonging to the same
identity, xa and xn are a negative pair belonging to differ-
ent identities,Dx1,x2 is the cosine distances between x1 and
x2 in the embedding space of the embedder, m is a margin
parameter and empirically set 1.0, and [x]+ = max(0, x).
Ltri(X1, X2, X3) = E{[m−Dxa,xp +Dxa,xn ]+}
s.t. xa ∈ X1, xp ∈ X2, xn ∈ X3.
(3)
In summary, the overall loss of our pixel alignment mod-
ule is shown in Eq.(4), where λcyc and λ
pix
id are weights of
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the corresponding terms, λcyc is set 10 as in [39] and λ
pix
id
is set 1.0 via cross-validation.
min
P
Lpix = Lpixgan + λcycLcyc + λpixid (Lpixcls + Lpixtri ) (4)
3.2. Feature Alignment Module
Although the pixel alignment module reduces the cross-
modality variation, there is still a large intra-modality vari-
ation caused by different poses, views, illuminations and so
on. To overcome it, we propose a feature alignment module
F , where a feature generator Gf encodes fake IR images
X
′
ir and real IR images Xir to a shared space by minimiz-
ing identity-based classification [36] and triplet losses [10].
Specifically, we adopt a CNN as the feature generator Gf
to learn feature maps M and then averagely pool them to
feature vectors V . Gf takes Xir and X
′
ir as inputs and is
optimized with the classification loss Lfeatcls of a classifier
and the triplet loss Lfeattri of an embedder as below:
Lfeatcls = Lcls(Xir ∪X
′
ir) = Ex∈Xir∪X′ir [−log p(x)]
Lfeattri = Ltri(Xir, X
′
ir, X
′
ir) + Ltri(X
′
ir, XirXir)
(5)
where ∪means set union, p(·) is the predicted probability of
the input belonging the ground-truth identity. The ground-
truth identities ofX
′
ir are the same with ones of correspond-
ing Xrgb, Ltri is defined in Eq.(3).
Although the classification and triplet losses in Eq.(5)
can learn identity-aware features, they cannot deal with the
modality-variation in the feature space well, which limits
the accuracy of the RGB-IR RE-ID. To solve it, we further
adopt a GAN loss in the feature space to remit the cross-
modality variation by reducing the distribution divergence.
Specifically, we use a discriminator to distinguish feature
maps of real IR images Mir from ones of fake IR images
M
′
ir. Contrarily, the feature generator Gf is optimized to
fool the discriminator. By playing the min-max game as in
[7], the distribution divergence between M
′
ir and Mir can
be reduced. The detailed formulation of the GAN lossLfeatgan
is described in Eq.(10).
Thus, the overall loss of our feature alignment module
can be formulated as in Eq.(6), where λfeatgan is the weight of
the GAN loss and set via 0.1 cross-validation.
min
F
Lfeat = Lfeatcls + Lfeattri + λfeatgan Lfeatgan (6)
3.3. Joint Discriminator Module
Our joint discriminator module consists of a joint dis-
criminator (Dj), which takes an image-feature pair (X,M)
as a input and outputs one logit, where 1 means real and
0 fake. Only the pairs of real IR images Xir and real IR
features Mir with the same identity are classified to real,
and the others fake. Thus, when optimizing the pixel align-
ment module (P) and the feature alignment module (F) to
fool the joint discriminator module (D), there are two ad-
vantages. Firstly, by playing the min-max game, fake IR
images X
′
ir will be realistic and fake IR features M
′
ir will
have similar distribution of real IR features Mir.
Secondly, M
′
ir can maintain the identity-consistency
with the corresponding image X
′
ir. This is because our
AlignGAN plays like a conditional GAN (cGAN) [20]. In
the cGAN, the classes of generated data will depend on the
input conditions. Here, the input images of F act as the
condition, and the classes of learned features will be related
to those images. To this end, the objective function of the
D can be formulated as in Eq.(7):
min
D
LD = LDreal + LDfake (7)
LDreal = E(x,m)∈(Xir,Mir)[log Dj(x,m)]
LDfake = E(x,m)∈(X˜ir,M˜ir)+(Xir,Mir)[log 1−Dj(x,m)]
(8)
where x and m of (Xir,Mir) are both real and belong to
the same identity, x and m of (X˜ir, M˜ir) belong to the
same identity and at least one of them is fake, x and m of
(Xir, Xir) are both real but belong to different identities.
Correspondingly, to fool the joint discriminator module ,
the GAN losses of the pixel and feature alignment modules
can be formulated in Eq.(9) and Eq.(10), respectively.
Lpixgan = E(x,m)∈(X′ir,Mir)∪(X′ir,M ′ir)[logDj(x,m)] (9)
Lfeatgan = E(x,m)∈(Xir,M ′ir)∪(X′ir,M ′ir)[logDj(x,m)] (10)
where x andm of (X
′
ir,Mir) belong to the same identity, x
is fake and m is real. x and m of (Xir,M
′
ir) belong to the
same identity, x is real and m is fake. Similarly, x and m of
(X
′
ir,M
′
ir) belong to the same identity and are both fake.
3.4. Train and Test
During the training stage, our AlignGAN can be trained
by alternatively optimizing corresponding loss of each mod-
ule in Eq.(4), Eq.(6) and Eq.(7), respectively. During the
test stage, only the pixel alignment module P and the fea-
ture alignment module F are used. For IR images Xir, we
straightly use the F to learn feature vectors Vir. For RGB
images Xrgb, we first use the P translate to them to fake IR
images X
′
ir, and then extract their feature vectors V
′
ir using
the F . Finally, matching is conducted by computing cosine
similarities of feature vectors between the probe images and
gallery ones.
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Table 2. Comparison with the state-of-the-arts on SYSU-MM01 dataset. The R1, R10, R20 denote Rank-1, Rank-10 and Rank-20 accura-
cies (%), respectively. The mAP denotes mean average precision score (%).
Methods
All-Search Indoor-Search
Single-Shot Multi-Shot Single-Shot Multi-Shot
R1 R10 R20 mAP R1 R10 R20 mAP R1 R10 R20 mAP R1 R10 R20 mAP
HOG 2.76 18.3 32.0 4.24 3.82 22.8 37.7 2.16 3.22 24.7 44.6 7.25 4.75 29.1 49.4 3.51
LOMO 3.64 23.2 37.3 4.53 4.70 28.3 43.1 2.28 5.75 34.4 54.9 10.2 7.36 40.4 60.4 5.64
Two-Stream 11.7 48.0 65.5 12.9 16.4 58.4 74.5 8.03 15.6 61.2 81.1 21.5 22.5 72.3 88.7 14.0
One-Stream 12.1 49.7 66.8 13.7 16.3 58.2 75.1 8.59 17.0 63.6 82.1 23.0 22.7 71.8 87.9 15.1
Zero-Padding 14.8 52.2 71.4 16.0 19.2 61.4 78.5 10.9 20.6 68.4 85.8 27.0 24.5 75.9 91.4 18.7
BCTR 16.2 54.9 71.5 19.2 - - - - - - - - - - - -
BDTR 17.1 55.5 72.0 19.7 - - - - - - - - - - - -
D-HSME 20.7 62.8 78.0 23.2 - - - - - - - - - - - -
cmGAN 27.0 67.5 80.6 27.8 31.5 72.7 85.0 22.3 31.7 77.2 89.2 42.2 37.0 80.9 92.3 32.8
Ours 42.4 85.0 93.7 40.7 51.5 89.4 95.7 33.9 45.9 87.6 94.4 54.3 57.1 92.7 97.4 45.3
4. Experiments
4.1. Dataset and Evaluation Protocol
Dataset. We evaluate our model on two standard bench-
marks including SYSU-MM01 and RegDB. (1) SYSU-
MM01 [28] is a popular RGB-IR Re-ID dataset, which in-
cludes 491 identities from 4 RGB cameras and 2 IR ones.
The training set contains 19,659 RGB images and 12,792 IR
images of 395 persons and the test set contains 96 persons.
Following [28], there are two test modes, i.e. all-search
mode and indoor-search mode. For the all-search mode, all
images are used. For the indoor-search mode, only indoor
images from 1st, 2nd, 3rd, 6th cameras are used. For both
modes, the single-shot and multi-shot settings are adopted,
where 1 or 10 images of a person are randomly selected to
form the gallery set. Both modes use IR images as probe
set and RGB images as gallery set. (2) RegDB [21] con-
tains 412 persons, where each person has 10 images from a
visible camera and 10 images from a thermal camera.
Evaluation Protocols. The Cumulative Matching Char-
acteristic (CMC) and mean average precision (mAP) are
used as evaluation metrics. Following [28], the results of
SYSU-MM01 are evaluated with offical code based on the
average of 10 times repeated random split of gallery and
probe set. Following [31, 32], the results of RegDB are
based the average of 10 times repeated random split of train-
ing and testing sets. Detailed settings can be found in github
of corresponding author.
4.2. Implementation Details
Following [2], we adopt the ResNet-50 [9] pre-trained on
ImageNet [23] as our CNN backbone, use its Pool5 layer as
our feature map M and averagely pool M to obtain fea-
ture vector V . For the classification loss, the classifier takes
the feature vector V as the input, includes a 256-dim fully-
connected (FC) layer followed by batch normalization [12],
dropout [23] and ReLU [23] as the middle layer, and an FC
layer with identity number logits as the output layer. The
dropout rate is set 0.5 empirically. For the triplet loss, the
embedder is an FC layer which maps a feature vector V to
a 256-dim embedding vector.
We implement our model with Pytorch. The training im-
ages are augmented with the horizontal flip. The batch size
is set to 144 (18 persons, 4 RGB images and 4 IR images
for a person). For learning rates, we set the classifier and the
embedder as 0.2 and the imagenet pre-trained CNN part as
0.02 and optimize them via SGD. We set the learning rates
of the pixel alignment and joint discriminator modules as
0.0002 and optimize them via the Adam [22]. The learn-
ing rates are decayed by 0.1 after 5,000 iterations, and the
model is trained for 10,000 iterations in total.
4.3. Results on SYSU-MM01 Dataset
We compare our model with 9 methods including hand-
crafted features (HOG [3], LOMO [16]), feature learn-
ing with the classification loss (One-Stream, Two-Stream,
Zero-Padding) [28], feature learning with both classifica-
tion and ranking losses (BCTR, BDTR) [31], metric learn-
ing (D-HSME [8]), and reducing distribution divergence of
features (cmGAN [2]). The experimental results are shown
in Table 2.
From the view of the evaluation protocol, i.e. all-
search/indoor-search and single-shot/multi-shot, two phe-
nomenons can be observed. Firstly, for the same method,
indoor-search performs better than all-search. This is be-
cause images of indoor have less background-variation,
which makes matching easier. Secondly, we find that Rank
scores of multi-shot are higher than ones of single-shot, but
mAP scores of multi-shot are lower than ones of single-shot.
This is because there are 10 images of a person in gallery set
under the multi-shot mode, but only one under the single-
shot mode. As a consequence, under the multi-shot mode,
it’s much easier to hit an image but difficult to hit all im-
ages. This situation is inverse under the single-shot mode.
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Table 3. Comparison with state-of-the-arts on RegDB dataset un-
der different query settings. Refer to the text for more details.
Methods
thermal2visible visible2thermal
Rank-1 mAP Rank-1 mAP
Zero-Padding 16.7 17.9 17.8 31.9
TONE 21.7 22.3 24.4 20.1
BCTR - - 32.7 31.0
BDTR 32.8 31.2 33.5 31.9
D-HSME 50.2 46.2 50.9 47.0
Basel. 32.7 34.9 33.1 35.5
Ours 56.3 53.4 57.9 53.6
Table 4. Comparison with different variants of our AlignGAN on
SYSU-MM01 dataset under the single-shot&all-search mode.
Methods Rank-1 Rank-10 Rank-20 mAP
Basel. 29.6 74.9 86.1 33.0
PixAlign 40.6 81.6 90.6 38.7
FeatAlign 34.1 79.6 89.1 36.2
AlignGAN− 36.2 80.1 90.2 34.2
AlignGAN 42.4 85.0 93.7 40.7
If not specified, we analyze each method under the single-
shot&all-search mode below.
From the view of methodology, several phenomenons
can be observed. Firstly, LOMO only achieves 3.64%
and 4.53% in terms of Rank-1 and mAP scores, respec-
tively, which shows that hand-crafted features cannot be
generalized to the RGB-IR Re-ID task. Secondly, One-
Stream, Two-Stream and Zero-Padding significantly out-
perform hand-crafted features by at least 8% and 8.3% in
terms of Rank-1 and mAP scores, respectively. This verifies
that the classification loss contributes to learning identity-
discriminative features. Thirdly, BCTR and BDTR further
improve Zero-Padding by 1.4% in terms of Rank-1 and by
3.2% in terms of mAP scores. This shows that the ranking
and classification losses are complementary. Additionally,
D-HSME outperforms BDTR by 3.6% Rank-1 and 3.5%
mAP scores, which demonstrates the effectiveness of met-
ric learning. In addition, cmGAN outperforms D-HSME by
6.3% Rank1 and 4.6% mAP scores, implying the effective-
ness of adversarial training. Finally, Our proposed Align-
GAN significantly outperforms the state-of-the-art method
by 15.4% and 12.9% in terms of Rank-1 and mAP scores,
which demonstrates the effectiveness of our model for the
RGB-IR Re-ID task.
4.4. Results on RegDB Dataset
We evaluate our model on RegDB dataset and compare
it with Zero-Padding [28], TONE [32], BCTR [31], BDTR
[32] and Basel.. Basel. is defined in Section 4.5, which
learn thermal and visible images with classification and
triplet losses. We adopt visible2thermal and thermal2visible
modes. Here, the visible2thermal means that visible im-
ages are query set and thermal images are gallery set, and
Figure 4. The results of parameter analysis for λpixid and λ
feat
gan .
so on. As shown in Table 3, our model can significantly out-
perform the state-of-the-arts by 23.5% and 24.4% in terms
of Rank-1 scores with thermal2visible and visible2thermal
modes, respectively. Compared with HSME, our model
outperforms it by 6.1%/7.0% Rank-1 scores in terms of
thermal2visible/visible2thermal modes on RegDB, and ob-
tains an absolute gain of 21.72%/17.58% Rank-1 score on
SYSU-MM01 Dataset. Overall, the results verify the effec-
tiveness of our model.
4.5. Model Analysis
Ablation Study. To evaluate each component of our
AlignGAN model, we conduct four variants with different
settings. Firstly, we straightly use real RGB and IR images
to train the feature generator (i.e. the CNN model) with
the classification and triplet losses. Secondly, to evaluate
the pixel alignment module, we set λfeatgan = 0 in Eq.(6).
Thirdly, to evaluate the feature alignment module, we dis-
card the pixel alignment module, thus the feature align-
ment module takes RGB and IR images as inputs. Fourthly,
to evaluate our joint discriminator module, we separately
adopt the pixel and feature alignment modules with two dis-
criminators as in Figure 2(b). We denote them as Basel.,
PixAlign, FeatAlign and AlignGAN− throughout the
paper, respectively.
The experimental results are shown in Table 4. Firstly,
we can see that PixAlign outperforms Basel. by 11.0%
by Rank-1. In addition, FeatAlign outperforms Basel.
by 4.5% Rank-1 score. These results demonstrate the ef-
fectiveness of our pixel and feature alignment modules.
We also find that PixAlign outperforms FeatAlign by
6.5% by Rank-1 score, which shows that the pixel align-
ment module plays a more important role than the feature
alignment module. Furthermore,AlignGAN− is compara-
ble with FeatAlign but worse than PixAlign, which im-
plies that the simple stack of the two modules makes no
contribution to better performance. This may be because
the cross-modality variation has been significantly reduced
by the pixel alignment module. Also, the labels of train-
ing and test set are unshared. In the cases, enforcing align
features by only fitting labels of training set cannot boost
the performance too much, even import more noise and
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lead to identity-consistency. Finally, the proposed model
AlignGAN performs much better than both PixAlign
and FeatAlign. This implies that our joint discriminator
module can complement and enhance the pixel and feature
alignment modules jointly. More results will be discussed
in Section 4.6.
Parameters Analysis. Here, we evaluate the effect of
the weights, i.e. λpixid and λ
feat
gan . As shown in Figure 4,
we report the experimental results of our AlignGAN with
different λpixid and λ
feat
gan on SYSU-MM01 dataset under the
single-shot&all-search mode. TheBasel. is defined in Sec-
tion 4.5. It is clear that, when using different λpixid and λ
feat
gan ,
our AlignGAN model stably outperforms Basel.. The ex-
perimental results show that our AlignGAN model is ro-
bust to different weights.
4.6. Visualization of Learned Images and Features
To better understand the pixel and feature alignment
modules, on SYSU-MM01 dataset, we display the fake IR
images and the T-SNE [26] distribution of the learned fea-
ture vectors in Figure 5 and Figure 6, respectively. As
shown in Figure 5, we can see that the fake IR images have
similar contents (such as views, poses) and maintain iden-
tities of the corresponding real RGB images, meanwhile
have the IR style. Thus, the generated fake IR images can
bridge the gap between RGB and IR images, and the cross-
modality variation in the pixel space can be reduced.
In Figure 6, each color represents a modality, each shape
represents an identity. The training data of Basel. means
feature vectors of training data learned with Basel., and
so on. Note that Basel. and AlignGAN− is defined in
Section 4.5. We have the following observations. Firstly,
when comparing Figure 6(a) with Figure 6(b), we can find
Basel. perfectly aligns two modalities of training data,
while fails to do that for test data. As we can see in Fig-
ure 6(b), the two modalities of test data can be easily sep-
arated by the red dotted line. This shows that it is dif-
ficult to reduce the cross-modality variation with a single
feature alignment module. Secondly, in Figure 6(c), we
can find that AlignGAN− performs much better modality-
alignment than Basel.. Even so, we can find the learned
features fail to maintain the identity-consistency, i.e. some
points are aligned to wrong identities. For example, the red
circle in Figure 6(c) marks this case. Finally, we can find
our proposed model AlignGAN as shown in Figure 6(d)
is able to not only reduce the cross-modality variation, but
also maintain the identity-consistency of features. In sum-
mary, experimental results and analysis above demonstrate
the effectiveness of AlignGAN .
5. Conclusion
In this paper, we propose a novel Alignment Gener-
ative Adversarial Network by exploiting pixel alignment
Figure 5. Fake IR images generated by our AlignGAN (please
view in color). The fake IR images can maintain identities and
contents (such as views, poses) with original real RGB ones, and
have the IR style.
Figure 6. Visualization of learned features (please view in color).
Here, each color represents a modality, and each shape represents
an identity. Features learned by AlignGAN can better maintain
identity-consistency. Please refer to the text for more details.
and feature alignment jointly for the RGB-IR RE-ID task.
The proposed model is able to not only alleviate the
cross-modality and intra-modality variations, but also learn
identity-consistent features. Extensive experimental results
on two standard benchmarks demonstrate that our model
performs favorably against state-of-the-art methods.
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