We present a comprehensive experimental analysis of statistical properties of the self-amplified spontaneous emission (SASE) free electron laser (FEL) FLASH by means of Hanbury Brown and Twiss (HBT) interferometry. The experiments were performed at the FEL wavelengths of 5.5 nm, 13.4 nm, and 20.8 nm. We determined the 2-nd order intensity correlation function for all wavelengths and different operation conditions of FLASH. In all experiments a high degree of spatial coherence (above 50%) was obtained. Our analysis performed in spatial and spectral domains provided us with the independent measurements of an average pulse duration of the FEL that were below 60 fs. To explain complicated behavior of the 2-nd order intensity correlation function we developed advanced theoretical model that includes the presence of multiple beams and external positional jitter of the FEL pulses. By this analysis we determined that in one of the experiments external positional jitter was about 25% of the beam size. We envision that methods developed in our study will be used widely for analysis and diagnostics of the FEL radiation.
I. INTRODUCTION
X-ray Free Electron Lasers (XFELs) are presently the brightest sources of x-ray radiation [1] [2] [3] . They find applications in a wide range of fields: structural biology [4, 5] , solid density plasma [6] , studies of local properties and dynamics of matter under extreme conditions [7] , ultrafast photochemistry [8] , atomic physics [9] , condensed matter physics [10] [11] [12] [13] [14] and many others. The unique combination of femtosecond pulse duration, high brilliance and degree of coherence advances the state of the art in conventional x-ray methods and gives access to new techniques that were not feasible with previous x-ray facilities. High degree of spatial coherence in comparison with other x-ray sources is the key property of the XFELs. X-ray scattering with highly coherent illumination opens the possibility for high resolution coherent diffraction imaging for a wide range of systems [15] [16] [17] . However, insufficient coherence leads to decreased contrast in coherent imaging technique, reduces the reconstructed image resolution and, in the worst case, makes it impossible to retrieve the desired structural information [18] [19] [20] [21] .
From that respect a deep analysis and characterization of statistical properties of FELs is an extremely important task. It is known that self-amplified spontaneous emission (SASE) FELs, for which the amplification process starts from shot noise of the electron bunch, radiate as chaotic sources with high spatial coherence [22, 23] . Longitudinal coherence of SASE FEL radiation, which is slowly growing with the undulator length, is typically much lower in comparison to spatial one [23] . A large variety of methods can be used to determine transverse and longitudinal coherence properties of x-rays, such as measurements with double pinholes or arrays of slits [24] [25] [26] , Michelson type interferometry [25, 27, 28] or Hanbury Brown and Twiss (HBT) intensity interferometry [29] (see for review [30] ). Among these methods, HBT interferometry provides additional information on the second-and higher order statistical properties of FEL sources, while removing the need for additional optical devices.
Intensity interferometry, as introduced by Hanbury Brown and Twiss [31, 32] , was a revolutionary experiment at the time. Their measurements, seemingly showing contradiction between classical and quantum theories of light, led to the development of quantum optics [33] . Since then, HBT interferometry has found applications in many areas of physics. For example, it was used to probe Bose-Einstein condensates [34] and to analyze nuclear scat-tering experiments [35] . Intensity-intensity correlation measurements in x-ray energy range were first suggested to solve the phase problem in crystallography [36] , further developed conceptually [37, 38] and finally performed at synchrotron sources [39] [40] [41] [42] . Correlation of intensities at two points in space, expressed in terms of the degree of second-order coherence, is particularly well suited for interferometry at FEL sources [29, 43] . The femtosecond pulse duration of the FEL radiation allows to eliminate the necessity for a correlator device to perform coincidence measurements. In comparison with Young's interferometry, where the double pinholes separation must be changed to measure coherence between different spatial positions [24, 25] , the HBT approach with a pixelated detector allows to measure correlation function at a set of distances simultaneously. As soon as intensities and not amplitude correlations are measured in an HBT experiment, it is not sensitive to phase fluctuations, which can significantly affect Young's or Michelson interferometry [44, 45] . Importantly, HBT provides a possibility of high-order statistical analysis of FEL radiation properties.
Here, we present a comprehensive analysis of the statistical properties of FLASH FEL radiation in non-linear regime of operation. It is based on HBT interferometry experiments performed at different FEL wavelengths and radiation parameters. Conventional HBT theory assuming a single distant incoherent source does not explain our experimental results.
We develop advanced theoretical approach that includes effects of multiple secondary beams and external positional jitter to explain observed experimental features. These effects can be revealed only through the intensity-intensity interferometry.
II. THEORETICAL PRINCIPLES OF THE INTENSITY-INTENSITY INTER-

FEROMETRY
The basic theory of optical coherence is the second-order coherence theory, when amplitudes of the wavefields are correlated [44, 45] . It provides an appropriate treatment for most of the traditional interference phenomena, such as Young's double pinhole or Michelson type of experiments. However, for a full understanding of certain experimental results, the basic coherence theory is not sufficient. For instance, the statistical difference between a laser and coherent chaotic source can only be revealed through a higher-order coherence theory [45] . In this work, we are mostly interested in the second order intensity correlations, which will be now introduced through a more general concept of the fourth order amplitude correlations.
Assuming a scalar field E(r, t), the cross-correlation function of the fourth order can be defined as [45] Γ (4) (r 1 , t 1 ; ...; r 4 , t 4 ) = E * (r 1 , t 1 )E * (r 2 , t 2 )E(r 3 , t 3 )E(r 4 , t 4 ) .
where the angle brackets denote the ensemble average, and r, t are space and time coordinates, respectively.
In an HBT experiment, the intensities incoming from a distant source (or several sources)
are measured simultaneously at different spatial positions (see Fig. 1 ). The measured intensity is an integral of the instantaneous intensity I(r, t) = E * (r, t)E(r, t) over the detector time resolution. When HBT interferometry is performed for stationary and ergodic sources such as stars [31] , the repeated measurements within a limited time window can be used to calculate the ensemble average. At a free-electron laser, which is a pulsed and therefore a non-stationary source, the averaging is performed over different pulses [65] . Since the FEL pulse duration is much shorter than the detector currently availible time resolution, we naturally get time integrated values of intensity
or in the space-frequency domain, defining E(r, t) = E(r, ω) exp(iωt)dω/(2π), where E(r, ω) is the Fourier spectral component of the field E(r, t), we obtain
In the case of radiation with a limited bandwidth, defined, for example, by a monochromator, we can formally introduce the complex transmittance function T (ω) and have for the intensity
The second-order intensity correlation function can be now defined as
We introduce also a spectral cross-correlation function in the space-frequency domain [45] . Since we are only interested in intensity correlations, we will further use the following definition for the fourth-order spectral cross-correlation function W (4) (r 1 , ω 1 ; r 2 , ω 2 ) ≡ E * (r 1 , ω 1 )E(r 1 , ω 1 )E * (r 2 , ω 2 )E(r 2 , ω 2 ) . Now substituting Eq. (4) into g (2) (r 1 , r 2 ) defined by Eq. (5) we obtain
Here we introduced the spectral density S(r, ω) = W (2) (r, ω; r, ω), where the second-order spectral cross-correlation function is defined as
First, we will describe the behavior of the g (2) (r 1 , r 2 ) function for a chaotic source.
Radiation properties of such a source can be sufficiently described in the framework of Gaussian statistics [45] . Applying the Gaussian moment theorem [45] we obtain for
Substituting this relation into Eq. (6) we can derive the expression for the second-order intensity correlation function of the Gaussian source as
In the following we will consider the radiation to be cross-spectrally pure [44, 45] . For such radiation the spectral cross-correlation function is separable into its spatial and spectral components: W (2) (r 1 , r 2 ; ω 1 , ω 2 ) = J(r 1 , r 2 )W (ω 1 , ω 2 ) and S(r, ω) = I(r)S(ω), where
is the mutual intensity (in this case intensity I(r) = J(r, r)) and
. In this case the second-order correlation function defined in Eq. (7) can be expressed as [29] 
Here ζ 2 (D ω ) is the contrast function that strongly depends on the radiation frequency bandwidth D ω and is defined as
and µ(r 1 , r 2 ) is the normalized spectral degree of coherence [44] µ(r 1 , r 2 ) = J(r 1 , r 2 )
It can be shown [38] that in the case of a stationary chaotic beam ζ 2 (D ω ) is determined by τ c /T , where τ c = 2π/D ω is the coherence time and T is the pulse duration of the FEL radiation. In this limit the number of longitudinal modes M t that is defined as M t = T /τ c is inversely proportional to the contrast function ζ 2 (D ω ). Notice also that for r 1 = r 2 = r g (2) (r, r) = 1 + ζ 2 (D ω ) and does not depend on position r.
To characterize the global spatial coherence properties of the FEL beam we also introduce the spatial degree of transverse coherence ζ s as [46, 47] 
Using expression (8) we can determine degree of spatial coherence through the 2-nd order intensity correlation function as
To describe FEL statistical pulse properties with a simple model we considered that the FEL beam spectral cross-correlation function can be characterized in the framework of the
where W 0 is the normalization constant and
Here x 0 is the position of the pulse center, σ x is the beam size, ξ x is the transverse coherence length, ω 0 is the central pulse frequency, Ω is the spectral width, and Ω c is the spectral coherence width.
We further assume that the transmission function T (ω) is described by a rectangular function
Substituting Eq. (15) into Eq. (9) with the assumption that the monochromator bandwidth is much smaller than the original pulse bandwidth, we obtain for the contrast function [29, 44] 
where erf(x) is the error function. In the limit D ω T → 0 the function ζ 2 (D ω ) approaches unity asymptotically as 1 − (D ω T ) 2 /6 and in the limit D ω T → ∞ it goes to zero as
We will consider now a single extended distant source (see Fig. 1(a) ) in the frame of GSM described by Eqs. (13) (14) and parameters listed in Table I as "Model I". Radiation parameters were chosen to be close to FLASH experimental parameters described further.
In Fig. 2 (a, b) cross correlation functions in spatial and spectral domains J(x 1 , x 2 ) and
for such a beam is shown in Fig. 2 (c). Its cross-section g (2) (x 0 −∆x/2, x 0 +∆x/2) taken along the white line is connected according to Eq. (8) to the square modulus of the spectral degree of coherence |µ(x 0 − ∆x/2, x 0 + ∆x/2)| 2 and is shown in Fig. 2 (d) . It has a Gaussian shape with the given value of the coherence length ξ x = 1 mm. Here as for any cross-spectrally pure chaotic source the function g (2) (x 1 , x 2 ) is uniform along the main diagonal x 1 = x 2 = x which we will also call autocorrelation direction (see Fig. 2 (d) , inset).
We will consider also another case often discussed in the literature [35, 49] , that is the case of two distant and independent chaotic sources separated from each other (see Fig. 1(b) ).
Such configuration of the sources can be also represented by two independent GSM beams with a relative linear phase shift to each other
where ∆k x is the magnitude of the phase shift and ∆k x /k x is the angular separation between these two sources in small angle approximation. Substituting Eq. (17) into Eq. (7) and taking into consideration definition of the contrast function ζ 2 (D ω ) in Eq. (9) we obtain for the intensity-intensity correlation function
In Fig. 3 (a) the 2-nd order intensity correlation function g (2) (x 1 , x 2 ) calculated according to Eq. (18) for two beams with the same parameters as in Fig. 2 and ∆k x = 5 mm
is shown. The intensity correlation function g (2) (x 0 − ∆x/2, x 0 + ∆x/2) in this case has a characteristic oscillatory behavior (see Fig. 3 (b)). It is important to note that the oscillation of g (2) (x 0 − ∆x/2, x 0 + ∆x/2) is determined mainly by the angular separation of two sources.
While additional structure is clearly visible in g (2) (x 1 , x 2 ), the normalized autocorrelation function g (2) (x, x) is still constant, as demonstrated in Fig. 3 (b) , inset.
III. EXPERIMENTAL CONDITIONS
The experiments were performed at FLASH at DESY in deep saturation regime in the XUV energy range at three wavelengths: 5.5 nm, 13.4 nm and 20.8 nm (see Table II ).
Results of the measurements at 5.5 nm were reported before [29] and are presented here for completeness. All measurements were carried out at PG2 beamline [50, 51] . Table II .
An in-vacuum Andor Ikon CCD detector with 2048x2048 pixels 13.5 µm x 13.5 µm in size was used for intensity measurements. Distances from the focus to detector were varied between experiments (see Table II Table III) ).
Normalized intensity-intensity correlation functions g (2) (x 1 , x 2 ) for all experiments at different bandwidths are shown in Fig. 6 . As is well seen in this figure, the form of
function is quite complicated and is different from what can be expected for a single Gaussian source (see Fig. 2 ). Intensity correlation function g (2) (x 1 , x 2 ) for 20.8 nm radiation (see Figs. 6 (g-i)) most closely resembles the expected shape for a single chaotic source described by the GSM (compare with Fig. 2 ). At the same time the structure of g (2) (x 1 , x 2 ) at 5.5 nm ( Fig. 6 (a-c) ) and 13.4 nm (Fig. 6 (d-f) ) is more complicated and the presence of several maxima for larger bandwidths along the diagonal x 2 = x 1 can be observed (see also insets in Fig. 7 ).
To determine the spatial coherence of the FLASH source at different modes of operation we analyzed the diagonal cut of the g (2) (x 1 , x 2 ) function at the position of the intensity maximum shown by white lines in Fig. 6 and presented in Fig. 7 . According to Eq. (8) for a single chaotic source these profiles are proportional to square modulus of the spectral degree of coherence |µ(x 0 − ∆x/2, x 0 + ∆x/2)| 2 , where x 0 is the position of the intensity maximum.
We fitted all profiles with the Gaussian function 1 + ζ 2 exp(−(∆x/l c ) 2 ) that provided the values of coherence length l c for different bandwidths and wavelengths. We present mean values of the coherence length for all three wavelengths in Table III . We noticed that the best Gaussian fit for all measured separations ∆x was obtained for the wavelength of 20.8
nm (see Fig. 7(g-i) ). The coherence length for this wavelength practically did not depend on the bandwidth value. Different behavior of the intensity-intensity correlation function was observed at 5.5 nm (Fig. 7(a-c) ) and 13.4 nm (Fig. 7(d-f) ) wavelengths at large separations ∆x. For example, for 5.5 nm radiation the second maxima appears at larger bandwidths.
This indicates that at these conditions of FLASH operation we have two radiating sources as shown in Fig. 1(b) and Fig. 3 . At the same time for 13.4 nm we observed a constant background appearing at large separations ∆x.
Comparison of the coherence lengths with the intensity beam size (see Table III )) for corresponding experiments showed that the coherence length was about twice larger than the beam size for 5.5 nm radiation, about the same value for 13.4 nm and smaller than the beam size for 20.8 nm wavelength [66] . This observation suggests that in the case of 5.5 nm FEL radiation was noticeably more coherent than in the case of 20.8 nm.
As it follows from our analysis the intensity-intensity correlation function g
shows strongly non-uniform behavior (see Fig. 6 ). In such situation the global degree of spatial coherence defined in Eq. (11) is an adequate measure of spatial coherence. To determine its values we performed calculations according to Eq. (12) . The degree of spatial coherence as a function of coherence time is presented in Fig. 8 and mean values are provided in Table III. It is well seen from this figure that the degree of spatial coherence practically does not depend on the value of coherence time (bandwidth). It is especially high (above 80%) for 5.5 nm and 13.4 nm radiation and drops to 50% at 20.8 nm wavelength. We want to point out that such high values of the degree of spatial coherence at these radiation wavelengths can be observed only at FELs. They are about two orders of magnitude higher than for synchrotron sources [26, 42] .
It is well seen from Table III ) for the different experiments. We have to note here that in some cases the contrast values do not reach the maximum value of one at large coherence times (see, for example, Fig. 9 (b) ). The reason for that may be a more complicated pulse structure of FEL radiation in deep saturation. This behavior of the contrast function can 
B. Spectral analysis
Typical single and average pulse spectra measured in all three experiments are shown in Fig. 10 . Longitudinal mode structure is clearly visible in single pulse spectral intensity distributions at all wavelengths. Note that the largest amount of these modes was observed at 13.4 nm wavelength, which is predominantly due to longer pulse duration in this experiment.
We can observe also that the modes are overlapping, especially in the case of 13.4 nm, which is consistent with the value of contrast not reaching unity in Fig. 9 . Our analysis has shown that the average spectrum was very close to Gaussian, especially for 5.5 nm and 20.8 nm (see Fig. 10 ). However, in the experiment at 13.4 nm wavelength, a deviation of the average spectrum from the Gaussian becomes noticeable at one of the shoulders of the spectrum.
It is possible to obtain an estimate of a pulse duration from the analysis of a series of single pulse spectra by the method described in Refs. [29, [52] [53] [54] . The intensity-intensity correlation function in the spectral domain g (2) (ω 1 , ω 2 ) can be defined similar to Eq. (5) as
where ω 0 is the central frequency. Performing such analysis for all three wavelengths and considering on average 10 4 pulses we determined the second order correlation function g (2) (∆ω)
as a function of frequency difference ∆ω = ω 2 − ω 1 (see Fig. 11(a-c) ). The 2-nd order intensity correlation function determined in this way was fitted by a Gaussian function of the
This procedure allowed us to estimate an average pulse duration (FWHM) as T = 2.355 σ T (see Gaussian fit shown by red lines in Fig. 11(a-c) ).
To determine correct photon pulse duration from our statistical analysis it is also necessary to take into account an effect of the temporal energy chirp of the electron bunch.
Assuming that the energy chirp introduces a linear "chirp-correction" factor [52] to the photon pulse duration T determined by Eq. (20), we can retrieve a corrected photon pulse duration T as
where σ ω is the FEL gain bandwidth and σ ω is the spectral bandwidth of the FEL radiation.
In our calculations FEL gain bandwidth was considered to be 4 · 10
Pulse durations obtained by spectral analysis described in this section for all wavelengths are given in Table III 
V. ADVANCED THEORETICAL MODEL
Comparison between experimental measurements of the intensity-intensity correlation function g (2) (x 1 , x 2 ) observed in Fig. 6 and conventional theoretical predictions presented in Fig. 2 and Fig. 3 shows significant difference. To explain this difference an advanced theoretical model will be necessary. In the following, we introduce two models that consider multiple independent beams and positional beam jitter in the intensity-intensity interferometry. Situation with the multiple beams at the detector position could appear, for example, if a distant source radiates in different well defined directions (see Fig. 1(c) ). The case of external positional jitter correspond to situation of a distant source radiating randomly in different directions (see Fig. 1(d) ). In this section we will derive theoretical foundation for these two models and in the following section we will compare theoretical predictions with the experimental results.
A. Multiple independent beams
According to superposition principle for N electric fields with the amplitudes E i (r, ω) the total field amplitude is
We assume in the following that all beams are chaotic and obey Gaussian statistics, then the total wave field E Σ (r, ω) also obeys Gaussian statistics [44, 45] . As such, we can apply Gaussian moment theorem to the total field and obtain similar to Section II expression for the fourth-order spectral cross-correlation function W
Σ (r 1 , ω 1 , r 2 , ω 2 ) = E * Σ (r 1 , ω 1 )E Σ (r 2 , ω 2 ) is the second-order spectral cross-correlation function of the total beam and S Σ (r, ω) = W (2) Σ (r, ω, r, ω) is the corresponding spectral density. Substituting this expression to Eq. (6) we obtain for the intensity-intensity correlation function g (2) Σ (r 1 , r 2 ) in the case of multiple beams
If all beams are statistically independent from each other and cross-spectral pure the total spectral cross-correlation function W
Σ (r 1 , ω 1 , r 2 , ω 2 ) and spectral density S Σ (r, ω) can be expressed as
Substituting these expressions into Eq. (23) we obtain for the intensity-intensity corre-
Σ (r 1 , r 2 ) = 1+
This expression will be used further in simulations. In general it can not be reduced to a form similar to Eq. (8) with separated spatial and spectral components. However, we can now consider two particular cases where such separation can be performed.
It is possible to obtain expressions similar to Eq. (8) if either spectral or spatial characteristics of each beam are the same. In the first case
and Eq. (26) reduces to
where ζ 2 (D ω ) is defined as in Eq. (9) and
In this case it is easy to see that autocorrelation function g (2) (r, r) will be constant, similar to a single chaotic beam (see Eq. (8))
We assume now that spatial statistical properties of all beams are the same, J i (r 1 , r 2 ) ≡ J(r 1 , r 2 ) and S i (r) ≡ S(r) but spectral properties are different. Then again the intensityintensity correlation function has a form of Eq. (8)
where the cross-spectral density function µ(r 1 , r 2 ) is defined as in Eq. (10) and the contrast is equal to
Note, that autocorrelation function g (2) (r, r) in this case is again constant. Therefore, we can conclude that spatial inhomogeneity in the intensity-intensity correlation function g (2) (r 1 , r 2 ) may appear only if both spatial and spectral properties of different beams are different.
B. Positional jitter
For a SASE FEL, intensity of each pulse is a random realization of the spatial modes, that leads to the jitter of the center of mass of the intensity distribution from pulse to pulse. This we will call an intrinsic jitter. FEL operation or beamline instabilities may introduce an additional positional jitter to the pulse, which could affect the pulse intensity distribution.
This we will call an external positional jitter. It is extremely important and challenging to distinguish between these two effects and, as we will show here, it can be accomplished by the HBT analysis.
We assume here that each pulse at the detector position is randomly shifted by some distance a, which is described by the probability distribution p(a). Note that by definition this jitter is statistically independent from the statistical distribution of the pulse intensity I(r). It can be shown (see Appendix for details) that the average intensity distribution due to external jitter I(r − a) has a form
where * is a convolution operator. This can be interpreted as a broadening of the intensity due to the external positional jitter.
According to Eq. (5) the intensity-intensity correlation function g (2) jit (r 1 , r 2 ) in this case will be modified to the following form
It can be further expressed as (see Appendix for details)
jit (r 1 , r 2 ) = p(r 1 )δ(r 2 − r 1 ) * I(r 1 )I(r 2 )
where δ(x) is the δ-function. By this we expressed intensity-intensity correlation function due to external jitter g (2) jit (r 1 , r 2 ) through the correlation function g (2) (r 1 , r 2 ) without jitter.
The autocorrelation function can be derived from Eq. (34) as g (2) jit (r, r) = p(r) * I 2 (r)
As it follows from these results an external jitter could significantly change statistics of the measured pulses. If original intensity distribution obeys Gaussian statistics, as it follows from Eqs. (34) and (35) it is not necessarily the case if an external jitter is present. This means also that expression (8) is not any more valid in this situation.
Obtained Eqs. (34) and (35) are quite general, below we will estimate an effect of jitter on the intensity-intensity autocorrelation function in the one-dimensional case (see Appendix for details). We will assume that the intrinsic autocorrelation function without a jitter is a constant g
0 (x, x) = g (2) 0 , as it is the case for a single chaotic source (see Fig. 2 ). We will consider also that both the average intensity profile of the radiation I(x) and positional jitter p(a x ) are described by a normal distribution with the corresponding rms values σ I and σ jit . Under these conditions we can determine the intensity-intensity autocorrelation function with the jitter as (see Appendix for details)
where
2 )/(2k 2 ) and k = σ jit /σ I . This expression shows that the jitter has a minimum effect on the contrast near the central intensity position, however, contrast grows exponentially at larger deviations from the center of the beam in the case of external positional jitter.
VI. DISCUSSION
In this section we will apply models of multiple beams and positional jitter developed in the previous section to explain most of the observed features of the intensity-intensity correlation function g (2) (x 1 , x 2 ).
A. Multiple beams
Two different examples of spatial inhomogeneities in the intensity-intensity correlation function g (2) (x 1 , x 2 ) are well seen in Fig. 6(b-c) and Fig. 6(g-i) . In the first case, large values of the correlation function are observed in the quadrant x 1 > 0 , x 2 > 0. In the second, x 2 ) is more homogeneous along the direction x 2 = x 1 however its values are slightly varying.
To simulate such behaviour of intensity correlation function we applied multiple beam model developed in the previous section. We considered two GSM beams described by Eqs.
(13-14) with the parameters listed in Table I (Fig. 12(a-c)) gives similar results as obtained in Fig. 6 (b-c) and Model III (Fig. 12(d-f) ) reproduces experimental results shown in Fig. 6(g-i) . For example, we see that the autocorrelation function (shown in the insets of Figs. 12(b,d) ) is inhomogeneous. We also observe a certain narrowing of the intensity correlation function between two beams that effectively decreases the coherence length in this region (see Figs. 12(b,e) ). Far away from the region of the beams overlap characteristics of the beams coincide with their original values. As such, we can explain inhomogeneities observed in our analysis by the presence of multiple beams measured on the detector. Here we do not discuss the origin of these beams. It can be due to lasing of different parts of the electron bunch, or due to rescattering by the optical elements present in the beamline.
More detailed investigation of these effects may become a separate project in future.
B. Positional jitter
Another feature clearly visible in our measurements at 13.4 nm wavelength (see Fig. 6 (ef)) is the presence of two symmetrical maxima of about the same magnitude along the diagonal x 2 = x 1 . Such behavior of g (2) (x 1 , x 2 ) function can be explained by the positional jitter of the beam. We demonstrate this by performing simulations with different levels of the positional jitter according to Eq. (34) as shown in Fig. 13 . Beam parameters were considered to be the same as described in Table I as Model I. The positional jitter was described by the normal probability distribution with the value of the parameter k: k = 0.1 in Fig. 13(a,b) and k = 0.2 in Fig. 13(c,d) . In these figures we observe an exponential growth of the autocorrelation function g (2) (x, x) along the main diagonal x 2 = x 1 in accordance with
Eq. (36) (see insets in Fig. 13(b,d) ). At the same time the values of the 2-nd order intensity correlation function g (2) (∆x) become smaller than unity in the direction along the diagonal Fig. 13(b,d) ).
In our experiments we did not observe such strong exponential growth of g (2) (x, x) function but rather the presence of two maxima (see Fig. 6 (e-f)). To simulate our experimental results we added random noise with the dispersion value of 0.1% of the maximum intensity to the intensity distribution with the jitter value k = 0.2 (see Appendix for details). Results of these simulations are presented in Fig. 13(e) . Comparison of our experimental results in 
VII. SUMMARY
In summary, we performed HBT interferometry measurements at FLASH. We determined the 2-nd order intensity correlation function at the wavelengths 5.5 nm, 13.4 nm, and 20.8 nm and different operation conditions of the FEL. In all measurements we obtained high degree of spatial coherence that was above 50%. This is about two orders of magnitude higher then at any synchrotron source in the same energy range. From our statistical measurements we also extracted an average pulse duration that was below 60 fs. These results were compared with the measurements of the 2-nd order correlation function in spectral domain that provided independent measurements of the pulse durations. Both approaches showed close agreement between two methods.
Our results also revealed that the 2-nd order intensity correlation function of FLASH radiation is strongly inhomogeneous and its behavior could not be explained by radiation coming from a single distant extended source. We developed advanced theoretical models that included multiple beam model and external positional jitter to account for these effects.
By performing simulations we could reproduce the behavior of the 2-nd order intensity correlation function observed in the experiment. The developed approach allowed us to estimate the magnitude of the external positional jitter that was about 25% of the beam size in the experiment at 13.4 nm wavelength.
Obtained results demonstrate that the HBT interferometry is a very sensitive method for the FEL beam statistical characterization. Simple experimental setup allows to perform measurements of the 2-nd order intensity correlation function in parallel with the main experiment, that will be especially useful for the experiments performed in the gas phase, or diluted targets. Such on-line measurements will allow to monitor FEL operation, provide an important feedback for the machine operation and could potentially become a sensitive diagnostic tool of the FEL performance.
What is even more thrilling that our measurements demonstrated high degree of spatial coherence of the FEL radiation that could potentially lead to completely new avenue in the field of quantum optics. It opens the route for such quantum optics experiments as exploration of non-classical states of light [57] , super-resolution experiments [58] , or ghost imaging experiments [59, 60] at the FEL sources. As it was shown in our work by sufficient monochromatization single longitudinal mode of the FEL radiation, or Fourier limited pulses with high photon flux can be acheaved. This in turn is an important prerequisite for a new class of light phase sensitive experiments such as coherent and phase control interferometry with attosecond precision [61, 62] . Finally, we foresee that HBT interferometry will become in the near future an important diagnostics and analysis tool at the FEL sources.
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Appendix B: Positional jitter
HBT interferometry at FELs involves averaging at least over several thousand pulses.
For a chaotic source, intensity center of mass changes its position from pulse to pulse. In addition to that, external vibrations can introduce external positional jitter to the pulse, which can only be distinguished from the natural jitter of the chaotic radiation by statistical analysis. In the following subsection we will describe the effect the external jitter has on intensity-intensity correlation function g (2) (r 1 , r 2 ).
Let us assume that every pulse is randomly shifted by some distance a, which is described by probability distribution p(a). Notice that by definition this jitter is statistically independent from the statistical distribution of pulse intensity I(r). Intensity-intensity correlation function g (2) (r 1 , r 2 ) will then be, following from Eq. (5) in the main text
Let us first calculate the average intensity I jit (r − a) . We can express
where F is the Fourier transform. We assume here that the Fourier transform is of the form F (f (r)) = 1/(2π) n e −iqr f (r)dr. Since jitter is statistically independent from I(r), we derive
We note here that by definition of Fourier transform e iqa = (2π) n/2 F −1 (p(a))(q). Using the convolution theorem for Fourier transform [63] we obtain
Here * denotes convolution. As expected, the average intensity is "smeared" by the positional jitter. Performing the same operations on I jit (r 1 − a)I jit (r 2 − a) we obtain
and using convolution theorem again
Now we can write the expression for intensity-intensity correlation function g (2) jit (r 1 , r 2 )
Equation (B7) could be also presented in an integral form as
The autocorrelation function can be derived from Eq. (B7) as
As an example we can estimate how the intensity-intensity autocorrelation function will look like in one-dimensional case with jitter. Let us assume Gaussian intensity profile I(x)
and Gaussian jitter probability distribution p(a x )
We will also assume that intrinsic autocorrelation function is a constant g (2) (x, x) = g (2) 0 , as it is the case for a single chaotic source. Then
Substituting this relation as well as Eqs. (B10), and (B11) into Eq. (B9), we immediately
Using well-known fact that the convolution of two normalized Gaussian functions with the rms values σ 1 and σ 2 is a normalized Gaussian function with the rms value σ = σ (see, for example, [64] ), we finally obtain for the intensity-intensity autocorrelation function with the jitter
2 )/(2k 2 ) and k = σ jit /σ I .
Appendix C: Effects of the background noise
The intensity-intensity correlation function g (2) (x 1 , x 2 ) in the region of low intensity values can be affected by the background noise. We assume that the total intensity can be represented as
where I 0 (x) is the intensity of the beam and I B (x) is the background intensity. We assume also that the background signal is statistically independent from the beam intensity fluctuations. For the background fluctuations we consider that
where C << max(I 0 ) and the background signal is not significant in the center of the beam. 
we will determine how additional background could influence measured values of the 2-nd order intensity correlation function.
The same procedure can be done for the beams in the presence of jitter described in the previous section. In this case correlation functions in the presence of jitter will be modified according to
I(x 1 )I(x 2 ) jit = p(x 1 )δ(x 2 − x 1 ) * I(x 1 )I(x 2 ) .
Substituting here values of intensity I(x) in the presence of noise as given in Eq. (C1) we will obtain final result. This approach was used in simulations of the 2-nd order correlation function in the presence of jitter and background noise presented in Fig. 13(e,f) . Tables   TABLE I: 
