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Estudi i implementació de monitoratge web 
per processos a Prepersa 
Alex Miralles Torrente 
Resum—Les grans empreses avui dia gestionen grans quantitats de dades generades per tot tipus de transaccions 
informàtiques i l’estat d’aquestes dades és rellevant per tal de conèixer les condicions dels diferents fronts de les empreses. En 
aquest paper s’exposa l’estudi, el disseny i la implementació d’un sistema que permet accedir a temps real a les dades clau 
que proveeixen els processos de Prepersa, empresa que forma part de Catalana Occident. A partir de l’estudi i disseny de 
diverses propostes que resolen aquesta necessitat, se selecciona una proposta i s’arriba a una solució mitjançant una aplicació 
web que a partir de la base de dades de Prepersa ofereix informació de control a l’usuari i l’accés a un aplicatiu basat en 
Kibana que interpreta els logs i els mostra en una interfície web en forma de gràfics i mètriques.  
Paraules clau— Backend, Frontend, Dashboard, ELK, Dll, Kibana, procés 
 
Abstract—Large companies today manage large amounts of data generated by all types of computer transactions and the 
status of this data is relevant in order to know the conditions of the different fronts of companies. This paper sets out the study, 
design and implementation of a system that allows real-time access to the key data provided by the processes of Prepersa, a 
company that is part of Catalana Occidente. From the study and design of various proposals that solve this need, a proposal is 
selected A solution is reached through a web application that provides control information to the user from database Prepersa 
and access to a Kibana-based application that interprets the logs and displays them in a web interface in the form of graphs and 
metrics. 
Index Terms— — Backend, Frontend, Dashboard, ELK, Dll, Kibana, procés 
——————————      —————————— 
1 INTRODUCCIÓ
VUI dia les empreses generen una enorme quantitat 
de dades que permeten portar un control de les seves 
transaccions i processos. Aquestes dades són utilitzades 
entre altres motius per tenir un control de l’estat de l’em-
presa comportant-se com indicadors que defineixen si està 
havent irregularitats en el comportament del sistema. Una 
de les principals preocupacions de la majoria d’aquestes 
empreses és el tractament d’aquestes dades per portar un 
control continuat dels indicadors anteriorment mencionats 
per tal de realitzar accions preventives o reactives en vers 
a potencials amenaces o problemes. 
Aquesta situació te lloc en el departament d’informàtica 
de Prepersa, empresa que forma part del grup Catalana 
Occident [1]. En Prepersa es duen a terme al voltant de 
2000 execucions de processos diàriament i cada execució 
genera dades en logs i en la base de dades. Existeix la ne-
cessitat de tractar i estructurar aquestes dades per tal de 
mostrar-les de forma que es puguin interpretar a temps 
real de manera senzilla, veient ràpidament quin és l’estat 
general dels processos de l’empresa i també l’estat especí-
fic de cada procés. Si solventa aquesta necessitat, llavors 
permetrà a l’equip identificar errors, trobar solucions a 
aquests errors i anticipar i prevenir nous errors. 
En aquest document s’exposarà la solució a la qual s’ha 
arribat per tal de resoldre la necessitat de controlar la in-
formació dels processos de l’empresa Prepersa. Primer es 
realitzarà una introducció en la secció 1. Per tal de contex-
tualitzar es fará una descripció del sistema de l'empresa en 
la secció 2. Posteriorment es mencionaran els objectius a 
assolir del projecte en la seccio 3. En la secció 4 es parlarà 
de la metodologia emprada per la realització del projecte. 
S'introduira la recollida de requeriments en la secció 5. En 
la secció 6 es realitzarà un estudi de l’estructura de les pos-
sibles solucions al problema, en la secció 7 es veurà com 
s’ha elaborat el disseny de la proposta seleccionada, en la 
secció 8 es trobarà el desenvolupament i implementació de 
la proposta i en la secció 9 es descriuran les proves realit-
zades per validar la solució. Posteriorment es parlaran dels 
resultats obtinguts amb l’aplicació en la secció 10, expres-
sant si ha sigut satisfactòria o no. També s’explicaran a 
mode de resum del document les conclusions del projecte 
en la secció 11, apuntant els punts més rellevants del ma-
teix.  
2 CONTEXT 
En aquest apartat es descriurà el sistema de l’empresa i els 
principals elements del sistema base que utilitzarà l’eina de 
monitoratge. Primerament es descriurà el sistema de l’em-
presa, després s’esmentarà el model de dades emprat basat 
en logs i el funcionament de l’eina per plasmar gràficament 
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les dades extretes del model de dades. 
2.1 Sistema de l’empresa 
Prepersa es dedica a desenvolupar el portal web dedicat 
que utilitzen els pèrits de Catalana Occident per gestionar 
els seus encàrrecs, dades, pagaments, baixes, etc.  
L’empresa disposa de diversos servidors dedicats que 
allotgen els Backend, Frontend i Processos de Prepersa. 
També disposa d’una base de dades i una rèplica del portal 
web per cada entorn de treball, en el cas de Prepersa hi tro-
bem l’entorn de desenvolupament, l’entorn de preproduc-
ció i el de producció. 
El funcionament del portal web està basat en un conjunt 
de Backend i Frontends. Els Backend s’encarreguen d’ex-
treure i inserir informació a la base de dades i els Frontend 
s’ocupen de mostrar les dades extretes pels Backend en un 
format que l’usuari final pugui utilitzar-les i també permet 
a l’usuari interactuar amb el sistema per introduir-hi noves 
dades. 
Els processos juguen un paper molt important en Pre-
persa tot i que actuen amb el portal web de forma més in-
directa que els Frontend i Backend. Els processos són els 
encarregats de tractar dades que poden provindre d’altres 
companyies, la base de dades de Prepersa, fitxers... per ela-
borar un producte final que si que podrà ser útil per al por-
tal web o per afers interns de la mateixa empresa. Un exem-
ple podria ser un procés dedicat a la migració de dades 
d’un sharepoint extern a la base de dades de Prepersa o bé, 
un procés que executi els scripts necessaris per passar 
Backend i Frontend cap als diferents entorns de treball 
abans mencionats. 
L’activitat tant dels Backend, Frontend i processos és 
enregistrada en els seus respectius servidors en logs en for-
mat de .txt. Aquest enregistrament es realitza per tenir un 
control de qualsevol dels esdeveniments que es poden pro-
duir dins del sistema de l’empresa, així quan succeeixi al-
gun problema es podrà buscar les causes en els logs. 
2.2 Model de dades 
El principal model de dades que s’utilitzarà per al monito-
ratge consisteix en una sèrie de logs que es van informant 
amb l’execució de cada procés. Els logs són arxius en for-
mat “.txt”  que es van creant de forma diària, de manera 
que es manté un històric que està compost per un log per 
dia enregistrat.  
També s’utilitzarà un model de dades basat en Database 
que s’inclourà en la secció de desenvolupament, ja que no 
ha vingut donat pel sistema actual de l’empresa i s’ha ha-
gut de dissenyar i desenvolupar des de zero. 
En les següents seccions s’explica en detall el funcionament 
i estructura dels logs. 
2.2.1 Generació dels logs 
Entrant més en detall de com es generen els logs podem dir 
que cada procés creat ha de seguir una certa estructura 
plantejada per l’empresa que facilita la recopilació de la in-
formació per als logs, enviament de mails, control d’errors, 
etc.  
El tret principal de l’estructura és que s’hi ha de referenciar 
una llibreria dll anomenada Base.dll. Entre altres coses  
aquesta llibreria consisteix en codi que s’executa a l’inici de 
l’execució de qualsevol procés per crear informació sobre 
l’instància utilitzada, l’hora de l’inici de l’execució, nom 
del procés; i al final de l’execució d’on extreu la informació 
afegida pel mateix programador, els errors generats durant 
l’execució i el resultat d’aquesta. 
La llibreria Base.dll fa una crida al logger que escriurà uti-
litzant l’estructura mencionada en l’anterior apartat en les 
rutes definides. 
2.2.1 Estructura dels logs 
Tots els logs es generen de forma automàtica a partir d’un 
procés comú a tots ells anomenat procés Base. Aquest pro-
cés recopila les dades disponibles en els processos i les cri-
des als BE utilitzats per aquests i les escriu en diversos logs. 
Hi ha 3 tipus de logs: 
Error.log: Conté únicament informació dels processos que 
han generat un error de qualsevol mena. Concretament ge-
nera una línia de text per cada error generat. Camps de da-
des que conté: 
 Data i hora exacta 
 Nom del procés 
 Instància (identificador únic per cada instancia) 
 Missatge d’error 
Resultado.log: Aquí s’enregistren dades de totes les execu-
cions de processos realitzades, tant si són errònies com si 
són correctes. En aquest cas es genera  una sola línia de text 
per cada execució. Camps de dades que conté: 
 Data i hora exacta 
 Nom del procés 
 Instància (identificador únic per cada instancia) 
 Codi del resultat 
Traza.log: Cada procés genera individualment el seu propi 
Traza.log el que enregistrarà informació de tot tipus com 
quan inicia el procés i quan acaba, control d’errors, infor-
mació sobre les accions emprades, informació  dels 
backend que utilitza, etc. Aquest log pot generar moltes lí-
nies de text per cada execució, ja que dependrà del progra-
mador del procés. Els camps de dades que conté són els 
següents: 
 Data i hora exacta 
 Nom del procés 
 Instància (identificador únic per cada instancia) 
 Tipus: Indica de quin tipus de missatge és la línia 
en el que es troba (Error, Informació, Inici de pro-
cés, Finalització de procés o Resultat de l’execu-
ció)  
 Missatge: Aquí és on es descriu l’esdeveniment 
que es tracta en la línia en qüestió. 
2.3 ELK 
ELK es una eina utilitzada per Catalana Occident per mo-
nitorar principalment l'estat dels backends que estan fun-
cionant en producció. Aquesta eina està composada per 3 
projectes que s’encarreguen de treballar en conjunt per a 
emmagatzemar, unificar, cercar i visualitzar dades de 
forma eficient. Els projectes són els següents:  
1. Logstash: 
És una tecnologia open source basada en jRuby capaç 
de recollir dades en temps real. Logstash unifica i norma-
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litza grans volums de dades que poden tenir orígens dife-
rents, permeten així realitzar cerques o visualitzar dades 
[4].  
2. Elastic Search: 
És un motor de cerca i analítiques open source basat en 
Lucene, utilitza una interfície RESTful y exporta les seves 
dades mitjançant documents JSON. Aquesta eina és el nu-
cli principal d’Elastic-Stack, ja que centralitza totes les da-
des introduïdes per Logstash, permet realitzar cerques de 
gran velocitat i es molt escalable degut, ja que és un sistema 
distribuït [5]. 
3. Kibana: 
És l’eina encarregada de rebre les dades provinents de 
Elastic Search i representar-les en forma de diagrames, tau-
les, mètriques o cerques. L’enfocament de la representació 
d’aquestes dades es basa a tractar-les de forma dinàmica, 
actualitzant constantment les dades mostrades en els dife-
rents diagrames i permetent utilitzar tot mena de filtres, 
fent-lo ideal per a al monitoratge a temps real de dades. 
Com es veurà més endavant, ELK és la tecnologia em-
prada per arribar a l’objectiu principal del projecte, el mo-
nitoratge dels processos a temps real i de forma senzilla. 
3 OBJECTIUS 
L’objectiu d’aquest projecte és aconseguir mostrar a temps 
real l’estat dels processos i facilitar les accions a emprendre 
pel departament informàtic de Prepersa en casos d’errors 
o prevenció de problemes. Els següents objectius perme-
tran arribar satisfactòriament a complir l’objectiu princi-
pal: 
 Recollir els requeriments mitjançant entrevistes 
amb els clients utilitzant dinàmiques de grup. 
 Creació d’un backend per cada funcionalitat del 
dashboard web inicial. 
 Creació d’un model de dades que assumeixi totes 
les dades necessàries per al dashboard i tingui una 
estructura reutilitzable. 
 Millorar les funcions dels processos com la reduc-
ció d’emails enviats o la detecció de processos in-
terromputs. 
 Crear una eina adaptable que admeti modificaci-
ons en la seva estructura i es puguin afegir noves 
funcionalitats i nous processos sense dificultats. 
 Eina intuïtiva per als clients, s’avaluarà mitjançant 
recorreguts guiats per l’aplicació i tests de satis-
facció als clients. 
 Tenir documentació per cada fase del projecte. 
4 METODOLOGIA 
 La metodologia emprada en aquest projecte es Scrum, me-
todologia basada en Agile que permet abordar problemes 
complexos a causa dels seus processos iteratius i incremen-
tals es poden desenvolupar projectes en els quals els reque-
riments van variant en el temps [2]. 
En aquest projecte s’han realitzat iteracions curtes de 
dues setmanes, els processos són les diferents reunions ne-
cessàries per portar el control del desenvolupament i la 
metodologia. Els processos són els següents: 
1. Sprint Planning: Fase inicial de la iteració se se-
leccionen els requeriments a desenvolupar. 
2. Sprint: Fase de desenvolupament dels requeri-
ments. Cada dia es realitza un Daily sprint Meeting, en el 
que es posa al dia de l’avanç de cada individu de l’equip. 
3. Sprint Review: Es defineix el següent sprint, pas-
sant la feina no feta al product backlog. 
4. Sprint Retrospective: Reunió orientada a analit-
zar l’últim sprint per tal de treure conclusions útils per mi-
llorar com a equip. 










Fig. 1. Processos Scrum. 
S’ha escollit aquesta metodologia perquè tot i que l’ob-
jectiu principal del projecte era molt clar des de el principi, 
les eines a emprar i el desenvolupament no estava ben de-
finit. Scrum permet a través dels seus processos adaptar el 
projecte a les necessitats canviants dels clients. 
5 RECOLLIDA DE REQUERIMENTS 
A l’inici del projecte es van realitzar diverses reunions amb 
els clients per tal de definir quines característiques havia 
de complir l’aplicació de monitoratge que volien que es 
desenvolupés. 
La principal tècnica d’obtenció de requeriments utilit-
zada va ser el brainstorming que consisteix en una dinà-
mica de grup en la que tots els participants aporten idees, 
aquestes s’anoten i posteriorment es realitza una anàlisi de 
les idees generades. Aquesta tècnica ha sigut molt útil, ja 
que els requeriments de l’aplicació no estaven ben definits 
i es van poder generar moltes idees a partir de la creativitat 
dels participants de forma organitzada.  
Alguns exemples dels requeriments més relevants ob-
tinguts són: 
Requeriments Funcionals: 
 L’usuari ha de poder veure i especificar quins pro-
cessos vol monitorar. 
 L’aplicació ha de mostrar d’actualitzar automàti-
cament la informació mostrada. 
 L’usuari ha de poder visualitzar l’estat de tots els 
tipus de processos (GCO, Prepersa, Aemet, 
App...) 
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 L’aplicació ha de ser accessible a través d’una pà-
gina web. 
Requeriments no funcionals 
 L’aplicació ha de mantenir com a mínim 30 dies 
de registres de monitoratge. 
 La freqüència d’actualització del monitoratge no 
pot ser major de 10 minuts. 
 La disponibilitat de l’eina ha de ser com a mínim 
del 99%. 
 El temps de resposta no pot superar els 5 segons. 
 6 ANÀLISI 
Un cop obtinguts els requeriments es va passar a la fase 
d’anàlisis del sistema de l’empresa per conèixer les possi-
bilitats a l’hora de dissenyar i proposar una solució que sa-
tisfés aquests requeriments. Les propostes resultants van 
ser les següents. 
6.1 Monitoratge utilitzant la base de dades  
La primera idea que es va plantejar va ser desenvolupar 
el monitoratge utilitzant la base de dades de l’empresa com 
a magatzem de les dades històriques del monitoratge. 
Aquesta idea consistia a realitzar insercions a la base de 
dades de Prepersa en cada execució de processos, això per-
met tenir molta flexibilitat a l’hora d’extreure qualsevol 
mena d’informació dels processos. Un cop inserides les da-
des a partir d’un dashboard web desenvolupat amb el sis-
tema clàssic de backends i frontends s’obtindria la infor-
mació de la base de dades de forma periòdica. En aquesta 
aplicació web es trobarien funcionalitats com inserció, edi-
ció, eliminació de processos, així com informació dels ma-
teixos en format de taules. 
  Aquesta solució implicava una gran càrrega de treball 
sobre la base de dades, ja que es desitja desenvolupar una 
aplicació capaç de donar informació de l’estat dels proces-
sos en temps real i això implica realitzar un gran nombre 
d’operacions SQL contínuament. Per tant, per tenir una 
aplicació que no afecti al rendiment amb aquest sistema 
s’hauria de reduir la freqüència d’actualització del monito-
ratge i també hi hauria una gran limitació en la informació 
històrica que es podria acumular en la base de dades, ja 
que s’executen més de 2.000 processos cada dia i ràpida-
ment es generaria una gran quantitat de registres.  
6.2 Monitoratge utilitzant logs amb Kibana 
Durant l’anàlisi de la primera proposta va aparèixer la pos-
sibilitat de treballar amb l’eina ELK, ja que el grup Cata-
lana Occident, va disposar a les empreses pertanyents al 
mateix d’accés a aquesta eina. 
Aquesta proposta consisteix en dos punts principals, el 
monitoratge dels processos a través de l’aplicació Kibana i 
un dashboard bassat en GAAN, GAAN és el framework 
utilitzat per desenvolupar Frontends que s’utilitza en Ca-
talana Occident, on es podrà gestionar informació general 
de cada procés.  
L’aplicació basada en GAAN que es planteja consisteix 
en una taula d’informació extensa en la qual es podran 
veure tot mena de dades útils que permetran treballar amb 
més eficiència amb els processos que calgui. La informació 
a mostrar és: nom del procés, descripció, rutes en els dife-
rents entorns (desenvolupament, preproducció, produc-
ció), rutes dels logs, freqüència d’execució, dependències a 
nivell BackEnd, importància del procés, enllaç a Kibana 
amb el filtre corresponent al mateix procés, etc. Aquesta 
pantalla permet a l’usuari afegir, eliminar, editar o veure 
en detall els diferents processos mitjançant uns botons que 
naveguen a un pop-up, de forma similar a l’anterior pro-
posta. 
El monitoratge es basa en la introducció de les dades 
que generen els processos de l’empresa en els logs propis 
cap a Elastic Search mitjançant un parseig de dades entre 
els logs i els servidors d’elastic search. Un cop introduïdes 
les dades en Elastic Search s’utilizaran els índexs generats 
per extreure la informació i utilitzar-la en forma de gràfics 
i estadístiques que donaran una visió clara de l’estat dels 
processos. En aquesta aplicació es disposa d’un motor de 
cerca molt potent que es capaç de llegir ràpidament dins 
de les dades de logs introduïdes per buscar i filtrar els re-
sultats que es mostraran en les gràfiques, permetent així 
discriminar quins processos es volen mostrar de forma in-
tuïtiva. Aquesta eina permet actualitzar les dades del dash-
board segon a segon i no suposa cap carrega cap als servi-
dors propis de l’empresa, ja que és un servei extern. 
6.3 Decisió final 
Un cop definides les propostes es va realitzar una valoració 
tenint en compte els pros i contres de cada opció per  pren-
dre la proposta més profitosa. En la següent taula es poden 
observar els principals factors que es van tenir en compte 
en aquesta decisió. 
 Base de dades Kibana 
Pros -Control total de l’app. 
-Major flexibilitat en les 
funcionalitats. 
 




-Actualització de dades 
amb freqüència d’1 segon. 
-Alliberament de càrrega 
a la base de dades de Pre-
persa. 
Contres -Sobrecàrrega a la base 
de dades de Prepersa. 
-Actualització de dades 
amb període superior a 1 
minut. 
-Manteniment costós. 
-Absència d’elements de 
disseny gràfics. 
-Dependència externa. 
-Dades de monitoratge li-





Es va decidir prendre la proposta de realitzar el moni-
toratge a través de l’eina Kibana com a la definitiva perquè 
tot i tenir menys informació disponible dels processos res-
pecte a l’anterior, permet tenir un monitoratge sense delay 
i no comporta problemes de sobrecàrrega en la base de da-
des de l’empresa. 




7.1 Model de dades  
Per desenvolupar el dashboard inicial d’informació gene-
ral de processos es necessari tenir una base de dades que 
respaldi l’aplicació. 
El model de dades consisteix en un model relacional que 
es caracteritza per l’ús de les relacions. Aquestes relacions 
es poden entendre com tuples que connecten dues taules 
associant-les entre elles. Alguns dels avantatges d’aquest 
model és que permet tractar dades dinàmicament, evita les 
duplicitats de registres i proveeix d’integritat referencial. 
Per aquest projecte es molt adient, ja que diverses taules 
del model podrien generar duplicats si no tractesim amb 
aquest tipus de model. 
En la figura 2 podem veure el model amb les diferents 
taules relacionades amb colors. 
Fig. 2.Model de dades.  
7.2 Prototips 
La creació de prototips en el disseny serveix per plasma la 
idea a la qual es vol arribar i servir com a guia per als 
desenvolupadors que coneixeran millor els detalls del pro-
jecte i també per presentar als clients i verificar si el disseny 
del prototip s’acosta a la solució que busca resoldre els seus 
problemes. 
En aquest cas s’ha decidit realitzar un prototip  web ba-
sat en Marvel App amb el que els usuaris podran navegar 
pel prototip com si es tractés de l’aplicació. Això ens per-
met verificar la validesa del disseny del projecte, compro-
var que les funcionalitats són les desitjades i finalment aju-
dar als desenvolupadors a tenir un camí clar en el desen-
volupament de l’aplicació. 
Per dissenyar el prototip s’han utilitzat les imatges que 
es poden veure en la figura 3 on també es poden apreciar 





Fig. 3. Pantalles del prototip.  
7.3 Casos d’ús 
D’acord amb l’elicitació de requeriments i les diverses 
reunions i processos de Scrum en els que s’ha contactat 
amb els clients s’hi han debatut quines serien les diverses 
accions que podria realitzar un usuari en l’aplicació. A 
l’hora de desenvolupar s’han d’establir els mínims reque-
rits per a que l’aplicació sigui el producte que es busca i per 
tenir clares aquestes funcions s’ha generat un diagrama de 
casos d’ús. 
Fig. 4. Diagrama de casos d’ús.  
En la figura 4 es poden veure les diferents accions que pot 
realitzar l’usuari junt amb les seves relacions amb la resta 
d’accions.  
8 DESENVOLUPAMENT 
En aquesta secció es descriurà com s’han implementat els 
dos dashboard a l’aplicació, incloent-hi la creació de la base 
de dades, codi desenvolupat, introducció de dades als ser-
vidors d’Elastic Search i la creació de gràfics i mètriques 
amb Kibana. 
8.1 Dashboard Inicial 
Primerament s’explicarà la creació del model de base de 
dades que utilitzara per a aquest dashboard. Despres es 
descriurà com s’han creat els Backend necessaris per ex-
treure i inserir la informació de la base de dades (DB) i fi-
nalment es parlarà de la creació dels Frontend amb el fra-
mework proporcionat per Prepersa anomenat GAAN. 
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8.1.1 Creació model DB 
Utilitzant el disseny de base de dades explicat anterior-
ment en la secció de disseny s’ha creat el model mitjançant 
l’aplicacio Microsoft SQL Server. Cada taula s’ha creat amb 
una query similar  a la de la figura 5.  
Fig. 5. Creació taula del model de BD.  
Tenint en compte les seves claus primàries i foranies, ele-
ments nullejables i creant posteriorment les relacions entre 
les taules com es pot veure a la figura 6.  
Fig. 6. Creació de les relacions de les taules. 
8.1.2 Backends 
Els Backend s’han desenvolupat en l’entorn de treball 
.NET proporcionat per l’empresa i s’ha utilitzat C# com a 
llenguatge de programació. 
Cada Backend té una estructura ben definida per tal que 
tots els BE de l’aplicació siguin coherents entre si i tinguin 
un format homogeni. Per tant, cada Backend estarà estruc-
turat per 4 fitxers, cadascun amb una funció especifica: 
Lògica del BE: Hi trobarem el control d’errors dels pa-
ràmetres d’entrada, tot el flux que segueix per gestionar les 
dades que pertoquin i el control d’errors de flux. 
Crides SQL: En el fitxer de crides SQL es trobarà única-
ment les consultes SQL necessàries per inserir, extreure, 
eliminar o modificar registres de la base de dades. 
Paràmetres d’entrada al BE: Utilitzat per definir quines 
seran les variables que el BE acceptarà com a entrades per 
ser tractades internament. 
Paràmetres de sortida del BE: Defineix les dades tracta-
des pel BE que seran enviades cap a un altre BE o FE per-
què siguin utilitzades com convingui. 
8.1.3 Frontends 
Els Frontend assumeixen el rol de mostrar de forma gràfica 
la informació aportada per els BE. En aquest cas els FE es-
tan desenvolupats amb un framework propi de l’empresa 
anomenat GAAN. Aquest framework limita bastant el 
desenvolupament dels FE, essencialment s’utilitza una 
eina gràfica que distribueix els diferents elements del FE 
en un diagrama de flux que defineix com actuarà el sis-
tema. 
Els diferents elements que s’introduiran en aquest desen-
volupament seran bàsicament BackEnds, Vistes i altres 
operatives (altres FE) i fletxes de navegació. 
En la figura 8 es pot veure un dels principals FE desenvo-
lupats. 
Fig. 7. Frontend de cerca de Backends.                   
El flux comença en el botó "play" ubicat a l'esquerra de 
la figura 7, llavors es navega cap a la vista principal que 
mostrarà una taula amb informació dels Backend associats 
a processos junt amb botons amb les funcionalitats d'afe-
gir, enllaçar o editar cada Backend i també un cercador de 
registres de la mateixa taula. Des de aquesta vista es pot 
accedir a les diferents funcionalitats mencionades abans, 
cada funcionalitat representa un element en l'esquema de 
la figura 7. Els elements amb forma de cercle són crides a 
Backends específics, els elements amb quadres enllaçats 
son operatives, que son crides a altres Frontend amb la 
seva respectiva configuració i les fletxes són les que indi-
quen les posibles navegacions. 
En cada element visible en l’esquema es pot accedir i 
definir els diferents tipus de variables que el componen. En 
el cas dels BE s’introdueix el servei generat pel BE perquè 
el consumeixi i pugui realitzar la seva lògica. A la vista es 
detallarà el format de la pàgina web a desenvolupar, intro-
duint elements com taules, botons, imatges, etc. En el cas 
de les operatives només s'indica quin Frontend es vol uti-
litzar. Finalment en cada fletxa s'ha d'indicar quines són les 
dades que s'informen d'un punt a l’altre de la navegació, 
en aquest framework s'anomenen "copys". 
En la figura 8 es pot veure la vista de l'usuari que pro-
veeix el frontend de la figura 7. 
 
Fig. 8. Frontend de cerca de Backends.      
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8.2 Dashboard Monitoratge 
Per desenvolupar el dashboard encarregat del monitoratge 
a temps real de processos primer s’ha hagut de realitzar 
una introducció de les dades dels logs de processos de Pre-
persa als servidors de Elastic Search i després s’ha creat el 
dashboard en l’aplicació de visualització gràfica Kibana. 
En les seccions a continuació es detalla el procés. 
8.2.1 Introducció de logs a Elastic Search 
Aquesta secció descriu com s’han introduït les dades al sis-
tema de ELK per a la seva indexació i posterior ús a Kibana, 
que permetrà utilitzar les dades de forma analítica i gràfica. 
Per tal d’introduir les dades dels logs al servidor d’Elastic Se-
arch inicialment s’han creat tres pipelines, que són els encar-
regats de donar informació al servidor d’Elastic Search de les 
rutes dels logs que volem monitorar. Així doncs, es va decidir 
prescindir de Logstash degut a que les dades que tenim en els 
logs són homogènies i no precisen d’una unificació perquè les 
dades siguin consistents entre sí.  El servidor executa contínu-
ament un procés anomenat filebeat que s’encarrega d’enviar 
la informació dels pipeline als ingest node que són els encar-
regats de parsejar les dades introduïdes tenint en compte el 
seu format [6], que l’indiquem a través de fitxers JSON, la fi-
gura 9 és un exemple clar. 
Fig. 9. Fitxer JSON amb patrons Grok.                   
Els ingest node adapten les dades que els proporcionem de 
forma que Elastic Search i Kibana puguin interpretar-les i 
també definim l’estructura que tindran utilitzant patrons grok 
[7]. En aquest cas el primer grok donarà processa la ruta i nom 
del fitxer i el segon grok processa el contingut dels fitxers que 
consisteix en els diferents camps dels logs: Data, Nom del pro-
cés, instància, etc. 
Tenint configurada l’estructura perquè Elastic Search pugui 
extreure la informació dels logs, des de l’eina Kibana se’ns 
disposarà de tres fonts de dades per poder representar-la a 
l’hora de crear les visualitzacions dels dashboards, una per 
cada tipus de log. 
8.2.2 Creació dashboard a Kibana 
Un cop introduïts els logs als servidors de Elastic search 
les dades dels logs de Prepersa estan formatejades per tal 
de ser interpretades per l’aplicació Kibana.  
El primer que s’ha realitzat es la creació del dashboard 
de Kibana en blanc que contindrà totes les visualitzacions. 
Un cop creat s’aniran fent una a una diferents visualitzaci-
ons. El procés de creació de visualitzacions que s'ha seguit 
és el següent: 
1. Escollir tipus de visualització: Aquí s'hi han se-
leccionat totes les plantilles gràfiques que s'utilit-
zen per representar les dades. En aquest projecte 
s'han utilitzat mètriques, taules de dades, timeli-
nes i diagrames de seccions.  
2. Indicar dades a mostrar: En aquest procés s'han 
seleccionat els filebeats dels que s’extreu la infor-
mació, en aquest cas son 3 filebeats corresponents 
a cada tipus de log de processos (resultats, errors 
i traces). 
3. Selecció de paràmetres dels gràfics: Aquí s'hi han 
inclós les característiques de cada gràfic com: que 
es vol mostrar, marges temporals, detalls gràfics, 
opcions a mostrar, etc. 
4. Addició i adaptació al dashboard: Un cop creada 
la visualització s'ha afegit al dashboard, on s'ha 
ubicat i adaptat cada visualització de forma que 
encaixi amb el model desitjat. 
Un cop creat el dashboard amb les visualitzacions s'ha 
decidit utilitzar una freqüència d’actualització de 5 segons 
de les dades, el marge temporal de les dades seleccionat és 
del dia en el qual que ens trobem.  
Sabent el procés de creació a continuació s’explica qui-
nes visualitzacions s’han implementat en el dashboard i el 
motiu per el qual s’ha fet. 
 Errors totals: Comptador que indica quants errors 
s’han generat. Útil per saber si el sistema està fun-
cionant correctament o no. 
 Execucions totals: Comptador que indica quants 
processos s’han executat. Útil per contrastar amb 
el comptador d’errors. 
 Diagrama d’errors per procés: Diagrama de secci-
ons que indica quants errors ha generat cada pro-
cés en error. Útil per conèixer quins processos fa-
llen i la magnitud del problema. 
 Diagrama d’execucions per procés: Diagrama de 
seccions que indica el nombre d’execucions que 
ha fet cada procés. Útil en contrast al diagrama an-
terior. 
 Timeline amb nombre d’errors: Diagrama de lí-
nies que indica la quantitat d’errors en marges de 
10 minuts. Útil per programar l’hora d’execució 
dels processos al conèixer millor les concurrències 
d’execucions problemàtiques o resetejos de servi-
dors de processos. 
 Timeline amb nombre d’execucions: Diagrama 
de línies que indica la quantitat d’execucions en 
marges de 10 minuts. Útil com a indicador que els 
servidors estiguin caiguts o de sobrecàrregues in-
esperades en els mateixos. 
 Taula amb missatges d’errors: Taula que conté el 
nom del procés codi d’error i missatge d’error. 
Útil per trobar el problema que afecta als proces-
sos ràpidament. 
 Taula amb missatges informatius: Taula que 
conté les dades de flux de les execucions afegides 
pel desenvolupador del procés. Útil per interpre-
tar el que ha succeït durant una execució i trobar 
indicadors per solucionar errors. 
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Un cop esmentats els detalls de la implementació 
d’aquest dashboard, en la figura 10 es pot veure el resultat 
del desenvolupament d’aquest dashboard. 
Fig. 10. Dashboard bassat en Kibana.    
9 TESTS 
Un cop desenvolupada cada part s’ha sotmès a la fase de 
test on es comprova si l’aplicació actua com s’espera i sa-
tisfà els requeriments plantejats. Finalment també s’han re-
alitzat tests d’acceptació on els usuaris han donat feedback 
de l’aplicació després d’haver-la utilitzat sota supervisió. 
9.1 Dashboard Inicial 
En el dashboard inicial els test han consistit a provar indi-
vidualment cada element del sistema i fer proves específi-
ques amb cadascun. 
Els Backend s’han realitzat proves de caixa blanca on 
s’ha posat a prova tots els fluxes possibles dels backend 
mitjançant l’aplicació WCF Test client que ens permet tes-
tejar els serveis web generats a partir de cada backend in-
dividualment introduïnt els camps d’entrada i obtenint els 
camps de sortida. Segons el tipus de dada i la interacció 
que té amb el sistema s’han introduït diferents entrades: 
Int: -Valors < 1 
-Valors >= a 1 
-Entrada null. 
 
String: -Entrada null. 
-Strings superiors a 255 caràcters. 
-Strings inferiors a 255 caràcters. 
 
Amb una bateria de proves que consisteix en introduir 
entrades totes les possibles combinacions de dades possi-
bles en el WCF Test Client. S’ha comprovat que en cap dels 
casos s’ha generat un error d’execució i els fluxes utilitzats 
pels Backend són els esperats. 
En la figura 11 es pot veure una de les proves. 
Fig. 11. Prova en WCF Test Client.    
Un cop testejats els backend s’ha passat a fer-ho amb els 
Frontend que utilitzaran aquests frontend per mostrar a 
l’aplicació web les dades desitjades. Per realitzar aquest 
testeig s’ha utilitzat l’entorn de desenvolupament de l’em-
presa en el que es pot navegar en l’aplicació de forma na-
tural i  s’han comprovat que tots els possibles fluxos d’exe-
cució generen els resultats esperats. En aquesta fase s’han 
fet proves creuades utilitzant persones de l’entorn de tre-
ball com a testers que consistien en proposar funcions a re-
alitzar dins l’aplicació i comprovar que podien fer-les cor-
rectament i cap element del sistema fallava. Algunes de les 
diferents tasques a realitzar pels testers són: 
 Afegir un procés amb dos backends associats al 
sistema. 
 Cercar un procés i modificar tots els paràme-
tres. 
 Esborrar un procés del sistema. 
 Observant els testers i escoltant el seu feedback mitjan-
çant aquestes proves s’ha comprovat que l’aplicació funci-
ona correctament. 
En quant al testeig al model de dades, s'ha realitzat una 
simulació en l'entorn de desenvolpament de la càrrega es-
perada en l'entorn de producció i s’ha mesurat la resposta 
de totes les consultes individualment. Això inclou la inser-
ció d’aproximadament 90 processos al sistema amb els 
seus respectius Backends i una simulació d’un comporta-
ment real on s’utilitza l’aplicació per cercar i analitzar pro-
cessos on s’ha comprovat que les consultes realitzades no 
suposen una baixada de rendiment en els servidors i res-
ponen ràpidament. Els temps de resposta de les consultes 
són inferiors a 1 segon així que es pot assegurar que la base 
de dades no rebrà una càrrega de treball problemàtica. 
També s’ha realitzat testejos comprovant que el model re-
lacional està correctament implementat comprovant que a 
l’esborrar un element s’eliminen els elements referenciats 
per aquest. 
9.2 Dashboard basat en Kibana 
Aquest dashboard s’ha testejat inicialment comprovant 
que les dades dels logs s’han introduït correctament als 
servidors elastic search correctament i finalment realitzant 
testos d’integritat en l’aplicació Kibana. 
Per comprovar si les dades dels logs han estat introduï-
des correctament el testeig ha consistit en comprovar a tra-
vés de Kibana si les dades introduïdes a Elastic Search es 
plasmaven correctament a l’aplicació Kibana. 
La part gràfica del dashboard ha requerit un testeig d'in-
tegritat on s’han comparat exhaustivament que les dades 
representades a Kibana són les que es representen amb el 
log. 
9.3 Tests d’acceptació 
Finalment s’han realitzat tests d’acceptació entre els futurs 
usuaris, que són els cinc empleats encarregats de controlar   
els  processos de l’aplicació,  on han donat un feedback in-
dicant dades el seu grau de satisfacció.  
El test d’acceptació ha consistit en un qüestionari amb for-
mat Likert[8] on es proposen afirmacions respecte a l’apli-
cació com: “L’aplicació m’ha semblat intuïtiva.”o “L’eina 
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em facilita la tasca de control de processos.”, on les respos-
tes consisteixen a valorar com de d’acord està l’usuari amb 
les afirmacions amb una escala Likert de 5 punts amb les 
següents respostes:  
1. Totalment en desacord 
2. En desacord 
3. Neutral 
4. D’acord 
5. Totalment d’acord 
Aquestes respostes es punten de l’1 al 5, mesurant el grau 
de satisfacció de l’usuari. Aquestes puntuacions s’han me-
surat, s’ha obtingut una mitjana i com a resultat a donat un 
4.5. Aquest resultat s’ha interpretat com que l’aplicació 
està oferint el servei esperat i els usuaris estan satisfets amb 
el seu rendiment. 
10 RESULTATS 
Tot i que l’aplicació no s’ha arribat a implementar en l’en-
torn de treball objectiu encara, la part de l’aplicació que 
consisteix en el monitoratge a temps real sí que està sent 
productiva actualment i esta donant resultats satisfactoris 
a tots els membres de l’equip de Prepersa encarregats de 
controlar l’estat dels processos.   
Els beneficis demostrats al monitorar processos són:  
 Reducció d'errors diaris, ja que ara es poden pre-
venir errors amb més facilitat. 
 Redueix el temps de cerca de processos en els ser-
vidors que els allotgen. 
 Evita cerques de les descripcions de cada procés 
en el drive de documentació de processos. 
 Reducció de càrrega d’emails de notificacions 
d'error als processos. 
 Optimització en la programació temporal de les 
execucions de processos. 
 Reducció en el temps de tractament dels errors. 
11 PLANIFICACIÓ 
La planificació s’ha hagut d’anar modificant durant el 
transcurs del projecte, ja que hi ha hagut diversos canvis 
en els requeriments de l’aplicació i s’ha hagut de reajustar. 
Inicialment s’incloïa més temps en el desenvolupament del 
projecte i finalment s’ha hagut de dedicar grans quantitats 
de temps en l’estudi i anàlisis de les possibles propostes.  
Algunes de les tasques incloses a la planificació com millo-
rar el contingut dels processos i incloure-hi més informació 
no s’ha pogut realitzar a causa d’incompatibilitats amb el 
sistema de l’empresa i s’han descartat. 
A causa dels canvis de requeriments també s’ha accele-
rat el desenvolupament dels backend i frontend conjunta-
ment amb les proves, per arribar a les deadline marcades. 
Fig. 12. Diagrama de Gantt. 
12 CONCLUSIONS 
En aquest document s’ha tractat el desenvolupament 
del projecte per resoldre les necessitats de l’empresa 
Prepersa de mantenir un control a temps real i continu 
de l’estat dels seus processos, així com facilitar el seu 
tractament i accés a l’equip de treball. 
Inicialment s’ha realitzat un estudi sobre el sistema de 
l’empresa i l’estructura dels processos que ha permès 
dissenyar diferents propostes de solució per a ser ava-
luades pels clients. Mitjançant reunions amb els clients 
s’ha establert una proposta com la designada per desen-
volupar i s’ha passat portat a la fase de desenvolupa-
ment.  
S’han utilitzat diverses tecnologies ja donades per l’em-
presa que s’esmenten al document com Kibana o el fra-
mework GAAN, encarregat de la creació dels Frontend. 
A més l’estructura dels logs dels processos ja existia prè-
viament i s’ha utilitzat com a font de dades per analitzar 
l’estat dels processos. 
En la fase de disseny s’ha mostrat el procés de disseny 
del model de dades necessari per crear el dashboard ini-
cial. També es mostra com s’ha utilitzat un prototip per 
presentar la proposta de forma mes clara als clients i fa-
cilitar el posterior desenvolupament de l’aplicació. Fi-
nalment s’ha mostrat un diagrama de casos d’ús, neces-
sari per poder identificar totes les funcionalitats neces-
sàries de l’aplicació i tenir-les en compte durant el 
desenvolupament. 
En la fase de desenvolupament cal destacar que s’han 
realitzat dos dashboard diferents, un dashboard que 
proveeix informació estàtica útil des del qual s’accedeix 
al segon dashboard orientat a donar informació a temps 
real dels processos de l’empresa. 
Després de la fase de desenvolupament s’expliqu
 en els testos que s’han realitzat per comprovar 
que cada element desenvolupat compleix les funcions a 
les quals s’han designat conjuntament amb uns testos 
d’acceptació de l’aplicació que ajuden a validar la reso-
lució del problema proposat. 
Finalment s’analitzen els resultats obtinguts de la solu-
ció, observant els beneficis que aporta als clients i apor-
tant informació del feedback d’aquests. 
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