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ABSTRACT

Critical infrastructure systems are increasingly reliant on cyber infrastructure
that enables intelligent real-time control of physical components. This cyber infrastructure utilizes environmental and operational data to provide decision support
intended to increase the efficacy and reliability of the system and facilitate mitigation
of failure. Realistic imperfections, such as corrupt sensor data, software errors, or
failed communication links can cause failure in a functional physical infrastructure,
defying the purpose of intelligent control. As such, justifiable reliance on cyberphysical critical infrastructure is contingent on rigorous investigation of the effect of
intelligent control, including modeling and simulation of failure propagation within
the cyber-physical infrastructure.
To this end, this thesis investigates the reliability and survivability of a simulated cyber-physical power grid based on the IEEE 9-bus test system. The research
contributions include quantitative modeling of both non-functional attributes, based
on data from N -1 contingency analysis that considers failures in physical and cyber
components of the system. The resulting survivability model is utilized in determining the “importance” of each transmission line. The final research contribution is
identification of optimal recovery strategies for the system, where the objective is to
maintain the highest possible survivability in the course of recovery.
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1

INTRODUCTION

Recent blackouts attest to the need for measures to predict and assess the
reliability of power grids. The August 2003 Northeast blackout affected nearly 50
million customers in seven US states and Ontario. Rigorous investigation of the
cause determined that aging infrastructure, lack of real-time information and diagnostic support, local decision-making without regard to interconnectivity, and human
error allowed localized failure of a generating plant to force the shutdown of over
100 power plants [1]. The source of the cascade was contact of stressed power lines
with overgrown trees - a failure whose effects could have been mitigated given intelligent and real-time diagnostic support that would reconfigure adjacent power grids
to prevent propagation of the failure.
Eight years later, in August 2011, a blackout affected nearly three million customers near San Diego. The causes were judged to be strikingly similar to those of
the 2003 blackout, despite significant activity by regulatory bodies in an attempt to
prevent outages similar to what occurred in 2003 [2]. Recent large-scale and highconsequence outages in several other countries, including India and Brazil, attest
to the importance of predicting, preventing, and mitigating the effects of cascading
failures. Complete replacement of aging infrastructure is infeasible; however, use of
cyber infrastructure can equip power grids with the information required for prompt
detection and diagnosis, and the ability to limit failure propagation. Monitoring capabilities and intelligent control are among the essential attributes of smart grids,
which are intended to increase the dependability and sustainability of power distribution. The communication, computing, and control elements required to embed the
power grid with the required intelligence make smart grids more complex than their
purely physical counterparts. Each added component is a potential source of failure,
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and the increased connectivity of the grid makes failure propagation more likely. Assessment, modeling, and prediction of the reliability and survivability of smart grids
is critical to justifiable reliance on these systems. Failures are inevitable, and as such,
techniques are required to guide recovery.
In this thesis, we propose solutions to both challenges and illustrate the application of our techniques on a simulated small smart grid based on the IEEE 9-bus
test system. Utilizing the Power System Analysis Toolbox (PSAT) for N -1 contingency analysis, we derive information about potential cascading failures and use this
information to populate a stochastic reliability model proposed in our earlier work [3].
Our prior work considered a larger grid, but was constrained in application. The first
contribution of this thesis is extension of the previous model to allow for consideration of a richer set of intelligent devices in determining reliability of the smart grid.
The simulation framework through which our case study was conducted facilitates
analysis of survivability by allowing for degraded levels of functionality. Instead of
the hardware-in-the-loop simulator that bound us to a specific topology and specific
cyber infrastructure, the current simulation framework allows for analysis of arbitrary
physical and cyber-physical topologies, and facilitates fine-grained fault injection. In
determining reliability, our focus is on the consequences of a specific failure, not its
cause. As such, the technique can be utilized in security analysis.
Reliability quantifies the likelihood of a system to function as specified, under
given conditions, over a given duration [4]. It takes a binary view of a system, where
the only states possible are “functional” and “failed.” As such, this metric is of
limited use in evaluating the system after a failure occurs. A quantitative metric
useful to this end is “survivability,” defined as the capability of a system to fulfill
its mission in a timely manner - quantifying the remaining functionality of a system
after a failure occurs [4]. The second contribution of this thesis is identification of
an index appropriate for analysis of survivability, and using the resulting metric in
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decision support for recovery from line failures in the IEEE 9-bus system. Our earlier
work utilized resilience - the ability of a system to bounce back from failure - to the
same end [5].
The remainder of this thesis is organized as follows. Section 2 positions our
work in the context of related literature. Our models for reliability and survivability
are presented in Section 3. As a case study, application of these metrics to the IEEE
9-bus is illustrated in Section 4. Section 5 concludes the thesis and describes future
extensions planned for this research.

4
2

BACKGROUND AND RELATED WORK

Cascading failures, defined as “the usual mechanism by which failures propagate to cause large blackouts of electric power transmission systems,” are a major
cause of widespread outages in the power grid [6]. A significant historical blackout in
1996 affected seven million customers in the United States and Canada, and caused
financial losses of $1.5B [7]. This was considered the largest blackout in history, until
the 2003 blackout described earlier, which left up to 60 million customers in the US
and Canada without power, at a cost of approximately $12.4B [1]. Such incidents
have motivated considerable study of failure propagation in power systems, including
our earlier work [3, 8–12].
Relevant studies include [13], where the authors propose a model for cascading
failure and utilize the model to determine the effect of hidden failures. This study
considers the lack of awareness of human operators of potential failures of transmission lines. Ref. [14] also considers the effect of hidden failures and suggests mitigation
techniques for them. In [15], the authors develop a DC power flow model to study
the effect of the topology of the power grid on failure propagation. The intuitive
conclusion reached was that increased connectivity can delay cascading, but reduced
connectivity can lead to improved performance during contingencies. The effect of
using local power sources was investigated in [16], where simulation was used to
demonstrate that local power sources can reduce the probability of cascading failure.
The role of the depth of cascading failures on robustness of the network was investigated in [17]. They showed that system robustness increases when the grid can
tolerate deeper cascading failures and decreases when the system fails quickly.
Contingency, defined as the failure of a device, e.g., a line or transformer, is
one cause of failures in power grids. Studies such as [18] investigate the effect of
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line contingencies on cascading failure and determine “importance” values for each
line. This study, as the vast majority of related studies, considers a purely physical
infrastructure. The addition of power electronics devices that can control the flow
of power on a given line and prevent or mitigate the effect of contingencies creates a
cyber-physical power infrastructure. One type of intelligent device used to this end
is a Thyristor-Controlled Series Capacitor (TCSC). The success of such devices in
preventing and mitigating cascading failures has been demonstrated in several studies,
including [19–21]. These studies illustrate the impact of prudent location of the TCSC
on load management and distribution during a contingency. The broader category of
FACTS, which can be considered to comprise TCSCs, has been investigated in studies
such as [22, 23]. Both studies propose techniques for optimal placement of FACTS
and algorithms for determination of the best settings for the devices.
The work most closely related to the research presented in this thesis considers quantitative modeling of the reliability of physical (vs. cyber-physical) power
systems. Examples include [24], which mainly focuses on reliability of power transmission systems, and [25] which describes an analytical approach and a Monte Carlo
simulation technique for evaluating the reliability indices of distribution systems. A
graph-theoretical model for reliability, and subsequent importance analysis of a power
grid is presented in [26]. Our model for reliability considers the effect of failures in
the cyber infrastructure in the overall likelihood of a cascading failure.
When a failure occurs in one of the components of a system, it is possible
that the system will survive this failure. The extent of functionality retained after
failure - survivability - has been qualitatively defined. These qualitative descriptions
are of limited use, as they lack the means to measure the survivability. In contrast,
the quantitative model proposed in [27], is based on a quantitative definition by the
Working Group on Network Survivability Performance. The group defines survivability based on a “measure of interest,” M . Assuming that this measure has the value
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m0 immediately prior to the failure, and ma immediately afterward, survivability can
be assessed in terms of the difference between ma and the value of M at any given
time after the failure. In the approach proposed in [27], survivability is assessed based
on two underlying models. The first model describes the performance of the system
under study during any type of failure. The second model is an availability model
for the same system, which describes how much of the system is available during failures. These two models are combined to identify states where the system can survive
certain failures.
In a related study [28], authors propose an analytical model for survivability
of power grid. The underlying survivability metrics are computed through state
space factorization, state aggregation and initial state conditioning. Markov chain
models are applied to reduce the state space of the analytical model. Compared to
the proposed survivability index in this thesis, their metrics depend on the available
power for each customer, but in our work, the survivability index depends on the
available power in the system. In addition, the failed state of the system is the initial
state, where in our work, the initial state is when the system is fully functional.
In [29–31], the authors utilize graph theory to analyze a smart grid. They subsequently test for its vulnerability, and then increase the survivability by eliminating
these vulnerabilities of the system. Although the stated objective is increasing the
survivability of the grid, the authors do not explicitly quantify survivability.
The fundamental differences between the work presented in this thesis and the
aforementioned studies is our consideration of cyber-physical interdependencies. In
modeling reliability, we consider failures in both transmission lines (physical components) and FACTS devices (cyber components). The resulting analysis reveals and
quantifies the effect of cyber-physical interdependencies on reliability and survivability of the system. It also allows us to identify the transmission lines most critical

7
to survivability of the system. We subsequently utilize this information in guiding
recovery efforts for the system - the more critical lines will be repaired first.

8
3

APPROACH

In this section, we present a detailed description of our proposed approach to
modeling the reliability and survivability of a cyber-physical power grid. The models
developed were populated with data from PSAT, an open source MATLAB-based
simulator that utilizes the Simulink library [32]. PSAT is capable of performing several types of power analysis, including power flow (PF), continuous power flow (CPF),
optimal power flow (OPF), small-signal stability analysis (SSA), time-domain simulation (TD), and N -1 contingency analysis. It is possible to run functions of PSAT
from the command line in MATLAB, or from the PSAT graphical user interface. The
GUI makes it easy to build models, run different types of power flow analysis, and
edit and display simulation results.
In this research, reliability and survivability are the two dependability metrics
of interest. Reliability can capture the phase where the power grid is operating normally without any disruptive event and is capable of supplying the power demanded.
After any failure or disruptive event, the power grid will transfer to the second phase
of operation, where survivability captures the partial functionality that remains. In
this phase, it is possible that the power grid will continue supply part of the demanded power. The survivability level of a power grid after failure depends on the
failure. Some failures might collapse the system. However, the power grid might sustain operation after other failures. For example, a failure of a generator is different
from a failure of a transmission line. Both will affect the power grid, but the failure
of a generator will decrease the amount of the supplied power, while the failure of a
transmission line might cause overload of other transmission lines.
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3.1 RELIABILITY MODELING
Reliability is defined as “the probability that a system will perform satisfactorily for at least a given period of time when used under stated conditions” [33].
Modeling the reliability of a system must consider the state of the components of the
system and the operational conditions. Power grids are highly connected, redundant,
and complex systems. To find the reliability of such systems, special techniques must
be used. Therefore, we used one of these special techniques - the Markov Chain
Imbeddable Structure (MIS) - for the purpose of modeling. Also, we used the Power
Systems Analysis Toolbox (PSAT) to find the necessary information required for the
MIS technique to derive the appropriate reliability model.
We will explain the MIS technique using an example. Assume that we have
a system that has three transmission lines. We will create a 3 ∗ 23 binary matrix, as
shown in Table 3.1. The state of each transmission line will be represented by binary
value, 0 or 1. When the transmission line is working, it will be represented by 1.
Otherwise, it will be represented by 0.

Table 3.1. Binary Matrix
Components
States

l1

l2

l3

S0

1

1

1

S1

1

1

0

S2

1

0

1

S3

1

0

0

S4

0

1

1

S5

0

1

0

S6

0

0

1

S7

0

0

0
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Next, we will create a vector of probabilities, Π0 . This vector represents the
probability of the system being in initial state, Si .

Π0 = [P r(Y0 = S0 ), P r(Y0 = S1 ), ...., P r(Y0 = SN )]T

(3.1)

Now, we create a transition probability matrix, Λl . Each element in the matrix,
pij (l), is the probability of the system changing its state from state Si to state Sj due
to the failure of transmission line l. For example, in Table 3.1, when transmission
line l1 fails, the system will change from state S0 to state S4 . The probability will be
1 because during the failure of l1 will transition the system to one specific state.
Finally, we will create a vector, u, of length 23 . Element u[i] in the vector will
depend on state Si in the binary matrix. If state Si is a functional state, then u[i]
will be 1. However, if state Si is a failed state, then u[i] will be 0.
The reliability model for an n-component system is defined as:
n
Y
Rn = (Π0 ) ( Λl )u
T

(3.2)

l=1

In this research, modeling the reliability of a power grid has two parts. The
first part is analyzing and modeling reliability for a pure physical power grid without
any control device. The second part is enhancing the power grid by adding control
devices that can help in mitigating failures in the system, and then introducing the
a reliability model for this cyber-physical grid. Following is a detailed discussion of
the two parts.
3.1.1 Analysis of a Purely Physical Power Grid.

To determine a

reliability model for a purely physical power grid, it is necessary to find the critical
failures of transmission lines that might lead to a failure of another transmission
line, and then the entire system. One method for finding all these critical failures is
to perform N -1 contingency analysis, where the transmission lines are disconnected
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one-by-one, and power flow analysis is carried out for the resulting grid, where all
but one of the transmission lines is functional. If the power flow analysis carried out
after outage of a particular line does not complete, it means that the disconnected
transmission line is important and has great impact on the power flow in the system.
However, if the power flow analysis completes, then the failure of this line has less
importance than the transmission lines that cause the simulation to stop.
The final result of N -1 contingency analysis will be a list of the transmission
lines and their impact on the system during failure. PSAT has a built in function
that can perform the N -1 contingency analysis and generate a file that contains a list
of the transmission lines with their failure importance.

The results of the contingency analysis will be used to populate the u vector,
which identifies all failed and functional states for the system. Earlier, we defined an
n ∗ 2n matrix, and assumed that each element in the u vector depends on whether the
equivalent combination in the combinations matrix is failed or functional. Therefore,
only the equivalent of the combinations, in the n ∗ 2n matrix, that has one of the safe
transmission line failures will be “functional”. In addition, for this part of analysis,
we assumed that concurrent outage of more than a single transmission line will lead
to a failed state for the system - a typical assumption in power system analysis.
For a power grid with n transmission lines, the u vector will contain 2n elements. The number of functional states in the u vector will be the same as the
number of transmission lines whose outage will not lead to system failure.
The resulting MIS reliability model for a purely physical power grid will be:

Rsys = pnL + X ∗ pn−1
L qL

where:

(3.3)
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pL is the reliability of a transmission line. We assume that all the transmission
lines are equally reliable.
qL is the unreliability of a transmission line.
n is the number of transmission lines.
X is the number of functional states in the u vector, excluding the state where
all components are functional.
3.1.2 Analysis of a Cyber-Physical Power Grid.

In the previous

section, we described modeling of the reliability of a purely physical power grid.
However, it is possible to enhance the reliability of the power grid by using control
devices. In this research, we use the Static Synchronous Series Compensator (SSSC)
control device, which is a type of FACTS devices.
An SSSC control device usually consists of a coupling transformer, an inverter,
and a capacitor. The device is connected in series with a transmission line, and it
generates and injects a series voltage that can be used to change the effective reactance
of the line [34].
In PSAT, it is possible to place control devices on any transmission line and
modify their parameters. The SSSC device, in PSAT, has many parameters; however, there is only one parameter that can affect the power flow in the model. This
parameter is known as the Percentage Amount of Series Compensation (PASC). This
parameter ranges from 0 to 99. The value 0 means that the SSSC device is on the
transmission line, but it acts like a closed circuit breaker.
In order to model the reliability for a cyber-physical power grid with an SSSC
control device, it is necessary to find the best location for the device, and to determine
the optimal settings for it. However, for a power grid network with n transmission
lines, and 100 potential values for PASC, the simulation will have to be performed
n ∗ 100 times. We wrote a script for exhaustive search of these combinations, where
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the objective was to determine the transmission line where placement of an SSSC
device will reduce the number of failed states for the system.
The decrease in the number of transmission line failures will be reflected in
the component matrix and the u vector, as an increase in the number of functional
combinations and states. Therefore, the reliability model for cyber-physical power
grid will be:
X

Rsys = (pnL + A ∗ pn−1
∗ qL ) ∗ pSSSC +
L

pLn−1 ∗ qL ∗ pSSSC

(3.4)

∀states∈S

where:
A is the total number of functional states when a single failure occurs, regardless of the existence of the SSSC device.
S is the set of the new safe states added to the system by adding an SSSC
with the optimal setting.
pSSSC is the reliability of the SSSC device.
In our case study, simulation results will be used to populate the reliability
model of Equation 3.4, in order to find the reliability of the IEEE 9-bus system with
a SSSC control device.

3.2 SURVIVABILITY MODELING
In the previous section, the method for modeling reliability of pure physical
and cyber-physical power grid was discussed. In this section, we will present a method
to calculate the survivability of the system and suggest a recovery process based on
a proposed survivability index.
A survivable system is a system that can continue operating, albeit with lower
performance, after failure of one (or more) of its components. However, this describes
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survivability from a qualitative rather than quantitative perspective, because it does
not define any criteria or method to measure the survivability [27].
Survivability has no specific metric [27]. The metrics used in previous studies
depend on the parameter of interest. In our work, we will define an index that is based
on the state of the system after the failure compared to the status of the system before
failure. For example, assume that we have a power grid with four generators and a
total power of 250 MW. Assume outage of a transmission line that connects a 75 MW
to the power grid. Then the power grid will be working at 70% of its nominal power.
Our work will focus on measuring if the system will survive a specific failure. Also,
based on the survivability level during the failure of each component, we will assign
an importance value to each component.
The aforementioned index depends on the available power and load in the
system after failure, and the available power and load in the system before failure.
Mathematically, we can calculate a value that represents the survivability of the
system. Equation 3.5 represents the mathematical equation for the survivability
index.

V =

Pn
Ln
Po
Lo

=

Pn L o
∗
L n Po

where:
V is the survivability metric.
Pn is the amount of available power after failure.
Po is the amount of available power before failure.
Ln is the amount of power consumption by loads after failure.
Lo is the amount of power consumption by loads before failure.

(3.5)
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There are three explanations for the value of V . If there is no failure in a
specific time interval, then the value for V will be 1. This means the system is stable.
If a transmission line fails and causes a load to be disconnected from the system,
then the value of V will be greater than 1. In this case, the system can continue
operating and there is no need to continue analyzing the survivability of the system.
If a transmission line fails and causes a generator to be disconnected, then the value
of V will be less than 1. This is the interesting case in our study, because we will
need to analyze the failure, and then identify the level of survivability of the system.
Also, we will make an assumption about Equation 3.5. If a failure in the
system causes the generated power to be zero, then the index value will be zero.
For the purpose of analysis, we define four levels for system survivability when
the value of the index V is less than 1. These levels are:
1. First level of degradation
In this level, one of the components with low importance has failed. The failure
may reduce the performance of the system, but the survivability index, V , is
greater than 0.8.
2. Second level of degradation
In this level, failure of a component leads to a survivability index, V , in the
range of 0.6-0.79.
3. Third level of degradation
In this level, failure of a component leads to a survivability index, V , in the
range 0.4-0.59.
4. Fourth level of degradation
This level results from failures that cause the survivability index, V , to fall below
0.4. The impact of this type of failure on the system is considered catastrophic
- recovery is assumed infeasible.
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These levels are define based on transmission line outages that will cause failure of a generator or load. However, there exist other failures that will not cause any
change in the generation power or load, but will cause overloading of other transmission lines. Therefore, we will use the number of overloaded transmission lines to
determine the importance of the failed transmission line. For example, a transmission
line leads whose outage leads to overload of only one other transmission line is considered less important than another transmission line that will cause overload of three
transmission lines when it fails. For this case, we will use PSAT to perform power
flow analysis during the failure of each transmission line, then test for the change in
the power flow in each transmission line in the system.

3.3 DECISION SUPPORT FOR SYSTEM RESTORATION
Earlier, we defined different levels of survivability. There are two reasons for
defining different survivability levels. The first reason is it is possible that the different
transmission lines of a complex system such as the power grid will not be of equal
importance. As such, a failure in one transmission line may have an impact different
from that of the failure of another transmission line. The second reason is there is
a possibility that there are more than one failure might happen at the same time.
These failures might impact the system at different levels. Therefore, we will be
testing for different scenarios that will cause the system to degrade through these
levels, and then arrange the transmission lines based on their importance in order
to determine the best procedure to restore the system. For example, if we have a
power grid system where two transmission lines failed. One of these transmission
lines caused disconnection of a generator bus, and the other transmission line failure
caused disconnection of a load bus. Clearly, it is necessary to restore the transmission
line that disconnected the generator bus before restoring the transmission line that
connects the load. Therefore, there will be more power available in the system in the
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case of restoring the generator bus before the load bus, and then a better value for
the survivability index V .
In our work, we will be focusing on single and double failures of transmission
lines. From single failures, we will determine a recovery sequence based on the value of
the survivability index, V , where the transmission line whose failure yields the lowest
value for V will be considered the most important transmission line. The transmission
line whose failure yields the second-lowest value for V will be considered the second
most important transmission line, and so on. Also, from double transmission line
failures, we will validate the importance assigned to the transmission lines.
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4

SIMULATION RESULTS AND ANALYSIS

In this section, we will present a case study, specifically on the IEEE 9-bus
test system, and apply the techniques presented earlier in Section 3 to modeling
reliability and survivability. In addition, we will present an example to clarify the
decision support process and its effectiveness in recovering the system from failure.
The IEEE 9-bus system, depicted in 4.1, includes nine buses, three of which
(buses 1,2, and 3) are generator buses. For simulation purposes, we will assume bus
number 1 is the Reference Bus. The system has three load buses (5, 6, and 8). The
system also contains nine transmission lines. The generator capacity on bus 1 is 72
MW, the generator capacity on bus 2 is 163 MW, and the generator capacity on bus
3 is 85 MW. The load on bus 5 is 125 MW, the load on bus 6 is 90 MW, and the load
on bus 8 is 100 MW [35].
For reliability modeling, we use simulation results from PSAT to populate the
Markov chain Imbeddable Structure (MIS) model [33].

4.1 RELIABILITY MODELING FOR THE IEEE 9-BUS SYSTEM
The reliability modeling technique discussed in 3.1 was applied to the IEEE
9-bus system, both in its conventional (purely physical) form and in the modified
cyber-physical form described in the previous section.
4.1.1 Reliability Analysis for Purely Physical IEEE 9-Bus System.
In carrying out N -1 contingency analysis, we determined that of the nine transmission
lines in the IEEE 9-bus test system, only three can lead to failures of other lines and
eventually system failure. These transmission lines are highlighted in Figure 4.2.
The failure of each one of the other six transmission lines, one at a time, will
not lead to the failure of the entire system. Table 4.1 contains simulation results
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Figure 4.1. IEEE 9-Bus System

from PSAT for the power flow contingency analysis. By applying simulation results
to equation 3.3, and using n=9, and X=6, we will get the following reliability model:

Rsys = p9L + 6p8L qL

(4.1)

The reliability model in 4.1 describes the operational condition for the system.
Where the term p9L means the system is operational when all the transmission lines
are operating properly. However, the term 6p8L qL means that there are six possible
failures, and the system is operational during the occurrence of any of these failures
once at a time.
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Figure 4.2. The Transmission Lines with the Most Effect on the System During
Failures

4.1.2 Reliability Modeling for Cyber-Physical IEEE 9-Bus System.
In order to increase the reliability of the IEEE 9-bus system, we used a SSSC control
device in the system. In PSAT, the SSSC control device has multiple parameters.
From simulation results, we concluded that only one of these parameters can affect
the performance of the power grid. This parameter is known as Percentage Amount
of Series Compensation (PASC). The PASC value ranges from 0 to 99. The value 0
means the SSSC is on the transmission line but it does not act like a SSSC. However,
it acts like a closed circuit breaker.
In [19–21, 36, 37], it was proven that by placing the control devices in different
locations in the power grid, the entire performance of the grid will change. Therefore,

21
Table 4.1. PSAT Simulation Results for N-1 Contingency Analysis
Transmission Line

From Bus

To Bus

Failure Impact

1

9

8

Functional

2

7

8

Functional

3

9

6

Functional

4

7

5

Functional

5

5

4

Functional

6

6

4

Functional

7

2

7

Failed

8

3

9

Failed

9

1

4

Failed

we tested for the best location to place the SSSC control device with the best value
for PASC.
In our work, we tested for placing only one SSSC control device in the IEEE
9-bus system. Simulation results has shown that there are two location to place the
SSSC control device to increase the reliability of the IEEE 9-bus system. Also, the
value of the PASC parameter is not the same at these two locations. For the first
location, placing the SSSC on transmission line 1 with PASC value ranges from 49 to
61 will increase the reliability of the system by decreasing the number of cases that
can lead to system failure from 3 to 2. Table 4.2 shows the simulation results for
placing the SSSC device on transmission line 1 as in Figure 4.3.
The second location for the SSSC device is on transmission line 4 with PASC
value ranges from 15 to 34. Table 4.3 shows the simulation results for placing the
SSSC device on transmission line 4 as in Figure 4.4.
From the previous cases, if we assume that the reliability of the SSSC device
is 1. Then the reliability model for the IEEE 9-bus system will be as following:
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Table 4.2. PSAT Simulation Results for N-1 Contingency Analysis When Using One
SSSC Device on Transmission Line 1
Transmission Line

From Bus

To Bus

Failure Impact

1

9

8

Functional

2

7

8

Functional

3

9

6

Functional

4

7

5

Functional

5

5

4

Functional

6

6

4

Functional

7

2

7

Failed

8

3

9

Functional

9

1

4

Failed

Table 4.3. PSAT Simulation Results for N-1 Contingency Analysis When Using One
SSSC Device on Transmission Line 4
Transmission Line

From Bus

To Bus

Failure Impact

1

9

8

Functional

2

7

8

Functional

3

9

6

Functional

4

7

5

Functional

5

5

4

Functional

6

6

4

Functional

7

2

7

Functional

8

3

9

Failed

9

1

4

Failed

Rsys = p9L + 7p8L qL

(4.2)
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Figure 4.3. The First Optimal Location for the SSSC Control Device

However, if we consider the real reliability of the SSSC device, then the reliability model for the IEEE 9-bus system will be as following:

Rsys = (p9L + A ∗ p9L qL ) ∗ pSSSC +

X

p8L qL ∗ pSSSC

(4.3)

∀states∈S

In our model, we used one SSSC control device. And for the pure physical
system, we have 6 functional states. In addition, the total number of additional safe
states after adding SSSC control device is only one state. Then the model in equation
4.3 will be:
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Figure 4.4. The Second Optimal Location for the SSSC Control Device

Rsys = (p9L + 6 ∗ p8L qL ) ∗ pSSSC + p8L qL ∗ pSSSC
= p9L ∗ pSSSC + 7 ∗ p8L qL ∗ pSSSC

(4.4)

We plot the reliability models of equations 4.1, 4.2, and 4.4. Figures 4.5, 4.6,
and 4.7 show the reliability plots for different values for pSSSC .
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Figure 4.5. Reliability for IEEE 9-Bus System when pSSSC = 0.9

Figure 4.6. Reliability for IEEE 9-Bus System when pSSSC = 0.95

26

Figure 4.7. Reliability for IEEE 9-Bus System when pSSSC = 0.99

4.2 SURVIVABILITY MODELING FOR THE IEEE 9-BUS SYSTEM
The IEEE 9-bus system has three generators that provide 320 MW. The total
load in the system is 315 MW. In the simulation, we assumed that each generator
can provide a 10% more power in case the consumption increased in the network, or
in case of failure of one of the generators.
In 3.2, we mentioned that the metric for measuring survivability is the ratio
between the state of the system after failure to the state of the system before failure.
By using equation 3.5, we were able to identify different levels for survivability of the
system due to different failures. Next, we will discuss simulation results for single
and double transmission line failures from the survivability perspective. Also, we will
present a restoration procedure for larger system.
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4.2.1 Single Transmission Line Failures.

For the single failures, we

used the results from the N-1 contingency analysis in 4.1.1, where we were able to
identify three failures that might cause the failure of the entire system. Each one of
these failures will cause disconnection of a generator bus from the system. However,
we did not define how fast each failure can cause system failure. Table 4.4 shows
these failures and their survivability index values ( we assumed that the generators in
the system will provide 10% more power in case the consumption became more than
the generated power).
By comparing the values for survivability index of each failure, failure of transmission line 7 will results in the lowest survivability index, and hence failure of transmission line 7 will be the most effective on the system. Transmission line 8 is the
second most effective transmission line during failure. Finally, transmission line 9 is
the least effective one of the three transmission lines. However, all the failures are
within the safe degradation levels that we assumed in section 3.2. Therefore, from
the survivability point of view, these failures will not cause the failure of the entire
system, because the value of the survivability index V is greater than 0.4 in all cases.
So, in case of failure of two transmission lines in the system, where both of
the transmission lines are connecting generator buses to the system, we can use the
previous results as a reference for the restoration process of the system. Therefore,
from the system restoration point of view, it is necessary to restore transmission line

Table 4.4. Survivability Analysis for Effective Failures in IEEE 9-Bus System
Transmission Line

Available Power (MW)

V

Degradation Level

7

172.7

0.54

3

8

258.5

0.81

1

9

272.8

0.85

1
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7 before transmission lines 8 or 9, and restore transmission line 8 before transmission
line 9.
To find the importance of the remaining transmission lines (1-6), we used the
simulation results for power flow of the system. From the power flow simulation results, we looked for the number of overloaded transmission lines caused by each failure.
Therefore, transmission line 4 is the most important because it results in overloading
four other transmission lines. Transmission line 2 is less important than transmission
line 4 because it results in overloading only two transmission lines. Transmission line
3 is less important than transmission line 2 because it results in overloading only one
transmission line. Transmission lines 1, 6, and 5 have the lowest importance because
they do not result in overloading other transmission lines. Therefore, by arranging
the transmission lines according to their importance, we will get this sequence: 7, 8,
9, 4, 2, 3, 1, 6, 5. We will use this sequence for the restoration process.
4.2.2 Double Transmission Line Failures.

The analysis of double trans-

mission line failures is not easy because we must find all the combinations for double
failures. The IEEE 9-bus system has nine transmission lines. Therefore, the number
of different combinations for double transmission line failures is 72 combinations if
we assume that the order of failure is important. However, there are some of these
combinations not important. For example, in the case of the failure of transmission
line 1 and then transmission line 2, bus 8 to which where a 100 MW load is connected, will be disconnected from the system. Therefore, by using Equation 3.5 to
determine V , we will find that the survivability index is greater than 1. In this case,
survivability analysis will not be useful or meaningful.
On the other hand, by simulating double transmission line failures, we identified six cases of double transmission line failures. These cases are:
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1. Case 1: Double Failures Equivalent to Single Load Failure
In this case, we identified three double transmission line failure combinations
(lines 1 and 2, lines 3 and 6, and lines 4 and 5). Figure 4.8 is an example for
this case.

Figure 4.8. An Example of a Double Failure Equivalent to Single Load Failure Case

In this case, if the failures are due to aging in transmission lines, natural causes,
or negligence of the power company in maintenance, then the load demand is
considered to have not been met. However, if the failures are due to overload by
the customer, then the load demand should be considered as having been met,
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and the survivability factor will be greater than 1, yet indicative of the ability
of the system.
2. Case 2: Double Failures Equivalent to Single Generator Failure
In this case, we identified three different double transmission lines failure combinations. Table 4.5 contain the failures, their single transmission line failure
equivalent, and the survivability index. Figure 4.9 is an example for this case.

Table 4.5. Double Failures Equivalent to Single Generator Failures
First TL to Fail

Second TL to Fail

Equivalent Single TL Failure

V

1

3

8

0.81

2

4

7

0.54

5

6

9

0.85

3. Case 3: Disconnection of a Generator Bus and a Failure
In this case, either transmission line 7 or 8 or 9 will fail, and then one of the
rest transmission lines will fail, or vice versa. Figure 4.10 is an example for this
case.
4. Case 4: One Generator and One Load
In this case, a double transmission line failure will split the power grid network
into two networks. Table 4.6 lists all the possible combinations with one generator and one load. Table 4.7 is a continuation to Table 4.6. In both tables, when
we calculated V , we assumed that the generators increased their generation by
10% in the case the generated power is less than the consumed power. Figure
4.11 is an example for this case.
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Figure 4.9. An Example of a Double Failure Equivalent to Single Generator Failure
Case

5. Case 5: One Generator and Two Loads
In this case, a double transmission line failure will split the power grid network
into two networks. One of the Networks will contain two loads and one generator. The other network will contain one load and two generators. Table 4.8
lists the cases of one generator and two buses. Figure 4.12 is an example for
this case.
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Figure 4.10. An Example of Disconnection of a Generator Bus and a Failure Case

6. Case 6: Disconnection of Two Generator Buses
This group is considered the group with the most critical cases to the system.
Table 4.9 contains a list of these failures. Figure 4.13 is an example for this
case.
These cases make the recovery process faster by identifying each failure, then
take the right sequence for transmission lines recovery.

4.3 DECISION SUPPORT
The survivability analysis results for double transmission line failures listed
in Tables 4.5, 4.6, 4.7, 4.8, and 4.9, can help in creating a recovering strategy for
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Table 4.6. One Generator and One Load Cases
First TL to Fail

Second TL to Fail

Generator Bus

Load Bus

V

1

6

3

6

0.98

2

3

3

8

0.92

2

5

2

5

1.28

4

1

2

8

1.6

3

5

1

6

0.86

4

6

1

5

0.62

Table 4.7. Two Generators and Two Loads Cases
First TL to Fail

Second TL to Fail

Generator Buses

Load Buses

V

1

6

1, 2

5, 8

1.02

2

3

1, 2

5, 6

1.07

2

5

1, 3

6, 8

0.89

1

4

1, 3

5, 6

0.79

3

5

2, 3

5, 8

1.08

4

6

2, 3

6, 8

1.13

Table 4.8. One Generator and Two Loads Cases
First TL to Fail

Second TL to Fail

Generator Bus

Load Buses

V

3

4

1

5, 6

0.36

1

5

2

5, 8

0.78

1

6

3

6, 8

0.48

the system based on the importance of each transmission line. By arranging the
importance of the cases based on the value of the survivability index, V , we will
get the best recovering strategy. In this section, we will discuss a case, where three
transmission lines of the IEEE 9-bus system fail. If we assume that we will be able
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Figure 4.11. An Example for One Generator and One Load Case

Table 4.9. Disconnection of Two Generator Buses
Transmission Lines to Fail

Remaining Generator Bus

V

7, 8

1

0.2475

8, 9

2

0.2922

7, 9

3

0.56

to restore one transmission line at a time. Then the recovery strategy will involve six
possible sequences. We will check for the best recovery sequence using the value for
the survivability index.
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Figure 4.12. An Example for One Generator and Two Loads Case

4.3.1 Problem Setup.

If we assume three transmission lines failed in

the IEEE 9-bus system. The first transmission line to fail was 8. This transmission
line connects an 85 MW generator to the system. The second transmission line to
fail was 9. This transmission line connects a 72 MW generator to the system.And
finally, the last transmission line to fail was 7. This transmission line connects a 163
MW generator to the system. Figures 4.14, 4.15, and 4.16 illustrates the sequence of
failure of the transmission lines.
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Figure 4.13. An Example for Disconnection of Two Generators Case

4.3.2 Recovery Process.

As we mentioned earlier, if we assume that it

is possible to recover one transmission line at a time. Therefore, the recovery process
for the system can be done in six possible recovery sequences. Each one of these
sequences will have a specific impact on the system that can be captured by the
survivability index. Since the proposed recovery strategy depends on recovering the
transmission lines based on the ranking in Section 4.2.1. Then, the sequence that
matches our proposed recovery strategy is (7, 8, 9).
In each one of the possible recovery sequences, we will start by recovering the
first transmission line in the sequence. Then, we will check for the highest value for
the survivability index. We will continue the recovery process for the sequence that
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Figure 4.14. Failure of Transmission Line 8

has the highest survivability index. It is possible that two sequences or more will
have the highest and the same value for survivability index. In this case, we will
continue with both of them. However, it is possible that after restoring the second
transmission line, one of these two sequences, will have a higher survivability index.
Therefore, we will continue the recovery process using the sequence with the highest
survivability index.
It is possible that after restoring the second transmission line, we can have a
high value for the survivability index for one of the eliminated recovery sequences. In
this case, the value for the survivability index for the eliminated recovery sequence
over time will be less than the remaining recovery sequences.
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Figure 4.15. Failure of Transmission Line 7

4.3.3 Performance of Recovery Strategies.

We assumed earlier that

during the failure of one of the generators in the system, the other functional generators can provide 10% more power if the consumed power is more than the available
generated power. Therefore, there will be more power consumption than the generated power when restoring the first and second transmission lines.
The first recovery sequence is (7, 8, 9). In this case, we will recover transmission line 7. Since, recovering transmission line 7 will restore 163 MW to the system,
and this is lower than the total load, then we will assume that the generation power
will increase by 10%. The total generation power will be 179.3 MW. This power is
still lower than the total load in the system. Now, the recovery process will continue
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Figure 4.16. Failure of Transmission Line 9

with restoring transmission line 8. Recovering this transmission line will restore 85
MW to the system. Now, the total available power will be 264.3 MW. The total
generated power is still less than the load in the system. Therefore, the generator
with the 85 MW will increase the generation by 10%, and the total generated power
will be 272.8 MW. The total generated power is still less the the load in the system.
The recovery process will continue by recovering transmission line 9. After recovering
transmission line 9, the other two generators will be back to generating 163 MW and
85 MW.
The recovery process will be repeated for all the other possible sequences. Table 4.10 contains a list of the recovery sequences and their survivability index after
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recovering each transmission line. We can see that the proposed recovery strategy,
represented by the sequence (7, 8, 9), has achieved the best performance after recovering any transmission line. Also, we can see that the sequence (8, 7, 9) has the
same value for the survivability index after restoring transmission line 7. However,
this is not an optimal recovery sequence, because after recovering transmission 8, the
survivability index is lower than the survivability index after restoring transmission
line 7 for the sequence (7, 8, 9). Therefore, the recovery sequence (8, 7, 9) will not
result in getting the best value for the survivability index over time.

Table 4.10. Survivability Index Comparison
Survivability Index (V)
Recovery

Recovering

Recovering

Sequence

First TL

Second TL

7, 8, 9

0.569

0.866

1

7, 9, 8

0.569

0.82

1

8, 7, 9

0.297

0.866

1

8, 9, 7

0.297

0.548

1

9, 7, 8

0.251

0.82

1

9, 8, 7

0.251

0.548

1

Recovering Third TL
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5

CONCLUSION AND FUTURE WORK

The goal of the research presented in this thesis was to simulate, analyze,
and present models for two operational phases of a power grid system. The first
phase occurs when the system is fully functional. For this phase, we presented a
quantitative reliability model derived by populating the MIS model with information
from N -1 contingency analysis of the grid. This reliability model was presented for
both physical and cyber-physical grids. In the latter case, the cyber infrastructure
considered was comprised of an SSSC control device whose deployment resulted in
an increased number of functional states for the system.
A failure in the system does not mean that the system will be completely
unable to perform. The second operational phase investigated in this research begins
after occurrence of a failure. To understand and quantify operation of the system in
this phase, we defined a survivability index, V , to describe the state of the system after
outage of a transmission line. We used this index to determine the importance of each
transmission line in the system. We subsequently used this importance analysis to
guide recovery of the system - specifically, to determine the order in which components
should be restored.
As a case study, we applied the proposed techniques to modeling the reliability
and survivability of the IEEE 9-bus system, and to guide its recovery from failure.
Future extensions to this work include application of the proposed techniques
to larger cyber-physical grids with a richer cyber infrastructure, as well as extension
of the work to other application domains, including intelligent water distribution.
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