Abstract. TSP problem is a typical combinatorial optimization problem, which has been applied in many fields in real life. In the solution of TSP, it is no doubt that it will reduce some unnecessary calculations if the approximate path is determined in advance. Sequential access restrictions combined with the properties of convex hull, gives roughly access order for TSP. Applying access restrictions to the path planning algorithm of TSP, clustering analysis the initial points with access restrictions, combing the clustering results with simulated annealing algorithm, and improving the transform rules of solutions in simulated annealing, an improved simulated annealing algorithm is proposed based on access restrictions was proposed. The proposed algorithm shortens the operation time, improves the convergence efficiency of the simulated annealing algorithm, and obtains a good experimental result.
A more difficult problem is to select what kind of operator to transform the solution, not only to ensure the global convergence of the algorithm, but also can improve the ability of local search and reduce the unnecessary calculation process of the SA algorithm. In this paper, we propose a new hybrid clustering simulated annealing algorithm. Which taking into account the characteristics of the nodes in the Euclidean plane, combined with the sequential access restrictions [12] , and mix with the idea of clustering classification. At last, we compare and analyze the different algorithms.
Access Sequential Restriction
Access sequential restriction theorem proposed by Flood [12] , by using the convex hull it proved that the necessary condition for solving the TSP's shortest loop. The description of this theorem is as follows.
V is the set of a given set of cities, T is the convex hull of V, L is the shortest loop of V. Sequential access to city nodes in T according to the order of L, so get a polygon F. Then polygon F and convex hull T are equivalent.
As shown in Fig. 1 , the solid line shows the shortest loop in the Euclidean plane of 12 points, the dotted line shows the convex hull composed of by a series of points. It can be seen form the figure, the sequence of nodes on the dotted line and solid line loop is the same. The following inference can be derived from the access sequential restriction theorem: In the shortest Hamiltonian circuit, part of the nodes' sequence is known, namely circle around the convex hull.
To find the shortest loop is equivalent to add some other city node on each side of the convex hull.
Cluster Analysis
Distance Based Clustering Analysis. Distance based clustering analysis is to determine the similarity between the two objects with the distance between them, and the distance can be defined in Euclidean space, vector space, road network or other space. The main clustering methods include partitioning method, hierarchical method, density based method and grid based method.
As shown in Fig. 2 , we show that several data points in the Euclidean space are clustered according to the distribution.
Clustering analysis based on distance can better find all data points of the nearest neighbor domain. The nodes in the rectangular box (shown in Fig. 2 ) are bound to be closely connected, and they are bound to be closely connected to the whole loop of the TSP problem. That is to say: because the density of centralized data within a cluster contains, in the solution of the TSP problem, we can consider the cluster as a whole, and ignore its internal permutations and combinations. Measure of Distance. The distance of the data point p to the cluster C is measured with maximum distance, and the formula is as follows:
Division for the next data point p, we use the minimum partition method, namely:
According to the above formula, we can obtain the closest cluster C to the data point p , and add point p to cluster C.
The above method obtained data point in the same cluster is concentration of density, in terms of the traditional method like k-mean and k-center method, without having to recalculate the cluster centers.
Cluster Initialization. Each data point in the convex hull is a series of initial cluster as above sequential access restrictions referred to.
The benefit of classified according to the convex hull is: in the solution to TSP, the order of these clusters in accordance with the sequential access restriction, therefore only need to compute the different permutation and combination of different clusters' internal data points, without having to consider the order of these clusters.
The following are the classification results of data sets of TSP Lib oliver30 (as shown in Fig. 3 ). 
SA with Sequential Access Restrictions
Improved SA Algorithm. The simulated annealing method starting from a certain initial solution, and after a large number of transformations, the relative optimal solutions of the optimal control parameters can be obtained. Repeat Metropolis process, finally able to get the global optimal solution. SA algorithm depends on iterative approach of the neighborhood structure, and how to find a neighborhood solution directly affect the convergence speed and global optimal solution. This means that the transformation of the solution is very important to solve the problem. In the process of the transformation of the traditional simulated annealing algorithm solution with the method of Only by exchanging the positions of the two nodes, it's simple, but easy to fall into local optimal solution; and reverse all the nodes between the two nodes while it is possible to avoid falling into local optimal solution, but the convergence speed is slow. Aim at this problem, this paper proposes a new method to solve the problem, which is based on the reverse method, combined with the idea of access sequence and clustering, and finally puts forward a new method to generate the initial solution and convert it.
Generation of Initial Solution. Clustering makes all the nodes in the same cluster have similar properties. For each node in the Euclidean plane of dividing and hypothesis node distances between each block relative to the nodes within a block of the distance is large, then the nodes of the shortest circuit can regarded as each block according to a certain order of arrangement.
In this paper, combined with the sequential access restriction theorem and the idea of clustering, the generation of the initial solution is improved.
Taking the oliver30 data set in tsp lib as an example, this data set contains 30 points, The data set contains 30 points, respectively represented by the serial number of 1-30, the sequence of the convex hull is {26,15,4,2,1,13 Then, the data points in each cluster are randomly arranged, the order of the clusters is constant, and the initial solution is obtained.
Transformation of the Solution. In this paper, the transformation of the solution is based on the method of reversal, and the idea of the sequential access restriction is added. The transformation steps can be expressed as follows .
L is sequence of solutions, the partition results of cluster is known, and the new sequence of L after transformation can be solved by the following algorithm.
Step1. Divide the sequence (L) into K sub-sequences according to the number of nodes in each cluster, and orderly segmentation.
Step2. Generate two numbers randomly, respectively as the start and end position of the reverse operation.
Step3. Reverse the sequence between the above two numbers, and the reverse operation is indicated as follows:
Suppose there are 12 nodes assumed in the Euclidean plane, according to the convex hull can be divided into 3 clusters: {1,2,3,4,5}, {6,7,8,9,10} and {11,12}. The initial solution sequence consists of the 3 cluster nodes in an orderly combination, use L to indicate it, L={1,2,3,4,5 | 6,7,8,9,10 | 11,12}, and "|" means the segmentation line of each cluster. Now we will reverse the sequence from 3 to 9. The reverse process is as follows: The final travel route and convergence algebra of rand50 are as follows (shown in Fig. 5 ).The final path length is 5555.5254, the actual optimal solution is 5553, and the error is very small. We made 100 experiments with the above method, and compared with the general simulated annealing algorithm, genetic algorithm and ant colony algorithm.
At last, we make a statistics on the results of the above experiments (including the worst solution _worst, the optimal solution _best, the average solution Avg_l and the average number of iterations Avg_t), and the results of the experiments are as follows (as shown in Table 1 ). In order to better reflect the superiority of the improved SA algorithm, we carried out a series of experiments, and compared the experimental convergence of data set oliver30 in TSP Lib (as shown in Fig. 6 ).
As you can see from the figure, compared with the traditional SA algorithm, the improved SA algorithm is convergent in advance. The initial solution and the fluctuation range of the solution is small in improved SA algorithm, while the initial solution and the fluctuation range of the annealing process is quite large in traditional SA algorithm.
For typical examples of TSP Lib, we carried out experiments on a number of data sets in TSP Lib , respectively, with the traditional SA algorithm and the improved SA based on sequential access restrictions. The experimental results are as follows (as shown in Table 2 ). The best result _best, the worst result _worst, the average result Avg_length, the average iteration number Avg_iteration and the experimental deviation σ% in 30 experiments were recorded in this table. Among them, T is the number of independent experiments, Si is the shortest path length of each experiment, Sopt is currently known as the shortest path length in TSP Lib. The Superiority of the Algorithm. Through the comparison of the experimental data analysis, the proposed SA algorithm based on sequential access restrictions is better than the traditional SA algorithm, has faster convergence rate and faster search to the optimal solution in solving combinatorial optimization problems. And in the accuracy of the solution, able to obtain the better approximate optimal solution.
Summary
This paper put forward a new method of dividing clusters based on the sequential access restrictions theorem for TSP problem, applies the clustering results to the traditional simulated annealing algorithm, and improves the transformation method of the solution. In order to verify the effectiveness of this algorithm, we have compared the traditional SA algorithm and the improved SA algorithm, make statistics on the results of the experiments, and the experimental results show that the improved SA algorithm has better convergence speed and search accuracy. When the data is large and the nodes are centered on the convex hull, it cannot be simply divided into different clusters according to the convex hull vertex. In the future study, we will improve the algorithm by combining the density-based clustering method.
