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Lp-THEORY FOR CAUCHY-TRANSFORM ON THE UNIT DISK
DAVID KALAJ, PETAR MELENTIJEVIC´, AND JIAN-FENG ZHU
Abstract. Let D be the unit disk and ϕ ∈ Lp(D, dA), where 1 ≤ p ≤ ∞. For
z ∈ D, the Cauchy-transform on D, denote by P , is defined as follows:
P [ϕ](z) = −
∫
D
(
ϕ(w)
w − z +
zϕ(w)
1− w¯z
)
dA(w).
The Beurling transform on D, denote by H, is now defined as the z-derivative
of P . In this paper, by using Hardy’s type inequalities and Bessel functions,
we show that ‖P‖L2→L2 = α ≈ 1.086, where α is a solution to the equation:
2J0(2/α) − αJ1(2/α) = 0, and J0, J1 are Bessel functions. Moreover, for p > 2,
by using Taylor expansion, Parseval’s formula and hypergeometric functions, we
also prove that ‖P‖Lp→L∞ = 2(Γ(2 − q)/Γ2(2 − q2 ))1/q, where q = p/(p − 1) is
the conjugate exponent of p, and Γ is the Gamma function. Finally, applying the
same techniques developed in this paper, we show that the Beurling transform H
acts as an isometry of L2(D, dA).
1. Introduction
Let D = {z : |z| < 1} be the unit disk of C and T = {ζ : |ζ | = 1} the unit
circle. Denote by Lp(D, dA) (1 ≤ p ≤ ∞) the space of complex-valued measurable
functions on D with finite integral
‖ϕ‖p =
(∫
D
|ϕ(z)|pdA(z)
) 1
p
, 1 ≤ p <∞,
where
dA(z) =
1
π
dxdy =
1
π
rdrdθ, z = x+ iy = reiθ,
is the normalized area measure on D (cf. [10, Page 1]). For the case p = ∞,
we let L∞(D, dA) denote the space of (essentially) bounded functions on D. For
ϕ ∈ L∞(D, dA), we define
‖ϕ‖∞ = ess sup{|ϕ(z)| : z ∈ D}.
The space L∞(D, dA) is a Banach space with the above norm (cf. [10, Page 2]).
Recall that the norm of an operator T : X → Y between two normed spaces X
and Y is defined by
‖T‖X→Y = sup{‖Tx‖Y : ‖x‖X = 1}.
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For simplicity, in this paper, if X = Lp(D, dA) and Y = Lq(D, dA), then we write
‖T‖Lp→Lq instead of ‖T‖Lp(D, dA)→Lq(D, dA) for the norm of the operator T . Moreover,
for the case of X = Y = Lp(D, dA), we then write ‖T‖p instead of ‖T‖Lp→Lp for the
Lp norm of T .
The inhomogeneous Cauchy-Riemann system
(1.1)
∂f
∂z¯
= ϕ
can be solved uniquely if one can fix the domain of z and impose some boundary
conditions on f .
Suppose z ∈ D and f ∈ W 1, p(D), the Sobolev space of D, i.e., the partial deriva-
tives of f is of Lp(D, dA) space. If the real part of f vanishes on T, then the solutions
to (1.1) can be given explicitly by the following formula (cf. [5, Page 151, (4.134)]):
(1.2) f(z) = P[ϕ](z) = −
∫
D
(
ϕ(w)
w − z +
zϕ(w)
1− w¯z
)
dA(w).
Here the first integral is known as the Cauchy integral operator on D, denote by
C, which is given by (cf. [6, 8])
C[ϕ](z) =
∫
D
ϕ(w)
w − zdA(w).
According to [3, Theorem 2.1], we know that C is compact from L2(D, dA) to
L2(D, dA). Moreover, it was proved in [2, Theorem 1] that
‖C‖2 = 2
j0
,
where j0 ≈ 2.405 is the smallest positive zero of the Bessel function J0(x), which is
given by (2.1) below.
Let J0 be the operator on analytic functions h in D defined by (cf. [6, Page 9])
J0[h](z) =
∫ z
0
h(w)dw, z ∈ D.
Then one can extend it to an integration operator on Lp(D, dA) as follows:
J0[ϕ](z) =
∫
D
zϕ(w)
1− w¯zdA(w),
where ϕ ∈ Lp(D, dA) and p ≥ 1. Its adjoint operator J∗0 is given as follows (cf. [6,
Page 12] ):
J
∗
0[ϕ](z) =
∫
D
w¯ϕ(w)
1− w¯zdA(w).
Following the proof of [3, Theorem 2.1], one can easily obtain that J0 is also
compact from L2(D, dA) to L2(D, dA). Very recently, the authors of this paper
showed in [16, Theorem 1.5] that
‖J∗0‖2 =
1√
2
.
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Now, it is easy to see that
P[ϕ] = −C[ϕ]− J0[ϕ¯],
is a compact operator. The following problem becomes interesting:
Problem 1.1. What is the norm ‖P‖2?
It should be noted that P is not a complex linear operator. Let d be an integer.
Denote by Fd the space of polynomials in w and w¯ spanned by the functions wmw¯n,
where d = m− n, and m, n are arbitrary non-negative integers.
Contrary to the proof of [2, Theorem 1], for ϕi ∈ Fi and ϕj ∈ Fj , where i 6= j,
the functions P[ϕi] and P[ϕj ] are not necessarily orthogonal in the Hilbert space
L2(D, dA) (see Lemma 2.2 below). This makes the problem much harder. In this
paper, we prove the following results:
Theorem 1.1. Let α ≈ 1.086 be the solution to the following equation:
2J0
(
2
α
)
− αJ1
(
2
α
)
= 0,
where J0, J1 are Bessel functions given by (2.1) below. Then
‖P‖2 = α.
The main idea of proving Theorem 1.1 is as follows: For w ∈ D, let
ϕ(w) =
∑
m,n≥0
am,nw
mw¯n =
∞∑
d=−∞
gd(w),
where am,n are complex numbers, so that only finitely many of them are nonzero
and d = m− n. Here
gd(w) =
∑
n≥max{0,−d}
an+d,nw
mw¯n.
Then such functions ϕ are dense in L2(D, dA) (cf. [2, Page 180]) and
‖P‖22 = sup
‖ϕ‖2=1
‖P[ϕ]‖22
‖ϕ‖22
.
To find such a supremum, by using Hardy’s type inequalities, Bessel functions and
the Ho¨lder’s inequality for integral, we reduce the problem to finding the maximum
value of the following function:
‖P[g0 + g2]‖22
‖g0‖22 + ‖g2‖22
.
By using Lagrange multiplier method, we finally get the exact maximum value.
Moreover, by using Taylor expansion, Parseval’s formula and hypergeometric func-
tions, we prove the following theorem.
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Theorem 1.2. For p > 2, we have
‖P‖Lp→L∞ = 2
(
Γ(2− q)
Γ2(2− q
2
)
) 1
q
,
where q = p/(p− 1) is the conjugate exponent of p, and Γ is the Gamma function.
If in particular p =∞, then
‖P‖∞ = 8
π
.
By using the Riesz-Thorin interpolation theorem in the real case (cf. [13, Theorem
20]), which is valid for our operator P, we can give the Lp norm estimate for P as
follows:
Corollary 1.3. Let α = ‖P‖2 ≈ 1.086. Then
‖P‖p ≤ α
2
p
(
8
π
)1− 2
p
, for p ≥ 2.
The equality can be attained when p = 2 and p =∞.
The operator P itself has some important applications. For example, suppose f
is a continuous function in the Sobolev space W 1,2loc (D), µ is an analytic function of
D with |µ| < 1. The following equation is called the second Beltrami equation:
(1.3) fz¯ = µfz.
The solutions to (1.3) are harmonic functions, locally quasiregular, but their distor-
tion as measured by the dilatation quotitent (cf. [11])
(|fz|+ |fz¯|)/(|fz| − |fz¯|) = (1 + |µ|)/(1− |µ|)
maybe unbounded at the boundary.
Hengartner and Schober proved in [11, Theorem 4.1] (see also [9, Page 126]) that
there is a homeomorphic solution f to (1.3), such that f maps D onto Ω, a Jordan
domain whose boundary is an analytic curve, and f is normalized by f(0) = w0, a
fixed point in Ω, and fz(0) > 0. Note that if µ = 0, then f is analytic in D. This
result can be seen as the generalized Riemann mapping theorem for solutions to the
second Beltrami equation.
To prove the existence of such a mapping theorem, they introduced the following
integral operator:
T [ϕ](z) = −
∫
D
(
ϕ(w)
w − z +
zϕ(w)
1− w¯z −
ϕ(w)
2w
+
ϕ(w)
2w¯
)
dA(w)
= P[ϕ] +
∫
D
(
ϕ(w)
2w
− ϕ(w)
2w¯
)
dA(w).
Here T is a compact operator on Lp(D, dA) for p > 2, and has the properties
Re
(T [ϕ](eiθ)) = 0, Im(T [ϕ](0)) = 0, (T [ϕ](z))
z¯
= ϕ.
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Following their proof, let φ : D→ Ω be the univalent analytic function with φ(0) =
w0 and φ
′(0) > 0. Substitute f = φ ◦ g. Then g is to be a univalent mapping of D
onto itselt satisfying the following nonlinear equation:
gz¯ =
φ′ ◦ g
φ′ ◦ g µgz,
and has the normalization: g(0) = 0 and gz(0) > 0. By using Wendland’s text [15,
Page 68-73] and Schauder’s fixed-point theorem, they showed that such g exists. In
fact, one can choose g(z) = zeT [ϕ](z). We refer to [11, Page 477-478] or [9, Page 131]
for more details.
The Beurling transform on D, denote by H, is defined as the z-derivative of P,
i.e., (cf. [5, Page 152, (4.136)])
(1.4) H[ϕ](z) = (P[ϕ])z = −p.v.
∫
D
ϕ(w)
(w − z)2dA(w)−
∫
D
ϕ(w)
(1− w¯z)2dA(w).
It is worth to point out that in the formula of (1.4), the first integral is intro-
duced as the Beurling transformation (or Hilbert transformation), denoted by S,
and is taken as a principal value. The second integral is introduced as the Bergman
projection, denoted by B. Then
H[ϕ](z) = S[ϕ](z)−B[ϕ¯](z).
Recall that for ϕ ∈ Lp(C, dA), the Beurling transformation S (in the whole plane
C) is the singular integral defined by
S[ϕ](z) = −p.v.
∫
C
ϕ(w)
(z − w)2dA(w) := − limε→0
∫
C\D(z,ǫ)
ϕ(w)
(z − w)2dA(w),
where D(z, ǫ) = {w : |z − w| < ε}. It is known that if 1 < p < ∞, then S sends
Lp(C, dA) to Lp(C, dA). Moreover, S is an isometry in L2(C, dA) (cf. [1, Page 89]).
However, S is not an isometry in L2(D, dA) (see (5.2) below).
For the Beurling transform on D, i.e., H, we have the following result which at
the beginning surprised the authors of this paper.
Theorem 1.4. H is an isometry in L2(D, dA). In other words, for every ϕ ∈
L2(D, dA), we have ‖H[ϕ]‖2 = ‖ϕ‖2.
After we finished this paper, we found that Theorem 1.4 was already given in [5,
Page 151]. Anyway, in Section 5, we provide a different proof of Theorem 1.4.
Now if ϕ ∈ L2(D, dA), then ϕ˜(z) =
{
ϕ(z), if z ∈ D
0, if z ∈ C \ D ∈ L
2(C, dA). There-
fore, if z ∈ D, then S[ϕ](z) = S[ϕ˜](z). Thus
‖S[ϕ]‖2 ≤ ‖S[ϕ˜]‖L2(C, dA) = ‖ϕ˜‖L2(C,dA) = ‖ϕ‖2.
On the other hand, if ϕ is an analytic function on D, thenB[ϕ¯](z) = ϕ(0). Therefore,
we have the following corollary.
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Corollary 1.5. The norm of the Beurling transformation S : L2(D, dA)→ L2(D, dA)
is 1 and, if ϕ is an analytic function on D such that ϕ(0) = 0, then we have the
following relation
‖S[ϕ]‖2 = ‖ϕ‖2.
The rest of this paper is organized as follows: In Section 2, we prove six lemmas
which are related to the operator P. In Section 3, we give the proofs of Theorem 1.1
and Theorem 1.2. In Section 4, we give some calculations related to ‖P‖1. Section
5 is devoted to the proof of Theorem 1.4.
2. Preliminaries
In this section, we should introduce some necessary terminology, and prove six
lemmas which will be used in proving our main results.
We start with the definitions of Bessel functions and hypergeometric functions.
Definition 2.1. ([14, Page 15]) Assume that α is a real number. The Bessel function
Jα(x) is defined as follows:
(2.1) Jα(x) =
∞∑
k=0
(−1)k
Γ(k + α + 1)!k!
(x
2
)2k+α
.
Definition 2.2. ([14, Page 58]) The Bessel function of second kind (Hankel’s func-
tion), denote by Nα(x), is defined as follows:
(2.2) Nα(x) = Jα(x) cosαπ − J−α(x)
sinαπ
.
If n is an integer, then we define Nn(x) = limα→nNα(x).
Definition 2.3. ([4, (2.1.2)]) The hypergeometric function, denote by
pFq(a1, a2, . . . , ap; b1, b2, . . . , bq; x),
is defined by the following series
(2.3) pFq(a1, a2, . . . , ap; b1, b2, . . . , bq; x) =
∞∑
n=0
(a1)n · · · (ap)n
(b1)n · · · (bq)n
xn
n!
for all |x| ≤ 1 and by continuation elsewhere.
Here (q)n is the Pochhammer function and given as follows
(q)n =
{
1, if n = 0;
q(q + 1) · · · (q + n− 1), if n > 0.
We know from [2] that the following polynomials
ϕ(w) =
∞∑
n=0
∞∑
m=0
am,nw
mw¯n
are dense in L2(D, dA), where am,n are complex numbers and only finite many of
the complex numbers am,n are nonzero (cf. [2, Page 180]). Here w = ρe
iθ ∈ D.
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Assume that d ∈ Z is an integer. By letting
(2.4) gd(ρe
iθ) = fd(ρ)e
idθ =
∑
n≥max{0,−d}
an+d,nρ
2n+deidθ,
the function ϕ can be given as follows:
ϕ(w) =
∞∑
d=−∞
gd(ρe
iθ).
We then denote by Fd the linear space containing all such polynomials ϕ. It is easy
to see that if ϕi ∈ Fi and ϕj ∈ Fj , with i 6= j, then ϕi and ϕj are orthogonal in the
Hilbert space L2(D, dA), and thus,
‖ϕ‖22 =
∞∑
d=−∞
‖gd‖22 =
∞∑
d=−∞
2
∫ 1
0
|fd(r)|2rdr.
Throughout this paper, the functions gd and fd are always given by (2.4).
We first prove the following lemma which is related to P[gd].
Lemma 2.1. Let p(w) = am,nw
mw¯n, where w = ρeiθ ∈ D, m, n are non-negative
integers and am,n are complex numbers. Then for z ∈ D, we have
(2.5) P[p](z) =


−am,nzm−n−1(1−|z|2n+2)
n+1
, if m− n ≥ 1
am,nzm−n−1|z|2n+2
n+1
− a¯m,nz1−m+n
n+1
, if m− n < 1.
Proof. Recall that
P[p](z) = −
∫
D
(
p(w)
w − z +
zp(w)
1− w¯z
)
dA(w),
where p(w) = am,nw
mw¯nχD(w) and z ∈ D. Let w = ρeiθ ∈ D. We now calculate the
above integrals one by one.
First, we calculate the integral
∫
D
p(w)/(w − z)dA(w) as follows: By letting ζ =
eiθ ∈ T, we have∫
D
am,nw
mw¯n
w − z dA(w) =
am,n
π
∫ 1
0
ρdρ
∫ 2π
0
ρm+nei(m−n)θ
ρeiθ − z dθ
=
am,n
πi
∫ 1
0
ρm+ndρ
∫
T
ζm−n−1
ζ − z/ρdζ.
For simplicity, let
Im−n, ρ(z) =
∫
T
ζm−n−1
ζ − z/ρdζ.
If |z| > ρ, then by using Cauchy residue theorem, we have
Im−n, ρ(z) =


0, if m− n ≥ 1
−2πi
(
z
ρ
)m−n−1
, if m− n < 1.
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If |z| < ρ, again, by Cauchy residue theorem, we have
Im−n, ρ(z) =


2πi
(
z
ρ
)m−n−1
, if m− n ≥ 1
0, if m− n < 1.
Therefore, if m− n ≥ 1, then∫
D
am,nw
mw¯n
w − z dA(w) =
am,n
πi
∫ |z|
0
ρm+nIm−n, ρ(z)dρ+
am,n
πi
∫ 1
|z|
ρm+nIm−n, ρ(z)dρ
= 0 + 2am,n
∫ 1
|z|
ρm+n
(
z
ρ
)m−n−1
dρ
=
am,nz
m−n−1(1− |z|2n+2)
n+ 1
.
Similarly, if m− n < 1, then∫
D
am,nw
mw¯n
w − z dA(w) = −2am,n
∫ |z|
0
ρm+n
(
z
ρ
)m−n−1
dρ+ 0
= −am,nz
m−n−1|z|2n+2
n+ 1
.
Based on the above formulas, we conclude that
(2.6)
∫
D
am,nw
mw¯n
w − z dA(w) =


am,n
zm−n−1(1−|z|2n+2)
n+1
, if m− n ≥ 1
−am,n zm−n−1|z|2n+2n+1 , if m− n < 1.
Second, we calculate the integral
∫
D
zp¯(w)/(1− w¯z)dA(w) as follows: Elementary
calculations show that
z
∫
D
am,nwmw¯n
1− w¯z dA(w) =
a¯m,nz
π
∫ 1
0
ρdρ
∫ 2π
0
ρm+ne−i(m−n)θ
1− ρe−iθz dθ
=
a¯m,nz
πi
∫ 1
0
ρm+n+1dρ
∫
T
1
ζm−n(ζ − ρz)dζ.
If m− n > 0, then
1
2πi
∫
T
1
ζm−n(ζ − ρz)dζ = Res
(
1
ζm−n(ζ − ρz) , 0
)
+ Res
(
1
ζm−n(ζ − ρz) , ρz
)
= 0,
and thus
z
∫
D
am,n(w¯mwn)
1− w¯z dA(w) = 0.
If m− n ≤ 0, then
1
2πi
∫
T
ζn−m
ζ − ρzdζ = Res
(
ζn−m
ζ − ρz , ρz
)
= (ρz)n−m,
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and thus
z
∫
D
am,nwmw¯n
1− w¯z dA(w) = 2a¯m,nz
∫ 1
0
ρm+n+1(ρz)n−mdρ =
a¯m,nz
1−m+n
n + 1
.
Based on the above formulas, we have
(2.7) z
∫
D
am,nwmw¯n
1− w¯z dA(w) =


0, if m− n ≥ 1
a¯m,nz1−m+n
n+1
, if m− n < 1.
The desired equality (2.5) now easily follows from (2.6) and (2.7). 
2.1. The functions P[gd1 ] and P[gd2 ] are orthogonal in L2(D, dA) iff d1+d2 6=
2.
Lemma 2.2. Let gd be given by (2.4). Then for any different integers d1, d2, so
that d1 + d2 6= 2, P[gd1 ](z) and P[gd2 ](z) are orthogonal functions, i.e.,
(2.8)
∫
D
P[gd1 ](z)P[gd2 ](z)dA(z) = 0 for any d1 6= d2.
However, for d ≥ 2, P[gd](z) and P[g2−d](z) are not orthogonal functions.
Proof. Fix z = reit ∈ D. It follows from (2.5) in Lemma 2.1 that
(2.9) P[gd](z) =


−
∞∑
n=0
bn(1−|z|2n+2)zd−1
n+1
, if d ≥ 1
∞∑
n=−d
(
bn|z|2n+2zd−1
n+1
− b¯nz1−d
n+1
)
, if d < 1.
Let d1 and d2 be two different integers. We should divide our proof into three
cases.
Case 1: d1, d2 ≥ 1 and d1 6= d2.
Elementary calculations show that
P[gd1 ](z)P[gd2 ](z) =
∑
n, l≥0
bnb¯l
(n+ 1)(l + 1)
(1− r2n+2)(1− r2l+2)rd1+d2−2ei(d1−d2)t.
It is easy to see that
∫
D
P[gd1 ](z)P[gd2 ](z)dA(z) = 0, since
∫ 2π
0
eiktdt = 0 for any
k 6= 0.
Case 2: d1, d2 < 1 and d1 6= d2.
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Elementary calculations show that
P[gd1 ](z)P[gd2 ](z) =
∑
n≥−d1, l≥−d2
1
(n+ 1)(l + 1)
{
bnb¯lr
2n+2l+d1+d2+2ei(d1−d2)t
− bnblr2n+d1−d2+2ei(d1+d2−2)t
− b¯nb¯lr2l+d2−d1+2ei(2−d1−d2)t
+ b¯nblr
2−d1−d2ei(d2−d1)t
}
.
It follows from the assumption of this case that d1+d2 6= 2 and d1−d2 6= 0. Therefore
(2.8) holds true, and again, we have P[gd1 ](z) and P[gd2 ](z) are orthogonal in this
case.
Case 3: d1 ≥ 1 and d2 < 1.
Elementary calculations show that
P[gd1 ](z)P[gd2 ](z) = −
∑
n≥0, l≥−d2
{
bnb¯l
(1− r2n+2)r2l+d1+d2
(n + 1)(l + 1)
ei(d1−d2)t(2.10)
−bnbl (1− r
2n+2)rd1−d2
(n + 1)(l + 1)
ei(d1+d2−2)t
}
.
If d1 + d2 − 2 6= 0, then
∫
D
P[gd1 ](z)P[gd2 ](z)dA(z) = 0.
If d1 + d2 − 2 = 0, then∫
D
P[gd1 ](z)P[gd2 ](z)dA(z) = 2
∑
n≥0, l≥−d2
bnbl
(n+ 1)(l + 1)
∫ 1
0
(1− r2n+2)rd1−d2+1dr
=
∑
n≥0, l≥−d2
bnbl
(2− d2)(n+ 3− d2)(l + 1) .(2.11)
This shows that P[gd1 ](z) and P[gd2 ](z) are not orthogonal functions in this case. 
2.2. A representation formula for P[gd].
Lemma 2.3. Suppose w = ρeiθ ∈ D and let gd(w) = fd(ρ)eidθ be given by (2.4),
where d is an integer. Then
(2.12) C[gd](z) =


−2zd−1 ∫ |z|
0
fd(ρ)
ρd−1
dρ , for d ≤ 0
2zd−1
∫ 1
|z|
fd(ρ)
ρd−1
dρ, for d ≥ 1.
Proof. Recall that the Cauchy integral operator is given as follows:
C[gd](z) =
∫
D
gd(w)
w − zdA(w).
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Let w = ρeiθ ∈ D. Then
C[gd](z) =
1
π
∫ 1
0
ρdρ
∫ 2π
0
fd(ρ)e
idθ
ρeiθ − z dθ(2.13)
=
1
π
∫ |z|
0
fd(ρ)Id, ρ(z)dρ +
1
π
∫ 1
|z|
fd(ρ)Id, ρ(z)dρ,
where
Id, ρ(z) =
∫ 2π
0
eidθ
eiθ − z/ρdθ.
We now calculate Id, ρ(z) as follows: Let ζ = e
it ∈ T. It follows from Cauchy
residue theorem that
Id, ρ(z) =
1
i
∫
|ζ|=1
ζd−1
ζ − z/ρdζ.
If |z|/ρ > 1, then for d ≥ 1, we have Id, ρ(z) = 0, while for d ≤ 0, we have
Id, ρ(z) = 2πRes
[
1
(ζ − z/ρ)ζ1−d , 0
]
= −2π
(
z
ρ
)d−1
.
If |z|/ρ < 1, then for d ≥ 1, we have Id, ρ(z) = 2π (z/ρ)d−1, while for d ≤ 0, we
have
Id, ρ(z) = 2π
(
Res
[
1
(ζ − z/ρ)ζ1−d , 0
]
+ Res
[
1
(ζ − z/ρ)ζ1−d , z/ρ
])
= 0.
Based on the above discussions together with (2.13), we know (2.12) holds true. 
Lemma 2.4. Suppose w = ρeiθ ∈ D and let gd(w) = fd(ρ)eidθ be given by (2.4),
where d is an integer. Then
(2.14) J0[gd](z) =


2z1−d
∫ 1
0
ρ1−df¯d(ρ)dρ , for d ≤ 0
0, for d ≥ 1.
Proof. Recall that
J0[gd](z) =
∫
D
z
1− w¯z gd(w)dA(w).
Suppose w = ρeiθ ∈ D. Then
J0[gd](z) =
z
π
∫ 1
0
ρdρ
∫ 2π
0
f¯d(ρ)e
−idθ
1− ρe−iθzdθ(2.15)
=
z
π
∫ 1
0
f¯d(ρ)Jd,ρ(z)ρdρ,
where
Jd, ρ(z) =
∫ 2π
0
e−idθ
1− ρe−iθzdθ.
Let ζ = eit ∈ T. It follows from Cauchy residue theorem that
Jd, ρ(z) =
1
i
∫
|ζ|=1
ζ−d
ζ − ρzdζ.
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Sice z ∈ D, elementary calculations show that
(2.16) Jd, ρ(z) =


2π(ρz)−d, for d ≤ 0
0, for d ≥ 1.
The desired equality (2.14) now easily follows from (2.15) and (2.16). 
According to Lemma 2.3 and Lemma 2.4, we see that
(2.17) P[gd](z) =


2zd−1
∫ |z|
0
ρ1−dfd(ρ)dρ− 2z1−d
∫ 1
0
ρ1−df¯d(ρ)dρ, for d ≤ 0
−2zd−1 ∫ 1|z| ρ1−dfd(ρ)dρ, for d ≥ 1.
2.3. Hardy’s type inequalities. Suppose m ∈ C1(a, b), is a continuously differ-
entiable function in (a, b). Denote by Lpm(a, b) the space of functions h defined in
(a, b) which satisfy the following condition
‖h‖p =
(∫ b
a
|h(t)|pm(t)dt
)1/p
<∞, for 0 < p <∞.
The following result was due to Boyd (see [7, Theorem 1]), which is useful in proving
our Theorem 1.1.
Theorem A. ([7, Theorem 1]) Suppose that w(x), m(x) ∈ C1(a, b), that w(x) > 0
a.e. and m(x) > 0 for a < x < b, that p > 0, r > 1, 0 ≤ q < r, and that the
following operator
(2.18) T [h](x) = w(x)1/pm(x)−1/p
∫ x
a
h(t)dt,
is compact from Lrm(a, b)→ Lsm(a, b) (s = pr/(r−q)). Then the following eigenvalue
problem (2.19) has solutions (y, λ) with y ∈ C2(a, b) and y(x) > 0, y′(x) > 0 in (a, b).
(2.19)


(i) d
dx
(
rλ(y′)r−1m− qypy′q−1w
)
+ pyp−1(y′)qw = 0;
(ii) limx→a y(x) = 0 and limx→b(rλ(y′)r−1m− qyp(y′)q−1w) = 0;
(iii) ‖y′‖r = 1.
There is a largest value λ such that (2.19) has a solution and if λ∗ denotes this value,
then for any h ∈ Lrm(a, b),
(2.20)
∫ b
a
∣∣∣∣
∫ x
a
h(t)dt
∣∣∣∣
p
|h(x)|qw(x)dx ≤ rλ
∗
p+ q
(∫ b
a
|h(x)|rm(x)dx
)(p+q)/r
.
Equality holds in (2.20) if and only if h = cy′ a.e. where y is a solution of (2.19)
corresponding to λ = λ∗, and c is any constant.
The following lemma is one of the main tools in proving our result.
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Lemma 2.5. Let d be an integer and suppose u ∈ L2m(0, 1) is a real or complex
function, where m(x) = x. Then for d ≤ 0, we have
(2.21)
∫ 1
0
∣∣∣∣
∫ r
0
ρ1−du(ρ)dρ
∣∣∣∣
2
r2d−1dr ≤ 1
j2−d
∫ 1
0
ρ|u(ρ)|2dρ,
and for d ≥ 1, we have
(2.22)
∫ 1
0
∣∣∣∣
∫ 1
r
ρ1−du(ρ)dρ
∣∣∣∣
2
r2d−1dr ≤ 1
j2d−1
∫ 1
0
ρ|u(ρ)|2dρ,
where jd is the smallest positive zero of the Bessel function Jd(x).
Proof. Suppose d ≤ 0. To prove (2.21), we will use Theorem A to find the best
constant λ such that∫ 1
0
∣∣∣∣
∫ r
0
ρ1−du(ρ)dρ
∣∣∣∣
2
r2d−1dr ≤ λ
∫ 1
0
ρ|u(ρ)|2dρ,
where λ = 1
j2
−d
.
In our case, a = 0, b = 1, p = r = 2, q = 0, h(x) = x1−du(x), w(x) = x2d−1 =
m(x). The equality holds if h = cy′, where y is a solution to the following ordinary
differential equation:
d
dx
(2λy′(x)x2d−1) + 2y(x)x2d−1 = 0.
The general solution to the previous ODE is
h(x) = c1x
1−dJ1−d
(
x√
λ
)
+ c2x
1−dNd−1
(
x√
λ
)
,
where J1−d and Nd−1 are Bessel functions given by (2.1) and (2.2), respectively.
Therefore, in view of the initial condition h(0) = 0 (by Theorem A), we have
h(x) = cx1−dJ1−d
(
x√
λ
)
,
where c > 0 is a constant. This shows that in this case the best constant is λ = 1
j2
−d
,
where j−d is the smallest positive zero of J−d(x).
Moreover, in order to use Theorem A, we should prove that the operator T , which
is defined by (2.18), is compact. A simple sufficient condition for T to be compact
from Lrm(a, b)→ Ls′m(a, b), where s′ = pr/(r − q), is that
‖T‖ =
{∫ b
a
(∫ b
a
k(x, t)r
′
m(t)dt
)s/r′
m(x)dx
}1/s
<∞, s > 1, r > 1,
where r′ = r
r−1 , s =
s′
s′−1 and
k(x, t) = w(x)1/pm(x)−1/pm(t)−1χ[a,x](t).
For this argument we refer the readers to [17, Page 319].
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In our case, we have p = s = s′ = r = r′ = 2, a = 0, b = 1, w(x) = x2d−1 = m(x),
and thus,
‖T‖ =
{∫ 1
0
(∫ x
0
(t2d−1)−1dt
)
x2d−1dx
}1/2
=
(
1
4(1− d)
)1/2
<∞,
since d ≤ 0. Based on the above observations, we have (2.21) holds true.
Next, we prove (2.22) as follows: It is easy to see that (2.22) is equivalent to∫ 1
0
∣∣∣∣
∫ r
0
u(1− ρ)
(1− ρ)d−1dρ
∣∣∣∣
2
(1− r)2d−1dr ≤ 1
j2d
∫ 1
0
(1− ρ)|u(1− ρ)|2dρ.
Again, we will use Theorem A to prove the above inequality.
In this case, a = 0, b = 1, p = r = 2, q = 0, H(x) = (1 − x)1−du(1 − x),
W (x) = (1 − x)2d−1 = M(x). We now seek the best constant λ, such that the
following inequality∫ 1
0
∣∣∣∣
∫ r
0
H(ρ)dρ
∣∣∣∣
2
W (r)2d−1dr ≤ λ
∫ 1
0
|H(ρ)|2M(ρ)dρ,
holds. This can be done by letting H = cy′, where y is a solution of the following
ordinary differential equation:
d
dx
(2λy′(x)(1− x)2d−1) + 2y(x)(1− x)2d−1 = 0.
Then, again by having in mind the initial condition y(0) = 0 imposed by Theorem A,
similar to the proof of the previous part, we have
y(x) =
Jd−1(1/
√
λ− x/√λ)
(1− x)d .
Therefore, λ = 1
j2
d−1
, where jd is the smallest positive zero of Jd(x).
Finally, we prove the compactness of the operator T as follows: For d ≥ 1,
‖T‖ =
{∫ 1
0
(∫ x
0
[
(1− t)2d−1]−1dt) (1− x)2d−1dx}1/2 = 1
2
√
d
<∞,
which shows that T is compact. Therefore, by using Theorem A, we see that (2.22)
holds true. The proof is complete. 
For some non-negative integers d, we list some (approximate) values of jd as
follows:
d 0 1 2 3 4
jd 2.4048 3.8317 5.1356 6.3802 7.5883
The following lemma will be used in the proof of Theorem 1.1, Step 4.
L
p-theory for Cauchy-transform on the unit disk 15
2.4. Existence of the largest eigenvalue for operator P∗P.
Lemma 2.6. Let Y0 be a closed linear subspace of L2(D, dA). Then there exists a
constant λ◦ and a mapping f ∈ Y0, such that
sup
ϕ∈Y0\{0}
‖P[ϕ]‖22
‖ϕ‖22
= λ2◦ =
‖P[f ]‖22
‖f‖22
.
Moreover, λ◦ is the largest eigenvalue of the operator T = P∗P. In other words,
λ◦ = max
{
λ : ∃ϕ ∈ Y0, s.t. P∗Pϕ = λϕ
}
.
Proof. Suppose f ∈ Y0 and let µ = sup‖f‖=1 〈T [f ], f〉. Then
µ = sup
‖f‖=1
〈P[f ],P[f ]〉 = sup
‖f‖=1
‖P[f ]‖22 > 0.
Now, assume that {fn}∞n=1 is a sequence of mappings such that ‖fn‖2 = 1 and
limn→∞ 〈Tfn, fn〉 = µ. Note that T is a compact operator, we have there is a
subsequence {fnk}∞k=1, such that Tfnk → g, where g ∈ Y0 ⊂ L2(D, dA).
Let g = µf . Then
lim
n→∞
‖(T − µI)[fn]‖22 = lim
n→∞
(
〈T [fn], T [fn]〉 − 2µ 〈T [fn], fn〉+ µ2‖fn‖22
)
≤ µ2 − 2µ2 + µ2 = 0.
On the other hand, since
‖µ(fn − f)‖2 ≤ ‖(T − µI)[fn]‖2 + ‖T [fn]− µf‖2,
we see that
‖fn − f‖2 ≤ µ−1
(
‖(T − µI)[fn]‖2 + ‖T [fn]− µf‖2
)
,
which shows limn→∞ fn = f .
Based on the above observations, the following equalities hold
lim
n→∞
T [fn] = T [f ] = µf,
because the operator T is continuous. The assumption of µ at the beginning ensures
that µ = λ2◦, the largest eigenvalue of the operator T = P∗P, and thus, the proof is
complete. 
3. Proofs of Theorems 1.1 − 1.2
Proof of Theorem 1.1. Recall that for w = ρeiθ ∈ D, the following functions
ϕ(w) =
∞∑
n=0
∞∑
m=0
am,nw
mw¯n =
∞∑
d=−∞
gd(ρe
iθ)
are dense in L2(D, dA), where
gd(ρe
iθ) = f(ρ)eidθ =
∑
n≥max{0,−d}
an+d,nρ
2n+deidθ.
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Then
‖ϕ‖22 =
∞∑
d=−∞
‖gd‖22,
where
(3.1) ‖gd‖22 = 2
∫ 1
0
|f(ρ)|2rdρ.
Following the proof of [2, Theorem 1], if one can find the best constant M such that
‖P[ϕ]‖22 ≤M‖ϕ‖22,
then ‖P‖22 ≤ M . Furthermore, if there is an extremal function ϕ0 such that
‖P[ϕ0]‖22 = M‖ϕ0‖22, then ‖P‖22 = M.
In what follows, we will use Hardy’s type inequalities, Bessel functions and La-
grange multiplier methods to find such a constant M . We divide our proof into four
steps.
Step 1: The representation formula for ‖P[ϕ]‖22.
According to Lemma 2.2, we see that
‖P[ϕ]‖22 =
∫
D
∣∣∣∣∣
∞∑
d=−∞
P[gd](z)
∣∣∣∣∣
2
dA(z)
=
∞∑
d=−∞
‖P[gd]‖22 + 2Re
∑
d≥2
〈P[gd],P[g2−d]〉.
Since P[ϕ] = −C[ϕ]− J0[ϕ¯], it follows from Lemma 2.4 that
P[gd] = −C[gd], for d ≥ 1.
Therefore, again by using Lemma 2.2, we have
(3.2) ‖P[ϕ]‖22 =
∑
d≤0
‖P[gd]‖22 +
∑
d≥1
‖C[gd]‖22 − 2Re
∑
d≥2
〈C[gd],P[g2−d]〉,
where
(3.3)
∑
d≤0
‖P[gd]‖22 =
∑
d≤0
‖C[gd]‖22 +
∑
d≤0
‖J0[g¯d]‖22.
Let z = reit ∈ D. The following two equalities are due to Lemma 2.3
(3.4) ‖C[gd](z)‖22 = 8
∫ 1
0
∣∣∣∣
∫ r
0
ρ1−dfd(ρ)dρ
∣∣∣∣
2
r2d−1dr, for d ≤ 0,
and
(3.5) ‖C[gd](z)‖22 = 8
∫ 1
0
∣∣∣∣
∫ 1
r
ρ1−dfd(ρ)dρ
∣∣∣∣
2
r2d−1dr, for d ≥ 1,
while Lemma 2.4 gives the following equality
(3.6) ‖J0[g¯d](z)‖22 =
4
2− d
∣∣∣∣
∫ 1
0
ρ1−dfd(ρ)dρ
∣∣∣∣
2
, for d ≤ 0.
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Moreover, for d ≥ 2, one can deduce from (2.12) and (2.17) that
〈C[gd](z),P[g2−d](z)〉 = −8
(∫ 1
0
ρd−1f2−d(ρ)dρ
)∫ 1
0
(∫ 1
r
ρ1−dfd(ρ)dρ
)
r2d−1dr.
Step 2: Estimation of ‖P[ϕ]‖22.
Since
2|Re〈C[gd],P[g2−d]〉| ≤ 2C[gd]‖2‖P[g2−d]‖2 ≤ ‖C[gd]‖22 + ‖P[g2−d]‖22,
it follows from (3.2) and (3.3) that
‖P[ϕ]‖22 ≤ ‖P[g0]‖22 + ‖C[g2]‖22 − 2Re〈C[g2],P[g0]〉(3.7)
+ 2
∑
d≤−1
‖P[gd]‖22 + ‖C[g1]‖22 + 2
∑
d≥3
‖C[gd]‖22
= ‖P[g0 + g2]‖22 + 2
∑
d≤−1
d≥3
‖C[gd]‖22 + ‖C[g1]‖22 + 2
∑
d≤−1
‖J0[g¯d]‖22.
For d ≥ 3, we see from (3.1), (3.5) and (2.22) that
‖C[gd]‖22 ≤
4
j2d−1
‖gd‖22,
where jd is the smallest positive zero of the Bessel function Jd(x) and 4/j
2
d−1 ≤
4/j22 ≈ 0.152.
While for d ≤ −1, the equalities (3.1), (3.4) and the sharp inequality (2.21) show
that
‖C[gd]‖22 ≤
4
j2−d
‖gd‖22,
where j−d is the smallest positive zero of the Bessel function J−d(x) and 4/j2−d ≤
4/j21 ≈ 0.272.
For the case d = 1, one can easily deduce from (3.1), (3.5) and (2.22) that
‖C[g1]‖22 ≤
4
j20
‖g1‖22.
To estimate ‖J0[g¯d]‖2, by using Ho¨lder’s inequality for integral and (3.1), (3.6), we
have for d ≤ −1, the following inequalities hold
‖J0[g¯d]‖22 =
4
2− d
∣∣∣∣
∫ 1
0
ρ1−dfd(ρ)dρ
∣∣∣∣
2
≤ 4
(2− 2d)(2− d)‖gd‖
2
2 ≤
1
3
‖gd‖22.
Now, by letting
M = max
{
sup
‖P[g0 + g2]‖22
‖g0‖22 + ‖g2‖22
,
8
j22
,
8
j21
,
4
j20
,
1
3
}
,
we then have ‖P[ϕ]‖22 ≤M‖ϕ‖22, and thus ‖P‖22 ≤M .
In what follows, we will show that, in fact
M = sup
‖P[g0 + g2]‖22
‖g0‖22 + ‖g2‖22
.
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Moreover, we will find an extremal function ϕ0 6= 0 such that ‖P[ϕ0]‖22 = M‖ϕ0‖22.
Step 3: The proof of
M ∈
(
4
j20
,
3
2
+
2
j21
)
.
It follows from (2.17) that
P[g0 + g2] = 2z−1
∫ |z|
0
ρf0(ρ)dρ− 2z
∫ 1
0
ρf¯0(ρ)dρ− 2z
∫ 1
|z|
ρ−1f2(ρ)dρ,
and thus
‖P[g0 + g2]‖22 = 8
∫ 1
0
∣∣∣∣
∫ r
0
ρf0(ρ)dρ
∣∣∣∣
2
r−1dr + 8
∫ 1
0
∣∣∣∣
∫ 1
r
ρ−1f2(ρ)dρ
∣∣∣∣
2
r3dr(3.8)
+ 2
∣∣∣∣
∫ 1
0
ρf0(ρ)dρ
∣∣∣∣
2
+ 16Re
(∫ 1
0
ρf0(ρ)dρ
)∫ 1
0
(∫ 1
r
ρ−1f2(ρ)dρ
)
r3dr,
where
f0(ρ) =
∑
n≥0
an,nρ
2n and f2(ρ) =
∑
n≥0
an+2,nρ
2n+2.
We now give a quick estimate for (3.8) as follows: By using Ho¨lder’s inequality
for integral and (2.22), we have
16Re
(∫ 1
0
ρf0(ρ)dρ
)∫ 1
0
(∫ 1
r
ρ−1f2(ρ)dρ
)
r3dr
≤ 16
(
1
2
∫ 1
0
ρ|f0(ρ)|2dρ
)1/2(
1
4
∫ 1
0
∣∣∣∣
∫ 1
r
ρ−1f2(ρ)dρ
∣∣∣∣
2
r3dr
)1/2
≤ 16
(
1
4
‖g0‖22
)1/2(
1
8
1
j21
‖g2‖22
)1/2
=
2
√
2
j1
‖g0‖2‖g2‖2,
and
8
∫ 1
0
∣∣∣∣
∫ r
0
ρf0(ρ)dρ
∣∣∣∣
2
r−1dr + 2
∣∣∣∣
∫ 1
0
ρf0(ρ)dρ
∣∣∣∣
2
≤ 3
∫ 1
0
ρ|f0(ρ)|2dρ = 3
2
‖g0‖22.
On the other hand, it follows from (2.22) and (3.1) that
8
∫ 1
0
∣∣∣∣
∫ 1
r
ρ−1f2(ρ)dρ
∣∣∣∣
2
r3dρ ≤ 8
j21
∫ 1
0
ρ|f2(ρ)|2dρ = 4
j21
‖g2‖22.
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Then
‖P[g0 + g2]‖22 ≤
3
2
‖g0‖22 +
4
j21
‖g2‖22 +
2
√
2
j1
‖g0‖2‖g2‖2
≤
(
3
2
+
2
j21
)(‖g0‖22 + ‖g2‖22) .
This shows that
M = max
{
sup
‖P[g0 + g2]‖22
‖g0‖22 + ‖g2‖22
,
8
j22
,
8
j21
,
4
j20
,
1
3
}
∈
(
4
j20
,
3
2
+
2
j21
)
.
Step 4: Determination of
sup
‖P[g0 + g2]‖22
‖g0‖22 + ‖g2‖22
.
Let
σ(r) =
1
r
∫ r
0
ρ|f0(ρ)|dρ and υ(r) = r
∫ 1
r
ρ−1|f2(ρ)|dρ.
Then it follows from (3.8) that
‖P[g0 + g2]‖22 ≤ 8
∫ 1
0
r(σ(r)2 + υ(r)2)dr + 2σ(1)2 + 16σ(1)
∫ 1
0
r2υ(r)dr,
where the equality holds if f0(ρ) and f2(ρ) both are positive real functions.
The definition of σ and υ now gives the following formulas:
|f0(r)| = σ(r) + rσ
′(r)
r
and |f2(r)| = υ(r)− rυ
′(r)
r
.
Thus
‖g0‖22 = 2
∫ 1
0
r|f0(r)|2dr = 2
∫ 1
0
1
r
(
σ(r) + rσ′(r)
)2
dr
and
‖g2‖22 = 2
∫ 1
0
r|f2(r)|2dr = 2
∫ 1
0
1
r
(
υ(r)− rυ′(r))2dr.
In what follows, we should find the best constant M such that
‖P[g0 + g2]‖22 ≤ 8
∫ 1
0
r
(
σ(r)2 + υ(r)2
)
dr + 2σ(1)2 + 16σ(1)
∫ 1
0
r2υ(r)dr
≤ 2M
∫ 1
0
1
r
((
σ(r) + rσ′(r)
)2
+
(
υ(r)− rυ′(r))2)dr,
and prove that the above equalities can be attained.
For simplicity, let
X = 8
∫ 1
0
r
(
σ(r)2 + υ(r)2
)
dr + 2σ(1)2 + 16σ(1)
∫ 1
0
r2υ(r)dr
and
Y = 2
∫ 1
0
1
r
((
σ(r) + rσ′(r)
)2
+
(
υ(r)− rυ′(r))2)dr.
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We now use the Lagrange multiplier method to maximize the following function
Z =
X
Y
.
According to the definition of σ and υ, we have the following constraints:
σ(0) = υ(0) = υ(1) = 0
and (due to the definition of f2)
lim
r→0
υ(r)− rυ′(r)
r
= lim
r→0
(
υ(r)− rυ′(r)
r
)′
= 0.
Assume that σ(1) = x. Then σ(1)2 = 2
∫ 1
0
σ(r)σ′(r)dr. We then rewrite Y as
follows:
Y = 2
∫ 1
0
(
σ(r)2 + υ(r)2
r
+ r(σ′(r)2 + υ′(r)2)− 2υ(r)υ′(r) + x2
)
dr.
Now, the corresponding Lagrange function is
L = 8r(σ(r)2 + υ(r)2) + 2x2 + 16xr2υ(r)
− 2λ
(
σ(r)2 + υ(r)2
r
+ r(σ′(r)2 + υ′(r)2)− 2υ(r)υ′(r) + x2
)
.
The stationary points of L are solutions to the following system: ∂
∂r
(
dL
dσ′
)
= dL
dσ
and
∂
∂r
(
dL
dυ′
)
= dL
dυ
, i.e., 

−λσ
r
+ 4rσ + λσ′ + λrσ′′ = 0
4xr2 − λυ
r
+ 4rυ + λυ′ + λrυ′′ = 0.
The solutions to the first equation are
σ(r) = c1J1
(
2r√
λ
)
+ c2N1
(
2r√
λ
)
,
where J1 is the Bessel function and N1 is the Hankel’s function. Since σ(0) = 0, we
then have c2 = 0. Thus σ(r) = c1J1(2r/
√
λ).
The second equation has the following solutions
υ(r) = −xr + c3J1
(
2r√
λ
)
+ c4N1
(
2r√
λ
)
.
Due to the constraints υ(0) = υ(1) = 0 and the assumption σ(1) = x, we obtain
(3.9) σ(r) = x
J1
(
2r√
λ
)
J1
(
2√
λ
) and υ(r) = −xr + xJ1
(
2r√
λ
)
J1
(
2√
λ
) .
By inserting the above functions σ and υ into the functions X and Y , we get
X = 8x2

1 + J0
(
2√
λ
)2
J1
(
2√
λ
)2 −
√
λJ0
(
2√
λ
)
J1
(
2√
λ
)


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and
Y = −4x2 + 8x
2
λ
+
8x2J0
(
2√
λ
)2
λJ1
(
2√
λ
)2 .
Then
Z =
X
Y
=
2λ2J0
(
2√
λ
)2
− 2λ5/2J0
(
2√
λ
)
J1
(
2√
λ
)
+ 2λ2J1
(
2√
λ
)2
2λJ0
(
2√
λ
)2
+ (2− λ)λJ1
(
2√
λ
)2 .
According to Lemma 2.6, to find the maximum value of Z, we only need to solve
the equation Z = λ, or equivalently,
(3.10) λ3/2J1
(
2√
λ
)(
−2J0
(
2√
λ
)
+
√
λJ1
(
2√
λ
))
= 0.
Claim 1.1: The equation (3.10) has only one solution at the interval (4/j20 , 3/2 + 2/j
2
1),
and the unique solution is λ0 ≈ 1.180.
This can be proved as follows: Let δ = 2/
√
λ, we then reformulate (3.10) as follows
H(δ) := J1(δ)− δJ0(δ) = 0,
where δ ∈ (2/
√
3/2 + 2/j21 , j0). Since H(2/
√
3/2 + 2/j21) < 0, H(j0) > 0, and
H ′(δ) = (δ2 − 1)J1(δ)/δ > 0, we see that H(δ) = 0 has only one solution. Solving
the equation H(δ) = 0, we have δ ≈ 1.841, which shows that Claim 1.1 holds true.
Based on the above observations of Step 2, Step 3, and Step 4, we have found the
best constant M = λ0 such that ‖P[ϕ]‖22 ≤ M‖ϕ‖22, for any ϕ ∈ L2(D, dA). The
equality holds, if we choose ϕ0(z) = f0(r) + f2(r)e
2it, where
f0(r) =
2J0
(
2r√
λ0
)
√
λ0J1
(
2√
λ0
) and f2(r) = 2J2
(
2r√
λ0
)
√
λ0J1
(
2√
λ0
) .
Hence
‖P‖2 = α =
(
sup
‖P[g0 + g2]‖22
‖g0‖22 + ‖g2‖22
)1/2
=
√
λ0,
which completes the proof. 
Proof of Theorem 1.2. Suppose ϕ ∈ Lp(D, dA), where p > 2, and let z = reit ∈ D.
It follows from Ho¨lder’s inequality for integral that
|P[ϕ](z)| =
∣∣∣∣
∫
D
(
ϕ(w)
z − w +
z
1− w¯zϕ(w)
)
dA(w)
∣∣∣∣
≤
[(∫
D
dA(w)
|z − w|q
) 1
q
+
(∫
D
|z|q
|1− w¯z|q dA(w)
) 1
q
]
‖ϕ‖p
≤ 21− 1q
[∫
D
(
1
|z − w|q +
|z|q
|1− w¯z|q
)
dA(w)
] 1
q
‖ϕ‖p,
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where q = p/(p− 1) ∈ [1, 2). Therefore,
‖P‖Lp→L∞ ≤ 21−
1
q sup
z∈D
[∫
D
(
1
|z − w|q +
|z|q
|1− w¯z|q
)
dA(w)
] 1
q
.
In what follows, we should find such a supremum and prove that equality holds.
We start with the first integral. By using w = z−τ
1−z¯τ , we then rewrite it as follows:∫
D
1
|z − w|q dA(w) =
∫
D
1
|z − z−τ
1−z¯τ |q
(1− |z|2)2
|1− zτ¯ |4 dA(w)
= (1− |z|2)2−q
∫
D
1
|τ |q|1− zτ¯ |4−qdA(w).
The following formula can be proved by using Taylor expansion and Parseval’s for-
mula:
(3.11)
1
2π
∫ 2π
0
dθ
|1− zeiθ|2β =
∞∑
n=0
(
Γ(n+ β)
n!Γ(β)
)2
|z|2n,
where β > 0, z ∈ D, and Γ is the Gamma function. Since τ ∈ D, by using
hypergeometric functions given by (2.3) together with the above equation (3.11), we
have ∫
D
1
|τ |q|1− zτ¯ |4−q dA(w) = 2
∞∑
n=0
(
Γ(n+ 2− q/2)
n!Γ(2− q/2)
)2 |z|2n
2n+ 2− q
=
2
2− q 2F1
(
1− q
2
, 2− q
2
; 1; |z|2
)
.
Now, applying Euler’s formula, the first integral can be given as follows:∫
D
1
|z − w|qdA(w) =
2
2− q 2F1
(q
2
,
q
2
− 1; 1; |z|2
)
.
On the other hand, by using (3.11) again, the second integral can be given as follows:∫
D
|z|q
|1− w¯z|q dA(w) = 2F1
(q
2
,
q
2
; 2; |z|2
)
|z|q.
Claim 2.1: The function
Φ(t) =
2
2− q 2F1
(q
2
,
q
2
− 1; 1; t
)
+ 2F1
(q
2
,
q
2
; 2; t
)
t
q
2
is strictly increasing on [0, 1].
This can be proved as follows: Elementary calculations show that
2
q
Φ′(t) =
q
4
t
q
2 2F1
(q
2
+ 1,
q
2
+ 1; 3; t
)
+ t
q
2
−1
2F1
(q
2
,
q
2
; 2; t
)
− 2F1
(q
2
+ 1,
q
2
; 2; t
)
.
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By using the definition of hypergeometric function, we then arrive
2
q
Φ′(t) = t
q
2
−1 + t
q
2
−1
+∞∑
k=1
(
2
q
k( q
2
)k(
q
2
)k
(2)kk!
+
( q
2
)k(
q
2
)k
(2)kk!
)
tk −
+∞∑
k=0
( q
2
+ 1)k(
q
2
)k
(2)kk!
tk
= t
q
2
−1
+∞∑
k=0
(
1 +
2k
q
)
( q
2
)k(
q
2
)k
(2)kk!
tk −
+∞∑
k=0
( q
2
+ 1)k(
q
2
)k
(2)kk!
tk.
The assumption p > 2 now implies that q/2 − 1 < 0, and thus tq/2−1 ≥ 1, since
t = |z|2 ∈ [0, 1]. Then
2
q
Φ′(t) ≥
+∞∑
k=0
(
1 +
2k
q
)
( q
2
)k(
q
2
)k
(2)kk!
tk −
+∞∑
k=0
( q
2
+ 1)k(
q
2
)k
(2)kk!
tk = 0,
where the last equality holds because for all non-negative integers k we have:(
1 +
2k
q
)
( q
2
)k(
q
2
)k
(2)kk!
=
( q
2
+ 1)k(
q
2
)k
(2)kk!
.
This shows that Claim 2.1 is true.
By appealing to Gauss’ theorem, we have
Φ(1) =
2Γ(2− q)
Γ2(2− q
2
)
.
Therefore, ∫
D
(
1
|z − w|q +
|z|q
|1− w¯z|q
)
dA(w) ≤ max
r∈[0,1]
Φ(r) =
2Γ(2− q)
Γ2(2− q
2
)
,
which implies that
‖P‖Lp→L∞ ≤ 2
(
Γ(2− q)
Γ2(2− q
2
)
) 1
q
.
To show the above equality holds, let ϕ0(w) =
i(1−w)
|1−w|1+
q
p
. Then
‖ϕ0‖p =
(∫
D
1
|1− w|qdA(w)
) 1
p
=
(
Γ(2− q)
Γ2(2− q
2
)
) 1
p
.
Note that for z = 1, the mean-inequality becomes equality, we then have
max
z∈D
|P[ϕ0](z)|
‖ϕ0‖p =
|P[ϕ0](1)|
‖ϕ0‖p = 2
(
Γ(2− q)
Γ2(2− q
2
)
) 1
q
.
This shows that
‖P‖Lp→L∞ ≥ 2
(
Γ(2− q)
Γ2(2− q
2
)
) 1
q
.
Therefore, we conclude that
‖P‖Lp→L∞ = 2
(
Γ(2− q)
Γ2(2− q
2
)
) 1
q
.
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If in particular p =∞, i.e., q = 1, then following the above proof, we have
‖P‖∞ ≤ 8
π
.
The extremal function ϕ0(w) =
i(1−w)
|1−w| , and limiting proces when z → 1, show that
the above equality can be attained, which completes the proof. 
Remark 3.1. If 1 ≤ p ≤ 2, then P will not send Lp(D, dA) to L∞(D, dA). We only
need to consider the case of p = 2, because L2(D, dA) ⊆ Lp(D, dA).
Let
ϕ0(w) =
w
|w|2 log 2|w|
.
Then
‖ϕ0‖22 = 2
∫ 1
0
1
r log2 2
r
dr =
2
log 2
,
which shows that ϕ0 ∈ L2(D, dA). However,
|P[ϕ0](0)| = 2
∫ 1
0
1
r log 2
r
dr =∞,
which shows that P[ϕ0] /∈ L∞(D, dA).
4. Some calculations related to ‖P‖1
Suppose ϕ ∈ L1(D, dA) and let β = argϕ(w). Then
‖P[ϕ]‖1 =
∫
D
∣∣∣∣∣
∫
D
ϕ(w)
w − z +
zϕ(w)
1− w¯zdA(w)
∣∣∣∣∣ dA(z)
≤
∫
D
(∫
D
∣∣∣∣ eiβw − z + ze
−iβ
1− w¯z
∣∣∣∣ |ϕ(w)|dA(w)
)
dA(z)
≤
∫
D
|ϕ(w)|dA(w) sup
w∈D
∫
D
∣∣∣∣ 1we−iβ − ze−iβ + ze
−iβ
1− we−iβze−iβ
∣∣∣∣ dA(z).
By letting η = ze−iβ and ω = we−iβ ∈ D, we have
‖P[ϕ]‖1 ≤ sup
ω∈D
∫
D
∣∣∣∣ 1ω − η + η1− ω¯η
∣∣∣∣dA(η)‖ϕ‖1.
Therefore,
‖P‖1 ≤ sup
w∈D
∫
D
∣∣∣∣ 1w − z + z1− w¯z
∣∣∣∣ dA(z).
Fix w0 ∈ D and let ϕw0(z) = w0−z1−w¯0z be the Mo¨bius transform. Suppose χΩ is the
characteristic function of Ω, i.e.,
χΩ(w) =


1, if w ∈ Ω
0, if w ∈ C\Ω.
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Consider the following function:
ϕn(z) = n
2χ 1
n
D
(ϕw0(z)).
Then
‖ϕn‖1 =
∫
D
(1− |w0|2)2
|1− w¯0 1nξ|4
dA(ξ)→ (1− |w0|2)2 as n→∞.
On the other hand, we have
‖P[ϕn]‖1
‖ϕn‖1 →
∫
D
∣∣∣∣ 1w0 − z +
z
1− w¯0z
∣∣∣∣ dA(z) as n→∞.
This shows that
‖P‖1 = sup
w∈D
∫
D
∣∣∣∣ 1w − z + z1− w¯z
∣∣∣∣ dA(z)
= sup
w∈D
(1− |w|2)
∫
D
|w − w¯ − ζ + 1
ζ
|
|1− w¯ζ |4 dA(ζ),
where the last equality holds, after change of variables ζ = w−z
1−w¯z .
Remark 4.1. It seems to the authors that the above supremum can be attained at
the point w = 0, i.e.,
‖P‖1 =
∫
D
∣∣∣∣z − 1z
∣∣∣∣ dA(z).
Unfortunately, we fail to prove this. We only give some calculations connected to
the conjectured value of ‖P‖1 as follows: Suppose z = reit ∈ D. Then∫
D
∣∣∣∣z − 1z
∣∣∣∣ dA(z) = 1π
∫ 1
0
dr
∫ 2π
0
√
1 + r4 − 2r2 cos(2t)dt
=
1
π
∫ 1
0
(1− r2)dr
∫ 2π
0
√
1 +
(
2r
1− r2
)2
sin2(t)dt.
Recall that elliptic integral of the second kind is defined as follows:
E(k2) =
∫ pi
2
0
√
1− k2 sin2(t)dt
=
π
2
(
1−
∑
n≥1
(
(2n− 1)!!
(2n)!!
)2
k2n
2n− 1
)
,
where |k| ≤ 1. Then∫ 2π
0
√
1− k2 sin2(t)dt = 2E(k2) + 2
√
1− k2E
( −k2
1− k2
)
.
Therefore,∫
D
∣∣∣∣z − 1z
∣∣∣∣ dA(z) = 2π
∫ 1
0
{
(1− r2)E
( −4r2
(1− r2)2
)
+ (1 + r2)E
(
4r2
(1 + r2)2
)}
dr
≈ 2.10441(by using the mathematica software).
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5. Proof of Theorem 1.4
We first prove two lemmas as follows:
Lemma 5.1. Let p(w) = am,nw¯
nwmχD(w), where m, n are non-negative integers
and am,n are complex numbers. Then for z ∈ D, we have
(5.1) H[p](z) =


m
n+1
am,nz
m−1z¯n+1 − m−n−1
n+1
am,nz
m−n−2, if m− n > 1
m
n+1
am,nz
m−1z¯n+1 − 1−m+n
n+1
a¯m,nz
−m+n, if m− n ≤ 1.
Proof. Fix z ∈ D, according to Green’s formula in the form
−
∫
P (a,r,R)
∂f(w)
∂w¯
dw ∧ dw¯ =
∫
∂P (a,r,R)
f(w)dw,
where P (a, r, R) = {w ∈ C : |w| < R, |w − a| > r}, |a| + r < R, and dw ∧ dw¯ =
−2πidA(w), we have
S[p](z) = −am,n lim
ε→0
∫
D\D(z,ε)
w¯nwm
(w − z)2dA(w)
=
−am,n
2πi
lim
ε→0
(∫
T
ζ¯n+1ζmdζ
(n+ 1)(ζ − z)2 −
∫
∂D(z,ε)
ζ¯n+1ζmdζ
(n + 1)(ζ − z)2
)
.
Applying Cauchy residue theorem to the first integral, we have
−am,n
2πi
∫
T
ζ¯n+1ζmdζ
(n+ 1)(ζ − z)2 =


−m−n−1
n+1
am,nz
m−n−2, if m− n > 1
0, if m− n ≤ 1.
By taking ζ = z + εξ, and again, applying Cauchy residue theorem to the second
integral, we get
am,n
2πi
lim
ε→0
∫
∂D(z,ε)
ζ¯n+1ζmdζ
(n + 1)(ζ − z)2 =
am,n
2πi(n+ 1)
lim
ε→0
∫
T
(z¯ + εξ¯)n+1(z + εξ)m
εξ2
dξ
=
m
n+ 1
am,nz
m−1z¯n+1.
Therefore,
(5.2) S[p](z) =


m
n+1
am,nz
m−1z¯n+1 − m−n−1
n+1
am,nz
m−n−2, if m− n > 1
m
n+1
am,nz
m−1z¯n+1, if m− n ≤ 1.
On the other hand, direct calculations show that
B[p¯](z) = a¯m,n
∞∑
k=0
(k + 1)zk
∫
D
wnw¯m+kdA(w)
=
1−m+ n
n + 1
a¯m,nz
−m+n,
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where m− n ≤ 0. Therefore,
B[p¯](z) =


0, if m− n > 1
1−m+n
n+1
a¯m,nz
−m+n, if m− n ≤ 1.
Based on the above discussions, we see that (5.1) holds true since
H[p](z) = S[p](z) −B[p¯](z).

Lemma 5.2. Let gd be given by (2.4). Then for any two different integers d1, d2,
the functions H[gd1 ](z) and H[gd2 ](z) are orthogonal in D, i.e.,
(5.3)
∫
D
H[gd1 ](z)H[gd2 ](z)dA(z) = 0 for any d1 6= d2.
Proof. Fix z = reit ∈ D. Sine H[gd](z) =
∑
n≥max{0,−d}H[bnwn+dw¯n], it follows from
Lemma 5.1 that
(5.4) H[gd](z) =


∞∑
n=0
bn
(
n+d
n+1
zn+d−1z¯n+1 − d−1
n+1
zd−2
)
, if d > 1
∞∑
n=0
bnz
nz¯n+1, if d = 1
∞∑
n=−d
(
n+d
n+1
bnz
n+d−1z¯n+1 − b¯n 1−dn+1z−d
)
, if d < 1.
Now suppose d1 and d2 are two different integers. Long but straightforward calcu-
lations together with the following fact∫ 2π
0
eiktdt = 0, for any k 6= 0,
show that for the cases: d1, d2 > 1, or d1, d2 < 1, or d1 = 1, d2 6= 1, the formula
(5.3) always holds true. We only prove the following case.
Case 1: d1 > 1 and d2 < 1.
Elementary calculations show that
H[gd1 ](z)H[gd2 ](z) =∑
n≥0, l≥−d2
(l + d2)bnb¯le
i(d1−d2)t
(n+ 1)(l + 1)
{
(n+ d1)r
2n+2l+d1+d2 − (d1 − 1)r2l+d1+d2−2
}
+
∑
n≥0, l≥−d2
(1− d2)bnblei(d1+d2−2)t
(n+ 1)(l + 1)
{(d1 − 1)rd1−d2−2 − (n+ d1)r2n+d1−d2}.
If d1 + d2 − 2 6= 0, then it is easy to see that (5.3) holds true.
If d1 + d2 − 2 = 0, then∫
D
H[gd1 ](z)H[gd2 ](z)dA(z) = 2
∑
n≥0, l≥−d2
bnbl
(1− d2)(d1 + d2 − 2)
(l + 1)(d1 − d2)(2n+ d1 − d2 + 2) = 0,
which again shows that (5.3) holds true. Therefore, the proof is complete. 
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Proof of Theorem 1.4. To prove Theorem 1.4, following the proof of Theorem
1.1, it suffices to show that
(5.5) ‖H[ϕ]‖2 = ‖ϕ‖2
for any functions ϕ(w) =
∑∞
d=−∞ gd(w) ∈ L2(D, dA), where gd(w) is given by (2.4).
On the other hand, we already show by Lemma 5.2 that H[gd1 ] and H[gd2 ] are or-
thogonal functions in the Hilbert space L2(D, dA). Thus, ‖H[ϕ]‖22 =
∑∞
d=−∞ ‖H[gd]‖22.
It is easy to see that ‖ϕ‖22 =
∑∞
d=−∞ ‖gd‖22. Now, following the proof of the cor-
responding results in [12, Theorem 5.2] (see also [2, Page 180]), to prove (5.5), we
only need to show
(5.6) ‖H[gd]‖22 = ‖gd‖22 for d = 0,±1,±2, · · · .
In fact, we can choose the function ϕ(w) = gd(w) ∈ L2(D, dA), for fixed d ∈ Z.
We now prove (5.6) as follows: Elementary calculations show that
‖gd‖22 =
∑
n, l≥max{0,−d}
bnb¯l
n+ l + d+ 1
.
Let z = reit ∈ D. We now calculate ‖H[gd]‖22, which is given by (5.4), as follows:
If d > 1, then long but straightforward calculations show that
‖H[gd]‖22 =
∫
D
∣∣∣∣∣
∞∑
n=0
bn
(
n + d
n + 1
r2n+dei(d−2)t − d− 1
n+ 1
rd−2ei(d−2)t
)∣∣∣∣∣
2
dA(z)
= 2
∑
n, l≥0
bnb¯l
(n+ 1)(l + 1)
{
(n+ d)(l + d)
2n+ 2d+ 2l + 2
− d− 1
2
}
=
∑
n, l≥0
bnb¯l
n+ l + d+ 1
.
This shows that in this case, we have ‖H[gd]‖22 = ‖[gd]‖22.
If d = 1, then
‖H[g1]‖22 =
∑
n, l≥0
bnbl
1
n+ l + 2
= ‖g1‖22.
If d < 1, then elementary calculations show that
‖H[gd]‖22 =
∫
D
∣∣∣∣∣
∞∑
n=−d
(
n+ d
n+ 1
bnr
2n+dei(d−2)t − 1− d
n+ 1
b¯nr
−de−idt
)∣∣∣∣∣
2
dA(z)
=
∑
n, l≥−d
∫
D
{
(n+ d)(l + d)
(n+ 1)(l + 1)
bnb¯lr
2n+2l+2d − (n+ d)(1− d)
(n + 1)(l + 1)
bnblr
2nei(2d−2)t
− (1 − d)(l + d)
(n + 1)(l + 1)
b¯nb¯lr
2lei(2−2d)t +
(1− d)2
(n + 1)(l + 1)
b¯nblr
−2d
}
dA(z).
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Thus
‖H[gd]‖22 = 2
∑
n, l≥−d
(
bnb¯l(n+ d)(l + d)
(n+ 1)(l + 1)(2n+ 2l + 2d+ 2)
+
b¯nbl(1− d)
2(n+ 1)(l + 1)
)
.
Note that ∑
n, l≥−d
b¯nbl(1− d)
2(n+ 1)(l + 1)
=
∑
n, l≥−d
b¯lbn(1− d)
2(l + 1)(n+ 1)
.
We then have
‖H[gd]‖22 = 2
∑
n, l≥−d
bnb¯l
(n + 1)(l + 1)
(
(n+ d)(l + d)
2n + 2l + 2d+ 2
+
1− d
2
)
=
∑
n, l≥0
bnb¯l
n + l + d+ 1
.
Again, in this case, we have ‖H[gd]‖22 = ‖gd‖22.
Based on the above discussions, we see that
‖H[ϕ]‖22 ≡ ‖ϕ‖22,
for any ϕ ∈ L2(D, dA). This shows that H acts as an isometry in L2(D, dA), and
thus, the proof is complete. 
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