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Abstract
This paper deals with a non-standard infinite dimensional linear-quadratic control problem
arising in the physics of non-stationary states (see e.g. [6]): finding the minimum energy to
drive a fixed stationary state x¯ = 0 into an arbitrary non-stationary state x. The Riccati
Equation (RE) associated to this problem is not standard since the sign of the linear part is
opposite to the usual one, thus preventing the use of the known theory.
Here we consider the finite horizon case. We prove that the linear selfadjoint operator P (t),
associated to the value function, solves the above mentioned RE (Theorem 4.12). Uniqueness
does not hold in general but we are able to prove a partial uniqueness result in the class
of invertible operators (Theorem 4.13). In the special case where the involved operators
commute, a more detailed analysis of the set of solutions is given (Theorems 4.14, 4.15 and
4.16). Examples of applications are given.
Key words: Minimum energy, Riccati equation, infinite dimension, value function, Lya-
punov equation, null controllability,
AMS classification: 34G20, 47D06, 49J20, 49N10, 93B05, 93C05, 93C20.
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1 Introduction
This paper is devoted to the study of a family of non-standard linear quadratic finite horizon
minimum energy problems in Hilbert spaces: finding the minimum energy to drive a dynamical
system from a fixed equilibrium state 0 (at time t = t0) into an arbitrary non-equilibrium state
x (at time t = t1). These problems arise (in particular when t0 → −∞ and t1 = 0) in the
control representation of the rate function for a class of large deviation problems (see e.g. [12] and
the references quoted therein; see also [18, Chapter 8] for an introduction to the subject); it is
motivated by applications in the physics of non-equilibrium states and in this context it has been
studied in various papers, see e.g. [3, 4, 5, 6, 7].
In such papers the state equation is possibly nonlinear and the energy function can be state
dependent. One of the main goals, formulated e.g. in [6] in the infinite horizon case, is then
to show that the value function is the unique (or maximal/minimal) solution of the associated
Hamilton-Jacobi-Bellman (HJB) equation. Our goal is exactly this one. Due to the difficulty
of the problem we restrict ourselves to study the linear quadratic case: hence solving the HJB
equation reduces to solve a Riccati Equation (RE). In this paper, as a first step, we consider the
finite horizon problem which we describe in the next subsection together with our main results.
1.1 The problem and the main results
To better clarify our results we state, roughly and informally, the mathematical problem (see
Subsection 2.2 for a precise description). The state space X and the control space U are both real
separable Hilbert spaces. We take the linear controlled system in X{
y′(s) = Ay(s) +Bu(s), s ∈ [0, t],
y(0) = 0,
(1)
where A : D(A) ⊂ X → X generates a strongly continuous semigroup and B : U → X is a linear
bounded operator. Given a point x ∈ X we consider the set U[0,t](0, x) of all control strategies u(·)
that drive the system from the equilibrium state 0 (at time s = 0) into an arbitrary non-equilibrium
state x (at time s = t). It is well known (see Subsection 2.2) that the set U[0,t](0, x) is nonempty if
and only if x ∈ H , where H is a suitable subspace of X that can be endowed with its own Hilbert
structure (see Subsection 4.1).
We want to minimize the “energy-like” cost functional
J[0,t](u) =
1
2
∫ t
0
‖u(s)‖2U ds. (2)
The value function V (t, x) is defined as
V (t, x) = inf
u∈U[0,t](0,x)
J[0,t](u), (3)
and it is finite only when x ∈ H . As the problem is linear quadratic, V is a quadratic form in the
variable x, i.e. V (t, x) = 〈R(t)x, x〉X for some symmetric operator-valued function R(·). Hence we
can consider the associated Riccati Equation (RE) in X (with unknown R(·)) which is, formally,
d
dt
〈R(t)x, y〉X = −〈Ax,R(t)y〉X − 〈R(t)x,Ay〉X − 〈B∗R(t)x,B∗R(t)y〉U (4)
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for every x, y ∈ D(A) ∩ D(R(t)), with the initial condition R(0) = +∞. Since for each t the
operator R(t) is unbounded (because V (t, ·) is defined only in H), it is convenient to rewrite (4)
in H so that the unknown P (·) becomes a bounded operator, see Subsection 4.3 for explanations.
Note that the sign of the linear part of (4) (the first two terms of the right hand side) is opposite
to the usual one (see, e.g., for minimum energy problem in Hilbert spaces, [12], [15, 16], [19], [24],
[27]). This does not allow us to approach (4) using the standard method (described e.g. in [2, pp.
390-394 and 479-486], see also [24, p.1018]), which consists in solving the RE using a fixed point
theorem and a suitable a priori estimate. For forward RE like ours this is possible when the sign
of the linear part is positive (in order to get a suitable semigroup generation property1) and the
quadratic term is negative (in order to get the a priori estimate).
On the other hand the opposite sign of the linear part comes from the nature of the motivating
problem: to look at the minimum energy path from equilibrium to non-equilibrium states (see
[6]), which is the opposite direction of the standard one considered e.g. in [8, 9, 24, 26], (see also
the books [2, 10, 11]). This means that the value function depends on the final point, while in
the above quoted problems it depends on the initial one (see also Remark 4.1 on this). Therefore
we are driven to use a different approach, that exploits the structure of the problem; we partially
borrow some ideas from [24] and from2 [21] and [25]. The main idea comes from the fact that the
candidate solution of the RE (associated to the value function V is the pseudoinverse of the unique
solution of a Lyapunov (linear) equation (which is easier and is studied in Section 3 providing an
existence and uniqueness result in Proposition 3.3).
We list now our main results. We show, under a null controllability assumption, that the value
function solves the associated Riccati Equation (RE) (Theorem 4.12) and that a partial uniqueness
holds (Theorem 4.13). When A is selfadjoint and A and BB∗ commute we can go deeper, finding
more insights on the structure of the family of solutions (Theorems 4.14, 4.15 and 4.16).
1.2 Plan of the paper
Section 2 is devoted to the presentation of our finite horizon minimum energy problem: after the
description of our assumptions (Subsection 2.1) we provide the general formulation of the problem
is in Subsection 2.2.
Section 3 is devoted to the study of the associated Lyapunov equation, a key tool for the analysis
of our RE. The main result of this section (Proposition 3.3) is more general than what we found
in the literature and is then completely proved.
Section 4 is devoted to the analysis of the RE and to the presentation of the main results. It is
divided in 5 subsections.
• In the first (Subsection 4.1), we study the properties of the space H which seems the good
one where to study the RE.
• Subsection 4.2 concerns the study the regularity properties of V .
• In Subsection 4.3 we prove that V solves the RE (Theorem 4.12).
• In Subsection 4.4 we present our partial uniqueness result (Theorem 4.13).
• In Subsection 4.5 we refine our results in the special case of selfadjoint commuting operators.
Finally, Section 5 contains two significant examples. At the end there is an Appendix divided in
4 parts. In the first three where we collect some preliminary results on pseudoinverses (A) on
commuting operators (B), and controllability operators (C). In the last one we collect the proofs
of several lemmas and propositions (D).
1More precisely in such case the linear part generates a semigroup (namely P 7→ etAPetA
∗
) which is not a group:
such semigroup property is then lost when the sign changes.
2We thank prof. R. Vinter for providing us these references.
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2 Minimum energy problems
2.1 Assumptions
Let −∞ < s < t < +∞. Consider the abstract linear equation{
y′(r) = Ay(r) +Bu(r), r ∈ ]s, t]
y(s) = z ∈ X,
(5)
under the following assumption.
Assumption 2.1.
(i) X, the state space, and U , the control space, are real separable Hilbert spaces;
(ii) A : D(A) ⊆ X → X is the generator of a C0-semigroup of negative type −ω in X (ω > 0),
i.e. there exists M > 0 such that
‖etA‖L(X) ≤Me−ωt ∀t ≥ 0. (6)
(iii) B ∈ L(U,X), where L(U,X) is the space of bounded linear operators from U to X;
(iv) u, the control strategy, belongs to L2(s, t;U).
We recall the following well known result (see e.g. [23, p. 106, Corollary 2.2 and Definition 2.3]).
Proposition 2.2. For −∞ < s < t < +∞, z ∈ X and u ∈ L2(s, t;U), the mild solution of (5),
defined by
y(r; s, z, u) = e(r−s)Az +
∫ r
s
e(r−σ)ABu(σ) dσ, r ∈ [s, t], (7)
is in C([s, t], X).
In the sequel we will always assume that Assumption 2.1 holds. Moreover, to prove most of the
results of the paper we will also need the assumption below. We state it now and we will say
explicitly when we will use it. Before all we need to define the so-called controllability operator.
Definition 2.3. For t ≥ 0 set
Qtz =
∫ t
0
erABB∗erA
∗
z dr, z ∈ X, (8)
and, for t = +∞,
Q∞z = lim
t→+∞
Qtz =
∫ +∞
0
erABB∗erA
∗
z dr, z ∈ X. (9)
Note that Q∞ is well defined by Assumption 2.1-(ii).
Assumption 2.4. There exists T0 > 0 such that
3
R(eT0A) ⊆ R(Q1/2T0 ), (10)
It is well known (see e.g. [14, Appendix D]) that this assumption is equivalent to assume null
controllability at time T0 for the system (5) below: this means that for each z ∈ X there exists a
control u ∈ L2(0, T0;U) such that the solution of (5) with [s, t] = [0, T0] vanishes at time T0.
3From now on we will denote by R(F ) the image of the operator F .
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Remark 2.5. We have supposed in Assumption 2.1 that the semigroup {etA} has negative type:
this allows us to obtain more accurate results, also in view of a future study of the infinite horizon
case. Anyway, if we only assume that ‖etA‖L(X) ≤Meγt with γ ≥ 0, most results of this paper are
still true with suitable modifications. More specifically, since the operator Q∞ is not well defined,
one has the following:
• the space H changes from H = R(Q1/2∞ ) to H = R(Q1/2T ), for suitable large T > 0.• Proposition 4.8 modifies as follows:
– (i) and (ii) hold in [T0, T ];
– (iii)(a) holds in [T0, T ];
– (iii)(b) holds in ]T0, T ]×H ;
– (iii)(c) does not hold.
• The differential Riccati equation (37) holds in [T0, T ] with Q∞ replaced by QT .
Note that, in the commuting case, the proof of most results does not work as it is. This is the case
for Proposition C.2(iii), Theorem 4.14 and Theorem 4.15.
2.2 General formulation
Suppose that Assumption 2.1 holds. Given a time interval [s, t] ⊂ R, an initial state z ∈ X and a
control u ∈ L2(s, t;U) we consider the state equation (5) and its mild solution y(·; s, x, u), given
by (7). We define the class of controls u(·) bringing the state y(·) from a fixed z ∈ X at time s to
a given target x ∈ X at time t:
U[s,t](z, x) def=
{
u ∈ L2(s, t;U) : y(t; s, z, u) = x} . (11)
We recall our cost functional, namely the energy:
J[s,t](u) =
1
2
∫ t
s
‖u(r)‖2U dr. (12)
The minimum energy problem at (s, t; z, x) is the problem of minimizing the functional J[s,t](u)
over all u ∈ U[s,t](z, x). The value function of this control problem (the minimum energy) is
V1(s, t; z, x)
def
= inf
u∈U[s,t](z,x)
J[s,t](u). (13)
with the agreement that the infimum over the empty set is +∞. The following easy proposition,
straightforward consequence of (7), allows to reduce the number of variables.
Proposition 2.6. Under Assumption 2.1 we have
u(·) ∈ U[s,t](z, x) ⇐⇒ u(·+ t) ∈ U[s−t,0](0, x− e(t−s)Az)
⇐⇒ u(·+ s) ∈ U[0,t−s](0, x− e(t−s)Az).
(14)
and then
V1(s, t; z, x) = V1(s− t, 0; 0, x− e(t−s)Az) = V1(0, t− s; 0, x− e(t−s)Az).
From now on we will set, for simplicity of notation,
V (t, x) := V1(0, t; 0, x) = inf
u∈U[0,t](0,x)
J[0,t](u) ∀t ∈ ]0,+∞[ , ∀x ∈ X. (15)
Now we look at the set where V is finite: this is the reachable set in the interval [0, t], starting
from 0, defined as
R0[0,t] :=
{
x ∈ X : U[0,t](0, x) 6= ∅
}
. (16)
5
Defining the operator
Lt : L2(0, t;U)→ X, Ltu =
∫ t
0
e(t−τ)ABu(τ) dτ,
it is clear that
R0[0,t] := Lt
(
L2(0, t;U)
)
, (17)
hence the set where V is finite is R (Lt).
We now recall a fundamental, and well known, result, which establishes the relationship between
the family of operators {Qt, t ∈ [0,+∞]} and our minimum energy problem (see e.g. [27, Theorem
2.3, p.210]).
Theorem 2.7. Suppose that Assumption 2.1 holds and let x ∈ X.
(i) The set U[0,t](0, x) is nonempty if and only if x ∈ R(Q1/2t ). In particular we have
Lt
(
L2(0, t;U)
)
= R0[0,t] = R(Q1/2t ) ∀t ≥ 0 . (18)
(ii) If x ∈ R(Q1/2t ), there is exactly one minimizing strategy uˆt,x for the functional J[0,t] over
U[0,t](0, x), and moreover
V (t, x) = J[0,t](uˆt,x) =
1
2
‖Q−1/2t x‖2X , (19)
where, for t > 0, Q
−1/2
t : R(Q
1/2
t ) → [kerQ1/2t ]⊥ is the pseudoinverse of Q1/2t .
(iii) If x ∈ R(Qt) then V (t, x) = 12 〈Q−1t x, x〉X , where Q−1t : R(Qt) → [kerQt]⊥ is the pseudoin-
verse of Qt.
Since V is quadratic the HJB equation associated to our problem becomes a differential Riccati
Equation, namely (4). Our main aim is then to prove that the linear symmetric operator R
associated to V is a solution of such Riccati Equation and prove a kind of uniqueness result. We
will do this in Section 4.
Remark 2.8. It is possible to extend the above minimum energy problem to the case when
s = −∞ or when t = +∞. The energy functional becomes then an integral over a half line. In
the first case we have to take the initial datum z = 0 and, properly defining the mild solutions in
the left half-line (requiring that (7) is satisfied for all r ≥ s = −∞), we have to define the set of
control strategies as follows:
U[−∞,t](0, x) def=
{
u ∈ L2(−∞, t;U) : y(t;−∞, 0, u) = x} .
In the second case the problem is trivial. Indeed formally one should define
U[s,+∞](z, x) def=
{
u ∈ L2(s,+∞;U) : lim
t→+∞
y(t; s, z, u) = x
}
.
However it is easy to show that for every u ∈ L2(s,+∞;U) we have limt→+∞ y(t; s, z, u) = 0,
so that the class U[s,+∞](z, x) is empty unless x = 0; in this case the optimal control strategy is
clearly u ≡ 0.
In a subsequent paper we will study the infinite horizon problem when the starting time is −∞ and
the arrival time is 0: the value function of this problem is formally V1(−∞, 0; 0, x) = V (+∞, x).
Some results about it will be also given in the present paper. For simplicity we will use the notation
V∞(x) := V1(−∞, 0; 0, x).
In Proposition 4.8 we will prove that, under Assumption 2.1, we have
V∞(x) = lim
t→+∞
V (t, x) = inf
t>0
V (t, x).
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3 The Lyapunov equation
We want now to show that the function t→ Qt, from [0,+∞) to L(X), solves a suitable Lyapunov
equation. To this purpose we prove first the following lemma.
Lemma 3.1.
(i) If x ∈ D(A∗), then for every t ∈ [0,+∞] we have x ∈ D(AQt) and
AQtx = e
tABB∗etA
∗
x−BB∗x−QtA∗x ∀x ∈ D(A∗) ∀t ∈ [0,+∞[ , (20)
AQ∞x = −BB∗x−Q∞A∗x ∀x ∈ D(A∗). (21)
(ii) For every t ∈ [0,+∞] we have D(A∗) ⊆ D((AQt)∗) ⊆ D(AQt), they all are dense in X, and
(AQt)x = e
tABB∗etA
∗
x− (AQt)∗x−BB∗x ∀x ∈ D((AQt)∗) ∀t ∈ [0,+∞[ . (22)
(AQ∞)x = −(AQ∞)∗x−BB∗x ∀x ∈ D((AQ∞)∗). (23)
(iii) For every t ∈ ]0,+∞], if x ∈ Qt(D((AQt)∗)), then Ax ∈ [kerQt]⊥.
(iv) For every t ∈ ]0,+∞], Qt(D(A∗)) is dense in [kerQt]⊥. Hence if x ∈ D(A) ∩ [kerQt]⊥, then
Ax ∈ [kerQt]⊥.
Proof. (i) Let x ∈ D(A∗). Then we can write, integrating by parts:
Qtx =
∫ t
0
erABB∗erA
∗
x dr
= A−1
[
erABB∗erA
∗
x
]t
0
−A−1
∫ t
0
erABB∗erA
∗
A∗x dr
= A−1
[
etABB∗etA
∗
x−BB∗x−QtA∗x
]
,
and (i) follows.
(ii) The first inclusion follows from the very definition of the adjoint.
Next, if x ∈ D((AQt)∗) we can write for each y ∈ D(A∗), by (20),
|〈Qtx,A∗y〉X | = |〈x,QtA∗y〉X |
= |〈x,−AQty + etABB∗etA∗y −BB∗y〉X |
= |〈−(AQt)∗x+ etABB∗etA∗x−BB∗x, y〉X | ≤ ct‖y‖X ,
so that Qtx ∈ D(A), i.e. x ∈ D(AQt), and (22) holds. This proves the claim for t ∈ [0,+∞[. For
the case t = +∞ we argue in a similar way: let x ∈ D((AQ∞)∗); then for each y ∈ D(A∗), by (21)
we have,
|〈Q∞x,A∗y〉X | = |〈x,Q∞A∗y〉X |
= |〈x,−AQ∞y −BB∗y〉X |
= |〈−(AQ∞)∗x−BB∗x, y〉X | ≤ ct‖y‖X ,
so that Q∞x ∈ D(A), i.e. x ∈ D(AQ∞), and (23) holds.
(iii) By assumption we have x = Qtz with z ∈ D((AQt)∗). Let w ∈ kerQt. By Proposition C.1
and its proof we get B∗esA
∗
w = 0 for all s ∈ [0, t]. Moreover w belongs obviously to D(AQt) (with
AQtw = A 0 = 0). Hence we have by (22), when t < +∞
〈Ax,w〉X = 〈AQtz, w〉X = 〈B∗etA∗z,B∗etA∗w〉X − 〈B∗z,B∗w〉X − 〈z, AQ∞w〉X = 0.
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As a consequence, Ax ∈ [kerQ∞]⊥. Similarly, if t = +∞, we have for every w ∈ kerQ∞, by (23),
〈Ax,w〉X = 〈AQ∞z, w〉X = −〈B∗z,B∗w〉X − 〈z, AQ∞w〉X = 0,
and the claim follows.
(iv)We just consider the case t =∞, since the case 0 < t <∞ is quite similar. Fix x ∈ [kerQ∞]⊥.
As [kerQ∞]
⊥ = R(Q∞) there is a sequence of elements xn ∈ R(Q∞) such that xn → x. Hence
there exists {zn} ⊂ X such that Q∞zn → x in X . Since D(A∗) is dense in X , for each n ∈ N+ we
can find yn ∈ D(A∗) such that ‖yn − zn‖X < 1/n, so that Q∞yn → x in X , too.
For the last statement, observe first that, since D(A∗) ⊆ D((AQ∞)∗), then Q∞(D(A∗)) ⊆
Q∞(D((AQ∞)
∗)), so the latter is dense in [kerQ∞]
⊥, too. Hence, for x ∈ D(A) ∩ [kerQ∞]⊥,
let {zk}k∈N ⊂ D((AQ∞)∗) be a sequence such that Q∞zk → x in X as k →∞. Thus we can write
for w ∈ kerQ∞
〈Ax,w〉X = lim
k→∞
〈AQ∞zk, w〉X = lim
k→∞
〈−(AQ∞)∗zk −BB∗zk, w〉X
= lim
k→∞
−〈zk, AQ∞w〉X − 〈B∗zk, B∗w〉X = lim
k→∞
0 = 0.
Definition 3.2. A map Q(·) : [0,+∞)→ L(X) is a solution of the differential Lyapunov equation{
Q′(t) = AQ(t) +Q(t)A∗ +BB∗, t > 0,
Q(0) = 0,
(24)
if:
• for each t ≥ 0 the operator Q(t) is positive and selfadjoint and Q(0) = 0;
• for each t ≥ 0 and x ∈ D(A∗) we have Qtx ∈ D(A);
• for each x ∈ D(A∗) the map t→ Q(t)x is differentiable and
d
dt
Qtx = AQtx+QtA
∗x+BB∗x ∀t > 0.
Similarly an operator Q ∈ L(X) is a solution of the algebraic Lyapunov equation
AQ+QA∗ +BB∗ = 0 (25)
if:
• Q is positive and selfadjoint;
• for each x ∈ D(A∗) we have Qx ∈ D(A);
• for each x ∈ D(A∗)
AQx+QA∗x+BB∗x = 0.
Proposition 3.3. The operator Qt defined by (8) is a solution of the differential Lyapunov equation
(24). Similarly the operator Q∞ solves the algebraic Lyapunov equation (25).
Moreover, for all t ≥ 0, let Q(t) be positive and selfadjoint, and such that it solves the Lyapunov
equation (24) in weak sense, i.e. Q(0) = 0, the map t 7→ 〈Q(t)x, y〉X is differentiable for every
x, y ∈ D(A∗) and
d
dt
〈Q(t)x, y〉X = 〈Q(t)x,A∗y〉X + 〈A∗x,Q(t)y〉X + 〈B∗x,B∗y〉U ∀t > 0.
Then Q(t) = Qt for all t ≥ 0.
Similarly let Q be positive and selfadjoint, and such that it solves the Lyapunov equation (25) in
weak sense, i.e. for all x, y ∈ D(A∗)
〈Qx,A∗y〉X + 〈A∗x,Qy〉X + 〈B∗x,B∗y〉U = 0.
Then Q = Q∞.
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Proof. We give the proof for the reader’s convenience since we did not find it in the literature.
Indeed, in [11, Theorem 5.1.3], in [2, part II, Chapter 1, Theorem 2.4] and in [14, Appendix D] only
the algebraic Riccati equation is considered, and it is shown that it has a positive operator-valued
solution if and only if the semigroup generated by A is exponentially stable.
Consider first the differential Lyapunov equation (24). By the definition of Qt we obviously have
d
dt
Qtx = e
tABB∗etA
∗
x ∀x ∈ X.
Then the existence result follows from Lemma 3.1-(i).
Concerning uniqueness, we observe that, if Q1(t) and Q2(t) are two functions with values in the
space of bounded, selfadjoint, positive operators, and they both solve (24) in weak sense, then the
difference Q(t) := Q1(t)−Q2(t) satisfies the homogeneous equation
d
dt
〈Q(t)x, y〉X = 〈Q(t)x,A∗y〉X + 〈A∗x,Q(t)y〉X ∀t > 0,
with Q(0) = 0. Now take any x ∈ D(A∗) and t0 > 0 and observe that, by simple computations,
d
dt
〈Q(t)e(t0−t)A∗x, e(t0−t)A∗x〉X = 0,
so that it must be
〈Q(t0)x, x〉X = 〈Q(0)et0A∗x, et0A∗x〉X = 0.
Since Q(t0) is selfadjoint, we can use polarization to get Q(t0) = 0 for every t0 > 0 and so the
claim.
Now we look at the algebraic Lyapunov equation (25). From (21) it follows that Q∞ solves (25).
To show uniqueness, similarly for the case of the differential Lyapunov equation, we observe that,
if Q1 and Q2 are two bounded, selfadjoint, positive operators which solve (25) in weak sense, then
the difference Q := Q1 −Q2 satisfies the homogeneous equation
〈Qx,A∗y〉X + 〈A∗x,Qy〉X = 0.
Hence, for any x ∈ D(A∗) as before we deduce
d
dt
〈QetA∗x, etA∗x〉X = 0,
so that it must be, since A is of negative type,
〈Qx, x〉X = lim
t→+∞
〈QetA∗x, etA∗x〉X = 0.
As above, since Q is selfadjoint, we use polarization getting Q = 0 and so Q1 = Q2.
Remark 3.4. If A is selfadjoint and commutes with BB∗, then, by Proposition C.1-(v), it also
commutes with Qt, t ∈ [0,+∞]. Moreover, by the Lyapunov equation (24) we have, for all
x ∈ D(A),
d
dt
Qtx = 2AQtx+BB
∗x
and, by (25), we have, for all x ∈ D(A),
2AQ∞x = −BB∗x.
Indeed, this last equality holds for all x ∈ X , as it follows from (58). Finally, from the last one we
easily get, for all y ∈ R(Q∞) ⊆ D(A), taking x = Q−1∞ y,
2Ay = −BB∗Q−1∞ y.
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4 The Riccati equation
From Theorem 2.7 above we know that the value function V (t, ·) is finite only in the set R(Q1/2t )
and is given by V (t, x) = 12‖Q
−1/2
t x‖2X . Moreover for points x ∈ R(Qt) we can write V (t, x) =
1
2 〈Q−1t x, x〉X . So V is a quadratic form on X , defined however only for x ∈ R(Q1/2t ); thus we
expect that the associated operator Q−1t solves
4 our Riccati equation (4), which we rewrite here
for the reader’s convenience:
d
dt
〈R(t)x, y〉X = −〈Ax,R(t)y〉X − 〈R(t)x,Ay〉X − 〈B∗R(t)x,B∗R(t)y〉U , t > 0, (26)
for every x, y ∈ D(A) ∩ D(R(t)), with the initial condition R(0+) = +∞. This is indeed the
case, as we will prove later (see Theorem 4.12 below). Note that the initial condition has to be
properly interpreted and that we cannot expect uniqueness of the RE without any initial condition
as, obviously, R ≡ 0 is a solution.
Equation (26) is hard for several reasons: the infinite initial condition (arising also in [24]), the
negative sign of the linear part (which does not arise in [24]) and the unboundedness of the
expected solution (which is also not present in [24]). Indeed the difference due to the negative
sign is substantial: even in the simplest diagonal case (see Subsection 5.2) there is no semigroup
associated to the linear part of (26) on the whole space X , so that the equation cannot be rewritten
in mild form as usual (see e.g [27, Theorem 4.1, p. 234]).
Note that, if we change the sign of the linear part, then we are exactly in the case treated by
[24], and the solution, when the null controllability Assumption 2.4 holds, just coincides with the
operator-valued function on X given, formally, by etA
∗
Q−1t e
tA.
Remark 4.1. We observe that performing a time inversion in the state equation, or in the RE,
does not change the difficulty of the problem, which lies in the fact that the equation is forward
and the linear part is negative. Of course this is not true if A generates not just a C0-semigroup
but a C0-group (this includes the case of bounded A). We do not want to assume this, since our
examples, in particular the diagonal one (which arises in our motivating application to physics, see
[6] and Subsection 5.2) does not possess such property.
4.1 The space H and its properties
In order to study equation (26) it will be useful to rewrite it in a different form and in a different
space, which we call H : under the null controllability assumption (Assumption 2.4) it is the
reachable set of the control system (5), hence the set where the value function V of (15) is well
defined. Then we define
H = R(Q1/2∞ ). (27)
Of course it holds
H ⊆ R(Q1/2∞ ) = [kerQ1/2∞ ]⊥ = [kerQ∞]⊥.
The inclusion is in general proper. Define in H the inner product
〈x, y〉H = 〈Q−1/2∞ x,Q−1/2∞ y〉X ∀x, y ∈ H. (28)
We provide now some useful results on the spaceH which will form the ground for our main results.
We divide them in six Lemmas, whose proofs are collected in Appendix D. The first three concern
the structure of the space H and the behaviour in H of the operators Qt.
Lemma 4.2.
(i) The space H introduced in (27), endowed with the inner product (28), is a Hilbert space
continuously embedded into X.
4See Definition 4.10 for the formal definition of solution.
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(ii) The space R(Q∞) is dense in H.
(iii) The operator Q
−1/2
∞ is an isometric isomorphism from H to [kerQ
1/2
∞ ]⊥, and in particular
‖Q−1/2∞ x‖X = ‖x‖H ∀x ∈ H. (29)
(iv) We have
‖Q1/2∞ ‖L(X) = ‖Q1/2∞ ‖L(H).
(v) For every F ∈ L(X) such that R(F ) ⊆ H we have Q−1/2∞ F ∈ L(X), so that F ∈ L(X,H).
Lemma 4.3. For 0 < t ≤ ∞ let Qt be the operator defined by (8). Then, if t ∈ [T0,+∞] the space
Qt(D(A
∗)) is dense in H. In particular D(A) ∩H is dense in H. Finally, if x ∈ D(A) ∩H then
Ax ∈ [kerQ∞]⊥.
Lemma 4.4. For 0 < t ≤ ∞ let Qt be the operator defined by (8). Then
(i) 〈z,Q−1/2t w〉X = 〈Q−1/2t z, w〉X for all z, w ∈ R(Q1/2t );
(ii) 〈Q1/2∞ x, y〉H = 〈x,Q1/2∞ y〉H for all x, y ∈ H;
(iii) 〈Q∞x, y〉H = 〈x,Q∞y〉H for all x, y ∈ H.
Suppose now that Assumption 2.4 holds. The next two lemmas deal with the operators Q
1/2
t Q
−1/2
∞
and Q
−1/2
t Q
1/2
∞ . By Proposition C.2, we have
H = R(Q1/2∞ ) = R(Q
1/2
t ) ∀t ≥ T0,
so that Q
1/2
t Q
−1/2
∞ is well defined from H into H .
Lemma 4.5. Under Assumption 2.4, for fixed t ≥ T0 the operator Q1/2t Q−1/2∞ : H → H is an
isomorphism, with inverse Q
1/2
∞ Q
−1/2
t . Similarly for fixed t ≥ T0 the operator Q−1/2t Q1/2∞ : H → H
is an isomorphism, with inverse Q
−1/2
∞ Q
1/2
t .
Similarly, we have:
Lemma 4.6. Under Assumption 2.4, for fixed t ≥ T0 the operator Q−1/2t Q1/2∞ : X → X is an
isomorphism on the closed subspace [kerQ∞]
⊥ = R(Q
1/2
∞ ) = [kerQ
1/2
∞ ]⊥, with
[Q−1/2∞ Q
1/2
t ]Q
−1/2
t Q
1/2
∞ x = P[kerQ∞]⊥x ∀x ∈ X.
The last lemma describes the adjoint in H of an operator L ∈ L([kerQ∞]⊥) ∩ L(H).
Lemma 4.7. Let L ∈ L([kerQ∞]⊥) ∩ L(H). Then
〈Lx, y〉H = 〈x,Q∞L∗Q−1∞ y〉H ∀x ∈ H, ∀y ∈ R(Q∞),
where L∗ ∈ L([kerQ∞]⊥) is the adjoint of the operator L in [kerQ∞]⊥.
To avoid confusion, for any L ∈ L(H) we will denote by L∗H the adjoint of L in H , i.e. L∗H =
Q∞L
∗Q−1∞ . Moreover, for a subspace V of H we will write V
∗H for the topological dual of V when
H is identified with its dual.
We remark that, under Assumption 2.4, if y ∈ R(Q∞) = Q1/2∞ (H) we have Q−1/2∞ y ∈ H and, by
Lemma 4.5, Q
1/2
∞ Q
−1/2
t Q
−1/2
∞ y ∈ H . Thus Q∞Q−1/2t Q−1/2∞ y ∈ Q1/2∞ (H) = R(Q∞). Consequently,
under Assumption 2.4 we may write, by Lemma 4.7,
[Q1/2∞ Q
−1/2
t ]
∗Hy = Q∞[Q
1/2
∞ Q
−1/2
t ]
∗Q−1∞ y = Q∞Q
−1/2
t Q
−1/2
∞ y ∀y ∈ R(Q∞). (30)
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4.2 Properties of the value function
We now state the main properties of the value function V (t, x) defined by (15). The proofs are in
Appendix D.
Proposition 4.8. The value function V given by (15) has the following properties:
(i) For every t0 > 0 and x ∈ R(Q1/2t0 ), the function V (·, x) is decreasing in ]t0,+∞[ .
(ii) For every t > 0 the function V (t, ·) is quadratic with respect to x ∈ R(Q1/2t ), i.e. there exists
a linear positive selfadjoint operator
PV (t) : R(Q
1/2
t ) ⊆ H → [R(Q1/2t )]∗H ⊇ H
such that
V (t, x) =
1
2
〈PV (t)x, x〉[R(Q1/2t )]∗H ,R(Q1/2t ) ∀t > 0, ∀x ∈ R(Q
1/2
t ); (31)
moreover we have
PV (t) = [Q
1/2
∞ Q
−1/2
t ]
∗HQ1/2∞ Q
−1/2
t ∀t > 0. (32)
(iii) Assume now that Assumption 2.4 holds. Then:
(a) the operator PV (t) belongs to L(H) and
V (t, x) =
1
2
〈PV (t)x, x〉H ∀t ≥ T0, ∀x ∈ H ; (33)
in particular,
PV (t)x = Q∞Q
−1
t x ∀x ∈ R(Qt), ∀t ≥ T0. (34)
In addition
‖PV (τ)‖L(H) ≤ ‖PV (t)‖L(H) ≤ ‖PV (T0)‖L(H) <∞ ∀τ ≥ t ≥ T0. (35)
(b) The map (t, x) 7→ V (t, x) from [T0,+∞[×H to R is continuous, uniformly on
[T0,+∞[×BH(0, R) for every R > 0; moreover the map t 7→ PV (t) from [T0,+∞[
to L(H) is continuous.
(c) Finally, we have
lim
t→∞
V (t, x) =
1
2
‖x‖2H ∀x ∈ H. (36)
Remark 4.9. The equations (32) and (34) show that the operator Q∞Q
−1
t , defined on R(Qt),
has in fact an extension to all of H , given by [Q
1/2
∞ Q
−1/2
t ]
∗HQ
1/2
∞ Q
−1/2
t , i.e. P (t).
4.3 The value function solves the Riccati equation
We want now to show that the operator PV (t), given by (32) or (34), satisfies for t ≥ T0 the Riccati
equation (26). To do this we first rewrite it in the space H . The unknown is now, for all t ∈ [0, T ],
an operator P (t) ∈ L(H) which is, formally, Q∞R(t) where R is the unknown of (26), while the
equation is
d
dt
〈P (t)x, y〉H = −〈Ax,Q−1∞ P (t)y〉X − 〈Q−1∞ P (t)x,Ay〉X − 〈B∗Q−1∞ P (t)x,B∗Q−1∞ P (t)y〉U . (37)
Note that the term in the left-hand side is written using the inner product of the space H while
the first two in the right-hand side are written with the inner product in X : they could be written
in H , too, but at the price of requiring more regularity on the points x, y (since Ax,Ay in this case
should belong to H).
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Definition 4.10. Let 0 < t0 < +∞.
(i) An operator-valued function P : [t0,+∞[→ L+(H) is a solution of the Riccati equation (37)
if it is strongly continuous and for all t ≥ t0 there is a set DP (t) ⊂ H, dense in H, such
that for every x, y ∈ DP (t) there exists
〈
d
dtP (t)x, y
〉
H
, all terms of (37) make sense and the
equation holds.
(ii) A function R, defined on [t0,+∞[ with values in the set of closed, densely defined, unbounded,
positive operators in X, is a solution of the Riccati equation (26) if for all t ≥ t0 there is a set
DR(t) ⊂ X, dense in [kerQ∞]⊥, such that for every x, y ∈ DR(t) there exists
〈
d
dtR(t)x, y
〉
X
,
all terms of (26) make sense and the equation holds.
Remark 4.11. (i) In the above definition the domain DP (t) varies with time, since its natural
choice (see the next theorem) is D(A) ∩ R(Qt) which may change with time. Similarly for the
domain DR(t). Moreover DR(t) is assumed to be dense in [kerQ∞]
⊥ and not in X , since its
natural choice (see the next theorem) is R(Qt) which is indeed dense in [kerQ∞]
⊥ and not in X ,
in general.
(ii) Note that we wrote equation (37) without the initial condition: the reason is that we are
interested to study all solutions of such equation, also in view of the study of the infinite horizon
case, where the initial condition disappears. Clearly, looking at our original minimum energy
problem (see Theorem 2.7-(iii)), the natural condition for (37) (respectively (26)) is P (0+) = +∞
(respectively R(0+) = +∞); this condition, more precisely, reads as
lim
t→0+
〈P (t)x, x〉H = +∞ ∀x ∈
⋂
0<t≤δ
DP (t),
for seme δ > 0 (and similarly for R(t)).
We present now the following existence result.
Theorem 4.12. Suppose that Assumptions 2.1 and 2.4 hold. Then the operator PV (t) given by
(32) is a solution of (37) on [T0,+∞[ , with the set DPV (t) given by D(A) ∩R(Qt) for all t ≥ T0.
Moreover the operator RV (t) = Q
−1
t is a solution of (26) on [T0,+∞[ , with the set DRV (t) given
by D(A) ∩R(Qt) for all t ≥ T0.
Proof. Fix t ≥ T0 and x ∈ R(Qt); then PV (t)x ∈ R(Q∞) since, using (34), PV (t)x = Q∞Q−1t x for
all x ∈ R(Qt). Moreover from the definition of Qt and Assumption 2.4 it follows that [kerQt]⊥ is
constant in t for t ≥ T0, so that Q−1s Qs reduces to the identity on [kerQt]⊥ for s and t greater
than T0. Hence for h 6= 0 sufficiently small we can write for x, y ∈ R(Qt)
〈
PV (t+ h)− PV (t)
h
x, y
〉
H
=
〈
PV (t+ h)−Q∞Q−1t+hQt+hQ−1t
h
x, y
〉
H
=
〈
PV (t+ h)[I −Qt+hQ−1t ]
h
x, y
〉
H
=
〈
PV (t+ h)
[Qt −Qt+h]
h
Q−1t x, y
〉
H
=
〈
Q−1/2∞
[Qt −Qt+h]
h
Q−1t x,Q
−1/2
∞ PV (t+ h)y
〉
X
.
Now we easily deduce, since Q
−1/2
∞ etA ∈ L(X) by Assumption 2.4,
Q−1/2∞
[Qt −Qt+h]
h
Q−1t x = −
1
h
∫ t+h
t
Q−1/2∞ e
sABB∗esA
∗
Q−1t xds
→ −Q−1/2∞ etABB∗etA
∗
Q−1t x in X as h→ 0+,
13
so that, since t 7→ Q−1/2∞ PV (t)y is continuous by Proposition 4.8 (iii)(b), we readily obtain
lim
h→0
〈
PV (t+ h)− PV (t)
h
x, y
〉
H
= −〈Q−1/2∞ etABB∗etA
∗
Q−1t x,Q
−1/2
∞ PV (t)y〉X
= −〈PV (t)etABB∗etA∗Q−1t x, y〉H .
This shows that
∃ d
dt
〈PV (t)x, y〉H = −〈etABB∗etA
∗
Q−1t x, PV (t)y〉H ∀x, y ∈ R(Qt), ∀t ∈ [T0,∞[ . (38)
Finally, using Proposition 3.3, for all x, y ∈ R(Qt) ∩D(A) we can compute for every t ∈ [T0,∞[ :
d
dt
〈PV (t)x, y〉H = −〈Q−1/2∞ etABB∗etA
∗
Q−1t x,Q
−1/2
∞ PV (t)y〉X
= −〈Q−1/2∞ etABB∗etA
∗
Q−1t x,Q
−1/2
∞ [Q∞Q
−1
t ]y〉X
= −〈[AQt + (AQt)∗ +BB∗]Q−1t x,Q−1t y〉X
= −〈Ax,Q−1t y〉X − 〈Q−1t x,Ay〉X − 〈B∗Q−1t x,B∗Q−1t y〉U
= −〈Ax,Q−1∞ PV (t)y〉X − 〈Q−1∞ PV (t)x,Ay〉X − 〈B∗Q−1∞ PV (t)x,B∗Q−1∞ PV (t)y〉U .
This completes the proof of the first statement. The proof of the second one is completely similar
and we omit it.
4.4 A partial uniqueness result
We are not able to prove a satisfactory uniqueness result; here is our statement which establishes
uniqueness in a restricted class of solutions.
Theorem 4.13. Suppose that Assumptions 2.1 and 2.4 hold. Let PV (t) be defined by (32). Let
S(t) be an operator defined in [T0,+∞[ , with the following properties:
(i) S(t) ∈ L(H), S(t) = S(t)∗H , ∃S(t)−1 ∈ L(H) and the maps t 7→ S(t), t 7→ S(t)−1 are strongly
continuous;
(ii) S(t)−1(Q∞(D(A
∗)) ⊆ D(A) for every t ∈ [T0,∞[ ;
(iii) for every x ∈ S(t)−1(Q∞(D(A∗))) and t ≥ T0 the map
h 7→ 1
h
(S(t+ h)S(t)−1 − I)x
is bounded in a neighborhood of 0;
(iv) for every x, y ∈ S(t)−1(R(Q∞)) ∩D(A) the following equation holds:
d
dt
〈S(t)x, y〉H = −〈Ax,Q−1∞ S(t)y〉X − 〈Q−1∞ S(t)x,Ay〉X − 〈B∗Q−1∞ S(t)x,B∗Q−1∞ S(t)y〉U ;
(v) there exists t0 ≥ T0 such that S(t0) = PV (t0).
Then S(t) ≡ PV (t) in [T0,∞[ .
Proof. For fixed t ≥ T0, the above equation holds in particular for every x, y ∈ S(t)−1(Q∞(D(A∗))).
Set now ξ = S(t)x, η = S(t)y: then we have ξ, η ∈ Q∞(D(A∗)) and, replacing x and y into (iii)
above, we get[
d
dτ
〈S(τ)S(t)−1ξ, S(t)−1η〉H
]
τ=t
= −〈AS(t)−1ξ,Q−1∞ η〉X − 〈Q−1∞ ξ, AS(t)−1η〉X − 〈B∗Q−1∞ ξ, B∗Q−1∞ η〉U .
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Now we want to compute, whenever possible, ddt
〈
S(t)−1ξ, η
〉
H
. We have〈
S(t+ h)−1 − S(t)−1
h
ξ, η
〉
H
=
〈
S(t+ h)−1
[
S(t+ h)− S(t)
h
]
S(t)−1ξ, η
〉
H
=
〈[
S(t+ h)− S(t)
h
]
S(t)−1ξ, [S(t+ h)−1 − S(t)−1]η
〉
H
+
〈[
S(t+ h)− S(t)
h
]
S(t)−1ξ, S(t)−1η
〉
H
.
The second term clearly converges to[
d
dτ
〈S(τ)S(t)−1ξ, S(t)−1η〉H
]
τ=t
,
whereas the first term goes to 0: indeed its first factor is bounded by assumption (iii), while the
second one goes to 0 in view of the strong continuity of assumption (i). Hence we have
d
dt
〈
S(t)−1ξ, η
〉
H
= −〈AS(t)−1ξ,Q−1∞ η〉X − 〈Q−1∞ ξ, AS(t)−1η〉X − 〈B∗Q−1∞ ξ, B∗Q−1∞ η〉U .
Now set u1 = Q
−1
∞ ξ, v1 = Q
−1
∞ η: by definition of pseudoinverses, we have u1, v1 ∈ [kerQ∞]⊥ and,
since ξ, η ∈ Q∞(D(A∗)) there exist u0, v0 ∈ kerQ∞ such that u := u1 + u0, v := v1 + v0 belong to
D(A∗) and, of course, Q∞u = ξ and Q∞v = η. The above equation then becomes
d
dt
〈S(t)−1Q∞u,Q∞v〉H = 〈AS(t)−1Q∞u, v1〉X + 〈u1, AS(t)−1Q∞v〉X + 〈B∗u1, B∗v1〉U .
Observe now that, by Proposition C.1-(ii), we have B∗u0 = B
∗v0 = 0. In addition, using assump-
tion (ii) and the fact that H ⊆ [kerQ∞)]⊥, we get S(t)−1Q∞u = S(t)−1ξ ∈ S(t)−1(Q∞(D(A∗))) ⊂
D(A)∩ [kerQ∞)]⊥, so that, by Lemma 3.1-(iv), AS(t)−1Q∞u ∈ [kerQ∞)]⊥. Hence we may write,
for all u, v ∈ D(A∗),
d
dt
〈S(t)−1Q∞u,Q∞v〉H = 〈AS(t)−1Q∞u, v〉X + 〈u,AS(t)−1Q∞v〉X + 〈B∗u,B∗v〉U ,
i.e.
d
dt
〈S(t)−1Q∞u, v〉X = 〈S(t)−1Q∞u,A∗v〉X+ 〈A∗u, S(t)−1Q∞v〉X+ 〈B∗u,B∗v〉U , ∀u, v ∈ D(A∗).
This proves that S(t)−1Q∞ solves the Lyapunov differential equation (24) in weak sense. Note
that S(t)−1Q∞ ∈ L(X), since, using also Lemma 4.2-(iv),
‖S(t)−1Q∞x‖X = ‖Q1/2∞ S(t)−1Q∞x‖H ≤ ‖Q1/2∞ ‖L(X)‖S(t)−1‖L(H)‖Q∞x‖H
≤ ‖Q1/2∞ ‖2L(X)‖S(t)−1‖L(H)‖x‖X ,
and it is selfadjoint, too, in view of
〈S(t)−1Q∞x, y〉X = 〈S(t)−1Q∞x,Q∞y〉H = 〈Q∞x, S(t)−1Q∞y〉H = 〈x, S(t)−1Q∞y〉X ∀x, y ∈ X.
Now we recall that by (34) it follows that PV (t0)
−1x = Qt0Q
−1
∞ x for every x ∈ R(Q∞); then from
the assumption S(t0) = PV (t0) we deduce
S(t0)
−1Q∞z = PV (t0)
−1Q∞z = Qt0z ∀z ∈ X.
Hence the operators S(t)−1Q∞ and Qt solve the Lyapunov equation and coincide for t = t0: thus
they must coincide in [T0,∞[:
S(t)−1Q∞ = Qt ∀t ≥ T0.
Thus for x ∈ R(Q∞), i.e. x = Q∞z with z ∈ [kerQ∞]⊥, we may write
S(t)−1x = S(t)−1Q∞z = Qtz = QtQ
−1
∞ x = PV (t)
−1x.
By density, we get S(t)−1x = PV (t)
−1x for every x ∈ H , and finally S(t)z ≡ PV (t)z for every
z ∈ H .
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4.5 The selfadjoint commuting case
We consider now the case where A is selfadjoint and commutes with BB∗. As a consequence, A
commutes with Q∞ and is selfadjoint in H , too. More specifically, from Proposition C.1-(v) we
know that BB∗Q−1∞ = −2A; hence in (37) the term
− 〈B∗Q−1∞ P (t)x,B∗Q−1∞ P (t)y〉U = − 〈BB∗Q−1∞ P (t)x,Q−1∞ P (t)y〉X
can be simply rewritten as 2
〈
AP (t)x,Q−1∞ P (t)y
〉
X
; if in addition AP (t)x ∈ H , it just be-
comes 〈AP (t)x, P (t)y〉H . Similarly, if Ax,Ay ∈ H , in (37) the terms
〈
Ax,Q−1∞ P (t)y
〉
X
and〈
Q−1∞ P (t)x,Ay
〉
X
can be rewritten as 〈Ax, P (t)y〉H and 〈P (t)x,Ay〉H . Hence, in this case, we can
rewrite (37) as
d
dt
〈P (t)x, y〉H = −〈Ax, P (t)y〉H − 〈P (t)x,Ay〉H + 2 〈AP (t)x, P (t)y〉H . (39)
which makes sense for x, y ∈ DP (t), where
DP (t) := {z ∈ D(A) : Az ∈ H, P (t)z ∈ D(A), AP (t)z ∈ H} .
We give now some statements about the solutions to this equation. The first one (Theorem 4.14)
is an existence result under the null controllability assumption. The subsequent ones (Theorems
4.15 and 4.16) are uniqueness-type results and do not need null controllability.
Theorem 4.14. Suppose that Assumptions 2.1 and 2.4 hold. Assume that A is selfadjoint in X and
commutes with BB∗; let K ∈ L(H) be selfadjoint in H, non-negative, such that AKA−1 ∈ L(H).
Let moreover T1 ≥ T0 be such that (I−etAKetA) is invertible for each t > T1. Then (I−etAKetA)−1
solves (39) in ]T1,∞[ .
Proof. It is clear that T1 exists, since e
tA is of negative type. Consider the set
D = {z ∈ D(A) ∩H : Az ∈ H};
it is dense in H , since it contains Q∞(D(A)), which is dense in H by Lemma 4.3: indeed, if
x ∈ Q∞(D(A)), then x = Q∞z with z ∈ D(A), so that Ax = AQ∞z = Q∞Az ∈ H . Then, setting
P (t) = (I − etAKetA)−1, we can write for x, y ∈ D and t > T1
d
dt
〈P (t)x, y〉H = d
dt
〈(I − etAKetA)−1x, y〉H
= −〈(I − etAKetA)−1(−AetAKetA − etAKAetA)(I − etAKetA)−1x, y〉H
= −〈(I − etAKetA)−1(−AetAKetA +A− etAKetAA+A− 2A)(I − etAKetA)−1x, y〉H
= −〈(I − etAKetA)−1(−A(etAKetA − I)− (etAKetA − I)A− 2A)(I − etAKetA)−1x, y〉H
= −〈(I − etAKetA)−1Ax, y〉H − 〈A(I − etAKetA)−1x, y〉H
+〈2A(I − etAKetA)−1x, (I − etAKetA)−1y〉H
= −〈Ax, P (t)y〉H − 〈P (t)x,Ay〉H + 〈2AP (t)x, P (t)y〉H .
This shows that P solves (39) with DP (t) = D for every t > T1. Note that
P (t) = (I − e(t−T1)ALe(t−T1)A)−1, L = eT1AKeT1A = I − P (T1)−1.
The second statement is a uniqueness result.
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Theorem 4.15. Suppose that Assumption 2.1 holds. Assume that A is selfadjoint in X and
commutes with BB∗. Let moreover S : [T ∗,∞[→ L(H) be a strongly continuous, selfadjoint, non-
negative operator, such that:
(i) S(t) is invertible for t ≥ T ∗ and S(T ∗) = S∗;
(ii) S(t) solves (39) in ]T ∗,∞[ .
Then S(t) = (I − e(t−T∗)ALe(t−T∗)A)−1 for every t ≥ T ∗, where L = I − (S∗)−1.
Proof. Set again D = {z ∈ D(A) ∩H : Az ∈ H} and define
U(t) := S(t)−1, t ≥ T ∗.
Obviously, U(T ∗) = (S∗)−1. Moreover, for every t > T ∗ and x, y in the set S(t)(DS(t)), which is
dense in H , we have by (ii)
d
dt
〈U(t)x, y〉H = −
[
d
dt
〈S(t)ξ, η〉H
]
ξ=U(t)x, η=U(t)y
= 〈Aξ, S(t)η〉H + 〈S(t)ξ, Aη〉H − 2〈AS(t)ξ, S(t)η〉H
= 〈AU(t)x, y〉H + 〈x,AU(t)y〉H − 2〈Ax, y〉H
= 〈U(t)x,Ay〉H + 〈Ax,U(t)y〉H − 2〈Ax, y〉H .
This is a linear equation, governed by the semigroup P 7→ etAPetA: by the variation of constants
formula we have for each x, y ∈ S(t)(DS(t))
U(t)x = e(t−T
∗)AU(T ∗)e(t−T
∗)Ax− 2
∫ t
T∗
e(t−s)AAe(t−s)Ax ds
= e(t−T
∗)A(1− L)e(t−T∗)Ax+
∫ t
T∗
d
ds
e2(t−s)Ax ds
= e(t−T
∗)A(1− L)e(t−T∗)Ax− e2(t−T∗)Ax+ x = (I − e(t−T∗)ALe(t−T∗)A)x.
By density this shows that
S(t)−1 = U(t) = I − e(t−T∗)ALe(t−T∗)A,
which is our claim.
In the next result we look at non-invertible solutions obtained through projections.
Theorem 4.16. Suppose that Assumption 2.1 holds. Assume that A is selfadjoint in X and
commutes with BB∗; let S : [T ∗,∞[→ L(H) be a strongly continuous, selfadjoint, non-negative
operator, which solves (39) in ]T ∗,∞[ . Let moreover P ∈ L(H) be an orthogonal projection, such
that AP = PA and S(t)P (D(A) ∩H) ⊆ D(A) for every t > T ∗.
Then PS(t)P solves (39) in ]T ∗,∞[ if and only if S(t)P (D(A) ∩H) ⊆ R(P ) for every t > T ∗.
Proof. We start by observing that the existence of a projection P in H such that AP = PA
implies that A maps D(A)∩H into H : indeed if z ∈ D(A)∩H we have Az = APz+A(I −P )z =
PAz + (I − P )Az and both the terms of the last member belong to H .
Suppose that
AP = PA, S(t)P (D(A)) ⊆ D(A) ∩R(P ). (40)
As S(t) solves (39), we have for x, y ∈ DS(t)
d
dt
〈S(t)x, y〉H = −〈Ax, S(t)y〉H − 〈S(t)x,Ay〉H + 2〈AS(t)x, S(t)y〉H , (41)
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where, as we know,
DS(t) := {z ∈ D(A) ∩H : Az ∈ H, S(t)z ∈ D(A), AS(t)z ∈ H}.
Now, if z ∈ D (i.e z ∈ D(A) ∩H and Az ∈ H) then, by (40), Pz ∈ D(A) with APz = PAz ∈ H ,
and in addition S(t)Pz ∈ R(P ) ∩D(A), so that AS(t)Pz = APS(t)Pz = PAS(t)Pz ∈ H . Thus
Pz ∈ DS(t) for each t > T ∗ and z ∈ D. Hence, setting
DPSP (t) = D ∀t > T ∗,
and replacing in (41) x, y by Px, Py, we have for every x, y ∈ DPSP (t) and t > T ∗
d
dt
〈S(t)Px, Py〉H = −〈APx, S(t)Py〉H − 〈S(t)Px,APy〉H + 2〈AS(t)Px, S(t)Py〉H ,
i.e.
d
dt
〈PS(t)Px, y〉H = −〈Ax, PS(t)Py〉H − 〈PS(t)Px,Ay〉H + 2〈AS(t)Px, S(t)Py〉H .
Now we remark that S(t)Px = PS(t)Px and S(t)Py = PS(t)Py; hence we obtain, for every
x, y ∈ DPSP (t) and t > T ∗,
d
dt
〈PS(t)Px, y〉H = −〈Ax, PS(t)Py〉H − 〈PS(t)Px,Ay〉H + 2〈APS(t)Px, PS(t)Py〉H .
This shows that PS(t)P solves (39) in ]T ∗,∞[ .
Suppose conversely that P ∈ L(H) is an orthogonal projection, such that AP = PA, S(t)P (D(A)∩
H) ⊆ D(A) for every t > T ∗ and PS(t)P solves (39) in ]T ∗,∞[ . Assume by contradiction that for
some t > T ∗ there exists v ∈ S(t)P (D(A)∩H)\R(P ): we can write v = S(t)Pz with z ∈ D(A)∩H .
Then w = (I − P )S(t)Pz belongs to D(A) ∩R(P )⊥, w 6= 0 and Aw = (I − P )AS(t)Pz ∈ R(P )⊥.
As DPSP (t) is dense in H , there exists {zn} ⊂ DPSP (t) such that zn → z in H ; then wn =
(I − P )S(t)Pzn → w in H and consequently wn 6= 0 for sufficiently large n.
Now by assumption we have for every x, y ∈ DPSP (t)
d
dt
〈PS(t)Px, y〉H + 〈Ax, S(t)y〉H + 〈PS(t)Px,Ay〉H − 2〈APS(t)Px, PS(t)Py〉H = 0,
whereas for every x, y ∈ DS(t) it holds
d
dt
〈S(t)x, y〉H + 〈Ax, S(t)y〉H + 〈S(t)x,Ay〉H − 2〈APS(t)Px, PS(t)Py〉H = 0.
We may choose x = y = zn in the first equation and x = y = Pzn in the second one: indeed,
as zn ∈ DPSP (t), we have Pzn ∈ D(A) ∩ H and APzn = PAzn ∈ H ; hence S(t)Pzn ∈ D(A)
and consequently, as remarked at the beginning of the proof, AS(t)Pzn ∈ H : this shows that
Pzn ∈ DS(t). Thus we get
d
dt
〈PS(t)Pzn, zn〉H + 〈Azn, PS(t)Pzn〉H + 〈PS(t)Pzn, Azn〉H − 2〈APS(t)Pzn, PS(t)Pzn〉H = 0
and
d
dt
〈S(t)Pzn, P zn〉H + 〈APzn, S(t)Pzn〉H + 〈S(t)Pzn, APzn〉H − 2〈AS(t)P 2zn, S(t)P 2zn〉H = 0.
The second equation can be rewritten as
d
dt
〈PS(t)Pzn, zn〉H + 〈Azn, PS(t)Pzn〉H + 〈PS(t)Pzn, Azn〉H − 2〈AS(t)Pzn, S(t)Pzn〉H = 0.
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Subtracting the second equation from the first one, we get
〈AS(t)Pzn, S(t)Pzn〉H − 〈APS(t)Pzn, PS(t)Pzn〉H = 0.
On the other hand
0 = 〈AS(t)Pzn, S(t)Pzn〉H − 〈APS(t)Pzn, PS(t)Pzn〉H
= 〈A(I − P )S(t)Pzn, S(t)Pzn〉H + 〈APS(t)Pzn, (I − P )S(t)Pzn〉H
= 〈A(I − P )S(t)Pzn, (I − P )S(t)Pzn〉H + 〈PAS(t)Pzn, (I − P )S(t)Pzn〉H
= 〈Awn, wn〉H + 0 = 〈Awn, wn〉H .
Now we recall that A is of negative type and selfadjoint in H : thus, since wn 6= 0,
〈Awn, wn〉H = −〈(−A)wn, wn〉H = −‖(−A)1/2wn‖2H < 0 :
this is a contradiction.
5 Examples
5.1 Delay state equation
Consider the following linear controlled delay equation{
x′(t) = a0x(t) + a1x(t − d) + b0u(t), t ∈ [0, T ]
x(0) = x0, x(s) = x1(s), s ∈ [−d, 0[ , (42)
where the initial datum (x0, x1) is in R × L2(−d, 0;R), the control u belongs to L2(0, T ;R) and
the coefficients a0, a1, b0 are real numbers with a1 6= 0 and b0 6= 0 to avoid degeneracy. We
call x(· ; (x0, x1), u) the unique solution which always exists (see e.g. [2, Chapter 4]). Using a
standard approach (see e.g. again [2, Chapter 4]), we reformulate equation (42) as an abstract
differential equation in the Hilbert space H = R × L2(−d, 0;R). To this end we introduce the
operator A : D(A) ⊂ H → H as follows:{ D(A) = {(x0, x1) ∈ H : y1 ∈W 1,2([−d, 0],R), x1(0) = x0} ,
A(x0, x1) = (a0x0 + a1x1(−d), x′1).
(43)
We denote by etA the C0-semigroup generated by A: for x = (x0, x1) ∈ H,
etA (x0, x1) = (x(t; (x0, x1), 0), x(t+ ·; (x0, x1), 0)) ∈ H. (44)
The control operator B is bounded and defined as
B : R→ H, Bu = (b0u, 0), u ∈ R. (45)
In this setup, equation (42) is equivalent (in the sense that the first component of y is the solution
of (42)) to the equation in H:
y′(t) = Ay(t) +Bu(t), y(0) = (x0, x1) ∈ H.
For this system the null controllability Assumption 2.4 holds for any T0 > r, see e.g. [13, Theorem
10.2.3] or [22]. Hence Theorems 4.12 and 4.13 hold in this case.
Now we compute the adjoints and the controllability operator. We denote by A∗ the adjoint
operator of A:{ D(A∗) = {(x0, x1) ∈ H : y1 ∈ W 1,2([−d, 0],R), x1(−d) = a1x0} ,
A∗(x0, x1) = (a0x0 + x1(0),−x′1).
(46)
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Similarly, denoting by etA
∗
= (etA)∗ the C0-semigroup generated by A
∗, we have for (x0, x1) ∈ H
etA
∗
(x0, x1) = (x(t; (y0, y1), 0), x(t+ ·; (y0, y1), 0)) ∈ H (47)
where
y0 = x0, and y1(r) = a
−1
1 x1(−d− r), r ∈ ]− d, 0]. (48)
The adjoint of the control operator is
B∗ : H → R, B∗(x0, x1) = b0x0, ∀(x0, x1) ∈ H. (49)
It follows that
BB∗etA
∗
(x0, x1) = b
2
0 (x(t; (y0, y1), 0), 0)
where (y0, y1) is as in (48). Hence, by linearity of (42) we can write
etABB∗etA
∗
(x0, x1) = b
2
0x(t; (y0, y1), 0) (g(t), g(t+ ·))
where again (y0, y1) is as in (48) and g(t) = x(t; (1, 0), 0) (which is a given piecewise polynomial
function that may be computed recursively). We can then finally write, for (x0, x1) ∈ H,
Qt(x0, x1) = b
2
0
(∫ t
0
x(s; (y0, y1), 0)g(s)ds,
∫ t
0
x(s; (y0, y1), 0)g(s+ ·)ds
)
∈ H (50)
where (y0, y1) is as in (48). It is not obvious to compute R(Qt) and R(Q
1/2
t ). However we
can at least say that R(Qt) ⊆ D(A): indeed the boundary condition x0 = x1(0) is obviously
satisfied for all elements of R(Qt) by continuity of translations in L
2; on the other hand the second
element of Qt(x0, x1) belongs to W
1,2([−d, 0],R) by direct verification simply using the continuity
of x(s; (y0, y1), 0).
Hence the sets DP (t) and DR(t) in Theorem 4.12 are equal to R(Qt) in this case.
5.2 Diagonal cases
Let {en}n∈N be a complete orthonormal system in the Hilbert space X , and let {λn}n∈N be a
strictly increasing sequence of strictly positive numbers such that λn → +∞ as n→∞. We define
on the space X the semigroup
S(t) =
∑
n∈N
e−λnt〈x, en〉X en , t ≥ 0.
It is easily verified that S is an analytic semigroup of negative type −ω, where ω = minn∈N λn =
λ0 > 0, with norm ‖S(t)‖L(X) = e−ωt. Its generator is the self-adjoint, dissipative, densely defined
operator A : D(A) ⊂ X → X , given by{
D(A) =
{
x ∈ X : ∑n∈N λ2n〈x, en〉2X < +∞}
Ax = −∑n∈N λn〈x, en〉X en (51)
(see [27, pp. 178 and 198]). Note that 0 ∈ ρ(A) and that A−1 is selfadjoint and compact.
As A is dissipative, the fractional powers (−A)α of −A are well defined (see [2, Proposition 6.1,
page 113]).
Concerning the operator B, we assume that B : U → X is such that BB∗ is diagonal in X :
BB∗en = bnen ∀n ∈ N,
with bn ≥ 0 for all n ∈ N. By Assumption 2.1 B is bounded, hence the sequence {bn} must be
bounded, too. However here we generalize a bit the setting, allowing BB∗ to be unbounded. Since
S(t) = etA commutes with BB∗ we have, see (58),
Qtx =
∫ t
0
e2sABB∗x ds =
1
2
A−1(e2tA − I)BB∗x, ∀t > 0, Q∞x = −1
2
A−1BB∗x;
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in particular, for t > 0,
Qten =
1
2λn
(1− e−2λnt)bnen, Q∞en = 1
2λn
bnen ∀n ∈ N. (52)
Thus, if BB∗ is possibly unbounded, we need to assume
sup
n∈N
bn
λn
<∞ (53)
in order that Qt, Q∞ ∈ L(X) for all t > 0. The null controllability holds for a given t > 0 if and
only if there exists ct > 0 such that
‖S(t)x‖2X ≤ ct〈Qtx, x〉X ∀x ∈ X.
This is equivalent to
e−2λnt ≤ ct bn
2λn
(1− e−2λnt) ∀n ∈ N.
Hence Assumption 2.4 holds for every T0 > 0 if and only if bn > 0 for every n ∈ N and
sup
n∈N
2λn
bn(e2λnt − 1) < +∞ ∀t > 0.
Now, we look at R(Q∞) and R(Q
1/2
∞ ) (observe that, by Proposition C.2-(iii), these are equal to
R(Qt) and R(Q
1/2
t ) for all t > 0). By (52) is clear that R(Q∞) ⊆ R(BB∗) and R(Q1/2∞ ) ⊆ R(BB∗).
• If bn 6= 0 only for a finite number of n ∈ N then, clearly, R(Q∞) = R(Q1/2∞ ) = R(BB∗) ⊆
D(A). In this case the RE is substantially finite dimensional: the function t → Q−1t is a
solution on DP (t) = DR(t) = R(BB
∗) and, by Theorem 4.16, PQ−1t P is a solution for every
projection generated by some elements of the basis {en}.
• If bn 6= 0 for every n ∈ N1, where N1 is an infinite subset of N, then, clearly,
R(Q∞) =
{
z ∈ R(BB∗) :
{
λn
bn
〈z, en〉X
}
n∈N1
∈ ℓ2
}
.
In this case the RE is infinite dimensional. Again the function t → Q−1t is a solution on
DP (t) = DR(t) = D(A) ∩ R(Q∞) and, by Theorem 4.16, PQ−1t P is a solution for every
projection generated by some elements of the basis {en}.
We now look closely at the second case above, when N1 = N. First, if BB∗ is bounded, i.e.
b = {bn}n∈N ∈ ℓ∞, we have R(Q∞) ⊆ D(A) and, similarly R(Q1/2∞ ) ⊆ D(A1/2). On the other hand,
if, for some δ > 0, we have bn ≥ δ for all n ∈ N, then R(Q∞) ⊇ D(A) and R(Q1/2∞ ) ⊇ D(A1/2).
Thus, if both BB∗ and (BB∗)−1 are bounded we have R(Q∞) = D(A) and R(Q
1/2
∞ ) = D(A1/2).
Finally, if bn = λ
α
n for every n ∈ N, with α ∈ R, then R(Q∞) = D(A1−α) and R(Q1/2∞ ) = D(A
1−α
2 ).
Now we consider a special case which fits into the application studied e.g. in [6] in the case of
the Landau-Ginzburg model. We take X = H−1(0, π;R) and A the Laplacian in X with Dirichlet
boundary conditions. We also take U = X and B = I. Using what said just above we see that
R(Q∞) = D(A) = H
1
0 (0, π;R) and H = R(Q
1/2
∞ ) = D(A1/2) = L2(0, π;R).
Appendix
A Pseudoinverses
We recall here two well known results of functional analysis that will be very useful in the sequel.
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Given a linear operator F : X → Y , where X and Y are Hilbert spaces, we define, as in [27, p.
209] (see also [14, p. 429]), the pseudoinverse F−1 of F as the linear operator
F−1 : D(F−1) ⊂ Y → X,
with domain D(F−1) = R(F ), where F−1y is the element of F−1({y}) with minimal norm. Note
that R(F−1) = (kerF )⊥.
We have the following result, taken from [14, Proposition B.1, p.429].
Proposition A.1. Let E,E1, E2 be three Hilbert spaces, let A1 : E1 → E, A2 : E2 → E be linear
operators, let A∗1 : E → E1 and A∗2 : E → E2 be their adjoints and finally let A−11 : D(A−11 ) ⊆
E1 → E, A−12 : D(A−12 ) ⊆ E2 → E be the respective pseudoinverses. Then we have:
(i) R(A1) ⊆ R(A2) if and only if there exists a constant k > 0 such that
‖A⋆1x‖E1 ≤ k‖A⋆2x‖E2 ∀x ∈ E.
(ii) If
‖A⋆1x‖E1 = ‖A⋆2x‖E2 ∀x ∈ E,
then R(A1)=R(A2), R(A
−1
1 ) = R(A
−1
2 ) and
‖A−11 x‖E1 = ‖A−22 x‖E2 ∀x ∈ R(A1).
B Some properties of commuting operators
Given a real separable Hilbert space X , let A : D(A) ⊆ X → X be a generator of a strongly
continuous semigroup etA and, for any λ ∈ ρ(A), denote by R(λ,A) the resolvent operator (λ −
A)−1.
Definition B.1. Consider an operator K ∈ L(X). We say that K commutes with A if, for all
x ∈ D(A) we have Kx ∈ D(A) and AKx = KAx. In particular this means that K maps D(A)
into itself 5.
The following result is known but, for the reader’s convenience, we provide the complete proof as
we could not find it in the literature.
Lemma B.2. Let X be a Hilbert space, K ∈ L(X), and A : D(A) ⊆ X → X be the generator of
a strongly continuous semigroup etA. The following statements are equivalent:
(i) There exists λ0 ∈ ρ(A) such that R(λ0, A)K = KR(λ0, A).
(ii) For every λ ∈ ρ(A) it holds R(λ,A)K = KR(λ,A).
(iii) K commutes with A.
(iv) K∗ commutes with A∗.
(v) For all t > 0 we have etAK = KetA.
Proof. (i) ⇐⇒ (ii).
We only prove (i) =⇒ (ii), as the other direction is obvious. Let λ ∈ ρ(A). Then
KR(λ,A)−R(λ,A)K = K[R(λ,A)−R(λ0, A)]+[KR(λ0, A)−R(λ0, A)K]+[R(λ0, A)−R(λ,A)]K,
5In this context the operator AK may be defined on a set Y strictly larger than D(A) and in this case, in
addition, the operator KA can be extended to all of Y . An obvious example of this situation occurs when K is a
resolvent of A.
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and so, using the so-called resolvent identity, and the fact that K commutes with R(λ0, A),
KR(λ,A)−R(λ,A)K = K(λ0 − λ)R(λ,A)R(λ0 , A)− (λ0 − λ)R(λ,A)R(λ0, A)K =
= (λ0 − λ)R(λ0, A)[KR(λ,A) −R(λ,A)K].
Then it follows that
[I − (λ0 − λ)R(λ0, A)][KR(λ,A) −R(λ,A)K] = 0.
Since I − (λ0 − λ)R(λ0, A) = (λ − A)R(λ0, A) we can apply R(λ,A) to both sides of the above
equality which, thanks to the injectivity of R(λ,A) is equivalent to
R(λ0, A)[KR(λ,A)−R(λ,A)K] = 0;
this, using the injectivity of R(λ0, A), gives the claim.
(ii) =⇒ (iii).
For sufficiently large n ∈ N, consider An := nAR(n,A) = −n+n2R(n,A), the Yosida approximants
of A. By (iii) we immediately have KAnx = AnKx for all x ∈ X . Let now x ∈ D(A). By the
properties of Yosida approximants [23] we have Anx → Ax and xn := nR(n,A)Kx → Kx as
n→ +∞.
Now Axn = AnKx = KAnx → KAx as n → +∞. Since A is closed, we have Kx ∈ D(A) and
AKx = KAx, which is the claim.
(iii) =⇒ (ii).
Let λ ∈ ρ(A). We have, for x ∈ X ,
(λ−A)[R(λ,A)K −KR(λ,A)]x = Kx− λKR(λ,A)x +AKR(λ,A)x
and, since A commutes with K,
= Kx−KλR(λ,A)x +KAR(λ,A)x = K[I − λR(λ,A) +AR(λ,A)]x = 0.
By the injectivity of λ−A this implies that R(λ,A)Kx−KR(λ,A)x = 0.
(iii) ⇐⇒ (iv).
We only prove (iii) =⇒ (iv), as the other direction follows simply by taking the adjoints and using
the relations A∗∗ = A and K∗∗ = K.
Let x ∈ D(A) and y ∈ D(A∗). Then
〈KAx, y〉 = 〈Ax,K∗y〉
and also, since K commutes with A,
〈KAx, y〉 = 〈AKx, y〉 = 〈Kx,A∗y〉 = 〈x,K∗A∗y〉 .
From the two above it follows that
| 〈Ax,K∗y〉 | = | 〈x,K∗A∗y〉 | ≤ C|x|
for some C > 0. This means that K∗y ∈ D(A∗) and that
A∗K∗y = (KA)∗y = (AK)∗y = K∗A∗y
which is the claim.
(ii) =⇒ (v).
We know that, for all x ∈ X , AnKx = KAnx and etAnx =
∑∞
p=0
tpApn
p! x; hence we get
KetAnx = K
∞∑
p=0
tpApn
p!
x =
∞∑
p=0
K
tpApn
p!
x =
∞∑
p=0
tpApn
p!
Kx = etAnKx.
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We now let n→∞ and use the fact that, by the properties of Yosida approximants [23], etAnx→
etAx for all x ∈ X , as n→ +∞. This implies the claim.
(v) =⇒ (ii).
We know [23] that, for all sufficiently large λ ∈ ρ(A) and for all x ∈ X ,
R(λ,A)x =
∫ ∞
0
e−λtetAxdt.
Then
KR(λ,A)x = K
∫ ∞
0
e−λtetAxdt =
∫ ∞
0
Ke−λtetAxdt =
∫ ∞
0
e−λtetAKxdt = R(λ,A)Kx
and the claim follows.
We will need also the following result on pseudoinverses.
Lemma B.3. Let E be a Hilbert space and let A1, A2 ∈ L(E) be such that A1A2 = A2A1, A2 is
selfadjoint and R(A1) ⊆ R(A2). Then, denoting by A−12 the pseudoinverse of A2 , the two operators
A1A
−1
2 : R(A2)→ E and A−12 A1 : E → E
coincide on R(A2); hence, in particular, A1A
−1
2 can be extended to all of E.
Proof. Take z ∈ R(A2) and set
v := A1A
−1
2 z, u := A
−1
2 A1z.
Applying A2 we get
A2v = A2A1A
−1
2 z = A1A2A
−1
2 z = A1z, A2u = A2A
−1
2 A1z = A1z
where in the first equality we have used the commuting assumption. This means that A2(u− v) =
0, i.e. u − v ∈ kerA2 . Now by the definition of pseudoinverse we have u ∈ (kerA2)⊥, while
v ∈ R(A1) ⊆ R(A2) ⊆ (kerA2)⊥, since A2 is selfadjoint. Hence it must be u− v = 0 and the result
follows.
C Controllability operators and minimum energy
Following [27, p. 209], we collect some basic properties of the controllability operators Qt defined
in (8):
Proposition C.1. Let Qt be defined by (8).
(i) The operator Qt is linear, bounded, selfadjoint and non-negative.
(ii) For 0 ≤ s ≤ t ≤ +∞ it holds
kerQt ⊆ kerQs ⊆ kerB∗ = kerBB∗ (54)
and each inclusion becomes an equality when BB∗ and A commute.
(iii) For 0 ≤ s ≤ t ≤ +∞,
[kerQt]
⊥ ⊇ [kerQs]⊥ ⊇ [kerB∗]⊥ = [kerBB∗]⊥, (55)
so that
R(Qt) ⊇ R(Qs) ⊇ R(B) = R(BB∗), (56)
and each inclusion becomes an equality when BB∗ and A commute.
(iv) For 0 ≤ t ≤ τ ≤ +∞ we have
Qτ = Qt + e
tAQτ−te
tA∗ . (57)
(v) Finally, if A is selfadjoint, and A and BB∗ commute, we have for all x ∈ X
Qtx =
1
2
A−1
(
e2tA − I)BB∗x, t > 0; Q∞x = −1
2
A−1BB∗x. (58)
This, in particular, implies that for every t ∈ [0,+∞] the operator Qt commutes with A and
that
2Ay = −BB∗Q−1∞ y ∀y ∈ R(Q∞) ⊆ D(A). (59)
Proof. The statement (i) is immediate by definition of Qt.
We prove now (ii). Indeed, for every t ∈ [0,+∞], since Qt is selfadjoint we have
Qtx = 0 ⇐⇒ 〈Qtx, x〉X = 0 ⇐⇒
∫ t
0
‖B∗erA∗x‖2U dr = 0
⇐⇒ ‖B∗erA∗x‖U = 0 for a.e. r ∈ [0, t].
The above immediately gives kerQt ⊆ kerQs when s ≤ t. Moreover, since r → ‖B∗erA∗x‖U is
continuous, this function is identically 0, so the last implies ‖B∗x‖U = 0. Finally since BB∗ is
selfadjoint then BB∗x = 0 is equivalent to B∗x = 0.
If A and BB∗ commute then, by Lemma B.2 also A∗ and BB∗ commute and so also etA
∗
and
BB∗. It follows that, if BB∗x = 0 then, for all t > 0,
〈Qtx, x〉X =
∫ t
0
〈
BB∗erA
∗
x, erA
∗
x
〉
X
dr =
∫ t
0
〈
erA
∗
BB∗x, erA
∗
x
〉
X
dr = 0,
which gives the claim.
Concerning (iii), (55), as well as (56), easily follow from (54).
The statement (iv) follows by writing
Qτx =
∫ τ
0
erABB∗erA
∗
dr =
∫ t
0
erABB∗erA
∗
dr +
∫ τ
t
erABB∗erA
∗
dr
and then changing variable in the second integral.
The statement (v) follows since in this case, by Lemma B.2, etA commutes with BB∗. Hence
Qtx =
∫ t
0
erABB∗erAxdr =
∫ t
0
e2rABB∗xdr
and (58) follows by standard integration of semigroups. Concerning the commutativity of Qt and
A we first observe that, by (58) we have R(Qt) ⊆ D(A) for t ∈ ]0,∞]. Moreover, still by (58), we
have, by direct computations
2AQtx = 2QtAx = (e
2tA − I)BB∗x, 2AQ∞x = 2Q∞Ax = −BB∗x
for all x ∈ D(A). Finally, for any given y ∈ R(Q∞) we set x := Q−1∞ y ∈ [kerQ∞]⊥ ⊆ X and we
write, using the last formula
2AQ∞Q
−1
∞ y = −BB∗Q−1∞ y,
which, by the properties of the pseudoinverses, gives (59).
Finally we provide the following, partly well known result, concerning the images of the controlla-
bility operators.
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Proposition C.2. Assume that Assumption 2.1 holds.
(i) If 0 < t < τ <∞ then R(Q1/2t ) ⊆ R(Q1/2τ ) ⊆ R(Q1/2∞ ).
(ii) If, in addition, the system (5) is null-controllable at time T0, i.e. Assumption 2.4 holds, then
R(Q
1/2
t ) = R(Q
1/2
∞ ) for all t ∈ [T0,∞[.
(iii) If A is selfadjoint and commutes with BB∗ then, without assuming null controllability, for
all t ∈ ]0,∞[ , the equalities R(Qt) = R(Q∞) and R(Q1/2t ) = R(Q1/2∞ ) hold.
Proof. The results (i) and (ii) concerning the images of the operators Q
1/2
t , t ∈ [0,∞] are well
known: see e.g., for point (i) the proof of Theorem 2.2 in Part IV, Chapter 2 of [27]; for point (ii)
the proof of Theorem 2.2 in [12].
We now prove (iii). For all 0 < t < τ ≤ ∞ we have, using (57), the selfadjointness of A and the
commutativity,
Qτ = Qt + e
2tAQτ−t = Qt +Qτ−te
2tA; (60)
hence, if τ =∞ we get, for all x ∈ H and t ≥ 0,
Qtx = Q∞x−Q∞e2tAx = Q∞(x− e2tAx). (61)
Thus we immediately get R(Qt) ⊆ R(Q∞) for all t ≥ 0. On the other hand we have, for x ∈ H
and t ≥ 0,
Q∞x = Qtx− e2tAQ∞x,
which implies, for all x ∈ H and t ≥ 0,
‖Q∞x‖X ≤ ‖Qtx‖X +Me−2ωt‖Q∞x‖X .
Let T1 ≥ 0 be such that Me−2ωT1 = 1. Then for all t > T1 the above implies
‖Q∞x‖X ≤ 1
1−Me−2ωt ‖Qtx‖X .
Using Proposition A.1-(i) this implies that R(Qt) = R(Q∞) for all t > T1. If T1 = 0 the claim is
proved. If T1 > 0 take t ≤ T1. We have, taking τ = 2t in (60),
Q2tx = Qtx+Qte
2tAx = Qt(x+ e
2tAx), x ∈ H. (62)
This implies that R(Q2t) ⊆ R(Qt). Iterating this argument we see that it must be R(Q2kt) ⊆ R(Qt)
for all k ∈ N. Taking k¯ such that 2k¯t > T1 we then get R(Q∞) = R(Q2k¯t) ⊆ R(Qt). This proves
the claim.
Concerning the last statement we observe that, by (61) and since etA commutes with Q
1/2
∞ , too,
we may write
‖Q1/2∞ x‖2X = 〈Q∞x, x〉X = 〈Qtx, x〉X −
〈
e2tAQ∞x, x
〉
X
= 〈Qtx, x〉X −
〈
etAQ1/2∞ x, e
tAQ1/2∞ x
〉
X
= ‖Q1/2t x‖2X + ‖etAQ1/2∞ x‖2X ≤ ‖Q1/2t x‖2X +Me−ωt‖Q1/2∞ x‖2X .
Hence, taking T2 such that Me
−ωT2 = 1 (i.e. T2 = 2T1), for t > T2 we get
‖Q1/2∞ x‖2X ≤
1
1−Me−ωt ‖Q
1/2
t x‖2X
which gives R(Q
1/2
∞ ) ⊆ R(Q1/2t ), and hence R(Q1/2∞ ) = R(Q1/2t ), for t > T2. If T2 = 0 the claim
follows. Otherwise, using (62), we have
‖Q1/22t x‖2X = 〈Q2tx, x〉X = 〈Qtx, x〉X +
〈
e2tAQtx, x
〉
X
= 〈Qtx, x〉X +
〈
etAQ
1/2
t x, e
tAQ
1/2
t x
〉
X
= ‖Q1/2t x‖2X + ‖etAQ1/2t x‖2X ≤ ‖Q1/2t x‖2X +Me−ωt‖Q1/2t x‖2X .
Hence, arguing as above we get R(Q
1/2
∞ ) = R(Q
1/2
t ) for t > 0.
26
We have the following result about the optimal pairs when x ∈ R(Qt).
Proposition C.3. Let x ∈ R(Qt). Let (yˆt,x, uˆt,x) be the optimal pair in [−t, 0]. Then we have
uˆt,x(r) = B
∗e−rA
∗
Q−1t x ∀r ∈ [−t, 0], (63)
with Q−1t defined as in Theorem 2.7 (iii). Moreover the corresponding optimal state yˆ satisfies
yˆt,x(r) = Qt+re
−rA∗Q−1t x, r ∈ [−t, 0]; (64)
hence the optimal pair satisfies the feedback formula
uˆt,x(r) = B
∗Q−1t+r yˆt,x(r), r ∈ ]− t, 0], (65)
and, formally, yˆt,x is a solution of the backward closed loop equation (BCLE)
y′(r) = (A+BB∗Q−1t+r)y(r), r ∈ ]− t, 0] (66)
with final condition y(0) = x.
Proof. Formula (63) follows from [27, Theorem 2.3-(iii), page 210].
Formula (64) follows by inserting (63) into the state equation:
yˆt,x(r) =
∫ r
−t
e(r−s)ABuˆt,x(s) ds =
∫ r
−t
e(r−s)ABB∗e−sA
∗
Q−1t xds
=
(∫ r
−t
e(r−s)ABB∗e(r−s)A
∗
ds
)
e−rA
∗
Q−1t x = Qt+re
−rA∗Q−1t x;
moreover formula (65) follows by simply observing that yˆt,x(r) ∈ R(Qt+r) for every r ∈ [−t, 0],
and using (63)-(64).
Inserting (65) into the state equation (5) we see that, formally, yˆt,x is a solution of the BCLE (66).
Remark C.4. It is not hard to show that the above result holds true also in the case when
t = +∞. So we have for the optimal pair the representations
uˆ∞,x(r) = B
∗e−rA
∗
Q−1∞ x r ∈ ]−∞, 0], (67)
yˆ∞,x(r) = Q∞e
−rA∗Q−1∞ x, r ∈ ]−∞, 0]; (68)
and the feedback formula
uˆ∞,x(r) = B
∗Q−1∞ yˆ∞,x(r), r ∈ ]−∞, 0]. (69)
Thus, formally, yˆ∞,x is a solution of the backward closed loop equation (BCLE)
y′(r) = (A+BB∗Q−1∞ )y(r), r ∈ ]−∞, 0] (70)
with final condition y(0) = x. Using the Lyapunov equation (25) proved in Proposition 3.3, the
above (70) can be simplified as
y′(r) = −Q∞A∗Q−1∞ y(r), r ∈ ]−∞, 0]. (71)
Hence, if A∗ commutes with Q∞ (e.g. when A is selfadjoint, and A and BB
∗ commute), then the
BCLE (70) becomes
y′(r) = −A∗y(r), r ∈ ]−∞, 0].
which is well posed and is solved by the optimal trajectory. The same argument can be used in
the finite horizon case of Proposition C.3 to rewrite (66) but, due to the presence of Q′t in the
Lyapunov equation (24), the result is not so useful.
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We now give a counterexample6 in the case where the null controllability Assumption 2.4 does not
hold.
Example C.5. Let us consider the Hilbert spaces X = L2(0, 1) and U = R. The operator{
D(A) = {f ∈ H1(0, 1) : f(0) = 0}
Af = −f ′
is the infinitesimal generator in L2(0, 1) of the C0-semigroup (see e.g. [17, Chapter I, Section 4.c],
or [1]):
(etAf)(s) :=
{
f(s− t) if s > t
0 if s ≤ t, s ∈ ]0, 1[ , t ≥ 0,
or, in other words,
(etAf)(·) = f(· − t)χ[t,1](·).
Next, let B : R→ L2(0, 1) be defined by
B(a) := aχ[0,1/4](·).
Consider the state equation {
y′(s) = Ay(s) +Bu(s)
y(0) = 0.
For any fixed t ∈ ]0, 1], we have f ∈ Q1/2t (L2(0, 1)) if and only if there exists u ∈ L2(0, t) such that
f =
∫ t
0
e(t−r)ABu(r) dr.
By the definition of B and the explicit form of etA we easily get
f(·) =
∫ t
0
u(r)χ[0,1/4](· − t+ r)χ[t−r,1](·) dr =
∫ t
0
u(r)χ[t−r,1∧(t−r+1/4)](·) dr.
Now fix t = 1/4: then if f ∈ Q1/21/4(L2(0, 1)) it holds
f(s) =
∫ 1/4
0
u(r)χ[1/4−r,1/2−r](s) dr,
so that necessarily f(s) = 0 for all s ∈ ]1/2, 1]. On the other hand, take t = 1 and u ≡ 1 ∈ L2(0, 1);
then if f =
∫ 1
0 e
(1−r)ABu(r) dr we have in particular f ∈ Q1/21 (L2(0, 1)) and
f(s) =
∫ 1
0
χ[1−r,1∧(5/4−r)](s) dr =
∫ 1
0
χ[1−s,1∧(5/4−s)](r) dr = s ∧ 1
4
∀s ∈ [0, 1].
This shows that f cannot belong to Q
1/2
1/4(L
2(0, 1)), i.e.
Q
1/2
1 (L
2(0, 1)) * Q1/21/4(L
2(0, 1)),
and in particular, the system cannot be null controllable at any T ∈ ]0, 1/4].
6We are indebted to Giorgio Fabbri for this example.
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D Proofs
Proof of Lemma 4.2.
We start proving (i). Let {xn} be a Cauchy sequence in H : then for each n we have xn = Q1/2∞ zn,
where zn ∈ [kerQ1/2∞ ]⊥ is uniquely determined, and by (28) {Q−1/2∞ xn} = {zn} is a Cauchy sequence
in X , so that it converges to some z ∈ [kerQ1/2∞ ]⊥. As Q1/2∞ ∈ L(X), {xn} is a Cauchy sequence
in X , too, and it converges to some x ∈ X . It follows that Q1/2∞ z = x, so that x ∈ H and xn → x
in H . This shows that H is complete. To prove that H is continuously embedded into X , take
x ∈ H : then x = Q1/2∞ y for a unique y = Q−1/2∞ x ∈ [kerQ1/2∞ ]⊥. Thus
‖x‖X = ‖Q1/2∞ y‖X ≤ ‖Q1/2∞ ‖L(X)‖y‖X = ‖Q1/2∞ ‖L(X)‖Q−1/2∞ x‖X = ‖Q1/2∞ ‖L(X)‖x‖H .
Concerning (ii), let x ∈ H . Then there exists a unique z ∈ [kerQ1/2∞ ]⊥ = R(Q1/2∞ ) such that
x = Q
1/2
∞ z. So there exists a sequence {zn} ⊂ R(Q1/2∞ ) such that zn → z in X as n→ +∞. Setting
xn = Q
1/2
∞ zn we have as n→∞
‖xn − x‖H = ‖Q1/2∞ (zn − z)‖H = ‖zn − z‖X → 0,
and the claim follows.
The statement (iii) follows from (28) by just taking x = y.
To prove the statement (iv) we observe first that, for all x ∈ H with x = Q1/2∞ z, z ∈ X ,
‖Q1/2∞ x‖H
‖x‖H =
‖x‖X
‖z‖X
‖Q1/2∞ z‖X
‖z‖X ,
which implies ‖Q1/2∞ ‖L(H) ≤ ‖Q1/2∞ ‖L(X). On the other hand, if zn ∈ X is such that
‖Q1/2∞ zn‖X
‖zn‖X > ‖Q
1/2
∞ ‖L(X) −
1
n
then, setting xn = Q
1/2
∞ zn ∈ H , we have
‖Q1/2∞ ‖L(H) ≥
‖Q1/2∞ xn‖H
‖xn‖H =
‖Q1/2∞ zn‖X
‖zn‖X > ‖Q
1/2
∞ ‖L(X) −
1
n
.
which gives the claim.
Finally, (v) follows by observing that Q
−1/2
∞ F is a well defined closed linear operator from X to X
and applying the closed graph theorem.
Proof of Lemma 4.3
We just consider the case t = ∞, since the case T0 ≤ t < ∞ is quite similar. Fix x ∈ H . Then
there is a unique z ∈ [kerQ∞]⊥ such that Q1/2∞ z = x. As [kerQ∞]⊥ = R(Q∞) = R(Q1/2∞ ), there
exists {zn} ⊂ X such that Q1/2∞ zn → z in X . Since D(A∗) is dense in X , for each n ∈ N+ we can
find yn ∈ D(A∗) such that ‖yn − zn‖X < 1/n, so that Q1/2∞ yn → z in X , too. Hence
‖Q∞yn − x‖H = ‖Q1/2∞ yn −Q−1/2∞ x‖X = ‖Q1/2∞ yn − z‖X → 0,
i.e. x belongs to the closure of Q∞(D(A
∗)) in H . The density of D(A) ∩ H follows since, by
Lemma 3.1-(i), we have Q∞(D(A
∗)) ⊂ D(A) ∩ H . Finally, the last statement follows by Lemma
3.1-(iv).
Proof of Lemma 4.4
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We recall that for 0 < t ≤ ∞ we have
Q
1/2
t Q
−1/2
t z = z ∀z ∈ R(Q1/2t ), Q−1/2t Q1/2t x = P[kerQt]⊥ x ∀x ∈ X. (72)
By (72), using also the fact that Q
1/2
t is selfadjoint in X , we get (i):
〈z,Q−1/2t w〉X = 〈Q1/2t Q−1/2t z,Q−1/2t w〉X
= 〈Q−1/2t z,Q1/2t Q−1/2t w〉X = 〈Q−1/2t z, w〉X ∀z, w ∈ R(Q1/2t ).
About (ii), we have by (72), (28) and (i):
〈Q1/2∞ x, y〉H = 〈Q1/2∞ x,Q1/2∞ Q−1/2∞ y〉H = 〈x,Q−1/2∞ y〉X = 〈Q−1/2∞ x, y〉X
= 〈Q−1/2∞ x, P[kerQ∞]⊥ y〉X = 〈Q−1/2∞ x,Q−1/2∞ Q1/2∞ y〉X
= 〈x,Q1/2∞ y〉H ∀x, y ∈ H.
Finally, (iii) follows immediately by applying (ii) twice.
Proof of Lemma 4.5
For fixed t ≥ T0, let x ∈ H be such that Q1/2t Q−1/2∞ x = 0: then, by (72),
Q−1/2∞ x = Q
−1/2
t (Q
1/2
t Q
−1/2
∞ x) = P[kerQt]⊥Q
−1/2
∞ x = 0,
which implies Q
−1/2
∞ x ∈ kerQt = kerQ∞. On the other hand, by definition we also have Q−1/2∞ x ∈
[kerQ∞]
⊥, so that Q
−1/2
∞ x = 0 and consequently x = Q
1/2
∞ (Q
−1/2
∞ x) = 0. This proves that
Q
1/2
t Q
−1/2
∞ is one-to-one. Moreover, for each y ∈ H the equation Q1/2t Q−1/2∞ x = y is equivalent
to P[kerQt]⊥Q
−1/2
∞ x = Q
−1/2
t y; but since Q
−1/2
∞ x ∈ [kerQ∞]⊥ = [kerQt]⊥, we deduce Q−1/2∞ x =
Q
−1/2
t y and hence x = Q
1/2
∞ Q
−1/2
t y. This shows that Q
1/2
t Q
−1/2
∞ is surjective.
We now claim that Q
1/2
t Q
−1/2
∞ has closed graph in H ×H . Indeed, let {xn} be a sequence in H
such that (xn, Q
1/2
t Q
−1/2
∞ xn) → (x, y) in H ×H . This means, by definition,
Q−1/2∞ xn → Q−1/2∞ x in X, (73)
and
Q−1/2∞ Q
1/2
t Q
−1/2
∞ xn → Q−1/2∞ y in X ; (74)
if we apply Q
1/2
t to (73) we obtain
Q
1/2
t Q
−1/2
∞ xn → Q1/2t Q−1/2∞ x in X,
whereas if we apply Q
1/2
∞ to (74) we get
Q
1/2
t Q
−1/2
∞ xn → y in X,
so that y = Q
1/2
t Q
−1/2
∞ x and our claim is proved. By Lemma 4.2 it follows that Q
1/2
t Q
−1/2
∞ ∈ L(H).
Finally, the inverse Q
1/2
∞ Q
−1/2
t is also in L(H) by the same argument, or by the open mapping
theorem.
The proof of the second statement is quite analogous.
Proof of Lemma 4.6
It is clear that Q
−1/2
t Q
1/2
∞ maps X into X and vanishes on kerQ∞ = kerQ
1/2
∞ . Moreover if
y ∈ [kerQ∞]⊥ then x = Q−1/2∞ Q1/2t y is in [kerQ∞]⊥ and satisfies Q−1/2t Q1/2∞ x = y, so that
Q
−1/2
t Q
1/2
∞ is one-to-one from [kerQ∞]
⊥ onto itself.
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Now we prove that Q
−1/2
t Q
1/2
∞ has closed graph. Let (xn, Q
−1/2
t Q
1/2
∞ xn)→ (x, y) in X ×X : then
xn → x in X and Q−1/2t Q1/2∞ xn → y in X , so that y ∈ [kerQ∞]⊥. It follows that
Q1/2∞ xn → Q1/2∞ x
and also
Q1/2∞ xn = Q
1/2
t [Q
−1/2
t Q
1/2
∞ xn]→ Q1/2t y,
so that Q
1/2
∞ x = Q
1/2
t y; but since y ∈ [kerQ∞]⊥, we deduce y = Q−1/2t Q1/2∞ x. Thus Q−1/2t Q1/2∞ ∈
L(X) and the result follows.
Proof of Lemma 4.7
Indeed, by (28) and Lemma 4.4 (ii)-(iii),
〈Lx, y〉H = 〈Q−1/2∞ Lx,Q−1/2∞ y〉X = 〈Lx,Q−1∞ y〉X
= 〈x, L∗Q−1∞ y〉X = 〈Q1/2∞ x,Q1/2∞ L∗Q−1∞ y〉H = 〈x,Q∞L∗Q−1∞ y〉H .
Proof of Proposition 4.8
(i) Fix x ∈ H and t, τ > 0 with τ < t. For any u ∈ U[0,τ ](x), define
u˜(s) =
{
0 if s ∈ [0, t− τ ]
u(s− t+ τ) if s ∈ ]t− τ, t].
We have u˜ ∈ U[0,t](x), since obviously∫ t
0
e(t−s)ABu˜(s) ds =
∫ t
t−τ
e(t−s)ABu(s− t+ τ) ds =
∫ τ
0
e(τ−σ)ABu(σ) dσ = x,
and moreover ∫ t
0
‖u˜(s)‖2U ds =
∫ t
t−τ
‖u(s− t+ τ)‖2U ds =
∫ τ
0
‖u(σ)‖2U dσ.
Now, for a fixed ε > 0 we may select u ∈ U[0,τ ](x) such that
V (τ, x) ≤ 1
2
∫ τ
0
‖u(σ)‖2U dσ < V (τ, x) + ε,
so that for the corresponding u˜ we get
V (t, x) ≤ 1
2
∫ t
0
‖u˜(s)‖2U ds =
1
2
∫ τ
0
‖u(σ)‖2U dσ < V (τ, x) + ε
and finally V (t, x) ≤ V (τ, x).
(ii) Formula (19) shows that V is quadratic with respect to x. Moreover (19), rewritten in H ,
becomes
V (t, x) =
1
2
〈Q1/2∞ Q−1/2t x,Q1/2∞ Q−1/2t x〉H
=
1
2
〈[Q1/2∞ Q−1/2t ]∗HQ1/2∞ Q−1/2t x, x〉[R(Q1/2t )]∗H ,R(Q1/2t ) ∀t > 0, ∀x ∈ R(Q
1/2
t ),
and the claim is proved.
(iii)-(a) Under Assumption 2.4 formula (33) immediately follows from the fact that R(Q
1/2
t ) = H
for every t ≥ T0. To prove (34) we take x ∈ R(Qt). Then, by (19),
V (t, x) =
1
2
‖Q−1/2t x‖2X =
1
2
〈Q−1/2t x,Q−1/2t x〉X =
1
2
〈Q−1t x, x〉X
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where in the last step we used Lemma 4.4 (i). Now passing to the inner product in H and using
Lemma 4.4 (ii) we get
V (t, x) =
1
2
〈[Q1/2∞ Q−1t ]x,Q1/2∞ x〉H =
1
2
〈[Q∞Q−1t ]x, x〉H ,
which is the claim. Finally the estimate (35) is an immediate consequence of the monotonicity of
V (·, x).
(iii)-(b) First we show that if t ∈ [T0,∞[ , then for each ε > 0 and R > 0 there is δ > 0 such that
V (τ, x) < V (t, x) + ε ∀x ∈ H, ‖x‖H ≤ R, ∀τ ∈ [T0 ∨ (t− δ), t[ . (75)
To this purpose, fix τ ∈ [T0, t[ and x ∈ BH(0, R), take u ∈ U[0,t](x) such that
1
2
∫ t
0
‖u(s)‖2U ds < V (t, x) +
ε
2
,
and define
u(s) = u(s+ t− τ), s ∈ [0, τ ].
Since∫ τ
0
e(τ−s)ABu(s) ds =
∫ τ
0
e(τ−s)ABu(s+t−τ) ds =
∫ t
t−τ
e(t−σ)ABu(σ) dσ = x−
∫ t−τ
0
e(t−σ)ABu(σ) dσ,
we have u ∈ U[0,τ ]
(
x− ∫ t−τ
0
e(t−σ)ABu(σ) dσ
)
. Hence
V
(
τ, x−
∫ t−τ
0
e(t−σ)ABu(σ) dσ
)
≤ 1
2
∫ τ
0
‖u(s)‖2U ds =
1
2
∫ t
t−τ
‖u(σ)‖2Udσ ≤
1
2
∫ t
0
‖u(σ)‖2U dσ < V (t, x)+
ε
2
.
On the other hand, by (33) we have, for x, y ∈ H
V (τ, x− y)− V (τ, x) = 1
2
〈PV (τ)(x − y), x− y〉H − 1
2
〈PV (τ)x, x〉H
= −1
2
〈PV (τ)y, x − y〉H − 1
2
〈PV (τ)x, y〉H ;
then, by (35), for every ε > 0 and R > 0 there is η > 0 such that
‖y‖H < η =⇒ |V (τ, x− y)− V (τ, x)| < ε
2
∀τ ≥ T0, ∀x ∈ BH(0, R).
Hence we get
V (τ, x) < V
(
τ, x−
∫ t−τ
0
e(t−σ)ABu(σ) dσ
)
+
ε
2
< V (t, x) + ε
provided we are able to find δ > 0 such that∥∥∥∥
∫ t−τ
0
e(t−σ)ABu(σ) dσ
∥∥∥∥
H
< η ∀τ ∈ [T0 ∨ (t− δ), t[ . (76)
In order to check (76), we fix z ∈ R(Q∞) with ‖z‖H ≤ 1. We can write, by Assumption 2.4,
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Proposition A.1 and Lemma 4.5,∣∣∣∣
〈∫ t−τ
0
e(t−σ)ABu(σ) dσ, z
〉
H
∣∣∣∣ =
∣∣∣∣
〈∫ t−τ
0
e(t−σ)ABu(σ) dσ,Q−1∞ z
〉
X
∣∣∣∣
=
∣∣∣∣
〈∫ t−τ
0
e(t−σ−T0)ABu(σ) dσ, eT0A
∗
Q−1∞ z
〉
X
∣∣∣∣
≤
∫ t−τ
0
e(t−σ−T0)ABu(σ)‖X dσ · ‖eT0A∗Q−1∞ z‖X
≤
∫ t−τ
0
e(t−σ−T0)ABu(σ)‖X dσ · ‖Q1/2T0 Q−1∞ z‖X
≤ c
∫ t−τ
0
e−ω(t−σ−T0)‖u(σ)‖U dσ · ‖Q−1/2∞ z‖X
≤ c√t− τ e−ω δ‖u‖L2(0,t;U)‖z‖H.
Hence, using the density of R(Q∞) in H (see Lemma 4.2),
sup
‖z‖H≤1
∣∣∣∣
〈∫ −τ
−t
e−sABu(s) ds, z
〉
H
∣∣∣∣ ≤ c√t− τ ‖u‖L2(−t,0;U),
so that ∥∥∥∥
∫ −τ
−t
e−sABu(s) ds
∥∥∥∥
H
≤ c√t− τ ‖u‖L2(−t,0;U).
Thus, to achieve (76) it suffices to take δ > 0 such that c
√
δ ‖u‖L2(−t,0;U) < η. Hence we have
proved (75), too.
Now fix ε > 0, R > 0 and take δ such that (75) holds. For (t, x), (τ, x′) ∈ [T0,+∞] × BH(0, R)
with |t− τ | < δ we have
|V (t, x)− V (τ, x′)| ≤ |V (t, x)− V (τ, x)|+ |V (τ, x) − V (τ, x′)|
≤ ε+ 1
2
|〈PV (τ)x, x〉H − 1
2
〈PV (τ)x′, x′〉H |
≤ ε+ 1
2
|〈PV (τ)(x − x′), x〉H |+ 1
2
|〈PV (τ)x′, x− x′〉H |
≤ ε+ ‖PV (T0‖L(H)R‖x− x′‖H ,
and the first part of the claim easily follows. To prove the continuity of the map t → PV (t) we
observe that, for t, τ ∈ [T0,+∞[
‖PV (t)− PV (τ)‖L(H) = sup
‖x‖=1
〈PV (t)− PV (τ)x, x〉H = 2 sup
‖x‖=1
|V (t, x)− V (τ, x)|;
so the claim follows by (75).
(iii)-(c) The limit in (36) clearly exists and is finite by monotonicity and positivity of V . To find
this limit we consider first the case when x ∈ R(Q∞). Then we have, by (34),
2V (t, x)− ‖x‖2H = 〈PV (t)x − x, x〉H = 〈Q∞Q−1t x− x, x〉H
= 〈(Q∞ −Qt)Q−1t x, x〉H = 〈(Q∞ −Qt)Q−1t x,Q−1∞ x〉X .
Since, for suitable c > 0,
‖(Q∞ −Qt)z‖X =
∥∥∥∥
∫ ∞
t
esABB∗esA
∗
z ds
∥∥∥∥
X
≤ c e−2ωt‖z‖X ∀z ∈ X,
we obtain
2V (t, x)− ‖x‖2H ≤ c e−2ωt‖Q−1t x‖X‖Q−1∞ x‖X .
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But
‖Q−1t x‖X = ‖Q1/2∞ Q−1t x‖H = ‖Q1/2∞ Q−1/2t Q−1/2t Q1/2∞ Q−1/2∞ x‖H
≤ ‖Q1/2∞ Q−1/2t ‖L(H)‖Q−1/2t Q1/2∞ ‖L(H)‖Q−1/2∞ x‖H ,
so that by Lemma 4.5 we get
lim
t→∞
V (t, x) =
1
2
‖x‖2H ∀x ∈ R(Q∞).
By selfadjointness of PV (t) and polarization, we also have
lim
t→∞
〈PV (t)x, y〉H = 〈x, y〉H ∀x, y ∈ R(Q∞).
Since, by (35), PV (t)− I is uniformly bounded, by density (Lemma 4.2) we deduce that
lim
t→∞
〈PV (t)x, y〉H = 〈x, y〉H ∀x ∈ R(Q∞), ∀y ∈ H,
and using again that PV (t) is selfadjoint we get
lim
t→∞
〈x, PV (t)y〉H = 〈x, y〉H ∀x ∈ R(Q∞), ∀y ∈ H.
With the same argument we then obtain
lim
t→∞
〈x, PV (t)y〉H = 〈x, y〉H ∀x, y ∈ H,
and the result follows.
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