This paper presents results demonstrating real-time six degree of freedom localization, mapping, navigation and obstacle avoidance in an outdoor environment using only a lowcost off-the-shelf inertial measurement unit and a monocular camera. This navigation system is intended for operation of small unmanned aerial vehicles when GPS signals are unavailable due to obstructions or jamming and when operating in cluttered environments such as urban canyons or forests. A small radio-controlled car is used as a test bed.
I. Introduction
S uccessful operation of autonomous mobile systems in obstacle strewn environments (such as urban areas, the sea floor, boulder strewn ground or the forest shown in Figure 1 ) requires both navigation and obstacle avoidance. A particularly challenging and complex subset of autonomous mobile systems is small autonomous Unmanned Aerial Vehicles (uavs). They undergo 6 degree of freedom motion, are subject to significant external disturbances, require high bandwidth control and their small payload capacity limits on-board sensing. At the same time the missions envisioned for such vehicles are very challenging, involving low-altitude flight in obstacle strewn terrain. Available sensing is limited both by the payload capacity of the vehicle and by the environment. A typical sensor suite on a small uav may include gps, an inertial measurement unit (imu) and a monocular camera. However, in cluttered environments gps signals may be obscured by obstacles (either natural or man-made) or may be jammed. Direct measurements of vehicle position are therefore unavailable. Additionally, since small uavs are typically intended to be inexpensive the use of high-quality inertial measurement units (imu) is precluded. Thus a purely inertial navigation solution is infeasible.
Vision systems provide an information-rich stream of data which is useful to a human operator and can be used by the navigation system. A stereo camera provides both range and bearing to features. However, vehicle dimensions impose limits on the baseline between cameras, and range accuracy is strongly dependent both on the baseline and on the actual range to the feature. Obtaining accurate range measurements to far away features can therefore be problematic. A monocular camera provides bearings to objects, and by fusing bearings to fixed landmarks with data from the low-cost imu we can obtain a localization solution both for the uav and for the landmarks.
Fusing inertial measurements with bearings to known features has been applied to the problem of autonomous ship-board landing, 1 indoor navigation by humans 2 and navigation of robots. [3] [4] [5] When features are not known their locations must be included in the vector of states to be estimated. This is known as Simultaneous Localization and Mapping (slam), sometimes referred to as Concurrent Localization and Mapping.
slam has been the subject of a great deal of research. It enables navigation by simultaneously estimating the state of the vehicle and of landmarks in the environment using only on-board sensing, which typically includes odometry (for wheeled robots) or inertial measurements to measure vehicle motion and relative measurements (i.e. range and bearing) to landmarks. slam has been applied both in simulation and on hardware in situations as diverse as navigation of wheeled ground vehicles 6 and subsea navigation of autonomous underwater vehicles. 7 An algorithm has even been developed for a fixed wing uav. 8 In most
slam implementations measurements to landmarks include both bearing and range, typically provided by a scanning laser range finder in land-based applications and scanning sonar in underwater applications. In the uav application cited above the large size of the vehicles (10kg payload capacity) enabled use of a laser range finder for range measurements and a camera for bearing measurements.
In the application presented here only bearings to landmarks are available. This provides unique challenges that cause Extended Kalman Filter (ekf) estimation techniques described in the above references to diverge. 9 These include: limited observability of states, which results from having only inertial and bearing measurements available; increased effect of non-linearities in the measurement model, which results from the close proximity of the vehicle to the objects being observed; and finally the significant uncertainty in predicted vehicle state, which results both from the measurement noise and drift error induced by the low cost imu and the likelihood of significant external disturbances.
In previous work we described an implementation based on an Unscented Kalman Filter (ukf), demonstrating successful navigation through an obstacle-strewn environment in 2d simulation 9 and demonstrating localization and mapping using hardware in a laboratory environment. 10 In this work we present results demonstrating full 3d localization and mapping in an outdoor environment using only a low-cost off-the-shelf imu and a monocular camera.
The remainder of this paper is organized as follows: Section II defines the problem under consideration, Section III describes the navigation system, Section IV gives results of testing and Section V discusses the results and presents conclusions.
II. Navigation Problem
T he problem of flying a small uav through an unsurveyed forest is considered (Figure 2 ). In addition to avoiding collisions with obstacles the vehicle must navigate to a goal, hence accurate position information must be obtained. Measurements are limited to vehicle accelerations and angular rates in the body frame (provided by an imu) and bearings to obstacles (provided by a monocular camera). Trees are located at x i in frame O, an inertial NED frame. A transformation matrix T resolves a vector in frame O to the body frame B. ω represents the rotational velocity of the vehicle expressed in the body frame and [u v w]
T represents the velocity of the aircraft in the body frame. The position of the aircraft is defined by [x y z]
T , expressed in frame O. The problem is to estimate the locations of the obstacles and of the vehicle state given this limited sensor suite. The estimation problem contains two significant non-linearities: the first is due to the rotational degrees of freedom of the vehicle and the second is due to the vision system's projection of the three-dimensional world onto the two-dimensional image plane. Thus both the system dynamics and measurement equations are dependent on the actual state of the system.
Since range measurements are unavailable, observability of states is highly dependent on motion of the camera (i.e. the trajectory flown by the uav). During motion 
acceleration (m/s
2 ) angular rate (rad/s) x y z x y z 0.085 0.080 0.062 0.0084 0.0098 0.0078 directly towards or away from an object (along the bearing) there is no new information which improves the estimate of range. Transverse motion is required to produce a useful estimate of object position. In the case of obstacle avoidance, transverse motion has the added benefit of ensuring that a collision is avoided, but the presence of multiple obstacles places conflicting demands on the trajectory which must be flown. Additional demands on the trajectory may arise if certain areas are to be avoided or if a final goal location must be reached.
III. System Description T he navigation system can be loosely divided into four subsystems: a vision subsystem, which provides bearings to landmarks in the environment; an inertial subsystem, which provides accelerations and angular rates; the estimator; and a path planning and control subsystem (see Figure 3) . The camera and imu are carried on board the vehicle and transmit data to a ground station via wireless links, where all computation is performed. Commands are subsequently sent to the vehicle through a modified RC transmitter.
A. Vision Subsystem
The camera is a Panasonic KX-131 CCD camera equipped with a 115
• field of view lens. Resolution is 380 lines by 640 pixels per line. This is converted to NTSC before analog transmission over a 2.4GHz wireless link to the groundstation. A Matrox Meteor II framegrabber captures frames at 10Hz.
Each frame is blurred using a 5 pixel×5 pixel Gaussian filter and downsampled to 320×240 pixels. The downsampled image is further blurred with a 5 pixel×5 pixel flat filter prior to segmentation. Color segmentation is done in the HSV color space (Hue, Saturation, Value) to recognize red blobs, which have been defined as landmarks/obstacles. A standard lens distortion correction algorithm 11 is applied to the xy pixel location of the centroid of each blob. The wireless link is subject to dropouts caused by interference, multipath and occlusion, hence the estimator must be robust to data losses in the vision subsystem.
B. Inertial Subsystem
The inertial measurement unit is part of the Phoenix-AX Autopilot Module. 12 In this application accelerations and angular rates (along with a packet checksum) are transmitted over an RS-232 link using a 900MHz radio modem to a ground station at a rate of approximately 100Hz. At the ground station this is downsampled to 50Hz by averaging. This reduces the effect of a lost packet.
Noise levels and starting values for biases are obtained prior to each run by keeping the unit approximately level and stationary for a period of time. The mean and standard deviation of the signals provide bias and noise, respectively. Typical noise levels are given in Table 1 .
C. Estimator
A detailed description of the algorithm used by the estimator is given in previous work. 9 It is summarized here.
The vector of states to be estimated includes vehicle states and obstacle states and the associated covariance:
where
The vehicle states are composed of position in the inertial frame (x y z), Euler angles with respect to the inertial frame (φ θ ψ), velocity expressed in the body frame (u v w) and imu biases, which must be included because of the possibility of drift. The obstacle state vector x o is the concatenation of all obstacle positions.
In discrete form the system dynamics are:
Landmarks are assumed to be stationary. The non-linear function f captures the kinematics of the vehicle and the imu bias states and is driven by the input u, which contains inertial measurements and a zero-mean Gaussian term for the imu biases, whose drift is modelled by a random walk:
Measurements from the imu are likely to be available at a much higher rate than measurements from the camera, allowing the time update to proceed at a higher rate than the vision correction.
The vision model reflects the projection of a vector in 3d (the vector from the vehicle to the landmark) onto the 2d image plane. This has the form
Here z cam represents bearings from the vehicle to stationary features. Measurement noise is represented by the zero-mean Gaussian random variable n c .
Both the vehicle kinematics f (x v,k , u k ) and the projection function h(x v,k , x o,k ) are highly non-linear, complicating the problem of accurately propagating a state estimate through the system equations. A Sigma Point Kalman Filter 13, 14 is used to estimate the vehicle and obstacle states. Two critical components of the estimation process that were not addressed in previous work 9, 10 are data association and feature initialization.
Data Association
Inherent in any Kalman filter is an assumption of known data association. However, in many slam implementations landmarks are indistinguishable from one another, hence this must be computed explicitly. Typical data association algorithms are based on using a χ 2 test to compare an actual measurement with a prediction. The difficulty of data association in bearings-only slam lies in the small size of the measurement subspace (the 2d image plane as opposed to the 3d physical space). It is especially difficult when landmarks have not yet been localized to a high degree of accuracy. Previous work has proposed using additional information (e.g. in an indoor slam implementation described by Neira 16 the lengths of the vertical lines used as features is used as additional information for data association; Fitzgibbons 15 uses color) to assist in the process of data association.
In the implementation discussed here a two stage process is used for data association: first, the current bearings are compared with those obtained in a previous frame to check frame to frame correspondence; second, bearings to features not seen in the previous frame are compared with predicted bearings obtained from landmarks in the map to check if the features have been seen earlier in the run. Those bearings that are not associated in either step are assumed to come from a new, previously unseen landmark.
Frame to frame association for point features is used extensively in optical flow algorithms. Typically these operate at high frame rates compared with motion of the vehicle. However, when frame rates are low and vehicle motion (especially angular motion) is large, frame to frame correlation is more complex.
Angular rate measurements available from the imu can be integrated to obtain the change in orientation of the camera between frames. The change in orientation is used to calculate predicted bearings for features seen in the previous frame and these are compared with current measurements. While changes in position of the vehicle will also affect the predicted bearings, this is a much smaller effect than changes in orientation. Also, changes in bearing to a feature due to changes in vehicle position require a measurement of range (which is unavailable here) to the feature to compute. Hence bearing changes due to vehicle position change are not calculated but are covered by an increased uncertainty in the predicted bearing.
A bearing from the previous image is expressed as a vector in the camera frame and then transformed by a matrix T obtained from the change in camera orientation since the previous image:
The transformed vector is projected onto the image plane to determine the predicted bearingz k .
Finally a gated nearest neighbor approach based on the Mahalonobis distance between the current bearing and predicted bearings is used to determine association:
The matrix P jj is the covariance associated with the predicted bearingz j and includes measurement uncertainty, uncertainty induced by the transformation and a term to cover the change in bearing due to vehicle position change, which is not incorporated explicitly.
The bearing to map association compares a current bearing with the predicted bearings computed using the current state estimate. The Mahalanobis distance is computed to assess the likelihood that a bearing is associated with a particular prediction and a gated nearest neighbor approach is used to assign bearings to map landmarks.
This two-step approach to data association is more robust to dropouts of individual features (which may be due to occlusion or to features which are on the edge of the vision system's detection envelope) and enables more accurate association when landmarks have not yet been accurately localized.
Landmark Initialization
Landmark initialization is a critical component of slam. Kalman filter based implementations assume that all measurements and states obey a Gaussian distribution, and a single bearing does not provide enough information to initialize a landmark correctly. When a landmark is initialized its position and covariance must be close enough to truth that the filter does not diverge.
Methods for feature initialization can be characterized as undelayed or delayed. Undelayed approaches [17] [18] [19] represent the conical probability distribution function of a single bearing as a series of Gaussians which are then pruned as more measurements become available. Delayed methods collect several bearings to a feature from different vehicle poses and compute a landmark position. It is difficult, however, to obtain an initial landmark position and covariance which is sufficiently Gaussian to prevent divergence of Kalman-type filters. Bailey 20 describes a method for constrained initialization which computes the "Gaussian-ness" by calculating the Kullback-Leibler distance. However this is expensive to compute and a threshold value had to be determined experimentally. Another approach is described in Fitzgibbons 15 and in Montesanto, 21 where particle filters are used for landmark placement until the distribution is sufficiently Gaussian to permit a switch to an ekf framework.
In the current implementation landmarks are assumed to lie on the ground plane. Using the estimate of the vehicle's altitude, a new landmark is initialized at the intersection of the ground plane and a vector from the vehicle along the bearing to the previously unseen landmark (obtained from the vision system). A sigma-point transform is used to determine the initial landmark position and its uncertainty: the sigma points associated with the uncertain bearing are projected onto the ground plane and the mean and covariance defining the initial landmark location are computed from the projected sigma points.
This method of landmark initialization can be extended to non-planar ground if the vehicle has a digital elevation map (dem) of the surrounding terrain. A landmark would now get initialized at the intersection of the bearing vector and the ground as given by the dem. There is one caveat however: as the grazing angle between the ground and the bearing becomes small the projected uncertainty will become very large. Additionally, the projected uncertainty will no longer be Gaussian, leading to potential problems when the landmark is added to the estimator.
D. Obstacle Avoidance and Vehicle Control
A modified RC transmitter is used to control the vehicle. Desired control inputs are transmitted over a serial link to a pic and converted to voltages in the range (0V,5V). The RC transmitter converts the voltages and transmits the signal to a standard RC receiver on the vehicle.
Control commands are generated based on the current map and vehicle location and the desired goal. Generic trajectory planning routines can be implemented (previous work 9 showed 2d simulation results using a potential field approach and a randomized motion planner), in the current work a variant of a potential field obstacle avoidance routine was implemented. A cost function based on distance from the goal and both the Mahalonobis distance and Eulerian distance between the vehicle and the mapped obstacles is defined:
Here x g is the goal location, x v is current estimated vehicle position and x i is the estimated position of the i th obstacle. To minimize the cost function the desired steering angle is computed based on the cross product of the vehicle's velocity vector (in the inertial frame) and the gradient of the cost function computed at the current estimated vehicle position:
Vehicle speed is commanded to be constant. Potential field obstacle avoidance algorithms are subject to problems such as local minima and nonoptimality. However they are easy to implement and in certain situations (such as widely spaced convex obstacles) they can perform well.
IV. Test Results

T
his section presents results of both simulation and hardware tests. The scenario used for both simulations and hardware tests is described; simulation results for a nominal localization and mapping run are presented; results of outdoor tests showing navigation to a goal are described; results of simulations to assess the effects of certain unmodelled biases are presented; finally results are summarized.
A. Scenario
The scenario consists of a small autonomous ground vehicle operating on level ground in a forest-like environment. While a ground vehicle driving on a flat surface has 3dof kinematics, the navigation system was performing full six degree of freedom estimation for these tests, i.e. no information about altitude, roll or pitch were given to the estimator. The vehicle and test site are shown in Figure 4 . Three pylons were placed in a 3-4-5 triangle to define a coordinate frame. Thirteen artificial 'trees' were placed randomly with a minimum spacing of approximately 2 meters extending from x=7m to x=32m and from y=-1m to y=5m in the frame defined by the three pylons. A 'tree' consists of a 2m tall PVC pole topped with a red flag. This enabled the use of colour segmentation to identify obstacles.
Recall that landmark initialization uses an assumption of planar ground and the altitude estimate of the vehicle to compute the initial landmark location and uncertainty. With features located at an altitude of 2 meters above ground and the vehicle driving along the ground this is geometrically similar to an aircraft flying at an altitude of 2 meters with features on the ground.
The same forest geometry was used for all of the runs (both simulation and hardware) described in the following sections. In all cases the vehicle starts at (-3.2,1) in the coordinate frame defined by the three pylons.
B. Localization and Mapping: Nominal Case (simulation)
Results for a nominal localization and mapping run are shown in Figure 5 . The vehicle proceeds from the start position at a constant speed of 0.5 m/s in the +x direction. The camera field of view is 115
• and range is 9m, which approximately matches the landmark detection range for the hardware implementation. Locations of the pylons at (0,0), (4,0) and (4, 3) are incorporated into the estimator as a priori knowledge with 1σ uncertainty of 2cm.
There is very close agreement between estimated landmark positions and actual landmark positions and between the estimated vehicle position and true vehicle positions. The vehicle localization error for this nominal run was 0.7% of the distance travelled, the 3σ error bound on position is approximately 2.5% of distance travelled.
In the nominal case the localization error grows with distance travelled. This is to be expected, because unless landmarks remain in constant view over the entire run the navigation system is essentially performing visual odometry. The localization and mapping error is well within 3σ bounds.
C. Navigation to a Goal: Hardware Tests
In these hardware tests the vehicle is commanded to travel from its start position at (-3.2,1) to a goal location at (22.1,1.8) in the coordinate frame defined by the three pylons. The positions of the three pylons were incorporated into the navigation estimator as a priori information with 1σ uncertainty of 2cm. The initial vehicle 1σ uncertainty was defined as 5cm in x and y and 2cm in z.
Upon activation of the navigation system, the vehicle initially remained stationary for 10 seconds to compute inertial biases. It then proceeded to the goal location, simultaneously mapping and avoiding obstacles along the way.
Three runs were performed in the same forest to assess the accuracy of the mapping algorithm in an outdoor scenario and to verify navigation and obstacle avoidance. Truth data for tree locations and for final vehicle positions were obtained by tape measure. Total distance travelled in each run was greater than 25m.
In each of the three runs the vehicle successfully avoided trees and drove within 1 meter of the goal. Figure 6 shows the estimated path taken and maps for each of the three runs. The three maps show generally good agreement, especially early in the run. Later in the trajectory the maps do not agree as closely with truth but they are consistent with each other, with estimated tree locations generally within 3σ error bounds across the three runs. Figure 7 shows mapping at various points along the trajectory for run 2. Table 2 presents errors in final vehicle position estimates and error as a percentage of distance from the start position for each of the three runs. The average value of error as a percentage of distance from the start position is approximately 11%. Note that error as percentage of distance travelled will be somewhat better since the vehicle did not follow a straight line from the start position to the final position. Figure 7 shows vehicle progress for run 2. Initial mapping is quite accurate, but as the run progresses an offset is seen between truth and the estimated map.
Closer examination of this run shows that while there is an offset between the estimate and truth, the relative positions between the estimated vehicle position and tree positions closely matches the relative positions between the true vehicle position and the true tree positions. This is shown in Figure 8 .
The vehicle was driving on an approximately flat, level field, hence approximate truth data is available for altitude. The vehicle's short wheelbase makes a constant pitch assumption problematic and applying throttle caused the vehicle's body to roll a few degrees, hence truth for roll and pitch is not available to a useful accuracy. Figure 9 shows the error in estimated altitude (assuming level ground) and 3σ error bounds for one of the runs. The error is generally within 3σ bounds. There is a strong correlation between the error bounds and the number of landmarks in view at a particular time.
D. Effect of Unmodelled Biases (simulation)
It is through the vision system that measurements (bearings) to stationary landmarks in the environment are obtained. Indeed, this is the only means of obtaining measurements to external variables. Intuitively one would expect biases in the vision system to have a large effect on both the map and navigation solution. Figure 10 shows the final map and vehicle location for a simulated localization and mapping run with an unmodelled 1
• offset in camera pitch. Note the steadily increasing error in estimated landmark positions as the run progresses. This is matched by an increasing error in estimated vehicle position as the run progresses.
Comparing Figures 6 and 10 shows that the behaviour observed in the hardware runs is almost identical to that observed in this simulation. By the end of the run a localization error of 9.5% of distance traveled has occurred and the estimated vehicle position is 12 standard deviations (calculated using the estimated error covariance) away from the true position.
E. Summary of Results
The nominal simulation run showed estimated vehicle position error of less that 1% of distance travelled, the 3σ bounds were approximately 2.5% of distance travelled. This agrees with results presented earlier.
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Hardware test results demonstrated navigation to within 1m of a goal location over multiple >25m traverses. Vehicle estimated position error was 10% of distance travelled and the position error is also reflected in the map generated. This error in estimated position is virtually identical to that observed in simulations with an unmodelled 1
• offset in camera pitch. 
V. Discussion and Conclusion
A method for 6dof navigation and mapping using only a monocular camera and inertial measurement unit has been demonstrated. A small radio-controlled car was used as a test bed. The vehicle successfully navigated to within 1m of a goal location while avoiding obstacles over multiple >25m traverses in an outdoor environment.
In the outdoor tests estimated vehicle position error of 10% of distance travelled was observed. Previous experience with simulation results showed that estimated vehicle position errors of approximately 2% of distance travelled are achievable and indoor testing showed vehicle position errors of approximately 5% of distance travelled. The vehicle position error observed in the outdoor runs is very similar to that observed in a simulation incorporating an unmodelled 1 degree pitch offset of the camera.
The strong affect of unmodelled vision system biases agrees with intuition: since the vision system provides the only source of measurements to external variables we would expect a bias in these measurements to have a large effect on the mapping (and hence localization) solution. It is through fusing bearings to fixed landmarks (obtained through the vision system) that the drift associated with the inertial navigation solution is reduced.
Furthermore, the accuracy of the navigation solution is strongly dependent on the number of landmarks in view at any given time. The bottom graph in Figure 9 shows that for run 2 an average of only 3 features were in view at a given time. In this case an assumption about one of the landmark states (altitude) reduces the number of landmarks that must in in view for an observable solution: a scale is fixed by the assumption of feature altitude and the estimate of vehicle altitude. With few features in view, however, there is very little robustness to errors.
There is the possibility of other significant unmodelled biases in the vision system. A camera with a wide field of view (approximately 115
• ) was used, and these can be difficult to calibrate correctly. Using a narrower field of view camera would reduce the likelihood of large errors associated with camera calibration, but a narrower field of view would potentially reduce the length of time a particular landmark is in view. This would reduce the information that can be obtained from a landmark.
The initial imu bias was calculated by keeping the vehicle stationary and approximately level at the beginning of the run. If the vehicle is not exactly level, the projection of gravity onto the x and y axes will corrupt the bias measurement for these axes (and also for the z axis, since it will now only sense that part of gravity projected onto it). A roll of 2 degrees will affect the y axis bias calculation by 0.035g, or approximately 0.35m/s 2 , 2 degrees pitch will affect the x axis bias by the same amount.
imu biases are included in the vector of states to be estimated, so in principle the estimator should be robust to errors in the initial bias estimate. However, preliminary investigations indicate that certain of the imu bias states (specifically scale factor error and bias in the body x direction) appear to be rather weakly observable. Hence any initial error in these states is unlikely to be improved significantly over time. This is important because the imu allows us to compute changes in vehicle position between measurements of bearing to landmarks, giving a baseline to triangulate landmark positions. Errors in the imu bias estimate will affect the estimate of the distance travelled between images obtained through the vision system. This will in turn affect the estimates of landmark positions. There is a potential, however, for designing trajectories to optimize observability in the bias states.
For a wheeled ground vehicle the terrain greatly affects the vibration experienced by the imu. Isolating the unit (which is very lightweight) is difficult and some of the vibration frequencies were quite low (around 10-20Hz). Hence the measurement noise of the device is significantly less than the magnitude of the vibrations experienced by the device during a run. No filter tuning was performed prior to the runs presented here: this may also help reduce the errors observed.
Even with perfect system models we would expect to see some error growth (although in this case the error would be described by the estimated covariance). Unless the vehicle can maintain view of the same set of features for the entire trajectory this navigation system is essentially performing visual odometry. The error growth associated with odometry can be reduced by periodically revisiting previously explored regions. This technique of loop closure (both recognizing when a loop has closed and incorporating this information in the map) is a subject of research in the slam community.
Data association is a key problem in bearings-only slam. It must be robust to full vision dropouts and to dropouts of individual features (which may be due to occlusion or to failure to detect a particular feature in a frame). Examining the bottom graph in Figure 9 shows rapid changes in the number of features in view, indicating that in some cases individual landmarks are rapidly entering and leaving view. This is in part caused by the feature extraction routine: coloured blobs are detected as features and a minimum blob size is used to filter spurious features. When a blob is near the limit of detection it exhibits this behaviour of entering and leaving view.
To summarize, this system has been used to successfully navigate through an obstacle-strewn environment to a goal. Simulations showed that mapping and localization is strongly affected by unmodelled biases in the vision system and preliminary investigations have shown that certain imu biases are only weakly observable. This requires further investigation.
