A technique for accelerating the simulation of multileaf collimators with Monte Carlo methods is presented. This technique, which will be referred to as the movable-skin method, is based on geometrical modifications that do not alter the physical shape of the leaves, but that affect the logical way in which the Monte Carlo code processes the geometry. Zones of the geometry from which secondary radiation can emerge are defined as skins and the radiation transport throughout these zones is simulated accurately, while transport in non-skin zones is modelled approximately. The skins method is general and can be applied to most of the radiation transport Monte Carlo codes used in radiotherapy. The code AUTOLINAC for the automatic generation of the geometry file and the physical parameters required in a simulation of a linac with the Monte Carlo code PENELOPE is also introduced. This code has a modularized library of all Varian Clinac machines with their multileaf collimators and electron applicators. AUTOLINAC automatically determines the position of skins and the parameter values employed for other variance-reduction techniques that are adequate for the simulation of a linac. Using the adaptive variance-reduction techniques presented here it is possible to simulate with PENELOPE an entire linac with a fully closed multileaf collimator in two hours. For this benchmark a single core of a 2.8 GHz processor was used and 2% statistical uncertainty (1σ ) of the absorbed dose in water was reached with a voxel size of 2 × 2 × 2 mm 3 . Several configurations of the multileaf collimator were simulated and the results were found to be in excellent agreement with experimental measurements.
Introduction
During recent years Monte Carlo (MC) methods have become increasingly popular for the calculation of the absorbed dose in patients undergoing radiotherapy treatment. There are, however, different ways in which MC methods can be applied to radiotherapy treatment planning. It is possible to use MC pre-calculated fluences as the kernels of analytical algorithms such as pencil beam convolution (PBC) (Ulmer and Harder 1995) , the anisotropic analytical algorithm (AAA) (Ulmer et al 2005) or the collapsed cone convolution class (CCC) (Mackie et al 1985 , Ahnesjö 1989 . Another approach is to use semi-analytical algorithms or multiple source models that produce phase space files (PSF) and that are able to reproduce certain reference fields in water phantoms (Fippel et al 2003 , Ma et al 2002 . Chetty et al (2007) point out the drawbacks of using pre-calculated PSFs; Sempau's (Sempau et al 2001) latent variance due to the statistical fluctuations in a finite PSF is transported and added to the variance of the absorbed dose in a voxelized geometry. There is no getting away from the latent variance but to increase the particle density of the PSF. If a source model is derived from this PSF, the former will tend to smear out local peaks in the variance, and chances are that a bias in the calculated quantities may be introduced. Furthermore, an accurate estimation of the statistical uncertainty is no longer possible when source models are used.
The way of avoiding the drawbacks just mentioned is to perform MC simulations of the whole accelerator, from the exit of the electron acceleration stage, down to the patient or water phantom, following all radiation in each primary shower. This approach allows exact calculation of statistical uncertainties. These uncertainties can be reduced to any desired level provided only enough computing time is allotted to the simulation. This purely MC approach is also free from errors, except for those associated with the differential cross sections and electron multiple-scattering techniques used in the simulation. In this way codes such as EGSnrc (Kawrakow and Rogers 2001) , MCNP5 (X-5 Monte Carlo Team 2003) , Geant4 (Agostinelli et al 2003) or PENELOPE (Salvat et al 2006) perform radiation transport through any geometrical structure, in particular through clinical linear accelerators and voxelized phantoms (see, e.g., Lewis et al (1999) , Heath and Seuntjens (2003) , Cho et al (2005) ).
Until recently pure MC algorithms involved simulation times that were not compatible with clinical routine. However, with the advent of faster CPUs and parallel systems it is now possible to use MC algorithms for clinical purposes. In a full MC simulation of photon beams the stages that consume most of the CPU time are the transport through the target, the flattening filter and the multileaf collimator (MLC). It is possible to avoid the repetitive simulation of the target and the flattening filter by creating a library of PSFs, but the MLC must be simulated several times for every field in a dose plan, and for every segment in an intensity-modulated radiation therapy (IMRT) field. For speeding up MC simulation of MLCs Siebers et al (2002) proposed a method that allows photons impinging on the leaves to undergo only one Compton scatter event. Once a photon suffers one Compton interaction it is transported outside of the MLC structure following a straight line. In order to account for the effect that the dense material parts have on the photon, the statistical weight of the photon is exponentially reduced. The exponential factor depends on the photon energy and the path length stretched by the photon inside the leaves.
In the present paper a technique for accelerating the simulation of MLCs with MC methods is presented. The technique, which will be referred to as the movable-skin method, consists of defining relevant zones of the MLC in which an accurate transport of radiation is performed, whereas in less relevant zones the transport of some particles is discontinued. Radiation that interacts with shallow regions of the leaves that face the central axis of the linac and the CT structure is later scattered and produces penumbra effects and electron contamination. By dividing the leaves in zones located near and away from the beam axis it is possible to simulate particles that will contribute to the penumbra and, at the same time, simplify the transport of particles that have a small chance of leaving the corresponding body. This method can be regarded as an implementation of the range-rejection technique (Bielajew and Rogers 1988) by means of the geometry definition. The thickness of the zone in which accurate simulation is performed (skin) depends on the particle type (electrons or photons) and the energy. Herein the movable-skin method it is systematically applied to the simulation of MLC structures, even though it can be applied to other linac parts. Although the movable-skin method presented here represents a new approach for the efficient simulation of linac parts, it is inspired in a technique implemented by Verhaegen (2002) . The movable-skin method does not modify the transport algorithms and the interaction models in order to accelerate the simulation of MLC structures. In that respect, it differs from the method proposed by Siebers et al (2002) in the sense that does not rely on any analytical approach. The beam is fully MC simulated from the target down to the water phantom or patient's CT without distorting the physics and allowing for an accurate estimation of the statistical uncertainty. The present study shows that it is possible to simulate the linac head, including the MLC, in CPU times that are well within quality-assurance requirements.
The process of generating the geometry of the accelerator with the skins, and the input parameters defining other variance-reduction techniques, is done in an automatic way through the code AUTOLINAC (Automatic linac Constructor) which is briefly described in section 2. Section 3 is devoted to the description of the different geometrical configurations of the MLC that are studied in this paper. The movable-skin method and other techniques for accelerating the simulation through the MLC are tested using a mathematical source in section 4. In section 5 the most efficient and accurate approaches to the MLC simulation are analysed using a PSF obtained from a simulation of a Varian Clinac 600 C. The results are compared to experimental data obtaining very good agreement. Finally, some conclusions are given in section 6.
Construction of linac geometry and variance reduction
The program AUTOLINAC, developed by L Brualla and presented here, generates the input files used in the simulation of a linac with penmain, the general-purpose main program distributed with PENELOPE. For running AUTOLINAC it is only necessary to enter information about the configuration of the machine to be simulated, such as model, operation mode (electron or photon), nominal energy, field size, position of the leaves, etc. AUTOLINAC constructs during runtime a geometry file with the accelerator in the required configuration and positions of all movable parts, a file with physical parameters for penmain and a material data file. In the core of AUTOLINAC there is a modular library of linacs with movable parts, and a catalogue of physical parameters devised for each particular model and configuration. The linacs currently coded are the whole series of Varian 600 C, 600 C/D, 2100 C/D and 2300 C/D, including all their applicators, MLCs, wedges, and all their possible energies in photon and electron mode. It is not necessary that the end-user of the code knows about the geometrical description of the linac, or the variance-reduction techniques that are best suited for a particular simulation. Variance-reduction techniques automatically used are interaction forcing (in the flavour used in PENELOPE, Salvat et al (2006) ), Russian roulette, several kinds of particle splitting and movable skins. The user is allowed to decide the position of all movable parts of the linac and to choose the thickness of movable skins.
Splitting is a technique in which a particle that has a chance of contributing to the final absorbed dose is replicated N times, having each of its replicas a statistical weight equal to 1/N . In that way, should the original particle be absorbed somewhere in the geometry before contributing to the final absorbed dose, its information is not completely lost because its replicas can still reach the final scoring zone. Azimuthal splitting (Bush et al 2007) can be applied only when the radiation beam and geometry are cylindrically symmetric. This is a kind of splitting in which each replica is rotated about the central beam axis. The same splitting number is used for every particle, independently of the distance of the original particle to the beam axis. The particle density varies inversely with the distance to the central axis and the statistical weight of split particles is kept constant. In our implementation of azimuthal splitting, that will be referred to as rotational splitting, the azimuthal angle between two neighbouring split particles is constant, in contrast with the original azimuthal splitting technique of Bush et al (2007) in which the azimuthal angle is a uniform random variable. Using constant azimuthal angles allows for a faster calculation of each shower and reduces statistical noise.
All Varian Clinacs have approximately cylindrical symmetry from the source to the jaws (with the exception of the inclined mirror, whose effect is negligible due to its very small thickness). Therefore, rotational splitting can be applied on a scoring plane above the jaws, whose extension depends on the field defined by them.
The movable-skin method introduced mainly to handle the simulation of the MLC is also applied to the primary collimator and the jaws. These elements of the linac are designed to absorb radiation, and therefore many of the particles interacting with them will be finally absorbed.
Geometry of the multileaf collimator
For concreteness, the simulations of MLCs considered here pertain to the Varian MLC 52, which is made of two banks of 26 leaves each. Throughout this paper, by 'inline' we denote the axis along the direction of movement of the leaves-assuming collimator angle equal to zero-while 'crossline' indicates the direction perpendicular to the inline and to the beam axis (z). All leaves have the same thickness in the crossline direction. For modelling the MLC the code PENGEOM distributed with PENELOPE (Salvat et al 2006) has been used. In PENGEOM quadric surfaces are grouped to define volumes. These volumes can be defined as BODY or MODULE. A BODY can be limited by surfaces and other BODYs, while a MODULE can only be limited by surfaces, but it can contain BODYs and MODULEs inside. With the appropriate use of MODULEs the logical structure of the geometry can be very ramified allowing for faster simulations.
Even though working with quadric surfaces can be a hindering task, constructive quadric geometry turns out to be a very flexible method that allows modelling a great amount of fine geometrical details without compromising simulation speed. In figure 1 we show an image of the 52-leaves MLC, within the Varian Clinac 2300 C/D, viewed from the patient perspective as in head-first supine position. The image has been obtained using the program gview3d.exe given with the PENELOPE distribution. gview3d.exe takes the geometry file as input and through a ray-tracing algorithm produces a three-dimensional image. The ray-tracing algorithm uses the same tracking subroutines as PENELOPE, therefore, gview3d.exe 'sees' exactly what the particles being transported in the PENELOPE simulation actually 'see'. The MLC shown in that figure consists of about 400 bodies, 1200 surfaces and 13 700 lines of code. This is a detailed version of the MLC, which includes the tongue-and-groove for each leaf, and that will be referred in the present paper as the 'detail' MLC.
The coding of the large amount of surfaces and bodies that constitute the MLC is much simplified thanks to the function CLONE that was added to the 2006 release of the PENGEOM program. By means of CLONE it is possible to duplicate a module, containing other modules and bodies, and to position the clone anywhere in the space with any orientation. Once the central pair of opposing half-leaves is coded, it is cloned to the left and to right, and the resulting structure is enclosed in a single MODULE. The process continues until all the leaves of the MLC have been coded. Although the code PENGEOM has been used for modelling all MLC structures considered in the present paper, the movable-skins technique can be used with other general-purpose radiation transport MC codes.
A version of the same MLC mentioned above, but including skins, has also been coded. The skins of this MLC can be moved inside each leaf, allowing for different thickness of skin zones. In figure 2 a schematic drawing of a leaf with the movable skins is shown. This version also has tongue-and-groove and in every aspect, except for the presence of the skins, is equivalent to the detail-MLC. Despite the actual whole leaf is made of tungsten, for simulation purposes we define each leaf as being made of three different tungsten materials, each of which corresponding to each of the parts of the leaf, namely, the frontal skin, the lower skin and the non-skin part. The characteristics of these three tungsten materials are exactly the same except for the absorption energy of electrons, positrons and photons. Only frontal and lower skins are used, that is, there are no lateral skins on the surface of the tongue-and-groove. As it will be shown, the optimal simulation scheme is to allow an accurate transport of photons everywhere in the geometry of the MLC, while electrons and positrons are accurately transported only in skin zones, and locally absorbed in non-skin regions. Since the contribution to leakage arises mainly from photons, the fact of not using lateral skins does not introduce inaccuracies, because photons are transported throughout the whole MLC structure. Furthermore, electrons produced near the lower surface of the MLC, those having a significant chance of escaping the MLC structure and contributing to leakage, are also taken into account due to the presence of the lower skins. This detailed-skinned geometry involves about 1200 bodies, 1500 surfaces and 20 000 lines of code. This version of the MLC will be referred as the 'skin' MLC.
In order to study the effect of the complexity of the geometry on the simulation performance, a simplified version of the MLC was coded. This version has frontal and lower skins, although tongue-and-groove details are removed by using flat side surfaces for each leaf. The geometry file of this version consists of about 200 bodies, 250 surfaces and 3900 lines of code. This version will be referred to as the 'simple' MLC in the present paper.
In all the MLC geometry files coded the function BODY has been avoided, instead only MODULEs have been used and they have been repetitively grouped, obtaining very ramified modular trees. Even though the skin MLC has more than five times the number of bodies and surfaces present in the simple MLC, the simulation speed of the latter is marginally faster. It is important to use a geometry package that allows hierarchical division of the geometry logical tree in order to use skins, otherwise the increased geometrical complexity derived from the method could hinder the efficiency gain. In all versions of the MLC the inter-leaf gap has been set to 0.2 mm.
Study of different simulation schemes of the MLC
The usage of skins implies a larger geometrical complexity whose effects on the efficiency and accuracy of the simulation are studied in this section. On the other hand, we also analyse the effectiveness of a technique similar to that proposed by Siebers et al (2002) which consists of allowing up to one, two or three Compton scatter events in the MLC. All the simulations reported in this paper have been run on an iMac desktop computer with a 2.8 GHz Intel Core 2 Duo CPU (running in a single core). The codes have been compiled with the Intel Fortran Compiler 10.1 for Mac OS X, using the −fast option.
Photon transport from a mathematical source

Description of the simulations.
To analyse the different simulation schemes adopted for the MLCs a series of simulations with a mathematical source have been performed. A 1.25 MeV monoenergetic photon source located just above the MLC has been defined with real dimensions equal to 4.825 × 4.825 cm 2 . A semiaperture angle of 2.86
• has been used in the penmain input file for allowing the beam to broaden. All simulations performed with the mathematical source use the PENELOPE simulation parameters: energy-loss cutoff values W cc and W cr equal to 200 keV and 50 keV, respectively, and multiple-scattering parameters
In the simulations of this section the MLC is fully closed and the collimator angle is set to zero, therefore all radiation transmitted can only be put down to leakage. The radiation transmitted through the MLC is later transported into, and within, a water phantom using the code penct, which is a main program of PENELOPE devoted to the simulation of radiation transport through voxelized geometries. The water surface is 45.6 cm away from the lower surface of the MLC. The characteristics of the simulations considered in this section are summarized in table 1. A simulation scheme of reference (Ref) , which is the best description that we have of the geometry and the physics involved in the transport of radiation, is defined. The detail-MLC geometry is used for the simulation of Ref (see section 3) in which there are no skins. Rather conservative simulation parameters are used everywhere in the detail-MLC geometry, as shown in table 1.
For simplicity, in the study of the effect of the skins with the skin-MLC geometry, the skin thicknesses of the frontal and lower skins are given the same value, which is varied from case to case. Simulation Sk-off has 0.5 cm thick skins and the simulation parameters have been set, everywhere, to the same values used in the Ref simulation, that is, an accurate simulation is performed in all skin and non-skin parts. This simulation is equivalent in all aspects to the Ref simulation. Its purpose is twofold: to test the correctness of the more complex geometry, since it includes movable skins, and to study the effect in terms of simulation time of using a geometry with a larger number of modules. Simulations Sk50, Sk25, Sk15, Sk10 and Sk05 use the geometry skin-MLC (Sk stands for Skins) with skin thickness of 0.5, 0.25, 0.15, 0.1 and 0.05 cm, respectively. The simulation parameters described for the Ref simulation are used everywhere except for the non-skin parts where the absorption energies of electrons and positrons have been set to an arbitrarily high energy of 1 GeV. Therefore, the simulation of all secondary electrons reaching non-skin parts is immediately discontinued and their energy is locally absorbed. In the case of photons a detailed simulation is carried out everywhere. Simulation NP-Sk50 is the same as Sk50, except for the fact that the absorption energy of photons has also been set to 1 GeV in the non-skin parts. NP stands for no particles in non-skin parts.
The effect of a simplified MLC geometry, in which the tongue-and-groove has been removed, is analysed using simulations Si-Sk-off and Si-Sk50 (Si stands for simple). In simulation Si-Sk-off the absorption energies of electrons, positrons and photons are those of the Ref simulation, so effectively skins are not used. In the case Si-Sk50 the leaves have skins 0.5 cm thick and the absorption energies of skin and non-skin parts are indicated in table 1.
The effect of only simulating a given number of Compton scatter events is studied in the following simulations. 1C-Ref allows photons to undergo only one Compton scattering everywhere in the leaves. Should a second Compton scattering occur, the simulation of the photon is discontinued and its energy is locally absorbed. This criterion is applied everywhere in the geometry. Simulations mC − Skn allow up to m Compton scatter events in non-skin parts, while in skin zones of thickness equal to n × 10 −2 cm all particles are transported. The technique presented herein for allowing one, two or three Compton scatter events is different from the method proposed by Siebers et al (2002) in the sense that once the maximum number of scatter events is reached the photon is locally absorbed and, hence, it is not transported outside of the MLC structure. Therefore, the efficiency of simulation 1C-Ref represents an upper bound for the method of Siebers and co-workers. However, the fact of locally absorbing all photons that should suffer a second Compton interaction in the 1C-Ref simulation, makes for a lower accuracy with respect to Siebers et al approach. The process of transporting in a straight line the scattered photon with an exponential attenuation has not been implemented to avoid introducing analytical approximations.
In all considered simulation schemes shown in table 1 the only variance-reduction technique used inside the MLC structure is the movable-skin method. This also applies to the cases that will be considered in section 5 where simulations are performed using a PSF obtained from a linac.
Accuracy of the simulation through the MLC.
In this section an analysis of the efficiency and of the average energy of particles that reach a scoring plane located below the MLC is presented.
The efficiency in terms of the average energy E collected by a scoring plane is given by (see, e.g., Salvat et al (2006) 
where T is the CPU time of the simulation and σ E is the standard deviation of E. To compute the efficiency of MLC simulations T is set equal to the CPU time invested in tracking particles only through the MLC, that is, not including the time spent in following radiation within the water phantom. The speed s of a simulation is
where N is the number of simulated histories.
Finally, the quality of the simulation q E is defined in terms of the average energy, E, of particles impinging a PSF plane located below the MLC as
where the ratio is calculated for a given simulation case and Ref. Table 2 shows the values of speed s and relative speed s/s R , efficiency and relative efficiency / R (both relative magnitudes referred to the Ref simulation), the average energy E registered in the PSF below the MLC, the energy ratio q E , and the absorbed dose at a reference voxel in a water phantom estimated from the particles that have been transported through the fully closed MLC. The water phantom used consisted of a 20 cm side cube and 100 voxels along each axis.
Simulations that yield a value of q E similar to 1 (see table 2 The value of the absorbed dose to water at a depth of z = 5.00 cm along the central axis is also used to determine the accuracy of the simulation (IAEA 2000) . This value, for each simulation, is reported in column D z=5 of table 2. Despite the much more complex geometry of the skin-MLC respect to the detail-MLC (see Ref and Sk-off in table 2) the simulation speed is the same for both geometries. The reason for this remarkable result is the efficient way in which well-ramified geometries are handled by PENGEOM. On the other hand, we note figure 5 . Also, the value of q E = 0.86 indicates a lack of agreement with the Ref simulation. Note that the gain in speed when simulating no particles at all in the non-skin parts is not substantial compared to the speed of simulations with only photons (see s/s R for NP-Sk50 and Sk50 in table 2). This fact implies that it is a better approach, in terms of CPU speed and accuracy of the results, to tailor skin thickness to the simulation under study, rather than limiting the number of Compton scatter events everywhere in the leaves.
The simple-MLC yields wrong results, no matter which skin thickness is used. This indicates that simplifying the geometrical shape of some parts in the beam path introduces errors in the simulation. The absence of the tongue-and-groove in the geometry of the MLC results in much more leakage. Figure 6 shows the lateral profiles for the Si-Sk50 geometry. It is worth noting the effect of the tongue-and-groove and how the latter blocks much of the leakage radiation.
Simulation with a realistic PSF versus experiment
This section describes the simulation of a Varian 600 C Clinac and the results obtained using two different configurations of the MLC. Each configuration of the MLC has been simulated using the schemes Sk-off as a reference simulation, and Sk − 05 and 3C-Sk05 as efficient simulation schemes. The results are compared with experimental data.
Calibration of the monoenergetic electron primary source in the simulation
For comparing simulated absorbed dose to water with experimental results it is necessary to tune in the energy of the simulated primary electron beam with experimental profiles at different depths for a reference field. In this calibration process only the energy of the primary electron beam impinging on the target will be adjusted. A monoenergetic primary electron point source (FWHM = 0) of 6.18 MeV has been used. Therefore, the quality of the results depends on the accuracy of the linac geometry, the accuracy of the cross sections and transport models used in PENELOPE and the value of the energy of the primary source. The DCSs and transport models implemented in PENELOPE are amongst the best available for a general-purpose radiation transport code (Sempau et al 2003, Salvat and Fernández-Varea 2009) .
The beam profiles and percentage depth dose (PDD) curves of a 10 × 10 cm 2 reference field from a Varian Clinac 600 C were measured using the water phantom system (RFA 300, IBA-Scanditronix with RFA Plus 5.3 software). The PDDs for open field were measured with two Scanditronix RK 0.125 cm 3 non-ventilated ionization chambers as field and reference detectors, respectively. It is well known that solid state detectors such as p-n junction Si built semiconductors yield a small but noticeable energy dependence and certainly, the distance stretched from the surface to deep regions of the water phantom bring about non-negligible changes in the energy fluence. This is why the PDDs are measured with the RK ion chamber. On the other hand, the characterization of the PDD build-up region is rather poor with the RK chamber, owing to the volume effect (the chamber's volume is large compared with the narrow distance where the build-up occurs) and the lack of transient charge particle equilibrium. To measure the PDD in the pre and post build-up area (from the surface to 5 cm depth) we used a stereotactic field detector (SFD) diode from Scanditronix. The active volume diameter of this detector amounts to 0.5 mm with a 60 μm depletion region. The SFD is a p-n Si-based semiconductor detector operated in the dc mode, thus the dc leakage current sinks swifter than the current induced by the radiation field. The dc leakage current depends on the temperature since the p-n population follows a Boltzmann distribution, so providing there are not large variations in the phantom temperature, the dc leakage can be kept low and constant (see, e.g., Attix (2004) , chapter 15 IV). Despite its very low leakage under the above referred conditions care was taken to monitor the temperature of the water phantom as changes up to 0.25% in the signal per degree centigrade have been reported (Grusell and Rikner 1986) . The SFD is centred by acquiring an inline and a crossline profile in a 3 × 3 cm 2 field at z = 1.50 cm deep. The centre is recorded and a reset origin done. The gain, as well as the dark current and the signal normalization, are then reset at this point in the CAX.
The geometry and input files for the simulation of the Varian Clinac 600 C were generated with AUTOLINAC. A simulation was run transporting particles from the target down to a scoring plane located at 65.4 cm from the source i.e., the exit of the gantry, using a 10 × 10 cm 2 field. At this plane all particles were discontinued and a PSF was recorded. Using a single core of the CPU a 6 GB PSF was obtained, containing 51.5 × 10 6 particles derived from 12.5 × 10 6 primary histories in 79 h. The variance-reduction techniques and absorption energies used throughout the gantry simulation were those provided by default by AUTOLINAC, Figure 7 . Depth dose distribution along the central axis obtained in a water phantom from a 10 × 10 cm 2 field. SSD = 100 cm (left) and SSD = 90 cm (right). Experimental data (circles) obtained with a SFD (left) and a RK chamber (right). MC simulation represented with squares. The MC uncertainty bars are not shown for depths larger than 12.5 cm because they are smaller than symbol size. The inset (left) shows a zoom of the region of maximum absorbed dose compared to the SFD experimental data.
namely interaction forcing in the target and primary collimator, rotational splitting above the jaws and movable skins in the jaws and primary collimator. After estimating the absorbed dose to water from this PSF, the statistical uncertainty of the dose in CAX at z = 5.00 cm was less than 0.6%. Unless otherwise stated, all statistical uncertainties quoted in the present paper are at the 2σ level. This means that the clinical requirements for absolute dose dosimetry for this case i.e., 3% (IAEA TRS-398 2000) , are met in about 3 h, using a single core of a CPU, for simulating the beam from the target down to the water phantom.
For transporting particles from the PSF to a 40 × 40 × 40 cm 3 water tank the code penct was used. The voxel size in the water tank was 0.4 × 0.4 × 0.4 cm 3 . Two simulations with penct were run, one with SSD = 100.0 cm, and another one with SSD = 90.0 cm. The former is used for comparing results with the experimental data obtained with the SFD diode, whereas the latter is used with the experimental data derived from the RK chamber. Figure 7 (left) shows the PDD in relative dose terms of the simulation with SSD = 100.0 cm and the data obtained with the SFD. It can be seen that the SFD diode tends to overestimate the dose gradually as the spectrum softens with increasing depth. Since Si has a relatively high atomic number the photoelectric cross section is increased for low energy photons impinging on the diode (Westermark et al 2000) . The statistical uncertainties (2σ ) of the simulated data are plot once every five points, in the main plot, until a depth of z = 12.5 cm. Below that depth the statistical uncertainty is smaller than symbol size. The inset is a zoom of the build-up region. The right panel of figure 7 shows the experimental data from the RK chamber. Except in the pre build-up region, where the volume effects are noticeable, the agreement between simulated and experimental data is excellent.
Experimental and simulated lateral profiles for the open 10 × 10 cm 2 field are shown in figure 8 . The experimental data for this plot have been obtained with the RK chamber. For the simulated data a voxel size of 0.2 × 0.2 × 0.2 cm 3 has been used in order to obtain better resolution.
Comparison of simulated and experimental data for two different MLC configurations
To test the reliability of the simulation schemes two configurations of the MLC were chosen, namely a fully closed MLC and a fully open MLC except for one leaf. In both configurations a field of 15 × 15 cm 2 was defined in a Varian Clinac 600 C at 6 MV nominal energy, and SSD = 100.0 cm. In both experiments a SFD was used owing to its excellent spatial resolution.
A single simulation was run under the same conditions described in section 5.1, except for the size of the field defined by the jaws (15 × 15 cm 2 ) and the position of the PSF where all particles are stopped. A 10 GB PSF was created in 74 h at z = 48.25 cm from the source (just above the MLC). The PSF contained 51.5 × 10 6 particles originated from 8.8 × 10 6 primary histories. This simulation ran almost twice as fast as that used for calibration because of the larger field size. Once this PSF was created, it was used for transporting particles through the MLC in the two aforementioned configurations, into a second PSF just below the MLC. From the second PSF particles were transported into a water tank using penct. The dimensions of the water tank are 20 × 20 × 20 cm 3 with a voxel size equal to 0.2 × 0.2 × 0.2 cm 3 for both cases considered. Sk-off) in which all particles are transported through the MLC and two optimized simulation schemes, namely 3C-Sk05 and Sk05 (see section 4 for a detailed explanation on the conditions of each simulation scheme). The schemes 3C-Sk05 and Sk05 were chosen because they proved to be those which provided fastest simulation times with minimal loss of accuracy.
The speed of either 3C-Sk05 or Sk05 was 22 times faster than Sk-off. The statistical uncertainty of the dose absorbed to water at z = 5.0 cm along CAX in all simulations with the MLC closed was 3% (2σ ). The simulation time was 2 h for the fast simulation schemes. Both, 3C-Sk05 and Sk05, yielded a value of q E equal to 1.00 within statistical uncertainties. That means that the dose absorbed to water calculated from the PSFs generated with these two simulations will be compatible with that of the reference scheme Sk-off. Figure 9 (left) shows the dose absorbed to water obtained with the second PSF at a depth of z = 0.5 cm in terms of absolute dose per primary history.
Before acquiring the experimental data, the gain, the dark current and the signal normalization were set at a position under one leaf. This position was 2.00 cm towards the x1 jaw, 0.4 cm towards the y2 jaw and at a depth of 1.50 cm. Then an off-CAX crossline profile was obtained at z = 1.50 cm and 3.00 cm towards the x1 jaw. The number of samples per point was set to 45 and a RK chamber as reference detector was also used. Figure 10 shows a comparison amongst the results of different simulation schemes and the experimental data. An off-CAX (3.0 cm towards x1) crossline profile has been plotted. The results from Sk-off are shown with a histogram. The experimental data (circles) are compared to Sk-off on the left-hand side of the profile, while the comparison with the other simulations is done on the right part of the profile (3C-Sk05 with squares and Sk05 with diamonds). The differences between the experimental and simulated data can be ascribed to deficiencies in the MLC mechanical device, since the inter-leaf gap of our particular MLC was not constant. The fast simulation schemes yield compatible absorbed dose to water values with respect to Sk-off as the q E value has predicted. Sk05 renders similar simulation times than those obtained with 3C-Sk05, with the same level of accuracy. This means, that once skins are employed, using exponential attenuation for photons through the leaves (Siebers et al 2002) would not significantly improve efficiency.
In order to assess the simulation speed of the whole simulation process, including gantry, MLC and estimation of absorbed dose to water, a simulation from the primary electron source down to the water phantom, passing through a fully closed MLC was run. The field size was 15 × 15 cm 2 and the voxel size 0.2 × 0.2 × 0.2 cm 3 . About 2% of standard statistical uncertainty (1σ ) was achieved in 2 h using a single core of a 2.8 GHz CPU.
Fully open MLC except for one leaf.
The MLC was positioned with both banks retracted at 10.0 cm from CAX except for the B14 leave, which was drawn into the field with an over-travelling of 2.02 cm. This configuration was simulated using the scheme Sk-off as simulation of reference, and Sk05 and 3C-Sk05 as fast simulations. Figure 9 (right) shows the dose absorbed to water at a depth of z = 0.5 cm in terms of absolute dose per primary history, obtained with simulation Sk-off. In that figure the shadow left by the single leaf can be seen.
Benchmark results of the simulations are given on the left part of table 3. Simulation schemes 3C-Sk05 and Sk05 are only 2.3 times faster than Sk-off because the variancereduction techniques are only applied to leaves. Since only one leaf is in the irradiated area of the field little can be done to achieve a further increase of speed. Nevertheless, the simulations 3C-Sk05 and Sk05 performed the transport of radiation through the MLC in about 30 min. In that time a statistical uncertainty in the absorbed dose to water at a depth of 5.0 cm of 2% (2σ ) was achieved. In order to obtain experimental data for this configuration, crosslines profiles under the leaf B14 were acquired using the SFD detector and the RK ion chamber. The gain was adjusted for each detector and for each depth at a point 2.0 cm towards the y2 jaw, with several overload clearings. In the case of the SFD measurements no reference detector was used. Instead, a high number of samplings per point was chosen, that of 60, along with a smaller step of 0.05 cm and a larger of 0.20 cm. The smaller step was applied providing the delta rise between neighbouring points was larger than 2%, otherwise the larger step ruled. With this criterion the SFD was able to depict the top part (open field) and the sharp fall from the leaf edges quite accurately. However, it can be noted that the bottom of the well under the leaf does not match the simulation within statistical uncertainties (see figure 11) . In this case, it can be argued that under the leaf the main contribution to the dose comes from low energy photons with very skewed angles, as the spectrum is softer under the shadow of the leaf. To check the depth of the well we have to resort to an air ion chamber: the non-ventilated ion chamber RK 0.125 cm 3 . For the measurements obtained with the RK ion chamber, another RK ion chamber was used as reference detector. The step criterion was the same for the RK as for the SFD, but the number or samplings were reduced to 40. The chamber gain was adjusted for each depth at the same locations as in the SFD case. A third measurement was performed using the MatriXX device (IBA-Scanditronix-Wellhöfer), which is an array detector consisting of 1020 parallel plate vented ion chambers arranged in a 32 × 32 grid. The chambers are 4.5 mm in diameter, 5.0 mm in height and a nominal chamber active volume of 0.08 cc. The distance between chambers is 7.619 mm. The absorber material is ABS (1.06 g cc −1 ) making for a water-equivalent thickness of 3.3 mm. A 5.0 cm water-equivalent build-up was used in the experiment. The measurement was taken with a sampling period of 20 ms and 500 samples.
MatriXX, RK and SFD reproduce the top open field remarkably close and within the MC statistical uncertainty. Since the RK and MatriXX use the same kind of detectors both yield the same results and exhibit the same volume effect as we proceed to the leaf penumbra. However, the RK and MatriXX measurements are aimed at evaluating the difference between the normalization point and the central part of the well. Therefore, the width of the well is considered to be accurately depicted by the SFD whereas the depth of the well is described by the data obtained from the RK chamber. As it is shown in figure 11 , the MC data accurately describe the width of the well obtained with the SFD and the depth of the RK chamber. For the sake of clarity only Sk-off results are shown in that plot, however, simulated points from Sk05 and 3C-Sk05 would coincide with those of Sk-off if they were plotted.
Conclusions
A detailed study of variance-reduction techniques applied to MLCs has been presented. With the sole usage of movable skins in MLCs, quality-assurance simulation times can be reached without significant loss of accuracy with respect to detailed MC simulations. A simulation of a Varian Clinac 600 C at 6 MV from the target to the water phantom, going through a completely closed MLC, is simulated in 2 h using a single core of an Intel Core 2 Duo 2.8 MHz CPU. In that time 2% (1σ ) standard statistical uncertainty in a 0.2 × 0.2 × 0.2 cm 3 voxel, 5.0 cm deep in the CAX, is obtained. Even though the movable-skin technique has been developed for PENGEOM/PENELOPE, it can be easily applied to any MC code that allows an accurate representation of the geometry. The results shown in this paper indicate that it is a better approach, in terms of simulation speed and accuracy, to tailor skin thickness for every particular simulation, rather than oversimplifying and distorting the physics in the MLC.
Systematic usage of movable skins would be a difficult task without the aid of a code like AUTOLINAC. This code performs automatic generation of the required files (geometry, material and input) for a penmain/PENELOPE simulation of a linac using several kinds of variancereduction techniques, including movable skins. The reliability of the geometries and input files generated by AUTOLINAC has been assessed with experimental measurements, obtaining excellent results.
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