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Utilising the non-uniqueness of the bulk macroscopic electrical polarisation in the topological
phase of a Chern insulator, we construct a many body Chern invariant. Under a smooth unitary
temporal evolution, this quantity evolves with time and successfully reflects the topology of the
out-of-equilibrium state of the system by assuming an integer-quantised value in the adiabatic
limit. Considering a linear ramping of the staggered Semenoff mass of the paradigmatic Haldane
model of graphene, we illustrate that starting from a trivial state, it is indeed possible to obtain a
topologically non-trivial state even by an adiabatic unitary driving protocol. We further propose a
counter-diabatic protocol that enables us to suppress the diabatic excitations inevitable while crossing
the gapless quantum critical point. The generalised topology of this dynamical Chern invariant being
dependent on the non-equilibrium filling of single-particle states ensconces an emergent bulk-boundary
correspondence that is expected to manifest in experiments.
There is a recent upsurge in studies of theoretical [1–18]
and experimental [19–28] studies probing the generation
and manipulation of topological phases of many body
quantum systems. Such topological phases are character-
ized by different quantized values of a topological invariant
which serves as a non-local order parameter characterizing
the phases which are topologically inequivalent to each
other. Distinct topological phases in thermodynamically
large systems are necessarily separated by a quantum crit-
ical point (QCP) [29, 30]. Further, the extremely robust
protection of topological phases against external local
perturbations host an enormous multitude of possibili-
ties of applications in topological quantum computation
[31, 32] and controlling dechorence in out-of-equilibrium
situations [33, 34].
Symmetry protected topological insulators (SPTs) (see
[11–13], for review) and Chern insulators [14] host no long
range topologically ordered states. Nevertheless the bulk
topological non-triviality of SPTs and Chern insulators
are manifested in the presence of topologically protected
boundary-localised zero energy states when the bulk sys-
tem is topologically non-trivial. This is the so-called
bulk-boundary correspondence. Although the equilibrium
topology of non-interacting quantum many body systems
is well understood, comprehending the dynamical fate of
equilibrium topology as well as characterising the topology
of quantum systems which are driven out of-equilibrium
pose a challenging question of ongoing research [35–47].
The same is true concerning the emerging topology asso-
ciated with dynamical quantum phase transitions [48, 49]
The success of designing a non-equilibrium topologi-
cal system lies not only on the dynamical generation of
a topological Hamiltonian [35, 37] but also on prepar-
ing the system in a topologically non-trivial dynamical
state, e.g., in the ground state of the effective topologi-
cal Hamiltonian. Despite several recent studies [50–59],
the question whether the out-of-equilibrium state of a
quantum many body system can be a characterised by
an integer-quantised topological index which is also mani-
fested in an emergent bulk-boundary correspondence is
far from being settled.
Interestingly, for two-dimensional (2D) Chern insulat-
ing systems, a no-go theorem has been postulated [52],
which states that the initial bulk topology of the model
must not change under a smooth unitary transforma-
tion. This is an artefact of the temporal invariance of
the dynamical bulk Chern number, constructed using the
time evolved state of the system, under unitary driving.
Nevertheless, following a quench the edge current eventu-
ally thermalizes to a value corresponding to the topology
of the post-quench Hamiltonian [53–55]; thereby imply-
ing the absence of an out-of-equilibrium bulk-boundary
correspondence. However, in Ref. [58] a stroboscopic
"out-of-equilibrium" bulk-boundary correspondence has
been established for 1D SSH and extended SSH models.
The question we address in this work is, whether it
is possible to propose a generalised topological invariant
which can characterise the out-of-equilibrium state of a
Chern insulator, namely the Haldane model of graphene
[14], under a smooth unitary evolution. We establish
that it is indeed possible to define a generalised Chern
number which, furthermore, changes dynamically and
depending on time-dependent occupation of the eigen-
states of the instantaneous Hamiltonian may assume an
integer quantised value when the system is ramped from
the non-topolgical to the topological phase. Considering
an adiabatic ramping of the Semenoff mass of the Hal-
dane model, we illustrate the above claim where we also
propound a counter-diabatic (CD) protocol to suppress
the non-adiabatic excitations. Furthermore, we explicitly
demonstrate the emergence of an edge current and thus
an emergent topological bulk-boundary correspondence.
We construct the generalised invariant, extending the
equilibrium property of the non-uniqueness of the bulk
electric polarisation in the topological phase of a Chern
insulator to the non-equilibrium situation. To the best
of our knowledge, the route, we unravel, to the unitary
preparation of topological Chern insulators was not re-
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Macroscopic Electric Polarisation and Chern topology:
The macroscopic polarisation is in itself a many-body
quantity. The generalised Chern number is conjectured
using the property of non-uniqueness a component (say
x) of macroscopic polarisation vector in the topological
phase that fundamentally counts the winding of a
uni-directional U(1) connection along the other reciprocal
lattice direction (i.e., along ky). The branch singularity
of the uni-directional Berry phase as a function of ky
then points to a non-zero value of the Chern number [60].
We evaluate the macroscopic electric polarisation vec-
tor of the system in the directions of the lattice vectors,
~P =
∑
i
Piˆiˆ, where Piˆ =
〈
Xˆi
〉
, Xˆi =
∑
n
xni aˆ
†
naˆn is the
many-body position operator and xni denotes the ith lat-
tice direction of the nth site with a†n being the creation
operator of fermions. The expectation is here taken over
the many-body state of the system. The translation
operator in the ith direction under periodic boundary
conditions, Tˆi(δi) = eiδiXˆi , where we choose δi = 2pi/Ni,
Ni being the linear dimension of the system in the ith
direction. Retaining only terms of linear order in δi (see
[61]),
Pi [k0] =
∑
α
Im
∫
BZ[k0]
〈ψk,α|∂ki |ψk,α〉 dkxdky, (1)
where k0 is chosen to be the origin of the Brillouin
zone (BZ) and |ψk,α〉’s are the respective occupied
single particle bands α. This is exactly the macroscopic
polarisation of the system which is directly related to the
integrated current flowing in the system under adiabatic
evolution in Chern trivial phases.
However, in the Chern non-trivial (topological) phase,
for every adiabatic shift in the origin of the BZ, the electric
polarisation vector changes proportionally to the Chern
invariant. If the system is in a pure state, for a shift in
∆k0 in the origin k0 of the Brillouin zone,
Pi[k0 + ∆k0]− Pi[k0] = 2piij(∆k0)jC, (2)
where C is the Chern Number and ij is the antisymmetric
tensor. We utilize this non-uniqueness of the electric
polarisation to define the Chern number as,
C = ij ∆Pi[k0]2pi∆k0j , (3)
where Pi[k0] is as defined in Eq. (1).
Generalised Chern invariant under unitary dynamics:
We start from an initial eigenstate |ψ(0)〉 of a Chern
insulator in the non-topological phase having C = 0 ,
which is subjected to an arbitrary unitary time dependent
drive. To define the out-of-equilibrium Chern invariant,
we extend the quantity defined in Eq. (1), to a weighted
average over the instantaneous single-particle bands (see
[61]),
P˜i =
∑
α
Im
∫
BZ
dkxdkyn
k
α(t)Aki (|φkα(t)〉). (4)
Here, Aki (|φkα〉) = 〈φkα|∂ki |φkα〉 is the U(1) gauge con-
nection on the state |φkα〉 and the weights nkα are the time
dependent population of the αth instantaneous band.
We now proceed to define the dynamical Chern number
as the change in the quantity P˜i with a change of the BZ
origin. This leads to the time-dependent Chern number,
CU (t) ∝ P˜x[k0 + ∆k0]− P˜x[k0] =
−∆k0y
∫ k0y+1
k0y
dky∂kyβ(ky, t),
(5)
where,
β(ky, t) = −
∑
α
Im
∫ k0x+1
k0x
dkxn
k
α(t)Aki (|φkα(t)〉). (6)
At equilibrium, when any one of the bands is completely
filled, the quantity P˜i, reduces to the total macroscopic
polarisation of the occupied band. In this situation, the
Chern number defined in Eq. (3) and (5) is defined as a
gauge invariant quantity which simply detects a branch
change of the function β(ky) in the closed interval ky ∈
[0, 1] ≡ S1. By fixing a gauge, such that the quantity
β(ky) remains continuous for all ky ∈ [0, 1], in a Chern
non-trivial phase the function β(ky, t) exhibits a branch
change at the endpoints of Brillouin zone,
C ∝ β(ky + 1)− β(ky). (7)
Even under an arbitrary gauge choice, the existence of a
branch singularity in the map ky ∈ [0, 1]→ β(ky) signals
the Chern non-triviality of the system. To elaborate,
the the sudden jump ∆ in the β(ky) function in a non-
trivial phase must be integer multiples of 2pi where the
integer multiple being the Chern number itself, precisely
characterizes the homotopy class of the map, i.e.,
∆ = −2piC, C ∈ I. (8)
For a general out-of-equilibrium situation, the quantity
CU (t) defined in Eq. (5) fails to capture the U(1) gauge
connection of the time-evoved quantum state as a sin-
gle instantaneous band may not be completely occupied
far from equilibrium [62]. Nonetheless, for an adiabatic
protocol dynamically exchanging the Chern character of
the two bands, the U(1) connection is over the many
body projected band i.e., the instantaneous band which
is nearly completely filled. This allows for the Chern
number to vary in time. Thus, in the perfectly adiabatic
situation, the macroscopic polarisation assumes the exact
U(1) form,
P˜i = Im
∫
BZ
dkxdkyA
k
i (|φks(t)〉), (9)
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Figure 1: (a) Emergence of a sharp branch singularity in the function β(ky, τ). The sharp jump in the β(ky, τ)
function for an adiabatic driving protocol (Eq. (10)) starting from an initial trivial state, demonstrates the topological
non-triviiality of the final time evolved state. The magnitude of the jump shown by the distance between the
horizontal dashed lines is ∆ = −0.96× 2pi. The initial and the final Hamiltonian is chosen such that, t = 1.0, t2 = 0.5,
φ = pi/4, Mi = 3
√
3t2 + 2.5, Mf = 3
√
3t2 − 2.5. (b) The β(ky, τ) function exhibits a sharp branch singularity in the
post-quench state for a drive employing shortcut to adiabaticity (Eqs. (11)-(12)) with increasing control field strength
G. The magnitude of the jump shown by the distance between the horizontal dashed lines is ∆ = −0.92× 2pi with the
set of quench parameters as in (a). The quenching period is chosen to be τ = 5.0 which is much shorter than the
adiabatic time scale (τ ' 3600). Periodic boundary conditions are imposed with a grid size of 60× 60 lattice sites in
both the figures.
over the filled band α = s.
The motivation behind incorporating the non-
equilibrium occupations in Eq. (4) is the following: the
topological classification of out of equilibrium states is
directly connected to the evolution of particle currents gen-
erated in the time dependent state of the system. For the
topological invariant to conform with the adiabatic edge
current dynamics, it is essential to take note of the time
evolution of the current operator. The measured current
depends on the instantaneous Hamiltonian [52, 61, 63].
Illustration with Haldane model: To exemplify, we lin-
early quench the Semenoff mass ([61]),
Hk(t) = hxσx + hyσy + hz(t)σz, with
M(t) = Mi − (Mi −Mf ) t
τ
,
(10)
in time t. Initially (t = 0), the system is in a pure
state |ψk(0)〉 which is the ground state of the initial (non-
topological) Hamiltonian Hk(0) and at t = τ , the final
value M = Mf corresponds to a topological Hamiltonian;
thus, the system is ramped across a QCP during the
evolution.
We evaluate the function β(ky, t) at every instant of
time in the time-dependent state |ψk(t)〉 generated fol-
lowing the evolution under the protocol in Eq. (10). As
shown in Fig. 1a the function β(ky, t) evaluated on the
circle ky ∈ [0, 1] develops a sharp branch singulatity with
nearly quantized integral multiple of 2pi, at the end of
the quench t = τ , only when the quench approaches
the adiabatic limit. As discussed above, the existence of
this sharp branch shift in β(ky, τ), signals the topological
non-triviality of the final state of the system.
Counter-diabatic protocol: During the passage through a
gapless QCP, the adiabaticity criteria necessarily breaks
down in the thermodynamic limit and diabatic excitations
are inevitable. Nevertheless, the application of a control
perturbation [63–65] may open up a gap even at the
QCPs guaranteeing adiabaticity throughout the evolution,
thereby, allowing for a much more efficient preparation
of a topological state. The protocol we propose is the
following:
Hk(t) = hxσx + hyσy + hz(t)σz +Bx(t)σx
M(t) = Mi − (Mi −Mf ) t
τ
,
(11)
where the control (counter-diabatic) field is chosen as:
Bx(t) = G sin
(
pit
τ
)
, t ∈ [0, τ ];Bx(0) = Bx(τ) = 0.
(12)
Again the initial system is in a trivial state while the
final is expected to be topological one. Starting from
the ground state of the initial Hamiltonian we probe the
emergence of topology in the out of equilibrium state.
In Fig. 1b, we observe that again the post-quench state
develops a sharp branch singularity however in a much
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Figure 2: The time evolution of the current JxN through
an arm-chair edge of the Haldane model with semi-open
boundary conditions (periodic about the y-direction and
open in x-direction) under a linear quench with the
counter diabatic mass generation as in Eq. (11) with
t = 2.0, t2 = 1.0, φ = pi/4, Mi = 3
√
3t2 + 2.5, Mf = 0,
and the system size 18× 18 lattice. h is the strength of
the anisotropy introduced in the real space lattice
generating the CD mass. (Inset) The adiabatic evolution
of the edge-current vide the protocol in Eq. 10 with
initial and final parameters same as in Fig. 1a for a
16× 16 lattice. At the end of the quench, the
edge-current (solid curve) indeed thermalizes to its
equilibrium topological value (dashed line) in both
protocols.
shorter duration of quench than that in the case of a
perfectly adiabatic protocol. Moreover, the magnitude of
the jump ∆ is higher so that CU (τ) ' 1.
Bulk-boundary correspondence: The topological nature
of the post quench state is manifested in the emergence
of localized edge currents JxN under semi-periodic
boundary conditions in a system having N × N atoms,
as demonstrated in Fig. 2. The CD mass in Eq. (11) can
be generated through an anisopropic strain [66, 67] in
the real space lattice which in turn induces an anisotropy
in the nearest neighbour hoping strength [61].
In conclusion, we have achieved the dynamical prepa-
ration of topological states of a Chern insulator within a
unitary set up. The dynamical Chern number evolves
with time unlike that defined in Ref. [52] and assumes an
integer-quantised value for a perfectly adiabatic protocol.
Starting with the ground state of the trivial Haldane
Hamiltonian, we illustrate the emergence of a sharp
branch singularity in the weighted average of the unidi-
rectional Berry phase confirming that the evolved final
state is indeed topological. This is further corroborated
by an emergent bulk-boundary correspondence. The
CD field we use to suppress diabatic excitations, can be
experimentally generated in graphene and borophene
lattices by applying anisotropic strains in particular bond
directions or through dynamical gap manipulations as
explored theoretically and experimentally in [68–72].
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1Supplemental Material on “Many body topological invariant, unitary preparation of
Chern insulators and emergent bulk-boundary correspondence"
A BRIEF REVIEW ON HALDANE MODEL OF GRAPHENE :
Figure S1: (Color online) The topological phase diagram of the Haldane model. The distinct topological phases are
separated by quantum critical lines on which the parameter values are such that the system becomes gapless. The
parameter regions showing non-zero values of the Chern number (C) are topologically non-trivial. The red arrow show
the direction and the initial and final region of the quench employed in the manuscript.
The bare Hamiltonian for the Haldane model [S1] is obtained by breaking the time reversal and sublattice of
graphene ,
H0α,β,n,m = −t1
∑
〈mα,nβ〉
a†m,αan,β +M
∑
n
a†n,Aan,A −M
∑
n
a†n,Ban,B −
∑
〈〈mα,nα〉〉
t2e
iφa†m,αan,α + h.c., (S1)
where the real nearest neighbour (N1) hopping t1 (with t2 = 0,M = 0) comprises the bare graphene Hamiltonian; the
indices n and α represent site and sublattice respectively. The diagonal staggered mass (Semenoff mass) M explicitely
breaks the sublattice symmetry of the model. Further the complex nest nearest neighbour (N2) hopping term t2, is
applied such that the time reversal symmetry is broken in the next nearest neighbour hopping while the net flux
through each plaquette remains zero. The Haldane model is known to exhibit non-trivial Chern topology when its
ground state is completely filled depending on the parameters M , t1, t2 and φ.
Interestingly, the Haldane model with explicitly broken time reversal symmetry is known to host topologically non-
trivial phases for certain parameter regions. The topology of the Hamiltonian is esentially the homotopy classification
of the map (kx, ky)→ Hk(kx, ky) in reciprocal space and is characterized by the gauge invariant Chern topological
invariant,
C = 1
(2pi)2
∫
BZ
dkxdkyFxy(|ψk〉), (S2)
where, Fxy(|ψk〉) is the berry curvature defined over the ground state |ψk〉 of the Hamiltonian Hk, i.e.,
Fxy(|ψk〉) = ∂kx〈ψk|∂ky |ψk〉 − ∂ky 〈ψk|∂kx |ψk〉. (S3)
The Chern invariant is integer quantized as long as the Hamiltonian Hk does not approach a QCP where the Chern
number becomes ill-defined. Different integer values of the Chern number characterize distinct topological phases
separated by QCPs (see Fig. S1).
Each point on the Bravias lattice can be referenced in terms of the Bravias lattice vectors, i.e.,
~a = nx~ax + ny~ay, (S4)
where the vectors ~ax and ~ay span the Bravias lattice and nx, ny are integers. We choose the vectors ~ax and ~ay to be
the next nearest neighbour hopping vectors such that,
~ax = ~∆22,
~ay = −~∆21,
(S5)
2(a)
(b)
Figure S2: (Color online) (a) The hexagonal graphene lattice showing the nearest neighbour (N1) and next-nearest
neighbour (N2) hopping vectors ~∆1i and ~∆2i, respectively, where the lattice constant is set to be a = 1. The hollow
and the filled atoms represent the B and A sublattices respectively. (b) The Brillouin zone of graphene containing two
inequivalent Dirac points K and K ′. The color density shows the absolute value of the bandgap ∆k of the reciprocal
space graphene Hamiltonian showing vanishing gaps at the Dirac points for a 600× 600 lattice size having the N1
hopping strength t = 1.0 and the N2 hopping t2 = 0.
where ~∆2i are the N2 vectors as shown in Fig. S2a.
Invoking the discrete translational invariance of the Hamiltonian one can employ a discrete Fourier transform to
decouple the Hamiltonian H(t) in momentum space. The reciprocal space is spanned by the reciprocal lattice vectors
~bx and ~by, i.e. every reciprocal lattice point can be represented as,
~b = kx~bx + ky~by, (S6)
where, kx, ky ∈ [0, 1). We choose a rhomboidal Brillouin zone spanned by reciprocal lattice vectors ~bx and ~by (see
Fig. S2b) containing two independent Dirac points K and K ′. In our choice of representation,
~bx =
2pi
3a {1,
√
3} and ~by = 2pi3a {1,−
√
3}, (S7)
where we have chosen a = 1. The corresponding inequivalent Dirac points in the Brillouin zone shown in Fig. S2b are
given by,
K = 2pi3
(
1, 1√
3
)
and K ′ = 2pi3
(
1,− 1√
3
)
. (S8)
The bare Haldane Hamiltonian gets decoupled in the momentum space where H0(k) can be written in the basis
|k,A〉 and |k,B〉 as,
H0(k) = ~h(k).~σ = hx(k)σx + hy(k)σy + hz(k)σz, (S9)
3such that,
hx(k) = −t
3∑
i=1
cos
(
~k.~∆1i
)
,
hy(k) = −t
3∑
i=1
sin
(
~k.~∆1i
)
,
hz(k) = M − t2 sinφ
3∑
i=1
sin
(
~k.~∆2i
)
,
(S10)
~∆1i and ~∆2i are the nearest neighbour and next nearest neighbour lattice vectors respectively (see Fig. S2a) chosen to
be,
~∆11 =
a
2{1,
√
3}, ~∆12 = {−a, 0}, ~∆13 = a2{1,−
√
3} and,
~∆21 =
a
2{−3,
√
3}, ~∆22 = a2{3,
√
3}, ~∆23 = {0,−a
√
3},
(S11)
in the cartesian frame (Fig. S2a) where we have chosen the lattice parameter a = 1. Note that we have used Eq. (S9)
in Eq. (15) of the main text where the Semenoff mass term which appears only in hz(k) is linearly ramped across the
quantum critical point from the non-topological to the topological phase.
MACROSCOPIC POLARISATION AND ITS OUT-OF-EQUILIBRIUM GENERALISATION
We evaluate the macroscopic electric polarisation vector [S2] of the system in the directions of the lattice vectors
(Eq. (S5) and Fig. S2a),
~P =
∑
i
Piˆiˆ, (S12)
where Piˆ =
〈
Xˆi
〉
, Xˆi =
∑
n
xni aˆ
†
naˆn is the many-body position operator and xni denotes the ith coordinate of the nth
site. The expectation is taken over a fermionic many body state. The translation operator in the ith direction under
periodic boundary conditions,
Tˆi(δi) = eiδiXˆi , (S13)
where we choose δi = 2pi/Ni, Ni being the dimension of the system in the ith direction. The periodicity of the
exponential enforces periodic boundary conditions on the lattice. Therefore, under periodic boundary conditions and
in the thermodynamic limit, the macroscopic polarisation of the system assumes the following form,
Pi = Im ln
〈
Tˆi
〉
, (S14)
where the expectation is taken over the full many-body state of the system. In the thermodynamic limit, this
compactified definition of the macroscopic polarisation reduces to the conventional bulk polarisation of the system.
This is evident from the fact that, for a many-particle pure state, |Ψ〉 (which is a slater determinant of the occupied
single-particle states),
Pi = Im ln
〈
Tˆi
〉
= Im ln detU = Im ln eTr lnU , (S15)
where the matrix U contains all the overlap of the single-particle matrix Ti between the occupied single particle states,
i.e.,
Umn = 〈ψm|Ti |ψn〉 =⇒ (U)kα,k′β = 〈ψki+δi,α|ψk,α〉 ' e−i(A
k
i )ααδi , (S16)
4where k denotes the single-particle momenta while α and β are the band indices and
(
Aki
)
αα
is the U(1) connection of
the αth occupied band. In the thermodynamic limit (δi → 0), retaining only terms of linear order in δi, one obtains,
Pi =
∑
α
Im
∫
BZ
〈ψk,α|∂ki |ψk,α〉dkxdky, (S17)
which is the macroscopic polarisation of the system.
In the main text, we consider an arbitrary unitary drive starting from an initial eigenstate state |ψ(0)〉 of the Chern
insulator (this ensures half-filling of the initial single-particle states) in the non-topological phase with C = 0 (as shown
in Fig. S1) such that the time evolved state is,
|ψ(t)〉 = U(t, 0) |ψ(0)〉 , (S18)
where U(t, 0) is the evolution operator generated by an instantaneous hermitian Hamiltonian H(t). Translating to
Fourier space, the instantaneous eigenmodes |φkα(t)〉 of the instantaneous Hamiltonian Hk(t) satisfy,
Hk(t) |φkα(t)〉 = Ekα(t) |φkα(t)〉 , (S19)
with eigenvalues Ekα(t), for all k ∈ BZ. and α denotes the band index.
As discussed in Eq. (S17), the electric polarisation in the ith direction for an arbitrary pure quantum many-body
state |χ〉 reduces to the average of the quantity,
Λki =
∑
α
Aki (|χkα〉), (S20)
over the complete Brillouin zone and summed over all the occupied single particle states |χkα〉. Here, Aki (|χkα〉) is the
U(1) gauge connection on the state |χkα〉 i.e.,
Aki (|χkα〉) = 〈χkα|∂ki |χkα〉 . (S21)
In the out-of-equilibrium situation, we extend the quantity defined in Eq. (S17) as a weighted average over the
instantaneous single-particle bands,
P˜i =
∑
α
Im
∫
BZ
dkxdkyn
k
α(t)Aki (|φkα(t)〉), (S22)
where the weights nkα(t) are the time dependent population of the αth instantaneous band i.e.,
nkα(t) = 〈ψk(t)|c†kα(t)ckα(t)|ψk(t)〉 , (S23)
where ckα(t) and c†kα(t) are the annihilation and creation operators respectively, of the eigenmodes of the instantaneous
Hamiltonian Hk(t), i.e., c†kα(t) |0〉 = |φkα(t)〉, where |0〉 is fermionic vacuum. P˜i is the weighted average of the electric
polarisation in each band of the time-evolved Hamiltonian H(t); the weights being precisely the time dependent
population of each band.
CURRENTS
The definition of the topological classification of out of equilibrium states is directly connected to the evolution of
particle currents generated in the time dependent state of the system. For the topological invariant to conform with
the adiabatic edge current dynamics, it is essential to take note of the time evolution of the current operator.
As discussed in Refs. [S3, 4], the measured particle current in the out of equilibrium system is dependent on the
instantaneous Hamiltonian. This can be easily seen by explicitly computing the expectation of the current operator
between two sites when the system is driven out of equilibrium. Referring to the Haldane Hamiltonian and resorting
to the Heisenberg picture,
d(a†nam)
dt
= −i [H(t), a†nam] . (S24)
5As the dynamics is unitary, the mean rate of change of local population at a site is directly proportional to the average
local current at the site. Thus, the expectation,〈
d(a†nam)
dt
〉
=
∑
n
Jnm, (S25)
where Jnm is the average current between the sites i and j. Comparing Eq. (S24) and Eq. (S25), one obtains,
Jnm = Im
[
2Hnm(t)
〈
a†nam
〉]
, (S26)
where Hnm(t) is the single particle time dependent Hamiltonian,
H(t) =
∑
nm
H(t)nma†nam, (S27)
. To evaluate the edge currents we impose semi-periodic boundary conditions on the 2D lattice. Generically, as defined
above, the single particle current can be decomposed as,
〈 ~JSS〉 = 〈 ~JN 〉+ 〈 ~JNN 〉 , (S28)
where ~JN and ~JNN are the nearest neighbour and the next nearest neighbour current operators respectively,
〈JxNn〉 =
∑
m
t1 〈a†nam〉 − hc
〈JxNNn〉 =
∑
m
t2 〈a†nam〉 − hc,
(S29)
where 〈JxNn〉(〈JxNNn〉) is the nearest(next nearest) current at the nth site and the summation indices extends over
all nearest (nest-nearest) neighbour sites to the nth site. Considering the lattice to be periodically wraped in the
x-direction (see Fig. S2a) while being open in the y-direction, one obtains two arm-chair edges at the ends of the
cylinder. We compute the total horizontal current flowing in the periodic x-direction on one of the arm chair edges JxN
for a N ×N lattice, in the post quench state to re-establish the bulk boundary correspondence which is depicted in
Fig. (2) of the main manuscript.
EXPERIMENTAL GENERATION OF THE COUNTER-DIABATIC MASS
The time-dependent generation of the counter-diabatic term in Eq. (11) of the main text can be realised experimentally
by a temporal modulation of the nearest neighbour hopping amplitude along a particular direction in the real lattice.
In Fig. (2) of the manuscript we explicitely demonstrate this by applying a time dependent modulation to the hopping
strength along the direction ~∆12 while keeping the other two nearest-neighbour and next-nearest neighbour hoppings
unaffected,
t~∆12(t) = −t1 − h× sin
(
pit
τ
)
t~∆11 = −t1,
t~∆13 = −t1,
(S30)
for the duration of the quench, i.e. t ∈ [0, τ ]. Such anisotropic modulations can be generated experimentally by
applying anisotropic strain on the graphene lattice and then modifying it temporally to open up a controlled gap in
the spectrum [S5, 6] which in turn suppresses diabatic excitations while crossing a quantum critical point.
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