The aim of the present research is to quantify the maximum feasible accuracy (location and size) for trade-off between the size and the location/length of blockage estimates subject to different maneuver times, roughly offering half the wave speed times maneuver duration as the resolution limit.
INTRODUCTION
Pipeline systems are one of the best and safest ways to supply fluids such as water, oil, etc. To ensure that pipeline systems are efficient and safe, appropriate design and condition assessment is essential. The water supply systems are always subject to different kinds of faults such as leaks, discrete and extended blockages, or corrosions (Massari et al. ) . Blockages in pipes increase operational costs by wastage of energy, reduction in the pipe carrying capacity, increased potential for contamination, and development of leaks due to generation of overpressure in pipes (Lee et al. ) . Similarly, corrosion of pipe walls (reduction in pipe thickness) is a potential cause for the emergence of leaks. In this regard, punctual detection and repair of these faults are crucial since this can prevent serious future problems like wasting a great amount of fresh water or failure of the whole pipeline.
There are various methods for fault detection and condition assessment in pipeline systems, e.g., physical inspection, acoustic method, steady-state hydraulic analysis, and device-based method, which are usually too expensive or time-consuming, and thus less efficient (Rizzo ; (, ) for corrosion; a combination of blockage and corrosion detection was investigated by Gong et al. () .
Field tests by Stephens et al. () and laboratory experiments by Meniconi et al. () showed that deteriorations have significant impacts on the system responses.
The application results from these studies revealed that the developed TBDDM is considerably more accurate in hypothetical (ideal) numerical tests than in realistic experimental or even laboratory cases. This is explained by the inevitable uncertainties of the input data (e.g., fluid and pipe system characteristics or measured signals) and the adopted mathematical model (i.e., imprecise simulation of the forward transient waves). To address the uncertainties, Duan (b) studied the possible inaccuracies in the ITA results due to noise or miscalibration of measuring devices.
In another study, Duan (a) investigated uncertainty propagation to fluid pressure owing to several random input data and, conversely, the leak detection uncertainty due to random measurements or model inputs. This paper aims at investigating the uncertainty quantification of the extended blockage parameters due to measurement noise in TBDDM. In extended blockages, a uniform deterioration is assumed for the entire pipe element (whose boundaries usually coincide with the adopted computational nodes), whereas in the discrete case (e.g., 
WATER HAMMER IN PIPES WITH EXTENDED BLOCKAGES
The continuity and momentum equations govern the transient flow for engineering applications, which for an elastic pipe with negligible unsteady friction effect (applicable for very low flow velocity condition) are as follows (Chaudhry ) :
where z ¼ distance along pipe, Q ¼ instantaneous discharge, Equations (1) and (2) 
ESTIMATION MODEL
The estimation model for the extended blockage detection using random measurements is described herein. 
The computed heads h(z B , L B , A B ) in Equation (3) 
in which h(A) is theoretical forward model results and N P is the number of sections along the pipe to be considered as potential extended blockages (N P ¼ N E ). The vector of estimated areas A implies that each pipe section is intact or deteriorated.
Maximum likelihood estimation
The measurement vector h m is a real M dimensional random vector whose entries are assumed to follow
Gaussian distribution with the mean vector h(A) ¼ E(H m ) and the covariance matrix
The joint likelihood function of cross-sectional area of pipe sections or the joint probability of
The MLE for the model parameters is estimated from the random variable H m (and its statistical properties).
MLE corresponds to maximizing the likelihood function of the parameters:
The asymptotic The simplest formulation of CRLB is for unbiased estimators (Vaseghi ) assumed in the current estimation model.
The term 'unbiasedness' means that the expected value of the estimated cross-sectional area of pipe sections is equal to the true value of the parameters (for either intact or blocked sections). In the unblocked (intact) elements, the expected value of the estimated cross-sectional area is equal to the intact pipe
In Equation (5), if the elements of the measured vector are independent with variance σ 2 , then
which I M is a M-dimensional identity matrix. Therefore, the log-likelihood function becomes:
The Cramér-Rao bound states that the inverse of the Mathematically, for an unbiased estimatorÂ, we have:
Equation (8) is zero and hence independent of A , therefore, its partial derivative with respect to A must also be zero. By the product rule, this partial derivative is equal to:
By definition, any probability density function has the
Equation (9) is rewritten as:
Factoring the integrand and squaring the whole integral allows for the following inequality of Cauchy-Schwarz:
In the right-hand-side of inequality (Equation (11)), the first bracket is the covariance matrix of the identified parameters, and the last term is defined as the Fisher information matrix. Rearranging the inequality yields:
where F(A) is the Fisher information matrix. Equation (12) is valid if the likelihood function L(A; h m ) satisfies the regularity conditions (Kay ) . The second derivative term in Equation (12) is evaluated in view of the log-likelihood function in Equation (7):
Considering the last term of Equation (12), the CRLB corresponding to each element of the pipe-areas covariance matrix is found by taking expectation from Equation (13):
Each element of the Fisher information matrix (F i,j ) is determined by the vector product of two time histories 
Performance bound definition
Typically, a scalar quantity is of interest to investigate the performance bound of super-resolution problems (Robinson & Milanfar ) . A sensible global measure of performancê A is defined by the root mean square error (RMSE):
which indicates the root mean square error performance over the entire pipe cross-sectional areas. The corresponding CR inequality RMSE(A) ! ξ(A) can be introduced using the trace of computed matrix F(A) À1 according to Equation (12):
This measure of performance has units of pipe crosssectional area and represents the minimum average error of size estimation. Such a performance measure has also been implemented by Robinson & Milanfar () .
COMPUTATIONAL APPROACH
In this section, the numerical scheme to compute the elements of the vector @h(@A i ) À1 in Equation (14) First, the sensitivities at steady state corresponding to each point are computed using continuity and DarcyWeisbach equations through the following steps.
1. The sensitivities of head and flow rate at the reservoir point with respect to all elements is set to zero:
2. The derivative of flow rate at node k ¼ 2, 3, . . . , N E (see Figure 1 ) with respect to the pipe-sections area A i is estimated; note that the number of pipe sections (blockedpipe candidates), N P , is considered equal to the number of computational points (MOC elements), N E :
3. The derivative of head at node k ¼ 2, 3, . . . , N E with respect to the ith pipe area parameter is estimated through:
where
Second, for the transient state the characteristics
are directly differentiated with respect to the pipe area parameters in order to compute sensitivities at the next time steps. These steps need to be followed just after steady state until the last time increment.
1. The sensitivities of the characteristic coefficients are found using the calculated sensitivities at the previous time step:
2. The sensitivities of the state variables (Q k and h k ) at the new time step are found by first taking a derivative of simultaneous solution of the compatibility relations
and then a derivative of a characteristics equation, e.g., Equation (21):
3. The sensitivity of the head at the reservoir is zero since pressure head of the reservoir is a specified quantity and remains constant during transients. 
RESULTS AND DISCUSSION
The main aim of this paper is to provide performance bounds of any blockage detection method when one measurement signal is used to recover blockage characteristics. Due to noise in the measured signal, error in estimation of blockage unknowns is inevitable. The 
Standard deviation in cross-sectional area detection
The CRLB of the covariance matrix of the cross-sectional pipe-area estimates is computed based on Equation (14) and the scheme described in the section 'Computational 
where subscript i stands for intact section and j indicates a blocked section. Consequently, the key parameters of the experiment being maneuver time of value (T c ), time length of signal (T T ), and noise level (SNR) allow for favorable localization as observed in Figure 2 (a). However, with a higher closure time, the accuracy of estimated parameters (pipe-section areas) reduces so that it is highly probable to perform wrong detections. This is observed in Figure 2 
Maximum precision in localization (super-resolution limit)
The influence of signal bandwidth on the localization performance is further investigated in this section. The performance bound defined by Equation (16) deviation starts to rise. In this zone, it is still likely to detect blockage but with a larger standard deviation which corresponds to more error in area detection. According to these curves, the quantity 0.5aT c can be suggested as the efficient mesh size for the ITA-based blockage estimation; a higher mesh size than that is less accurate in location of blockage, while lower mesh size will be less accurate in detecting cross-sectional area.
Assuming that an extended blockage is located at the j-th element with pipe area A j , and there is no blockage at the 
It means that only blockages of size higher than twice the blockage-detection error σ A can be localized.
Equivalently, to detect the blocked section, the lower bound error at all sections should be smaller than 0.5A B . 
As a result, σ

SUMMARY AND CONCLUSIONS
Noise on a measured signal can blur the desired reflections from extended blockages and reduce the amount of information that can be achieved from blockages using waves.
It is therefore of great interest to quantify the maximum achievable information or lower bound of error in the blockage detection and localization. According to the CRLB theorem, the covariance matrix of parameter estimates of maximum likelihood approaches CRLB, so that it makes a powerful tool to quantify the lower bound error. An efficient numerical algorithm based on MOC in a multi-blockage pipe system is proposed in this research to compute pressure head sensitivities with respect to the cross-sectional area of pipe elements. The gradients' computations are carried out 
