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Abstract 
Ozonation, which is widely used for drinking water disinfection, has recently been applied to mitigate 
potentially harmful effects of micropollutants (e.g., pharmaceuticals, personal care products, pesticides, 
etc.) present in municipal wastewater effluents. Generally, ozonation is efficient for the abatement of 
biological effects caused by micropollutants. However, limited empirical information is available about 
the transformation products formed during ozonation of micropollutants due to analy-tical limitations 
and a large number of micropollutants present in wastewater effluents. In this thesis, a computer-based 
prediction platform for kinetics and mechanisms for the reactions of ozone with micropollutants was 
developed to provide information about (i) the reactivity of micropollutants with ozone expressed as 
second-order rate constants (kO3, M-1s-1) and (ii) potential transformation products formed from the re-
actions of ozone with micropollutants. Regarding (i), kO3 for micropollutants were predictable using 
linear relationships between experimental kO3 in log units for compounds of certain chemical groups 
(e.g., phenols, olefins, amines, etc.) and the corresponding molecular orbital energies (e.g., highest oc-
cupied molecular orbital (HOMO) or natural bond orbital (NBO)) obtained from quantum chemical 
computations (mostly R2 = 0.75 – 0.95 for 14 compound groups consisting of 284 model compounds 
in total). Overall, the developed kO3 prediction models could predict kO3 on average within a factor of 
~5 of an experimental kO3 for model compounds used for the development of the kO3 prediction models 
as well as tetrachlorobutadienes, which were externally validated. In contrast, poor kO3 predictions (>10 
fold) were observed for some model compounds excluded from the correlations as outliers as well as 
cetirizine, two pentachlorobutadiene congeners, and hexachlorobutadiene, which were used for external 
validation. (ii) A prediction tool for potential transformation products was developed based on numer-
ous reaction pathways proposed in literature, which were encoded into 340 individual reaction rules 
using appropriate chemoinformatics tools. The predicted pathways and the transformation products for 
some micropollutants (i.e., carbamazepine and tramadol) were shown to be consistent with experi-
mental observations. However, in the future, both kO3 and the pathway prediction modules need to be 
further validated with more compounds with experimental data and to be improved/updated accordingly. 
The developed prediction platform is expected to be useful for various groups of end-users in research 
and practice such as environmental engineers, chemists, or toxicologists. In addition, the treatability of 
9 polychlorobutadienes, which are groundwater contaminants, with ozone, UV photolysis at 254nm, 
and their advanced oxidation processes (i.e., O3/H2O2 and UV/H2O2) was investigated. The abatement 
efficiencies for polychlorobutadienes during ozonation or O3/H2O2 in a natural groundwater could be 
well explained based on the experimental kO3 and k•OH-values. UV treatment was shown to be effective 
for the abatement of polychlorobutadienes. However, the potential formation of photoisomers from UV 
irradiation of chlorobutadienes with either E or Z configurations needs to be taken into account because 
this isomerization will not necessarily lead to a loss of the biological effects of these compounds. 
Keywords: ozonation, micropollutants, second-order rate constant, prediction, transformation products, 
reaction pathways, highest occupied molecular orbital, natural bond orbital, UV irradiation, polychlo-
robutadienes  
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Résumé 
L’ozonation qui est utilisée pour la désinfection de l’eau potable depuis le début du 20ème siècle a ré-
cemment été introduite dans les procédés de traitement des eaux usées dans le but de réduire les quan-
tités de micropolluants déversées dans les milieux aquatiques. Cependant, en raison de limitations ex-
périmentales et analytiques relativement peu d’informations sont disponibles en ce qui concerne la for-
mation de produits de transformation lors que la réaction entre l’ozone et les micropolluants. De plus, 
l’indentification expérimentale de potentiels produits de transformation formés lors de l’ozonation des 
micropolluants est une tâche extrêmement difficile en raison du grand nombre de substances à consi-
dérer. Dans cette thèse, un modèle informatique visant à prédire les réactions entre l’ozone et les mi-
cropolluants ainsi que leurs constantes cinétiques a été développé dans le but (i) de fournir des infor-
mations sur la réactivité des micropolluants avec l’ozone exprimée sous forme de constantes de vitesse 
de second ordre (kO3, M-1s-1) et de (ii) prédire la formation de produits de transformation. (i) La réactivité 
des micropolluants avec de l'ozone a pu être prédite en utilisant une relation linéaire entre le logarithme 
des constantes de vitesse (kO3) de différents composés chimiques (p.ex. phénol, oléfines, amines, etc.) 
obtenues expérimentalement et les énergies des orbitales moléculaires délocalisées (HOMO, highest 
occupied molecular orbital) et des orbitales localisées (NBO, natural bond orbital) obtenues à l’aide 
de calculs basés sur des théories de chimie quantique (R2 = 0.75 – 0.95 pour 14 groupes de composés 
représentant un total de 284 substances modèles).  Dans son ensemble, le modèle développé dans cette 
thèse permet de predire les valeurs de kO3 avec en moyenne une précision d’un facteur ~5 par rapport 
aux valeurs expérimentales des composés modèles utilisés pour le développement de ce modèle ainsi 
que des chlorobutadiènes utilisés pour la validation externe. A l’inverse, de mauvaises prédictions (>10) 
ont été obtenues pour certains composés modèles exclus de la corrélation comme la cetirizine, deux 
pentachlorobutadiènes et l’hexachlorobutadiène qui ont été utilisés pour la validation externe de ce 
modèle. (ii) Le modèle présenté ici a été développé sur la base de nombreuses voies de réaction propo-
sées dans la littérature scientifique. Une vaste compilation de mécanismes réactionnels publiés dans la 
littérature a été effectuée et seulement ceux considérés comme probable ont été encodés sous la forme 
de 340 régles de réactivité en utilisant des outils informatiques appropriés. Les voies réactionnelles 
ainsi que les produits de transformation prévus par le modèle pour certains micropolluants (la carbama-
zépine et le tramadol) se sont révélés compatibles avec les observations expérimentales. Cependant, les 
modules de prédiction des constantes cinétiques kO3 et des voies réactionnelles doivent être encore va-
lidés avec les données expérimentales d’autres classes de composés afin d’améliorer et de mettre à jour 
ce modèle. La plate-forme de prédiction développée dans cette thèse pourrait s’avérer utile pour diffé-
rents groupes d'utilisateurs tels que les ingénieurs en environnement, les chimistes et les toxicologues. 
Outre le développement d’un modèle prédictif, la traitabilité par ozonation, photolyse UV et d’autres 
procédés d'oxydation avancée (O3/H2O2 et UV/H2O2) de neuf polychlorobutadiènes, connus pour être 
des contaminants des eaux souterraines, a été évaluée. La réduction des concentrations observées pour 
les polychlorobutadienes traités par ozonation ou O3/H2O2 dans une eau souterraine naturelle peuvent 
être expliquées sur la base des valeurs expérimentales de kO3 et k• OH. Le traitement par UV des poly-
chlorobutadiènes s’est également montré particulièrement efficace. Cependant, la formation de photo-
isomère E et Z ont été observés. Par conséquent ceci indique que l'abattement des chlorobutadiènes ne 
conduit pas nécessairement à une réduction de la toxicité. Ainsi la formation de photo-isomers doit être 
soigneusement prise en compte pour l'évaluation du traitement des polychlorobutadiènes par photolyse 
UV. 
Mots clés: ozonation, micropolluants, constante cinétique de second ordre, mecanisme réactionel,  pré-
diction, produits de transformation, rayonnement UV, polychlorobutadiène, HOMO, NBO 
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1.1. Micropollutants and their presence in aquatic systems 
Micropollutants or trace organic contaminants are collectively referred to as anthropogenic chemical 
substances as well as their (a)biotic transformation products present in aquatic environments at low 
concentrations (sub-ng/L – ?g/L).1 They include a variety of chemical compounds used for domestic, 
agricultural, and industrial purposes such as pharmaceuticals, personal care products, biocides, pesti-
cides, additives, etc. (Table 1.1 shows some selected micropollutants). Numerous studies have reported 
the presence of micropollutants worldwide in various natural and technical aquatic systems such as 
lakes,2–4 rivers,4–8 groundwaters,8–11 drinking water,12,13 wastewater,2,4,5,7,8,14–16 and even seawater.17 Bi-
oaccumulation and harmful biological effects of micropollutants have been recognized for various 
aquatic organisms such as gemfibrozil in goldfish (Carassius auratus) with a reduced plasma testos-
terone18 and diclofenac in rainbow trout (Oncorhynchus mykiss) with a kidney alteration and the occur-
rence of an interstitial nephritis.19,20 As such, potential adverse impacts of micropollutants on the aquatic 
environment have been of concern. 
 
Table 1.1. Selected micropollutants detected in the aquatic environment. The presented compounds 
were selected to represent a wide range of micropollutants in terms of the classes, applications, and 
structural characteristics relevant for their reactions with ozone (e.g., phenols, benzenes, amines, and 
olefins). 
Class Compound Use Chemical structure 
Pharmaceuticals Acetaminophen Analgesic 
 
 Cetirizine Antihistamine 
 
 17?-Ethinyl estradiol Oral contraceptive 
 
Personal care products Enzacamene Suncreen agent 
 
Industrial products Bisphenol A Plasticizer 
 
1.2. Introduction of micropollutants into aquatic systems 
The introduction of micropollutants into the aquatic environment takes place through the water cycle 
shown in Figure 1.1. Once chemical substances are discharged after their use, wastewaters containing 
such substances (i.e., micropollutants) are collected through the urban drainage system and flow to 
wastewater treatment plants (WWTPs). As these plants were not designed to treat micropollutants, con-
ventional municipal wastewater treatment processes inevitably discharge micropollutants in either their 
original form or as transformation products/metabolic products into the receiving water bodies. Con-
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ventional wastewater treatment processes can serve as a partial barrier for some hydrophobic micropol-
lutants such as tetracyclines and fluoroquinones by their sorption on activated sludge.21–24 Direct dis-
charge without any treatment barrier can occur via leakage, runoffs from farms or livestocks, or com-
bined sewer overflows (CSOs). Once transported to a natural water system, micropollutants as any other 
water matrix component are circulated between different compartments through hydrological processes 
such as infiltration, evaporation, and precipitation while undergoing physical, chemical, and biological 
transformation processes. This eventually leads to the ubiquitous presence of micropollutants in aquatic 
environments. 
 
 
Figure 1.1. Urban water cycle comprising of four major elements: natural waters, drinking water and 
treatment, water use, and wastewater treatment.  
 
1.3. Delayed awareness of the presence of polar micropollutants 
Figure 1.2 shows a brief statistics about the number of research articles published between 1990 and 
July 2015 in selected academic journals in the field of aquatic environmental sciences, which were 
found by the keyword ‘pharmaceuticals’. Note that the keyword ‘pharmaceuticals’ only represents a 
fraction of the chemically diverse suite of micropollutants. As shown in Figure 2, no relevant research 
seems to have been conducted until the beginning of the 21st century. Since then, a significant increase 
of research papers has been observed up until 2015. A similar trend was also reported with a broader 
coverage in terms of keywords and academic journals.25 Considering the fact that commercial pharma-
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ceuticals were already available more than half a century ago (e.g., peniciline was commercially avail-
able from around 1940) and a tremendous amount of drugs has been produced and consumed, compre-
hensive awareness of the ubiquitous occurrence of micropollutants has been apparently delayed. 
This delay is mainly attributed to developments in analytical techniques, which allow to measure more 
polar compounds. The detection of micropollutants in the previous century was limited to rather non-
polar volatile compounds, which could be analyzed by gas chromatography coupled with various de-
tectors including mass spectrometry. Over the last several decades, various state-of-the-art analytical 
elements for polar organic compounds such as preconcentration, separation, detection, and data aquisi-
tion and interpretation have been improved for environmental samples. Especially, coupling of liquid 
chromatography with mass spectrometry with (online) solid phase extraction as a preconcentration step 
provides analytical capabilities for diverse polar compounds. Moreover, the price of such commerical 
analytical instruments has decreased, which made studies with state-of-the-art analytical equipment 
affordable (e.g., on-line solid phase extraction-gas or liquid chromatography-(high resolution) mass 
spectrometry) enabling more comprehensive investigations on micropollutants with various goals. 
 
 
Figure 1.2. Number of publications found for with the keyword ‘pharmaceuticals’ in selected academic 
journals between 1990 and July 2015. The selected journals include Chemosphere (Elsevier), 
Environmental Science and Technology (American Chemical Society), Journal of Hazardous Materials 
(Elsevier), Science of the Total Environment (Elsevier), and Water Research (Elsevier) in alphabetical 
order. 
 
1.4. Environmental concerns and mitigation strategies associated with micropollutants  
Potential detrimental effects of micropollutants on both humans and aquatic organisms have attracted 
the attention of various stakeholders such as researchers, the public, policy makers, and governments. 
As for a human health risks, a human can be exposed to organic micropollutants via food ingestion (e.g., 
vegetables, crops, dairy products, meat or fish) or consumption of drinking water. The fraction of the 
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organic micropollutant exposure via drinking water is generally considered to be minor (? 10%). None-
theless, careful considerations are needed when direct potable reuse of wastewater effluents is practiced. 
Due to limited dilution, wastewater effluents to be reclaimed typically contain higher concentrations of 
micropollutants than receiving waters. Therefore, the state-of-the-art for direct water reuse includes 
reverse osmosis, which is an effective barrier against micropollutants. 
In contrast, comparatively little information is available about detrimental effects of micropollutants on 
aquatic organisms except for a few prominent cases.26,27 The adverse effect of endocrine disrupting 
chemicals (EDCs), for example, is well recognized and established. Widespread feminization of wild-
fish was reported in a Canadian lake27 and in rivers in the UK.28,29 Natural steroidal estrogens, 17?-
estradiol and estrone, and a synthetic steroid estrogen, 17?-ethinylestradiol, which are discharged from 
wastewater treatment plants were reported to be involved in sexual disruption in fishes.28 Their low 
concentrations in the order of ng/L are known to be sufficient to manifest estrogenic effects on fish.27,30 
There are various reasons for the elusiveness of ecotoxicological effects by most micropollutants, and 
some of the related major challenges are discussed in the following. 
First, chemical analyses, even with the cutting-edge analytical techniques, only allow to detect, identify 
and quantify a limited suite of micropollutants in environmental samples. This can be linked to a con-
ceptual iceberg of chemicals shown in Figure 1.3. The small tip of the iceberg above the water surface 
represents known or identified micropollutants, while the large chunk of the iceberg underneath is a 
plethora of unknown compounds. Therefore, elucidating a direct cause-effect relationship between an 
observed toxicity and micropollutants in a cocktail of numerous micropollutants is difficult to achieve. 
In other words, even if a toxicity is observed in an environmental sample, it would be difficult to pin-
point which chemicals lead to the effect, because the responsible micropollutants may not have been 
detected. 
 
 
Figure 1.3. The distribution of known and unknown micropollutants and transformation/metabolic 
products in the aquatic environment can be conceptually represented by an iceberg model. From 
http://www.australianwaterrecycling.com.au/projects/micropollutants-mixtures-and-transformation-
products 
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Second, a number of in vivo and in vitro bioassays need to be simultaneously performed for obtaining 
comprehensive toxicological information since the effect of micropollutants on aquatic species may 
manifest in various modes of toxic actions (MOAs) (e.g., cytotocixity, estrogenicity, mutagenicity, gen-
otoxicity, etc.). This inevitably necessitates labor- and cost-intensive empirical investigations. For ex-
ample, pharmaceuticals are designed for a specific biological target to achieve their therapeutic effect 
in humans or animals. Similar effects may occur to some extent for some lower aquatic animals. How-
ever, MOAs triggered by pharmaceuticals may be different from the intended target organisms for cer-
tain aquatic organisms.31 Therefore, various MOAs other than the expected MOA need to be explored 
using diverse in vivo and in vitro bioassays.32 For example, Escher et al. (2014) reported extensive 
research results obtained from the application of 103 in vitro bioassays to 10 water samples containing 
micropollutants.33 Designing test batteries of bioassays, which are efficient and convenient as a routine 
monitoring tool for water utilites, is currently an important research area.34–38  
Third, little information is available on the effect of a long-term low level exposure to micropollutants. 
Micropollutants are present at a trace concentration to which aquatic organisms are continuously ex-
posed for their whole lifespan. Thus, information about chronic toxic effects is equally or even more 
relevant than acute toxic effects. Nevertheless, the importance of chronic toxicity started to be recog-
nized only about a decade ago,26 wherefore, the corresponding information is currently still marginal.31  
Having recognized the environmental concerns related to micropollutants as addressed above, various 
measures have been suggested and are under implementation or development. Mitigation of the aquatic 
pollution by micropollutants can be achieved by either source control or by enhancing end-of-pipe 
treatment at, e.g., municipal wastewater treatment plants. One of the source control strategies is a urine 
separation by which a substantial load of micropollutants into wastewaters can be avoided.39 The nutri-
ents such as nitrogen and phosphorus separated from urine can be used as fertilizers once it is properly 
stabilized.39 Recognizing wastewater effluents as an unceasing input of micropollutants, the enhance-
ment of the conventional wastewater treatment process with an advanced treatment techno-logy can be 
considered as an end-of-pipe strategy. Viable technologies include ozonation, advanced oxidation pro-
cesses (AOPs), activated carbon, membranes, etc. Briefly, ozonation is a chemical treatment process 
which utilizes ozone as a primary oxidant for oxidizing various contaminants.40,41 Moreover, hydroxyl 
radicals (•OH), formed as secondary oxidants during ozonation, assist further oxidation.42 More details 
on ozone chemistry in the application of water and wastewater treatment are provided in section 1.6. 
AOPs are a chemical process using •OH as the main oxidant. They are generated by means of UV 
photolysis of H2O2 (UV/H2O2), the reaction of O3 with H2O2 (O3/H2O2), the Fenton reaction 
(Fe(II)/H2O2), or combinations of the aforementioned processes.43 The aforementioned oxidants only 
transform the chemical structures of micropollutants at practical oxidant dosages. Thus, it is an open 
question whether or not biological effects diminish with the decrease of a parent micropollutant and 
whether or not they are influenced by the formation of transformation products. In contrast, activated 
carbon is a physical treatment process which removes micropollutants via adsoption process.43 In this 
case, there is no concern about transformation products in the treated wastewater. However, the disposal 
of the used activated carbon needs to be taken into account. Powered activated carbon (PAC) is removed 
via the sludge, which is incinerated in Switzerland. 
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1.5. Ozonation as a mitigation strategy for micropollutants in wastewaters and ensuing 
challenges 
Ozonation is considered as a promising means to mitigate the discharge of micropollutants via 
wastewater effluents. It has been applied for disinfection in drinking water treatment since the early 
20th century. The inactivation of microorganisms is thought to be mainly achieved by the oxidation of 
electron-rich nucleic acids by ozone.40,44 The same principle applies to the degradation of micropollu-
tants because a number of micropollutants contain electron-rich moieties (see below section 1.6 for 
more details). The application of ozonation for mitigating micropollutants in wastewater effluents has 
been investigated in bench-,45–49 pilot-,45,49–53 and full-scale45,54–56 studies. These studies as a whole 
demonstrated that ozonation could induce significant degradation (>80%) for numerous micro-pollu-
tants at reasonable specific ozone doses (0.4 ~ 1.0 g O3/g DOC) (Figure 1.4). 
 
 
Figure 1.4. Effect of the specific ozone dose on the relative elimination of selected micropollutants in 
the ozone reactor of the Wüeri WWTP (Regensdorf, Switzerland). Reprinted with permission from 
Hollender et al., 2009.54 Copyright (2009) American Chemical Society. 
 
However, as ozone only induces a transformation of a chemical structure of micropollutants rather than 
a full mineralization, it may be possible that the resulting transformation products from ozonation are 
more toxic than their parent compounds. This indicates that ozone-transformation products have to be 
considered if an ozonation is applied to wastewater treatment for micropollutant abatement. To this end, 
along with the abatement of the parent micropollutants by ozone, many studies have been dedicated to 
shed light on (eco)toxicological aspects of ozone transformation products by various viable bioassays. 
Two differing approaches are mainly applied: (1) exposure-based methods and (2) effect-based meth-
ods. 
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In the exposure-based methods, the disappearance of a micropollutant during ozonation is compared 
with a MOA of interest. For example, the estrogenicity of a solution containing 17?-ethinylestradiol 
(EE2) was assessed as a function of the ozone dose.57,58 The relative estrogenic activity decreased pro-
portionally with the relative residual EE2 concentration. The ozonated solution as a composite sample 
contains not only the residual parent EE2 but also the transformation products. Therefore, it could be 
deduced that none of the oxidation products from the reaction of EE2 with ozone manifests estrogeni-
city. Various micropollutants were investigated in the same manner using various bioassays.59–62 The 
biological effects of many micropollutants were reported to be proportionally correlated to the residual 
concentration of a parent micropollutant. However, several cases with differing observations were also 
reported. Sulfoxides, which are ozone transformation products of penicillin G and cephalexin, were 
reported to retain antibacterial activities59 although significantly lower than the parent compounds.63 A 
temporary moderate increase in antiviral activity was reported in ozonated solutions containing oselta-
mivir acid, the active metabolite of Tamiflu®, for about 50% transformation, which disappeared when 
samples were analyzed after 24h.62 
In the effect-based methods, (eco)toxicological assessments are carried out for ozonated wastewater 
effluents by selected bioassays without identification nor quantification of individual micropollutants. 
Many studies reported improvements as well as deterioration of the water quality related to biological 
effects upon ozonation.36,64–74 Often, an improvement of the water quality to the level prior to ozonation 
or better was reported after a biological post-treatment or activated carbon filtration.64,66,73  
Ecotoxicologically harmful transformation or oxidation products may have resulted from the reaction 
of ozone with either micropollutants, water matrix components such as dissolved organic matter (DOM), 
or combinations thereof. Oxidation by-products from ozonation of DOM are difficult to characterize 
because of the structural complexity of DOM, whereas chemical analysis for the transformation prod-
ucts can be achieved using viable state-of-the-art analytical techniques such as mass spectrometry and 
nuclear magnetic resonance. However, based on the fact that current analytical methods allow only a 
partial identification of the total pool of micropollutants (see above), this task is still formidable to 
achieve. The analyses of the huge number of environmentally relevant micropollutants including hith-
erto undetected compounds and their ozonation transformation products would be extremely challeng-
ing. In addition, an empirical toxicity evaluation of all individual transformation products is impossible. 
Due to its importance in technical aquatic systems (section 1.4), ozone chemistry in aqueous phase has 
been studied over the last century. The elucidation of kinetics and mechanisms for the reactions of 
ozone with organic compounds was central. Often in literature, similar transformation products were 
observed for micropollutants possessing similar reaction centers (see the following section for more 
details). Therefore, predicting chemical structures of potential transformation products is possible for 
micropollutants for which a reference study is available, and the resulting information can be useful in 
many ways. First, the structural information of potential transformation products can assist environ-
mental analytical chemists for a suspected-target screening. Second, it can serve as a toxicity scree-ning 
battery when combined with in silico toxicity prediction tools. This could help to narrow down the list 
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of micropollutants, for which ozone transformation products are potentially toxic. Moreover, a pre-
dicted reactivity of a micropollutant with ozone (expressed by kO3, see below) can be used to evaluate 
the abatement efficiency of a parent micropollutant during ozonation.  
Nevertheless, no attempt to develop a prediction system based on the accumulated knowledge in ozone 
chemistry has been made so far. In the subsequent section 1.6, the knowledge about kinetics and mech-
anisms for the reactions of organic compounds with ozone are briefly presented with a focus on devel-
oping a prediction system for the formation of transformation products during ozonation. 
1.6. Reactions of ozone with organic compounds in aqueous solution: Kinetics and mech-
anisms 
1.6.1. Kinetics of the reactions of ozone with organic compounds 
Reactivity (kO3) The reactivity of a target micropollutant (A) with ozone is critical for ozonation pro-
cesses and it is reflected by a second-order rate law with a second order rate constant (kO3) (Eq. 1.1). 
? d[?]
dt
=?kO3[?][O3]   ?????????????????????????????????  (1?1) 
The rate at which the concentration of A ([A] in units of M s-1) decreases is first-order with respect to 
the concentration of a chemical compound ([A], M) and the concentration of ozone ([O3], M), and kO3 
is the second-order rate constant for the reaction of ozone with a chemical compound in units of M-1s-
1. An integration of Eq. 1.1 over time yields 
? ln ? ????A?0?=?kO3??O3? dt  ?????????????????????????? (1.2) 
?[O3]dt is the ozone exposure in units of M·s. Note that •OH are formed during ozonation (see section 
1.6.2) and they can also contribute to the abatement of A. Hydroxyl radicals can be supressed using a 
radical scavenger (e.g., tert-butanol) for kO3 measurements when necessary. 
Based on Eq. 1.2 with •OH suppressed by a radical scavenger, kO3-values have been determined and are 
available for several hundred organic and inorganic compounds using different experimental proce-
dures.40,75–77 Among those, the following four reactive moieties are commonly found in many organic 
compounds and are of importance for ozonation: aromatic systems, olefins, amines, and organosulfur 
moieties. Figure 1.5 shows the range of experimental kO3 for the respective moieties. Overall, the ranges 
of kO3-values for aromatic compounds, olefins, amines, and organosulfur compounds span over about 
12, 6, 7, and 6 orders of magnitude, respectively, indicating a great variability in kO3 even for one com-
pound group. 
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Figure 1.5. Range of experimental kO3 for the reactions of ozone with aromatic compounds (n=112), 
olefins (n=45), amines (n=59), sulfur-containing compounds (n=14). All kO3-values were obtained from 
von Sonntag and von Gunten40 and the individual compounds are not listed. 
 
As ozone is an electrophile, which reacts preferentially with electron rich chemical moieties, the broad 
range of kO3 is attributed to the electron density of these moieties in an organic compound. The electron 
density of a moiety can be significantly influenced by the electron-donating/withdrawing properties of 
substituents, the protonation state of a substituent and of the reactive moiety itself, and combinations 
thereof.  
In Figure 1.6, selected compounds are presented to show the effect of substituents on kO3 for olefins, 
aromatic compounds, and amines. While the presence of electron-donating substituents such as methyl 
groups leads to an increased kO3 relative to the unsubstituted group, electron-withdrawing groups such 
as halogen atoms or nitro groups result in a decrease of kO3. This is shown for olefins with kO3-values 
decreasing consecutively from ethene to tetrachloroethene upon chlorine addition and the substituent 
effect is additive. Moreover, the protonation state of a reactive moiety or a substituent is of importance. 
kO3 of the phenolate is about six orders of magnitude higher than that of phenol. This is attributable to 
the increased electron density on the aromatic ring by delocalization of the negative charge on the ox-
ygen of the deprotonated hydroxy group. The lone-pair electrons of the amine nitrogen are the site of 
attack by ozone. Upon protonation, the amine nitrogen becomes non-reactive with ozone as the lone-
pair electrons on the nitrogen are no longer available (e.g., kO3= 1.9×107 M-1s-1 for dimethylamine and 
kO3<0.1 M-1s-1 for dimethylamonium,76 respectively). 
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Figure 1.6. kO3 for the reactions of selected olefins, aromatic compounds, and amines with ozone. kO3 
are sorted by increasing values on the abscissa. kO3-values were obtained from a compilation of experi-
mental kO3-values.40 The data points with arrows indicate that the reported values are only given as an 
approximate range. 
 
The significant dependence of kO3 on the protonation state of a substituent or a reactive moiety suggests 
that kO3 can vary dramatically as a function of the pH. For a monoprotic compound (HA) as an example, 
the fractions of the compound (?HA) and its conjugate base (?A-) at a certain pH can be calculated as 
follows (Eqs. 1.3 and 1.4). 
?H?=
?H??
?H??total = 
?H+?
Ka+?H+?
   ??????????????????????????????? (1.3) 
?A- ?= 
Ka
Ka+[H+]
?=?1-???     ?????????????????????????????????????(1.4) 
Ka is the dissociation constant for HA and [H+] is the concentration of protons.  
Taking into account the presence of the multiple species for the reaction kinetics, Eq. 1.1 can be refor-
mulated as follows: 
? d[HA]total
dt
?= kO3,HA[HA][O3] + kO3,A-[??][O3]  =  kO3,HA?HA[HA]total[O3] + kO3,(A-)?A-[HA]total[O3]  ???????? (1.5) 
? d[?A]
dt
?=  kO3,app[H?]total[O3]  ??????????????????????????????????(1.6) 
kO3,???  =  kO3,H???? + kO3,(A-??A- ???????????????????????????? (1.7) 
kO3,HA, kO3,A-, and kO3,app are the second-order rate constants for the reaction of ozone with HA and A-, 
and the apparent second-order rate constant for the reaction of HA and A- with ozone at the pH of 
interest, respectively, and [HA]total is the sum of the concentrations of HA and A-.  
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To date kO3-values have been mainly empirically determined for the compounds of interest. However, 
this approach requires time-consuming and labor- and resource-intensive laboratory work. Especially 
in the context of the large numbers of micropollutants that are already known to be present in aquatic 
environments and since increasing numbers of micropollutants are discovered every year, this approach 
seems ineffective. 
Several methods for predicting kO3 for organic compounds were previously developed and may aid to 
overcome the aforementioned problems. Quantitative structure-activity relationships (QSAR) were de-
veloped for aromatic compounds, olefins, and amines.78 Therein, the sum of empirically derived sub-
stituent constants of substituents at the reaction center was correlated satisfactorily with the correspond-
ing kO3-values (R2>0.8, n=14~54) (Figure 1.7a). Hammett constants denoted as ?, ?+, or ?- were suc-
cessfully correlated with kO3 for aromatic compounds. Taft constants denoted as ?* were used for ali-
phatic compounds such as olefins and amines. However, some compounds could not be included due 
to the unavailability of Hammett or Taft constants for certain substituents. Despite the fact that the 
performance of the QSAR model was successful, this aspect remains a limitation. A multi-linear re-
gression (MLR)-based QSAR model was also developed employing three molecular descriptors such 
as the ionization potential, double bond equivalence, and weakly-polar component of solvent accessible 
surface area (WPSA) (R2>0.83, n=27).79 In contrast to the QSAR model above, the developed MLR 
model is one unified model, which in principle predicts kO3 for any chemical structure. However, as 
only 27 and 13 compounds were used for the model development and an external validation, respec-
tively, the model performance remains to be evaluated with a larger data set. Moreover, the MLR ap-
proach seeks for a model with the best goodness-of-fit regardless of the mechanistic relevance of the 
parameters incorporated. This indicates that the multiple numbers of the molecular descriptors incor-
porated may or may not be mechanistically relevant and it is difficult to generate mechanistic insights 
with this model. 
 
                                   (a) 
 
 
 
(b) 
 
Figure 1.7. Currently available kO3 prediction methods (aromatic compounds). (a) Correlation between 
log kO3 for the reaction of ozone with benzene derivatives (n=50) vs. ??p+. Reprinted from Lee and von 
Gunten., 2012.,78 Copyright (2012), with permission from Elsevier. (b) Correlation of the energy of the 
HOMO with log kO3 for the reaction of ozone with the seven selected benzene derivatives. Reprinted 
from Naumov and von Sonntag., 2010.80 Copyright (2010), with permission from Taylor & Francis. 
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Another approach employs a quantum molecular descriptor, which can be obtained from quantum 
chemical computations. Amongst several quantum molecular descriptors investigated, the highest oc-
cupied molecular orbital (HOMO) energy of an aromatic compound was reported to correlate well with 
the corresponding kO3-values (R2=0.92, n=7) (Figure 1.7b).80 Moreover, the Gibbs free energy for the 
formation of an ozone adduct to an aromatic compound at the para position showed an excellent corre-
lation (R2=0.99, n=8).80 As these quantum molecular descriptors are in principle attainable for any 
chemical compound, the applicability of this approach is more general compared to the QSAR model 
described above. Moreover, both descriptors are supported theoretically and mechanistically, thus they 
can be helpful for a better understanding of ozone reactions with organic compounds. For example, the 
success of the HOMO can be supported by the frontier molecular orbital (FMO) theory according to 
which the reaction of ozone with aromatic compounds is driven by the interaction between the HOMO 
of the aromatic compound and the LUMO of ozone.80,81 Since the LUMO of ozone is constant, the 
differing HOMO energies of aromatic compounds were correlated with the corresponding kO3-values. 
Despite the aformentioned advantages, the correlation of the quantum chemical approach is premature 
to be accepted because only a small number of aromatic compounds (n=8~9) was investigated. There-
fore, a general application of the quantum chemical model for predicting kO3 remains to be tested. 
Based on the prediction models using the QSAR approach and the quantum chemical computations 
developed in this PhD thesis (see chapter 2), it is worthwhile to note that a predicted kO3 by such mo-
dels and an experimental kO3 intrinsically differ in that the former and the latter are functional site-
specific and species-specific, respectively. Note that in this discussion the acid-base speciation is ig-
nored and the presence of multiple conformers was not considered for simplicity. For example, the 
chemical structure of cetirizine (Table 1.1) contains two amino groups and two benzene rings. Only 
one kO3 is empirically measured, which represents the overall reactivity of the whole structure including 
these four moieties. In contrast, four kO3-values will be predicted by a quantum chemical computation. 
In prin-ciple, the sum of the four predicted kO3-values corresponds to the experimental kO3. 
1.6.2. Mechanisms for the reactions of ozone with organic compounds 
Over the last decades, numerous studies have been dedicated to the investigation of ozone transfor-
mation products of organic compounds containing aforementioned moieties. Based on these studies, 
various generalized reaction mechanisms have been proposed. In the following, a brief introduction to 
widely accepted reaction mechanisms for olefins, aromatic compounds, amines, and sulfur-containing 
compounds is provided. For detailed mechanisms, refer to von Sonntag and von Gunten (2012)40 and 
the references therein. 
Olefins. The Criegee mechanism, which was suggested by Rudolf Criegee82 and is named after him, is 
widely accepted for the reactions of olefins with ozone (Scheme 1.1).40,83 As shown in Scheme 1.1, 
ozone initially attacks at the double bond to form a cyclic ozonide intermediate (C). The ozonide sub-
sequently undergoes a cleavage of the C-C ? bond to yield two primary products, a carbonyl compound 
and a hydroxyhydroperoxide. The latter product (E or G) releases hydrogen peroxide to eventually form 
a carbonyl compound. For asymmetrically substituted olefins, two differing reaction pathways from the 
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ozonide to two primary products are possible (reactions (3) and (4)). The organic hydroxyhydroperox-
ides decompose to yield another carbonyl compound and hydrogen peroxide (reaction (5)). Due to H2O2 
elimination, identical end products can be obtained for asymmetrically substituted olefins. It is well 
known that no radical species are formed during the Criegee mechanism. 
 
 
Scheme 1.1. Major reaction mechanisms for the reactions of ozone with olefins 
 
Micropollutants containing an olefinic moiety such as carbamazepine,84 cephalexin,63 and progester-
one85 were reported to give rise to products via the Criegee mechanism. Moreover, several heteroaro-
matic compounds containing a C-C double bond such as thymine and thymidine were also reported to 
react by a Criegee-type mechanism.40,86 The resulting transformation products may undergo intra-mo-
lecular reactions, leading to the formation of the ensuing products.  
Aromatic compounds. Contrary to olefins, which react predominantly via the Criegee mechanism, the 
reactions of aromatic compounds with ozone proceed via various reaction pathways, enumerating var-
ious oxidation products.40 The elucidation of reaction mechanisms and oxidation products for ozonation 
of aromatic compounds is challenging for several reasons. Firstly, primary products often react by serv-
eral orders of magnitude faster with ozone than the parent compound, which hinders a detection of the 
primary products. For example, while kO3 for the reaction of benzene with ozone is only 2 M-1s-1,75 
phenol and phenolate, a hydroxylated product of benzene, have kO3 of 1.3×103 M-1s-1 and 1.4×109     M-
1s-1,76 respectively. Moreover, olefinic products such as muconic acid have kO3 in the order of 104 M-1s-
1 in absence of electron-withdrawing substituents.40 Consequently, primary products may not be present 
in detectable concentrations because they are further oxidized with ozone as soon as they are formed. 
Secondly, free radicals such as •OH, which can be formed via several reaction pathways, can also play 
an important role. As the reaction of •OH with organic compounds is less selective, a number of minor 
products can be produced. Thirdly, the resulting oxidation products would differ in their physico-chem-
ical properties (e.g., ionic vs non-ionic, chromophoric vs non-chromophoric, volatile vs non-volatile, 
etc). This necessitates the implementation of various analytical techniques. With all difficulties men-
tioned above, a poor mass balance between the oxidized parent compound and the identified products 
is inevitable, and a complete elucidation of reaction mechanisms is consequently difficult to acheive. 
Phenol87,88 and methoxylated benzenes89 are good candidates for investigations of their oxidation prod-
ucts and reaction mechanisms because these compounds can kinetically compete with primary products 
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(e.g., phenolic products) toward ozone. Nonetheless, the mass balance is still not complete due to the 
complexity of the reactions involved as described above. Based on the finding of these studies, reaction 
mechanisms for aromatic compounds are briefly presented in Scheme 1.2.  
 
 
Scheme 1.2. Major reaction mechanisms for the reactions of ozone with aromatic compounds 
 
An ozone attack on an aromatic compound is considered to be initiated by the formation of an ozone 
adduct at the electron-rich aromatic carbon (e.g., carbons in ortho or para position for phenol) (reaction 
(6)). A cyclic ozonide formation can follow subsequently (reaction (7)), leading to a ring cleavage and 
the formation of olefinic products (reaction (8)). The resulting olefinic compounds can be further oxi-
dized by ozone via the Criegee mechanism (reaction (9), i.e., reactions (1)-(5)). An ozonide radical 
anion (O3•–) can be formed via either direct electron transfer from the aromatic ring to ozone (reaction 
(10)) or the dissociation of the ozone adduct (reaction (11)) and its formation gives rise to •OH via 
reactions (17) and (18).90 
O3•– ? O2 + O•–  (17) 
O•– + H2O ? •OH + OH– (18) 
 
Hydroxylation via reactions (12) - (13) are well established based on the detection of hydroxylated 
products (i.e., phenolic compounds) as well as the detection of singlet oxygen (1O2). Phenolic com-
pounds are further oxidized by ozone to form hydroxylated products, quinones, and Criegee products 
(reaction (14)). Superoxide and phenoxyl radicals can be formed from the ozone adduct (reactions (15) 
and (16)), where the former also serves as a precursor to •OH via reaction (19), which entails an electron 
transfer between superoxide and ozone to form oxygen and the ozonide radical anion. 
O2•– + O3 ? O2 + O3•–    (19) 
Many micropollutants containing an aromatic ring such as 17?-ethinylestradiol,91 protonated propran-
olol,92 metoprolol,93 bisphenol A,94 estrone,91 benzotriazole,95 and triclosan96 have been reported to give 
rise to the common products resulting from reaction pathways for aromatic compounds (Scheme 1.2).  
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Amines. Ozone readily reacts with the lone-electron pair of the amine-nitrogen to form an ozone adduct 
(reaction (20) in Scheme 1.3), which can subsequently decompose into a N-oxide and singlet oxygen 
(1O2) (reaction (21)), or undergo a heterolytic cleavage of the nitrogen–oxygen bond to form an amine 
radical cation and an ozonide radical (reaction (24)). These two radical species can also be formed via 
a direct single electron transfer (reaction (23)). 
 
 
Scheme 1.3. Major reaction mechanisms for the reactions of ozone with amines 
 
For secondary amines, a N-oxide seems to rearrange into an isomeric hydroxylamine via reaction (22) 
which has been reported for metoprolol, propranolol, and piperidine all of which contain a secondary 
amine moiety.92,93,97 Moreover, quantum chemical computations for dimethylamine reactions (20), (21), 
and (22) are exergonic (?G0= –41 kJ mol-1, –74 kJ mol-1, and –20 kJ mol-1, respectively) and support 
this mechanism.40 Although there is no certain empirical evidence yet, it may be also possible that a 
primary amine gives rise to a hydroxylamino group following the rearrangement of the N-oxide. 
Dealkylation takes place via reactions (20) and (23) – (28) involving the formation of peroxyl radicals. 
Micropollutants containing tertiary amines such as clarithromycin,60 roxithromycin,98 and tramadol99 
were reported to yield both N-oxide as a major product and dealkylated amine products as a minor 
product. Moreover, peroxyl radicals may undergo a biomolecular decay (reaction (29)) through which 
different ensuing pathways are known to be possible (reactions (30)-(33)).40,100 
R2HCO4CR2H ? R2C=O + O2 + R2C(OH)H (30) 
R2HCO4CR2H ? 2R2C=O + O2 (31) 
R2HCO4CR2H ? 2R2C(O•)H + O2 (32) 
R2HCO4CR2H ? R2COOCHR2 + O2 (33) 
Note that tertiary peroxy radicals are restricted to the reactions (32) and (33) as a ?-C-H bond to the 
peroxyl group is required for the reactions (30) and (31).  
As a unique case, ozonation of hydrochlorothiazide gave rise to an exclusive conversion to chlorothia-
zide, which can be explained by reactions (20) and (23) – (27).101 In contrast to other cases described 
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above, reaction (25) gives rise to an imine, which is terminal for hydrochlorothiazide. Similar to aro-
matic compounds, precursors to hydroxyl radicals such as the ozonide radical and superoxide are 
formed in reactions (23), (24), and (27). This indicates that hydroxyl radicals may contribute to the 
transformation of a micropollutant containing amino groups.  
Sulfur-containing compounds. An oxygen-transfer is known to be the major reaction mechanism for 
many sulfur-containing compounds based on the observations of nearly 100 % 1O2 yields from ozona-
tion of sulfides, disulfides, and sulfinic acids.102 The resulting product from the O-transfer is sul-fox-
ide.40 Penicillin G and cephalexin both containing a sulfide group were reported to yield the correspond-
ing sulfoxide products as the major product from ozonation.63 Sulfoxides are no longer reactive with 
ozone (e.g., kO3=8 M-1s-1 for dimethyl sulfoxide103). In contrast, an O-transfer seems not to be the only 
mechanism for thiols, as low 1O2 yields (<50%) were observed for 1,4-dithiothreitol.102 Moreover, a 
pH-dependence on the 1O2 yields was reported 1,4-dithiothreitol (46% and 17% at pH 4.8 and 9, re-
spectively).102 
1.7. Thesis outline 
This doctoral thesis, which was funded by the Swiss Federal Office for the Environment (FOEN), was 
dedicated to the development of an in silico prediction system for transformation products formed dur-
ing ozonation of micropollutants in aqueous solution. With the information about reaction kinetics and 
mechanisms available in the literature as a basis, which are briefly introducted in chapter 1, a computer-
based prediction tool for reaction kinetics and reaction mechanisms was developed. The methodological 
developments for the prediction platform are presented in detail in chapters 2 and 4. Chapter 3 describes 
an experimentally-derived validation data set for a particular class of contaminants (i.e., olefins). 
Chapter 1. The motivation for the research project of this PhD thesis is presented by giving a state-of-
the-art compilation of the significance of micropollutants in the aquatic environment. Moreover, a brief 
introduction to the current knowledge of ozone chemistry is presented, which was the basis for the 
development of the computer-based prediction system. 
Chapter 2. A prediction model for second-order rate constants (kO3) for the reactions of ozone with 
oragnic micropollutants was developed. Linear relationships between log kO3 for compounds with a 
large variety of chemical moieties and the corresponding molecular orbital energies obtained from 
quantum chemical computations were developed. The prediction performances and the practical impli-
cations of the developed models are discussed.  
Chapter 3. The performance of the kO3 prediction model developed in chapter 2 was tested for nine 
polychlorobutadienes, which are problematic groundwater contaminants in the Hardwald in the canton 
of Baselland, Switzerland. Experimentally determined kO3-values for chlorobutadienes were compared 
with the predicted kO3. Besides ozonation, the treatability of the nine polychlorbutadienes by direct UV 
photolyis and the advanced oxidation processes ozone/hydrogen peroxide and UV/hydrogen peroxide 
was also investigated. 
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Chapter 4. A computer-based prediction platform for the oxidation of organic compounds with ozone 
was developed as a standalone graphical user interface (GUI) application. Development details such as 
the structure of the prediction platform, the role and integration of individual elements, and the utilized 
cheminformatics tools are presented. Finally, the developed prediction platform is demonstrated for the 
reactions of ozone with some relevant micropollutants, for which experimental data are available for 
comparison. Based on these initial validation excercises, the opportunities/advantages and limitations 
of the developed prediction platform are highlighted. 
Chapter 5. General conclusions and perspectives on the critical findings of this thesis are given. Prac-
tical implications, limitations, and further improvements for the currently developed prediction plat-
form and key findings and discussions of abatement of polychlorobutadienes are presented. 
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Chapter 2. 
Development of prediction models for the reactivity of organ-
ic compounds with ozone in aqueous solution by quantum 
chemical computations: Role of delocalized and localized mo-
lecular orbitals 
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Abstract 
Second-order rate constants (kO3) for the reaction of ozone with micropollutants are essential parame-
ters to assess their elimination efficiency during ozonation in water and wastewater treatment. kO3 
prediction models were developed for aromatic compounds, olefins, and amines by quantum chemical 
molecular orbital computations employing ab initio Hartree-Fock (HF) and Density Functional Theo-
ry (B3LYP) methods. kO3 for aromatic compounds correlated well with the energy of a delocalized 
molecular orbital first appearing on an aromatic ring, i.e., the highest occupied molecular orbital 
(HOMO), or the HOMO-n (n?0) when the HOMO is not located on the aromatic ring (number (N) of 
compounds tested=112, correlation coefficient R2=0.82?1.00). kO3 for olefins and amines correlated 
well with the energy of a localized molecular orbital, i.e., the natural bond orbital (NBO) energy of 
the carbon-carbon ? bond of olefins (N=45, R2=0.82?0.85) and the NBO energy of the nitrogen lone-
pair electrons of amines (N=59, R2=0.81?0.83), respectively. Considering the performance of the kO3 
prediction model and computational costs, the HF/6-31G method is recommended for all aromatic 
groups and olefins investigated herein, whereas HF/MIDI!, HF/6-31G*, or HF/6-311++G** is rec-
ommended  for amines. Based on their mean absolute errors, the above models could predict kO3 with-
in a factor of 4, on average, relative to the experimentally determined values. Overall, good correla-
tions were also observed (R2=0.77?0.96) between kO3 predictions by quantum molecular orbital de-
scriptors in this study and by Hammett (?) and Taft (?*) constants from previously developed quanti-
tative structure-activity relationship (QSAR) models. Hence, the quantum molecular orbital de-
scriptors are an alternative to ?- and ?*-values in QSAR applications and can also be utilized to esti-
mate unknown ?- or ?*-values. 
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2.1. Introduction 
Ozonation is used widely in drinking water treatment for disinfection and oxidation of problematic 
substances (e.g., taste and odor compounds) or a combination thereof.1-3 In recent years, ozonation has 
been successfully applied in advanced wastewater treatment for mitigation of the discharge of mi-
cropollutants such as pharmaceuticals, personal care products, and pesticides from municipal 
wastewater effluents to the aquatic environment.3–6 The benefits of ozone (O3) are related to its elec-
trophilic characteristics, selectively oxidizing electron-rich moieties such as activated aromatic com-
pounds, olefins, free amines, and reduced sulfur-groups present in organic compounds.3 Moreover, 
substances without such electron-rich moieties can be oxidized to some extent by a secondary oxidant, 
the hydroxyl radical (•OH), formed during ozonation.7,8 The elimination efficiency of a compound (P) 
during ozonation can be estimated by Eq. 2.1 provided that the two product terms on the right-hand 
side are known.1  
- ln ? ?P??P?0?=kO3 ??O3? dt+k•OH ??•OH? dt   (2.1) 
kO3 and k•OH are the second-order rate constants for the reaction of P with ozone and hydroxyl radicals, 
respectively. ??O3? dt and ??•OH? dt are the exposures to ozone and hydroxyl radical, respectively. 
The two oxidant exposure terms vary depending on the water matrix, thus necessitating an empirical 
determination. In contrast, the second-order rate constants (kO3 and k•OH) are physico–chemical con-
stants universally applicable for a given compound P regardless of the water matrix. 
Although many rate constants are available for both oxidants (a few hundred values for kO3 and a few 
thousand values for k•OH, respectively),3,7,9–14 rate constants for emerging compounds are often missing. 
Since the number of newly detected micropollutants is increasing rapidly,15 the experimental determi-
nation of rate constants becomes a time and cost factor for the assessment of ozonation efficiency. 
Various approaches have been suggested for predicting kO3-values. A univariate quantitative struc-
ture-activity relationship (QSAR) model was reported in which the logarithm of kO3 correlates well 
with Hammett constants (?) for aromatic compounds (the number (N) of compounds=64, correlation 
coefficient (R2)>0.85) and Taft constants (?*) for olefins (N=48, R2=0.86) and amines (N=54, 
R2=0.86).16 However, this approach is limited to compounds with substituents for which Hammett and 
Taft constants are available. In another study, a multivariate QSAR model (N=27, R2=0.83) was de-
veloped in which several descriptors such as double bond equivalence and ionization potential were 
incorporated.17 Moreover, strong correlations were found for benzene derivatives using quantum mo-
lecular orbital descriptors such as the highest occupied molecular orbital energy (EHOMO) (N=7, 
R2=0.92) and the Gibbs free energy for adduct formation (N=8, R2=0.99).18 The success of EHOMO is 
supported by the frontier molecular orbital (FMO) theory,19 which explains the ozone reaction with 
substituted benzenes in terms of the interaction between the HOMO of substituted benzenes and the 
lowest unoccupied molecular orbital (LUMO) of ozone. The thermodynamic approach using the 
Gibbs free energy of adduct formation gave a better correlation than the FMO approach. However, it 
necessitates quantum chemical computations for ozone, the aromatic compound, and the intermediate 
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ozone adduct. In contrast, the FMO theory only requires the computation of the EHOMO of the aromatic 
compound, since the LUMO of ozone is constant.  
In the present study, published kO3 values of organic compounds such as aromatic compounds, olefins, 
amines, and sulfur(S)-containing compounds were correlated to quantum molecular orbital descriptors 
such as the energy of HOMO (EHOMO) and natural bond orbital (NBO) (ENBO), which feature a delo-
calized and localized molecular orbital, respectively, to establish a semi-empirical kO3 prediction tool. 
Quantum chemical computations were performed with Hartree-Fock (HF) and density functional the-
ory (DFT) methods to calculate the quantum molecular orbital descriptors. The developed molecular 
orbital models were compared to previously developed QSAR models.16  
 
2.2. Materials and methods 
2.2.1. Data set 
All second-order rate constants (kO3) for the reaction of ozone with organic compounds in aqueous 
solution investigated in this study were obtained from literature, and these are summarized in the 
Supporting Information (SI) in Table S2.1 for aromatic compounds, Table S2.2 for aliphatic olefins, 
Table S2.3 for nucleic acid constituents and miscellaneous conjugated olefins, Table S2.4 for aliphat-
ic amines, and Table S2.5 for S-containing compounds. pKa-values for compounds with acid-base 
speciation and Hammett and Taft constants16 are also included if available. 
2.2.2. Computational methodology 
Initial three-dimensional (3D) geometries of all electronic structures were obtained by the conformer 
module of ChemAxon MarvinSketch (Marvin 5.10.0, 2012, http://www.chemaxon.com). Quantum 
chemical computations were conducted by ab initio HF and B3LYP methods using the Gaussian 09 
program.20 The Pople basis sets (6-31G and 6-311++G**)21–25 were used for all atoms except for io-
dine for which a quasi-relativistic pseudo potential (LANL2DZ)26 was used. In addition, 6-31G*27 and 
MIDI!28 were employed to further investigate the influence of polarization functions. Computations 
with 6-31G and 6-311++G** were found to produce the best correlations overall, and these basis sets 
are used for presentation of the main results. The results obtained with 6-31G* and MIDI! are dis-
cussed only briefly. All computations were consistently conducted at the same level of theory, unless 
stated otherwise. The integral equation formalism polarizable continuum model (IEF-PCM)29 was 
used for all computations to take into account the solvation effect of water. NBO analysis was carried 
out using the NBO 3.1 program included in Gaussian 09.30 A conformational search was performed 
for trimethoxybenzenes using Gabedit 2.4.8. A more detailed description of the methods used is given 
in Text S2.1 and the overall procedure for kO3 prediction is summarized in Scheme S2.1.  
2.2.3. Data treatment and statistical model evaluation 
Molecular orbital descriptors such as the EHOMO-n (n?0) or the ENBO of organic compounds, obtained 
from the quantum chemical computations, were correlated with the logarithm of the corresponding 
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kO3-values to develop linear models by least squares regression: log(kO3)=a×(descriptor variable)+y0, 
where a and y0 are the slope and the y-intercept, respectively. Compounds for which predictions dif-
fered from measured kO3 by more than 10-fold were excluded as outliers from the regressions. The 
performance of the models was then evaluated by R2, the mean unsigned error (MUE) in log units, 
and the root mean square error (RMSE) in log units. Whereas R2-values were determined with the 
outliers excluded, the MUE and the RMSE were determined with the set of compounds used for mod-
el development and also the outliers, so that the outliers are considered in the evaluation of the predic-
tive power of the model. 
2.3. Results and discussion 
2.3.1. Boundary conditions for the quantum chemical computations 
Prior to presenting the results, two caveats should be noted. First, the geometries of the investigated 
compounds, from which the orbital energy was obtained, were confirmed on a local minimum, not on 
a global minimum. Finding a global minimum of the potential energy surface of the selected com-
pounds (>200) using quantum chemical computations is computationally expensive. Therefore, an 
initial geometry was obtained as the lowest energy conformer at the molecular mechanics level and 
was further optimized and confirmed at the stationary point with quantum mechanics. The model 
development using this geometry, which may or may not be on a global minimum, turned out to be 
satisfactorily successful for the compounds investigated herein, giving a good performance for pre-
dicting kO3. It may be deduced that an orbital energy corresponding to the ozone-reaction center seems 
to be mainly influenced by substituents of the target compound directly connected to the reaction 
center except for a few rotamers (for further discussions see below). For the selected compounds, the 
conformation of a reaction center and its adjacent molecular structure may be analogous for the local 
minimum and the global minimum. Thus, a similar orbital energy for a local and a global minimum 
generally could be obtained. Nonetheless, further improvements of the model performance may be 
possible by using a global minimum geometry, and future efforts could include the analysis of several 
conformers as an attempt to estimate the range of errors in predicting a kO3 value.  
Second, two different electronic structure methods, HF and DFT-B3LYP, were explored. The two 
methods differ in that the HF formalism derives a wave function of the system without taking dynam-
ical electron correlation into account, whereas (among other differences) the Kohn-Sham (KS) DFT 
formalism derives an electron density including electron correlation.31 A physical interpretation is 
available for HF orbitals. According to Koopmans’ theorem,32 the negative of the HOMO energy is an 
approximation of the ionization potential (IP). In contrast, KS orbitals at their first advent were con-
sidered as a pure mathematical expression.33 However, many studies have reported their similarity 
with the HF orbitals,34–36 and KS orbital energies can additionally be used to approximate the IP.37 
Although a previous study37 reports a strong correlation (R2~0.99) between HF and DFT methods for 
EHOMO-values for 11 substituted benzenes, an extensive comparative study of EHOMO-values for a large 
number of aromatic compounds with diverse substituents (N=112 in the present study) has not been 
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performed yet. To our knowledge, moreover, the comparison between HF and DFT methods has not 
been yet investigated for olefins and amines for which the ENBO is to be correlated with the corre-
sponding kO3-values. With these two caveats addressed above in mind, we present the developed 
models.  
2.3.2. Correlations of molecular orbital energies with second order rate constants 
Aromatic compounds. The correlations between logarithms of kO3-values of aromatic compounds 
and the corresponding EHOMO-n (n?0) are presented in Figures 2.1 and S2.1. The data were obtained 
from HF/6-31G computations and three other electronic structure methods, respectively. In certain 
cases with B3LYP computations, EHOMO-n is used instead of EHOMO and this is explained further below. 
Overall, good correlations (N=112, R2=0.65?0.997, MUE=0.03?0.69, and RMSE=0.03?0.84) were 
obtained upon separating the aromatic compounds into five different groups based on their chemical 
structures: (i) phenol derivatives, (ii) benzene derivatives, (iii) aniline derivatives, (iv) mono- and di-
alkoxybenzenes, and (v) trimethoxybenzenes. Additionally, ozone attack on nitrogen-containing aro-
matic compounds such as azobenzene, pyridine and several triazines were investigated as group (vi) 
although they are not included into the model (see Text S2.5 for further details). Chemical structures 
of all aromatic compounds investigated are presented in Figure S2.2, and a summary of the prediction 
model equations and the corresponding statistical evaluation parameters from four different computa-
tion levels is presented in Table 2.1. Alternatively, the correlations for the aromatic compounds could 
be divided into two groups according to the formal charge (FC): one with the FC of 0, +1, and +2 and 
the other with the FC of -1 (Figure S2.3). However, the predictive power of this approach was worse 
than that of the structure-based models. Hence the FC-based model was not pursued further. 
 
 Figure 2.1. Correlations between second-order rate constants (kO3) for the reaction of aromatic com-
pounds with ozone and the corresponding HOMO energies calculated with HF/6-31G: (a) phenol and 
benzene derivatives, (b) aniline derivatives, mono- and di-alkoxybenzenes, and trimethoxybenzenes. 
Crossed symbols indicates compounds excluded from the regression. 
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 i) Phenol derivatives: As shown in Figure 2.1a, an excellent correlation (R2=0.94) between log kO3 
and the corresponding EHOMO-n was obtained with HF/6-31G computations for 35 phenolic compounds 
out of 45 in total (See Table S2.1 for a list of the excluded compounds). A distinctive separation be-
tween phenols and phenolates was observed (Figure 2.1a). The model performance remains stable 
with all electronic structure methods used (R2=0.94?0.95 excluding outliers and MUE=0.38?0.44 and 
RMSE=0.52?0.61 both evaluated with 1 outlier (paracetamol) included) (Table 2.1 and Figure S2.1). 
The MUE value of 0.45 log units indicate that the predicted kO3 values were on average within a fac-
tor of 2.8 (=100.45) of the measured kO3. The reaction with aromatic compounds is initiated by an 
ozone attack at the ring mainly forming an ozone adduct.3 Based on this mechanism, the HOMO 
should be located on the ring. Similar to the HOMO of phenol shown in Figure 2.2a, the HOMOs of 
all other phenol derivatives were located on the aromatic ring regardless of the computation methods 
(data not shown). 
Ten phenolic compounds denoted by a diagonal cross in Figure 2.1a were excluded from the correla-
tion for the following reasons. Nine compounds were excluded from this study because their rate con-
stants were not reported accurately but only approximately, e.g., kO3<2×103 M-1s-1 for 2,3-
dichlorophenol11. However, these compounds were presented to show that their approximate values 
are nonetheless in relative proximity to the confident kO3 values (Figure 2.1a). In addition, paraceta-
mol was excluded from the regression due to increased uncertainty arising from its rotamers. An 
analysis of the rotamers of the selected aromatic compounds including paracetamol was conducted, 
for which a detailed discussion is given in Text S2.2. In brief, even with the same initial geometry, 
different electronic structure methods may lead to differing optimized geometries for compounds with 
substituents such as hydroxyl, amide, or alkoxy groups (i.e., phenols, anilides, and alkoxybenzenes). 
This may result in substantially different EHOMO values between different rotamers, leading to inflated 
uncertainty in prediction of kO3. Thus, it is recommended to check the optimized geometry of a com-
pound with such a substituent based on the rotational information provided in Text S2.2 prior to ap-
plying it to the model. However, this approach does not provide a fool-proof recommendation for the 
geometry of a compound. 
ii) Benzene derivatives: A reasonably good correlation (R2=0.82) was observed for 40 benzene deriva-
tives out of 47 in total at the HF/6-31G level (7 compounds excluded due to uncertain kO3-values, see 
Table S2.1) (Figure 2.1a). Benzene derivatives are presented as three separate subgroups to show 
visually a structural diversity of the benzene derivative group: benzotriazoles (N=8), anilides (N=11), 
and other benzene derivatives (N=28) (Figures 2.1a and S2.1a-c). Models developed by the HF meth-
od overall performed better than the B3LYP method (HF: R2=0.81?0.82, MUE=0.47?0.48, and 
RMSE=0.61?0.62; B3LYP: R2=0.65?0.74, MUE=0.57?0.69, and RMSE=0.71?0.84, no outliers). 
Based on this, the HF method is recommended for kO3 prediction for benzene derivatives. 
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Figure 2.2. Visual representation of molecular orbitals: (a) the HOMO of phenol, (b) comparison be-
tween the HOMO and the natural bond orbital (NBO) of the C–C ? bond of 1,1-dichloropropene, and 
(c) comparison between the HOMO and the NBO of the nitrogen lone-pair electrons of n-butylamine. 
Computation method: HF/6-31G. No noticeable difference in the shape and the location of the orbitals 
was observed between the different computation methods. 
 
The HOMOs of all benzene derivatives were found on the ring for the HF method regardless of the 
basis set. However, the HOMOs of several compounds such as ibuprofen, benzoate ion, benzene sul-
fonate, benzaldehyde, and amidotrizoic acid were found on other parts of the molecules for the 
B3LYP method. Therefore, a HOMO-n located on a ring n levels lower in energy than the HOMO 
(n=0) was investigated for these compounds for B3LYP computations. For example, the HOMO of 
the benzoate is located on the carboxylate group and the first appearance of a ring-based molecular 
orbital was found for HOMO-3 (Figure S2.5). For this molecule, it seems that both HF and B3LYP 
yield the same molecular orbitals but with different energy orders (Figure S2.5). This phenomenon 
was observed previously for conjugated bases of various carboxylic acids.38 As shown in Figure S2.6, 
replacing EHOMO of these compounds by the corresponding ring-located EHOMO-n improved the B3LYP 
model performance significantly (R2=0.55 with EHOMO versus R2=0.74 with EHOMO-n). Note that de-
spite this improvement, the performance obtained with B3LYP remained worse than of the HF meth-
od.  
As described above, rotamers of anilides need to be taken into account. For all electronic structure 
methods used, the plane of the amide group of alachlor, amidotrizoic acid, iomeprol, iopamidol, 
iopromide, metolachlor, and propachlor were found to be perpendicular to the aromatic ring plane. 
The remaining phenylurea herbicides such as isoproturon, linuron, chlorotoluron, and diuron feature a 
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geometry close to planar with the dihedral angle ranging from 0 to 38˚ (except isoproturon, 56˚, when 
calculated at HF/6-311++G**).  
iii) Aniline derivatives: 16 aniline derivatives were used for the model development and good correla-
tions were obtained with all computation methods (R2=0.82?0.86, MUE=0.33?0.38, and 
RMSE=0.43?0.48, no outliers) (Figures 2.1b and S2.2d-f). Two different geometries of anilines were 
investigated: i) planar anilines and ii) pyramidal anilines, and the planar geometry of anilines was 
selected as representative for the kO3 prediction model since they showed better correlations than the 
pyramidal anilines. This can be supported by transition state theory: a planar aniline is considered to 
be closer to the structure of the transition state, thus more relevant to reaction rates than a pyramidal 
aniline (see Text S2.3 for further discussion).   
iv) Mono- and di-alkoxybenzenes: Overall good correlations (R2=0.80?0.90, MUE=0.54?0.65, and 
RMSE=0.59?0.84, no outliers) were obtained for 17 mono- and di-alkoxybenzenes with all computa-
tion methods (Figures 2.1b and S2.1d-f). The HF method performed better than the B3LYP method 
regardless of the basis set (HF: R2=0.87?0.90, MUE=0.54?0.57, and RMSE=0.59?0.69; B3LYP: 
R2=0.80, MUE=0.63?0.65, and RMSE=0.84). Among two groups of mono- and di-alkoxybenzene 
rotamers, the group mainly consisting of planar geometry rotamers was chosen as representative for 
the kO3 prediction model over the group mainly consisting of out-of-plane geometry rotamers. A pla-
nar group not only yielded a better model performance than a non-planar one but also their electronic 
energies were confirmed to be lower (Text S2.2 for more details). 
v) Trimethoxybenzenes: The trimethoxybenzene group consists of only four compounds: 1,3,5-
trimethoxybenzene, 3,4,5-trimethoxytoluene, mono-, and di-protonated trimethoprim. The deproto-
nated trimethoprim was not included because its measured kO3 seems to correspond to the ozone reac-
tion with the 2,4-diaminopyrimidine (DAP) moiety39 in which a carbon-carbon double bond is pre-
sumably attacked by ozone.40 Thus, it was grouped with the miscellaneous olefins instead. Excellent 
correlations were observed for the trimethoxybenzene group with all computation methods 
(R2=0.95?0.997, MUE=0.03?0.11, and RMSE=0.03?0.12, no outliers). For the selected trimethox-
ybenzenes all methyl groups are out of plane and they were chosen after analyzing various rotamers 
of trimethoxybenzenes. It should be noted that these selected geometries are not the lowest in energy 
among the investigated rotamers (see Text S2.4 for further details) and that the developed model for 
trimethoxybenzenes is provisional because only four compounds were used.  
Olefins. The ozone reaction with olefins, as a 1,3-dipolar cycloaddition, is explained by the FMO 
theory in which the HOMO of an olefin (dipolarophile) interacts with the LUMO of ozone 
(dipole).41,42 However, inferior correlations (R2<0.4) using the EHOMO of 60 selected olefins with di-
verse substituents (Figure S2.13 for chemical structures) were observed with all computation methods 
(Figure S2.14 for the HF/6-31G level). The reaction of an olefin with ozone is driven by the ?-like 
orbital interaction between the HOMO of the olefin and the LUMO of ozone (Scheme S2.2 in the SI), 
where the responsible molecular orbitals are situated on a C–C double bond and two terminal oxygen 
atoms, respectively.43, 44 The HOMOs of all olefins investigated are not only located on a C–C double 
bond but also spread over substituents (with the exception of ethene). For instance, 1,1-
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dichloropropene has 62%, 33%, and 6% of its HOMO spread over the C–C double bond, the two 
chlorines, and the methyl group, respectively (Figure 2.2b). Concern about the HOMO delocalizing 
over not only one site (i.e., C–C double bond) relevant to the reaction, but also other sites which are 
mechanistically irrelevant was previously raised for the cycloaddition reactivity. For these cases, the 
role of the delocalization of the HOMO has not been clearly resolved yet.41 Therefore, we sought to 
find mechanistically plausible molecular orbitals of olefins and correlate their orbital energies with 
the corresponding kO3. A natural bond orbital (NBO) analysis was performed using the NBO 3.1 pro-
gram30, which transforms the delocalized canonical molecular orbital into a localized bonding and 
lone-pair orbital, expressing a molecule by a formal Lewis structure. As shown in Figure 2.2b, the 
NBO analysis successfully resulted in a ?-type orbital exclusively localized on the C–C double bond 
of 1,1-dichloropropene. 
A correlation of the NBO energies of the C–C ? bond of olefins (ENBO, C-C(?)) with the corresponding 
kO3-values was tested for 13 olefins substituted by methyl groups and/or halogens. A near-double 
orbital occupancy (>1.9) was observed for 13 olefins (upper part Figure 2.3a), indicating a successful 
computation of the localized ?-type orbitals. An excellent correlation (R2=0.94) was observed for 10 
olefins at the HF/6-31G level (R2=0.95?0.96) (data are not shown for other computation levels, which 
had similar performance) (Figure 2.3a). In contrast, for the same olefins inferior model performance 
(R2=0.42) was observed using EHOMO with HF/6-31G (data not shown). 
 
 
Figure 2.3. Correlations between second-order rate constants (kO3) for the reaction of selected olefins 
with ozone and the corresponding NBO energies of the C-C ? bond (ENBO, C-C(?)) calculated with HF/6-
31G using the NBO 3.1 package. (a) olefins substituted by methyl group(s) and/or halogen(s); (b) all 
olefins investigated in this study. Crossed symbols: compounds excluded as outliers. Crossed symbols 
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and arrow or a tilde: compounds excluded due to uncertain kO3. Upper Figures: orbital occupancies of 
the calculated NBOs of the olefins (full occupancy = 2). 
This suggests that the NBO theory, which relates to the localized orbital of the C–C ? bond of olefins, 
is more appropriate for interpreting the reaction of olefins with ozone than the widely accepted FMO 
theory, which uses the delocalized orbital.41,42 The HF orbital energy and the NBO energy differ in 
that the former is an eigenvalue obtained from diagonalizing the Fock operator and the latter is not. 
Whereas the HOMO of a molecule may be physically interpreted based on Koopmans’ theorem (de-
scribed above), the NBO remains more conceptual. Ozonation products of methyl- and chlorine-
substituted olefins were formed in almost 100 % yield without involving radical species.3,45 This indi-
cates that mechanistically an electron transfer from olefins to ozone is not dominant, which is con-
sistent with the poor correlation obtained between kO3 and EHOMO. We propose that as ozone ap-
proaches olefins, the HOMO undergoes a localization of electron density on a C-C double bond to 
form an NBO. This then interacts with ozone leading to the formation of an intermediate ozonide. 
This interpretation is similar for amines (see below). 
Three olefins were excluded from the model development, namely tetramethylethene and tetrachloro-
ethene, which have uncertain experimental kO3-values, and trans-1,2-dichloroethene, which was a 
regression outlier. The kO3 of trans-1,2-dichloroethene, excluded from the regression, was about one 
order of magnitude higher than kO3 of cis-1,2-dichloroethene with nearly the same ENBO, C-C(?). cis-1,2-
Dichloroethene is more stable than trans-1,2-dichloroethene, which is known as the cis-effect.46–48 
However, the ENBO apparently does not account for this effect. 
We also found a correlation for 8 out of 13 investigated olefins above, for which kO3-values were de-
termined in carbon tetrachloride (CCl4) as a solvent (Figure S2.15). The ENBO, C-C(?) values were calcu-
lated with HF/6-31G employing the IEF-PCM solvation model parameterized for CCl4 with a dielec-
tric constant (?) set to 2.23. An excellent correlation (R2=0.99) was found with 7 olefins, with trans-
1,2-dichloroethene excluded as a regression outlier. In particular, tetrachloroethene and tetrameth-
ylethene, which were excluded from regressions of aqueous kO3 due to experimental uncertainty 
(above), were reported with more confident values in CCl4 solvent 49,50 and fit well to the regression 
line.  
To test the applicability of the model using ENBO, C-C(?) for diverse olefins, another correlation of 60 
olefins including the 13 olefins discussed above was investigated. The compounds were divided into 
five different groups, according to the substituents: (i) methyl group(s) and/or halogen(s), (ii) carbox-
ylic acids, (iii) phosphonic and sulfonic acids, (iv) electron-withdrawing groups composed of oxygen 
and nitrogen, and (v) miscellaneous micropollutants. For the regressions, we left out 8 outliers and 
also 7 compounds having uncertain kO3 (denoted by an arrow or a tilde), finding a good correlation 
(R2=0.84) at the HF/6-31G level (Figure 2.3b). The model performance remained stable with respect 
to different computational methods (R2=0.82?0.85 excluding outliers and MUE=0.50?0.53 and 
RMSE=0.66?0.69 both evaluated with 8 outliers included) (Table 2.1 and Figure S2.16). Among the 
8 excluded outliers were those with an anionic carboxylate group (e.g., maleic acid and fumaric acid) 
and the ones with electron-withdrawing substituents such as nitrogen or oxygen (e.g., acrylonitrile 
and vinylene carbonate). Thus, the developed model may be inaccurate for olefins with those substit-
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uents. The bad performance of the correlation for 3,4-dihydroxycinnamic acids and 3-methoxy-4-
hydroxycinnamic acids is unclear (see Text S2.6 for further discussions about the outliers).  
The reported kO3 values for olefins with two double bonds such as trans,trans-muconic acid, 1,4-
benzoquinone, ?-ionone, sorbic acid, microcystin-LR, trans-cis-2,6-nonadienal, and protonated tylo-
sin is the overall kO3 (kO3, overall) which is the summation of two site-specific kO3 values. These com-
pounds were integrated into the model development as follows. First, the ENBO, C-C(?) correlation model 
using one overall kO3 was used to predict two site-specific kO3 values (kO3, pred) for the two C-C double 
bonds. We then evaluated the fraction contribution of each kO3, pred to the overall kO3, pred. The comput-
ed fractions associated with the higher ENBO, C-C(?) calculated averaged over four different computation 
methods were 0.63, 0.71, 0.75, 0.81, and 0.56 for sorbic acid (both neutral and anionic), ?-ionone, 
trans-cis-2,6-nonadienal, microcystin-LR, and tylosin (cationic), respectively. A value of 0.5 is as-
signed for trans,trans-muconic acid and 1,4-benzoquinone because the two ENBO, C-C(?) are equivalent 
by symmetry. The kO3 prediction model for olefins presented herein was developed using the correct-
ed kO3 values (kO3, overall×a corresponding fraction) for such olefins with two double bonds. 
Quantum chemical computations are demanding for macromolecules such as microcystin-LR 
(MW=995.17) and tylosin (MW=917.10). A structural approximation was conducted for these com-
pounds by modeling the reaction center (i.e., carbon-carbon double bond) and neighboring sites only, 
and omitting the rest of the molecule, which is assumed to contribute negligibly to the NBO energy. 
Full molecular structures and their approximated structures were investigated using the 6-31G basis 
set (Figure S2.13), and similar ENBO, C-C(?)-values were obtained in both cases. Thus the approximated 
structures were used for the computations using the larger 6-311++G** basis set, and these calculated 
ENBO, C-C(?)-values fit well into the regression model. This shows that pared approximate structures can 
be substituted for macromolecules that are expensive to compute. This approach is analogous to ap-
proximating micropollutants using reactive substructures, which has been employed previously for 
the experimental determination of second-order rate constants and elucidation of reaction mecha-
nisms.39,51  
Nucleic acid constituents, its derivatives, and miscellaneous olefins (conjugated olefins). 
38 Nucleic acid constituents including adenine, cytosine, guanine, thymine, and uracil and their deriv-
atives were analyzed here as a group of conjugated olefins, despite that they are heterocyclic aromatic 
compounds. These compounds all contain a C-C double bond, which is known to be the dominant 
reaction site of ozone attack.3,52 We also considered several olefinic compounds such as cyclohex-
enones, diaminopyrimidines, imidazoles, indoles, isoxazoles, quinolone, and indigotrisulfonic acid, 
which a conjugated C=C bond. These were categorized as miscellaneous olefins. The results and dis-
cussion for these compounds are given in the Text S2.7. 
Aliphatic amines. Amines are attacked by ozone primarily at the nitrogen lone-pair (LP) electrons to 
form an ozone adduct, followed by various decay patterns.1,3 The nitrogen-occupying EHOMO-n of 65 
amines (ammonia, 26 primary amines, 17 secondary amines, and 21 tertiary amines; see Figure S2.22 
for the chemical structures) were found to correlate poorly with the corresponding kO3 (HF/6-31G, 
R2=0.60) (Figure S2.23). Similar to olefins, this might result from the delocalization of the HOMO(-n) 
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over the molecule. Thus, the orbital energy of the localized nitrogen lone-pair electrons (ENBO, LP-N), 
which is mechanistically more relevant than the EHOMO-n, was calculated. For example, whereas for n-
butylamine 74% of the HOMO was located on the nitrogen, its orbital calculated by the NBO analysis 
was localized on the nitrogen with near-double occupancy (1.973 out of 2) (Figure 2.2c). Good corre-
lations (R2=0.81?0.83 excluding outliers and MUE=0.59?0.63 and RMSE=0.86?0.90 both evaluated 
with 4 outliers included) were observed using the ENBO, LP-N of the amines calculated with HF/6-
311++G** and B3LYP/6-311++G** (Figures 2.4 and S2.24(c)).  
 
Figure 2.4. Correlations between second-order rate constants (kO3) for the reaction of the selected 
aliphatic amines with ozone and the corresponding NBO energies of the nitrogen lone-pair electrons 
(ENBO, LP-N) calculated with HF/6-311++G** using the NBO 3.1 package. Crossed symbols: com-
pounds excluded as outliers. Crossed symbol and a tilde: propranolol excluded due to uncertain kO3. 
Upper Figure: orbital occupancies of the calculated NBOs of the amines (full occupancy = 2). 
 
A somewhat inferior performance was observed when using the 6-31G basis set for both methods 
(R2=0.67?0.76 excluding outliers and MUE=0.75?0.86 and RMSE=1.01?1.14 both evaluated with 4 
outliers included) (Figures S2.24a and b). This seems mainly attributable to the primary amines that 
fall below the regression line. Ammonia, 3-(dimethylaminomethyl)indole, and 4-
dimethylaminoantipyrine were excluded as outliers, for unclear reasons, and methyldichloroamine 
were excluded due to their uncertain kO3. For azithromycin, DABCO, and EDTA, each of which have 
two ozone-reactive nitrogens, 0.5×kO3, overall was used for the model development. A fraction of 0.5 
was assigned because the two nitrogen atoms have nearly identical ENBO, LP-N. Approximated struc-
tures of macromolecules such as azithromycin, tylosin, and roxythromycin were used for the compu-
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tations using 6-311++G** (see Figure S2.22 for the approximated chemical structures), and the corre-
sponding calculated ENBO, LP-N-values fit well to the regression model.  
Sulfur-containing compounds. Only a few kO3-values are available to date for sulfur (S)-containing 
compounds.3 14 neutral and ionic S-containing compounds comprising of thiols, sulfides, disulfides, a 
sulfoxide, and a sulfinic acid were investigated (Figure S2.25 for the chemical structures), and only a 
rather qualitative trend was observed between kO3 and the corresponding EHOMO-n or the corresponding 
NBO energy of the sulfur lone-pair electron (ENBO, LP-S) (Figures S2.26a-d) (Text S2.8 for further dis-
cussions).  
2.3.3. Comparison of molecular orbital (MO) models with QSAR models 
The MO regression models developed are compared with previously developed QSAR models16 for 
aromatic compounds, olefins, and aliphatic amines (Figures 2.5a-o and S28a-t). The performance (R2) 
of the MO models calculated with the HF/6-311++G** method (Figures 2.5b, e, h, k, and n) was 
comparable to or better than the QSAR models (Figures 2.5a, d, g, j, and m) for all groups except the 
benzene derivatives, for which the QSAR model outperformed the MO model even after leaving out 
two outliers (1,3,5-trimethoxybenzene and ibuprofen). Reasonable to good correlations between the 
QSAR descriptors and the corresponding quantum molecular orbital descriptors were obtained 
(R2=0.77?0.91) (Figures 2.5c, f, i, l, and o). Similar results were obtained using several different 
computational methods (Figure S2.28). 
Several olefinic compounds such as diethyl vinylphosphonate, hexachlorocyclopentadiene, phenyl 
vinylsulfonate, phosphonic acid, and sorbic acid, which were successfully included in the NBO model 
(Figure 2.6a as an example at the HF/6-31G level), could not be included in the QSAR model16 be-
cause Taft (?*) constants of the substituents were unknown. The good correlations (R2=0.88?0.96 
from the insets in Figures S2.28n-p) between the ?* constant and the ENBO, C-C(?) for olefins can be used 
to estimate unknown ?* constants of a substituent, provided that the ?*-values of the other substituents 
are known. For example, the total sum of the substituents of diethyl vinylphosphonate (??*) can be 
estimated as 4.68 using the correlation in Figure 2.6b (green dotted line). Because the ?*-value of 
three hydrogen substituents is 1.47 (0.49 × 3), the unknown ?*-value of the diethyl vinylphosphonate 
group can be estimated as 3.21. In this manner, the unknown ?*-values of substituents of diethyl vi-
nylphosphonate (-PO(OEt)2), phenyl vinylsulfonate (-SO3-C6H5), phosphonic acid (-PO(OH)2 and -
PO(O)(O)2-), and sorbic acid (-CH=CH-CH3) were estimated (see caption of Figure 2.6 for examples 
of the estimation of unknown ?*-values at the HF/6-31G level). The estimated average ?*-values from 
four different computation levels are given in Table S2.7. This approach is based on the assumption 
that the sum of the Taft constants of all substituents correlates strongly with the NBO energy of the 
corresponding substituted olefin. Analogous approaches have been proposed to estimate unknown 
Hammett and Taft substituent constants based on correlations with theoretical electronic structure 
descriptors (e.g., atomic charge and electrophilicity) or experimental parameters (e.g., pKa).53–57  
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Figure 2.5. Comparison of quantum chemical molecular orbital (MO) computation models with 
QSAR models.16 (a-c) Phenol derivatives (N=28); (d-f) benzene derivatives (N=21); (g-i) aniline de-
rivatives (N=14); (j-l) olefins (N=40); (m-o) amines (N=48).  Left column: QSAR models16; middle 
column: MO models calculated using HF/6-311++G**; right column: correlations between QSAR 
descriptor and quantum molecular orbital descriptors.  
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Figure 2.6. Estimation for unknown Taft constants (?*) of substituents of olefins using the correlation 
between the sums of Taft constants (??*) and the NBO energies of the C-C ? bond (ENBO, C-C(?)) of 
olefins from HF/6-31G. (a) Correlation between the ENBO, C-C(?) of olefins and the corresponding kO3 
(from Figure 2.3b) and (b) correlation between ??* and the ENBO, C-C(?) (from the inset in Figure 
S2.25n). Structures in red in Figure 2.6a are the substituents with unknown Taft constants. Examples 
of the estimation of a Taft constant at the B3LYP/6-31G level: ?*(-PO(OEt)2)=??*–(3×?*(-
H))=4.68–(3×0.49)=3.21, ?*(-SO3-C6H5)=??*–(3×?*(-H))=6.39–(3×0.49)=4.92, ?*(-CH=CH-
CH3)=??*–(2×?*(-H)+?*(-C(O)O-)=0.61–(2×0.49–1.06)=0.69, ?*(-PO(OH)2)=??*–(3×?*(-
H))=4.68–(3×0.49)=3.21, ?*(-PO(O)(O)2-)=??*–(3×?*(-H))=1.54–(3×0.49)=0.07, . ?*-values taken 
from reference.59  
2.3.4. Practical implications 
kO3 prediction models were successfully developed in this study using correlations between kO3 and 
quantum molecular orbital descriptors: EHOMO-n for aromatic compounds, ENBO, C-C(?) for olefins, and 
ENBO, LP-N for amines. Based on the observed MUE values, the predicted kO3 were on average within a 
factor of 3.7, 3.1, and 3.9 of the experimental values for aromatic compounds, olefins, and amines, 
respectively. The extent of elimination of a micropollutant during ozonation and the propagated un-
certainty (%) as a function of kO3, assuming an error of a factor of 4 in the predicted kO3, are shown in 
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Figure 2.7 (see Text S2.9 for details of the computations). Three regions are defined depending on the 
degree of uncertainty in elimination efficiency: Region I (20?78% uncertainty), II (1?20%), and III 
(<1%). In brief, the extent of elimination can be estimated with low uncertainty (<20%) in the regions 
II and III, where the predicted kO3 range is <6 M-1s-1 and >640 M-1s-1, whereas in the region I the elim-
ination estimated using the predicted kO3 between 6 to 640 M-1s-1 possesses high uncertainty (>20%) 
with the maximum of 78 % at 74 M-1s-1 (see Text S2.9 for detailed explanation). It is noteworthy that 
for ozonation of micropollutants with kO3 of < 640 M-1s-1, which covers the regions I, II (left part in 
Figure 2.7), and III (left), the oxidation by hydroxyl radicals is predominant.5,58 Thus, the error in the 
region with kO3 of < 640 M-1s-1 may be minor for the assessment of the overall extent of elimination 
during ozonation. 
 
Figure 2.7. The predicted elimination (%) of a micropollutant (P) (bottom) as a function of the appar-
ent second-order rate constant (kO3,app) for the reaction of ozone with P and the uncertainty (%) in the 
predicted elimination (top) due to the errors in predicted kO3 values using the developed quantum 
chemical models. Solid lines: with kO3, app, dashed lines: with 1/4kO3, app and 4kO3, app based on the MUE 
of 0.57 log units for the models of aromatic compounds. Regions I, II, and III are defined by the range 
of the uncertainty being 20?78%, 1?20%, and <1%, respectively. 
 
Based on the performance of the correlation models (Table 2.1) and the computational cost (HF/6-
31G < B3LYP/6-31G < HF/6-311++G** < B3LYP/6-311++G**), the HF/6-31G method is recom-
mended as the most efficient electronic structure method, among the four methods tested, for all com-
pound groups except amines. Correlation results obtained with the 6-31G* and MIDI! basis sets were 
of similar or worse quality, on average, compared to those obtained with 6-31G and 6-311++G** 
(Figure S2.29). The success of the 6-31G basis set, which lacks polarization basis functions, was not 
foreseen. Polarization functions are known to offer generally improved performance for molecular 
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energies and geometries, molecular properties.31 Additionally, for most computational chemistry ap-
plications, the HF method is inferior to B3LYP and other competitive model chemistries, and the 
results of the present study should not be interpreted as a recommendation to use the HF method gen-
erally. The success of HF/6-31G for the particular applications in this study is ostensibly attributable 
to a fortuitous cancellation of errors.  
However, for amines, the 6-31G basis set gave worse performance than 6-311++G**. To further in-
vestigate the role of the basis set, HF and B3LYP were additionally tested with the MIDI! and 6-31G* 
basis sets, both of which contain polarization functions. For this compound set, correlations using the 
HF/6-31G method (R2=0.77) were inferior to those obtained with HF/6-311++G** (R2=0.83), 
HF/MIDI! (R2=0.79, slope=0.77, and y-intercept=15.23), or HF/6-31G* (R2=0.80, slope=0.83, and y-
intercept=15.57) (Figure S2.29f). The regression slope and the intercepts values are provided here in 
case basis sets less costly than 6-311++G** are desired.  
Strong correlations between quantum molecular descriptors and QSAR descriptors such as Hammett 
and Taft constants indicate that (1) quantum molecular descriptors can be used for various 
QSAR/QSPR (Quantitative Structure/Property Relationship) models as surrogates for ?-values and (2) 
the developed quantum chemical models can be utilized to estimate unknown ?-values of substituents.  
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Text S2.1. Computational methodology 
Initial three-dimensional (3D) geometries of all chemical compounds were obtained by deriving a 
lowest energy conformer calculated by the conformer module of ChemAxon MarvinSketch (Marvin 
5.10.0, 2012, http://www.chemaxon.com) employing the Dreiding force field.1 These geometries were 
further fully optimized without symmetry constraints by ab initio Hartree Fock (HF) and the Density 
Functional Theory (DFT) method B3LYP2,3 using the Gaussian 09 D.01 program4. The “ultrafine” 
grid was employed in Gaussian for numerical integration of the density. The Pople 6-31G and 6-
311++G** basis sets5–9 were used for all atoms except iodine for which a quasi-relativistic pseudopo-
tential (LANL2DZ)10 was used. The 6-31G*11 and MIDI!12 basis sets were additionally used to inves-
tigate the effect of polarization functions. The geometry optimization computations were performed 
and the resulting optimized structures are confirmed to be the local minimum on the potential energy 
surface by frequency analysis with the same method used for geometry optimization. Single point 
calculations were then performed at the same level of computation, unless stated otherwise. In addi-
tional computations, the optimized geometry with 6-31G was used for computations with 6-
311++G** to investigate further improvement. The effects of aqueous solvent were taken into ac-
count by implementing the integral equation formalism polarizable continuum model (IEF-PCM),13 
for which the Universal Force Field (UFF) was used for the atomic radii, with a dielectric constant (?) 
of 78.3 for water throughout all computations in this study, unless stated otherwise. NBO analysis 
was carried out using the NBO 3.1 program14,15 included in Gaussian 09 and the NBO 6.0 standalone 
package16, and the NBO energies by the NBO 3.1 were presented herein because the energies were 
nearly the same between two different versions. The conformers for four compounds belonging to the 
trimethoxybenzene group were searched using Gabedit 2.4.817 based on a molecular dynamic simula-
tion using molecular mechanics with the Amber 99 force field). Molden was used for checking 3D 
structures and the visualization of molecular orbitals and natural bond orbitals.18  
Text S2.2. Rotamers of selected aromatic compounds 
i) Paracetamol: For the initial geometry with a dihedral angle of 17? between the phenyl ring and the 
acetamido group, the geometry optimization at the HF/6-311++G** level resulted in a perpendicular 
paracetamol conformer with a dihedral angle of 88?. In contrast, planar or close-to-planar conformers 
(0.6?8?) were obtained from the three other computation methods. To check the sensitivity of the 
method employed, the geometry of paracetamol was additionally investigated by the other hybrid 
density functionals such as M06-2X19 and MPW1K20 with the initial geometries of 0? and 90? dihedral 
angles. Similar to the B3LYP method, planar and close-to-planar structures (0.0?24?) were obtained. 
Thus, a near-planar structure seems to be more plausible than the perpendicular conformer for parace-
tamol. However, as shown in Figures 2.1a (main text) and S2.1, the EHOMO of only the perpendicular 
paracetamol conformer at the HF/6-311++G** is located close to the EHOMO of the phenolic com-
pounds. Nevertheless, a perpendicular geometry was not considered representative of the correlation 
model, and paracetamol remained unresolved in this study for the following reason: the nitrogen of 
the acetamido group has a sp2 hybridized nitrogen, thus the p orbital of the nitrogen lone-pair overlaps 
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with the adjacent aromatic ? system, increasing the planarity of the system. The ? conjugation may be 
influenced by an attack of ozone on the ring. However, it is unclear whether a somewhat distorted 
geometry or even a completely perpendicular geometry can be relevant for ozone reactions.  
ii) Analysis of rotamers of 8 selected aromatic compounds: as observed in the case of paracetamol 
above, even with the same initial geometry, the optimization at the different levels of theory may re-
sult in differing geometries, leading to differing EHOMO(-n) and thereby an error in predicting kO3. 
Therefore, the effect of the rotation of the substituent on the EHOMO was investigated for 8 aromatic 
compounds with different substituents such as phenol, nitrobenzene, benzoate ion, benzaldehyde, 
ethylbenzene, anisole, paracetamol, and linuron. The rotamers of the selected compounds were inves-
tigated by changing the dihedral angle (?) from 0 to 90? or 360? by steps of 10, 15, or 30?, depending 
on the symmetry of the molecule, with both the HF and the B3LYP method using the 6-311++G** 
basis set. At each fixed value of dihedral angles, the remainder of the internal coordinates was opti-
mized with the same electronic structure method, which is also known as a relaxed scan or minimum 
energy pathway.  
In Figure S2.4, the profiles of the EHOMO (?EHOMO, eV) and the total electronic energy (?Etot, kcal/mol) 
relative to the EHOMO and the Etot for the planar geometry (? = 0?), respectively, as a function of a di-
hedral angle (?) are shown for both the HF/6-311++G** and B3LYP/6-311++G** methods. Note that 
the quantum chemical computations for these compounds were performed from 0? up to 90? and these 
results were used for the range between 90? and 180? by symmetry. Exceptionally, the full scan from 
0? to 360? was performed for paracetamol and linuron because those are not symmetric.  
For anisole, the EHOMO decreases as ? increases up to 90?, where the lowest EHOMO is found. In con-
trast, the Etot increases as ? increases, thus the minimum was at 0?? This inversely proportional rela-
tionship between ?EHOMO and ?Etot as a function of ? was also observed for phenol and linuron. In 
contrast, a proportional relationship between ?EHOMO and ?Etot was observed for benzaldehyde, ben-
zoate ion, and ethylbenzene. For nitrobenzene and paracetamol the proportional relationship between 
?EHOMO and ?Etot depended on the electronic structure method used. For nitrobenzene a proportional 
relationship was found with the B3LYP method, whereas an inversely proportional relationship was 
found with the HF method. For paracetamol the HF and the B3LYP methods showed a proportional 
and inversely proportional relationship, respectively. As the main interest in this study is the analysis 
of the EHOMO of rotamers, Etot will not be discussed hereafter.  
The maximum ?EHOMO was consistently found at ? of 90? for all the compounds investigated. A rela-
tively small effect of the substituent rotation on EHOMO was found for ethylbenzene (the maximum 
?EHOMO: 0.03 eV and 0.04 eV for HF and B3LYP, respectively), nitrobenzene (0.03 eV and 0.17 eV), 
benzaldehyde (0.03 eV and 0.12 eV), and benzoate ion (0.22 eV and 0.18 eV). Among these com-
pounds, the largest observation variation in ?EHOMO with substituent rotation is about 0.2 eV, which 
leads to a discrepancy of a factor of ~3 in the predicted kO3 when using the corresponding model equa-
tion for the benzene derivatives in Table 2.1. However, a larger effect was obtained for phenol (0.40 
eV and 0.48 eV), anisole (0.44 eV and 0.56 eV), paracetamol (0.70 eV and 0.60 eV), and linuron 
(0.70 eV and 0.60 eV). A larger uncertainty in the predicted kO3, from 10 up to ~400 times the ex-
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pected value, can be obtained for these compounds. The hydroxyl group of the phenols was confirmed 
to be in the phenyl plane with all electronic structure methods, which comes as no surprise as it is 
commonly known to be planar. Exceptionally, 2,6-di-tert-butyl-4-methylphenol gave inconsistent 
geometries between the different electronic structure methods. Having performed geometry optimiza-
tion of the two different initial geometries of 2,6-di-tert-butyl-4-methylphenol, i.e., planar and per-
pendicular, the B3LYP method consistently yielded the planar geometry conformer. While the HF/6-
31G method favored only the perpendicular geometry, the HF/6-311++G** retained its initial geome-
try, i.e., a planar geometry remained as planar and a perpendicular geometry remained as perpendicu-
lar.  
The perpendicular conformation of 2,6-di-tert-butyl-4-methylphenol can be explained by the steric 
effect of the neighboring substituents, two tert-butyl groups in 2 and 6 positions. However, the 
B3LYP methods and the HF method with 6-311++G** basis set suggests that the steric effect is not 
strong enough to favor a perpendicular geometry. Interestingly, the kO3 values predicted for both con-
formations were within a factor of 3 of the experimental value, hence it is difficult to deduce which 
conformation may be representative based on the EHOMO value alone. Discussions about rotamers of 
linuron and anisole are available in the main manuscript and below, respectively. As discussed above 
in section i), paracetamol remained unresolved in this study.  
iii) Mono- and di-alkoxybenzenes: the geometry optimization was performed for two different initial 
geometries of 17 mono- and di-alkoxybenzenes: a planar geometry and a perpendicular geometry. For 
the HF computations regardless of the basis set, both initial geometries were retained following the 
geometry optimization for all alkoxybenzenes except for four compounds, 4-methoxy-1-
naphthalenesulfonic acid, carbofuran, 2,4,6-trichloroanisole, and 2,4,6-tribromoanisole. Only the pla-
nar geometry was obtained for 4-methoxy-1-naphthalenesulfonic acid, that is, the perpendicular initial 
geometry was converted into a planar one after the geometry optimization. In contrast, the perpendic-
ular geometry was consistently obtained for the three other compounds, i.e., carbofuran and two tri-
haloanisoles, regardless of whether the initial geometry was planar or perpendicular. The two perpen-
dicular trihaloanisoles can be understood by the steric repulsion acting on the methoxy group by the 
neighboring halogens. Carbaryl, which has a carbamate group as carbofuran, was reported to have a 
perpendicular conformation.21 A correlation using the EHOMO of the group of alkoxybenzenes domi-
nated by a planar-type geometry (14 planar-type and 3 perpendicular-type) was compared with the 
correlation using the EHOMO of the group dominated by a perpendicular-type geometry (1 planar-type 
and 16 perpendicular-type) at the HF/6-31G and HF/6-311++G** levels. Each respective model 
group is a mixture of both planar and perpendicular geometries because there were some compounds 
that retained only one conformation following the geometry optimization, regardless of their initial 
geometry. Those compounds are carbofuran, 2,4,6-trichloroanisole, and 2,4,6-tribromoanisole which 
are perpendicular-type, and 4-methoxy-1-naphthalenesulfonic acid, which is planar-type. See above 
for discussions. As shown in Figure S2.8, better correlations were observed with the planar-type dom-
inated group with the HF method regardless of the basis set. This is plausible because the p orbital of 
the oxygen-lone pair electron conjugates with the ? system of the aromatic ring. Moreover, the fact 
that planar rotamers were consistently lower in energy than perpendicular ones also supports this re-
sult. 
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In contrast, the B3LYP computations transformed the perpendicular geometries of many compounds 
to planar geometries after the optimization, while carbofuran, 2,4,6-trichloroanisole, and 2,4,6-
tribromoanisole remained perpendicular. Thus, only the correlation using the EHOMO of the planar-type 
dominated group could be made. In this regard, the B3LYP method is expected to give more plausible 
geometries than the HF method. More attention seems necessary for the HF computations because 
both planar and perpendicular minimum geometries of many alkoxybenzenes can be found. However, 
the performance of the correlation models with B3LYP turned out to be worse than the models by the 
HF method (R2=0.87 and 0.90 by the HF/6-31G and HF/6-311++G** and R2=0.80 and 0.80 by the 
B3LYP/6-31G and the B3LYP/6-311++G**, respectively).  
Text S2.3. Analysis of two different geometries of anilines  
Using planar initial geometries of anilines, for which the dihedral angle between the amino group and 
the phenyl plane is zero, the geometry optimization by both HF and B3LYP methods using the 6-31G 
basis set predicted a planar conformation for all 16 aniline derivatives. Frequency analysis confirmed 
that these planar anilines are local minima. Even with initial geometries of pyramidal anilines with a 
dihedral angle of 25 and 45?, all anilines reverted to the planar structures after the optimization at both 
methods using the 6-31G basis set. The dihedral angle of aniline is reported to be 42.4? in the gas 
phase22 and the substituted anilines investigated herein are also expected to be pyramidal in aqueous 
solution. Thus, the planar geometry does not seem to be the true equilibrium conformation of aniline. 
Planar configurations result from the absence of the d-polarization function (*) in the basis set.23 As 
shown in Figures S2.7a and c, nevertheless, satisfactory correlations using the EHOMO of the planar 
anilines were observed (R2=0.85 by the HF/6-31G and 0.82 by the B3LYP/6-31G). In contrast, many 
planar anilines were found to be in a transition state (TS), with a single imaginary frequency, when 
using either HF or B3LYP with the 6-311++G** basis set. As the vibration of the imaginary frequen-
cy was at the amino group, changing the geometries from planar to pyramidal led to a local minimum 
eliminated the imaginary frequency. As described above, a pyramidal geometry is considered to be 
the true geometry of anilines as a reactant and in this respect the 6-311++G** basis set seems to yield 
more reasonable geometries than the 6-31 basis set. Therefore, pyramidal geometries were consistent-
ly used for computations using the 6-311++G** basis set. Compared to the computations using the 6-
31G basis set above, however, somewhat worse correlations were obtained (R2=0.75 by the HF/6-
311++G** and 0.78 by the B3LYP/6-311++G**) (Figures S2.7b and d). The inferior performance is 
mainly attributed to the results for 3-nitroaniline/anionic sulfamethoxazole and 3-nitroaniline with the 
HF/6-311++G** and B3LYP/6-311++G** methods, respectively. Without these compounds, an R2-
value of 0.83 was obtained with both methods. Since good correlations were obtained above with the 
planar anilines, another correlation was made with planar geometries calculated by the 6-311++G** 
basis set. Single point calculations were performed for the planar geometries optimized by the 6-31G 
basis set without further optimization. As shown in Figures S2.7b and d, the correlations of planar 
anilines outperformed the one of pyramidal anilines (R2=0.86 for the planar geometries and R2=0.75 
for the pyramidal geometries with HF computations and R2=0.84 for the planar geometries and 
R2=0.78 for the pyramidal geometries with B3LYP computations). This mainly results from the fact 
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that 3-nitroaniline and anionic sulfamethoxazole, which were outlying when their geometry was op-
timized by the 6-311++G** basis set, are located closer to the regression line when optimized with 6-
31G. Based on these observations, we propose to use a planar geometry of anilines as representative 
for the model. This decision can be loosely supported by transition state (TS) theory. The geometry of 
the TS is more relevant to reaction rates than the geometry of the reactant. As anilines are expected to 
be transformed from pyramidal to planar upon the addition of ozone to the aromatic ring, this may 
explain why the EHOMO of planar geometries correlate better with the corresponding kO3. The detection 
of an imaginary frequency of planar anilines, using either HF or B3LYP with the 6-311++G** basis 
set, also supports this explanation. 
 
Text S2.4. Analysis of the conformers of trimethoxybenzenes 
Having three methoxy groups (-O-CH3)3, trimethoxybenzenes can have numerous rotamers depending 
on the planar and non-planar combinations of the three O-CH3 bonds. For this group, experimental kO3 
values are only available for 1,3,5-trimethoxybenzene, 3,4,5-trimethoxytoluene, mono-, and di-
protonated trimethoprim. A conformational search using Gabedit 2.4.8 returned 2, 4, 6, and 6 con-
formers for 1,3,5-trimethoxybenzene, 3,4,5-trimethoxytoluene, mono-, and di-protonated trime-
thoprim, respectively. The initial geometries obtained were further optimized by quantum chemical 
computations with four different electronic structure methods. The comparison of the geometries be-
fore and after geometry optimization in terms of planar and non-planar arrangements of the substitu-
ents is shown in Figure S2.9.  
The conformers I and II of 1,3,5-trimethoxybenzene, which are planar, and the conformers I of 3,4,5-
trimethoxytoluene, mono-, and di-protonated trimethoprim, which are non-planar, retained their pla-
narity and non-planarity, respectively. In contrast, all remaining conformers, which have two or three 
in-plane methoxy groups, underwent a rotation of one or two methoxy groups from in-plane to out-of-
plane (Figure S2.9). Eventually, no planar structure was obtained except 1,3,5-trimethoxybenzene 
following the geometry optimization with all computation methods. It was observed that a few con-
formers were similar in their arrangement of the substituents. For instance, the conformer VI of both 
mono- and di-protonated trimethoprim became similar to the conformer I thereof.  
By putting the EHOMO values of all conformers for the four compounds together, two separate groups 
resulted, each assigned a distinct correlation model (Figure S2.10). Note that Figures S2.10a, c, e, and 
g show the conformers of trimethoxybenzenes in comparison with the phenol and aniline derivatives 
(grey symbols), whereas Figures S2.10b, d, f, and h show the exclusive zoom-ins of the trimethox-
ybenzenes. One correlation, which is lower in EHOMO energy than the other, consists of 3,4,5-
trimethoxytoluene, mono-, and di-protonated trimethoprim with all three methoxy groups being out-
of-plane, grouped together with the conformer I of 1,3,5-trimethoxybenzene. Another correlation 
consists of 3,4,5-trimethoxytoluene, mono-, and di-protonated trimethoprim with either one or two 
methoxy groups being in-plane, grouped together with the conformer II of 1,3,5-trimethoxybenzene. 
As shown in Figures S2.10a, c, e, and g, the latter correlation is located closer to the phenol and the 
aniline derivatives. 
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For the trimethoxybenzenes, the relative total electronic energies (?E) and the relative Gibbs free 
energies (?G) at 298.15 K of the conformers computed with respect to the lowest energy conformer 
are presented in Table S2.8 for the HF/6-311++G** and B3LYP/6-311++G** methods. The popula-
tions of the conformers calculated using the Boltzmann equilibrium is also presented, based on the 
computed Gibbs free energies. As shown in Table S2.8, the conformer I of 1,3,5-trimethoxybenzene, 
for which EHOMO is lower than for conformer II, is more stable than conformer II, and more populated. 
In contrast, for trimethoxybenzenes with three methoxy groups substituted in 3, 4, and 5 positions, the 
opposite trend was observed, i.e., the higher its EHOMO is, the more stable and populated the conformer 
is. 
Among the two correlations shown in Figures S2.10b, d, f, and h, the group consisting of the tri-
methoxybenzenes with the lower EHOMO was chosen as representative in this study since it correlated 
better than the group with the high EHOMO (R2=0.95?0.99 and 0.85?0.93 for the ones with low EHOMO 
and the ones with high EHOMO, respectively). If the kO3 prediction model is based on thermodynamical-
ly stable conformers, then 1,3,5-trimethoxybenzene does not fit into the model because its conformer 
I, which is more stable than conformer II based on ?E and ?G, has a lower EHOMO as well (see Figure 
S2.10 and Table S2.8). Prior to applying trimethoxybenzenes to this model, therefore, it is recom-
mended that the geometry of the trimethoxybenzene with the lowest EHOMO among the investigated 
conformers be used. However, it should be noted that this decision is empirically based. Therefore, 
the suggested model is provisional because only four compounds were available for investigation of 
this group, and there is no other information available about the geometry of trimethoxybenzene rele-
vant for ozone reactions.  
 
Text S2.5. Ozone attack on nitrogen-containing aromatic compounds 
trans-Azobenzene, 2-isopropyl-3-methoxypyrazine (IPMP), pyridine, and several triazines were sepa-
rately investigated in addition to the five groups of aromatic compounds in this study (see Figure S2.2 
for the chemical structures). Based on product studies, the reaction site of these aromatic compounds 
for the reaction with ozone seems to be the nitrogen atom instead of the ring.24,25 The products pyri-
dine-N-oxide and azoxybenzene were mainly detected from ozonation of pyridine and azobenzene, 
respectively.24,25 Similarly, we expected IPMP to also be attacked at the nitrogen, although there has 
not yet been any experimental evidence.25 In addition to three nitrogens in the heterocyclic ring, tria-
zines such as atrazine, deethylatrazine, deethyldeisopropylatrazine, deisopropylatrazine, and simazine 
have two exocyclic nitrogens. Since 4-acetamino-2-chloro-6-isopropylamino-s-triazine, 2-chloro-4-
ethylimino-6-isopropylamino-s-triazine, and deethylatrazine were reported to be the dominant prod-
ucts from ozonation of atrazine,26 the exocyclic nitrogen for these compounds seems to be the site of 
ozone attack. Note that the product studies above were conducted in the presence of a hydroxyl radi-
cal scavenger. Thus, it was interpreted that the detected products exclusively resulted from the reac-
tion with ozone. 
As explained in the main manuscript, the selection of a molecular orbital for the model development 
in this study requires a mechanistic consideration, i.e., a molecular orbital should be entirely or par-
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tially but not insignificantly located in the place where ozone attacks. Based on this condition, repre-
sentative molecular orbitals for the ozone reaction were sought. 
The molecular orbitals of trans-azobenzene, pyridine, IPMP, and atrazine, which are considered to be 
important, and their energy levels are presented in Figure S2.11. Moreover, the correlation of the 
EHOMO-n values of those molecular orbitals with their corresponding kO3 values are shown in Figure 
S2.12 in comparison with the data points of phenol and benzene derivatives from Figures 2.1a and 
S2.1.  
As shown in Figure S2.11, two molecular orbitals (MOs) located on the nitrogen were found to be 
relevant for the ozone reaction of trans-azobenzene. While the MO-A features ? bonding spread over 
not only the aromatic ring but also the N=N double bond (denoted as the MO-A(?)), the MO-B shows 
appreciably non-bonding (nb) lone pairs of the nitrogen (denoted as the MO-B(nb)). Having consid-
ered that the nitrogen lone pairs of aliphatic amines react with ozone to form an ozone adduct which 
is followed by the loss of singlet oxygen to form the N-oxide,25 the nitrogen lone-pairs of trans-
azobenzene are also thought to be responsible for the formation of azoxybenzene during ozonation. 
Therefore, mechanistically the MO-B(nb) seems to be more appropriate for the representative mo-
lecular orbital than the MO-A(?). As shown in Figures S2.12a and b, however, the MO-B(nb), which 
was found to be the HOMO-4 for the HF computations, is located far from the data points of the ben-
zene derivatives. Rather, the MO-A(?), which is the HOMO, turned out to be in proximity to the ben-
zene derivatives. The use of the HOMO can be explained by the frontier molecular orbital theory but 
cannot be justified by the generally accepted reaction mechanism. It is unclear whether or not the 
success of the HOMO is fortuitous. In contrast to the HF computations, for the B3LYP method, the 
MO-A(?) and the MO-B(nb) only appeared between the HOMO and the HOMO-1, and a small ener-
gy gap between them was obtained (Figure S2.11). This near-degeneracy of these two MOs leads to 
both energies being located close to those of the benzene derivatives (Figures S2.12c and d). 
A similar phenomenon was also observed for pyridine and IPMP (Figures S2.11 and S2.12). Interest-
ingly, a good correlation was found within the group of the three compounds discussed above by us-
ing the mechanistically chosen non-bonding MOs for the HF computations (R2=0.94 and 0.99 for the 
HF/6-31G and the HF/6-311++G** in Figures S2.12a and b, respectively).  
Two near-degenerate MOs, which have the electron density on the exocyclic nitrogen, were found as 
the HOMO and the HOMO-1 for atrazine for the HF computations (Figure S2.11). Among two exo-
cyclic nitrogens, the MO-A(nb) has an orbital located on the nitrogen attached to the isopropyl group, 
whereas the MO-B(nb) has a bigger orbital on the nitrogen with the ethyl group than the one with the 
isopropyl group. As discussed above, the major products from ozonation of atrazine seem to have 
resulted from the attack of the nitrogen with the ethyl group. Thus, the MO-B(nb) was chosen as the 
representative MO. Note that the MO-A(nb) would lead to almost the same result as the MO-B(nb) 
because those are near-degenerate. In contrast, the B3LYP computations resulted in the HOMO which 
has the orbital seemingly equally located on both exocyclic nitrogens. Thus, this HOMO was chosen 
and denoted as the MO-C(nb) in Figure S2.11. Similar molecular orbitals were obtained for the other 
triazines, and thus we selected the same orbitals as for atrazine. With HF computations, the selected 
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EHOMO-n values are rather close to the benzene derivatives, whereas for the B3LYP computations these 
values are very close to the benzene derivatives (Figure S2.12). 
Overall, the kO3 prediction model for the benzene derivatives may be used to estimate kO3 for ozone-
reactive nitrogen-containing compounds, by using the mechanistically chosen MOs from B3LYP 
computations. However, this approach is considered provisory, based on the limited number of data 
available for this group. 
 
Text S2.6. Outliers from the kO3 prediction model for olefins 
Based on the fact that 8 olefins were excluded as outliers (see the main manuscript and Figure 2.3 for 
the list of outliers), it must be assumed that the developed model is likely to be inaccurate for certain 
olefins. While neutral maleic and fumaric acid fit well into the model, three conjugate bases were 
outliers, especially the maleate ion (Figures 2.3b and S2.16). This indicates that inferior kO3 prediction 
for olefins with anionic carboxylic groups can be expected. The incorporation of diffuse functions 
denoted as ++ in the Pople basis set is considered important for anionic compounds because of the 
spread-out electron density over the molecule. However, the inclusion of diffuse functions did not 
improve the performance of the correlation model (Figures S2.16a and c). 
As the solvation method can also influence the energy of ionic species, we also tried the CPCM solva-
tion method for neutral and ionic maleic and fumaric acids calculated at the HF/6-311++G** level; 
however no improvement was observed (data not shown). Other implicit solvation methods (e.g., 
Conductor-like Screening Model (COSMO)), or an explicit approach using water molecules remains 
to be investigated. 
While cinnamic acid, 4-methoxycinnamic acid, and 4-nitrocinnamic acid fit into the model, 3,4-
dihydroxycinnamic acids and 3-methoxy-4-hydroxycinnamic acids (neutral and anionic) were outliers. 
These compounds are activated by a hydroxy and a methoxy group at the aromatic ring. However, the 
kO3-values of the aromatic rings predicted by the phenol model using the EHOMO were lower than the 
measured kO3-values by about one order of magnitude. It is unclear what the reason for this discrepan-
cy is. 
For olefins with electron-withdrawing substituents including nitrogen or oxygen, vinylene carbonate 
and acrylonitrile were excluded as outliers. However, the errors of several other members such as 1,4-
benzoquinone, vinyl acetate, and 2-acetaminoacrylate were as large as a factor of 5 to ~10. This indi-
cates that the developed NBO model might not be as reliable for olefins with electron-withdrawing 
groups as for other olefins. 
 
Text S2.7. Nucleic acid constituents and miscellaneous olefins (conjugated olefins) 
38 neutral and ionic nucleic acid constituents were investigated: adenine and 7 derivatives, cytosine 
and 7 derivatives, guanosine and 7 derivatives, thymine and 4 derivatives, and uracil and 8 derivatives 
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(see Figure S2.17 for chemical structures). Prototropic tautomerism in aqueous solution was taken 
into account for the determination of their initial geometries. First, the amino and keto form over the 
imino and enol form were chosen for exocyclic nitrogen and oxygen of pyrimidine and purine bases, 
respectively, as it is commonly known that the amino and keto forms are predominant. Second, the 
protonation sites of the ring of neutral and ionic compounds were determined based on the literature, 
when there are multiple sites of nitrogen to be protonated (Table S2.3). Numbering conventions of 
purines and pyrimidines by the International Union of Pure and Applied Chemists (IUPAC) were 
used and are shown in Figure S2.17 as the representative for adenine, cytidine, guanosine, thymine, 
and uracil. Exceptionally, the weighted average of EHOMO-n and ENBO, C-C(?) of two tautomers was used 
for the neutral adenine and the anionic uracil because it was reported that two tautomers coexist in 
aqueous solution: neutral adenine (0.22:0.78, 7H:9H)27 and anionic uracil (0.5:0.5, 1H:3H),28 respec-
tively, where the number in front of H is the protonation position on the ring. To our knowledge, there 
are no experimental observations reported for anionic 5-chlorouracil, anionic 6-methyluracil, and 
anionic thymine (5-methyluracil); for these compounds the observed ratio for anionic uracil (0:5:0.5, 
1H:3H) was applied based on structural similarity.  
As shown in Figure S2.18, good correlations (R2=0.83?0.99) were found within the respective nucleic 
acid classes regardless of the computation method. However, only a small number of nucleic acid 
constituents were close to the regression line of the olefins. Note that 5-chlorouracil and cylin-
drospermopsin were excluded as outliers from the uracil group and due to their uncertain kO3 values, 
respectively. The noticeable difference between the aliphatic olefins and the nucleic acid constituents 
is the orbital occupancy of the NBO. The occupancy of the olefins lies between approximately 1.8 
and 2.0, whereas that of the nucleic acid constituents is between 1.5 and 1.9, with thymines and ura-
cils as the least delocalized (1.7?1.9) and with adenine as the most delocalized (1.5?1.7), respectively 
(see the upper graphs in Figure S2.18). Nucleic acid constituents consist of purine and pyrimidine, 
which are heterocyclic aromatic compounds. Their aromatic characteristics are supported by their low 
orbital occupancy (1.5 – 1.9) of the three double bonds in a ring, which is in a similar range as aro-
matic compounds investigated in this study (1.5 – 1.8) (data not shown). Therefore, we considered 
applying correlations with the EHOMO-n, which was successful for aromatic compounds discussed 
above (Figure S2.19). The mechanistic assumption that ozone attacks the C=C bond of a heteroaro-
matic ring was assured by confirming that part of the selected HOMO-n is located on the C=C bond, 
even if the orbital is also delocalized over other parts of the molecule. Similar to the NBO energy, 
good correlations (R2= 0.84?0.99) were found using the EHOMO-n within the respective nucleic acid 
classes. Exceptionally, the model performance of the adenine group using the EHOMO-n was worse than 
the model using the ENBO, C-C(?) (R2=0.67?0.74 by HOMO and R2=0.75?0.86 by NBO) (Figure S2.19). 
It has to be noted that 5-chlorouracil, which was an outlier in the NBO model, can be included in the 
FMO model.  
Miscellaneous olefins, which commonly feature a conjugated C=C bond, such as cyclohexenones, 
diaminopyrimidines, imidazoles, indoles, isoxazoles, quinolone, and indigotrisulfonic acid (Figure 
S2.17 for the chemical structures) were grouped separately from other olefins because they manifest-
ed a correlation of their own. While ENBO, C-C(?) did not produce a satisfactory correlation with kO3 
(Figures S2.20a and S21a-c), a good correlation (R2=0.77?0.91) was observed using EHOMO-n for the 
miscellaneous olefins, excluding the diprotonated diaminopyrimidine as an outlier (Figures S2.20b 
and S21d-f). Note that thymines and uracils were included in this group as they were close to the mis-
cellaneous olefins. Many compounds investigated in this section feature a heteroaromatic ring con-
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taining a C=C bond. Thus, their grouping with aromatic compounds using EHOMO-n was considered to 
be possible, but no meaningful correlations with any developed model for aromatic compounds were 
observed (data not shown). A summary of the developed models for the nucleic acid constituents and 
the miscellaneous olefins is given in Table S6.  
 
Text S2.8. Sulfur-containing compounds 
14 neutral and ionic S-containing compounds comprising of thiols, sulfides, disulfides, a sulfoxide, 
and a sulfinic acid were investigated (Figure S2.25 for the chemical structures). Qualitatively, a trend 
was observed that EHOMO-n and the corresponding kO3 increase similarly for different computation 
levels (Figures S2.26a-d). The results of ENBO, LP-S without dimethyl sulfoxide and methanesulfinate 
turned out to be similar to the one of EHOMO-n (Figures S2.26e-h). Note that dimethyl sulfoxide and 
methanesulfinate could not be included in the NBO model for the following reason. As shown in Fig-
ure S2.27 as an example, Aldicarb (sulfide) has two NBOs of the lone-pair electrons of sulfur, one 
(LP1) is the orbital resulting from mixing s and p atomic orbitals and another (LP2) purely comprises 
only of the p orbital. The latter one is much higher in energy, thus its ENBO, LP-S was used for the NBO 
model. While this is true for thiols, sulfides, and disulfides, dimethyl sulfoxide and methanesulfinate 
only have the LP1 orbital because the LP2 orbital is taken up to form a C-O ? bond. Therefore, the 
EHOMO seems to be the better descriptor than the ENBO, LP-S although both descriptors remain only qual-
itative.  
 
Text S2.9. Uncertainty (%) in estimating the elimination of micropollutants using the 
predicted kO3
Shown in Figure 2.7 is the extent of elimination of a micropollutant and the uncertainty (%) in pre-
dicting the elimination, plotted as a function of kO3, assuming an uncertainty of a factor of 4 in the 
predicted kO3. The % elimination was calculated using Eq. 2.1 in the main manuscript, ?? ? ???????? ?
??? ? ?? ? ???????????? ??????? ? ???, where the ozone exposure (?????? was set to 0.01 M s 
reported for wastewater effluents for an ozone dose of 1.0 g O3/g DOC29 and the hydroxyl radical 
oxidation is neglected in this case. The uncertainty (%) is derived by the difference between the elim-
inations obtained using 4kO3, app and (1/4)kO3, app. 
As shown in Figure 2.7, three regions are defined. Region I has kO3 between 6 M-1s-1 and 640 M-1s-1 
with intermediate and high uncertainty (20?78%). The corresponding elimination range is between 6 
and 99.8%. Region II has low uncertainty (1?20%) with a kO3 range of 0.26~6 M-1s-1 and 640~1800 
M-1s-1. The corresponding ranges of elimination are 0.27~5.9% and 99.8~100%, respectively. It is 
shown in this region that the error propagated by 4kO3 or (1/4)kO3 becomes insignificant as full or no 
elimination is approached. Region III has less than 1 % uncertainty, which corresponds to a range of 
kO3 < 0.26 M-1s-1 and > 1800 M-1s-1. There is no longer a noticeable error for either 4kO3 or (1/4)kO3 
because full or no elimination is achieved by 4kO3 and (1/4)kO3, respectively.  
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Scheme S2.1. Procedure for kO3 prediction using the developed in silico model. aA 3D initial geome-
try is obtained as the lowest energy conformer by the conformer module of Chemaon MarvinSketch. 
bGroups with a geometry optimization requirement: mono- and di-alkoxybenzenes: an alkoxy group 
initially set to be planar followed by the optimization (Text S2.2); anilines: an amino group ought to 
be planar following the optimization (Text S2.3); trimethoxybenzenes: all methoxy groups initially set 
to be perpendicular to the aromatic ring followed by the optimization (Text S2.4). cNote that planar 
anilines may yield an imaginary frequency with the basis set containing polarization functions. HF/6-
31G, which is the recommended method herein, is confirmed to yield no imaginary frequency for the 
selected planar anilines. 
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Scheme S2.2. The molecular orbital interaction between the HOMO of an olefin and the LUMO of 
ozone. 
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Figure S2.2. Chemical structures of the selected aromatic compounds. 
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Figure S2.2. Chemical structures of the selected aromatic compounds (continued). 
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Figure S2.2. Chemical structures of the selected aromatic compounds (continued). 
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Figure S2.2. Chemical structures of the selected aromatic compounds (continued). 
  
Supporting information for chapter 2 
 
65 
 
 
 
Figure S2.3. Comparison between the correlation of the model developed with aromatic compounds 
with the formal charge (FC) of 0, +1, or +2 and the correlations of the model developed with aromatic 
compounds with the FC of -1 at differing computation levels: (a) HF/6-31G, (b) HF/6-311++G**, (c) 
B3LYP/6-31G, and (d) B3LYP/6-311++G**. Sulfamethoxazole anion is not included in the anionic 
model as an exceptional case but in the model with the FC of 0, +1, or +2. The EHOMO for the four 
trimethoxybenzenes which is higher in energy among respective conformers was chosen because their 
location is closer to the other aromatic compounds, leading to a better correlation for the model with 
the neutral and protonated aromatic compounds (see Text S2.4). 
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Figure S2.5. Comparison of HOMO to HOMO-5 for the benzoate ion for the HF/6-31G and the 
B3LYP/6-31G level. Molecular orbitals in the dashed circles (red) are the ones chosen for the model 
development. 
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Figure S2.6. The effect of the replacement of HOMOs of aromatic compounds, which are not located 
on a ring, by HOMO-n values, which are instead located on the ring, on the correlation between the 
second-order rate constants (kO3) for the reaction of aromatic compounds with ozone and the corre-
sponding HOMO-n energies. 1. ibuprofen, 2. benzoate ion, 3. benzene sulfonate ion, 4. benzaldehyde, 
5. amidotrizoic acid. Computational method: B3LYP/6-31G. 
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Figure S2.7. Comparison of HOMO and HOMO-n between planar-type anilines (red squares) and 
pyramidal-type anilines (yellow circles) for the correlation between second-order rate constants (kO3) 
for the reaction of anilines with ozone and the corresponding HOMO-n energies (n?0) with the differ-
ent computational methods: (a) HF/6-31G, (b) HF/6-311++G**, (c) B3LYP/6-31G, and (d) 
B3LYP/6-311++G**. 
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Figure S2.8. Comparison of correlations using the EHOMO of the planar-type alkoxybenzenes (yellow 
circles) with the correlation using the EHOMO of the perpendicular-type alkoxybenzenes (red dia-
monds): (a) HF/6-31G level and (b) HF/6-311++G** method.  
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Figure S2.9. Initial and optimized structures of the selected rotamers of 1,3,5-trimethoxybenzene, 
3,4,5-trimethoxytoluene, mono-, and di-protonated trimethoprim guided with wedges and dashes. 
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Figure S2.9. Initial and optimized structures of the selected rotamers of 1,3,5-trimethoxybenzene, 
3,4,5-trimethoxytoluene, mono-, and di-protonated trimethoprim guided with wedges and dashes 
(continued). 
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Figure S2.9. Initial and optimized structures of the selected conformers of 1,3,5-trimethoxybenzene, 
3,4,5-trimethoxytoluene, mono-, and di-protonated trimethoprim guided with wedges and dashes 
(continued). 
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Figure S2.12. Correlations between the second-order rate constants (kO3) for the reaction of ozone-
attacked nitrogen-containing aromatic compounds with ozone and the corresponding HOMO-n ener-
gies (EHOMO-n) (n?0) in comparison with phenol derivatives and benzene derivatives with the different 
computational methods: (a) HF/6-31G, (b) HF/6-311++G**, (c) B3LYP/6-31G, and (d) B3LYP/6-
311++G**. 
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Figure S2.13. Chemical structures of the selected aliphatic olefins. 
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Figure S2.13. Chemical structures of the selected aliphatic olefins (continued). 
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Figure S2.14. Correlations between the second-order rate constants (kO3) for the reaction of 60 olefins 
with ozone and the corresponding HOMO energies. Computational method: HF/6-31G. The data for 
other computational methods are not shown because no substantial difference was observed. 
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Figure S2.15. Correlations between the second-order rate constants (kO3) for the reaction of 8 olefins 
with ozone in carbon tetrachloride (CCl4) and the corresponding NBO energies of the carbon-carbon ? 
bond (ENBO, C-C(?)) calculated with the HF/6-31G method using the NBO 3.1 package with the solva-
tion model set to CCl4. Selected olefins (kO3, M-1s-1): 1,1-dichloroethene (1.1×102)30, cis-1,2-
dichloroethene (36)30, trans-1,2-dichloroethene (5.9×102)30, ethene (2.4×104)31, tetrachloroethene (1)30, 
tetramethylethene (2.0×105)31, trichloroethene (3.6)30, vinyl chloride (1.2×103)30 (crossed symbol: 
excluded from the regression as an outlier). 
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Figure S2.17. Chemical structures of the selected nucleic acid constituents, their derivatives, and mis-
cellaneous olefins. 
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Figure S2.18. Correlations between the second-order rate constants (kO3) for the reaction of nucleic 
acid constituents with ozone and the corresponding NBO energies of the carbon-carbon ? bond (ENBO, 
C-C(?)) calculated at different levels of theory using the NBO 3.1 package in comparison with the data 
of the olefins (grey) from Figure 2.3 in the main manuscript: (a) HF/6-31G, (b) HF/6-311++G**, (c) 
B3LYP/6-31G, and (d) B3LYP/6-311++G**. The orbital occupancies (full occupancy = 2) of the 
NBO of the nucleic acid constituents are shown in the upper Figures.  
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Figure S2.19. Correlations between the second-order rate constants (kO3) for the reaction of the select-
ed nucleic acid constituents with ozone and the corresponding HOMO-n energies (EHOMO-n) computed 
at different methods: (a) HF/6-31G, (b) HF/6-311++G**, (c) B3LYP/6-31G, and (d) B3LYP/6-
311++G**. The insets are the correlations between the ENBO, C-C(?) and the EHOMO-n of the nucleic acid 
constituents. Anionic cylindrospermopsin (crossed) was excluded as an outlier.  
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Figure S2.20. Correlations between the second-order rate constants (kO3) for the reaction of miscella-
neous olefins with ozone and (a) the corresponding NBO energies of the carbon-carbon ? bond (ENBO, 
C-C(?)) computed with the HF/6-31G method using the NBO 3.1 package in comparison with the ole-
fins from Figure 2.3b and (b) the corresponding HOMO-n energies (EHOMO-n) calculated at the HF/6-
31G level in comparison with the nucleic acid constituents from Figure S2.16a. The orbital occupan-
cies (full occupancy = 2) of the miscellaneous olefins are shown in the upper Figure (a). 
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Figure S2.21. Correlations between the second-order rate constants (kO3) for the reaction of the select-
ed miscellaneous olefins with ozone and (a-c) the corresponding NBO energies of the carbon-carbon 
? bond (ENBO, C-C(?)) determined with different computational methods using the NBO 3.1 package in 
comparison with the olefins from Figure S2.14 and (d-f) the corresponding HOMO-n energies (EHO-
MO-n), further compared with the ones of the nucleic acid constituents from Figure S2.17. The orbital 
occupancies (full occupancy = 2) of the miscellaneous olefins are shown in the upper Figures (a–c) in 
comparison with olefins from Figure S2.17. 
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Figure S2.22. Chemical structures of the selected aliphatic amines. 
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Figure S2.22. Chemical structures of the selected aliphatic amines (continued). 
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Figure S2.23. Correlation between the second-order rate constants (kO3) for the reaction of the select-
ed aliphatic amines with ozone and the corresponding HOMO-n energies (EHOMO-n) determined withat 
the HF/6-31G method. Crossed symbols: excluded as outliers. 
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Figure S2.25. Chemical structures of the selected sulfur-containing compounds. 
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Figure S2.27. Natural bond orbitals of two lone-pair electrons (LP1 and LP2) of sulfur in Aldicarb 
calculated with the HF/6-31G method using the NBO 3.1 package. 
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Figure S2.28. Comparison of quantum chemical molecular orbital (MO) models with QSAR models 
for (a-d) phenol derivatives, (e-h) benzene derivatives, (i-l) aniline derivatives, (m-p) olefins, and (q-t) 
amines. First column: QSAR models, second, third, and fourth columns: quantum chemical MO mod-
els with the HF/6-31G, B3LYP/6-31G, and B3LYP/6-311G++G** methods, respectively. The insets 
in the second, third, and fourth column are the correlations between the quantum molecular descriptor 
and the corresponding QSAR descriptor. 
Supporting information for chapter 2 
 
95 
 
 
  
Supporting information for chapter 2 
 
96 
 
 
  
Supporting information for chapter 2 
 
97 
 
 
Figure S2.29. Comparison of various methods for the orbital energy computations for (a) phenols, (b) 
anilines, (c) mono- and dialkoxybenzenes, (d) other benzene derivatives, (e) olefins and (f) amines 
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Table S2.1. Second-order rate constants (kO3), dissociation constants (pKa), and the sum of Hammett 
constants (??p+) of the selected aromatic compounds. 
Compound pKa  kO3, M-1s-1  ??p+ a 
Phenol derivatives    
Bisphenol-A 9.6, 10.2 (32)  1.68 × 104 (33) -1.18 
Bisphenol-A monoanion  1.06 × 109 (33) -2.56 
2-Chlorophenol 8.3 (34) 1.10 × 103 (34) -0.81 
2-Chlorophenol anion  2.00 × 108 (34) -2.19 
4-Chlorophenol 9.2 (34) 6.00 × 102 (34) -0.81 
4-Chlorophenol anion  6.00 × 108 (34) -2.19 
2,3-Dichlorophenol* 7.7 (34) < 2.00 × 103 (34)  
2,4-Dichlorophenol* 7.8 (34) < 1.50 × 103 (34)  -2.08 
2,4-Dichlorophenol anion*  ~ 8.00 × 109 (34)  
2,3-Dimethylphenol  2.47 × 104 (35) -1.54 
2,4-Dimethylphenol  9.88 × 104 (35) -1.54 
2,6-Dimethylphenol  1.95 × 104 (35) -1.54 
3,4-Dimethylphenol  9.88 × 104 (35) -1.54 
2,6-di-tert-Butyl-4-methylphenol 
(BHT)  7.40 × 10
4 (36)  
17?-Estradiol 10.4 (33) 2.21 × 105 (33) -1.54 
17?-Estradiol anion  3.69 × 109 (33) -2.92 
Estriol 10.4 (33) 1.01 × 105 (33)  
Estriol anion  3.89 × 109 (33)  
Estrone 10.4 (33) 1.53 × 105 (33)  
Estrone anion  4.24 × 109 (33)  
2-Hydroxyphenol (catechol) 9.25, 13.0(37) 3.10 × 105 (35) -1.84 
3-Hydroxyphenol (resorcinol) 9.20, 10.9 (38) 9.10 × 104 (35) -1.84 
4-Hydroxyphenol (hydroquinone)  1.80 × 106 (35)  -1.84 
2-Methylphenol (o-cresol) 10.2 (34) 1.20 × 104 (34) -1.23 
3-Methylphenol (m-cresol) 10.0 (34) 1.30 × 104 (34) -1.23 
4-Methylphenol (p-cresol) 10.2 (34) 3.00 × 104 (34) -1.23 
4-Nitrophenol* 7.2 (34) < 5.00 × 101 (34)  
4-Nitrophenol anion  1.60 × 107 (34) -2.19 
4-n-Nonylphenol 10.4 (39) 3.80 × 104 (33) -1.21 
4-n-Nonylphenol anion  6.83 × 109 (33) -2.59 
4-n-Octylphenol  4.30 × 104 (40)  
Paracetamol* 9.4 (41) 1.40 × 103 (42)  
Pentabromophenol anion  1.70 × 106 (43) -1.55 
Pentachlorophenol anion  1.20 × 106 (43) -1.75 
Phenol 9.9 (34) 1.30 × 103 (34) -0.92 
Phenol anion  1.40 × 109 (34) -2.30 
Salicylic acid* 13.4 (34) < 5.00 × 102 (34)  
Salicylic acid anion  3.00 × 104 (34) -0.94 
Triclosan 8.1 (44) 1.30 × 103 (45) -1.31 
Triclosan anion  5.10 × 108 (45) -2.69 
2,4,5-Trichlorophenol* 6.9 (34) < 3.00 × 103 (34)  
2,4,5-Trichlorophenol anion*  > 1.00 × 109 (34)  
2,4,6-Trichlorophenol* 6.1 (34) < 1.00 × 104 (34)  
2,4,6-Trichlorophenol anion*  > 1.00 × 108 (34)  
2,4,6-Triiodophenol anion 6.6 (46) 6.80 × 106 (43)  
aThe sum of Hammett constants for the selected aromatic compounds reported in reference (47) *Excluded from the regres-
sion 
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Table S2.1. Second-order rate constants (kO3), dissociation constants (pKa), and the sum of Hammett 
constants (??p+) of the selected aromatic compounds (continued). 
Compound pKa  kO3, M-1s-1  ??p+ a 
Benzene derivatives    
Benzaldehyde  2.50 (48) 0.73 
Benzene  2.00 (48) 0.00 
Benzene sulfonate ion  0.23 (48) 0.35 
Benzoate ion  1.20 (48) -0.02 
Chlorobenzene  0.75 (48) 0.11 
Diazepam  0.75 (49)  
Diethyl-o-phthalate  0.14 (50)  
1,3-Dichlorobenzene  0.57 (50)  
1,4-Dichlorobenzene*  < 3.00 (48)  
Ethylbenzene  14 (48) -0.30 
Galaxolide (HHCB)  1.40 × 102 (51)  
2,2’,4,4’,5,5’-Hexachlorobiphenyl*  < 0.90 (50)  
Ibuprofen 4.2 (49) 9.6 (49) -0.25 
Isopropylbenzene  11 (48) -0.28 
Methotrexate dianion* 4.8, 5.2 (52) > 3.6 × 103 (53)  
Methylbenzoate   1.1 (48)  -0.33 
2-Methylnaphthalene  1.00 × 103 (54)  
Naphthalene  3.00 × 103 (48)  
Nitrobenzene  0.09 (48) 0.79 
Quinoline  51 (55)  
Toluene  14 (48) -0.31 
Tonalide  8 (51)  
1,2,3-Trichlorobenzene*  ? 0.06 (50)  
1,2,3-Trimethylbenzene  4.00 × 102 (48) -0.93 
1,3,5-Trimethylbenzene  7.00 × 102 (48) -0.93 
m-Xylene  94 (48) -0.62 
o-Xylene  90 (48) -0.62 
p-Xylene  1.40 × 102 (48) -0.62 
    
Anilides     
Alachlor  3.4 (56)  
Amidotrizoic acid  0.05 (57)  
Chlorotoluron  50 (56)  
Diuron  14.7 (56)  
Iomeprol*  < 0.8 (49)  
Iopamidol*  < 0.8 (49)  
Iopromide*  < 0.8 (49)  
Isoproturon  1.41 × 102 (56)  
Linuron  3.0 (56)  
Metolachlor  3.0 (56)  
Propachlor  0.94 (56)  
aThe sum of Hammett constants for the selected aromatic compounds reported in reference (47) *Excluded from the regres-
sion 
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Table S2.1. Second-order rate constants (kO3), dissociation constants (pKa), and the sum Hammett 
constants (??p+) of the selected aromatic compounds. 
Compound pKa  kO3, M-1s-1  ??p+ a 
Benzotriazoles    
Benzotriazole  1.6, 8.2 (58) 35 (58)  
Benzotriazole anion  2.65 × 103 (58)  
5-Chlorobenzotriazole  -0.04, 7.5 (58) 13 (58)  
5-Chlorobenzotriazole anion  6.30 × 102 (58)  
5,6-Dimethylbenzotriazole  1.97, 9.28 (58) 8.80 × 102 (58)  
5,6-Dimethylbenzotriazole anion  3.30 × 105 (58)  
5-Methylbenzotriazole  1.65, 8.5 (58) 1.64 × 102 (58)  
5-Methylbenzotriazole anion  1.00 × 104 (58)  
    
Ozone-attacked nitrogen-containing 
aromatic compounds    
Azobenzene*  2.20 × 102 (50)  
2-Isopropyl-3-methoxypyrazine *(IPMP)  50 (36)  
Pyridine* 5.2 (34) 3 (34)  
Pyridine protonated*  0.01 (34)  
  Triazines    
Atrazine* 1.71 (59) 6 (26)  
Deethylatrazine* 1.65 (59) 0.18 (26)  
Deethyldeisopropylatrazine*  < 0.1 (26)  
Deisopropylatrazine* 1.58 (59) 3.1 (26)  
Simazine*  4.8 (50)  
    
Aniline derivatives    
Aniline 4.58 (60) 1.40 × 107 (61) 0 
3-Chloroaniline 3.34 (60) 7.84 × 106 (61) 0.37 
4-Chloroaniline 3.98 (60) 1.04 × 107 (61) 0.19 
Dimethylaniline 5.21 (62) 2.00 × 109 (63)  
2-Fluoroaniline 3.20 (62) 7.28 × 106 (61) -0.03 
3-Fluoroaniline 3.59 (60) 8.12 × 106 (61) 0.35 
4-Fluoroaniline 4.65 (60) 1.23 × 107 (61) -0.03 
3-Iodoaniline 3.61 (62) 7.42 × 106 (61) 0.35 
4-Iodoaniline 3.78 (62) 9.24 × 106 (61) 0.27 
2-Methoxyaniline 4.49 (62) 1.72 × 107 (61) -0.37 
3-Methylaniline  4.69 (60) 1.88 × 107 (61) -0.06 
4-Methylsulfone aniline 1.48 (62) 4.70 × 104 (61) 1.13 
3-Nitroaniline 2.50 (60) 2.38 × 106 (61) 0.71 
4-Nitroaniline 1.02 (60) 1.40 × 105 (61) 1.27 
Sulfamethoxazole 1.7, 5.6 (64) 4.70 × 104 (65) 0.94 
Sulfamethoxazole anion  5.70 × 105 (65)  
aThe sum of Hammett constants for the selected aromatic compounds reported in reference (47) *Excluded from the regres-
sion 
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Table S2.1. Second-order rate constants (kO3), dissociation constants (pKa), and the sum of Hammett 
constants (??p+) of the selected aromatic compounds (continued). 
Compound pKa  kO3, M-1s-1  ??p+ a 
Mono and di-methoxybenzenes    
Acebutolol protonated  60 (66) -0.88 
Anisole  2.90 × 102 (48) -0.62 
Atenolol protonated 9.6 (66) 1.10 × 102 (66) -0.71 
Bezafibrate 3.6 (49) 5.90 × 102 (49) -1.09 
Carbofuran  6.20 × 102 (50)  
2,4-Dichlorophenoxyacetic acid  5.3 (67)  
1,4-Dimethoxybenzene  1.30 × 105 (68) -1.56 
Methoxychlor  2.70 × 102 (50)  
4-Methoxy-1-naphthalenesulfonic 
acid  3.60 × 10
3 (66)  
2-Methyl-4-chlorophenoxyacetic 
acid (MCPA)  11.7
 (67)  
2-Methyl-4-chlorophenoxypropionic 
acid (Mecoprop)  12.2(67)  
Metoprolol protonated 9.7 (66) 3.30 × 102 (66) -1.09 
Naproxen anion 4.5(69) 2.00 × 105 (69)  
1-Phenoxy-2-propanol  3.20 × 102 (66)  
Propanolol protonated  9.5 (66) 1.00 × 105 (66)  
2,4,6-Tribromoanisole  0.02 (36)  
2,4,6-Trichloroanisole  0.057 (36)  
    
Trimethoxybenzenes    
Trimethoprim monoprotonated 3.2, 7.1 (65) 7.40 × 104 (65)  
Trimethoprim deprotonated  3.30 × 104 (65)  
1,3,5-Trimethoxybenzene  9.40 × 105 (68) -2.34 
3,4,5-Trimethoxytoluene  2.80 × 105 (65)  
aThe sum of Hammett constants for selected aromatic compounds reported in reference (47) 
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Table S2.2. Second-order rate constants (kO3), dissociation constants (pKa), and the sum of Taft con-
stants (??*) of the selected olefins. 
Compound pKa  kO3, M-1s-1  ??*a 
Grouped by substituents    
Methyl group and/or halogens    
cis-1,2-Dibromoethene  1.50 × 103 (70) 6.66 
1,1-Dichloroethene  1.10 × 102 (48)  6.90 
cis-1,2-Dichloroethene  5.40 × 102 (71) 6.90 
trans-1,2-Dichloroethene*  6.50 × 103 (71)   6.90 
1,1-Dichloropropene  2.60 × 103 (71)   6.41 
Ethene  1.80 × 105 (71)   1.96 
Hexachlorocyclopentadiene  90 (50)  
Propene  8.00 × 105 (71)   1.47 
Tetrachloroethene*  < 0.1 (48)  
Tetramethylethene*  > 106 (71)    
Trichloroethene  14 (71) 9.37 
Vinyl chloride  1.40 × 104 (71)   4.43 
Vinyl bromide  1.00 × 104 (70) 4.31 
    
Carboxylic acid    
Acrylic acid 4.25 (72) 2.80 × 104 (72) 3.55 
Acrylic acid anion  1.60 × 105 (72) 0.41 
Cinnamic acid 4.27(73) 5.00 × 104 (74) 3.81 
Cinnamic acid anion  3.80 × 105 (74) 0.67 
3,4-Dihyroxycinnamic acid* 4.43, 8.69 (73) 2.00 × 106 (73)  
3,4-Dihyroxycinnamic acid anion*  1.20 × 107 (73)  
Fumaric acid 3.0, 4.4 (72) 8.50 × 103 (72) 5.14 
Fumaric acid dianion*  ~ 6.50 × 104 (72)  
2-Hexenoic acid 6.69(75) 3.40 × 105 (75)  
Maleic acid 1.1, 6.1(72) 1.40 × 103 (72) 5.14 
Maleic acid anion*  4.20 × 103 (72)  
Maleic acid dianion*  ~7.00 × 103 (72)  
Methacrylic acid 4.66 (72) 1.50 × 105 (72) 3.06 
Methacrylic acid anion  3.70 × 106 (72) -0.08 
4-Methoxycinnamic acid  1.30 × 105 (74) 3.66 
4-Methoxycinnamic acid anion  6.80 × 105 (74) 0.52 
3-Methoxy-4-hydroxycinnamic acid* 4.69, 9.3 (73) 1.10 × 106 (73)  
3-Methoxy-4-hydroxycinnamic acid anion*  1.40 × 107 (73)  
trans,trans-Muconic acid dianion 2.70, 4.66 (76) 1.30 × 105 (77)  
4-Nitrocinnamic acid anion  1.20 × 105 (74) 1.18 
Sorbic acid  4.76 (78) 3.20 × 105 (78) 1.98 
Sorbic acid anion  9.60 × 105 (78)  
aThe sum of Taft constants for the selected olefins reported in reference (47) *Excluded from the regression
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Table S2.2. Second-order rate constants (kO3), dissociation constants (pKa), and the sum of Taft con-
stants (??*) of the selected olefins (continued). 
Compound pKa kO3, M-1s-1  ??*a 
Sulfonic acid or phosphonic acid    
Diethyl vinylphosphonate  3.30 × 103 (70)  
Phenyl vinylsulfonate*  ~ 2.00 × 102 (70)  
Vinyl phosphonic acid 2.2, 7.8 (70) 1.00 × 104 (70)  
Vinyl phosphonic acid monoanion  2.70 × 104 (70) 2.88 
Vinyl phosphonic acid dianion  1.00 × 105 (70)  
Vinylsulfonate ion  8.30 × 103 (70) 2.28 
   
Electron withdrawing group includ-
ing nitrogen or oxygen   
2-Acetamidoacrylic acid anion  9.40 × 105 (78) 1.32 
Acrylamide  1.00 × 105 (50) 3.15 
Acrylonitrile*  6.70 × 102 (70) 4.77 
1,4-Beznoquinone  2.50 × 103 (43) 4.60 
But-1-en-2-ol  7.90 × 104 (71)   2.22 
Vinyl acetate  1.60 × 105 (70) 4.03 
Vinylene carbonate*  2.60 × 104 (70)  
   
Miscellaneous micropollutants    
Anatoxin 9.36 (78) 2.80 × 104 (78) 3.70 
Carbamazepine   3.00 × 105 (49) 2.48 
Cephalexin anion 2.5, 7.1(79) 9.30 × 104 (65) 1.81 
Chlordane*  < 0.04  (50)  
Endrin*  < 0.02  (50)  
cis-3-Hexen-1-ol  5.40 × 105 (36) 1.13 
?-Ionone  1.60 × 105 (36) 0.80 
Microcystin-LR  4.10 × 105 (78) 1.31 
trans-cis-2,6-Nonadienal  8.70 × 105 (36) 0.78 
Oseltamivir acid  3.6, 8.9 (80)  1.70 × 105 (81) 1.15 
1-Penten-3-one  5.90 × 104 (36) 3.28 
Tylosin protonated  7.73(81) 7.70 × 104 (65) 2.15 
aThe sum of Taft constants for the selected olefins reported in reference (47) *Excluded from the regression 
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Table S2.3. Second-order rate constants (kO3) and dissociation constants (pKa) of the selected nucleic 
acid constituents and miscellaneous olefins. 
Compound pKa  kO3, M-1s-1  
Adenine and its derivatives   
Adenine (7H- and 9H-)a  4.15, 9.8 (83) 12 (84) 
Adenine anion  1.30 × 105 (84) 
1H-9H-Adenine protonated (82, 83)   5 (84)  
Adenosine 3.5 (83) 16 (84) 
1H-Adenosine protonated (84)  5 (84) 
5?-Adenylic acid 4.4 (83) 2.00 × 102 (88) 
2'-Deoxyadenosine 3.8 (83) 14 (84) 
1H-2'-Deoxyadenosine protonated  5 (84) 
   
Cytosine and its derivatives   
Cytidine 4.15 (83) 3.50 × 103 (84) 
Cytidine protonated  40 (84) 
3H-Cytosine (86) 4.6, 12.2 (83) 1.40 × 103 (84) 
Cytosine anion  1.50 × 106 (84) 
Cytosine protonated  18 (84) 
2'-Deoxycytidine 4.3 (83) 3.50 × 103 (84) 
2'-Deoxycytidine protonated  44 (84) 
5'-Deoxycytidylic acid 4.6 (83) 1.40 × 103 (88)   
  
Guanosine and its derivatives  
1H-Aciclovir (87) 3.4, 9.6 (91) 1.80 × 104 (92)  
Aciclovir anion  3.40 × 106 (92) 
1H-7H-Aciclovir protonated  2.50 × 102 (92)   
1H-2'-Deoxyguanosine 2.5, 9.2 (83) 1.90 × 104 (84) 
1H-5'-Deoxyguanylic acid 2.9, 9.7 (83) 5.00 × 104 (88)  
1H-Guanosine (90) 2.5, 9.2 (83) 1.60 × 104 (84) 
Guanosine anion   4.00 × 106 (84) 
1H-7H-Guanosine protonated (90)  < 3.00 × 102 (84) 
   
Thymine and its derivatives   
Thymidine 9.8 (83) 3.00 × 104 (84) 
Thymidine anion  1.20 × 106 (84) 
5?-Thymidylic acid 10.0 (83) 1.60 × 104 (88)  
Thymine 9.9, 12> (83) 4.20 × 104 (84) 
Thymine anion (1H- and 3H-)b   ~3.00 × 106 (84) 
   
Uracil and its derivatives   
5-Chlorouracil 8.0 (83) 4.30 × 103 (84) 
5-Chlorouracil anion (1H- and 3H-)c   1.30 × 106 (84) 
a7H-Adenine and 9H-adenine are reported to coexist in aqueous solution with the ration of 0.22 : 0.7821. b1H- and 3H-
thymine (5-methyluracil) anions are assumed to coexist in aqueous solution with the ratio of 0.5:0.5 based on the structural 
similarity with uracil anion (see the annotation e for uracil below). c1H- and 3H-5-chlorouracil anions are assumed to coexist 
in aqueous solution with the ratio of 0.5:0.5 for the same reason for thymine anion.  
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Table S2.3. Second-order rate constants (kO3) and dissociation constants (pKa) of the selected nucleic 
acid constituents and miscellaneous olefins (continued). 
Compound pKa  kO3, M-1s-1  
Uracil and its derivatives (continued)   
1H-Cylindrospermopsin anion* 8.8 (78)  ~2.50 × 106 (78) 
1,3-Dimethyluracil  2.80 × 103 (84) 
6-Methyluracil  9.8 (83) 1.40 × 102 (84) 
6-Methyluracil anion (1H- and 3H-)d  6.00 × 105 (84) 
Uracil 9.5, >13 (83) 6.50 × 102 (84) 
Uracil anion (1H- and 3H)e  9.20 × 105 (84) 
Orotic acid 2.1, 9.45 (83) 5.90 × 103 (84) 
   
Miscellaneous olefins  
Cyclohexenones  
?-Cyclocitral  3.90 × 103 (36) 
Levonorgestrel  1.43 × 103 (94)
Medroxyprogesterone  5.58 × 102 (94)
Norethindrone  2.22 × 103 (94)
Progesterone  4.80 × 102 (95)
  
Diaminopyrimidines  
2,4-Diamino-5-methylpyrimidine 3.2, 7.1 (65) 1.30 × 106 (65)
2,4-Diamino-5-methylpyrimidine monoprotonated  2.90 × 103 (65)
2,4-Diamino-5-methylpyrimidine deprotonated*  5.00 × 102 (65)
Trimethoprim 3.2, 7.1 (96) 5.20 × 105 (65)
  
Imidazoles   
Imidazole 6.95 (75) 4.00 × 105 (34)
Imidazole protonated  22 (34)
4-Methylimidazole 7.52 (75) 3.10 × 106 (75)
   
Indoles   
3-(Dimethylaminomethyl) indole 10.0 (63) 2.40 × 106 (63)
Tryptophan 9.38 (75) 7.00 × 106 (75)
   
Isoxazoles   
N-(4)-Acetylsulfamethoxazole 5.5 (97) 20 (65)
N-(4)-Acetylsulfamethoxazole anion  2.60 × 102 (65)
3,5-Dimethylisoxazole  54 (65)
  
Quinolones  
Flumequine 6.5  (98) 1.2 (65)
Flumequine anion  1.80 × 103 (65)
   
Indigotrisulfonic acid  9.40 × 107 (68)   
d1H- and 3H-6-methyluracil anions are assumed to coexist in aqueous solution with the ratio of 0.5:0.5 for the same reason 
for thymine anion. e1H- and 3H-uracil anions are reported to coexist in aqueous solution with the ratio of 0.5:0.525. 
*Excluded from the regression 
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Table S2.4. Second-order rate constants (kO3), dissociation constants (pKa), and the sum of Hammett 
comstants (??*) of the selected amines. 
Compound pKa  kO3, M-1s-1  ??*a 
Ammonia* 9.3(34) 20  (34)   
Primary amines    
N-?-Acetyllysine 10.53 (75) 1.03 × 105 (75)   
N-?-Acetyllysine 9.46 (75) 2.40 × 104 (75)   
Alanine 9.87 (75) 2.80 × 104 (99) 0.92 
?-Alanine 10.3 (34) 6.20 × 104 (34)    
Arginine 8.99 (75) 5.70 × 104 (75)  0.92 
Asparagine 8.85 (75) 4.20 × 104 (75)   
Aspartate 9.82 (75) 4.10 × 104 (75)  0.92 
Benzylamine 9.33 (75) 6.30 × 104 (75) 1.25 
n-Butylamine 10.77 (75) 1.17 × 105 (75) 0.73 
sec-Butylamine 10.63 (75) 5.20 × 104 (75) 0.79 
tert-Butylamine 10.83 (75) 4.50 × 104 (75) 0.68 
Cyclohexanemethylamine 10.3 (100)  7.10 × 104 (65)  0.91 
Cyclohexylamine 10.6 (101)  4.90 × 104 (65)  0.80 
Glutamine 9.28 (75)  2.60 × 104 (75)  0.92 
Glycine 9.78 (75)  2.10 × 105 (75) 0.92 
Hydroxylamine 6.0 (102)  2.10 × 104 (102) 2.32 
Isoleucine 9.76 (75) 5.60 × 104 (75)  0.92 
Leucine 9.74 (75)  5.30 × 104 (75)  0.92 
Lysine 9.18 (75)  3.10 × 104 (75)  0.92 
Methylamine 10.7 (34)  < 1.40 × 105 (34)   
Monobromamine  40 (102)  3.82 
Monochloramine  26 (102) 3.94 
Phenylalanine 9.24 (75)  3.80 × 105 (75)  0.92 
Serine 9.21 (75)  1.29 × 105 (75)  0.92 
Threonine 9.10 (75)  4.50 × 104 (75)   
Valine 9.72 (75) 6.80 × 104 (75) 0.92 
    
Secondary amines    
Acebutolol 9.2 (66) 2.90 × 105 (66)  0.55 
Anatoxin-a 9.36 (103) 8.70 × 105 (78)  0.11 
Atenolol 9.6 (66)  6.30 × 105 (66) 0.55 
Dibromamine  10 (102) 6.17 
Dichloramine  1.3 (102) 6.41 
Diclofenac anion   6.80 × 105 (104)  
Diethylamine 10.5 (99) 9.10 × 105 (99)  0.29 
Dimethylamine 11.0 (34)  1.90 × 107 (34)  0.49 
Ethyl N-piperazine carboxylate 8.3 (105) 1.10 × 106 (65)  1.13 
Iminodiacetic acid  2.80 × 106 (99) 0.37 
Methylchloramine  8.10 × 102 (106) 3.45 
Metoprolol 9.7 (66) 8.60 × 105 (66)  0.55 
Morpholine 8.36 (107) 1.80 × 105 (107)  
Proline 10.6 (75)  4.30 × 106 (75)   
Propranolol* 9.5 (66) ~ 1.00 × 105 (66)   
aThe sum of Taft constants for the selected amines reported in reference (47) *Excluded from the regression 
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Table S2.4. Second-order rate constants (kO3), dissociation constants (pKa), and the sum of Taft con-
stants (??*) of the selected amines (continued). 
Compound pKa  kO3, M-1s-1  ??*a 
Secondary amines(continued)    
Spectinomycin 6.80, 8,80 (108) 1.27 × 106 (109)  
Spectinomycin monoprotonated  3.30 × 105 (109)  
    
Tertiary amines    
Azithromycin 8.7, 9.5 (82)  6.00 × 106 (65)  0.15 
Ciprofloxacin anion 6.2, 8.8 (65) 9.00 × 105 (65)  0.59 
1,4-Diazabicyclo[2.2.2]octane (DABCO) 2.97, 8.82 (110) 3.20 × 106 (99) -0.39 
1,4-Diazabicyclo[2.2.2]octane monoproto-
nated  3.50 × 10
3 (99) 1.80 
4-Dimethylaminoantipyrine* 5.1 (63)  1.70 × 108 (63)    
3-Dimethylaminomethyl indole* 10.0 (63)  3.60 × 109 (63)    
Dimethylchloramine  1.90 × 103 (106) 2.96 
N,N-Dimethylcyclohexylamine 10.7 (101) 3.70 × 106 (65)  -0.18 
Dimethylethanolamine 9.2 (111) 1.10 × 107 (63)   0.25 
Enrofloxacin 6.1, 7.7 (112) 7.80 × 105 (65)  -0.00 
Ethylenediaminetetraacetic acid (EDTA) 0.26, 0.96, 2.0, 2.7, 6.2,  10.2 (113) 3.20 × 10
6 (99) -0.07 
Ethylenediaminetetraacetic acid monoproto-
nated (HEDTA)  1.60 × 10
5 (99)  0.58 
Lincomycin 7.79 (108) 2.76 × 106 (109)  
Methyldichloramine*  < 0.01 (106)  
1-Methylpyrrolidine 10.2 (100)  2.00 × 106 (65)  -0.24 
Nitrilotriacetic acid (NTA)  9.80 × 105 (99)  -0.18 
Roxithromycin 9.2 (108) 1.00 × 107 (65)  0.15 
Tramadol 9.40 (114) 1.00 × 106 (115) -0.19 
Triethylamine 11.0 (99)  4.10 × 106 (99)  -0.30 
Trimethylamine 11.01 (99)  5.10 × 106 (99) 0 
Tylosine 7.7 (82) 2.70 × 106 (65)  0.15 
aThe sum of Taft constants for the selected olefins reported in reference (47) *Excluded from the regression 
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Table S2.5. Second-order rate constants (kO3) and dissociation constants (pKa) of the selected sulfur-
containing compounds. 
Compound pKa  kO3, M-1s-1  
Thiols   
Cysteine 8.14 (75) 4.20 × 104 (75) 
Cysteine anion  2.40 × 106 (75)  
Glutathione 8.75 (75)  4.00 × 106 (75)  
Glutathione protonated  2.00 × 104 (75)  
   
Sulfides   
Aldicarb  4.30 × 105 (50) 
EPTC (S-ethyl-N,N-dipropylthiocarbamate)  5.00 × 102 (116) 
Methionine  1.80 × 106 (75)  
Molinate  5.00 × 102 (116) 
Penicilline G  4.80 × 103 (65)  
Vydate  6.20 × 102 (50)  
   
Disulfides   
trans-1,2-Dithiane-4,5-diol  2.10 × 105 (117) 
bis(2-Hydroxyethyl) disulfide  1.70 × 105 (117) 
   
Sulfoxide   
Dimethyl sulfoxide  8.0 (75)  
   
Sulfinic acid   
Methanesulfinate  2.00 × 106 (118) 
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Table S2.7. Estimation of unknown Taft constants (?*) for substituents of aliphatic olefins by the cor-
relation between the ENBO, C-C(?) of the NBO model and ?* of the QSAR model. 
aSubstituents for which Taft constants (?*) are available in literature. bA substituent for which a ?* is not available in litera-
ture. cThe average of the estimated ?*-values from four different levels of computations with a standard deviation. 
 
Compound Known substituentsa Unknown substituentb Estimated ?*c 
Diethyl vinylphosphonate   -H, -H, -H -PO(OEt)2 2.83±0.38 
Phenyl vinylsulfonate -H, -H, -H -SO3-C6H5 4.94±0.46 
Sorbic acid deprotonated -C(O)O2-, -H, -H -CH=CH-CH3 0.48±0.22 
Vinyl phosphonic acid -H, -H, -H -PO(OH)2 3.18±0.40 
Vinyl phosphonic acid dianion -H, -H, -H -PO(O)(O)2- -0.67±0.55 
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Chapter 3. 
Abatement of polychoro-1,3-butadienes in aqueous solution 
by ozone, UV-photolysis, and advanced oxidation processes 
(O3/H2O2 and UV/H2O2) 
 
Lee, M., Merle, T., Rentsch, D., Canonica. S., von Gunten. U., in preparation  
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Abstract 
The abatement of 9 polychloro-1,3-butadienes (CBDs) in aqueous solution by ozone, UV-C(254nm) 
photolysis, and the corresponding advanced oxidation processes (AOPs) (i.e., O3/H2O2 and UV/H2O2) 
was investigated. The following parameters were determined for 9 CBDs: Second-order rate constants 
for the reactions of CBDs with ozone (kO3) (<0.1 – 7.9×103 M-1s-1) or with hydroxyl radicals (k•OH) 
(0.9×109 – 6.5×109 M-1s-1), photon fluence-based rate constants (k?) (210 – 2730 m2 einstein-1), and 
quantum yields (?) (0.03 – 1.23 mol einstein-1). During ozonation of CBDs in a natural groundwater, 
appreciable abatements (>50% at specific ozone doses of 0.5 gO3/gDOC to ~100% at ? 1.0 
gO3/gDOC) were achieved for tetra-CBDs followed by (Z)-1,1,2,3,4-penta-CBD and hexa-CBD. This 
is consistent with the magnitude of the determined kO3 and k•OH. The formation of bromate, a poten-
tially carcinogenic ozonation by-product, could be significantly reduced by addition of H2O2. For a 
typical UV disinfection dose (400 J/m2), various extents of phototransformations (10-90%) could be 
achieved. However, the efficient formation of photoisomers from CBDs with E/Z configuration must 
be taken into account because of their potential residual toxicity. Under UV-C(254nm) photolysis 
conditions, no significant effect of H2O2 addition on CBDs abatement was observed due to an effi-
cient direct phototransformation of CBDs. 
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3.1. Introduction 
Poly-chloro-1,3-butadiene (CBD) congeners (i.e., tetra-, penta-, hexa-CBD) have been detected over 
the last four decades in river water,1–5 groundwater,6–8 and wastewater4,9 worldwide in the concentra-
tion range of tens of ng/L to a few ?g/L. Among CBDs, hexa-chloro-1,3-butadiene (HCBD) has vari-
ous industrial applications such as an intermediate in manufacturing rubber compounds, as a solvent, 
as a fumigant, etc.10 Moreover, HCBD is inadvertently produced as a by-product from the manufac-
turing of chlorinated hydrocarbons such as trichloroethene (TCE) and tetrachloroethene (PCE).10 Due 
to the potential hazardous impacts on humans and aquatic organisms,10–12 HCBD has been subject to 
environmental guidelines worldwide: 0.6 ?g/L for drinking water by World Health Organization11 and 
an environmental quality standard value of 0.1 ?g/L for inland surface water by the European Com-
mission have been set.13–15 In contrast, little attention was drawn to other CBDs such as pentachloro-
1,3-butadienes (PCBDs) and tetrachloro-1,3-butadienes (TCBDs).1,6–8. Such CBDs are known to be 
formed from reductive microbial dechlorination of HCBD under anaerobic conditions.16,17 Dechlori- 
nated products are not necessarily less harmful, e.g., vinyl chloride, which is carcinogenic,18 is pro-
duced from the reductive dechlorination of PCE and TCE.19 Therefore, the ecotoxicological impact of 
other CBDs than HCBD should not be overlooked. A positive clastogenic activity was recently re-
ported for 3 TCBDs and 2 PCBDs and a target value of 75 ng/L as the sum of TCBDs and PCBDs 
was proposed for drinking water using the threshold of toxicological concern (TTC) concept.8 
Physical treatment technologies such as activated carbon and air stripping are commonly applied for 
eliminating highly chlorinated butadienes due to high hydrophobicity and volatility (e.g., 
logKow=4.7820 and Henry’s Law Constant = 15.3×10-3 atm m3/mol at 25°C21 for HCBD). Alternative-
ly, other treatment techniques such as ozonation, UV photolysis, or their combination with H2O2, i.e., 
O3/H2O2 or UV/H2O2, also known as advanced oxidation processes (AOPs), can be potentially con-
sidered. AOPs are chemical treatment processes in which hydroxyl radicals (?OH) are produced in 
situ.22 However, the current lack of information on key parameters for such treatment options hampers 
the assessment of the abatement efficiency for CBDs, namely, second-order rate constants for the 
reaction of CBDs with ozone (kO3) or hydroxyl radicals (k•OH) for ozonation, O3/H2O2, and 
UV/H2O223,24 and a photon fluence-based pseudo first-order rate constant (k') for UV-based processes 
such as UV photolysis or UV/H2O2,25,26 respectively. 
In the present chapter, kO3, k•OH, and k' for UV photolysis at 254 nm were experimentally determined 
for 9 CBDs, i.e., 6 TCBD isomers (1,1,2,3-, (E)-1,1,2,4-, (Z)-1,1,3,4-, (E)-1,1,3,4-, 1,1,4,4-, and (Z,Z)-
1,2,3,4-), 2 PCBD isomers ((Z)-1,1,2,3,4- and 1,1,2,4,4-), and HCBD (Figure 3.1). Moreover, a previ-
ously developed quantum chemical model27 was applied to predict kO3-values for 9 CBDs, which were 
then compared to the experimental kO3-values. Finally, the treatment efficacy for the selected CBDs 
by ozonation, direct UV photolysis, and the AOPs O3/H2O2 and UV/H2O2 was evaluated in a natural 
groundwater matrix. For ozonation and O3/H2O2, the abatement of other common micropollutants and 
bromate formation was also evaluated. 
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Figure 3.1. The selected 9 tetra-, penta-, and hexa-chlorobutadienes (TCBD, PCBD, and HCBD, re-
spectively) for this study. 
3.2. Materials and methods 
3.2.1. Standards and reagents 
All chemicals used are summarized in Text S3.1 in the Supporting Information.  
3.2.2. Analytical methods 
9 CBDs, p-chlorobenzoic acid (pCBA), atrazine, 5 micropollutants (benzotriazole, carbamazepine, 
diatrizoate, iopamidol, and tramadol), bromate, ozone, and H2O2 were quantified using appropriate 
analytical methods (Text S3.2). 
3.2.3. Determination of second-order rate constants for the reactions of CBDs with 
ozone (kO3) and hydroxyl radicals (k•OH)
kO3 for CBDs was determined by simultaneously measuring the abatement of CBDs and the ozone 
decay using Eq. S1 (Text S3.3). Determination of k•OH for CBDs was performed by competition kinet-
ics (Eqs. S3.2-S3.4) using pCBA as a competitor. ?OH were produced by photolysis of H2O2. More 
details about analytical instruments and experimental procedures are provided in Text S3.3.
3.2.4. Determination of photon fluence-based first-order rate constants (k'), molar ab-
sorption coefficients (?), and quantum yields (?) for phototransformation of CBDs at 
UV 254 nm 
k' (m2 einstein-1) for 9 CBDs for UV irradiation at 254 nm were determined according to Eq. 3.1. 
k??= kCBD,254nmEp0 = 
2.303?ATZ,254nm?ATZ,254nmkCBD,254nm
kATZ,254nm
  (3.1) 
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kCBD,254nm and kATZ,254nm (s-1) are a time-based pseudo first-order rate constant (s-1) for the phototrans-
formation of a CBD and atrazine at 254 nm, respectively, Ep0 is a photon fluence rate (einstein m-2 s-1) 
derived based on actinometry using atrazine (ATZ),26 and ?ATZ,254nm and ?ATZ,254nm are 386 m2 mol-1 
and 0.046 mol einstein-1 for atrazine at 254nm, respectively.26 Direct UV photolysis to obtain 
kCBD,254nm was measured using the same photoreactor used for the k•OH determination (Text S3.3), but 
employing a low pressure (LP) mercury lamp (model TNN 15/32, Heraus Noblelight, Hanau, Germa-
ny) emitting monochromatic UV light at 254 nm and a quartz cooling jacket. Sample solutions con-
taining individual CBDs (1.0?3.5 ?M, pH 7, 5mM phosphate buffer) prepared in quartz tubes were 
subject to UV irradiation. 5?M of an atrazine solution at pH 7 (5mM phosphate buffer) separately 
prepared was irradiated simultaneously to obtain the corresponding kATZ,254nm. ?CBD,254nm for the 9 
CBDs were determined based on the Beer-Lambert law by monitoring the absorbance at 254 nm us-
ing a quartz cuvette (l = 10 cm) for various concentrations of CBDs (0.3 - 6 ?M). ?CBD, 254nm was cal-
culated according to Eq. 3.2.25
?CBD, 254nm=k'/(2.303?CBD, 254nm) (3.2) 
3.2.5. Ozonation, direct UV photolysis (254nm), and advanced oxidation of the selected 
CBDs and micropollutants in a natural groundwater 
A natural groundwater was sampled from the Hardwald site (Latitude 47°32? N and Longitude 7°37? E) 
in Switzerland (pH = 7.95 – 8.05, DOC = 0.5 mgC/L, alkalinity as HCO3- = 2.84 mM, and bromide = 
48 ?g/L). For ozonation, the groundwater was spiked with a mixture of the selected CBDs ((E)-
1,1,2,4-, (E)-1,1,3,4-, (Z)-1,1,3,4-, 1,1,4,4-, and (Z,Z)-1,2,3,4-TCBDs, (Z)-1,1,2,3,4-PCBD, and 
HCBD, 5 - 9 ?g/L) and 5 micropollutants (2 ?g/L each). Varying ozone doses (0.25, 0.5, 1, 2, and 4 
mg/L) were investigated in the absence and presence of H2O2 with ratios O3:H2O2 (w/w) of 0.5, 1, and 
2. UV photolysis for the selected CBDs was carried out in the absence and presence of H2O2 (0, 2.5, 
and 5.0 mg/L) up to a UV dose of 8600 J/m2. Light screening by groundwater matrix components, 
estimated as a light attenuation factor as described elsewhere,28 was negligible (<2%). Therefore, no 
light screening correction for the UV dose was applied.  
3.2.6. Quantum chemical computations for the prediction of kO3 of CBDs 
Quantum chemical computations were conducted using Gaussian 09 (Revision C.01).29 Ab initio Har-
tree-Fock (HF) and the Density Functional Theory (DFT)-B3LYP method with the 6-311++G** basis 
set were used. The integral equation formalism polarizable continuum model (IEF-PCM)30 was used 
for all the computations to account for the solvent effect applying a dielectric constant of 78.3 for 
water. Natural bond orbital (NBO) analyses were conducted using the NBO 3.1 program31 to obtain a 
NBO energy (ENBO, C-C(?)) corresponding to the ? orbital of a C-C double bond of the CBDs. More 
details about the model development and the application procedure are given elsewhere.27 
3.2.7. Kinetic modeling 
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Kinetic simulations using Kintecus 5.0032 were performed to derive the respective k' for photoisomer-
ization and other phototransformation processes of (Z)-1,1,3,4- and (E)-1,1,3,4-TCBDs in a mixture 
(Text S3.5) and to derive a simulated abatement of CBDs based on derived k'-values (Table 3.2). 
 
3.3. Results and discussion 
3.3.1. Kinetics of the reactions of CBDs with ozone (kO3, exp)
The experimentally determined kO3 (kO3,exp) are shown in Table 3.1. Overall, kO3,exp-values for the 9 
CBDs ranged over more than 4 orders of magnitude; TCBDs (1.6×102?7.8×103 M-1s-1), PCBDs (1?10 
M-1s-1), and HCBD (< 0.1 M-1s-1). Note that (E)-1,1,3,4-TCBD and (Z)-1,1,3,4-TCBD was ozonated 
as a mixture as received from the supplier. Nonetheless, the obtained kO3,exp-values are considered to 
be valid because the ozone concentration is in excess (>15 fold) to 1,1,3,4-TCBDs ensuring that each 
isomer degrades independently of the other isomer. kO3,exp for HCBD could not be determined because 
no appreciable degradation was observed under the experimental conditions. Thus, kO3,exp for HCBD 
was estimated to be < 0.1 M-1s-1 which is the reported  kO3,exp range for PCE.33 
Overall, with increasing chlorine substituents on CBDs from four to six, the kO3,exp-values decrease. 
This suggests the electron-withdrawing effect of chlorine substituents on kO3,exp for CBDs is additive, 
which is in agreement with previous observations for chlorinated ethenes.34 The range of kO3,exp for 
TCBD, PCBD, and HCBD is similar to the range of kO3,exp for dichloroethenes (DCEs) 
(1.1×102?7.9×103 M-1s-1),34 TCE (14 M-1s-1),34 and PCE (<0.1 M-1s-1),33 respectively. 
Table 3.1. Experimental kO3 (kO3,exp) and predicted kO3 (kO3,pred) or experimental k?OH for the reactions 
of CBDs with ozone or hydroxyl radicals. 
Compound kO3,expa (Nb) kO3,pred
c k•OHa(Nb), ×109 M-1s-1 
HF/6-311++G** B3LYP/6-311++G** 
1,1,2,3-TCBD (3.0±0.6)×102 (4) 1.4×103 1.6×103 3.4±0.5 (4) 
(E)-1,1,2,4-TCBD (7.8±1.0)×103 (4) 2.2×103 2.5×103 6.0±1.6 (6) 
(E)-1,1,3,4-TCBD (1.1±0.2)×103 (3) 3.4×102 5.0×102 5.3±1.8 (3) 
(Z)-1,1,3,4-TCBD (4.0±2.4)×102 (3) 3.6×102 5.7×102 5.7±3.2 (3) 
1,1,4,4-TCBD (2.7±0.4)×102 (3) 6.9×102 1.0×103 5.4±0.8 (5) 
(Z,Z)-1,2,3,4-TCBD (1.6±0.3)×102 (3) 4.2×102 6.0×102 7.1±1.5 (6) 
(Z)-1,1,2,3,4-PCBD 0.8±0.3 (4) 1.5×102 2.4×102 2.1±0.8 (3) 
1,1,2,4,4-PCBD 10.0±2.3 (5) 1.5×102 1.8×102 3.9±0.9 (5) 
HCBD < 0.1 25 47 0.9±0.7 (3) 
aExperimental k-values (M-1s-1) for ozone and hydroxyl radicals given as a mean value (±95% confidence interval deter-
mined by the Student’s t test), bnumber of replicates, cpredicted kO3-value (M-1s-1) derived from Eq. S3.6 in SI. The experi-
mental data used to determine kO3 and k•OH are presented in Figures S3.2 and S3.3. 
 
Differences in kO3,exp-values were noticeable between isomers with the same number of chlorine sub-
stituents: ~10-fold or ~50-fold for the two PCBD isomers or the six TCBDs isomers, respectively. 
This indicates that differing positions of the chlorine substituents influence electronic interactions of 
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CBDs with ozone. Although this variation is not well understood, the cis effect may explain the spe-
cific observation that kO3,exp for cis- or (Z)-1,1,3,4-TCBD was lower than kO3,exp for trans- or (E)-
1,1,3,4-TCBD by a factor of ~2.4. The cis effect is a phenomenon that the cis-isomer is more stable 
compared to the trans-isomer for 1,2-difluoroethene and 1,2-DCE35–37 and was also observed in kO3 
for 1,2-DCE: kO3 for (Z)-1,2-DCE (5.4×102 M-1s-1) is ten times lower than kO3 for (E)-1,2-DCE 
(6.5×103 M-1s-1).34 
3.3.2. Prediction of rate constants for the reactions of CBDs with ozone (kO3,pred)
kO3-values for CBDs were predicted by taking into account (non)-planar CBD conformers using the 
previously developed quantum chemical model for olefins (Table 3.1).27 Detailed procedures and 
discussion for deriving a predicted kO3 are presented in Text S3.4. A kO3 prediction procedure is brief-
ly demonstrated for (E)-1,1,2,4-TCBD in Figure 3.2 where two conformers corresponding to minima 
in the potential energy curve (PEC) were found: The first conformer has a dihedral angle (i.e., the 
angle between the planes comprising the atoms C1-C2-C3 and C2-C3-C4, respectively) of 0° and the 
other 116° (Text S3.4 for more details). The planar s-trans global minimum conformer (?=0°) of (E)-
1,1,2,4-TCBD reads -11.50 eV and -12.77 eV of ENBO, C-C(?) (open circles) for the two C=C bonds, 
respectively. Based on a linear regression equation (log kO3 = 1.32×ENBO, C-C(?) +18.54 for the HF/6-
311++G** method),27 kO3, global(C1=C2) = 48 M-1s-1 and kO3, global(C3=C4) = 2265 M-1s-1 were obtained, re-
spectively, resulting in 2314 M-1s-1 for a species-specific second-order rate constant (kO3, global) for the 
global conformer based on Eq. S3.5. As expected, the C=C bond with a higher chlorine substitution 
had a lower kO3. In the same manner, kO3, local of 1378 M-1s-1 was obtained for the gauche local mini-
mum conformer (?=116°). Applying Eq. S3.6 with kO3-values for global and local conformers and 
their relative populations (pi in Table S3.3), kO3,pred for (E)-1,1,2,4-CBD was predicted to be 2.3×103 
M-1s-1 with a prediction error of a factor of ~ 3 from kO3, exp = 7.8×103 M-1s-1. 
Similarly, kO3,pred-values were obtained for all 9 CBDs for both the HF and the B3LYP methods (Ta-
ble 3.1). The kO3 prediction was satisfactory for the 6 TCBDs: 5 out of 6 TCBDs were predicted with-
in a factor of 4 for both methods (Figure S3.6). In contrast, an overestimation occurred for the two 
PCBDs and HCBD by more than an order of magnitude. This may be caused by steric hindrances by 
chlorine substituents for the orbital interaction between ozone and PCBD/HCBD, which are not taken 
into account in ENBO, C-C(?) calculations. Alternatively, the C=C bond is so electron-poor that the for-
mation of a cyclic ozonide24,34 is no longer dominant. Therefore, the reactivity of PCBDs and HCBD 
with ozone cannot be interpreted by only ENBO, C-C(?). 
For CBDs with multiple conformers (Table S3.3), kO3,pred-values in Table 3.1 derived by considering 
both global and local minimum conformers (i.e., kO3,global, kO3,local, and their relative populations) based 
on Eq. 3.6 are almost the same as kO3,global in Table S3.4. This suggests that the contribution of a local 
minimum conformer (i.e., kO3,local) to kO3,pred is insignificant, which is understood by the predominant 
population of a global minimum (Table S3.3). Moreover, the difference between kO3,global and kO3,local is 
less than a factor of 2 except for 1,1,4,4-TCBD (~3 and ~4 folds for HF and B3LYP method, respec-
tively). Therefore, it seems that kO3,global can be used as a good approximation. However, it should be 
noted that this does not justify the general representability of kO3,global for other compounds. 
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Figure 3.2. Profiles of the difference of a total electronic energy (blue solid line) (?E) of the (E)-
1,1,2,4-TCBD conformers and the lowest energy of the (E)-1,1,2,4-TCBD conformer and the corre-
sponding natural bond orbital energy (ENBO, C-C(?)) (red dash-dot line and red dashed line for the C1-C2 
and C3-C4 double bonds, respectively) of the ? orbital of a C-C double bond of TCBD conformers as a 
function of the dihedral angle of the C2-C3 bond. All the energies were obtained at the HF/6-
311++G** level. 
 
3.3.3. Kinetics for the reaction of CBDs with hydroxyl radical (k?OH)
Experimenatlly determined k?OH-values for 9 CBDs are presented in Table 3.1. The determined k?OH-
values are higher than 5×109 M-1s-1 for all TCBDs except 1,1,2,3-TCBD (3.4×109 M-1s-1). A lower 
reactivity with ?OH was observed for the 2 PCBDs (2.1×109 M-1s-1 and 3.9×109 M-1s-1), followed by 
the lowest reactivity for HCBD (0.9×109 M-1s-1). Overall, a higher chlorine substitution of CBD leads 
to a lower reactivity with ?OH. Decreased k?OH with increasing chlorine substitution was also observed 
for chlorinated ethenes: 3.8×109 M-1s-1, 2.8×109 M-1s-1, and 2.0×109 M-1s-1 for cis-1,2-DCE, TCE, and 
PCE, respectively.38  
3.3.4. Determination of fluence-based first-order rate constants (k'), molar absorption 
coefficients (?), and quantum yields (?)
Fluence-based first-order rate constants (k') and photoisomerization processes. The determined k'-
values based on Eq. 1 ranged from 210?30 m2 einstein-1 for 1,1,4,4-TCBD to 2730±440 m2 einstein-1 
for (Z,Z)-1,2,3,4-TCBD, respectively. Two k'-values were reported for (E)-1,1,3,4- and (Z)-1,1,3,4-
TCBDs for separate photoisomerization and other phototransformation processes (see below). 
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A noticeable formation of photo-products was detected by GC/MS analyses for (E)-1,1,2,4-, (Z)- and 
(E)-1,1,3,4- as a mixture, (Z,Z)-1,2,3,4-TCBD and (Z)-1,1,2,3,4-PCBD (Figures 3.3 and S3.7). Be-
cause of their identical mass fragmentation patterns to those of the parent compounds (Figure S3.7), 
these products are considered to be the isomers of the parent CBDs, and are termed as photoisomers 
hereafter. No other confirmative examinations of their molecular structure than the mass fragmenta-
tion were used. 
Only relative responses of the photoisomers are presented in Figure 3.3 for (E)-1,1,2,4- and (Z,Z)-
1,2,3,4-TCBD and (Z)-1,1,2,3,4-PCBD because there were no commercially available standards. The 
relative response was calculated as the peak area of the parent CBD or its photoisomers divided by the 
initial peak area of the parent CBD (all peak areas corrected by normalization to the internal standard).  
Photoisomerization of less than 40% relative to the parent CBD based on the relative response were 
observed for (E)-1,1,2,4-TCBD (Figure 3.3a) and (Z)-1,1,2,3,4-PCBD (Figure 3.3d), whereas a signif-
icant conversion of up to 85% was observed for (Z,Z)-1,2,3,4-TCBD (Figure 3.3b). For UV irradia-
tion (254 nm) of the mixture of (E)- and (Z)-1,1,3,4-TCBD (Figure 3.3c), the (E)-1,1,3,4-TCBD con-
centration increased by ~10% compared to its initial concentration up to a UV photon fluence of 1 
meinstein m-2, while a significant degradation (>50%) of (Z)-1,1,3,4-TCBD occurred for the same UV 
dose. This indicates that a photoisomerization of the (Z)-1,1,3,4- to the (E)-1,1,3,4-TCBD occurs. 
 
 
Figure 3.3. Evolution of (a) (E)-1,1,2,4-TCBD, (b) (Z,Z)-1,2,3,4-TCBD, (c) (E)-1,1,3,4- and (Z)-
1,1,3,4-TCBD, and (d) (Z)-1,1,2,3,4-PCBD and their photoisomers as a function of the photon fluence 
(meinstein m-2). aA relative response is the peak area of the parent CBDs or its photoisomers dividied 
by the initial peak area of the parent CBD. All peak areas are normalized by the internal standard. 
 
As rotation about a double bond is allowed in excited electronic states of organic compounds, all the 
CBDs with a Z or E configuration can undergo photoisomerization. Depending on the substitution 
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pattern of the chlorine atoms, for TCBDs Z and E configuration pairs or (Z,Z), (E,Z) and (E,E) con-
figuration triads are possible. In the case of (Z,Z)-1,2,3,4-TCBD, photoisomerization is proposed to 
occur following Scheme 3.1, which accounts for the formation of the two observed photoisomers (see 
Figure 3.3b). Thereby, the peaks with a higher relative response (photoisomer-1 in Figures 3.3b and 
S3.7) and a lower relative response (photoisomer-2) were assigned to be the (Z,E)-photoisomer and 
the (E,E)-photoisomer, respectively, assuming a stepwise conversions (Scheme 3.1). 
 
 
Scheme 3.1 Proposed photoisomerization of (Z,Z)-1,2,3,4-TCBD to (Z,E)-1,2,3,4-TCBD and (E,E)-
1,2,3,4-TCBD. 
 
For (E)-1,1,2,4-TCBD two photoisomers were detected (Figure 3.3a and S3.7), although only one 
photoisomer is predicted for an E-Z photoisomerization reaction. The additional photoisomer could be 
the result of a photocyclization reaction. Indeed, the formation of cyclobutene and cyclopropene iso-
mers has been shown to occur upon direct UV irradiation of 1,3-dienes.39,40 Only one photoisomer 
was observed for (Z)-1,1,2,3,4-PCBD, which was assigned to its E configuration.  
kCBD,254nm in Eq. 3.1 determined for photo-isomerizable CBDs takes into account both photoisomeriza-
tion and other phototransformations. This propagates into ?254nm and k' reported in Table 3.2 as those 
are determined based on kCBD,254nm. Only for two 1,1,3,4-TCBD isomers, both photochemical process-
es could be differentiated by kinetic simulations because standards were available (see Text S3.5 and 
Figure S3.8 for more details), yielding the individual ?254nm- and k'-values in Table 3.2. 
 
Table 3.2. ?254nm, ?254nm, and k' determined for the 9 selected CBDsa 
Compound ?254nma, m2 mol-1 ?254nmb, mol einstein-1 k' a, m2 einstein-1 
1,1,2,3-TCBD 620±80 0.22±0.04 310±40 
(E)-1,1,2,4-TCBD 2490±140 0.14±0.04 820±370 
(E)-1,1,3,4-TCBD  1580±140c 0.05±0.03
d, 0.07±0.04e 200±110d, 270±150e 
(Z)-1,1,3,4-TCBD 0.13±0.11d, 0.27±0.06e 1000±180d, 460±400e 
1,1,4,4-TCBD 3210±100 0.03±0.004 210±30 
(Z,Z)-1,2,3,4-TCBD 1620±140 0.73±0.13 2730±440 
(Z)-1,1,2,3,4-PCBD 1110±470 0.32±0.26 810±560 
1,1,2,4,4-PCBD 540±60 0.37±0.09 460±110 
HCBD 230±60 0.95±0.28 510±110 
a95% confidence intervals determined by the student’s t test are given for all the reported values. buncertainties estimated 
based on the error propagation through the multiplication of uncertainties in k? and ?254nm for the respective CBDs. caverage 
?254nm for the isomer mixture of (E)-1,1,3,4-TCBD (43%) and (Z)-1,1,3,4-TCBD (57%), dfor photoisomerization, efor other 
phototransformations. The number of replicates for determination of k' for CBDs is 3 except for (E)-1,1,2,4- and (Z,Z)-
1,2,3,4-TCBD for which the number is 4. 
Chapter 3 
129 
 
Molar absorption coefficients (?). The determined ?254nm for the 9 selected CBDs are summarized in 
Table 3.2. The ?254nm-values for 1,1,2,3-, and (Z)-1,1,3,4-TCBD, 1,1,2,4,4-PCBD, and HCBD are in 
the order of 102 m2 mol-1, whereas they are in the order of 103 m2 mol-1 for (E)-1,1,2,4-, (E)-1,1,3,4-, 
1,1,4,4-, and (Z,Z)-1,2,3,4-TCBD and (Z)-1,1,2,3,4-PCBD (Table 3.2 and Figure S3.5). Note that 
since there were no separate standards available for the individual isomers, an average ?254nm was de-
termined for the isomer mixture of (E)-1,1,3,4- and (Z)-1,1,3,4-TCBDs. 
Quantum yields (?). The determined ?254nm values based on Eq. 3.2 are presented in Table 3.2. They 
vary between 0.03 and 0.95, where the highest and the lowest ?254nm were determined for HCBD and 
1,1,4,4-TCBD, respectively. Note that ?254nm for (E)-1,1,3,4- and (Z)-1,1,3,4-TCBD were determined 
using an average ?254nm of their isomer mixture. 
3.3.5. Abatement of CBDs and micropollutants and bromate formation in a natural 
groundwater during ozonation, direct UV photolysis, and the AOPs O3/H2O2 and 
UV/H2O2
Ozonation and O3/H2O2. Figure 3.4 shows the abatement of 7 selected CBDs and 3 micropollutants as 
well as the bromate formation during ozonation and the AOP O3/H2O2 in Hardwald groundwater. For 
0.5 mg O3/L, a >95% abatement (based on the calibration range) was observed for all TCBDs, where-
as 47% and 16% abatement was obtained for (Z)-1,1,2,3,4-PCBD and HCBD, respectively. Note that 
the data for 0.25 mgO3/L without H2O2 cannot be presented due to an analytical failure. A gradual 
increase in degradation was observed for (Z)-1,1,2,3,4-PCBD by increasing the ozone dose to 4.0 
mgO3/L achieving >95% abatement, while an abatement of up to 40% was observed for HCBD.  
Among the 5 micropollutants investigated, carbamazepine and tramadol are not presented in Figure 
3.4 because a complete abatement was always observed due to high kO3-values of 3×105 M-1s-1  41 for 
carbamazepine and 3.8×104 M-1s-1  42 for tramadol at pH 8.0, respectively. Benzotriazole shows overall 
similar degradation efficiencies as TCBDs, which can be explained by the similar kO3-values 
(~1.0×103 M-1s-1 at pH 8.0 for benzotriazole24). The degradation of iopamidol is comparable to (Z)-
1,1,2,3,4-PCBD, which is consistent with rather similar kO3 and k•OH (kO3 = <0.8 M-1s-1 43 and k•OH = 
3.34×109 M-1s-1  44 for iopamidol and kO3 = 1.0 M-1s-1 and k•OH = 2.2×109 M-1s-1 for (Z)-1,1,2,3,4-PCBD, 
this study). A higher abatement efficiency was observed for diatrizoate compared to HCBD. While 
two k•OH-values are reported for diatrizoate, namely, 0.5×109 M-1s-1 45 and 0.9×109 M-1s-1 44, 0.9×109 
M-1s-1 was determined for HCBD in this study (Table 3.1). 
 
Chapter 3 
130 
 
 
Figure 3.4. Abatement of CBDs and micropollutants and bromate formation during ozonation of 
Hardwald groundwater in the absence/presence of H2O2. The data for CBDs at 0.25 mgO3/L without 
H2O2 are not presented due to an analytical failure. pH = 7.95 – 8.05, temperature = 25°C, and bro-
mide concentration = 48 ?g/L. 
 
Overall H2O2 addition led to a lower abatement efficiencies of the investigated compounds (Figure 
3.4). For ozone-reactive TCBDs and benzotriazole, it may be due to a decreased ozone exposure by a 
fast transformation of ozone to .OH by hydrogen peroxide (mainly by HO2-).24 For ozone-resistant 
PCBD, HCBD, and iopamidol and diatrizoate at the highest H2O2 dose (i.e., H2O2/O3 = 2.0 (w/w)) 
compared to the lower doses, it may be due to an increased .OH scavenging rate by added hydrogen 
peroxide (both H2O2 and HO2-) (e.g., about 8% increase of .OH scanveging rate (s-1) was estimated for 
H2O2/O3 = 0.2 (w/w) and O3 = 2.0 mg/L). 
Bromate formation dramatically increased with increasing ozone doses from 1.3 ?g/L for 0.25 
mgO3/L to 56 – 66 ?g/L for the higher ozone doses (1.0 - 4.0 mgO3/L) (Figure 3.4), which corre-
sponds to 31-37 % molar conversion from bromide. Upon H2O2 addition, the bromate formation was 
significantly reduced to below 10 ?g/L, the drinking water standard in Switzerland,46 EU,47 and 
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USA.48, up to 1.0 mgO3/L. The bromate concentrations remained above 10 ?g/L for the higher ozone 
doses except for 2.0 mgO3/L with H2O2/O3=2.0 (w/w). The reduced bromate formation is attributable 
to the decreased ozone exposure caused by H2O2 addition, as explained above for TCBDs and ben-
zotriazole. 
Direct UV photolysis and UV/H2O2. Direct UV photolysis for the 7 selected CBDs was compared 
with a simulated degradation based on the k'-values in Table 3.2 (Figure 3.5). Overall, the model 
could predict the % abatement up to 50 % relatively well for all CBDs (lines in Figure 3.5). For fur-
ther degradation, relatively good predictions were observed for (E)-1,1,3,4- and 1,1,4,4-TCBD and 
HCBD. In contrast, poor predictions were obtained for (E)-1,1,2,4-, (Z)-1,1,3,4, and (Z,Z)-1,2,3,4-
TCBD and (Z)-1,1,2,3,4-PCBD, which is due to an appearance of a plateau without further degrada-
tion. Interestingly, the CBDs with a poor prediction coincided with photo-isomerizable compounds 
except for (E)-1,1,3,4-TCBD. The concentration even slightly increased for (Z,Z)-1,2,3,4-TCBD. 
Concurrently with the appearance of a plateau, the enhanced formation of photoisomers was observed 
in a groundwater compared to a buffered purified water. For example, the maximum relative response 
of the photoisomer-1 of (Z,Z)-1,2,3,4-TCBD was ~0.9 and ~1.6 in a buffered purified water (Figure 
3.3a) and a groundwater (Figure 3.5), respectively. The interplay between CBDs and dissolved organ-
ic matter (DOM) present in a groundwater may be attributable to this phenomenon. Adsorption of 
CBDs to DOM could influence photoisomerization, inducing potentially a higher rotational barrier in 
the excited states. Moreover, the energy transfer between the species in the excited triplet states may 
play a role, especially when CBDs are adsorbed to DOMs. Further investigations to verify these hy-
potheses are necessary. 
Although some enhancements (~10%) and inhibitions (~15%) were seemingly observed for (E)-
1,1,3,4- and 1,1,4,4-TCBDs and (Z)-1,1,2,3,4-PCBD and HCBD (Figure 3.5), respectively, overall no 
significant effect on the degradation of the investigated CBDs seemed to manifest upon H2O2 addition. 
This may be mainly due to the efficient UV phototransformation of CBDs. For non-
photoisomerizable CBDs such as 1,1,4,4-TCBD and HCBD, the matrix effect of the groundwater 
seems to play a minor role because their degradation could be relatively well predicted using parame-
ters determined in purified water. 
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Figure 3.5. Abatement of CBDs during UV irradiation in absence/presence of H2O2 in Hardwald 
groundwater. A relative response is the ratio of the normalized peak area of the photoisomers by the 
internal standard to the normalized initial peak area of the parent CBD normalized by the internal 
standard. UV dose (J/m2) was calculated by the equation: UV dose=Ep0×irradiation time (seconds)×U, 
where U = 4.72×105 J einstein-1 at 254nm. pH = 7.95 – 8.05 and temperature = 25°C. Note the data 
for UV dose of about 360 J/m2 for H2O2 = 5.0 mg/L are not presented due to an analytical failure. 
 
3.3.6. Practical implications  
During ozonation 50-100% of the TCBDs were abated at ozone doses of 0.25-1.0 mgO3/L. The 
abatement efficiencies were smaller for PCBD and HCBD. Overall abatement efficiencies were con-
sistent between CBDs and other selected micropollutants when evaluated based on the corresponding 
experimental kO3 and k•OH. kO3 predictions for TCBDs by quantum chemical models is an alternative to 
an empirical kO3 determination. H2O2 addition is advantageous for minimizing the bromate formation 
during ozonation, however, it may lead to a decreased abatement of CBDs or micropollutants. There-
fore, the ozone and H2O2 doses have to be carefully optimized to maximize pollutant abatement and 
to minimize bromate formation. For a typical UV dose for disinfection (400 J/m2), various degrees of 
phototransformation could be achieved for the investigated CBDs from 10 % for 1,1,4,4-TCBD to 90% 
for (Z,Z)-1,2,3,4-TCBD. However, the photoisomer formation from photoisomerizable CBDs and 
their biological effects must be taken into account for assessing the benefits of this treatment process. 
The beneficial effect of H2O2 addtion on the UV-induced abatement of CBDs in the tested groundwa-
ter was observed to be minor (<10%).  
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Text S3.1. Standards and reagents 
6 Tetrachlorobutadiene (TCBD) isomers (1,1,2,3-, (E)-1,1,2,4-, (Z)-1,1,3,4-, (E)-1,1,3,4-, 1,1,4,4-, and 
1,2,3,4-) and 2 pentachlorobutadiene (PCBD) isomers ((Z)-1,1,2,3,4- and 1,1,2,4,4-) (?96%) were 
obtained from Neochema GmbH & Co. KG (Bodenheim, Germany), HCBD (98%), 4-chlorobenzoic 
acid (pCBA) (99%), tert-butanol (t-BuOH) (?99.7%), hydrogen peroxide (?35%), atrazine (98.8%), 
benzotraizole (99%), tramadol (?99%), carbamazepine (99%) and sodium sulfite (?98%) from Sigma 
Aldrich, and EPA 524 Internal Standard Mix containing fluorobenzene and 1,2-dichlorobenzene-d4 
from Supelco, respectively. Diatrizoic acid (92%) and iopamidol (99.6%) were purchased from Dr. 
Ehrenstorfer (Augsburg, Germany) and U.S. Pharmacopeia (MD, USA), respectively. Note that (E)- 
and (Z)-1,1,3,4-TCBD isomers were provided as a mixture, and their compositions were determined 
to be 43% and 57%, respectively, by 1H and 13C nuclear magnetic resonance (NMR) analysis (Table 
S3.1 and Figure S3.1). The fractions of (E)-1,1,3,4- and (Z)-1,1,3,4-TCBD were estimated by compar-
ing the areas of two proton signals (22.85 and 29.91 for the proton attached to the C2 of (E)-1,1,3,4-
TCBD and for the proton attached to the C4 of (Z)-1,1,3,4-TCBD, respectively). The Z configuration 
of 1,1,2,3,4-PCBD was confirmed by a 1H NMR analysis (Table S3.2). All aforementioned chemicals 
were used without further purification. Solutions were prepared in purified water produced by the 
Milli-Q (Millipore) nanopure system for all experiments except for the experiments conducted in a 
natural groundwater. 
 
Text S3.2. Analytical methods
The 9 CBDs were quantified by a purge and trap/gas chromatography/mass spectrometry (PT/GC/MS) 
system. The GC (Thermo Scientific Trace GC Ultra) equipped with Rts-VMS® capillary column 
(60m length, 0.32 mm i.d., 1.8?m film thickness; Restek) was connected to a MS (Thermo Scientific 
DSQ II). The CBDs were extracted from aqueous samples by the PT (Tekmar Dohrmann 3100 Sam-
ple Concentrator), which are then introduced with a splitless injection into the GC-MS system using 
helium (99.999%) as a carrier gas. Both a total ion current (TIC) chromatogram and a selected ion 
monitoring (SIM) chromatogram were employed depending on the purpose of the measurements. 
Note that the highest oven temperature and the MS source temperature were set to 220°C and 250°C, 
respectively, and no thermal isomerization was observed when CBDs were individually analyzed. 
pCBA (competition kinetics) and atrazine (UV dosimetry) were quantified using a high-performance 
liquid chromatography (HPLC) (Dionex Ultimate 3000) at 240 nm with an eluent of methanol and 20 
mM phosphate buffer (pH 2) (60:40, v:v) and at 240 nm with an eluent of water and acetonitrile 
(50:50, v:v), respectively. A UV spectrophotometer (Cary 100, Varian) was used for various purposes: 
the determination of the ozone stock solution (molar extinction coefficient (?) = 3200 M-1 cm-1 at 258 
nm)1, the residual ozone concentration using the indigo method (? = 20000 M-1 cm-1 at 600 nm)2, the 
quantification of H2O2 stock solution (? = 40 M-1 cm-1 at 240 nm)3, and the determination of ? for 9 
CBDs at 254 nm. The 5 micropollutants (benzotriazole, carbamazepine, diatrizoate, iopamidol, and 
tramadol) were quantified by a fully automated online solid phase extraction/liquid chromatog-
raphy/mass spectrometry (online SPE/LC/MS/MS). In a first step, 20 mL of sample was loaded with a 
solution of acidic nanopure water (0.1 % formic acid) on a 2-layer extraction cartridge made of 8 mg 
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OASIS HLB (15 ?m, Waters) and 14 mg Isolute ENV+ (70 ?m, Biotage, Uppsala, Sweden). Hence, 
the separation was performed at ambient temperature using an Atlantis T3 column (3.0 x 150 mm, 3 
?m particle size) with a HPLC gradient containing acidic nanopure water (0.1% formic acid) and 
methanol. The detection was operated with a Thermo TSQ-Vantage equipped with an electrospray 
ionization probe (ESI). The method detection limits (MDL) were 1 ng L-1 for carbamazepine, 2 ng L-1 
for tramadol and 5 ng L-1 for diatrizoate, iopamidol and benzotriazole. Bromate concentration was 
measured by capillary ion chromatography (Thermo Dionex ICS-4000) coupled with tandem mass 
spectrometry (Thermo TSQ-Vantage). The water samples were diluted 10 times prior to analysis and 
the MDL was 0.5 ?g L-1. 
 
Text S3.3. Determination of second-order rate constants for the reactions of CBDs with 
ozone (kO3) and hydroxyl radicals (k•OH)
kO3 for CBDs in aqueous solution were determined by simultaneously monitoring two terms in Eq. 
S3.1 during ozonation, i.e., the relative residual concentrations of CBDs at time, t, expressed as the 
natural logarithm and the corresponding ozone exposures, respectively. 
- ln ?CBD?t?CBD?o = kO3 ? [O3]dt   (S3.1) 
An ozone stock solution was prepared in purified water cooled in an ice bath by sparging ozone-
containing oxygen produced from an ozone generator using pure oxygen gas (>99.999%). The ozone 
concentration range in the stock solution was between 1 and 1.3 mM. For the determination of kO3, an 
appropriate aliquot of the ozone stock solution, which renders always an excess of ozone to CBD, was 
transferred into the solution containing the individual CBDs (1.0 - 3.5 ?M) at pH 2 in the presence of 
5 mM t-BuOH as a scavenger for hydroxyl radicals. Samples from the ozonated CBD solution with-
drawn at appropriate time intervals were quenched with sulfite. Thereafter, the CBDs were quantified 
with GC/MS and residual ozone was measured by the indigo method2, respectively. The kO3-values 
were determined separately for individual CBDs. The experimental data used to determine kO3 in Ta-
ble 3.1 are presented in Figure S3.2. 
k•OH for CBDs were determined by UV-photolysis of H2O2 by competition kinetics with para-
chlorobenzoic acid (pCBA) (k•OH,pCBA = 5×109 M-1s-1)4. A medium pressure (MP) mercury UV lamp 
housed in a Pyrex® cooling jacket with tap water as cooling water was used. The filtered MP-UV 
lamp, the main emission line responsible for H2O2 photolysis being centered at 313 nm, was placed in 
the center of a DEMA 125 merry-go-round photoreactor (MGRR) (Hans Mangels, Bornheim-
Roisdorf, Germany) filled with purified water and constantly kept at 25°C. Details about the photore-
actor are found elsewhere.5,6 The Pyrex® glass cooling jacket, which ensured that UV light with wave-
length <290 nm was cut off, was chosen to minimize direct photolysis of the CBDs (Figure S3.4) 
while sustaining an acceptable rate of ?OH production. A composite solution (pH 7, 5 mM phosphate 
buffer) of 20 mL containing CBD (1.0-3.5 ?M), pCBA (0.2-2.0 ?M) as a competitor, and H2O2 (10 
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mM) as ?OH source in a quartz tube (ID: 15 mm and OD: 18 mm) was exposed to UV at 313 nm in 
the MGRR. Samples were collected at appropriate irradiation times for the quantification of the re-
spective compounds. Despite the use of 313 nm to achieve exclusive degradation of CBDs by ?OH, a 
loss of the target compound still occurred to some extent by direct photolysis at 313nm and volatiliza-
tion. Therefore, the photo-degradation of CBDs in the absence of H2O2 was also monitored to correct 
the loss. The net degradation of CBDs by ?OH after the correction was used to determine k•OH. The 
correction was in the range of 0~13%. Consequently, k•OH,CBD could be determined based on Eq. S3.4 
which is obtained by combining Eqs. S3.2 and S3.3. The slope of a linear regression line obtained by 
ln([CBD]t/[CBD]0)/ln([pCBA]t/[pCBA]0) is multiplied by k•OH,pCBA (5×109 M-1 s-1)4 to give rise to the 
corresponding k•OH,CBD. 
 
- ln ?CBD?t?CBD?o = k•OH, CBD ? [
•OH]dt     (S3.2) 
- ln ?pCBA?t?pCBA?o = k•OH, pCBA ? [
•OH]dt    (S3.3) 
k•OH, CBD= k•OH, pCBA ln ??CBD?t?CBD?o? / ln ?
?pCBA?t
?pCBA?o?  (S3.4) 
 
The ln term is a relative concentration of respective compounds at the time (t) with respect to its ini-
tial concentration (t=0), k•OH is a second-order rate constant for the reaction of ?OH for the respective 
compounds in units of M-1s-1, and ??•OH?dt is the exposure to ?OH until t in units of M·s. The exper-
imental data used to determine k•OH,CBD in Table 3.1 are presented in Figure S3.3.  
 
Text S3.4. Prediction of second-order rate constants for the reactions of CBDs with 
ozone (kO3) using a previously developed quantum chemical prediction model. 
The kO3 prediction for CBDs by a quantum chemical model was conducted and is of special interest 
for the following two reasons:  
(i) Model applicability to non-planar dienes: (near)-Planar dienes such as sorbic acid and microcystin-
LR were successfully included in a previously developed quantum chemical model.7 Unlike those, 
CBDs manifest the high degree of a non-planarity driven by the steric repulsion between chlorine 
substituents (e.g., (E,E)-1,2,3,4-TCBD and HCBD were found to be in the gauche form with torsion 
angles of 75° and 83.6°, respectively.8) (Scheme S3.1). Therefore, the applicability of the model to 
non-planar dienes such as CBDs has to be tested. 
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(ii) Consideration of co-present CBD conformers: 1,3-butadiene, by virtue of facile rotation about a 
central C–C single bond, can exist in planar forms such as s-trans and s-cis and/or in a non-planar (i.e., 
gauche) form (Scheme S3.1). An unsubstituted 1,3-butadiene is known to predominantly exist in the 
s-trans form9–11 with the gauche form co-present12,13 in a fraction of approximately ~2%14 in the gas 
phase at room temperature. 
In contrast to an experimental kO3, which yields an overall value of aggregate reactions of all present 
conformers with ozone, the quantum chemical model allows to predict kO3 for a specific species under 
consideration. As conformers may have differing populations and reactivities with ozone, their role to 
a predicted kO3 is of interest when CBD conformers are present. Note that the previously developed 
prediction model was using only one local minimum conformer without considering multiple con-
formers. Thus, the prediction performance when considering multiple conformers is unknown. As 
such, there is an interest to explore the sensitivity of the model on the treatment of multiple CBD con-
formers. With these two facets in mind, a kO3 prediction for CBDs was performed. 
A relaxed potential energy curve (PEC) scan with a dihedral angle comprising the atoms C1-C2-C3-C4 
(?) (Scheme S3.1) as a variable from the s-trans to the s-cis configuration was performed for nine 
CBDs to locate stationary points on the PEC for HF and B3LYP with the 6-311++G** basis set. Note 
that the s-trans configuration is adopted to be 0° as a convention throughout this study. In Figure 3.2 
in the main manuscript, the profile of the relative total electronic energy of the (E)-1,1,2,4-TCBD 
rotamers is presented compared to the conformer with the lowest energy and the corresponding ENBO, 
C-C(?) of the two C=C bonds of (E)-1,1,2,4-TCBD computed at the HF/6-311++G**. Two minima 
were identified in the vicinity of 0° and 120° with the former being the lowest energy minimum, i.e., 
the global minimum. As the geometries obtained from the relaxed scan are approximate, two s-trans 
and gauche conformers were further optimized and confirmed to be the minimum structure by fre-
quency analysis at the same level of theory. The dihedral angles of the two optimized minimum struc-
tures were 0° and 116°, respectively. With ?G=7.63 kJ mol-1 calculated between the two minima, the 
calculation of the Boltzmann distribution at room temperature (298K) yielded the population (p) of 
two s-trans and gauche conformers to be 92% and 8%, respectively. Note that a frequency analysis 
for the optimized geometry was conducted to derive ?G. The minimum structures for the 9 CBDs 
with their dihedral angles and populations obtained at HF/6-311++G** and B3LYP/6-311++G** 
level are summarized in Table S3.3. While the B3LYP method identified 6 CBDs with two minima 
among the 9 CBDs, the HF method could only identify 3 CBDs with two minima. For such CBDs, the 
population of the local minimum structures ranged from 1 – 43% over both methods. A geometry 
obtained by B3LYP is commonly known to be more accurate than HF,15 minimum structures obtained 
by B3LYP are considered more accurate. However, the HF method has not been excluded from fur-
ther investigations because it was previously shown that the HF method does not necessarily yield a 
worse prediction performance, which is supposedly due to the fortuitous cancellation of errors in a 
relative correlation.7  
For a CBD with two C-C double bonds, an overall species-specific kO3,i can be derived according to 
Eq. S3.5.   
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kO3,i = kO3, i(C1=C2) + kO3, i(C3=C4)  (S3.5) 
kO3, i(C1=C2) and kO3, i(C3=C4) are the site-specific second-order rate constant for the reaction of ozone with 
C1=C2 and C3=C4 of the i-th CBD conformer, respectively. kO3, i(C1=C2) and kO3, i(C3=C4) are derived from 
using the respective ENBO, C-C(?) of the two C=C bonds of the optimized CBDs for the linear regression 
equation from the previous study.7 The predicted kO3,i for the 9 CBDs are presented in Table S3.4. 
Taking the presence of multiple conformers into account for the kO3 assessment, an overall second 
order rate constant for the reaction of ozone with all minimum conformers, denoted as kO3,pred., is rep-
resented by Eq. S3.6. 
kO3,pred. = ?(pi×kO3,i) over all conformers i  (S3.6) 
pi is the relative population of a i-th conformer derived from a Boltzmann distribution (Table S3.3) 
and kO3,i is the species-specific second-order rate constant for the reaction of ozone with an i-th con-
former from Eq. S3.5, respectively. The predicted kO3,pred. for the 9 CBDs for both calculation methods 
are presented in Table 3.1. 
 
Text S3.5. Estimation of time-based first-order rate constants (s-1) for phototransfor-
mation and photoisomerization of (E)-1,1,3,4- and (Z)-1,1,3,4-TCBD during UV irradia-
tion at 254 nm by kinetic simulation 
A pseudo-first order rate constant for the phototransformation of a CBD, denoted as k, was obtained 
during direct UV photolysis, which was then used to determine ? and k' in the main manuscript. 
However, for CBDs that undergo a photoisomerization, the derived k-value can contain errors because 
of a reversibility of the photoisomerization (Eqs. S3.7 and S3.8).  
d[Z]
dt
=-kZ?P?Z?-kZ?E?Z?+kE?Z[E]  (S3.7) 
d[E]
dt
=-kE?P?E?-kE?Z?E?+kZ?E[Z]  (S3.8) 
 [Z] and [E] are the concentrations (mol L-1) of a CBD in the Z configuration or the E configuration, 
respectively. kZ?P, kZ?E, kE?P, and kE?Z are the first-order rate constants (s-1) for the corresponding 
processes of CBDs during UV irradiation at 254 nm. The subscripts before and after the arrow (?) 
indicate the initial configuration (E or Z) of the CBD before photoisomerization and the final configu-
ration of the CBD after the photoreaction, respectively. Unknown products are collectively denoted as 
P and the photoisomer is denoted as E or Z, respectively. Note that Eqs. S3.7 and S3.8 above are 
shown as examples for the CBDs which yield one photoisomer, such as (E)-1,1,3,4-TCBD, (Z)-
1,1,3,4-TCBD, and (Z)-1,1,2,3,4-PCBD.  
Based on the measured concentrations of two 1,1,3,4-TCBD isomers as a function of the UV irradia-
tion time, the differential equations above (Eqs. S3.7 and S3.8) could be numerically solved by a ki-
netics simulation software (Kintecus 5.0016, fitting/optimization algorithm: Nelder & Mead,17 compar-
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ison operator: standard least squares) to derive individual k-values (Figure S3.8). The average k-
values from triplicates with 95% confidence interval were 0.061±0.017, 0.078±0.035, 0.009±0.004, 
and 0.038±0.013 (s-1) for kZ?P, kZ?E, kE?P, and kE?Z, respectively. Based on the k-value 
(0.0032±0.00003, s-1) for atrazine determined from the atrazine actinometery, the corresponding k'-
values for photoisomerization and other phototransformations are calculated according to Eq. 3.1 and 
presented in Table 3.2 in the main manuscript.  
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Table S3.1. 1H and 13C chemical shifts (?) and coupling constants (J) of (E)-1,1,3,4-
Tetrachlorobutadiene (TCBD) and (Z)-1,1,3,4-TCBD measured by 1H NMR and 13C NMR for a mix-
ture of (E)-1,1,3,4-TCBD and (Z)-1,1,3,4-TCBD prepared in deuterated tetrahydrofuran (THF-d8) at a 
concentration of 20 mg/mL.  
C positiona 
 
This study 
 
Reference study18 
 
?? (13C), 
ppm 
 
? (1H), 
ppm 
J(1H, 1H), 
Hz 
? (13C), 
ppm 
J(13C, 1H), 
Hz 
 
? (13C), ppm J(
13C, 1H), 
Hz 
 
(E)-1,1,3,4-TCBD 
1 
 
  126.6 1.6, 0.5 
 
126.0  
 
0.6 
2 
 
6.78 1.40 123.3 170.1, 6.9b 
 
122.1 169.0, 6.9b 
 
1.2 
3 
 
  129.3 1.4, 1.1 
 
128.9  
 
0.4 
4 
 
6.69 1.40 121.0 204.0, 4.2c 
 
120.2 201.9, 4.4c 
 
0.8 
 
 
    
 
  
 
 
(Z)-1,1,3,4-TCBD 
1 
 
  126.2 1.3, 1.3 
 
125.7  
 
0.5 
2 
 
6.70 1.16 125.6 169.4, 3.4b 
 
124.7 168.7, 3.5b 
 
0.9 
3 
 
  128.9 13.8d 
 
128.2 13.9d 
 
0.7 
4 
 
6.99 1.16 124.1 200.0, 5.9c 
 
123.2 199.1, 5.7c 
 
0.9 
aThe position of a terminal carbon with two chlorine substituents is defined as 1, bJ(13C-2,1H-4), cJ(13C-4,1H-2), dJ(13C-4,1H-
4). 
 
 
Table S3.2. Confirmation of the Z configuration for 1,1,2,3,4-PCBD by 1H NMR and 13C NMR for a 
sample solution of (Z)-1,1,2,3,4-PCBD prepared in deuterated acetone at a concentration of 15 
mg/mL.  
C positiona 
 
This study 
 
Reference study18 
 
?? (13C), 
ppm 
?J(13C,1H), 
Hz 
 
? (13C), ppm J(
13C, 1H), 
Hz 
 
? (13C), ppm J(
13C, 1H), 
Hz 
 
1 
 
126.1 0.9 
 
125.5 - 
 
0.6 0.9 
2 
 
126.0 3.0 
 
125.6 2.9 
 
0.4 0.1 
3 
 
128.1 13.4 
 
127.9 13.2 
 
0.2 0.2 
4 
 
127.2 202.2 
 
126.2 200.7 
 
1.0 1.5 
aThe position of a terminal carbon with two chlorine substituents is defined as 1. 
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Table S3.3. Summary of minimum structures of CBDs 
Compound 
HF/6-311++G** B3LYP/6-311++G** 
?a ?Gb Pop.c ?a ?Gb Pop.c 
1,1,2,3-TCBD 103.3 0 1.00 105.9 0 1.00 
(E)-1,1,2,4-TCBD 0 0 0.92 0 0 0.96 
 116.0 7.6 0.08 126.1 12.3 0.04 
(E)-1,1,3,4-TCBD 105.6 0 1.00 38.5 0 0.58 
    114.7 0.8 0.42 
(Z)-1,1,3,4-TCBD 118.0 0 1.00 0 3.1 0.11 
    128.5 0 0.89 
1,1,4,4-TCBD 0 0 1.00 0 0 1.00 
 106.2 16.6 0.00 119.0 24.0 0.00 
(Z,Z)-1,2,3,4-TCBD 0 6.6 0.03 0 2.7 0.15 
 117.8 0 0.97 122.0 0 0.85 
(Z)-1,1,2,3,4-PCBD 101.7 0 1.00 104.5 0 1.00 
1,1,2,4,4-PCBDd 100 0 1.00 58.1 0 0.57 
    109.3 0.7 0.43 
HCBD 92.2 0 1.00 94.4 0 1.00 
aDihedral angle (°), bRelative Gibbs free energy (kJ/mol) of the conformers to the lowest energy conformer 
cPopulation of the conformers calculated by the Boltzmann distribution equation using ?G. 
 
 
Table S3.4. Predicted second-order rate constant for the reactions of ozone with a global minimum 
CBD (kO3,global) and a local minimum CBD (kO3,local) for various CBDs 
Compound kO3,global
a/kO3,localb 
HF/6-311++G** B3LYP/6-311++G** 
1,1,2,3-TCBD 1.4×103 1.6×103 
(E)-1,1,2,4-TCBD 2.3×103 / 1.4×103 2.5×103 / 1.6×103 
(E)-1,1,3,4-TCBD 3.4×102 4.5×102 / 5.4×102 
(Z)-1,1,3,4-TCBD 3.6×102 5.2×102 / 8.7×102 
1,1,4,4-TCBD 6.9×102 / 2.5×102 1.0×103 / 2.6×102 
(Z,Z)-1,2,3,4-TCBD 5.2×102 / 4.2×102 5.9×102 / 7.0×102  
(Z)-1,1,2,3,4-PCBD 1.5×102 2.4×102 
1,1,2,4,4-PCBD 1.5×102 1.6×102 / 2.4×102 
HCBD 25 47 
aPredicted kO3-values (M-1s-1) calculated by only considering the global minimum conformer. bPredicted kO3-values (M-1s-1) 
calculated by only considering the local minimum conformer. Only one kO3 for CBDs with only one conformer (Table S3.3) 
is presented (Table 3.1). 
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Scheme S3.1. Conformations of (chloro)-1,3-butadiene 
 
 
 
 
 
 
 
Figure S3.1. 1H NMR of the mixture of (E)-1,1,3,4- and (Z)-1,1,3,4-TCBD prepared in THF-d8 at a 
concentration of 20 mg/mL. The areas of two proton signals (29.91 for (Z)-1,1,3,4-TCBD and 22.85 
for (E)-1,1,3,4-TCBD) were used to estimate an isomer composition of 57 and 43 % for (Z)-1,1,3,4-
TCBD and for (E)-1,1,3,4-TCBD, respectively.  
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Figure S3.2. Second order reate constants (kO3) for the reaction of CBDs with ozone. Natural loga-
rithm of the relative decrease of CBDs as a function of the ozone exposures obtained from ozonation 
experiments. y-intercept was set to 0 for the linear regression. Experimental conditions: pH = 2, 
[CBDs]0 = 1.0 – 3.5 ?M, and [t-BuOH] = 5mM. The number indicated to a slope of invididual linear 
regression lines represents the determined kO3.  
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Figure S3.3. Competition kinetics to determine the second order rate constants (k•OH,CBD)for the reac-
tions of CBDs with hydroxyl radicals. Natural logarithm of the relative residual concentration of 
CBDs versus the corresponding natural logarithm of the relative residual concentration of pCBA dur-
ing UV irradiation by the MP-UV (313nm). y-intercept was set to 0 for the linear regression. Experi-
mental conditions: pH 7 buffered by 5 mM phosphate, [CBDs]0 = 1.0 – 3.5 ?M, [pCBA]0 = 0.2 – 2.0 
?M, and [H2O2]0 = 10 mM. The slopes of the straight lines represent k•OH,CBD/k•OH,pCBA 
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Figure S3.4. UV spectra between 200 and 320 nm for the selected chlorobutadienes (CBDs) (path-
length = 10 cm). 1,1,2,3- (7.2 ?M), (E)-1,1,2,4- (3.8 ?M), 1,1,3,4- (8.2 ?M as the total concentration 
of the two isomer mixture), 1,1,4,4- (2.9 ?M), and (Z,Z)-1,2,3,4-TCBD (4.5 ?M), (Z)-1,1,2,3,4- (7.2 
?M) and 1,1,2,4,4-PCBD (7.1 ?M), and HCBD (3.2 ?M) 
 
 
 
Figure S3.5. Determination of the molar absorption coefficients of the 9 selected CBDs (path length 
(l)=10 cm). 
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Figure S3.6. Predicted kO3 (kO3,pred.) versus experimental kO3 (kO3,exp) for the nine selected CBDs. Both 
kO3,exp- and kO3,pred.-values are from Table 3.1. The dotted line indicates an error of a factor of 4 of 
kO3,pred.  
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Figure S3.8. Experimental (symbols) and modeled (lines) evolution of a mixture of (E)-1,1,3,4- and 
(Z)-1,1,3,4-TCBDs (in triplicate) during UV irradiation at 254 nm. The modeled values (lines) were 
obtained based on Eqs. S3.7 and S3.8 by fitting of the experimental data.  
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Chapter 4. 
Development of a computer-based prediction platform for the 
reaction of ozone with organic compounds in aqueous solu-
tion: Kinetics and mechanisms 
 
Lee, M., Blum, L. C., Schmid, E., Fenner, K., von Gunten. U., in preparation  
 
This chapter was prepared by Lee, M. (overall contribution >70%) with scientific advices and editori-
al comments by all co-authors, particularily under a joint supervision of Fenner, K. and von Gunten, 
U. 
Blum, L. C. and Schmid, E. developed the graphical-user-interface (GUI) application of a computer-
based prediction platform.  
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Abstract 
An ozonation of secondary wastewater effluents can reduce the discharge of parent micropollutants 
by transforming their chemical structures. Therefore, a better understanding of the formation of trans-
formation products during ozonation is important. In this chapter, a computer-based prediction plat-
form for kinetics and mechanisms for the reactions of ozone with organic compounds was developed 
to pursue in silico predictions for transformation products. In the developed prediction platform, the 
reaction kinetics expressed as second-order rate constants for the reactions of ozone with selected 
organic compounds (kO3, M-1s-1) can be predicted based on an adapetd kO3 prediction models from a 
previous study  (Lee et al., 20151) (mostly R2 = 0.75-0.95 with on average an error of about 6-fold for 
14 compound classes with 284 model compounds). Ozone reaction mechanisms in literature have 
been reviewed and encoded into about 340 individual reaction rules using chemoinformatics tools, 
which can be generally applied to predict transformation products of a micropollutant. The demon-
strations of the predictions for kO3 and/or transformation products were overall consistent with exper-
imental data for some micropollutants (e.g., carbamazepine, tramamol, and triclosan). However, the 
limitations of the current prediction platform were also identified, e.g., the kO3 prediction for one tes-
ted micropollutant (cetirizine) was off by > 2 orders of magnitude, demonstrating that further im-
provements are needed. The developed prediction platform, made available as a stand-alone graphical 
user interface (GUI) application, is expected to provide valuable and critical information to various 
groups of end users such as environmental chemists, engineers, or toxicologists. 
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4.1. Introduction 
Ozonation, which has been used for drinking water disinfection since the early 20th century,2 has re-
cently been considered as a viable tertiary treatment process for mitigating the release of various mi-
cropollutants (e.g., pharmaceuticals, personal care products, pesticides, etc.) from secondary 
wastewater effluents.2–6 However, as ozone mainly transforms the chemical structure of a micropollu-
tant rather than mineralizing it, the formation of transformation products has been a concern related to 
e.g., the biological effects.2,7–11 To this end, numerous studies have been carried out with ecotoxico-
logical test systems employing various in vitro and in vivo bioassays after ozonation. The findings 
generally support the beneficial effects of ozonation, which was demonstrated both for individual 
compounds with exposure-based essays11–15 and for ozonated wastewaters (i.e., effect-based assays)16–
20. It is noteworthy, however, that in certain wastewaters elevated biological effects were observed 
after ozonation, which were later reduced in a subsequent biological treatment step.21–23 
The identification of ozone transformation products is a prerequisite for the empirical or theoretical 
assessment of their toxicity and biodegradability. Considering the ever increasing number of chemi-
cals detected in natural and technical aquatic systems, an empirical elucidation of the transformation 
products for individual micropollutants is a formidable task to be achieved. 
Over the last decades, knowledge on aqueous chemistry regarding reaction kinetics and mechanisms 
for the reactions of ozone with organic compounds, has greatly advanced.2,24,25 Several hundred sec-
ond-order rate constants (kO3) for the reactions of ozone with organic compounds were empirically 
determined. Various classes of compounds such as aromatic compounds, olefins, amines, and organo-
sulfur compounds were investigated. The range of kO3 spans over >11 orders of magnitude from <10-2 
M-1s-1 – 109 M-1s-1.2 With these experimental kO3-values as a basis, several kO3 prediction tool such as a 
quantitative structure-activity relationship (QSAR) model26 and a quantum chemical (QC) model1 
have been developed. Moreover, for numerous organic substances, reaction mechanisms were pro-
posed based on the identified intermediates and final products.2 Common intermediates and transfor-
mation products were often reported for differing organic compounds with similar ozone-reacting 
moieties: Criegee products for olefins (e.g., cephalexin,11 progesterone27), hydroxylation and ring 
cleavage for aromatic ring-containing compounds (e.g., phenol,28,29 bisphenol A,30 and methoxylated 
benzenes31) and N-oxide formation and N-dealkylation for tertiary amino group-containing com-
pounds (e.g., tramadol32 and clarithromycin33), hydroxylamine for secondary amines (e.g., proprano-
lol,34 piperidine,35 and morpholine35), respectively. Therefore, it seems possible to deduce chemical 
structures of ozone transformation products of hitherto uninvestigated compounds if a reference study 
is available. 
Based on available kinetic and mechanistic information for aqueous ozone reactions, a computer-
based prediction platform for kinetics and pathways for reactions of organic compounds with ozone in 
aqueous solution has been developed in this chapter. It largely consists of two prediction modes: (i) 
reactivity (kO3) prediction and (ii) pathway prediction. In (i), kO3-values for chemical moieties of a 
query compound potentially reacting with ozone are provided. Either kO3 is predicted by a prediction 
protocol that has been derived from a previously developed quantum chemical model1 or an estimate 
Chapter 4 
 
158  
 
for kO3 from a chemical analogue is suggested. In (ii), ozone reaction pathways proposed in relevant 
peer-reviewed research articles have been generalized into transformation rules to predict potential 
reaction pathways and transformation products. In this chapter, we present a detailed description of 
the development of the prediction platform and demonstrate its application for some examples. 
4.2. Materials and methods 
4.2.1. Chemoinformatics and quantum chemical computation tools 
Various applications of the MarvinBeans/JChem package (Linux version 16.2.29.0, ChemAxon)36 in 
Java have been used as follows. Marvin was used for drawing input molecules, converting them into 
1D SMILES (simplified molecular-input line-entry system)37 strings, and visualizing molecular struc-
tures. The pKa calculator plugin was used for generating acid-base species, predicting acid dissocia-
tion constants, and producing a species distribution as a function of pH. Conformer plugin and Reac-
tor were utilized for generating the 3D structure of a molecular structure from a 1D SMILES string 
for further quantum chemical computations and for enumerating reaction pathways, respectively. For 
quantum chemical computations, ORCA38 was used for semi-empirical and ab initio quantum chemi-
cal computations. Natural bond orbital (NBO) analysis was performed by the NBO program 6.0.39  
4.2.2. Development of a computer-based prediction platform 
A computer-based prediction platform for ozone reactions was developed based on the workflow 
given in Figure 4.1. To initiate a prediction, a query compound has to be submitted. A query com-
pound is limited to organic compounds comprising of carbon and atoms such as hydrogen, nitrogen, 
oxygen, fluorine, phosphorus, sulfur, chlorine, bromine, and iodine. With the submission of a query 
compound, a user can choose between two prediction modes: (i) direct prediction and (ii) pH-
dependent prediction. (i) The prediction is performed exclusively for the species specified as a chemi-
cal structure by the user, while in (ii) a comprehensive pH-dependent prediction for a query com-
pound undergoing acid-base speciation is performed. 
For a direct prediction, a query compound is subject to (a) a reactive site search, which elucidates 
chemical moieties in the query compound potentially reacting with ozone and presents them to the 
user. In a further step, the user can choose either (b) rate constant (kO3) prediction or (c) pathway 
prediction. In (b), kO3 is predicted for the identified reactive sites and in (c) the reaction pathways for 
the reactive site selected by the user is enumerated. More information for (a) reactive site search and 
the two prediction modes is given below. Both (b) rate constant (kO3) prediction and (c) pathway 
enumeration can be operated independently or in combination, in which case (b) precedes (c). rate 
constant (kO3) prediction provides kinetic information (kO3) as to which reactive site reacts dominantly 
with ozone, and this is decisive for the pathway enumeration. For a pH-dependent prediction, (a) re-
active site search and (d) pH-dependent rate constant prediction are comprehensively carried out for 
all the relevant acid-base species of the query compound for a specific pH or a pH range (see below 
for details). The pH-dependent prediction outputs provide information on the extent of the contribu-
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tion of individual acid-base species to the overall reactivity at a certain pH. Based on the respective 
contributions of the individual species, the user can export the species of interest ((e) species selection) 
to the direct prediction train for further predictions (an arrow goes from (e) to (a) in Figure 4.1). Note 
that (a) and (b) were already implemented for the exported species from the pH-dependent prediction. 
Therefore, no additional processes for (a) and (b) are necessary. Further oxidation products can be 
predicted by feeding back the predicted transformation products as query compounds.  
 
 
Figure 4.1 Workflow of the developed prediction platform to predict kinetics and transformation pro-
ducts for the reactions of ozone with organic compounds. 
 
Reactive site search. A reactive site is a chemical moiety potentially reactive with ozone, for which a 
prediction can be implemented. An entire list of reactive sites currently defined (46 sites in total for 
five compound groups) is presented in the first column in Table S4.1 of the Supporting Information 
(SI) (Figure S4.1 for their chemical structures). The names of the reactive sites have been proposed 
not only to provide a chemical identification but also for appropriate/convenient assignments of an 
identified reactive site to the subsequent prediction models. As shown in Table S4.1, individual reac-
tive sites are coupled with the corresponding kO3 prediction model group and reaction pathway group 
in the third and the fourth columns, respectively. Details for definitions for individual reactive sites 
and their assignments are presented in Text S4.1. A SMARTS (SMiles ARbitrary Target Specifica-
tion)40 string is used for identifying substructural patterns (i.e., reactive sites) in a query compound. 
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Two differing sets of chemical compounds, ~300 compounds used to develop kO3 prediction models 
in this study and ~ 500 environmentally relevant micropollutants used as target analytes in the De-
partment of Environmental Chemistry, Eawag (Switzerland), have been selected to train the reactive 
site search module. It has been manually checked that reactive sites for all the compounds are as-
signed as intended (data not shown).  
Rate constant prediction. kO3 for a reactive site denoted as ‘prediction’ in the 2nd column in Table 
S4.1 is to be predicted by the corresponding quantum chemical models (3rd column in Table S4.1) 
adapted from the originally proposed model.1 For a reactive site with no kO3 prediction model as-
signed, either an empirical kO3 estimate (2nd column in Table S4.1) is used instead when there is no 
prediction model developed but a reference value is available (e.g., 200 M-1s-1 for ethynyl group de-
termined for 1-ethinyl-1-cyclohexanol10), or kO3 is considerd unknown (denoted as n.a. in 2nd column 
in Table S4.1) when a site is potentially ozone-reactive but no information is available yet (e.g., thio-
phenol). kO3 estimates are suggested based on the assumption that kO3 is similar for structurally analo-
gous reactive sites. Therefore, it should be noted that these kO3 estimates would bear a large uncertain-
ty, especially for a reactive site in a different environment than the reference case. These kO3 estimates 
are summarized with the reference compounds in Table S4.2. 
As mentioned above, ‘prediction’ in the second column in Table S4.1 indicates that quantum chemi-
cal computations will be conducted to predict kO3 for the reactive site. This is achieved by applying 
the corresponding prediction model with the associated orbital energy (3rd column in Table S4.1) fol-
lowing the workflow shown in Figure S4.4. A kO3 prediction consists of a ‘speciation analysis’ fol-
lowed by a ‘quantum chemical computation’. Briefly, a speciation analysis is for a query compound 
undergoing acid-base speciation for which a specific pH or any pH range between 0 and 14 can be 
chosen. Compound-specific speciation parameters such as dissociation constants (pKa) and a tauto-
meric fraction (f), if relevant, can be either predicted on the fly or provided by the user. Based on this, 
a species distribution between pH 0 and 14 for the query compound is derived. f indicates the fraction 
of individual tautomers (i.e., species with the same net charge). A more detailed explanation of the 
species analysis is given in Text S4.2.  
Quantum chemical computations are performed to obtain an orbital energy (e.g., highest occupied 
molecular orbital energy (EHOMO) or natural bond orbital energy (ENBO)) corresponding to a reactive 
site, which is then used in a linear prediction model to predict kO3 for the reactive site. The computa-
tion protocol denoted as ‘HF/3-21G//MMFF94’, which was adapted from the original method in a 
previous study,1 has been proposed to be universally applicable to all the compound groups in this 
study. HF/3-21G//MMFF94 implies that an orbital energy is derived from a single point calculation 
with the ab initio HF method using the Pople 3-21G basis set41–45 for a geometry obtained using the 
molecular mechanics MMFF94 method.46–50 This protocol provides a similar prediction performance 
as the original model1 while being much less computationally expensive. The methodology for devel-
opment of the kO3 prediction model (Text S4.3), the evaluation of the kO3 prediction models with dif-
fering computational methods (Text S4.4), the detailed description and the computation costs of the 
computational methods chosen in this study for kO3 predictions (Text S4.5), the hierarchy for the as-
signment of ambivalent aromatic compounds (Text S4.6), and the assignment of EHOMO-n-values to the 
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corresponding reactive sites for a compound with multiple EHOMO-n-requiring reactive sites (Text S4.7) 
are presented in more detail in the corresponding texts in the SI, respectively. Combining both the 
predicted kO3 and the speciation information for a query compound, kO3-values corresponding to a 
reactive site at a specific pH (or as a function of pH) can be predicted. A derivation of different types 
of predicted kO3 such as (apparent) site-specific or species-specific kO3 and their correspondence to 
experimentally measured kO3-values is described in detail in Text S4.8. 
Pathway enumeration. Ozone reaction pathways proposed in peer-reviewed research articles have 
been comprehensively reviewed and compiled. The selected reaction pathways are discussed in detail 
in Text S4.9. Using Reactor of the JChem package (Chemaxon), all the selected reaction pathways 
(Schemes S4.1-S4.17) were segmented into individual unit reactions encoded as reaction rule files. 
Series of unit reaction rules have then been organized into pre-defined tree-like patterns to reproduce 
the structure of the reference pathways from literature. For instance, the reaction rule tree for phenols 
(Schemes S4.1-S4.3) is shown in Figure 4.2. It consists of three major branches, namely, “ortho”, 
“para”, and “radical”. In Figure 4.2, the sequence of reactions for the ortho position of phenols is 
shown, based on which the reaction rules were defined. The ortho branch is initiated with a reaction 
rule ‘otapho01’. When a query compound contains a phenol group, the rule ‘otapho01’ is triggered to 
produce an ozone adduct zwitterion at the ortho position. Note that although only phenol is shown in 
Figure 4.2 for simplicity, the reaction rules were encoded to be triggered for all phenol- and pheno-
late-containing compounds, respectively. The system continues to trigger subsequent reaction rules 
with the previous product until there is no match found. The ‘post-Criegee mechanism’ in Figure 4.2 
is the pathways defined for the olefin group in Scheme S4.11 and is also applied to the resulting pro-
ducts formed from phenolic compounds via reactions (7)-(10) or (12)-(14). To date, about 340 unit 
reaction rules have been defined, based on the reaction pathways in Schemes S4.1-S4.17. 
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Figure 4.2 Reaction pathway enumeration (top) for a phenolic moiety and the reaction pathways (bot-
tom) defined for the ortho position of phenol reacting with ozone. The corresponding pathways for 
“para” and “radical” are given in Schemes S4.2 and S4.3. The pathways for the post-Criegee mecha-
nism, which deals with various ensuing reactions such as hydrolysis and fragmentations, are presented 
in Scheme S4.11. Note that further pathway predictions for muconic-type products is to be imple-
mented by feeding such products back as an input structure.  
 
4.3. Results and discussion 
A standalone graphical user interface (GUI) has been developed for the prediction platform. Demon-
strations for differing prediction modes, namely, direct kO3 prediction, pH-dependent kO3 prediction, 
and pathway enumeration, are presented below for selected micropollutants. 
4.3.1. Rate constant (kO3) prediction 
Direct kO3 prediction. The main window of the developed prediction platform is shown in Figure 4.3. 
In the left panel named ‘Input’, the chemical structure for a query compound can be manually drawn 
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on a canvas or be imported as a 1D SMILES string. Carbamazepine is displayed as an example. The 
user can then choose between direct prediction (A) and pH-dependent prediction (B) (Figure 4.3). 
Direct prediction performs a reactive site search and displays the results on the right panel. For car-
bamazepine, two benzene rings and one olefin group were detected as reactive sites. Note that none of 
the two nitrogens in carbamazepine has been detected since amide nitrogens have a very low ozone 
reactivity2 (see Text S4.1 for details). In the right panel, the user can choose to predict kO3 (C), reac-
tion pathways (D), or transformation products (E). For kO3 prediction, no selection of the reactive site 
is necessary because relevant orbital energies are obtained all together from a single quantum chemi-
cal computation for the entire structure. In contrast, one needs to select a reactive site for pathway or 
product prediction as the reaction rules are applied to a specific reactive site (see below for more de-
tails). 
 
  
Figure 4.3. The main window for the developed kinetics and pathway prediction system. In the left panel of the 
main window, the user can choose between (A) direct prediction and (B) pH-dependent prediction. By selection 
of A, the right panel of the main window is activated and further predictions, (C), (D), or (E), can be conducted.  
 
Upon choosing ‘Predict kO3’, the quantum chemical computations are carried out following the 
workflow shown in Figure S4.4 without speciation analysis and the predicted kO3-values are displayed 
in the third column ([kO3 /M/s]) after the computation. Together with the predicted kO3, kO3 estimates 
are also presented for the assigned reactive sites. While kO3=4.53×104 M-1s-1 was predicted for the 
olefin, kO3 of 2.3 M-1s-1 and 8.2 M-1s-1 was reported for both benzene rings. The prediction of two 
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differing kO3 for the two benzene rings despite the same expected reactivity based on the symmetry of 
the molecule is attributed to the intrinsic ambiguity for the assignment of the reasponsible orbital en-
ergy (EHOMO) to the benzene rings (see Texts S4.7 for more details). However, the difference in the 
predicted rate constants is small. Nonetheless, the kO3 prediction indicates that the olefin moiety is the 
main site for ozone attack. Indeed, it was reported that the main oxidation products of carbamazepine 
resulted from an ozone attack at the olefin.8 Based on Eq. S4.1 in Text S4.8, the species-specific kO3 is 
calculated as 4.5×104 M-1s-1 (i.e., 4.5×104+2.3+8.2), which is lower than the experimental kO3 (~ 
3×105 M-1s-1,51) by a factor of 6.7. Compared to a mean unsigned error (MUE) of 0.57 for log kO3 
(corresponding to a factor of 100.57=3.7) for the general kO3 prediction mo-del for olefins (Table S4.3), 
the prediction for carbamazepine is rather at the bad end of the model predictions.  
pH-dependent kO3 prediction. Carbamazepine has no group that undergoes acid-base speciation in the 
environmentally relevant pH-range. Thus, its reactivity with ozone is barely influenced by pH. How-
ever, there are numerous organic compounds with changing acid-base speciations in the environmen-
tally relevant pH range, which can significantly modify their reactivity. Therefore, a pH-dependent 
kO3 prediction has been implemented in the prediction platform. Upon selecting pH-dependent predic-
tion (B) for a query compound in the main window, a new window pops up (Figure 4.4). This window 
contains four panels, and to the right of them control tables are shown. The prediction output for tra-
madol is presented as an example. The upper-left pKa panel (F) shows the moieties undergoing acid-
base speciation for which the predicted pKa-values are presented in the pKa table (J). The bottom-left 
panel (G) shows the acid-base microspecies for the query compound and relevant information is 
shown in the microspecies table (K), with the tautomeric fraction (f) in the last column. Both pKa and 
f can be manually replaced if empirical or theoretical values with a better accuracy are available.  
By selecting ‘Plot species distribution’, a species distribution (H) for the query compound is genera-
ted based on the given pKa-values and tautomeric fractions. The panel in the middle bottom (I) is a 
plot for apparent site-specific kO3 (kO3,site(j)-app(pH) in Eq. S4.2) for individual reactive sites for a user-
defined pH range in Table (L). Apparent species-specific kO3 (kO3,species(i)-app(pH) in Eq. S4.3) for all mi-
crospecies can be calculated at a user-defined pH as in panel (M). In the last column, the contribution 
of kO3,species(i)-app(pH) for individual microspecies (i) to the overall apparent kO3 at the chosen pH is given. 
Upon selecting a microspecies and clicking ‘forward the selected species to main window’, the select-
ed microspecies is exported to the main window where further kO3 predictions and pathway predic-
tions for the forwarded microspecies can be implemented.  
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Figure 4.4. Window for the pH-dependent prediction of the kinetics of tramadol oxidation by ozone. Panel (F) 
shows the identified ionizable groups of the query compound for which pKa-values are given in the table (J). 
Panel (G) shows individual species of the query compound and the identified reactive sites. Panel (H) is a spe-
cies distribution plot created by choosing ‘Plot species distribution’ in the control table (K). The species distri-
bution is drawn based on the presented pKa (J) and tautomeric fraction(f) (K). The pH-dependent site-specific 
kO3 prediction can be implemented for a user-defined pH-range (L), and is presented in panel (I). In table (M), 
apparent species-specific kO3 are predicted at a specific user-defined pH and the user can export (by ‘Selection 
to Main Window’) the species of interest to the main window in Figure 4.3 for further predictions. While the 
pKa-value of -4.9 for the methoxy group was used as predicted by Marvin (Chemaxon. Ltd), the predictied pKa-
values of 9.2 and 13.8 for respective amino group and alcohol group were replaced by 9.452 (experimental) and 
16 (typical pKa range for an alcohol group), respectively.  
 
 
As shown in Figures 4.5 a and b, good agreements were obtained between the predicted apparent kO3 
(kO3,app) and the experimental kO3,app for tramadol within a factor of 1.2 – 5.8 and for triclosan within a 
factor of 1.3– 4.0, respectively. For tramadol, the predicted dominant sites of reaction with ozone are 
the tertiary amine above and the benzene ring below pH 4.4, respectively. This is consistent with the 
experimental data, which shows the appearance of a plateau at pH < 5 (Figure 4.5a). Interestingly, a 
pH-dependence was observed in the predicted kO3 for the aromatic ring of tramadol. Two factors seem 
to be associated with this phenomenon. Firstly, the protonation of the amine led to a decreased EHOMO 
for the aromatic ring by its electron withdrawing property and concomitantly to a decrease in kO3. 
Secondly, the conformation of the protonated tramadol in the gas phase is bent in a way that a hydro-
gen-bond is formed between the alcohol and the amine. Consequently, the inductive effect of the pro-
tonated nitrogen on the aromatic ring may be enchanced as it is closer to the aromatic ring. As de-
scribed in Text S4.4. a gas-phase geometry is used for quantum chemical computations. A potential 
error in a predicted kO3 associated with the use of a gas-phase geometry is addressed in detail for ce-
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tirizine (Text S4.10). EHOMO for the aromatic ring of a spread-out conformation without the hydrogen 
bond was calculated (data not shown) and observed to be higher than EHOMO for the protonated tra-
madol in a bent conformation but still lower than EHOMO for the deprotonated tramadol. This suggests 
that both inductive effect by the protonated nitrogen and the hydrogen bond in a gas-phase confor-
mation are implicated in the observed pH-dependence of the predicted kO3 for the aromatic ring. 
For triclosan, it was predicted that the ozone-phenol reaction would dominate over the whole pH 
range. In contrast to those successful predictions, a poor prediction with a difference to the measure-
ments of more than two orders of magnitude was observed for cetirizine. Efforts to improve the pre-
diction for cetirizine were made. However, only minor improvements could be achieved by using an 
aqueous-phase relevant geometry for cetirizine. Thus, it can be concluded that the kO3 prediction 
model developed for amino groups fails in the case of cetirizine (see Text S4.10 for more details). 
 
 
Figure 4.5. Comparison between predicted and experimental kO3 as a function of pH for (a) tramadol and (b) 
triclosan. The kO3 prediction outputs for both compounds are plotted and compared with the experimental data. 
4.3.2. Pathway enumeration 
By selection of a reactive site for the pathway prediction and choosing ‘Predict reaction pathways’ (D) 
in Figure 4.3, a pathway enumeration is carried out. From the kO3 prediction above, it was identified 
that the olefin or the amine moiety is the dominant reactive site with ozone at pH 7 for carbamazepine 
or tramadol, respectively. The corresponding predicted pathways for carbamazepine and tramadol are 
presented in Figures 4.6 or 4.7, respectively. Note that raw pathway outputs were re-arranged for an 
appropriate representation in Figures 4.6 and 4.7 with no change in the contents except for the solid 
and dashed arrows (see below for details). As shown in Figure 4.6, carbamazepine underwent a typi-
cal Criegee mechanism (otoc001-otoc005) (Scheme S4.11), giving rise to a Criegee product (P-2) 
following H2O2 elimination. Additionally, a partial oxidation (otop004 and otop005) giving rise to 
product (P-1) has been proposed (see Text S4.9). Pathways with dashed arrows are considered less 
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likely, based on the reference information and authors’ judgement. Note that a likelihood representa-
tion by solid and dashed arrows is not yet available in the current prediction platform and planned to 
be implemented in the near future. Prior to H2O2 elimination, a Bayer-Villiger type reaction (ot-
post001-otpost002) may occur to form an ester (P-4) (Text S4.9 and Scheme S4.17 for details), which 
is of minor importance (dashed arrows). Upon an intramolecular reaction (otpost004-otpost006), the 
Criegee product (P-2) transforms into P-3, 1-(2-benzaldehyde)-4-hydro-(1H,3H)-quinazoline-2-one 
(BQM), which was empirically found to be the major oxidation product of carbamazepine during 
ozonation.8 Note that the predicted BQM from ozonation of carbamazepine is really only a confirma-
tion for the correct definition of the reaction rules because the intramolecular reactions (otpost004-
otpost006) were defined based on the reference study for carbamazepine.8 To our knowledge, there is 
no other empirical data available to these intramolecular pathways. Therefore, its general applicability 
remains to be tested. For ozonation of tramadol (Figure 4.7), tramadol N-oxide (P-5), N-desmethyl-
tramadol (P-6), and the N-deaminated-tramadol (P-10) were predicted to be the major products. This 
is consistent with the experimental observation with the exception that deamination was of minor 
importance in the experiments. Minor products (P-8, P-9, P-12, and P-13) formed via the decay of 
tetroxide intermediates were also considered (dashed arrows). In contrast to carbamazepine, the reac-
tion rules applied to tramadol were defined from other reference compounds (Text S4.9) and found to 
be successfully applicable to tramadol. In that sense, the predicted tramadol pathway can be consi 
dered as a validation by external data. In addition to the entire pathway, transformation products, 
which are considered to be stable, thus potentially relevant to an empirical detection, are implemented 
by selecting ‘Predict transformation products’ (E). For example, only the products in blue boxes in 
Figures S4.6 and S4.7 will be presented for carbamazepine or tramadol, respectively. 
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 Figure 4.6. Predicted pathways for the reactions of carbamazepine with ozone. The dashed arrows indicate that 
the pathways are less likely. Predicted potential final products are presented in blue boxes. Product (P-3) was 
reported to be experimentally identified as the major transformation product.8 
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Figure 4.7. Predicted pathways for the reactions of tramadol with ozone. The dashed arrows indicate that the 
pathways are less likely. Predicted potential final transformation products are presented in blue boxes. The 
products P-5 and P-6 were reported to be the major experimental transformation products. 
4.3.3. Practical implications  
The developed computer-based prediction platform can serve various purposes. As demonstrated 
above, the predicted kO3-values can be used to identify a predominant site for ozone attack, which 
enables further pathway predictions. Moreover, kO3-values derived based on Eqs. S4.1 or S4.4 for 
compounds (not) undergoing acid-base speciation can be used for estimating the elimination efficien-
cy during ozonation, for which theoretical/methodological details can be found elsewhere.1,2,4,25 Envi-
ronmental engineers or treatment plant operators can utilize the predicted kO3 for the optimiza-
tion/design of an ozone treatment process for abating micropollutants. A predicted kO3-value can also 
be used to plan appropriate kinetic laboratory experiments. Pathway prediction can further be used as 
a tool for suspect screening, using high-resolution mass spectrometry, to detect and identify transfor-
mation products from the reaction of ozone with micropollutants. Moreover, the chemical structure of 
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predicted transformation products can be screened for their toxicity using viable in silico toxicity pre-
diction tools. Environmental chemists or toxicologists are considered to be a group of end-users who 
would benefit from these prediction outputs. 
Besides possible applications of the currently developed prediction platform, major limitations and 
planned improvements have to be highlighted. As mentioned above, the current prediction tool does 
not give any information on reactions with hydroxyl radical. As kO3 for a compound decreases, the 
contribution of hydroxyl radicals to its abatement and the formation of transformation product in-
creases. Therefore, ozone transformation products predicted for compounds with low kO3, i.e., <103 
M-1s-1, may only be partially relevant for secondary wastewater effluents,4 because transformation 
products formed from reactions with hydroxyl radicals may be dominant. For detailed discussions see 
previous studies.1,2,4,25 As highlighted with the case study for cetirizine, a gas phase geometry may 
aggravate kO3 prediction for some compounds. Therefore, further investigations on geometries rele-
vant to the aqueous phase are necessary (Text S4.10). Hence, various chemical moieties need to be 
further investigated for a better understanding of the predictability for the developed kO3 prediction 
models. For high-throughput screening purposes, a batch mode, which enables to process a large 
number of compounds, is currently under development. 
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Supporting information for chapter 4. 
Development of a computer-based prediction platform for the 
reaction of ozone with organic compounds in aqueous solu-
tion: Kinetics and mechanisms 
includes 10 texts, 8 tables, 13 figures, and 17 schemes.
  
Supporting information for chapter 4 
176 
 
Text S4.1 Definition of reactive sites and their connections to kO3 prediction and pathway pre-
diction  
A reactive site is defined as a chemical moiety potentially reacting with ozone in a query compound 
and is therefore subject to a prediction in the current prediction platform. As shown in Table S4.1 and 
Figure S4.1 (chemical structures), various reactive sites for five differing functional groups such as 
aromatic compounds, olefin/ethynyl groups, amines, heteroaromatic compounds, and organosulfur 
compounds were defined. The nomenclature of the reactive sites was chosen such as to not only give 
chemically meaningful names but also for convenient assignments of a reactive site to the subsequent 
kO3 prediction group (2nd and 3rd columns in Table S4.1) or reaction pathway group (4th column in 
Table S4.1).  
Here, the defined reactive sites are individually discussed with respect to their assignment to a kO3 
prediction group and a reaction pathway group. An italic font was adopted as a convention for indi-
vidual reactive sites hereafter.  More details for the respective predictions are provided in Texts S4.4 
and S4.9.  
It should be noted that the currently defined reactive sites and the corresponding predictions were 
based on a limited number of currently available reference studies and does not cover all the chemical 
structures of micropollutants potentially found in natural and technical aquatic systems. Therefore, the 
predictions contain uncertainty and further empirical investigations are recommended for the verifica-
tion of the predictions as well as for updates of the prediction platform. 
Aromatic compounds Seven reactive sites are defined for the aromatic compounds, namely phenol, 
3alkoxybenzene, aniline, cyclic_aniline, 12alkoxybenzene, benzazole_dervs, and benzene. 
3alkoxybenzene and 12alkoxybenzene are abbreviations for trialkoxybenzene and mono- and di-
alkoxybenzene, respectively, and dervs in benzazole_dervs stands for derivatives. Five of those reac-
tive sites, i.e., phenol, aniline, 3alkoxybenzene, 12alkoxybenzene, and benzene, were defined based on 
the kO3 prediction models separately available for the respective compound groups (Text S4.4) as well 
as the distinctive reaction pathway groups (Text S4.9) (see below for benzazloe_dervs). For an am-
bivalent case with multiple aromatic reactive sites in the same aromatic ring (e.g., phenol and aniline 
coexist in the same benzene ring), the assignment is carried out based on the proposed hierarchy (see 
Text S4.6 for details). 
As shown in Figure S4.1 (below ‘Subclassification for [aniline]’), different subgroups were defined 
for aniline. The aniline group is defined exclusively for primary and tertiary anilines, where the ter-
tiary anlines with the cyclic amine nitrogen (e.g., N-phenylpiperidine) are excluded from this defini-
tion (see below). In contrast, secondary anilines are divided into two sub-groups, namely, secondary 
anilines with (i) an acyclic nitrogen and (ii) a cyclic nitrogen. As for (i), the benzene ring is to be de-
fined as any corresponding aromatic group depending on the hierarchy of the substituents and the 
acyclic nitrogen is assigned as an amine, respectively. For example, the amine nitrogen and the ben-
zene ring of 4-(methoxy)-N-methylaniline are assigned as an amine and a 12alkoxybenzene, respec-
tively. This definition is based on the observation of ozonation of diclofenac1 which bears an aniline 
with an acyclic secondary nitrogen. The nitrogen of diclofenac was reported to be a dominant reactive 
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site with ozone rather than the benzene ring, and this was also corroborated by the QSAR analysis for 
this compound using a Hammett coefficient.1 Moreover, diclofenac has been successfully included in 
the currently developed kO3 prediction model for amines using ENBO,LP-N rather than EHOMO for the 
aniline group (data not shown). All this evidence suggests that the secondary aliphatic nitrogen seem-
ingly behaves as an amine rather than an activated benzene ring. Therefore, the secondary aliphatic 
nitrogen of aniline was assigned as an amine, while its benzene ring was assigned to the correspond-
ing aromatic group. Note that a prerequisite for these assignments as aniline and amine to be valid is 
that the nitrogen of the aniline and the amine should not be a part of any excluded moieties (e.g., am-
ide) described in the ‘Amine’ section in Figure S4.1 (see ‘Amines’ section below for more details). 
For (ii), secondary anilines with the cyclic nitrogen (e.g., tetrahydroquinoline) are defined as cy-
clic_aniline together with tertiary anilines with a cyclic nitrogen. As shown in Figure S4.1, any atom 
except hydrogen (expressed as ‘A’) can be in an aliphatic cyclic system along with the cyclic nitrogen. 
A kO3 estimate of 450 M-1s-1 is assigned to cyclic_aniline as the average of experimental kO3-values for 
hydrochlorothiazide (600 M-1s-1),2 enrofloxacin (330 M-1s-1 in diprotonated form),3 and ciprofloxacin 
(400 M-1s-1 in diprotonated form).3 We assume that the benzene ring of these compounds is responsi-
ble for the observed kO3. The reason why the kO3 estimate was given was because the experimental kO3 
of this class of compounds could not be predicted well with the currently available kO3 prediction 
models with the EHOMO for the benzene ring and the ENBO for the cyclic amine (data not shown). Note 
that when the benzene ring of cyclic_aniline has a substituent corresponding to any aromatic com-
pound group except benzazole_dervs or benzene, such an aromatic compound group will be detected 
over cyclic_aniline. For example, when the benzene ring of tetrahydroquinoline is substituted by a 
hydroxyl substituent, phenol is detected as the reactive site instead of the cyclic_aniline. This is based 
on the assumption that in presence of such a substituent, the kO3 will be higher than the kO3 estimate 
(450 M-1s-1) due to the activation of the benzene ring by the substituent. Therefore, it has to be pre-
dicted by the corresponding kO3 prediction model. There is no empirical information for the oxidation 
products from the reaction of ozone with a cyclic amine and it is currently assumed to be the same as 
for aniline. However, this remains to be verified empirically in future. 
In addition to the reactive sites described above for the aromatic compound class, benzazole_dervs 
was additionally defined based on the experimental data for benzotriazoles. Differing benzotriazoles 
such as unsubstituted, 5-chloro, 5,6-dimethyl, and 5-methylbenzotriazole and their conjugate bases 
were included in the kO3 prediction model for the benzene group (Text S4.9). However, an explicit 
definition of benzazole_dervs rather than including it in benzene was preferred for clarity but also to 
account for the additional reaction pathways associated with the heteroatom of a 5-membered ring 
(e.g., N or S-oxide formation in Scheme S4.10). It is noted that benzazoles feature a benzene ring 
fused with azoles at the 4- and 5-positions. As an azole is defined as a five-membered heteroaromatic 
ring containing a nitrogen and at least one other heteroatom (nitrogen, oxygen, or sulfur), it by defini-
tion does not include isoindole, isobenzofuran, and 2-benzothiophene shown in Figure S4.1 (top right 
chemical structure of benzazole_dervs). Since those were assumed to behave similar to benzazoles for 
ozone reactions, benzazole_dervs was defined instead of benzazole to include isoindole, isobenzofu-
ran, and 2-benzothiophene. 
Supporting information for chapter 4 
178 
 
Olefins/Ethynyl As shown in Figure S4.1, any carbon-carbon double bond (C=C) in an aliphatic 
system is defined as olefin with the exception of olefin_conj, which contains a conjugation with an-
other functional group. The first exception included in olefin_conj is an olefin in a cyclic ring conju-
gated with an ?-keto group, and the second is an olefin conjugated with both ?-keto and ?-amino 
groups at both carbons. ?-cyclocitral, progesterone, medroxyprogesterone, norethindrone, and levo-
norgestrel were the basis for the former case and indigotrisulfonic acid was the reference compound 
for the latter case. All of these compounds were included in the kO3 prediction model as miscellaneous 
olefins (denoted as miscolefin in Table S4.1) using EHOMO (Text S4.4) rather than ENBO,C=C, which is 
typically used for olefins.4 The detected products for progesterone during ozonation were according to 
the Criegee mechanism.5 Based on the reported pathways for progesterone, the olefin pathways are 
assumed to be generally applicable to olefin_conj members. ‘Ethynyl’ refers to a carbon-carbon triple 
bond. As there is no corresponding kO3 prediction model developed, a kO3 estimate of 200 M-1s-1 was 
assigned based on the second order rate constant for the ethynyl group in 17?-ethinylestradiol (Tables 
S4.1 and S4.2). A specific pathway reaction group named ethynyl was assigned. 
Amines Amine, hydrazine, N_sulfenamide, amine_conj, phenylazo, sulfonamide(1st)_prot, sulfona-
mide(1°)_deprot, sulfonamide(2°)_prot, sulfonamide(2°)_deprot, and sulfonamide(3°) were defined 
as reactive amine sites (Table S4.1). For sulfonamides, 1°, 2°, and 3° stand for primary, secondary, 
and tertiary and “prot” or “deprot” stands for protonated or deprotonated, respectively. For all reactive 
sites to be valid as defined, the nitrogen should not be assigned to any of the excluded moieties in 
Figure S4.1, which lists amide, imine, nitrile, nitro, nitroso, nitroxide, aminoacrylaldehyde, and qua-
ternary amines. The nitrogen lone-pair electrons in such excluded moieties are considered to be inac-
tivated either by multiple bonds (e.g. imine), by conjugation (amide), by protonation (protonated 
amine), or by substitution (quaternary ammonium). As a consequence, their reactivities with ozone 
are very low; e.g., N-methylacetamide (0.6 M-1s-1),6 tetranitromethane (10 M-1s-1),7 N-
nitrosodimethylamine (<0.1 M-1s-1),8 protonated amines (<0.1 M-1s-1).9 Therefore, those moieties were 
neglected in this study. 
Amine is any primary, secondary, and tertiary amine, which does not belong to any other reactive sites 
in the amine group (e.g., hydrazine and N-sulfenamide). For amine, a reaction pathway group with the 
same name, i.e., amine, was assigned (see Text S4.9 for details). Amine_conj is defined as a nitrogen 
conjugated by either a C=N (amidine) or a C=S (thioamide) bond and no kO3 prediction model is 
available for this group. The reaction pathway group for the amines was also assigned for amine_conj 
based on ozonation of cylindrospermopsin containing a guanidine moiety (Text S4.9 for details).10 
Despite the fact that it is structurally categorized for amine, phenylazo was assigned to the hetero_ar 
group for both predictions. Azobenzene, which was the only reference compound for phenylazo,11 
was reported to be oxidized to azoxybenzene. This is consistent with other heteroaromatic compounds 
in which the nitrogen is a major reaction center with ozone to form an oxide product (Text-S4.9). 
Moreover, its ENBO,LP-N did not fit with other amines but its EHOMO correlated well with the other het-
ero_ar group members (Text S4.4). Empirical kO3 estimates were suggested for sulfonamide(1°)_prot, 
sulfonamide(1°)_deprot, and sulfonamide(2°)_deprot, based on experimental kO3 for the reference 
compounds as there is no available prediction model (Tables S4.1 and S4.2). Sulfonamide(2°)_deprot 
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was assigned to the reaction pathway group for the amine on ozonation of hydrochlorothiazide (Text 
S4.9).2 
It should be noted that there are several reactive sites for the amine group (e.g., hydrazine and sulfon-
amide(3°)) for which no empirical kO3 estimate, no kO3 prediction model group, and no reaction path-
way group is assigned. In other words, for these classes of reactive sites no prediction is available in 
the current prediction platform. Nevertheless, these reactive sites are explicitly presented to provide 
information as to the limitations of the currently developed prediction system and also to highlight the 
needs for further investigations. This is the same for many reactive sites for the organosulfur com-
pound group below. 
Heteroaromatic compounds Adenine and guanine were treated separately because the corresponding 
kO3 prediction models were developed separately (Text S4.4). Note that guanine refers not only to 
guanine but also to other purine bases with a keto group in the 6 position (e.g., hypoxanthine, xan-
thine, caffeine, and uric acid). A pathway prediction for guanine was developed based on ozonation 
of guanine, guanosine, and its derivatives, e.g., acyclovir.12 Despite analogous chemical structures, the 
pathways for guanine were not extended for adenine in the current study (Text S4.9). Separate kO3 
prediction models were developed for thymine, uracil, and cytosine (Text S4.4) and the pathway 
group, uracil, is applied for thymine, uracil, and cytosine (Text S4.9). 
Pyridine and diazine are defined as heteroaromatic compounds in which the aromatic nitrogen is not 
conjugated with the exocyclic nitrogen, oxygen (as a double bond), or sulfur (as a double bond). In 
contrast, the conjugated forms for pyridine and diazine are defined as pyridine_conj and diazine_conj, 
respectively. This classification was based on the observation that non-conjugated pyridine and dia-
zine (2-isopropyl-3-methoxypyrazine) were successfully included in the kO3 prediction model for the 
heteroaromatic compound group (hetero_ar) using EHOMO, while a conjugated pyrimidine (2,4-
diamino-5-methylpyrimidine) was included in the miscellaneous olefin group using EHOMO (Text 
S4.4). In contrast to pyridine and diazine, which were defined separately from pyridine_conj and dia-
zine_conj, no distinction by conjugation was made for triazine. Empirical kO3-values were only avail-
able for conjugated 1,3,5-triazines such as atrazine and simazine11 and those were included in the kO3 
prediction model for the heteroaromatic compound group (hetero_ar) together with pyridine and dia-
zine compounds (Text S4.4). It was assumed that other triazines such as 1,2,3-triazine or 1,2,4-
triazine would behave similarly. For pyridine, diazine, and triazine, the same reaction pathway group, 
hetero_ar, was assigned (Text S4.9). 
5hetero_ring was defined for 5-membered heteroaromatic compounds containing at least two neigh-
boring aromatic carbons. Such compounds as imidazoles, indoles, isoxazoles were included in the 
miscellaneous olefin group for the kO3 prediction (Text S4.4). The corresponding reaction pathways 
were assigned to olefins based on the detection of the Criegee products from ozonation of several 
5hetero_ring members such as tryptophan13,14 histidine,14 and vinylene carbonate.15 
Quinolone and quinolone_carboxylate were defined based on the empirical observation for 
flumequine, enrofloxacin, and ciprofloxacin,3 and kO3 estimates of 1.0 M-1s-1 and 2×104 M-1s-1 were 
assigned to the two types of reactive sites (see below). Both neutral and anionic flumequine, which 
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bear the respective quinolone and quinolone_carboxylate, were included in the kO3 prediction model 
for the miscellaneous olefin group in the previous study.4 However, the miscellaneous olefin group in 
the current prediction was not used to predict kO3 for quinolone and quinolone_carboxylate because of 
the ambiguity of selecting an appropriate orbital for the quinolone moieties of flumequine, enrofloxa-
cin, and ciprofloxacin (not addressed in the present study as it is highly hypothetical). 
Quinolone is detected when the 4-pyridone of the quinolone moiety is not substituted by carboxylate 
(COO-). For example, the quinolone moiety with a carboxylic group (COOH) as in enrofloxacin, 
ciprofloxacin, or fluemquine is detected as quinolone. However, it is important to note that for en-
rofloxacin and ciprofloxacin cyclic aniline is also detected for the benzene ring of the quinolone be-
cause it has the cyclic nitrogen substituent in a piperazine group (see Text S4.1 for the definition of 
cyclic aniline). A kO3 estimate of 1.0 M-1s-1 was assigned based on the observed kO3 for the neutral 
flumequine with no nitrogen substituent.3 As shown in Figure S4.1, when the 4-pyrdione of quinolone 
is substituted by carboxylate (COO-), quinolone_carboxylate is detected instead. A kO3 estimate of 
2.0×104 M-1s-1 was the average of the kO3-values for deprotonated flumequine (1.8×103 M-1s-1),3 mon-
oprotonated ciprofloxacin (7.5×103 M-1s-1),3 and monoprotonated enrofloxacin (4.6×104 M-1s-1),3 all 
the compounds of this group with COO-. In analogy to quinolone, cyclic aniline will also be detected 
provided that the benzene ring of the quinolone has a cyclic nitrogen substituent. Note that three re-
ference compounds used herein have a fluorine substituent at the phenyl ring. Although fluorine may 
have contributed to some extent to the observed kO3, quinolone and quinolone_carboxylate were de-
fined without fluorine for a general application for quinolones. For reaction pathways, quinolone and 
quinolone_carboxylate are assigned to olefins. Two unfused carbons of 4-pyridone react according to 
the Criegee mechanism (see Text S4.9 below) based on the observed oxidation products of ciproflox-
acin16. 
Organosulfur compounds In contrast to all the reactive sites mentioned above, there is no kO3 pre-
diction model available for oragnosulfur compounds. Therefore, kO3 estimates are suggested for some 
reactive sites. However, similar to the amines above, reactive sites (e.g., thioketone, thioamide, and 
thiophosphoramide) with neither kO3 estimates nor available pathways were defined in this study. 
These reactive sites are presented with the intention to stress the necessity for further investigations in 
future. As explained above for the amines, for a reactive site to be valid, sulfur should not be a part of 
sulfonamide and sulfonic acid, which are defined as the excluded moieties in Figure S4.1, because 
those moieties are known to be ozone-resistant. 
 
Text S4.2 Speciation analysis 
A speciation analysis is included for a query compound undergoing acid-base speciation, thus provid-
ing relevant acid-base species and their relative concentrations (p) as a function of pH between 0 and 
14. This is a prerequisite for a pH-dependent kO3 prediction, i.e., predicting an apparent kO3 for a reac-
tive site of a query compound at a specific pH. A workflow of the speciation analysis is shown in 
Figure S4.4. A built-in pKa calculator plugin of Marvin (Chemaxon)17 generates all acid-base species 
and predicts associated pKa-values. For a query compound, which has multiple species with the same 
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net charge (i.e., tautomers), a tautomeric fraction (f), which represents the fraction of each tautomer 
species, is additionally derived. Both pKa and f calculation results are presented to the user and remain 
subject to confirmation or manual modification. As predicted values can be highly uncertain, it is 
recommended that the user seeks for experimental or theoretical values obtained from high level 
quantum chemical computations. Based on the confirmed or updated speciation parameters, pi of a 
species (i) is recalculated and the corresponding species distribution as a function of pH is derived 
accordingly (e.g., panel (H) in Figure 4.4). 
 
Text S4.3 Methodology for the development of kO3 prediction models for organic compounds 
using quantum chemical computations and statistical evaluation of the model performance.  
Quantum chemical models for predicting kO3 for organic compounds of differing classes of organic 
compounds such as aromatic compounds, olefins, amines, etc. were previously developed.4 This ap-
proach was chosen as a kO3 prediction method in this study not only because of its comprehensive 
applicability to various organic compounds but also because the kO3 prediction procedure can be im-
plemented with the help of existing quantum chemical computation softwares and other chemoinfor-
matics applications. However, the previously proposed models4 were not directly used but modified 
and adapted for the following reasons. The previously proposed quantum chemical model followed a 
computational protocol using ab initio methods (Hartree Fock (HF) or Density Function Theory 
(DFT)) for all the computation steps such as geometry optimization, frequency analysis, and single 
point calculation. All the steps were carried out at the same level of theory.4 The prediction platform 
to be developed in this study was intended to be as responsive and interactive as possible. Although 
the prediction performance of the previous models was (highly) satisfactory and the protocol was 
straightforward, performing ab initio quantum chemical computations for all aforementioned steps 
would have hampered this goal due to extended computation times, especially for large molecules 
(e.g., molecular weight > 300). This is especially important given that the development of this predic-
tion platform was targeted to be implemented by an end-user on a personal computer or as a web-
based tool with minimal resources and maintenance. Moreover, as the prediction platform was intend-
ed to be available to the public, kO3 predictions with license-free softwares were sought for. ORCA 
3.0.3,18 which is a quantum chemical computation software available free of charge for academic 
users, was used instead of the commercial software Gaussian,19 which was applied previously.4 How-
ever, the commercial natural bond orbital (NBO) software 6.020 could not be replaced as there is no 
free substitute currently available. The details on modifications/adaptations of the original computa-
tion protocol to fulfill these requirements/specifications are given in Text S4.4. 
General information about the establishment of kO3 prediction models and statistical parameters used 
to evaluate its performance is provided here. A kO3 prediction for organic compounds using quantum 
chemical computations exploits a linear relationship between the logarithms of empirical kO3-values 
for the organic compounds and the corresponding orbital energies. The corresponding linear correla-
tion is established by a least-squares regression with log(kO3) = y0 + aE, where y0, a, and E are the y-
intercept, the slope, and the corresponding orbital energy of a compound, respectively. It has previ-
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ously been derived which type of orbital energy most strongly correlates for which class of organic 
compound (e.g., aromatic compounds correlate with the highest occupied molecular orbital energies 
(EHOMO)).4 Here, the same general relationships were used (Table S4.1) and the same set of training 
compounds were used unless stated otherwise. Statistical evaluations of the developed kO3 prediction 
models were carried out based on R2, the mean unsigned error (MUE) in log units, and the root-mean 
square error (RMSE) in log units. The previous models were established by excluding outliers from 
the training compounds for which the predicted kO3 differed by more than a factor of 10, and a, y0, and 
R2 were reported accordingly. In contrast, those outliers were included in the reported MUEs and 
RMSEs to better demonstrate the predictive power of the models. In this study, the same compounds 
and the same outliers were used for the model development and evaluation for a consistent compari-
son of the model performances unless stated otherwise. A complete list of training compounds is giv-
en in Tables S4.4, S4.5, and S4.6, but their experimental kO3-values can be found elsewhere.4  
Text S4.4 Evaluation of kO3 prediction models developed with differing computational methods 
for the selected organic compound groups 
The kO3 prediction models were developed for the 14 model groups in the 3rd column in Table S4.1 
with seven combinations of computational methods, HF/6-31G//PM3//MMFF94, 
HF/SV//PM3//MMFF94, HF/SV//PM3//Dreiding, HF/3-21G//PM3//MMFF94, HF/3-
21G//PM3//Dreiding, HF/3-21G//MMFF94, and HF/3-21G//Dreiding. All the models were developed 
based on the same methodology for the model development (Text S4.3) and the complete list of mod-
el compounds as given in Tables S4.4, S4.5, and S4.6. 
The computational methods presented above, divided by ‘//’, comprise of either two or three consecu-
tive computations to be conducted in a reverse order from the right to the left. ‘MMFF94’ or 
‘Dreiding’ indicate a molecular mechanics method to obtain an initial 3D geometry from 1D SMILES 
using either a Merck molecular force field (MMFF94) method21–25 or the Dreiding force field26, re-
spectively. Both methods were used as implemented in Marvin (Chemaxon). The 3D initial geometry 
of a query compound is then subjected to either semi-empirical PM327,28 geometry optimization fol-
lowed by ab initio Hatree-Fock (HF) single point calculations or directly to the HF single point calcu-
lations without geometry optimization with the semi-empirical PM3 method. The semi-empirical 
PM3 method was performed in gas phase. Three different basis sets (Pople 6-31G and 3-21G29–33 and 
Ahlrichs split valence34 (SV)) were explored for single point calculations.  
The single point calculations for all seven computational methods were performed by an ab initio HF 
method. A semi-empirical PM3 method showed no meaningful correlations (R2<0.4) along with com-
putation failures for many compounds (data not shown). The DFT was not considered as it was previ-
ously reported that for some compounds (e.g., benzoate, benzensulfonate, and benzaldehyde) a mo-
lecular orbital located on the aromatic ring obtained by the DFT-B3LYP was not actually the HOMO 
but the HOMO-n (n=1,2,3, ···), which is a molecular orbital n levels lower than the HOMO.4 In con-
trast, with the HF method, the HOMO consistently appeared on the aromatic ring for all the aromatic 
model compounds investigated. Because of this consistency, the HF method was preferred. Moreover, 
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it was reported that the prediction performance of the HF method was superior or comparable to the 
DFT-B3LYP method.4 Therefore, only the HF method was investigated in this study. 
Although not presented in a computational method convention for brevity, auxiliary methods such as 
COSMO (conductor-like screening model), ECP (effective core potential), and NBO (natural bond 
orbital) were implemented for all single point calculations. For all single point calculations, the 
COSMO set to water (dielectric constant (?) = 80.4 and refractive index = 1.33) was implemented to 
take the solvation effect into account. Los Alamos effective core potential (ECP)35–37 was applied for 
iodine for which the 3-21G basis set was unavailable. While EHOMO is obtained from the implementa-
tion of the described method above, for compounds containing olefins or amines, the NBO analysis 
was additionally implemented by the NBO program 6.020 to derive the corresponding natural bond 
orbital (NBO) energies (ENBO,C=C or ENBO,LP-N). 
The performances of all the developed kO3 prediction models were evaluated with statistical parame-
ters such as R2, MUE, and RMSE (Text S4.3) and are presented in Figures S4.2 and S4.3. The aver-
age CPU time, which is the average of the individual CPU times measured for training compounds 
relative to the reference method (i.e., HF/6-31G//PM3//MMFF94), is additionally presented for indi-
vidual kO3 prediction model groups. The CPU times for 3D geometry generation was not included as it 
was completed in only a fraction of the CPU time required for single point calculations. The meas-
urements were conducted on the same hardware (Intel® Core™2 Duo CPU at 3.00 GHz with 4 GB 
RAM) operated on Ubuntu Linux 14.04.4 LTS for all the computational methods. 
Due to an extensive amount of data represented in Figures S4.2 and S4.3, all kO3 prediction model 
groups are not individually discussed in detail. Rather, general discussions are given for specific 
model groups with noteworthy behavior such as mono- and di-alkoxybenzene, trialkoxybenzene, gua-
nine, and aniline. Along with the discussions given in this text, a brief summary of the prediction 
model evaluations is additionally provided in Table S4.7.  
For most model groups, the prediction performance evaluated by R2, MUE, and RMSE is consistently 
stable for differing methods, whereas the shortest CPU time (30% to 60% of the reference method) 
was required for the HF/3-21G method without the PM3 geometry optimization (i.e., HF/3-
21G//MMFF94 and HF/3-21//Dreiding). As the MMFF was superior to the Dreiding force field for 
the mono- and di-alkoxybenzene group (see below), the HF/3-21G//MMFF method was chosen to be 
the default in this study. 
Mono- and di-alkoxybenzene. Comparing the two molecular mechanics methods (i.e., MMFF94 and 
Dreiding force field), a worse performance was consistently observed with the Dreiding force field 
compared to the MMFF94 for the mono- and di-alkoxybenzene groups (Figure S4.2) regardless of the 
basis sets and the geometry optimization. As previously reported,4 rotamers can play an important 
role for alkoxybenzenes as EHOMO significantly fluctuates upon rotation of an alkoxy group. A better 
correlation was found with alkoxybenzenes mainly consisting of planar alkoxybenzenes for which the 
alkyl group is aligned to be planar to the benzene ring.4 It turned out that initial geometries of more 
alkoxybenzenes were planar or nearly planar for the MMFF94 than for the Dreiding force field. For 
example, a planar and perpendicular geometry was consistently obtained for 1,4-dimethoxybenzene 
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with the MMFF94 and the Dreiding force field, respectively. The exclusion of 1,4-dimethoxybenzene 
from the correlation improved the performance of all methods with the Dreiding force field (e.g., R2 
increased by more than 0.1) (data not shown). Moreover, further improvements could be achieved by 
replacing EHOMO of non-planar alkoxybenzenes with EHOMO of their planar conformations, e.g., from 
R2=0.80 to R2=0.84 for the HF/SV method by using planar alkoxybenzenes (acebutolol, atenolol, 2,4-
dichlorophenoxyacetic acid, and propranolol) (data not shown). Although automated geometric modi-
fications could be pursued by programming an algorithm, it was not considered in this study to avoid 
additional complications. Overall, it was concluded that the MMFF94 has advantages over the 
Dreiding force field for the mono- and di-alkoxybenzene groups.  
Trialkoxybenzenes. For the trialkoxybenzene group, poor correlations (R2<0.5) were obtained for all 
the computational methods except for the HF/3-21G//MMFF94 method for which a partly meaningful 
correlation (R2=0.69) was obtained. As shown in Figure S4.5a (green triangles), however, a negative 
slope of the regression line was obtained for HF/3-21G//MMFF94. Similar to the mono- and di-
alkoxybenzene groups, this phenomenon is related to the rotamers of trialkoxybenzenes.4 However, 
no further investigation was conducted as automatic geometry modification was not planned to be 
developed in this study. Moreover, there are only four training compounds available for this model 
group, which makes it difficult to perform an in-depth evaluation. Nonetheless, the prediction perfor-
mances evaluated with the MUE (0.26-0.51) and the RMSE (0.31-0.55) were comparable to those of 
other compound groups with good correlations. This is attributed to the fact that the calibration ranges 
for kO3 between the minimum and the maximum is only a factor of 30 for trialkoxybenzenes, while 
other model groups span over several orders of magnitudes (e.g., 7 orders of magnitude for phenol). 
Therefore, its prediction may be acceptable as long as the derived orbital energy lays in the calibration 
range (e.g., EHOMO of -0.33649 ~ -0.32043 hartree for the HF/3-21G//MMFF94), while it may com-
pletely fail when extrapolated. 
Guanine. For guanine, an aggravated performance was observed for the method involving geometry 
optimization with a Dreiding force field-derived geometry, i.e., HF/SV//PM3//Dreiding (R2=0.62) and 
HF/3-21G//PM3//Dreiding (R2=0.65) compared to the other methods (R2=0.94-0.98). This was be-
cause 5?-deoxyguanylic acid was an outlier in the Dreiding force field-based method. During the ge-
ometry optimization using the initial geometry obtained by the Dreiding force field, it was observed 
that an intramolecular hydrogen transfer from an amino group to a phosphate group occurred, which 
led to a significantly higher EHOMO (data not shown). Because of this phenomenon, the MMFF94 
method is recommended for guanines for the geometry optimization. 
Aniline. It should be noted that in contrast to the other model groups for which kO3 prediction models 
were developed with the same training compounds as used in the previous study,4 a kO3 prediction 
model for anilines has been established in this study with different sets of anilines. This was because 
kO3-values for several anilines used for the previous model were updated with recently reported em-
pirical kO3-values.38 Compared to the previous study, moreover, kO3-values for anilines such as p-
methylaniline, p-methoxyaniline, p-phenylenediamine, o-hydroxyaniline, p-hydroxyaniline, and p-
aminobenzoic acid38 were additionally included in the model. kO3 for the unsubstituted aniline was 
reported to be 1.3×106 M-1s-1,38 which is almost an order of magnitude lower than the kO3-value used 
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for the previous model, i.e., 1.4×107 M-1s-1.39 We have adapted the currently reported kO3 in this study 
as the empirical determination has been appropriately conducted using a well-established competitor 
(3-buten-2-ol) and at neutral to alkaline pH in which the ozone decomposition from the reaction with 
aminyl radicals can be reduced. Moreover, the determined value was theoretically corroborated by an 
excellent correlation between kO3 for differing aromatic compounds including unsubstituted aniline 
and the corresponding Gibbs free energy (?G0) for the formation of an ozone adduct in the para posi-
tion.38 As the previous kO3-values for many other anilines were reported relative to the kO3 for unsub-
stituted aniline,39 kO3-values for such anilines were corrected accordingly and used in the current 
model development. Moreover, a significant correction was made for N,N-dimethylaniline that while 
the previous kO3 was 2.0×109 M-1s-1,40 the kO3 that has been recently reported is 1.6×106 M-1s-1.38 The 
kO3-values for 22 anilines used for the model development in this study are compiled in Table S4.8 
where they are also compared to the previous values. 
With 22 anilines and their up-to-date kO3 values, overall inferior correlations (R2=0.43-0.64) to the 
original model (R2=0.85 for the HF/6-31G method)4 were obtained for the current model. Nonetheless, 
the prediction performance was better than with the original model, MUEs=0.24-0.30 and 
RMSEs=0.30-0.37 throughout all seven computational methods of the current model and MUE=0.34, 
RMSE=0.43 for the previous model, respectively. This is related to the fact that the current model was 
developed with the corrected kO3-values, which were in a narrower range than the original model. 
While the kO3 range of the 22 anilines used for the current model only spans a factor of 50, it was ~ 4 
orders of magnitudes for the previous model (Table S4.8). 
It is worthwhile to note that the previous model for anilines has been developed using planar anilines 
which have two substituents on the amino group aligned to be planar to the phenyl ring because its 
correlation was better than that with pyramidal anilines (see reference4 for more details). However, a 
somewhat worse performance was obtained using planar anilines with the new set of 22 anilines (data 
not shown). Therefore, it is concluded that the previously observed better correlation with planar ani-
lines was rather fortuitous and it is recommended to use the current model rather than the previous 
model. 
Other heteroaromatic compounds (hetero_ar). Although correlation to the HOMO was shown to be 
somewhat successful, no prediction model was previously proposed for other heteroaromatic com-
pounds because the model seemed to be rather premature to be established (see Text S2.5 in the Sup-
porting Information for Chapter 2). In this study, nonetheless, a prediction model was developed to 
provide kinetic information for these chemical moieties. 
 
Text S4.5 Computational protocol for kO3 predictions 
Based on the evaluation of the seven different combinations of computational methods in Text S4.4 
above, the HF/3-21G//MMFF94 method was chosen as default in this study because it performed 
similarly or better compared to the other computational methods tested in this study, while the least 
CPU time was required (for more details see Text S4.4 above). The individual models are presented 
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in Figure S4.5 and their prediction performances as well as the parameters for linear regression equa-
tions are summarized in Table S4.3 in comparison with the original models. Note that this computa-
tional protocol does not carry out geometry optimization and frequency analysis. Nevertheless, the 
models’ performances turned out to be acceptable although it was inferior to the original models (Ta-
ble S4.3). This indicates that orbital energies obtained from molecular mechanics-level geometries of 
training compounds are similar to those of the optimized local minimum geometries from the original 
computational protocol involving geometry optimization and frequency analysis. Moreover, fortuitous 
cancellation of errors may have played a role as only relative orbital energies are relevant in the mod-
els while absolute orbital energies may still be biased. However, one should keep in mind that a pre-
diction may fail for some compounds due to the use of an approximate geometry and further investi-
gations are needed to be able to justify the general application of molecular mechanics-based geome-
tries. 
The CPU times required to complete single point calculations for the 294 individual compounds (10 
outliers included) used for model development were measured and are plotted as a function of the 
number of atoms (atom count) in Figure S4.6. A good relationship between the CPU time and the 
atom count was obtained when fitted by a quadratic regression. While less than 700 seconds were 
required for most of the training compounds with less than about 60 atoms, CPU times in the order of 
several thousand seconds were needed to complete single point calculations for macromolecules such 
as azithromycin, roxithromycin, tylosin, and microcyctin-LR with 124 – 145 atoms. 
 
Text S4.6 Hierarchy for the assignment of an ambivalent aromatic compound 
Compound groups such as olefins, amines, guanine, etc. are individually unique, therefore, the as-
signment of reactive sites can be conducted independently. However, reactive sites for aromatic com-
pounds may overlap, e.g., aminophenol contains phenol and aniline in the same benzene ring. As such 
ambivalent compounds were not included in the model development, a hierarchy between aromatic 
compound models was established (arrow in top-left part of Figure S4.1), based on the relative posi-
tions of individual kO3 prediction models in Figure S4.5a. As phenolate has the highest kO3-values, it is 
assigned to have the highest priority over all the other model groups. As shown in Figure S4.5a, a 
hierarchy between trialkoxybenzene, aniline, and phenol is ambiguous because most of the data points 
are in close proximity. It is assumed in this study that trialkoxybenzenes should be given a higher 
hierarchy than aniline, followed by phenol. Another approach to resolve this issue would be to choose 
the model group with the highest predicted kO3 among the model groups. However, this approach has 
not been investigated yet. Therefore, further improvements/modifications can be expected in the fu-
ture. Mono- and dialkoxybenzene and benzene are the lowest in the hierarchy, with the alkoxyben-
zene given higher hierarchy than the benzene as they have a higher slope (86.74 in Table S4.3) of the 
correlation than that of benzene (46.68 in Table S4.3) (Figure S4.5a). 
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Text S4.7 Assignment of EHOMO to the corresponding reactive sites of a compound  
As shown in Table S4.1, there are many reactive sites for which kO3-values are predicted using EHOMO-
n. There can be compounds with multiple reactive sites, which necessitate the assignment of multiple 
EHOMO-n-values to the corresponding reactive site. In this section, the strategy to achieve the correct 
assignment of EHOMO-n-values to individual reactive sites is discussed.  
The workflow for the assignment is shown in Figure S4.7. Quantum chemical computation outputs, in 
which the molecular orbital coefficients for HOMO-n are printed out, are a prerequisite for this pro-
cess (see below). The first step is to identify reactive sites of a query compound for which kO3 is to be 
predicted using EHOMO-n. SSMOcoef-n(i) for individual reactive sites are subsequently estimated. SSMOcoef-
n(i), which is an empirical parameter introduced in this study, is the sum of squares of molecular or-
bital coefficients (ci) of basis functions (?i) for the atoms of reactive sites i for HOMO-n. ci is derived 
from the best wavefunction (?) of the molecular orbital (e.g., HOMO-n) obtained by the variational 
method where molecular orbitals are constructed by a linear combination of atomic orbitals (LCAO). 
Therefore, SSMOcoef can be used as an approximate index for the electron population of the HOMO-n 
on the atoms of a reactive site. In the following, threshold values of SSMOcoef assigned to all the rele-
vant reactive sites are presented.  
Six aromatic carbons in a benzene ring were considered as the atoms for aromatic compounds for 
which SSMOcoef-n(i) are calculated. For example, three aromatic compounds, i.e., benzene, phenol, and 
aniline, are presented in Figure S4.8a. SSMOcoef calculated for the part of the HOMO localized on the 
carbons of benzene, phenol, and aniline was 0.53, 0.49, and 0.43, respectively. Note that, as defined 
above, for phenol and aniline the contribution of an orbital to the exocyclic oxygen or nitrogen was 
not accounted for in the estimated SSMOcoef. In this manner, SSMOcoef-values for all the aromatic com-
pounds used to develop the kO3 prediction models were calculated and were found to range from 0.24 
for bisphenol A dianion to 0.53 for methylbenzoate. As shown in Figure S4.8a, the two phenolates of 
the bisphenol A dianion have almost identical SSMOcoef and their summation gives ~0.5 which is simi-
lar to the SSMOcoef of benzene and phenol. This indicates that the electron density of the HOMO for the 
bisphenol A dianion is delocalized equally over the two phenolates. As the bisphenol A dianion was 
successfully included in the kO3 prediction model for the phenol group, The HOMO-n with a SSMOcoef 
of 0.25 should be considered to be acceptable for aromatic compounds. Therefore, a minimum SSMO-
coef threshold for an aromatic ring was set to 0.22 with about 10% of a margin applied to 0.24 for the 
current prediction platform. It turned out that all the heteroaromatic model compounds have SSMOcoef-
values higher than 0.22. Therefore. the same threshold SSMOcoef-value was set to reactive sites belong-
ing to heteroaromatic compounds. Consequently, reactive sites with a minimum SSMOcoef threshold of 
0.22 include phenol, aniline, 12alkoxybenzene, 3alkoxybenzene, benzene, benzazole_dervs, adenine, 
guanine, cytosine, thymine, uracil, pyridine, diazine, triazine, pyridine_conj, and diazine_conj. 
For 5hetero_ring, two adjacent carbons (e.g., imidazole) or three consecutive carbons (e.g., isoxazole) 
were used to estimate SSMOcoef (atoms with black circles Figure S8b are the carbons used to estimate 
SSMOcoef). This is based on the observation that the ozone attack occurs not at the hetero atoms but at 
the two adjacent carbons (see 5hetero_ring in Text S4.1). SSMOcoef-values of 0.32-0.35 were observed. 
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Therefore, the threshold SSMOcoef was set to 0.3 for 5hetero_ring. For olefin_conj which has two adja-
cent carbons (black circles in Figure S4.8c) as the estimation center atoms for the same reason as for 
5hetero ring, a rather low threshold SSMOcoef of 0.15 was set based on the indigotrisulfonic acid (Fig-
ure S4.8c). 
Since the threshold values for SSMOcoef were defined based on a limited number of model compounds, 
the assignement of EHOMO may be wrong, leading to an error in a predicted kO3. Therefore, the as-
signed threshold values need to be modified when necessary based on new findings or identified im-
provements for a compound of interest. A visual examination of HOMO-n to check whether EHOMO is 
reasonably assigned to the corresponding reactive site is also recommended. In addition, the current 
approach using SSMOcoef has the intrinsic weekness mainly associated with the delocalization of HO-
MO-n, making it difficult to assign a responsible orbital to the specific reactive site. Therefore, the 
development of a better approach to resolve this rather ambiguous assignement is desired in future. 
 
Text S4.8 Interpretation of predicted kO3-values for reactive sites of a query compound and 
their relationships with experimental kO3-values  
Based on the computational protocol proposed in Text S4.5, kO3 for identified reactive sites of a query 
compound will be obtained. For some reactive sites, for which a kO3 prediction model is unavailable, 
empirical kO3 estimates when available are assigned instead (Table S4.1). The obtained kO3-values can 
provide various useful informations. Note that kO3 prediction in the current prediction platform is car-
ried out for only one conformer, assuming that the investigated conformer is the dominant species for 
the reaction with ozone, thus representative of the overall reactivity. Therefore, the treatment of mul-
tiple conformers as shown in Text S4.10 for cetirizine needs to be conducted externally. For a non-
ionizing query compound (i) with j reactive sites (j=1,2,3,···,n), the ‘rate constant prediction’ process 
provides the same number of predicted kO3,j as the number of reactive sites. Comparison of kO3,j be-
tween differing reactive sites allows to identify which reactive site dominantly reacts with ozone. The 
summation of kO3,j for all the reactive sites (j) gives rise to a species (i)-specific kO3, i.e., kO3,i as fol-
lows: 
kO3,i =  ? kO3,j  over all reactive sites j ?  kO3,exp   (S4.1) 
In principle, kO3,i corresponds to an experimental kO3 (kO3,exp) for a non-ionizing compound.  
For an ionizing query compound having i acid-base microspecies, kO3 predictions are performed for 
individual microspecies. Therefore, i×j kO3-values (kO3,i-j) are derived in total. Based on pi obtained 
from the speciation analysis (see Text S4.2 above), an apparent reactive site(j)-specific kO3 (kO3,site(j)-
app(pH)) or an apparent species(i)-specific kO3 (kO3,species(i)-app(pH)) at a specific pH can be derived by Eqs. 
S4.2 and S4.3 below. 
kO3,site(j)-app(pH) =  ? kO3,i-j × pi(pH)   over all microspecies i   (S4.2) 
kO3,species(i)-app(pH) =  ? kO3,i-j × pi(pH)  over all reactive sites j   (S4.3) 
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In the same manner as for a non-ionizing compound above, a comparison of kO3,site(j)-app(pH) between 
different reactive sites allows to identify which reactive site dominantly reacts with ozone at a specific 
pH and a comparison of kO3,species(i)-app(pH) between different species allows to identify which species 
dominantly reacts with ozone at a specific pH, respectively. 
The summation of kO3,site(j)-app(pH) over all the reactive sites (j) or of kO3,site(i)-app(pH) over all the species (i) 
gives rise to an apparent kO3 (kO3,app(pH)) for the query compound at a specific pH, which in principle 
corresponds to an experimental apparent kO3 (kO3,exp-app(pH)) at a specific pH. 
                   kO3,app(pH) =  ? kO3,site(j)-app(pH)  over all reactive sites  j 
                                  =  ? kO3,species(i)-app(pH)  over  all microspecies i ?  kO3,exp-app(pH)   (S4.4) 
 
Text S4.9 Selected reaction pathways from literature for pathway predictions  
As explained in the main manuscript, reaction rules for pathway predictions were defined based on 
published reaction pathways in literature. In this section, the selected reaction pathways are discussed 
in detail divided into different reaction pathway groups, which are shown in the 4th column of Table 
S4.1. In the given Schemes for reaction pathways, various logical operators such as == (is equal 
to), != (is not equal to), && (and), and || (or) are presented in ‘if ()’ statements when necessary to 
provide specificity for certain reaction pathways. Reaction pathways will be appropriately modi-
fied/updated in future when new information is available. 
Phenol (Schemes S4.1-S4.3). The discussion of the mechanisms for the reaction of ozone with phenol 
is divided into three categories; ortho, para, and radical. Ozone reactions initiated by ozone attack at 
ortho and para positions are discussed in ‘ortho’ and ‘para’ groups, and those involving radicals gen-
erated by a one-electron transfer between phenol and ozone are dealt with in the ‘radical’ group. 
Phenol-ortho (Scheme S4.1): The formation of hydroxylated products is the most commonly reported 
pathway in many studies for aromatic compounds in general.1,38,41–49 Hydroxylation of phenol at the 
ortho position gives rise to the formation of catechol provided that the ortho position is unsubstituted, 
i.e., substituted by hydrogen. The reaction mechanism was proposed as follows.48 Initially, ozone 
attacks at the ortho position to form an ozone adduct (1 in Scheme S4.1) followed by a singlet oxygen 
release (3). It undergoes a rearrangement giving rise to a hydroxylated benzene provided that a sub-
stituent of the carbon to the ozone adduct was hydrogen (4-5). A substituent release (6) is expected 
when the substituent is a halide or a nitro group. This is based on the study of ozonation of p-chloro- 
or p-nitro-aniline,38 in which such mechanisms were proposed to explain appreciable detections of 
chloride or nitrite and nitrate. Although an aryl carbocation was proposed therein following the sub-
stituent release without a further proposed pathway, it may be that the aryl carbocation can be stabi-
lized by forming a carbonyl bond between oxygen of a hydroxyl group and the ipso carbon, which 
gives rise to 1,2-benzoquinone. Due to its unstability, 1,2-benzoquinone was not detected.48 Various 
pathways of 1,2-benzoquinone seem to be possible; reaction with phenol to form a biphenyl dimer 
and the ensuing polymerization,50 reaction with primary amines and the ensuing polymerization,51 and 
Supporting information for chapter 4 
190 
 
reaction with thiols.52 In the context of water treatment, 1,2-benzoquinone would undergo reactions 
with various moieties including the aforementioned ones present in dissolved organic matters (DOM), 
thus its detection is highly unlikely. An ozone adduct can transform into a primary ozonide with either 
an ipso carbon (7) or a meta carbon (12), both of which follow a typical Criegee mechanism (7-14) 
leading to a ring cleavage (see the section for ‘olefin’ below for more details). Similar to the hydro-
xylation, a ring cleavage has been observed for many aromatic compounds.41,43,44,48,53–56 The resulting 
product undergoes a post-Criegee mechanism which gives rise to differing products depending on the 
substituents such as halide or carboxyl groups, amongst which hydrogen peroxide elimination is the 
most commonly observed (see below for details about the post-Criegee mechanism). Exceptionally, 
cis,cis-muconic acid formed from water elimination rather than hydrogen peroxide elimination was 
detected in ozonation of unsubstituted phenol (11).48 An ozone adduct may undergo a homolytic 
cleavage of an oxygen-oxygen bond, giving rise to a superoxide ion and an oxyl radical species (15). 
Further reaction pathways of the oxyl radical are unknown and the superoxide ion is a precursor to 
hydroxyl radicals. An oxyl radical can in principle be formed from the dissociation of any ozone ad-
duct. However, this reaction pathway for the oxyl radical is not explicitly presented hereafter for brev-
ity. 
Phenol-para (Scheme S4.2): The analogues reaction mechanisms such as hydroxylation, substituent 
release, and ring cleavage were proposed for the para position, resulting in the formation of the corre-
sponding products. The formation of 1,4-benzoquinone was additionally proposed via reactions (23-
30) 
Phenol-radical (Scheme S4.3): A direct electron transfer from phenol to ozone gives rise to a phenol 
radical cation and an ozonide radical.48 As the phenol radical cation has a pKa of -2,57 it quickly 
deprotonates to a phenoxyl radical in aqueous solution (34). An ozonide radical is a precursor to the 
hydroxyl radical.58 The formation of a phenol radical cation can be also achieved via a dissociation of 
an ozone adduct.11 As there is no mechanistic difference between the two routes in terms of concomi-
tant reaction pathways, no distinction was made herein. Phenoxyl radicals can concurrently undergo 
various reactions. Superoxide ion described above can combine with the phenoxyl radical either in the 
para or in the ortho position, leading to the formation of the corresponding quinone (35-37 or 38-40). 
Quinones can also be formed either from disproportionation of the respective semiquinone radicals 
(41 or 43) or from two consecutive one-electron oxidations of hydroquinone (42) or catechol (44) by 
ozone. Alternatively, phenoxyl radicals may combine either at the ortho or at the para position to form 
various dimers (45-54). This is only important for higher concentrations.  
Aniline (Schemes S4.4-S4.7). Reaction mechanisms for the reactions of ozone with aniline are dis-
cussed by dividing them into four categories; ortho, para, nitrogen, and radical. 
Aniline-ortho (Scheme S4.4): The same reaction mechanisms such as hydroxylation, substituent re-
lease, and ring cleavage, which were applied to the phenol, are also considered for the reaction of 
aniline after attack of ozone at the ortho position. It is assumed herein that a benzoquinone imine is 
formed following deprotonation (60) of the product resulting from the substituent release. The 1,2-
benzoquinone imine is prone to hydrolysis to yield 1,2-benzoquione and the corresponding amine. 
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Similar to above, a ring opening takes place via the Criegee mechanism. In addition, picolinic acid 
was reported as one of the products resulting from an intramolecular condensation reaction (68-70) of 
the Criegee product.11,38 
Aniline-para (Scheme S4.5): The same reaction mechanisms such as hydroxylation, substituent re-
lease, and ring cleavage, which were applied for the ortho position of aniline (Scheme S4.4), are also 
considered for the reaction of aniline attacked by ozone at the para position. 
Aniline-nitrogen (Scheme S4.6): An exocyclic nitrogen of aniline is available for ozone attack. Sever-
al previous studies reported formation of products involving oxidation of the nitrogen such as nitro-
sobenzene, nitrobenzene, and azobenzene.38,59,60 It is worthwhile to mention that it was reported that 
the yields of the products are too low to consider a exocyclic nitrogen as a major site of ozone 
attack.38 An ozone adduct to the nitrogen is initially formed (81) which is followed by various path-
ways. In the case of a primary amino group, an ensuing hydrogen transfer gives rise to a hydrotrioxide 
which decays either via hydrogen peroxide elimination to form nitrosobenzene (83, 84) or via a per-
oxyl radical (HO2•) to form a nitroxyl radical. Despite the fact that a second order rate constant for the 
reaction between nitrosobenzene and azobenzene is very slow (k=8.4×10-6 M-1 s-1)61 nitrosobenzene 
was reported to degrade over time. This indicates that there are hitherto unknown reaction pathways 
leading to the disappearance of nitrosobenzene. The nitroxyl radical can either disproportionate into 
nitrobenzene and aniline (87) or react with superoxide in the solvent cage to form nitrobenzene (89, 
90) for which superoxide stems from reaction (88).38 An oxygen transfer (91) is well-established for 
aliphatic amines in terms of the singlet oxygen and the ensuing products, i.e., N-oxide.2,62–64 For aro-
matic amines, however, 7% of the singlet oxygen yield was reported for N,N-dimethylaniline without 
the detection of a N-oxide product.63 Therefore, this pathway as well as an ensuing hydrogen shift to 
form a hydroxyl amino group (92) remains to be tentative.  
Aniline-radical (Scheme S4.7): An electron transfer between ozone and aniline (or the dissociation of 
an ozone adduct) leads to the formation of an aniline radical cation and an ozonide radical (93). De-
pending on substituents, primary aniline radical cations have a pKa range between 4 – 12,47 depending 
on which it deprotonates to an anilino radical provided that the amino group is primary or secondary 
(94). The resulting anilino radical can be further oxidized by ozone to form an ozone adduct radical 
which eventually leads to the formation of a 1,2-benzoquinone imine (95-99). 2-Haloaniline and 2-
aminophenol may give rise to the same product via a cage reaction between the anilino radical and the 
ozonide radical (102)1 or via another one-electron oxidation by ozone (103). These reaction pathways 
(95-103) apply the same for the para position. Alternatively, an anilino radical can be further oxidized 
by ozone to form a nitroxyl radical (104), which in turn participates in a radical disproportionation (87) 
or a nitrosation (89) as described above. There are other pathways for the aniline radical cation, which 
are in competition with a deprotonation of an amino group. For secondary or tertiary amino groups 
containing an alkyl group, a deprotonation can occur at the ?-carbon to form a carbon-centered radical. 
The ensuing reactions are the same as those for aliphatic amines, details of which are presented below. 
Similarily, for anilines with a substituent such as an alkyl or an alkoxy group, a deprotonation occurs 
at the ?-carbon of the substituent instead of the amino group (107 and 111), which via superoxide 
elimination gives rise to a dealkylated aniline and an aminophenol as well as their corresponding al-
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dehyde products (108-110 and 112-114), respectively.38 This mechanism was proposed to explain the 
formation of formaldehyde from ozonation of different anilines.38 Moreover, an aniline radical cation 
can dimerize into a benzidine (105,106).65 However, the formation of a benzidine was reported in a 
pulse radiolysis study in absence of dissolved oxygen as it was saturated by N2O and an aniline radi-
cal cation is generated by another oxidant, i.e., N3•. Indeed, it was not detected from ozonation of 
different anilines.38 Therefore, this pathway is likely to be of minor importance.   
Alkoxybenzene (Schemes S4.8-S4.9). Reaction mechanisms presented herein for alkoxybenzene are 
relevant to the reactive sites named 12alkoxybenzene and 3alkoxybenzene in Table S4.1.
Alkoxybenzene-ortho (Scheme S4.8): The same reaction mechanisms such as hydroxylation (116-118), 
substituent release (119), and ring cleavage (120-125), which were discussed above for phenol and 
aniline, are also considered. In addition to those, an alcohol elimination may occur.66 For an 
alkoxybenzene with a hydrogen in ortho position, a proton transfer from the ortho position to the ter-
minal oxygen of the ozone adduct rearomatizes while forming a very unstable hydrotrioxide (126), 
which subsequently decays into an oxyl radical and a peroxyl radical (127). The two intermediates 
may undergo a cage reaction (128) provided that a substituent in para position with respect to the oxyl 
radical is an alkoxy group. Subsequently, alcohol and hydrogen peroxide elimination occur, giving 
rise to a 1,4-benzoquinone (129). Alternatively, an alkoxy substituent at the ipso position can be elim-
inated as alcohol, yielding 2-hydroxyphenol (130-135). A carbocation from reaction (115) may react 
with water to an intermediate with a hydroxyl group at the ipso position (130). This intermediate sub-
sequently undergoes either an alcohol elimination (131) followed by an ensuing singlet oxygen elimi-
nation (132,133) or a singlet oxygen elimination (134) followed by an alcohol elimination (135), both 
of which give rise to 2-hydroxyphenol as a final product (135). 
Alkoxybenzene-para (Scheme S4.9): The same reaction mechanisms as for alkoxybenzene-ortho such 
as hydroxylation (136-139), substituent release (140), and ring cleavage (141-143) are considered. 
Alkoxybenzene-radical (Scheme S4.9): It was assumed that a superoxide elimination mechanism may 
occur, which initiates upon deprotonation of a exocyclic ?-carbon of a substituent such as an alkyl or 
alkoxy group as described above for aniline-radical (107-114). This would lead to a change of an 
alkoxy group into a hydroxyl group and the formation of the corresponding aldehyde product.  
Benzazole_dervs (Scheme S4.10): 1H-1,2,3-triazole-4,5-dicarbaldehyde was reported as a major 
oxidation product during ozonation of 1H-benzotriazole.54 This can be formed via typical reaction 
pathways for aromatic compounds; ring cleavage of a benzene ring followed by further oxidation of 
the product by ozone via the Criegee mechanism. Therefore, the same reaction mechanisms such as 
hydroxylation, substituent release, and ring cleavage, which were discussed above, are also consid-
ered for both positions (6 and 7) of a benzene ring, while preventing an ozonide formation with a 
fused carbon, i.e., ozonide formation between C7 and C7a or C4 and C3a. When a nitrogen or a sulfur 
is present in the position 1 in a 5-membered ring, an oxygen transfer may additionally occur to form 
the corresponding oxide product. A subsequent proton shift may be possible for the resulting N-oxide 
product to form a hydroxylated product (148). Quantum chemical computations suggest that a N-
oxide formation is thermodynamically less favored than formation of an ozone adduct on a benzene 
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ring (Lutze et al., private communication). Radical reactions were not considered because only little 
information is available.  
Benzene (No scheme provided): The same reaction mechanisms such as hydroxylation, substituent 
release, and ring cleavage, which were discussed above, are also considered for benzenes. It seems 
that general rules of regioselectivity by substituents (e.g., ortho-para directors or meta directors) in 
electrophilic aromatic substitutions can also be applicable to the reaction of ozone with substituted 
benzenes other than the aromatic compound classes previously described (i.e., phenol, aniline, and 
alkoxybenzene). However, it was assumed in the current prediction platform that ozone may attack 
any carbon of the benzene ring because their transformation products from the reaction with ozone 
would be of minor importance compared to other compound groups. This is because dominant trans-
formation products will be formed from the reaction with hydroxyl radicals due to their low reactivity 
with ozone. Nonetheless, it is planned to update this aspect in future. Radical reactions were not con-
sidered. 
Olefins (Scheme S4.11): As shown in Table S4.1, the reaction pathway group ‘olefin’ is applied to 
reactive sites such as olefin, olefin_conj, quinolone, and quinolone_carboxylate. The reaction path-
ways for olefins with ozone are well established by the so-called Criegee mechanism.67 A carbon-
carbon double bond (C=C) reacts with ozone to form a primary ozonide (151) via a primary zwitteri-
on (150). It subsequently decays into a secondary zwitterion (152). The secondary zwitterion via hy-
dro-lysis decomposes into a ?-hydroxyhydroperoxide and a carbonyl compound (153). Depending on 
substituents of these Criegee products, various ensuing pathways, which are named as a post-Criegee 
mechanism, are possible.68,69 A ?-hydroxyhydroperoxide gives rise to a carbonyl compound and hy-
drogen peroxide provided that its two substituents are not halogen (154). When it is substituted by a 
halogen, a peracid and a halogen ion are generated (159). Depending on a remaining substituent of the 
peracid, various decays can follow (160-162). Moreover, decarboxylations can occur for the hydroxy-
hydroperoxide substituted by a carboxyl group (163, 164). The ensuing product is then subject to 
another decomposition depending on the presence of substituents such as a halogen and a carboxyl 
group (155-158). The secondary zwitterion formed in reaction (152) may also undergo decarboxyla-
tion provided that the carbon with cationic oxygen is substituted by a carboxyl group, giving rise to a 
ketone group (172). The additional presence of a carboxyl group to the opposite side leads the resul-
ting product to decarboxylation yielding another ketone group (173). An identical product can be also 
formed via hydrolysis (174) in the absence of a carboxyl group. The final product is subject to further 
reactions (155-158). Products, which would result from the partial cleavage of a C=C bond, have been 
reported for a few olefins such as tetramethylethene, 1,1-dichlroethene, and trichloroethene.68 In com-
petition with a ring-closing reaction (151), a primary zwitterion may react with water (165) or under-
go a chlorine shift (169).  An oxygen is subsequently released (166, 167) and the halogen substituent 
when present is also released (167, 168). However, products from the partial cleavage were not de-
tected for most olefinic compounds.68–73 Therefore, this mechanism is considered to be of minor im-
portance.  
Amine (Scheme S4.12): As shown in Table S4.1, the amine pathway group is assigned for four reac-
tive sites; amine, amine_conj, phenylazo and sulfonamide(2°)_deprot. As reaction pathways for 
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amine_conj and sulfonamide(2°)_deprot belong to the pathways for amine under specific conditions, 
the overall reaction pathways for amine are first described (Scheme S4.12), followed by amine_conj 
and sulfonamide(2°)_deprot. As described above, the phenylazo is exceptionally defined as an amine 
for a structurally consistent categorization, even though, its pathways are implemented in hetero_ar. 
The reaction of amine with ozone is initiated by an electrophilic attack of ozone at the nitrogen lone-
pair electrons to form an ozone adduct (175). A subsequent loss of oxygen to N-oxide (176) is com-
monly observed as a stable product for tertiary amines.2,16,62,64,74–76 The resulting N-oxide transforms 
into a hydroxyl group (177) for secondary amines2,41,53,77 or potentially primary amines. A proton 
transfer can occur for primary or secondary amines to form a hydrotrioxide (178), which subsequently 
decomposes into a nitroxyl radical and a peroxyl radical (179). The nitroxyl radical can also be 
formed via a dissociation of the ozone adduct (180) or via oxygen transfer for an aminyl radical by 
ozone (187) formed from an electron-transfer-involving reaction pathway (see below for details). The 
nitroxyl radical and the aminyl radical can play a role to consume additional ozone via chain reactions 
(187 and 188).1 This indicates a high ozone consumption compared to the degradation of an amine, 
therefore, supports a poor mass balance between ozone and amine frequently reported in relevant 
studies.1,2,77 The nitroxyl radical can be further oxidized by ozone via electron transfer leading to an 
oxoazanium formation (181)77 or disproportionate into two different pairs of products (182, 183).11,78 
Similar to aromatic compounds such as phenol and aniline described above, electron transfer-initiated 
reactions are of consideration for amine, which results in the formation of an amine radical cation. As 
described above, a secondary aniline nitrogen was defined as an amine for its kO3 and pathway predic-
tion. The resulting radical cation species can have common reaction pathways for the aniline radical 
cation starting from reaction (94) in Scheme S4.7 as it has the same reaction center. Depending on pH 
of an aqueous system and the pKa value of an amine radical cation, it can deprotonate to an aminyl 
radical (186). A pKa range of 5.3 – 6.8 was reported for the amine radical cations of dimethylamine, 
diethylamine, pyrrolidine, and piperidine.79 As already described above, an oxygen transfer by ozone 
(187) transforms an aminyl radical to a nitroxy radical followed by various ensuing pathways (181-
183). In competition with deprotonation on the nitrogen, deprotonation can occur at the ?-carbon to 
the nitrogen (189), yielding a carbon-centered radical species. Provided that the ?-carbon is substitut-
ed by a carboxyl substituent, decarboxylation occurs, giving rise to the same carbon-centered radical. 
Most carbon-centered radicals are known to react with oxygen with a close to diffusion-controlled 
rate (k in the order of 109 M-1s-1) to form an ?-amino-peroxyl radical (191).80 The ?-amino-peroxyl 
radical undergoes an unimolecular superoxide ion (O2•-)-elimination to yield an iminium ion. It subse-
quently hydrolyzes into a carbonyl compound and an amine provided that a substituent of the amine is 
not a hydroxyl group.81,82 If a hydroxyl group is present, it is assumed to deprotonate to nitrone which 
then hydrolyzes into the same products as above.78 Alternatively, peroxy radicals can undergo a bimo-
lecular recombination to form a tetroxide intermediate for which there are several possible reaction 
pathways.83 The tetroxide decomposes into a carbonyl product, a product with a hydroxyl group, and 
oxygen (197), which is also known as the Russell mechanism.84 Another possible reaction gives rise 
to two carbonyl products and hydrogen peroxide, which is also known as the Bennett mechanism 
(198).85 These two mechanisms necessitate the presence of hydrogen for the carbon bound to a 
tetraoxide, i.e., not possible for a tertiary peroxyl radical. An appreciable amount of hydrogen perox-
ide was reported for ozonaiton of morphorine (28% per compound degraded) and piperazine (60%), 
Supporting information for chapter 4 
195 
 
but not for piperidine (4.6%).77 This indicates that the Bennett mechanism may have played an im-
portant role depending on the target compound. Alternatively, two oxyl radicals can be generated with 
oxygen (199), which undergo subsequent reactions (200, 201) to form the same products as above.83,86  
The pathways for amine_conj are only based on ozonation of cylindrospermopsin bearing a single-
bonded tertiary nitrogen in a tricyclic guanidine,10 in which hydroxylation via oxygen transfer (176, 
177 in Scheme S4.12) and dealkylation (175, 185, and 189-195 in Scheme S4.12) via electron transfer 
were reported. While the N-oxide formation is generally known to be the final product for tertiary 
amines as described above, it was proposed therein that an intermolecular hydrogen transfer takes 
place from a protonated secondary amine of the guanidine moiety to the oxide to form a hydroxyl 
group. However, as both N-oxide and hydroxylamine products have the same mass and identifications 
were conducted only with mass spectrometry, only N-oxide formation was tentatively considered in 
the current prediction. Moreover, it is assumed that a secondary nitrogen has the same fate.  
The reaction pathways for sulfonamide(2°)_deprot are based on ozonation of hydrochlorothiazide,2 in 
which a cyclic imine product (i.e., chlorothaizide) was reported to be a stable product, which can be 
formed via a partial dealkylation (175, 185, and 189-192 in Scheme S4.12). Although an imine prod-
uct typically undergoes hydrolysis, the formation of an amidine seems to guarantee its stability by 
tautomerism. Therefore, the reaction rule is defined to cease for the case of amidine formation. More-
over, a protonation of the radical intermediate to form a radical cation was additionally proposed 
herein for sulfonamide(2°)_deprot. pKa-values of aniline radical cations are several orders of magni-
tude higher than those of aniline (e.g., 4.6338 and 7.0547 for unsubstituted aniline and its radical cation 
and 5.0838 and 8.5047 for 4-methylaniline and its radical cation).  Assuming that the same account can 
be also applied to secondary sulfonamides, the secondary sulfonamide radical species formed from 
oxidation of the sulfonamide nitrogen anion would readily be protonated due to an increased basicity, 
which then undergoes a radical shift to ?-carbon (189). Another reaction mechanism leading to the 
same product, i.e., chlorothiazide, via a tautomeric rearrangement was suggested. However, this 
pathway was not defined herein because it is considered rather exceptional.  
Guanine (Scheme S4.13) The reaction pathways in Scheme S4.13 are based on guanine without an 
amino group at C(2). It was assumed in this study that the pathways can be generally applied to vari-
ous guanine derivatives. The reaction pathways for guanine were not extended for adenine despite the 
similar chemical structure because the assumption for 1,2-acyl shift seems to be premature (see be-
low). The oxidation of guanine analogues by ozone was reported to be initiated by the formation of an 
ozonide at the 4,5-double bond (202).12,87 This is reminiscent of the Criegee mechanism. However, 
the formation of an epoxide intermediate via a subsequent singlet oxygen release (203) was proposed 
to take place for carboxy-acyclovir bearing a guanine moiety,12 which is not a typical Criegee reaction. 
The detection of the epoxide was reported from ozonation of uric acid in microdroplets using online 
mass spectrometry,87 and the yields of singlet oxygen per ozone were 40%, 37%, 16%, and 10% for 
2?-deoxyguanosine, guanosine, 2?-deoxyadenosine, and adenosine, respectively. Further a 1,2-acyl 
shift (204) and the subsequent hydrolysis of the imidazole (205) give rise to the final product. An 
additional hydrolysis (206, 207) of the imine is expected for a guanine analogue in which an amino 
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group is absent at C(2). For guanine with an amino group at C(8), a hydrolytic product formation (207) 
is not expected.  
However, it is unclear whether or not the final product is formed via an epoxide formation from ozo-
nation of acyclovir.12 The conventional ozonation pathways can also lead to a singlet oxygen release, 
the intermediate with the same mass as the epoxide, and the same final product. Applying the conven-
tional ozone reaction pathways to guanine we proposed reactions (208)-(212) based on an ozone ad-
duct formed at C(5) (208). Singlet oxygen release (209) subsequently follows, leaving an oxygen 
anion in the intermediate with the same mass as the epoxide. Via ensuing rearrangement (210) and 
hydrolysis (211) the same product is formed. Moreover, the conversion of the amino group into an 
imino group seems to be better explained by the presence of a carbocation (C4) (208) which leads to a 
imine bond shift from C(2)=N(3) to N(3)=C(4) (209). In this study, therefore, we chose to perform a 
pathway prediction for purines with the conventional ozonation pathways. It is noted that in the cur-
rent study the pathway prediction for guanine is limited to the neutral form as little information is 
available for the ionic form. 
Uracil (Scheme S4.14) The reaction pathways for the reaction of ozone with uracil are presented in 
Scheme S4.14, which is based on the reaction pathways proposed for thymine and 5-chlorouracil 
during ozonation.63,88 Those pathways are assumed to be also applicable to uracil and cytosine ana-
logues as a ring opening via the Criegee mechanism is also likely to occur for cytosines (see below). 
The C4 or C5 of a pyrimidine is the initial site of attack by ozone to form an ozone adduct (213), and 
subsequently undergoes the typical Criegee mechanism (214-218), which was already presented for 
aromatic compounds and olefins above. Asymmetric cleavage of the ozonide (215 versus 217) takes 
places, giving rise to two differing zwitterions (A and B). The zwitterionic intermediate A undergoes 
a series of subsequent reactions (219)-(225), giving rise to a hydrantoin. Hydrantoin can also be 
formed via the reactions (226)-(231) from A. The same reactions (226)-(231) can be applied to B, 
giving rise to a hydrotoin. The intermediate (B) alternatively undergoes fragmentation reactions 
(232)-(237) initiated by the deprotonation of N(3) (233). A partial oxidation rather than a ring open-
ing may occur for a pyrimidine with the anionic N3. The carbocation at C6 of the intermediate (C) is 
neutralized with the formation of an imine bond (N1=C6) (238). This intermediate undergoes a single 
oxygen release (239) followed by hydrolysis (241) to form a glycol product. Alternatively, a halogen 
ion can be released (242) when a halogen substituent is present at the carbon of the ozone adduct to 
form 6-hydroxylpyrimidine-2,4,5-trione via the subsequent hydrolysis (243). 
Hetero_ar (no Scheme provided) There is only one reaction pathway defined for non-conjugated 
pyridine, diazine, triazine, and phenylazo. It is a N-oxide formation (175, 176 in Scheme S4.12). Pyr-
idine during ozonation was reported to yield almost 80% N-oxide per pyridine degraded.89 Moreover, 
azoxybenzene was reported to be the major product from ozonation of azobenzene.11 Based on these 
reports, it is assumed that N-oxide formation may be generally applicable for non-conjugated pyridine, 
diazine, and triazine, and phenylazo. For triazine, an aromatic nitrogen conjugated with an amino 
group was excluded from N-oxide formation. Dealkylation of the exocyclic secondary or tertiary ami-
no group were reported for atrazine.90 Therefore, a dealkylation mechanism was additionally defined 
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for triazine with a secondary or a tertiary amino substituent, which is the same pathway as the 
dealkylation of amine (175, 185, and 189-193 in Scheme S4.12).  
Diaminopyrimidine (Scheme S4.15) Despite the fact that this reaction pathway group is defined for 
diazine_conj, by which diverse chemical structures are represented (Figure S4.1), only the reaction 
mechanism for 2,4-diaminopyrimidines was defined herein (Scheme S4.15) due to a limited infor-
mation for other moieties. 
Ozonation products of the 2,4-diaminopyrimidine were reported for trimethoprim,91,92 However, the 
presented pathways in Scheme S4.15 are not the same as the ones proposed therein.91,92 In the refer-
ence study,92 carbonylation of the carbon in the position 5 of a diaminopyrimidine moiety was pro-
posed, giving rise to a product with the molecular weight of 324. However, the proposed product 
seems to have a MW of 322 rather than 324. Assuming that the MW 324 of the detected product is 
correct, we propose pathways giving rise to a product with the same mass, which can be explained 
based on the known ozone chemistry. In Scheme S4.15, the C(5) of a diaminopyrimidine is available 
for the attack by ozone to form a carbocation at the C(6) (244). Note that this pathway is also applica-
ble to the C(6) but not shown for simplicity. Assuming that the carbocation is stable enough, it may 
react with water (245)66 rather than undergoing other decay routes. Singlet oxygen can then be re-
leased from the ozone adduct with a subsequent proton addition (246). The resulting diol has the same 
mass (MW=324) of the detected product for trimethoprim. We additionally propose a halogen elimi-
nation in its presence to form a product with a carbonyl group (247 and 248). 
Ethynyl (Scheme S4.16) An ethynyl group was reported to undergo reactions analogous to the 
Criegee mechanism for olefins.46 As shown in Scheme S4.16, a primary ozonide is formed resulting 
in a C-C double bond (249). Further hydrolysis breaks down the C=C bond to form a carbonyl and a 
hydroxyhydropeorxide group for the respective carbons (250, 215). Hydrogen peroxide elimination 
gives rise to a glyoxal (252). Alternatively, hydrolysis may lead to the cleavage of the C-C bond, 
yielding two terminal carboxyl groups (253).  
Sulfur (no Scheme provided) The oxygen transfer from ozone to sulfur via an ozone adduct is known 
to be predominant for most organosulfur compounds such as sulfides,63,93 sulfinic acids,63,94 and thi-
ols.63,95,96 For sulfides, sulfoxide is the stable ozone oxidation product. From ozonation of glutathione, 
thiol was reported to be oxidized to sulfonic acids.95 Although a stepwise oxidation from thiol to sul-
fonic acid via successive oxygen transfer is expected, detailed mechanisms have not been elucidated 
yet. Therefore, a direct oxidation pathway to sulfonate from thiol and thiolate was defined without 
intermediates. 
Post_ozone reactions (Scheme S4.17) Oxidation products formed via various reaction pathways 
described above can undergo various post-ozone reactions such as intramolecular rearrangements, 
hydrolysis, and fragmentation. Such reaction pathways, which are generally applicable, are discussed 
herein.  They are simultaneously applied to predicted final products of all the compound groups. First, 
post-Criegee reactions ((154)-(164) in Scheme S4.11), which mainly deal with hydrolysis and decar-
boxylation, can be generally applied. In addition, it was reported from ozonation of progesterone that 
an intramolecular Bayer-Villiger type reaction ((254)-(255)) may occur to a minor extent for an ?-
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hydroxyhydroperoxide product,5 which converts ketones to esters. The resulting product from the 
Bayer-Villiger type reaction for progesterone is an anhydride, which undergoes hydrolysis to the cor-
responding carboxylic acids (256). The hydrolysis of anhydrides was defined to be generally applica-
ble, not only specific to the product from the Bayer-Villiger type reactions. 
Imine formation between primary amine and ketone via reactions ((257)-(259)) was observed from 
ozonation of carbamazepine.72 As described above in the amine section (reaction (193) in Scheme 
S4.12), imine is prone to hydrolysis, therefore, a reverse reaction is possible, which depends on the 
stability of the imine. The imine product of carbamazepine during ozonation, 1-(2-benzaldehyde)-
(1H,3H)-quinazoline-2,4-dione (BQD), was stabilized by forming an aromatic system. Moreover, 
amidine was discussed above to be stablized by tautomerism. It is generally known that hydrolytic 
stability of imines are attributed to delocalization of the imine double bond with electron-withdrawing 
substituents, e.g., oxime and hydrazone.97 Although there will be various other environments where 
imines are resistant to hydrolysis, only the aforementioned conditions are implemented. 
 
Text S4.10. Case study: comparison between experimental kO3 and predicted kO3 for cetirizine 
Figure S4.9a shows a comparison between the experimental kO32 and the predicted kO3 for cetirizine. 
The predicted kO3-values were obtained from the default method of this study (i.e., HF/3-21G//MMFF 
in Text S4.5) using a species distribution shown in Figure S10c. The acid-base speciation scheme for 
cetirizine is shown in Figure S4.10b where individual acid-base species are denoted as Xi (i=1 to 8). 
Note that the most basic pKa.3-value (Figure S4.10b) is reported to be ~8.0 in literature.98,99 However, 
a pKa.3 of 7.0, which was suggested from the determination of kO3 for cetirizine,2 was instead chosen 
to have a consistent comparison between the measured kO3 and the predicted kO3. As shown in Figure 
S4.9a, the predicted apparent kO3 (dash-double-dot cyan line) was much higher than the experimental 
kO3 (yellow circles) for the entire pH range. Noticeably, the error increases to more than an order of 
magnitude with decreasing pH below 7. The experimental kO3 manifests the effect of amine protona-
tion (pKa,3=7.0), which decreases the reactivity of the amine nitrogen with ozone, while the predicted 
apparent kO3 is uninfluenced by pH until pH 3. In Figures S4.9c and S4.9d, individual nitrogen-
specific kO3-values of the species contributing to the predicted apparent nitrogen-specific kO3 in Figure 
S4.9a are presented (black lines). The species X2, X6, and X8 and the species X3, X7, and X8 contribute 
to the predicted kO3 of the nitrogens 1 and 2, respectively. The dominant species at pH > 8 and acidic 
to neutral pH (2-7) were X8 (dotted black line) and X7 (long-short dashed black line), respectively. As 
shown in Figure S10b, the species X7 has the protonated nitrogen 1 and the free amine nitrogen 2 and 
it was expected that the protonation of an amine nitrogen in piperazine would have decreased the 
reactivity of the other nitrogen by withdrawing electron density from the free nitrogen to the protonat-
ed nitrogen. However, almost the same kO3-values were predicted for the nitrogen 2 of X7, and X8, 
1.31×107 M-1s-1 for X7 to 1.14×107 M-1s-1 for X8, respectively. As shown in Figure S4.11 (top row), it 
is observed that a moderate hydrogen bonding was formed between the hydrogen of the protonated 
amine and the carboxylate oxygen with a distance of 2.67 Å. Moreover, other species with a protonat-
ed amine such as X2, X3, and X6 show stronger hydrogen bonding with shorter distances (1.57-2.25 Å) 
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(Figure S4.11). The ionic intramolecular interaction between the two atoms makes an overall geome-
try more stabilized. However, as the presented conformations were obtained by the MMFF94 method 
in the gas phase, they may not be relevant for aqueous solution where ionic charges can be locally 
stabilized in the polar environment. Therefore, initial geometries of cetirizine with spread-out con-
formations were optimized by the B3LYP/6-31G* method employing the integral equation formalism 
polarizable continuum model100 (IEFPCM) as a solvation method. Note that this computation was 
performed using Gaussian.19 The optimized geometries are presented in Figure S4.11 (bottom row) in 
comparison with the geometries obtained by MMFF94 and straight conformations retained following 
the geometry optimization. When the total electronic energies are compared with the default method 
(HF/3-21G) for single point calculation (Figure S4.11), the optimized geometries in aqueous medium 
were more stable than the gas phase geometries obtained by the MMFF94 method. This supports that 
the MMFF94 conformations are less relevant to the experimental data obtained in aqueous solution. 
The predicted kO3 using the geometries relevant to the aqueous solution are presented in Figures S4.9b, 
S4.9c, and S4.9d. Note that the predicted kO3-values for the benzene rings are neglected because of the 
low reactivity (< 102 M-1s-1). With the spread-out conformers, a predicted apparent kO3 drop for nitro-
gen 2 was observed (Figure S4.9b), which is consistent with the amine protonation and the experi-
mental data, however, the extent of the drop was still small compared to the experimental data. 
In fact, all the prediction outputs presented in Figure S4.9 are obtained with the acid-base species of 
dextrocetirizine (S enantiomer). The default MMFF94 method for the 3D geometry generation con-
sistently yielded dextrocetirizine (Figure S4.11 in which it can be recognized by a hydrogen bound to 
the chiral center carbon in comparison with the 2D chemical structure in Figure S4.10). For a con-
sistent comparison between kO3 predictions with different conformers, therefore, dextrocetirizine was 
only investigated. However, the racemic mixture of levocetirizine (R enantiomer) and dextrocetirizine 
was used to determine experimental kO3.2 Thus, the presence of levocetirizine needs to be taken into 
account for the kO3 prediction to be consistent with the experimental conditions. Therefore, a kO3 pre-
diction for levocetirizine was performed as well. Same as above for dextrocetirizine, initial geome-
tries were prepared with spread-out conformations, which were then optimized by B3LYP/6-31G* 
with the solvation method employed by Gaussian.19 The optimized geometries were submitted to sin-
gle point calculations with HF/3-21G and the corresponding kO3 were predicted accordingly. As 
shown in Figure S4.12a, the predicted kO3 for levocetirizine overall shows a similar pattern to the 
predicted kO3 for dextrocetirizine (Figure S4.9b) except that a shift of the dominant nitrogen from 1 to 
2 at pH below 7 was observed for levocetirizine. The difference in the predicted apparent nitrogen-
specific kO3 between levo- and dextro-cetirizines was within a factor of 5 at the maximum. The pre-
dicted apparent kO3 of two enantiomers were combined with an equal weighting factor (0.5) to derive 
the predicted apparent kO3 for the racemic mixture, which is a more appropriate representation of the 
experimental kO3 (Figure S4.12b). Even with the consideration of the enantiomers, the prediction fails 
still with an error of more than 2 orders of magnitude. 
kO3 for unsubstituted piperazine bearing two secondary amine nitrogens was reported to be 2.6×104 M-
1s-1.77 In contrast, the kO3 prediction by the HF/3-21G//MMFF method yields 1.2×106 M-1s-1 with an 
overestimation of almost two orders of magnitude. Based on the fact that the kO3-values for secondary 
amines range typically in the order of 105 - 106 M-1s-1,11 or even 107 M-1s-1 (e.g., 1.2×107 M-1s-1 for 
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dimethylamine9), the measured kO3 of 2.6×104 M-1s-1 for cetirizine is dramatically different from acy-
clic secondary amines. Interestingly, lowering the predicted kO3 by the difference between the meas-
ured kO3 and the predicted kO3 for piperazine, i.e., two orders of magnitudes, led to a prediction in a 
close proximity with the experimental data (dotted line in Figure S4.12b). The overestimation by an 
order of magnitude was also observed for piperidine: experimental kO3=2.6×105 M-1s-1,77 and the pre-
dicted kO3=1.2×106 M-1s-1. Based on this, it may be that the kO3 prediction model may consistently 
overestimate kO3 for cyclic amines. However, further investigations are needed to confirm whether 
this correction can be generally applicable to cyclic amines or if it was only coincidental to cetirizine.  
Some aspects of the developed prediction platform, which may lead to an error in the predicted kO3, 
have been highlighted with the example of cetirizine. The MMFF94 method, a default method for 3D 
geometry generation in this study, may give rise to a geometry of a compound irrelevant to the aque-
ous phase, potentially leading to an error in predicting kO3. Therefore, the development of kO3 predic-
tion models by various conformer search tools generating an aqueous-phase relevant geometry and a 
model verification with external training compounds such as cetirizine need to be explored. Although 
it was evaluated for cetirizine that the overall improvement by using geometries relevant to aqueous 
phase was rather small, this aspect is still considered to be important because the effect of a protona-
tion could be consistently represented in a predicted kO3 obtained using aqueous-phase relevant geo-
metries. 
Moreover, the currently developed platform considers only a conformer for the kO3 prediction. As 
shown for cetirizine, experiments may be conducted for a compound with isomerism, i.e., co-presence 
of multiple conformers. However, it is not planned to be implement this aspect due to associated 
complications for the development, e.g., predicting weighting factors (relative populations) of indi-
vidual isomers involved unless otherwise provided by a user. However, one has to keep in mind that 
kO3 predictions may be significantly influenced by conformers for some compounds, which are yet 
unknown. 
Lastly, as it turned out above that the consideration of the geometry and enantiomers did not lead to a 
significant improvement, the poor kO3 prediction model for cetirizine seems to stem from the failure 
of the prediction model itself. Further investigations on whether this failure occurs consistently for 
similar compounds as cetirizine (e.g., a compound containing a piperazine moiety or a cyclic amine in 
general) would be helpful to shed light on. 
Although the main focus of this text was on the nitrogens of the piperazine moiety, it is worthwhile to 
discuss the predicted kO3 for the two benzene rings. As shown in Figure S4.9a, kO3 for the chlorine-
substituted benzene ring is lower than kO3 for unsubstituted benzene ring over the whole pH-range 
between 0 and 14 except for the pH range 4 – 6 where almost the same kO3 was observed. Interesting-
ly, an increase in kO3 for the chlorine-substituted benzene was observed in the pH range 3 – 7 (Figure 
S4.9a). This is counter-intuitive because the protonation of the nitrogen 2 would lead to a decreased 
kO3 of the benzene ring if ever manifested. Firstly, a gas-phase geometry with the hydrogen bonding 
may have played a role to to this phenomenon as described in the kO3 for the amine above. Secondly, 
it may be also attributed to the assignment of EHOMO based on the threshold SSMOcoef -value (0.22 for 
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aromatic compounds in general). Because of the SSMOcoef threshold of 0.22, several EHOMO-n of micro-
species for cetirizine could not be assigned although their calculated SSMOcoef, i.e., 0.17-0.22, may be 
high enough to be meaningful, thus acceptable. As described above in Text S4.7, the ambiguity in 
assigning EHOMO may lead to a difficulty in interpreting the predicted kO3-values and needs to be re-
solved in future.  
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Table S4.1. A list of all reactive sites defined for the prediction platform and the associated kO3 esti-
mate, kO3 prediction model group, and reaction pathway group. For structures see Figure S4.1. 
Reactive site kO3 estimate
a,b
,
M-1s-1
kO3 prediction model group 
 (associated orbital energy) reaction pathway group 
Aromatic compounds    
phenol prediction phenol (EHOMO-n) phenol 
aniline prediction aniline (EHOMO-n) aniline 
cyclic_aniline 4.5×102 n.a. aniline 
12alkoxybenzene prediction mono- and di-alkoxybenzene (EHOMO-n) alkoxybenzene 
3alkoxybenzene prediction trialkoxybenzene (EHOMO-n) alkoxybenzene 
benzene prediction benzene (EHOMO-n) benzene 
benzazole_dervs prediction benzene (EHOMO-n) benzazole_dervs 
Olefins/Ethynyl group    
olefin prediction olefin (ENBO, C=C) olefin 
olefin_conj prediction miscolefin (EHOMO-n) olefin 
ethynyl 2×102 n.a. ethynyl 
Amines    
amine prediction amine (ENBO, LP-N) amine 
hydrazine n.a. n.a. n.a. 
N_sulfenamide n.a. n.a. amine 
amine_conj n.a. n.a. n.a. 
phenylazo prediction hetero_ar (EHOMO-n) hetero_ar 
sulfonamide(1°)_prot 1 n.a. n.a. 
sulfonamide(1°)_deprot 7×103 n.a. n.a. 
sulfonamide(2°)_prot n.a. n.a. n.a. 
sulfonamide(2°)_deprot 3×105 n.a. amine 
sulfonamide(3°) n.a. n.a. n.a. 
Heteroaromatic compounds    
adenine prediction adenine (EHOMO-n) n.a. 
guanine prediction guanine (EHOMO-n) guanine 
cytosine prediction cytosine (EHOMO-n) uracil 
thymine prediction thymine (EHOMO-n) uracil 
uracil prediction uracil (EHOMO-n) uracil 
pyridine prediction hetero_ar (EHOMO-n) hetero_ar 
diazine prediction hetero_ar (EHOMO-n) hetero_ar 
triazine prediction hetero_ar (EHOMO-n) hetero_ar 
pyridine_conj prediction miscolefin (EHOMO-n) n.a. 
diazine_conj prediction miscolefin (EHOMO-n) diaminopyrimidine 
quinolone 1.0 n.a. olefin 
quinolone_carboxylate 2×104 n.a. olefin 
5hetero_ring prediction miscolefin (EHOMO-n) olefin 
Organosulfur compounds    
sulfide 8×105 n.a. sulfur 
disulfide 2×105 n.a. sulfur 
sulfide_6cyc 5×104 n.a. sulfur 
sulfide_5cyc 5×103 n.a. sulfur 
thiol_prot 3×104 n.a. sulfur 
thiol_deprot 3×106 n.a. sulfur 
thiophenol n.a. n.a. n.a. 
thiophosphoramide n.a. n.a. n.a. 
S_sulfenamide n.a. n.a. n.a. 
thioamide n.a. n.a. n.a. 
thioketone n.a. n.a. n.a. 
sulfide_conj 6×102 n.a. n.a. 
sulfoxide 10 n.a. n.a. 
sulfinic_acid 2×106 n.a. sulfur 
organothiophosphate n.a. n.a. n.a. 
n.a.: not available. areference compounds, from which kO3 estimates are derived, are presented in Table S4.2. ba reactive site, 
to which ‘prediction’ is assigned, is to be predicted by the corresponding kO3 prediction model group in the 3rd column. 
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Table S4.2. kO3 estimates for reactive sites for which no kO3 prediction model is available and the cor-
responding reference compounds from which kO3 estimates are derived. 
Reactive sitea kO3 estimate, M-1s-1 Reference compound (empirical kO3, M-1s-1)
Aromatic compounds   
cyclic_aniline 4.5×102 hychlorochlorothiazide (6×102),2 ciprofloxacin diprotonat-
ed (4×102),3 enrofloxacin diprotonated (3.3×102)3 
Olefin/Ethynyl group   
ethynyl  2×102 1-ethinyl-1-cyclohexanol (2×102)46 
Amine   
sulfonamide(1°)_prot 1 N,N-dimethylsulfamide(1.24c)101 
sulfonamide(1°)_deprot 7×103 N,N-dimethylsulfamide(7×103,d)101,102 
sulfonamide(2°)_deprot 3×105 hydrochlorthiazide (3×105)2 
Heteroaromatic compounds   
quinolone 1 flumequine neutral (1.2)3  
quinolone_carboxylate 2×104 flumequine deprotonated (1.8×103),3 ciprofloxacin mono-
protonated (7.5×103),3 enrofloxacin monoprotonated 
(4.6×104)3  
Organosulfur compounds   
thiol-prot 3×104 cysteine (4.2×104),1 glutathione (2.0×104)1 
thiol-deprot 3×106 cysteine anion (2.4×106),1 glutathione  anion(4.0×106)1 
sulfide 8×105 aldicarb (4.3×105),2 methionine (2.4×106)1 
sulfide_5cycb 5×103 penicillin G (4.8×103)3 
sulfide_6cycb 5×104 cephalexin (5 – 10×104)3 
sulfide_conj 6×102 EPTC (500;estimated)4, molinate (500;estimated),4 vydate 
(620)2 
disulfidesc 2×105 trans-1,2-dithiane-4,5-diol(2.1×105),5 bis(2-hydroxyethyl) 
disulfide (1.7×105)5 
sulfoxide 10 dimethylsulfoxide (8)1 
sulfinic acid 2×106 methanesulfinate (2.0×106) 
asee Figure S4.1 for their chemical structures. bThe number indicates the number of the atoms of a cyclic ring. ckO3 of 550 
and 1.0×103 M-1s-1 was reported for cystine at pH 1 and 3.1, respectively. These values are significantly different from trans-
1,2-dithiane-4,5-diol and bis(2-hydroxyethyl) disulfide and the reason for this is yet unclear. In this study, the representative 
kO3 for disulfides was set excluding cystine. cApparent kO3 at pH 5.101 dEstimated based on the reported apparent kO3 meas-
urements between pH 5 and 10101 and the reported pKa.102 
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Table S4.3. The currently developed kO3 prediction models for various organic compound groups in 
comparison with the previously developed models 
kO3 predictiom model 
group 
Orbital 
energy 
Present modela Reference modelb
slope(a) 
/y-intercept(y0)c 
 Nmodeld 
(Ntotale) 
R2 
(MUEf, RMSEg) 
Nmodeld 
(Ntotale) 
R2 
(MUEf, RMSEg) 
Aromatic compounds 
phenol EHOMO-n 55.43/22.19 35 (36) 0.94 (0.46, 0.67) 35 (36) 0.94 (0.42, 0.61) 
anilineh EHOMO-n 21.30/12.31 22 (22) 0.43 (0.26, 0.30) 16 (16) 0.85 (0.34, 0.43) 
mono- and dialkoxyben-
zenes 
EHOMO-n 86.74/30.55 17 (17) 0.74 (0.71, 0.96) 17 (17) 0.87 (0.57, 0.69) 
trialkoxybenzenes EHOMO-n -95.32/-25.80 4 (4) 0.69 (0.26, 0.31) 4 (4) 0.95 (0.11, 0.12) 
benzenes EHOMO-n 46.68/16.71 39 (40) 0.75 (0.58, 0.78) 40 (40) 0.82 (0.47, 0.61) 
Olefin ENBO,C=C 31.26/16.78 45 (53) 0.79 (0.57, 0.76) 45 (53) 0.84 (0.51, 0.69) 
Amine ENBO,LP-N 29.83/19.25 59 (59) 0.75 (0.61, 0.84) 59 (62) 0.83 (0.59, 0.86) 
Heteroaromatic compounds 
adenine EHOMO-n 49.79/18.12 8 (8) 0.76 (0.63, 0.70) 8 (8) 0.73 (0.66, 1.26) 
cytosine EHOMO-n 41.19/17.35 8 (8) 0.91 (0.35, 0.45) 8 (8) 0.98 (0.17, 0.28) 
guanine EHOMO-n 57.06/21.45 8 (8) 0.95 (0.31, 0.33) 8 (8) 0.99 (0.14, 0.23) 
thymine EHOMO-n 35.50/16.40 5 (5) 0.92 (0.22, 0.26) 5 (5) 0.94 (0.17, 0.34) 
uracil EHOMO-n 50.55/20.75 8 (8) 0.80 (0.52, 0.65) 8 (8) 0.84 (0.45, 0.76) 
other heteroaromatic 
compounds (hetero_ar) 
EHOMO-n 52.78/19.51 9 (9) 0.80 (0.48, 0.57) n.a n.a 
Miscellaneous olefins 
(miscolefin) 
EHOMO-n 75.10/29.60 17 (17) 0.95 (0.43, 0.48) 32 (32) 0.89 (0.51, 0.67) 
akO3 prediction models developed with the HF/3-21G//MMFF94 method. See Texts S4.2 and S4.3 for the details. bPreviously 
developed models with HF/6-31G method used throughout all the computations for all kO3 prediction model groups except 
for the amines for which HF/6-3 11++G** was used. See the reference4 for more details. capplied to a linear regression mod-
el to predict kO3 in log units: logkO3=aE + y0. dthe number of model compounds used to develop a linear regression model. E, 
ethe number of the compounds including both model compounds and outliers used to calculate MUEs and RMSEs. fmean 
unsigned error. groot-mean-square error. hmean unsigned error. groot-mean-square error. 
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Table S4.4. The selected model compounds used for the development of a kO3 prediction model for 
differing aromatic compound groups 
No. Phenol Anilinea Mono- and di-alkoxybenzene Trialkoxybenzene Benzene 
1 bisphenol-A aniline 
acebutolol protonated trimethoprim monoproton-taed benzaldehyde 
2 bisphenol-A dianion 3-chloro aniline anisole trimethoprim diprotontaed benzene 
3 2-chloro phenol 4-chloro aniline atenolol protonated 1,3,5-trimethoxybenzene benzene sulfonate 
4 2-chloro phenolate 2-fluoro aniline bezafibrate 3,4,5-trimethoxytoluene benzoate 
5 4-chloro phenol 3-fluoro aniline carbofuran chlorobenzene 
6 4-chloro phenolate 4-fluoro aniline 2,4-dichlorophenoxyacetic acid diazepam 
7 2,3-dimethyl phenol 3-iodo aniline 1,4-dimethoxy benzene diehtyl-o-phthalate 
8 2,4-dimethyl phenol 4-iodo aniline methoxychlor 1,3-dichlorobenzene 
9 2,6-dimethyl phenol 2-methoxy aniline 4-methoxy-1-
naphthalenesulfonic acid ethylbenzene 
10 3,4-dimethyl phenol 3-methyl aniline 2-methyl-4-
chlorophenoxyacetic acid galaxolide 
11 2,6-di-t-butyl-4-
methylphenol 
4-methylsulfone aniline 2-methyl-4-
chlorophenoxypropionic acid ibuprofen 
12 17b-estradiol 3-nitro aniline metoprolol protonated isopropylbenzene 
13 17b-estradiol anion 4-nitro aniline naproxen anion methylbenzoate 
14 estriol sulfamethoxazole 1-phenoxy-2-propanol 1-methylnaphthalene 
15 estriol anion sulfamethoxazole anion propranolol protonated naphthalene 
16 estrone 4-methyl aniline 2,4,6-tribromoanisole nitrobenzene 
17 estrone anion 4-methoxy aniline 2,4,6-trichloroanisole toluene 
18 catechol 4-phenylenediamine tonalide 
19 resorcinol 2-hydroxy aniline 1,2,3-trimethylbenzene 
20 hydroquinone 4-hydroxy aniline 1,3,5-trimethylbenzene 
21 o-cresol 4-aminobenzoic acid m-xylene 
22 m-cresol N,N-dimethylaniline o-xylene 
23 p-cresol  p-xylene 
24 4-nitrophenolate  alachlor 
25 4-n-nonylphenol    chlorotoluron 
26 4-n-nonylphenolate    diuron 
27 4-octylphenol    isoproturon 
28 pentabromo phenolate    linuron 
29 pentachloro phenolate    metolachlor 
30 phenol    propachlor 
31 phenolate    benzotriazole 
32 2-carboxylate phenol 
anion 
   benzotriazole anion 
33 triclosan    5-chlorobenzotriazole 
34 triclosan anion    5-chlorobenzotriazole anion 
35 2,4,6-triiodophenol 
anion 
   5,6-dimethylbenzotriazole 
36 paracetamol    5,6-dimethylbenzotriazole 
anion 
37     5-methylbenzotriazole 
38     5-methylbenzotriazole 
anion 
39     quinoline 
40     amidotrizoic acid 
Refers the SI in the original reference4 for experimental kO3 and their references. Outliers, which are excluded from the 
model calibration but included in the prediction performance evaluation (i.e., MUE, RMSE), are given in italic aSee Table 
S4.8 for a list of the selected anilines and up-to-date kO3-values used for the model development. 
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Table S4.5. The selected model compounds used for the development of a kO3 prediction model for ole-
fins, amines, and heteroaromatic compounds  
No. Olefin Amine Heteroaromatic compound (hetero_ar)
1 cis-1,2-dibromoethene N-?-acetyllysine azobenzene 
2 1,1-dichloroethene N-?-acetyllysine 2-isopropyl-3-methoxypyrazine 
3 cis-1,2-dichloroethene alanine pyridine 
4 1,1-dichloropropene ?-alanine pyridine protonated 
5 ethene arginine atrazine 
6 hexachlorocyclopentadiene asparagine deethylatrazine 
7 propene aspartate deethyldeisopropylatrazine 
8 trichloroethene benzylamine deisopropylatrazine 
9 vinyl chloride bromamine, simazine 
10 vinyl bromide n-butylamine  
11 acrylic acid sec-butylamine  
12 acrylic acid anion tert-butylamine  
13 cinnamic acid cyclohexanemethylamine  
14 cinnamic acid anion cyclohexylamine  
15 fumaric acid glutamine  
16 2-hexenoic acid anion glycine  
17 maleic acid hydroxylamine  
18 methacrylic acid isoleucine  
19 methacrylic acid anion leucine  
20 4-methoxy cinnamic acid lysine  
21 4-methoxy cinnamic acid anion monochloramine  
22 trans-trans-muconic acid dianion phenylalanine  
23 4-nitro-cinnamic acid anion serine  
24 sorbic acid  threonine  
25 sorbic acid anion valine  
26 diethyl vinylphosphonate acebutolol  
27 vinyl phosphonic acid anatoxin  
28 vinyl phosphonic acid monoanion atenolol  
29 vinyl phosphonic acid dianion dibromamine,  
30 vinylsulfonate dichloramine  
31 2-acetamidoacrylic acid diclofenac  
32 acrylamide diethylamine  
33 1,4-benzoquinone dimethylamine  
34 but-1-en-2-ol ethyl N-piperazinecarboxylate  
35 vinyl acetate iminodiacetic acid  
36 anatoxin methylchloramine  
37 cephalexin metoprolol  
38 cis-3-hexen-1-ol morpholine  
39 ?-ionone proline  
40 trans-cis-2,6-nonadienal spectinomycin,  
41 oseltamivir acid spectinomycin protonated  
42 1-penten-3-one ciprofloxacin  
43 carbamazepine 1,4-diazabicyclo[2.2.2]octane  
44 tylosin protonated DABCO monoprotonated  
45 MCLR dimethylchloramine  
46 trans-1,2-dichloroethene N,N-dimethylcyclohexylamine  
47 3,4-dihydroxycinnamic acid dimethylethanolamine  
48 3,4-dihydroxycinnamic acid anion enrofloxacin  
49 maleic acid anion ethylenediaminetetraacetic acid  
50 3-methoxy-4-hydroxy cinnamic acid  EDTA monoptoronated  
51 3-methoxy-4-hydroxy cinnamic acid anion lincomycin  
52 acrylonitrile 1-methylpyrrolidine  
53 vinylene carbonate nitrilotriacetic acid  
54 tramadol  
55 triethylamine  
56 trimethylamine  
57 azithromycin  
58 roxithromycin  
59 tylosine  
60 ammonia  
Refers the SI in the original reference4 for experimental kO3 and their references. Outliers, which are excluded from the model 
calibration but included in the prediction performance evaluation (i.e., MUE, RMSE), are given in italic 
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Table S4.8. Second-order rate constants (kO3) of the selected anilines used for development of the 
previous model4 and the current model. 
Compound Previous kO3a, M-1s-1 Current kO3b, M-1s-1 
Aniline 1.40×107(39) 1.30×106(38) 
3-chloroaniline 7.84×106(39) 7.28×105,c 
4-chloroaniline 1.04×107(39) 1.40×106(38) 
2-fluoroaniline 7.28×106(39) 6.76×105,c 
3-fluoroaniline 8.12×106(39) 7.54×105,c 
4-fluoroaniline 1.23×107(39) 1.14×106,c 
3-iodoaniline 7.42×106(39) 6.89×105,c 
4-iodoaniline 9.24×106(39) 8.58×105,c 
2-methoxyaniline 1.72×107(39) 1.60×106,c 
3-methylaniline 1.88×107(39) 1.75×106,c 
4-methylsulfone aniline 4.70×104(3) 4.70×104(3) 
3-nitroaniline 2.38×106(39) 2.21×105,c 
4-nitroaniline 1.40×105(39) 1.20×105(38) 
sulfamethoxazole 4.70×104(3) 4.70×107(3) 
sulfamethoxazole anion 5.70×105(3) 5.70×105(3) 
N,N-dimethylaniline 2.00×109(40) 1.60×106(38) 
4-aminobenzoate n.a. 8.50×105(38) 
4-methylaniline n.a. 2.40×106(38) 
4-methoxyaniline n.a. 1.10×106(38) 
2-hydroxyaniline n.a. 3.70×105(38) 
4-hydroxyaniline n.a. 7.80×105(38) 
p-phenylenediamine n.a. 1.30×106(38) 
n.a. not available when the model was established. akO3 for anilines used for the development 
of the previous model4, bkO3 for anilines used for the development of the current model, ccor-
rected kO3 for anilines based on the relative difference of kO3 for unsubstituted aniline between 
the previous (i.e., 1.40×107 M-1s-1)39 and the recent (i.e., 1.30×106 M-1s-1)38 measurement.  
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Figure S4.1. Chemical structures for defined reactive sites. Names in bold and italic within brackets 
are the reactive sites in the first column in Table S4.1. ‘A’ stands for any aliphatic atom except for 
hydrogen. A bond denoted as ‘any’ shown in sulfide_6cyc and sulfide_5cyc indicates any bond be-
tween single, double, aromatic, and triple bonds. aA corresponding aromatic compound group to the 
substituent is to be assigned to the benzene ring (see Text S4.1 for more details). 
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Figure S4.2. Comparison of the performances of the kO3 prediction models for aromatic compound 
groups (phenols, anilines, mono- and di-alkoxybenzenes, trialkoxybenzenes, and benzenes), olefins, 
and amines developed with seven different computational methods. The relative CPU times were 
measured on the same hardware (Intel® Core™2 Duo CPU at 3.00 GHz with 4 GB RAM) operated 
on Ubuntu Linux 14.04.4 LTS. The numerical summary of R2, MUE, and RMSE for HF/3-
21G//MMFF94 selected in this study for all prediction models are given in Table S4.3. The absolute 
CPU times are given in Figure S4.6 for the single point calculations of the selected method, i.e., 
HF/3-21G.   
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Figure S4.3. Comparison of the performances of the kO3 prediction models for adenines, guanines, 
cytosines, thymines, uracils, heteroaromatic compounds (hetero_ar), and miscellaneous olefins (mis-
colefin) developed with seven different computational methods. The relative CPU times were meas-
ured on the same hardware (Intel® Core™2 Duo CPU at 3.00 GHz with 4 GB RAM) operated on 
Ubuntu Linux 14.04.4 LTS. The numerical summary of R2, MUE, and RMSE for HF/3-
21G//MMFF94 selected in this study for all prediction models are given in Table S4.3. The absolute 
CPU times are given in Figure S4.6 for the single point calculations of the selected method, i.e., 
HF/3-21G.   
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Figure S4.4. Workflow of the pH-dependent rate constant prediction 
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Figure S4.6. The CPU times in seconds for (a) 294 training compounds (10 outliers included, Ntotal in 
Table S4.3) and (b) 289 training compounds excluding 5 macromolecules from (a) as a function of atom 
count of the training compound. The CPU time was measured for single point calculations with the HF/3-
21G. The CPU times were measured on the same hardware (Intel® Core™2 Duo CPU at 3.00 GHz with 
4 GB RAM) operated on Ubuntu Linux 14.04.4 LTS. 
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Figure S4.7. Workflow for the assignment of EHOMO-n to the corresponding reactive sites. SSMOcoef-n(i) is 
the sum of squares of molecular orbital coefficients of atoms of a reactive site (i) responsible for the reac-
tion with ozone in HOMO-n. 
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Figure S4.8. HOMO and the estimated SSMOcoef for the selected model compounds containing reactive 
sites such as (a) aromatic compounds (b) 5hetero_ring, (c) olefin_conj, and (d) phenylazo. Computational 
method: HF/3-21G//MMFF94. The carbons with black circles are the atoms used to estimate SSMOcoef for 
5hetero_ring, olefin_conj, and phenylazo. 
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Figure S4.9. Apparent second order rate constants for the reaction of ozone with cetirizine as a function 
of the pH. (a) Comparison between predicted and experimental kO3-values, the prediction data were pro-
duced by the HF/3-21G//MMFF method. (b) Comparison between predicted and experimental kO3-values, 
the prediction data were produced by the HF/3-21G//B3LYP/6-31G*. (c) Comparison of the predicted kO3 
for nitrogen 1 of cetirizine for HF/3-21G//MMFF (black) and for HF/3-21G//B3LYP/6-31G* (grey). (d) 
Comparison of the predicted kO3 for the nitrogen 2 of cetirizine for HF/3-21G//MMFF (black) and for 
HF/3-21G//B3LYP/6-31G* (grey). All the predicted apparent site-specific kO3 were calculated based on 
Eq. S4.2 using the species distribution in Figure S4.10. The species Xi corresponds to the species shown 
in Figure S4.8(b). All the acid-base species of cetirizine used for the kO3 prediction were dextrocetirizine 
(S enantiomer) (see Text S4.10 for details).  
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Figure S4.10. Relevant information about cetirizine for kO3 prediction. (a) The chemical structures of a 
racemic mixture of cetirizine used for the determination of experimental kO3.2 (b) Acid-base speciation 
scheme of cetirizine. pKa,1 and pKa,2 values were from ref98 and pKa,1 were from ref.2 (c) Species distribu-
tion for cetirizine as a function of pH between 0 and 14. Tautomeric fractions between X2, X3, and X4 and 
X5, X6, and X7 were 0.226, 0.638, and 0.136 and 0.000, 0.001, and 0.999, respectively, from the litera-
ture.98 
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Figure S4.12. Apparent second-order rate constants (kO3) for the reaction of ozone with cetirizine as a 
function of pH. (a) predicted kO3 obtained by the HF/3-21G//B3LYP/6-31G* method for levocetirizine (R 
enantiomer) and (b) comparison between the experimental kO3-values and the predicted kO3 obtained by 
the HF/3-21G//B3LYP/6-31G* method for the racemic mixture of levocetirizine and dextrocetirizine. All 
the predicted apparent site-specific kO3 were calculated based on Eq. S4.2 using the species distribution in 
Figure S4.10.  
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Scheme S4.1. Reaction pathways for the reactions of ozone with phenols at the ortho position adapted 
from various references (see Text S4.9) (logical operators such as ‘==’ (is equal to), ‘!=’ (is not equal 
to), and ‘||’ (or) are presented in ‘if ()’ statements). Implicit atoms can be hydrogen, any atom, or any 
organic moiety.  
 
 
 
Scheme S4.2. Reaction pathways for the reactions of ozone with phenols at the para position adapted 
from various references (see Text S4.9) (logical operators such as ‘==’ (is equal to), ‘!=’ (is not equal 
to), and ‘||’ (or) are presented in ‘if ()’ statements) . Implicit atoms can be hydrogen, any atom, or any 
organic moiety. 
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Scheme S4.3. Reaction pathways for the reactions of ozone with phenols via electron transfer adapted 
from various references (see Text S4.9) (logical operators such as ‘==’ (is equal to) and ‘&&’ (and) 
are presented in ‘if ()’ statements). Implicit atoms can be hydrogen, any atom, or any organic moiety. 
 
 
  
Supporting information for chapter 4 
225 
 
 
 
 
 
 
Scheme S4.4. Reaction pathways for the reactions of ozone with anilines at the ortho position adapted 
from various references (see Text S4.9) (logical operators such as ‘==’ (is equal to), ‘&&’ (and), and 
‘||’ (or) are presented in ‘if ()’ statements). Implicit atoms can be hydrogen, any atom, or any organic 
moiety. 
 
 
 
 
 
 
Scheme S4.5. Reaction pathways for the reactions of ozone with anilines at the para position adapted 
from various references (see Text S4.9) (logical operators such as ‘==’ (is equal to) and ‘||’ (or) are 
presented in ‘if ()’ statements). Implicit atoms can be hydrogen, any atom, or any organic moiety. 
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Scheme S4.6. Reaction pathways for the reactions of ozone with anilines at the exocyclic nitrogen 
adapted from various references (see Text S4.9) (logical operators such as ‘==’ (is equal to) and ‘&&’ 
(and) are presented in ‘if ()’ statements). Implicit atoms can be hydrogen, any atom, or any organic 
moiety. 
 
Scheme S4.7. Reaction pathways for the reactions of ozone with anilines via electron transfer adapted 
from various references (see Text S4.9) (logical operators such as ‘==’ (is equal to) and ‘||’ (or) are 
presented in ‘if ()’ statements). Implicit atoms can be hydrogen, any atom, or any organic moiety. 
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Scheme S4.8. Reaction pathways for the reactions of ozone with alkoxybenzenes at the ortho position 
adapted from various references (see Text S4.9) (logical operators such as ‘==’ (is equal to) and ‘||’ 
(or) are presented in ‘if ()’ statements). Implicit atoms can be hydrogen, any atom, or any organic 
moiety. 
 
Scheme S4.9. Reaction pathways for the reactions of ozone with alkoxybenzenes at the para position 
or via electron transfer adapted from various references (see Text S4.9) (logical operators such as ‘==’ 
(is equal to) and ‘||’ (or) are presented in ‘if ()’ statements). Implicit atoms can be hydrogen, any atom, 
or any organic moiety. 
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Scheme S4.10. Reaction pathways for the reactions of ozone with benzazoles adapted from various 
references (see Text S4.9) (a logical operator ‘==’ (is equal to) is presented in ‘if ()’ statements). Im-
plicit atoms can be hydrogen, any atom, or any organic moiety. 
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Scheme S4.11. Reaction pathways for the reactions of ozone with olefins adapted from various refer-
ences (see Text S4.9) (logical operators such as ‘==’ (is equal to), ‘!=’ (is not equal to), ‘&&’ (and), 
and ‘||’ (or) are presented in ‘if ()’ statements). Implicit atoms can be hydrogen, any atom, or any or-
ganic moiety. 
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Scheme S4.12. Reaction pathways for the reactions of ozone with amines adapted from various refer-
ences (see Text S4.9) (logical operators such as ‘==’ (is equal to), ‘!=’ (is not equal to), and ‘||’ (or) 
are presented in ‘if ()’ statements). Implicit atoms can be hydrogen, any atom, or any organic moiety. 
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Scheme S4.13. Reaction pathways for the reactions of ozone with guanine analogues adapted from 
reference for reactions (202)-(207) and proposed herein for reactions (208)-(212) (logical operators 
such as ‘==’ (is equal to) and ‘!=’ (is not equal to) are presented in ‘if ()’ statements). Implicit atoms 
can be hydrogen, any atom, or any organic moiety. 
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Scheme S4.14. Reaction pathways for the reaction of ozone with uracil adapted from the 
references63,88 (logical operators such as ‘==’ (is equal to) and ‘!=’ (is not equal to) are presented in ‘if 
()’ statements). Implicit atoms can be hydrogen, any atom, or any organic moiety. 
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Scheme S4.15. Reaction pathways for the reactions of ozone with diaminopyrimidines proposed in 
the present study (a logical operator, ‘==’ (is equal to), is presented in a ‘if ()’ statement). Implicit 
atoms can be hydrogen, any atom, or any organic moiety. 
 
 
Scheme S4.16. Reaction pathways for the reactions of ozone with an ethynyl group adapted from 
reference46. Implicit atoms can be hydrogen, any atom, or any organic moiety. 
 
 
Scheme S4.17. The selected post-ozonation reaction pathways adapted from various references (see 
Text S4.9). Implicit atoms can be hydrogen, any atom, or any organic moiety. 
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In recent years, ozone applications were extended from drinking water disinfection to tertiary 
wastewater treatment to mitigate the micropollutant load from the discharge of secondary wastewater 
effluents to the aquatic environment. Empirical findings from diverse wastewater effluents worldwide 
showed efficient alleviation of the toxicological potential by ozonation, especially in combination 
with biological post-filtration. However, the application of ozonation to wastewater effluents leads to 
the formation of numerous transformation products from the oxidation of micropollutants by ozone 
and hydroxyl radicals and limited information is available on these compounds. To overcome this 
deficit, the goal of this PhD thesis was the development of a prediction platform for ozone transfor-
mation products based on currently available empirical information. In this first step of development, 
the reactions of hydroxyl radicals were excluded. The prediction platform for transformation products 
was developed as a graphical user interface (GUI) application. The developed prediction platform 
consists of two main prediction modules: (i) prediction of second-order rate constants (kO3) for the 
reaction of ozone with micropollutants and (ii) reaction pathways and transformation product for-
mation. 
(i) The prediction module for kO3 is described in chapter 2 and it was demonstrated that kO3 for a mi-
cropollutant can be predicted using a good correlation (R2=0.82-1.00) between the experimental kO3 
(in log units) for compounds of a specific chemical group (e.g., phenols) and the corresponding or-
bital energies (e.g., highest occupied molecular orbital (HOMO) energy or natural bond orbital (NBO) 
energy) obtained from quantum chemical computations. The developed prediction model has useful 
applications. Firstly, predicted kO3-values for micropollutants can be used for estimating their elimina-
tion efficiencies during ozonation under different operating conditions (i.e., different ozone expo-
sures), which enables an optimization of an ozonation process. Secondly, the dominant sites of reac-
tion with ozone can be elucidated for a compound with multiple ozone-reactive moieties. This serves 
as critical information for the prediction module for reaction pathways and the formation of transfor-
mation products. 
In the developed GUI application in chapter 4, the computational protocol for the kO3 prediction was 
adapted from the protocol in chapter 2 to significantly reduce computational costs, while achieving 
the acceptable prediction performance. Consequently, kO3 prediction can be implemented on a person-
al computer with a reasonable CPU time. The adapted kO3 prediction models (mostly R2 = 0.75 – 0.95) 
were developed for 14 compound classes consisting of 284 model compounds. The prediction per-
formance of the adapted kO3 prediction models was reasonable with a predicted kO3 on average within 
a factor of ~5 of the experimental kO3 for all the selected model compounds and the externally validat-
ed tetrachlorobutadienes. However, poor prediction was also observed for some model compounds, 
which were excluded from model developments, as well as for some micropollutants such as cetiriz-
ine, pentachlorobutadienes, and hexachlorobutadienes, which were used as the external validation set.  
The use of a gas-phase geometry for quantum chemical computations was shown to contribute to an 
error for cetirizine in chapter 4. The employment of aqueous phase-relevant geometries may lead to a 
better prediction. Moreover, as already shown for aromatic compounds in which different linear rela-
tionships for kO3 were established for different aromatic compound classes (e.g., phenols, anilines, 
alkoxybenzenes), the establishment of separate correlations for subclasses of a certain compound 
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group can be considered. For example, a separate correlation may be pursued for cyclic amines (e.g., 
piperazine, piperidine) from the amine group. However, the correlation must be supported by the ap-
propriate number of model compounds with empirical kO3. Therefore, empirical determinations of kO3 
for additional model compounds may be necessary. Overall, the developed kO3 prediction models will 
be further tested and improved in future with more compounds with various chemical moieties for a 
better understanding of their limitations and the options for improvements. 
A kO3 prediction model using other quantum molecular descriptors than orbital energies can also be 
considered. The Gibbs free energy for the formation of an ozone adduct or for the formation of an 
activated complex between ozone and a compound could be an option for aromatic compounds. How-
ever, this approach is more involved than the orbital energy approach, because it necessitates the 
computation for both a reactant and a product (i.e., an ozone adduct or an activated complex). It may 
also demand computations with a high level of theory, which would significantly increase the compu-
tational costs. 
pKa and tautomeric fractions (f) can also play a critical role for the accuracy of the pH-dependence of 
kO3 predictions. By default, pKa- and f-values are predicted by a built-in chemoinformatic tool. As 
predicted values are not necessarily reliable, it is critical to provide an empirical or theoretical input, 
which is as reliable as possible. However, such parameters may not be available for certain micropol-
lutants, especially for compounds with complex acid-base speciations. This caveat should be kept in 
mind when performing a pH-dependent prediction for kO3. 
(ii) The predictions for reaction pathways and transformation products are carried out according to 
pre-defined mechanisms of ozone reactions for individual moieties from the peer-reviewed literature. 
Although the demonstrations with a few micropollutants were shown to be successful, verifications 
with more micropollutants with empirical data and the subsequent updates and improvements are 
necessary in future. 
The following improvements and perspectives for the developed prediction platform should be con-
sidered in future: 
? As mentioned in chapter 4, there are still various chemical moieties for which kO3 and/or pathway 
predictions are not implemented mainly due to the lack of empirical information (e.g., thiophenol 
and hydrazine). Therefore, further empirical studies need to focus on such chemical moieties. 
? The scope of the current prediction platform is exclusive for ozone. However, for ozone-resistant 
micropollutants, hydroxyl radical, a secondary oxidant formed during ozonation, plays a dominant 
role for its abatement. Reactions with hydroxyl radical give rise to different transformation products 
than the reactions with ozone. Therefore, the extension of the prediction tool from ozone only to a 
combination of ozone and hydroxyl radical should be a priority for future developments. Moreover, 
the formation of well-known ozonation by-products (e.g., nitrosamines) and the role of water ma-
trix components (e.g., Br-) should also be included in future.  
? The prediction platform is currently a standalone GUI application, which can be run on a personal 
computer. The development of an online prediction platform based on the developed GUI applica-
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tion, to which anyone has free access without any software/application installations, will be pursued 
in future. Financial and technical aspects such as software licenses and web-server managements 
need to be taken into account. 
? The developed prediction platform is versatile and can also be implemented for other oxidants such 
as chlorine, chloramine, chlorine dioxide, ferrate, etc. However, this can be achieved only if there is 
sufficient empricial information (kinetics and mechanisms) to support the development of the re-
spective transformation rules. 
? The computer-based prediction platform for kinetics and mechanisms for the reactions of ozone 
with micropollutants developed in this PhD thesis can be beneficial to various groups of end users. 
Environmental engineers and treatment plant operators can benefit from predicted kO3 for design- 
ing/optimizing ozonation processes. Predicted reaction pathways or chemical information about 
transformation products such as molecular mass or chemical structure can be useful for environ-
mental chemists/toxicologists or analytical chemists for elucidation of ozone reactions, identifica-
tion of transformation products by mass spectrometry, or (in silico) toxicity screening of transfor-
mation products. 
In chapter 3, empirical investigations on abatement of nine polychlorobutadienes (CBDs) by ozona-
tion, direct UV photolysis at 254 nm, and their H2O2-based advanced oxidation processes (i.e., 
O3/H2O2 and UV/H2O2) were conducted. The order of the determined kO3 for CBDs and second-order 
rate constants for the reaction of CBDs with hydroxyl radicals (k?OH) was consistent with the extent of 
abatement efficiency for the selected CBDs and micropollutants. While such k-values are usually 
determined from experiments, it was shown in this study that the developed kO3 prediction model in 
chapter 2 is an alternative to the empirical determination. Using the kO3 prediction model developed 
for olefins, kO3 for tetraCBDs could be predicted within a factor of ~4 of the experimental kO3. In ex-
periments in a groundwater, the formation of bromate, which is a potentially carcinogenic by-product 
formed during ozonation, can be reduced by the H2O2 addition. As the H2O2 addition can lead to a 
decreased abatement efficiency of micropollutants, the O3/H2O2 system needs to be optimized in 
terms of sufficient CBDs abatement while minimizing bromate formation. CBDs were shown to be 
labile to UV photolysis in agreement with the general properties of dienes. However, CBDs with Z or 
E configuration underwent photoisomerization to form the counter-configuration isomers, which may 
not lead to a loss of the biological effects. Therefore, photoisomerization of CBDs should also be 
taken into account for UV treatment of CBDs. H2O2 addition to UV photolysis (i.e., UV/H2O2 system) 
did not improve abatement efficiencies for CBDs, supposedly due to the efficient transformation of 
CBDs by direct UV photolysis.  
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