








	 Vibrationally	excited	CO2,	 formed	by	 two-body	recombination	 from	CO(1Σ+)	and	
O(3P)	in	the	wake	behind	spacecraft	entering	the	Martian	atmosphere,	is	believed	to	





and	 three	 lowest-energy	 triplet	 CO2	 potential	 energy	 surfaces	 and	 the	 spin-orbit	
coupling	matrix	elements	between	these	states.	Analytical	fits	to	these	four	potential	
energy	 surfaces	 were	 generated	 for	 surface	 hopping	 trajectory	 calculations,	 using	
Tully’s	 fewest	 switches	 surface	 hopping	 algorithm.	 Preliminary	 results	 for	 the	
trajectory	calculations	are	presented.	The	calculated	probability	of	a	CO(1Σ+)	+	O(3P)	
collision	 leading	 to	 singlet	 CO2	 formation	 is	 on	 the	 order	 of	 10-4.	 The	 predicted	
flowfield	 conditions	 for	 various	 Mars	 entry	 scenarios	 predict	 temperatures	 in	 the	
range	 of	 1000K-4000K	 and	 pressures	 in	 the	 range	 of	 300-2500	 Pa	 at	 the	 shoulder	
and	in	the	wake,	which	is	consistent	with	a	heavy-particle	collision	frequency	of	106	
to	107	 s-1.	Owing	 to	 this	 low	collision	 frequency,	 it	 is	 likely	 that	CO2(1Σg+)	molecules	
formed	 by	 this	 mechanism	 will	 mostly	 be	 frozen	 in	 a	 highly	 nonequilibrium	 ro-
vibrational	energy	state	until	they	relax	by	photoemission.		
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the	 experimentally	 determined	 rate	 coefficient	 fits	 have	 been	 determined.	 Each	
color	 symbol	 represents	 a	 different	 experiment.	 The	 Park	 94	 [10]	 recommended	
rate	 coefficient	 is	 shown	 as	 the	 black	 dashed	 line.	 Experimental	 data	 are	 from	
Davies	(stars)	[13],	Burmeister	and	Roth	(blue	squares)	[14],	Fujii	(triangles)	[15],	
Oehschlaeger	et	al.	(diamonds)	[16]	and	Saxena	et	al.	(circles)	[17].	The	meta-fit	of	
all	 the	 experimental	 data	 points	 [18]	 is	 shown	 as	 the	 green	 dashed	 line.	 Rate	

































































The	 black	 curve	 denotes	 1A’	 state,	 the	 red	 curve	 denotes	 3A’	 state,	 the	 green	
curve	 denotes	 the	 lower	 3A’’	 state	 and	 the	 blue	 curve	 denotes	 the	 higher	 3A’’	
state.	 The	 singlet	 curve	 asymptote	 is	 CO(1S+)	 +	 O(1D)	 while	 the	 triplet	 curve	






























































elements			 The	 ab	initio	 calculations	 of	 the	 electronic	 energy	 at	 various	 geometries	were	 carried	 out	using	the	Complete	Active	Space	Self-Consistent	Field	(CASSCF)	[30,	31,	32,	33]	and	Multireference	Configuration	Interaction	(MRCI)	[34,	35,	36]	as	formulated	in	the	Molpro	suite	of	quantum	chemical	programs.	[37]	In	order	to	accurately	and	consistently	describe	the	four	surfaces	on	equal	footing,	all	four	states	are	 included	 in	 the	state-averaged	full	valence	CASSCF	and	MRCI	calculations	combined	with	 correlation	 consistent	 basis	 sets	 aug-cc-pVTZ	 [38],	 which	 properly	 account	 for	 electron	correlation	and	bond	breaking.	This	also	enables	us	to	obtain	the	spin-orbit	coupling	matrix	elements	between	 the	 singlet	 and	 triplet	 states.	 All	 calculations	 are	 performed	 with	 the	 Molpro	 Suite	 of	quantum	chemical	programs	(version	2010.1).	[37]			 We	focus	on	regions	of	the	PESs	near	the	crossing	seams	and	sampled	over	9000	points.	The	location	 and	 energetics	 of	 the	 crossing	 points	 depend	 on	 the	 geometric	 variables	 and	 some	 of	 the	trends	we	have	 identified	based	on	our	 calculations	 so	 far	 are:	 (1)	 3A’	 crosses	 1A’	 at	 smaller	 CO-O	distance	compared	to	13A’’,	and	much	smaller	compared	to	23A’’	 in	general;	(2)	The	relative	energy	with	respect	to	the	triplet	asymptote	CO(1S+)	+	O(3P)	at	the	crossing	point	is	lowest	for	3A’,	then	13A’’	and	lastly	23A’’.	This	means	the	trajectories	are	most	likely	to	have	access	to	the	crossing	points	of	the	3A’	 and	 13A”	 surfaces	 with	 1A’	 surface.	 23A’’-1A’	 crossing	 points	 lie	 quite	 a	 bit	 higher	 in	 energy	compared	to	the	other	two	triplet	states,	and	the	likelihood	of	triplet-singlet	transition	occurring	on	the	23A’’	 surface	 is	 thus	 likely	 to	be	very	 small.	 In	addition,	 the	global	minima	on	 the	 3A’	 and	13A’’	surfaces	are	bound	with	respect	to	the	triplet	asymptote	while	global	minimum	on	the	23A’’	surface	is	not.	 thus	we	are	going	to	 focus	on	the	3A’	and	13A’’	surfaces;	(3)	As	the	bond	angle	𝜃	increases,	 the	3A’-1A’	crossing	points	increase	in	energy,	and	the	3A’-1A’	and	13A’’-1A’	crossing	points	become	closer	together.	Figure	2	and	Figure	3	are	two	example	cuts	of	the	four	PESs	with	the	bond	angle	𝜃 fixed	at	110o	and	140o,	respectively.	As	expected,	the	1A’	curve	has	a	much	deeper	well.	Earlier	lower-level	ab	





The	 black	 curve	 denotes	 1A’	 state,	 the	 red	 curve	 denotes	 3A’	 state,	 the	 green	
curve	 denotes	 the	 lower	 3A’’	 state	 and	 the	 blue	 curve	 denotes	 the	 higher	 3A’’	





























































			 The	 spin-orbit	 coupling	matrix	 elements	 are	 computed	 using	 the	 full	 Breit-Pauli	 operator	implemented	 in	 Molpro	 [40]	 with	 the	 adiabatic	 MRCI	 wavefunctions.	 There	 are	 three	 Cartesian	components	 of	 the	 spin-orbit	 Hamiltonian,	 LSX,	 LSY	 and	 LSZ.	 For	 3A’-1A’	 coupling,	 only	 the	 LSZ	component	is	non-zero,	while	for	3A’’-1A’	and	3A’-3A’’	coupling,	both	the	LSX	and	LSY	components	are	non-zero.	 The	 transition	 probability	 depends	 on	 the	 strength	 of	 the	 spin-orbit	 coupling,	 and	 the	coupling	matrix	 elements	 depend	on	 the	 geometric	 variables.	 Figures	 4	 and	5	 show	 the	 spin-orbit	coupling	matrix	elements	as	a	function	of	CO-O	distance	while	keeping	the	angle	𝜃	fixed	at	110o	and	140	o,	respectively,	with	the	other	C-O	bond	distance	kept	fixed	at	1.15	Å,	corresponding	to	Figures	2			
	
Figure	4.	Spin-orbit	coupling	matrix	elements	as	a	function	of	OC-O	distance	while	keeping	the	
angle	q	 fixed	at	110o	 and	 the	other	C-O	bond	distance	at	1.15	Å	 (the	 same	geometries	 as	 in	
Figure	2).	The	black	curve	denotes	the	3A’-1A’	spin-orbit	coupling	matrix	element	LSZ,	the	red	








































































angle	q	 fixed	at	140o	 and	 the	other	C-O	bond	distance	at	1.15	Å	 (the	 same	geometries	 as	 in	
Figure	3).	The	black	curve	denotes	the	3A’-1A’	spin-orbit	coupling	matrix	element	LSZ,	the	red	




curve	denote	the	23A’’-3A’	coupling	matrix	element	LSX	and	LSY,	respectively.		with	the	singlet	surface,	and	both	the	LSX	and	LSY	matrix	elements	are	between	0	and	30	cm-1.		Hwang	and	 Mebel	 [39]	 computed	 values	 for	 the	 spin-orbit	 coupling	 matrix	 element	 of	 20.3	 cm-1	 for	 the	lowest	 energy	 singlet-triplet	 crossing	 geometry	 in	 C2v	 symmetry	 (OCO	 bond	 angle	 of	 105o	 and	 CO	bond	lengths	of	1.26	Å)	and	89.5	cm-1	for	a	linear	geometry	with	CO	bond	lengths	of	1.13	and	1.90	Å.		
































































































































































function	 of	 the	 energy	 difference	 between	 the	 13A’’	 and	 1A’	 state	 near	 the	
































































wB=665	cm-1,	and	wAS=2362	cm-1,	where	SS	is	the	symmetric	stretch,	B	is	bend,	and	AS	is	antisymmetric	stretch.	In	comparison,	the	values	from	the	very	accurate	PES	of	Ref.[42]	are	1354,	673,	and	2396,	respectively. Thus,	this	is	a	very	satisfactory	fit. 	 We	 have	 to	 set	 a	 reference	 energy	 (i.e.,	 a	 zero	 of	 energy)	 for	 some	 CO2	 geometry	 that	 is	accurately	represented	on	all	the	PESs.	Ideally,	the	zero	of	energy	for	the	triplet	and	singlet	PESs	is	determined	 from	 their	 separated	 atom	 limits,	 using	 the	 experimentally	 determined	 O(1D)	 -	 O(3P)	energy	difference.	However,	this	region	is	not	sampled	in	the	ab	initio	data	used	for	the	singlet	PES	determination,	 so	 this	 is	 not	 a	 useful	 method.	 Alternatively,	 we	 could	 set	 the	 zero	 of	 energy	 by	making	the	 	CO(1S+)	+	O(1D)	energy	relative	to	the	CO(1S+)	+	O(3P)	equal	to	the	experimental	value	[44]	of	15,870	 cm-1.	But,	 as	mentioned	above,	while	 the	analytic	 representations	of	 the	 triplet	PES	reproduce	well	the	shape	in	the	vicinity	of	the	crossing	seams,	there	are	systematic	differences	away	from	the	crossing	seams.	We	compared	the	triplet	analytical	representation	to	the	calculated	triplet	energies	 at	 all	 geometries	where	 the	 computed	difference	between	 the	 singlet	 and	 triplet	 energies	was	less	than	0.1	mEh	and	we	computed	the	average	difference	and	rms	deviation	from	the	average.	For	 the	 3A’	 PES,	 the	 average	 difference	 and	 rms	 deviation	 for	 42	 energies	was	 173.6	 and	 6.4	mEh	respectively	and	for	the	13A”	surface,	the	average	difference	and	rms	deviation	for	22	energies	was	158.1	and	7.9	mEh	respectively.	There	is	only	one	crossing	energy	satisfying	this	criterion	for	the	23A”	surface:	the	difference	there	is	157.6	mEh.	Because	of	the	15	mEh	difference	in	shift,	it	doesn’t	make	sense	 to	 couple	 more	 than	 one	 triplet	 PES	 in	 the	 dynamics	 calculations.	 We	 will	 eliminate	 this	difficulty	in	future	work	by	refitting	the	triplet	potentials	including	the	present	ab	initio	results	along	with	the	original	ab	initio	results	used	to	determine	the	analytical	representation.	[41]	With	this	zero	of	energy	 for	 the	 3A’	PES,	 the	difference	 in	energy	between	CO(1S+)	+	O(1D)	and	CO(1S+)	+	O(3P)	 is	58.6	mEh	(12,861	cm-1),	i.e.	81%	of	the	experimental	value.			 The	geometry	with	the	lowest	singlet	energy,	where	we	compute	a	crossing,	occurs	at	a	CO	bond	length	of	1.190	Å.	This	is	quite	close	to	the	global	singlet	CO2	minimum	with	a	CO	bond	distance	of	1.17 Å.	In	Figure	11	we	show	a	contour	plot	of	the	singlet	PES	for	one	CO	bond	length	fixed	at	1.17	
Å.	We	also	show	the	geometries	of	the	ab	initio	calculations	for	one	CO	bond	length	being	within	0.03	
Å	of	1.2	Å.	The	deep	well	 is	clearly	seen	and	there	is	a	barrier	to	dissociation	of	about	16	mEh.	We	also	show	the	crossing	seam	±20	mEh.	In	Figure	12	we	show	the	same	set	of	contours	for	the	3A’	PES.	Although	there	is	an	attractive	region	for	the	3A’	PES	[41],	the	main	reason	for	the	attractive	contours	is	because	the	zero	of	energy	is	the	same	as	for	the	singlet	PES,	namely	the	CO(1S+)	+	O(1D)	energy	of	58.6	mEh.		
















































	 Our	code	automatically	cuts	down	the	time	step	when	the	amplitudes	change	rapidly,	so	we	have	 no	 trouble	 identifying	 regions	 where	 hopping	 can	 occur.	 It	 is	 convenient	 for	 debugging	purposes	 to	make	 trajectories	 independent	of	whether	 they	are	 run	 individually	or	 in	a	vectorized	group.	 In	 the	unmodified	 code,	 this	 is	done	by	 setting	up	 the	 initial	 conditions	 sequentially,	 so	 the	random	number	 string	 is	 the	 same	 in	both	 cases.	The	addition	of	hopping	 introduces	 the	need	 for	random	numbers	 along	 the	 trajectory,	 so	 the	previous	 strategy	 is	 no	 longer	 effective.	 The	way	we	solved	this	problem	was	to	use	a	different	random	number	generator	for	hopping	than	was	used	to	set	 up	 the	 initial	 conditions.	 Since	 the	 hopping	 random	 numbers	 are	 only	 used	 sequentially,	 the	random	number	generator	does	not	need	to	be	as	sophisticated	as	we	use	for	the	initial	conditions.	[45]	Thus	we	used	 the	 routine	ran0	 from	Press	et	al.	 [47]	with	 the	 initial	 seed	generated	 from	the	random	number	generator	used	to	generate	the	initial	conditions.		
	
Figure	9.	 Fitted	 singlet	 energies	 vs.	ab	 initio	 energies.	 The	






















































































































































and	 the	 C	 atom	 is	 on	 the	 y	 axis	 at	 -1.1005.	 The	 contours	
show	the	energy	when	the	other	O	atom	is	at	that	position.	
The	zero	of	energy	is	CO(1S+)	+	O(1D),	and	the	gray	contour	
line	 is	 for	 this	 energy.	 The	 blue	 (red)	 contour	 lines	 show	
negative	 (positive)	 energies	 in	 steps	 of	 50mEh.	 The	 green	
contour	 lines	 show	 the	 crossing	 seam	 ±20mEh.	 The	 blue	
























































































































































of	100	cm-1	 for	 the	present	calculations.	Thus,	 the	 frequency	of	hopping	 is	much	 lower	 than	 in	 the	adiabatic	basis	but,	 as	 the	 coupling	never	goes	 to	 zero,	 the	electronic	 state	 amplitudes	 show	small	amplitude	oscillation	even	when	the	collision	partners	are	widely	separated.	Also,	when	we	correct	the	kinetic	energy	after	a	hop	[29],	we	base	 this	correction	on	 𝐾 𝑑 𝑑𝑄l 𝑁 	even	though	we	 follow	the	trajectories	in	the	diabatic	basis.	Neither	the	adiabatic	or	diabatic	basis	is	obviously	superior	to	the	 other,	 and	 we	 choose	 the	 diabatic	 basis	 for	 all	 our	 calculations	 reported	 here.	 Furthermore,	because	 of	 the	 reference	 energy	 issues	 described	 above,	we	 only	 couple	 the	 singlet	 PES	 to	 the	 3A’	surface.			 We	carried	out	two	kinds	of	calculations:	one	starting	with	CO(1S+)	+	O(3P),	and	one	starting	with	 	 singlet	 CO2.	 In	 the	 former	 case,	 we	 sampled	 CO	 ro-vibrational	 levels	 from	 a	 Boltzmann	distribution	at	5000K	and	initial	relative	translational	energies	of	10,	15,	20,	25,	30,	35,	40,	45,	50,	55,	and	 60	 mEh	 (26.25	 to	 157.5	 kJ/mol).	 	 We	 ran	 120,000	 trajectories	 for	 each	 initial	 relative	translational	energy,	and	integrated	each	trajectory	until	either	an	atom	plus	a	diatom	emerged	from	the	collision	or	the	time	of	the	trajectory	exceeded	106	atomic	units	of	time.	This	time	limit	is	about	24	picoseconds.	For	all	collision	energies,	there	were	some	trajectories	that	were	stopped	at	this	24	picosecond	limit,	but	only	a	handful.	Results	for	a	typical	initial	condition	(EREL	=	30	mEh)	are	shown	in	figure	13,	where	we	plot	the	number	of	hops	vs.	the	time	delay.	The	time	delay	is	computed	as	the	time	of	the	trajectory	minus	the	time	the	O	would	need	to	reach	the	center	of	mass	of	the	CO	from	the			
	
Figure	13.	Number	of	hops	vs.	time	delay	for	O(3P)	+	CO(1S+)	at	a	
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relates	to	the	fact	that	for	a	diatomic,	the	vibrational	motion	is	decoupled	from	the	rotational	motion,	only	depending	on	the	rotational	angular	momentum,	while	the	rotational	motion	is	simply	driven	by	the	vibrational	motion.	[48]	In	contrast	for	a	triatomic,	all	vibrations	and	rotations	are	fully	coupled.	The	customary	generalization	to	triatomics	is	the	determination	of	good	action-angle	variables	that	describe	the	motion	of	the	triatomic	in	terms	of	separable	motions,	however	this	is	not	possible	to	do	systematically,	 for	the	coupled	motion	can	lead	to	resonances	or	chaotic	trajectories	that	so	distort	phase	space	that	the	determination	of	good	action-angle	variables	becomes	impossible.	In	our	study	of	 the	 H2O	molecule	 [49],	 we	 found	 that	 only	 a	 few	 vibrational	 levels	 could	 be	 determined	when	adding	 rotation,	 because	 chaotic	 trajectories	 were	 found	 with	 only	 small	 amount	 of	 rotational	angular	momentum.	




















































































































Table	1.	Summary	of	Classical	Trajectory	Results	for	Metastable	CO2	Total	energy	of	CO2	in	mEha	 Half	Life	in	ps	 %	that	dissociated	20	 13	 63	25	 18	 63	30	 6.0	 76	35	 4.8	 77	40	 2.9	 81	45	 2.4	 85	50	 2.4	 90	55	 2.4	 90	60	 1.5	 94	a Energy	relative	to	CO(1S+)	+	O(3P)		
III.	Summary		 In	 this	work,	we	have	 focused	on	 the	 two-body	 recombination	 reaction	of	CO2,	 in	which	 a	ground	electronic	state	CO	molecule	and	a	triplet	state	oxygen	atom	collide	and	make	a	transition	to	the	singlet	potential	energy	surface	of	CO2.		We	computed	the	four	relevant	potential	energy	surfaces	(one	singlet	and	three	triplet)	and	the	spin-orbit	coupling	elements	between	them	for	CO2	using	ab	
initio	quantum	chemistry	methods.	We	used	the	calculated	PES	data	to	obtain	and	calibrate	analytical	expressions	 for	 these	 potentials	 and	 we	 used	 them	 for	 surface	 hopping	 classical	 trajectory	calculations	based	on	Tully’s	fewest	switches	surface	hopping	algorithm.		The	results	of	the	trajectory	calculations	 indicate	 that	 the	 probability	 of	 a	 triplet-to-singlet	 transition	 is	 approximately	 10-4.	Calculation	 of	 the	 recombination	 rate	 coefficients,	 for	 temperatures	 characteristic	 of	 the	 afterbody	flowfields	 of	Mars	 entry	 vehicles,	 are	 in	 progress.	 It	 is	 unlikely	 that	 this	 recombination	 reaction	 is	responsible	for	the	larger	than	expected	afterbody	heating	that	has	been	measured	during	the	Mars	Science	 laboratory	 entry.	 We	 are	 also	 computing	 CO2	 dissociation	 rate	 coefficients	 (the	 reverse	process	 of	 recombination)	using	 the	 same	 surface	hopping	method.	This	work	 represents	 the	 first	theoretical	 study	of	 these	 reactions	 for	CO2	 that	 incorporates	an	accurate	 treatment	of	 the	 singlet-triplet	transition.					
Acknowledgement	L.	Xu	and	M.	Panesi	are	supported	by	a	NASA	Early	Career	Faculty	Space	Technology	Research	Grant	and	R.	Jaffe	and	D.	Schwenke	are	supported	by	the	NASA	Space	Technology	Mission	Directorate	Entry	Systems	Modeling	Program.		
















































[6]		 D.	Potter,	S.	Karl,	M.	Lambert	and	K.	Hannemann,	"Computation	of	Radiative	and	Convective	Contributions	to	Viking	Afterbody	Heating,"	in	AIAA2013-2895,	San	Diego,	2013.		[7]		 A.	M.	Brandis,	D.	A.	Saunders,	C.	O.	Johnston,	B.	A.	Cruden	and	T.	R.	White,	"Radiative	Heating	on	the	After-Body	of	Martian	Entry	Vehicles,"	in	AIAA2015-3111,	Dallas,	2015.		[8]		 S.	Gu,	R.	G.	Morgan	and	T.	J.	McIntyre,	"Study	of	Afterbody	Radiation	During	Mars	Entry	in	an	Expansion	Tube,"	in	AIAA2017-0212,	Grapevine,	2017.		[9]		 H.	Takayanagi,	S.	Nomura,	A.	Lemal	and	K.	Fujita,	"Measurements	of	Nonequilibrium	Carbon	Dioxide	Infrared	Radiation	in	an	Exapnsion	Tube,"	in	AIAA2017-1369,	Grapevine,	2017.		[10]		C.	Park,	J.	T.	Howe,	R.	L.	Jaffe	and	G.	J.	Candler,	"Review	of	Chemical-Kinetic	Problems	of	Future	NASA	Missions,	II:	Mars	Entries,"	J.	Thermophys.	Heat	Trans.,	vol.	8,	pp.	9-23,	1994.		[11]		T.	C.	Clark,	A.	M.	Dean	and	G.	B.	Kistiakowsky,	"Effect	of	Organic	Impurities	on	the	Observed	Activation	Energy	of	CO2	Dissociation,"	J.	Chem.	Phys.,	vol.	54,	pp.	1726-1727,	1970.		[12]		A.	M.	Dean,	"Dissociation	of	Carbon	Dioxide	Behind	Reflected	Shock	Waves,"	J.	Chem.	Phys.,	vol.	58,	pp.	5202-5208,	1973.		[13]		W.	O.	Davies,	"Carbon	Dioxide	Dissociation	6000	to	11,000	K,"	J.	Chem.	Phys.,	vol.	43,	pp.	2809-2815,	1965.		[14]		M.	Burmeister	and	P.	Roth,	"ARAS	Measurements	on	the	Thermal	Decomposition	CO2	Behind	Shock	Waves,"	AIAA	J.,	vol.	28,	no.	3,	pp.	402-405,	1990.		[15]		N.	Fujii,	S.	Sagawai,	T.	Sato,	Y.	Nosaka	and	H.	Miyama,	"Study	of	the	Thermal	Dissociation	of	N2O	and	CO2	using	O(3P)	Atomic	Resonance	Absorption	Sepctroscopy,"	J.	Phys.	Chem.,	vol.	93,	pp.	5474-5478,	1989.		[16]		M.	A.	Oehlschlaeger,	D.	F.	Davidson,	J.	B.	Jeffries	and	R.	H.	Hanson,	"Carbon	Dioxide	Thermal	Decomposition:	Observation	of	Incubation,"	Z.	Phys.	Chem.,	vol.	219,	pp.	555-567,	2005.		[17]		S.	Saxena,	J.	H.	Kiefer	and	R.	S.	Tranter,	"Relaxation,	Incubation,	and	Dissociation	in	CO2,"	J.	Phys.	
Chem.	A,	vol.	111,	pp.	3884-3890,	2007.		[18]		R.	J.	Jaffe,	"Vibrational	and	Rotational	Excitation	and	Dissociation	of	CO2	Reexamined,"	
AIAA2011-0447,	2011.		[19]		J.	E.	Hardy,	W.	C.	Gardiner,	Jr.	and	A.	Burcat,	"Recombination	of	Carbon	Monoxide	and	Oxygen	Atoms,"	Int.	J.	Chem.	Kinetics,	vol.	10,	pp.	503-518,	1978.		[20]		C.	M.	Marian,	"Spin-Orbit	Coupling	and	Intersystem	Crossing	in	Molecules,"	WIREs	Comput.	Mol.	
Sci.,	vol.	2,	pp.	187-203,	2012.		[21]		D.	Beijonne,	Z.	Shuai,	G.	Pourtois	and	J.	L.	Bredas,	"Spin-Orbit	Coupling	and	Intersystem	Crossing	in	Conjugated	Polymers:	A	Configuration	Interaction	Description,"	J.	Phys.	Chem.	A,	vol.	105,	pp.	3899-3907,	2001.		[22]		D.	G.	Fedorov,	S.	Koseki,	M.	W.	Schmidt	and	M.	S.	Gordon,	"Spin-Orbit	Coupling	in	Molecules:	Chemistry	Beyond	the	Adiabatic	Approximation,"	Int.	Rev.	Phys.	Chem.,	vol.	22,	pp.	551-592,	2010.		[23]		W.	R.	Wadt,	"The	Electronic	States	of	Ar2+,	Kr2+,	Xe2+.	I.	Potential	Curves	With	and	Without	Spin-Orbit	Coupling,"	J.	Chem.	Phys.,	vol.	68,	pp.	402-414,	1978.		[24]		J.	W.	Sidman,	"Spin-Orbit	Coupling	in	the	3A2-1A1	Transition	of	Formaldehyde,"	J.	Chem.	Phys.,	vol.	29,	pp.	644-652,	1958.		[25]		C.	M.	Marian,	"Spin-Orbit	Coupling	in	Molecules,"	in	Reviews	in	Computational	Chemistry,	vol.	17,	K.	B.	Lipkowitz	and	D.	B.	Boyd,	Eds.,	New	York,	Wiley-VCH,	2001,	pp.	99-204.	[26]		L.	D.	Landau,	"Zur	Theorie	Der	Energieubertragung,"	II.	Phys.	Z.	Sowjetunion,	vol.	2,	pp.	46-51,	1932.		[27]		C.	Zener,	"Non-adiabatic	Crossing	of	Energy	Levels,"	Proc.	R.	Soc.	London,	Ser.	A,	vol.	137,	pp.	696-702,	1932.		[28]		C.	Witting,	"The	Landau-Zener	Formula,"	J.	Phys.	Chem.	B,	vol.	109,	pp.	8428-8430,	2005.		[29]		J.	C.	Tully,	"Molecular	Dynamics	with	Electronic	Transitions,"	J.	Chem.	Phys.	,	vol.	93,	pp.	1061-
D
ow
nl
oa
de
d 
by
 N
A
SA
 A
M
ES
 R
ES
EA
RC
H
 C
EN
TE
R 
on
 Ju
ly
 7
, 2
01
7 
| ht
tp:
//a
rc.
aia
a.o
rg 
| D
OI
: 1
0.2
514
/6.
201
7-3
486
 
	 21	
1071,	1990.		[30]		B.	O.	Roos,	"The	Complete	Active	Space	SCF	Method	in	a	Fock-Matrix-Based	Super-CI	Formulation,"	Int.	J.	Quantum	Chem.,	vol.	18,	pp.	175-189,	1980.		[31]		K.	Ruedenberg,	M.	W.	Schmidt,	M.	M.	Gilbert	and	S.	T.	Elbert,	"Are	Atoms	Intrinsic	to	Molecular	Electronic	Wavefunctions?	I.	The	FORS	Model,"	J.	Chem.	Phys.,	vol.	71,	pp.	41-49,	1982.		[32]		H.	-J.	Werner	and	P.	J.	Knowles,	"A	Second	Order	Multiconfiguration	SCF	Procedure	with	Optimum	Convergence,"	J.	Chem.	Phys.	,	vol.	82,	pp.	5053-5063,	1985.		[33]		P.	J.	Knowles	and	H.	-J.	Werner,	"An	Efficient	Second-Order	MCSCF	Method	for	Long	Configuration	Expansions,"	Chem.	Phys.	Lett.	,	vol.	115,	pp.	259-267,	1985.		[34]		H.	-J.	Werner	and	P.	J.	Knowles,	"An	Efficient	Internally	Contracted	Multiconfiguration	Reference	Configuration-Interaction	Method,"	J.	Chem.	Phys.,	vol.	89,	pp.	5803-5814,	1988.		[35]		P.	J.	Knowles	and	H.	-J.	Werner,	"An	Efficient	Method	for	the	Evaluation	of	Coupling	Coefficients	in	Configuration	Interaction	Calculations,"	Chem.	Phys.	Lett.,	vol.	145,	pp.	514-522,	1988.		[36]		K.	R.	Shamasundar,	G.	Knizia	and	H.	-J.	Werner,	"A	New	Internally	Contracted	Multi-Reference	Configuration	Interaction	Method,"	J.	Chem.	Phys.,	vol.	135,	p.	054101,	2011.		[37]		H.	-J.	Werner,	P.	J.	Knowles,	G.	Knizia,	F.	R.	Manby	and	M.	Schutz,	"Molpro:	A	General	Purpose	Quantum	Chemistry	Program	Package,"	WIREs	Comput.	Mol.	Sci.,	vol.	2,	pp.	242-253,	2011.		[38]		T.	H.	Dunning	Jr.,	"Gaussian	Basis	Sets	for	Use	in	Correlated	Molecular	Calculations.	I.	The	Atoms	Boron	through	Neon	and	Hydrogen,"	J.	Chem.	Phys.,	vol.	90,	pp.	1007-1023,	1989.		[39]		D.-Y.	Hwang	and	A.	M.	Mabel,	"Ab	initio	Study	of	Spin-forbidden	Unimolecular	Decomposition	of	Carbon	Dioxide,"	Chem.	Phys.,	vol.	256,	pp.	169-176,	2000.		[40]		A.	Berning,	M.	Schweizer,	H.	-J.	Werner,	P.	J.	Knowles	and	P.	Palmieri,	"Spin-Orbit	Matrix	Elements	for	Internally	Contracted	Multireference	Configuration	Interaction	Wavefunctions,"	
Mol.	Phys.,	vol.	98,	pp.	1823-1833,	2000.		[41]		D.	W.	Schwenke,	R.	L.	Jaffe	and	G.	Chaban,	"Collisional	Dissociation	of	CO:	ab	initio	Potential	Energy	Surfaces	and	Quasiclassical	Trajectory	Rate	Coefficients,"	submitted	to	J.	Phys.	Chem.	.		[42]		X.	Huang,	D.	W.	Schwenke,	S.	Tashkun	and	T.	J.	Lee,	"An	Isotopic-Independent	Highly	Accurate	Potential	Energy	Surface	for	CO2	Isotopologues	and	an	Initial	12C16O2	Infrared	Linelist,"	J.	Chem.	
Phys.,	vol.	135,	pp.	124311-17,	2012.		[43]		D.	W.	Schwenke,	"unpublished".		[44]		https://www.nist.gov/pml/atomic-spectral-database.		[45]		D.	W.	Schwenke,	"Calculations	of	Rate	Constants	for	the	Three-Body	Recombination	of	H2	in	the	Presence	of	H2,"	J.	Chem.	Phys.,	vol.	89,	pp.	2076-2091,	1988.		[46]		G.	Granucci	and	M.	Persico,	"Critical	Appraisal	of	the	Fewest	Switches	Algorithm	for	Surface	Hopping,"	J.	Chem.	Phys.	,	vol.	126,	p.	134114,	2007.		[47]		W.	H.	Press,	S.	A.	Teukolsky,	W.	T.	Vettering	and	B.	P.	Flannery,	Numerical	Recipes	in	Fortran,	2nd	ed.,	Cambridge	Univesity	Press,	1992,	p.	270.	[48]		R.	L.	Jaffe,	D.	W.	Schwenke	and	M.	Panesi,	"First	Principles	Calculation	of	Heavy	Particle	Rate	Coefficients,"	in	Hypersonic	Nonequilibrium	Flows:	Fundamentals	and	Recent	Advances,	vol.	247,	E.	Josyula,	Ed.,	Reston,	AIAA,	2015,	pp.	103-158.	[49]		C.	W.	Eaker	and	D.	W.	Schwenke,	"A	Fast	Fourier	Transform	Method	for	the	Quasiclassical	Selection	of	Initial	Rovibrational	States	of	Triatomic	Molecules,"	J.	Chem.	phys.,	vol.	103,	pp.	6984-6992,	1995.		[50]		D.	W.	Schwenke,	"Variational	Calcuations	of	Rovibrational	Energy	Levels	and	Transition	Intensities	for	Tetratomic	Molecules,"	J.	Phys.	Chem.,	vol.	100,	pp.	2867-2884,	1996.		[51]		D.	W.	Schwenke,	"A	Theoretical	Prediction	of	Hydrogen	Molecule	Dissociation-recombination	Rates	including	an	Accurate	Treatment	of	Internal	State	Nonequilibrium	Effects,"	J.	Chem.	Phys.,	vol.	92,	pp.	7267-7282,	1990.		
	
D
ow
nl
oa
de
d 
by
 N
A
SA
 A
M
ES
 R
ES
EA
RC
H
 C
EN
TE
R 
on
 Ju
ly
 7
, 2
01
7 
| ht
tp:
//a
rc.
aia
a.o
rg 
| D
OI
: 1
0.2
514
/6.
201
7-3
486
 
	 22	
	
D
ow
nl
oa
de
d 
by
 N
A
SA
 A
M
ES
 R
ES
EA
RC
H
 C
EN
TE
R 
on
 Ju
ly
 7
, 2
01
7 
| ht
tp:
//a
rc.
aia
a.o
rg 
| D
OI
: 1
0.2
514
/6.
201
7-3
486
 
