ABSTRACT This paper considers an uplink cell-free massive multi-input multi-output (mMIMO) system with multi-antenna access points (APs) and users, assuming low-resolution analog-to-digital converter (ADC) architecture is employed at the APs. Leveraging on the additive quantization noise model (AQNM), we derive a tight approximate expression for uplink spectral efficiency (SE). This trackable finding provides us with a tool for easily quantifying the impacts of the number of antenna arrays and the number of quantization bit of low-resolution ADCs. We find 5-bit is required in a cell-free mMIMO with low-resolution ADCs to achieve the same SE as a cell-free mMIMO with full-precision ADCs. Besides, when the number of antennas of the user is small, deploying more antennas at the users can boost the sum SE. Then, to further highlight the potential of low-resolution ADCs architecture, we also investigate the tradeoff between the SE and energy efficiency (EE) with design issues surrounding the quantization bit of low-resolution ADCs and the number of antenna arrays. The resulting observations reveal that by choosing a proper quantization bit, the cell-free mMIMO with low-resolution ADCs has the capability to enjoy a better SE-EE tradeoff compared to the perfect ADCs counterpart.
I. INTRODUCTION
Cell-free massive multi-input multi-output (mMIMO) antenna system has gained tremendous recent research interest for its enormous potential to significantly enhance the spectral efficiency (SE) and energy efficiency (EE) [1] . By deploying the antenna arrays in a distributed manner and connecting all access points (APs) to a central processing unit (CPU), cell-free system is able to offer huge coverage rate and macro diversity to resist the shadow fading and incoherent interference, thereby enhance the system performance. In such a system, all APs coherently serve all users in the time division duplexing (TDD) mode. Benefiting from the merits of the network MIMO and centralized mMIMO technologies, cell-free mMIMO system is viewed as a promising candidate technology in the beyond fifth-generation (B5G) and the sixth-generation (6G) networks [2] .
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A plethora of fields about cell-free mMIMO have been extensively studied in the past few years [2] - [5] . In particular, in [2] , both the uplink and downlink achievable rate expressions for cell-free mMIMO were derived. It showed cell-free mMIMO is superior to the small-cell system in many respects. In [3] , the authors presented a comprehensive survey of cell-free mMIMO system and discussed various open research challenges. In [4] , the authors took the first look at hardware impairments in cell-free mMIMO. The resulting findings revealed that low-quality hardware can be employed at the APs to achieve considerable SE and EE performance. In addition, in [5] , the impact of the spatially correlated Rayleigh fading channel was explored in cell-free mMIMO systems. It indicated that cell-free mMIMO still outperforms cellular (co-located) mMIMO when spatially correlated channel is considered.
A common assumption of the above papers is that the ideal high-resolution analog-to-digital converters (ADCs) with a dedicated radio frequency (RF) chain architecture is always employed at all APs. However, this is unrealistic since the high-resolution ADCs are high-cost and power-consuming components and connecting the tremendous APs with high-resolution ADCs will result in overwhelming hardware costs and circuit power dissipations. More importantly, the power required to run the ADCs is exponentially-increased with the increasing the precision of the ADCs and linearly-increased with the increasing the sampling rate [6] . To alleviate this predicament, a feasible solution is to substitute these expensive, power-hungry units with cheaper, energy-saving components while keep the number of RF chains unchanged, e.g., the low-resolution ADCs architecture. In cellular mMIMO system, the low-resolution ADCs architecture had already been extensively studied [7] - [10] . More specifically, [7] investigated the uplink SE of single-cell mMIMO systems with low-resolution ADCs under Rician fading channels and [8] discussed several important issues based on mmWave mMIMO systems with low-resolution ADCs. Besides, in [9] , the authors introduced the low-resolution ADCs architecture to the mMIMO full-duplex relaying system and comprehensively studied the impacts of coarse ADCs. In [10] , the performance of secrecy mMIMO amplify-and-forward relaying systems with double-resolution ADCs antenna array is analyzed. Both contributions [7] - [10] indicated that equipping the base stations with the low-resolution ADCs can sharply reduce the energy consumption and hardware cost. Nevertheless, the resulting issues, such as severe performance degradation, inaccurate channel estimation, and sophisticated beamformer/ receiver design, still deserve special attention.
Responding to this, several recent papers of the implementation of low-resolution ADCs in cell-free mMIMO also appeared [11] - [14] . In [11] , the authors considered a double-ADCs-quantized downlink cell-free mMIMO system with the linear additive quantization noise model (AQNM). It showed that the rate performance is primarily limited by the ADCs' precision at the users. Then, under the same quantization model, the authors in [12] investigated the uplink and downlink rate performance of cell-free mMIMO with low-resolution ADCs at the APs over Rician fading channels. Its insightful findings indicated that the coarse quantization loss can be compensated by utilizing additional antenna arrays. Different from [11] , [12] , the work of [13] captured the quantization noise by the Bussgang decomposition theory and proposed a joint pilot sequences and pre-RF chains control algorithm by assuming 1-bit ADCs at the APs. In addition, assuming both 1-bit ADCs and digital-analog converters (DACs) are implemented at the APs, [14] studied the corresponding downlink performance with the conjugate beamforming precoder. Same as [13] , the quantization losses caused by ADCs and DACs were encapsulated by the Bussgang theory.
However, all the aforementioned works of cell-free mMIMO assumed each user only has one antenna. In reallife scenario, more and more electronic devices are allowed to be equipped with multiple antennas to achieve a higher degree-of-freedom (DoF), leading to a performance gain in term of the SE. To the best of authors' knowledge, besides [15] , [16] there is fairly work on multi-antenna users in cell-free mMIMO. To be more specific, in [15] , the downlink SE performance with multi-antenna users was investigated. It demonstrated that the performance of cell-free mMIMO can be significantly enhanced by using additional antennas at users. Only very recently, the authors in [16] extended the work of [15] to the uplink counterpart with the zero-forcing receiver. Its unique insights suggested the channel estimation overhead may be dominated when the number of antennas of the user is large. Unfortunately, both [15] , [16] neglected the implementation of the low-resolution ADCs at the APs. As is known to all, using low-resolution ADCs architecture in cell-free mMIMO can reduce the hardware cost and power consumption, but it inevitably leads to performance degradation. In addition, adding more antennas at APs and users also increases the energy costs. Therefore, a comprehensive EE-SE tradeoff analysis is needed to evaluate the system performance with low-resolution ADCs architecture and multi-antenna APs and users.
Motivated by the above cited observations, we consider an uplink cell-free mMIMO system with multi-antenna APs and users, assuming low-resolution ADCs architecture is employed at the APs. In particular, the specific contributions of this paper are summarized as follows:
1) Leveraging on the AQNM, we derive a tight approximate SE expression for uplink cell-free mMIMO with matched filtering receiver. Our novel findings characterize the impacts of the number of antennas of APs and users, and the number of quantization bits. In particular, the derived closed-form SE expression is generalized and covers many special cases. 2) A well-established power consumption model is introduced in this paper. More specifically, this model considers the power required at the fixed circuits, the ADC components, and the backhaul links. Then, we define the EE formula based on the derived SE expression and the given energy cost model. 3) Numerical simulations are presented to verify our derived findings and investigate the tradeoff performance between the sum SE and sum EE. We find the SE degradation caused by coarse ADCs can be compensated by using additional antennas at both the APs and users. Besides, this performance loss is negligible when the number of the quantization bit of low-resolution ADC is more than 4 bit. Moreover, we observe the low-resolution ADCs architecture has the capability to achieve a better SE-EE tradeoff compared to the perfect ADCs case. The remaining of this paper is organized as follows: Section II briefly introduces the system model. In Section III, it introduces a well-established power consumption model and derives tight approximate expressions for uplink SE and EE, respectively. Moreover, Section IV validates the analytical results and investigates the corresponding system performance. Finally, Section V concludes this paper.
II. SYSTEM MODEL
We consider an uplink cell-free mMIMO system over Rayleigh fading channels, where M APs serve K users in the TDD mode, see Fig. 1 . Unlike most prior works on cell-free mMIMO, we assume each AP has L antennas and each user enjoys N antennas. Besides, we also assume low-resolution ADCs architecture is implemented at the APs, where each antenna of the AP consists of two low-resolution ADCs. Under the Rayleigh block fading scenario, the channel matrix from AP m to user k is represented by
where β mk is the large scale fading factor which mainly reflects the distance attenuation. Besides, the L × N matrix H mk captures the small-scale fading and its entries are independent and identically distributed (i.i.d.) CN (0, 1) variables. In each coherence interval, we assume β mk is perfectly known and the knowledge of H mk is not available at the APs. Fortunately, the realization of H mk can be estimated in the following uplink training phase. 
A. UPLINK TRAINING
Since our system is operated in the TDD mode, it only needs to estimate the uplink channel state information (CSI) (then the channel reciprocity can be utilized to deduced the downlink counterpart). Let T, be the length of the coherence interval. There is a small portion of T, τ , is utilized to transmit pilot sequences. The remaining part is occupied by uplink data transmission. Let k ∈ C τ ×N , be the pilot sequence assigned to user k, where H k k = I N . For the sake of simplicity, we assume the pilot matrices of all users are mutually orthogonal, i.e., H k k = 0 N , ∀k = k, which requires τ ≥ NK . After all K users simultaneously send their pilot matrices, AP m receives where ρ p is the normalized pilot transmit power and W m ∈ C L×τ denotes the additive white Gaussian noise (AWGN) matrix. In this paper, we adopt the low-resolution ADCs receiver architecture and utilize the AQNM to capture the quantization outputs and losses. As a result, the quantized version of Y m is expressed as
where 
In this paper, we utilize b m = ∞ to represent the perfect ADCs case. Besides, the last parameterW m in (3) stands for the Gaussian quantization noise which is uncorrelated with Y m . The conclusions in [6] , [7] suggest
Then, a projection ofỸ m onto k is written as
where W mk = W m k . With the observation (6), we can obtain the minimum mean square error (MMSE) estimate of G mk , shown in the following Lemma 1. Lemma 1: With low-resolution ADCs at the receivers, the MMSE channel estimate of G mk is given bŷ
where
The channel estimationĜ mk consists of L × N independent circular Gaussian random variables and its variance can be represented by
Proof 1: See Appendix A.
B. UPLINK DATA TRANSMISSION
In this phase, all K users simultaneously transmit the data signals to the APs with the power control coefficients,
sent by user k, where ρ u is the normalized data power and s k ∈ C N ×1 is the original data symbol transmitted from user k, which satisfies E s k s H k = I N . The power control coefficients η k are chosen to satisfy the following power constraint:
which yields
After all K users simultaneously send data signals, the unquantized received signals at AP m is represented by
where g mk,n is the n-th column of G mk , s k,n represents the n-th element of s k , and w m ∈ C L×1 denotes the AWGN vector. Then, the low-resolution ADCs at AP m perform the quantization operations, leading tõ
where α m has the same meaning as in (4) andw m indicates the additive quantization noise vector which is uncorrelated withỹ m . The covariance matrix ofw m is given by
For simplicity, the low-complexity matched filtering receiver is adopted to decouple the received signal. Since AP m has limited calculation ability, it first multipliesỹ m byĝ H mk,n and then forwards the obtainedĝ H mk,nỹm to the CPU for further signal detection. The aggregated signal of the n-th antenna of user k received at the CPU can be expressed as
III. PERFORMANCE ANALYSIS
In this section, we derive a tight approximate uplink SE expression with low-resolution ADCs at the receivers. This closed-form result is novel and covers many cases by accordingly adjusting the system parameters. Then, by introducing a well-established power consumption model, the analysis of uplink EE is also characterized.
A. SE ANALYSIS
Leveraging on the use-and-then-forget methodology [17] , the signal y k,n in (15) can be recast as
where w k,n is uncorrelated with y k,n and given in (17) , as shown at the bottom of this page. By leveraging the method in [17, Section. 2.3.2], a tight lower-bound uplink SE expression for user k can be derived as
where SINR k,n is the signal-to-interference-plus-noise ratio (SINR) of the n-th antenna of user k and is written as (19) , as shown at the bottom of the next page. Then, the following Theorem 1 presents the closed-form formula of S k . Theorem 1: With low-resolution ADCs at the receivers, an achievable uplink SE of user k for any M, K, L, N,
Beamforming gain uncertainty
Interference from other antenna of all users
Interference from the n-th antenna of other users is formulated as,
where To evaluate the accuracy of the derived result, we compare our SE approximation in (20) with the genie-aided SE expression, which is based on the perfect CSI and can be expressed as (22), as shown at the bottom of this page, where the superscript ''Per'' stands for ''Perfect CSI''. Note we can generate expression (22) by utilizing the Monte-Carlo simulation method by averaging a great many of independent channel realizations. Fig. 2 shows a comparison between the ''Analytical Result'' in (20) and the ''Accurate Result'' in (22) with different M configurations. As we can see, the relative sum rate gaps are marginal in all considered cases, which verifies the accuracy of our analytical finding. Also, we find the sum rate is an increasing function of M. This is because the larger M promises more antenna array gains, thereby bringing more DoFs to resist the fading and interference.
B. EE ANALYSIS
In the former analysis, we investigate the achievable uplink SE with low-resolution ADCs at the receivers. The low-resolution ADCs architecture has a great potential to sharply reduce the power consumptions and energy costs. However, there is also a severe performance degradation when implementing the low-resolution ADCs at the receivers, especially for 1-bit quantization. The tradeoff between the EE and energy cost deserves special attention. Prior to conducting a comprehensive analysis in section IV, we present a energy consumption model and define the sum EE formula in this section.
From [1] , [6] , [18] and [19] , the total power consumption in uplink cell-free mMIMO can be modeled by
where P k , P tc,m , P bt,m , P 0,m , B denote the power consumption at user k, the power required to run the circuit
components at AP m, the traffic-dependent backhaul link power related to AP m, the fixed power consumption of each backhaul link, and the bandwidth, respectively. For P k , the specific formula is expressed as
where 0 µ k 1 is the power amplifier efficiency, N 0 represents the noise power and P tc,k characterizes the power required to operate the circuit components at user k. Since the users don't perform any quantization, we take P tc,k as a constant. Besides, the power cost P tc,m is given by
where P AGC,m , P ADC,m , P res,m stand for the power consumptions in the AGC, ADC and the residual units at AP m, respectively. For P ADC,m , we have
where FOM W is the Walden's figure-of-merit [6] , f s dedicates the Nyquist sampling rate and b m represents the quantization bit. In (25), c m is a flag parameter associated with the quantization b m , which is written as
Plugging (24)-(26) into (23) yields
As a result, the sum uplink EE is defined as the ratio of the sum uplink SE and the total power consumption, as
IV. SIMULATION RESULTS

A. SYSTEM PARAMETERS
We consider a multi-antenna uplink cell-free mMIMO system with low-resolution ADCs at the receivers. All APs and users are randomly distributed in a square area of 1 km × 1 km. The large-scale fading parameter β mk can be expressed as
where PL mk is the pathloss and z mk models the shadow fading, whose standard deviation is σ sh . For PL mk , we adopt the three-slope model given in [2] ,
where d mk is the distance between AP m and user k. Unless otherwise specified, we utilize the system parameters enumerated in Table 2 . 
B. NUMERICAL SIMULATIONS
In Fig. 3 , the impact of low-resolution ADCs on the sum SE is investigated, with M = 60, K = 20. As can be readily observed, the sum SE increases with the quantization bit (b m ) and finally converges to a fix bound when b m 5. It implies that the 5-bit ADCs architecture can achieve the same performance as the perfect ADCs architecture. In addition, we find that the sum SE of L = 1, N = 2 curve is superior to the case of L = 1, N = 1 for all quantization configurations, FIGURE 3. The sum SE versus the quantization bits. Here M = 60, K = 20. VOLUME 7, 2019 which indicates that when the number of antennas of the user is small, deploying more antennas at the users can enhance the sum SE. From Fig. 4 , we find that the sum rate is an increasing function of N. However, for the sum SE, it first grows when the N increases. As we continue to increase N, this growth will reach an optimum point and then gradually decrease. In this N-regime, the channel estimation overhead is quite large, thereby leading to a severe performance degradation. More specifically, when L = N = 1 and b m = 2, the 5%-outage SE is 0.144 bit/s/Hz, which is increased by factors of 1.07 and 2.08 when L = 1, N = 2 and L = 2, N = 1, respectively. Interestingly, deploying more antennas at the APs is more efficient than deploying more antennas at the users. This is because using more antennas at the users will increase the pilot estimation overhead.
Until now, we have investigated the SE performance of the low-resolution ADCs architecture. Employing low-resolution ADCs architecture at cell-free mMIMO system can reduce the hardware cost and power consumption, but it inevitably leads to undesired performance degradation. Fortunately, we can compensate for the coarse quantization by increasing the number of the total antenna arrays. Nevertheless, this compensate method violates the original intention of energy saving. The tradeoff between the SE and EE deserves special attention. With this reason, we next explore the EE performance of the low-resolution ADCs architecture. In Fig. 6 , the relationships between the sum EE and the quantization bit for different antenna architectures are presented, with M = 60, K = 20. In all considered cases, the sum EE generated by implementing 1-bit quantization is worst since it suffers from severe quantization losses. Also, the sum EE performance of the perfect ADCs case is unsatisfactory as the increasing of total power costs. Nevertheless, we can enhance the sum EE of the low-resolution ADCs architecture by properly selecting the quantization bits, e.g., b m = {4, 5}. This insight demonstrates that the low-resolution ADCs architecture has a great potential for improving the sum EE.
To conclude this paper, Fig. 7 explores the tradeoff between the sum SE and sum EE against different antenna architectures, with M = 60, K = 20. In Fig. 7 , the generated curves indicating the tradeoff performance as we raise the value of b m from 1 to 11, at the step size of 1. It is worth mentioning that the rightmost point represents the largest sum SE value while the highest point denotes the largest sum EE value. As one can see, the optimal quantization bit of the low-resolution ADCs in all considered cases is b m = 5. Therefore, it may be reasonable to equip the APs with 5-bit quantized ADCs for achieving a better tradeoff between the sum SE and sum EE.
V. CONCLUSION
In this paper, the uplink performance of cell-free mMIMO with multi-antenna APs and users is explored, assuming low-resolution ADCs architecture is employed at the APs. Leveraging on the AQNM, we derive tight approximate expressions for the SE and EE for any antenna implementations and quantization bits. It suggests that the 5-bit ADCs architecture can achieve the same SE as the perfect ADCs case, thereby reducing the hardware cost and energy consumption. In addition, when the number of antennas of the user is small, deploying more antennas at the users can enhance the sum SE. Moreover, we notice that the low-resolution ADCs architecture has a great potential to achieve a better SE-EE tradeoff compared to the perfect ADCs case. 
