Past research suggests that the human ability to detect social engineering deception is very limited, and it is even more limited in the virtual environment of social networking sites (SNS) such as Facebook. At the organizational level, research suggests that social engineers could succeed even among those organizations that identify themselves as being aware of social engineering techniques. This may be partly due to the complexity of human behaviors in failing to recognize social engineering tricks in SNSs. Due to the vital role that persuasion and perception play on users' decision to accept or reject social engineering tricks, this paper aims to investigate the impact of message characteristics on users' susceptibility to social engineering victimization on Facebook. In doing so, we investigate the role of the central route of persuasion, peripheral route of persuasion, and perceived risk on susceptibility to social engineering on Facebook. In addition, we investigate the mediation effects between the explored factors, and whether there is any relationship between the effectiveness of them and users' demographics.
Introduction
Social engineering is the art of deceiving or tricking people in order to gain information from them, or to persuade them to perform an action that will benefit the attacker in some way [1] [2] [3] . Research indicates that people perform poorly in detecting social engineering attacks [4, 5] . At the organizational level, research suggests that social engineers could succeed even among those organizations that identify themselves as being aware of social engineering techniques [6] . Several researchers have investigated and highlighted the risks associated with social engineering in SNSs (e.g., References [7] [8] [9] [10] [11] [12] [13] ). These studies have suggested that SNSs are the most common source of social engineering threats nowadays. The simple trick of offering free cell phone minutes accounted for the largest number of attacks on Facebook users in 2013, increasing from 56% in 2012 to 81% in 2013 [14] .
The risk of social engineering attacks in SNSs is associated with how difficult it is for users to make accurate judgments and decision regarding deception in the virtual environment of SNSs. The heuristic-systematic mode [15] [16] [17] and Elaboration Likelihood Model (ELM) [18] [19] [20] have shown that persuasion relies on three main factors: Source characteristics, message (content) characteristics, and target (recipient) characteristics. In terms of social engineering in SNSs, Algarni et al. [21] [22] [23] have investigated the impact of source characteristics on users' susceptibility to social engineering victimization on Facebook. However, the impact of message characteristics on users' susceptibility to social engineering victimization on Facebook is still to be explored, which we attempt to achieve in this study.
Although it is expected that the perceived risk may have a negative impact on the recipient's propensity to fall victim to social engineering (e.g., release personal information or perform a requested action), the extent to which the perceived risk impacts social engineering victimization is compared with argument quality and peripheral route. More importantly, it is interesting to investigate whether there is a relationship (e.g., mediation effect) between the superficial means (peripheral cues) of a message on Facebook and perceived risk. Attackers may exploit these superficial means as counter-risk approaches to reduce the perceived risks by the potential victims. Therefore, we attempt to explore the impact of message characteristics on users' susceptibility to social engineering victimization through investigating the role of the central route of persuasion, peripheral route of persuasion, and perceived risk on susceptibility to social engineering victimization.
Central Route of Persuasion (Argument Quality)
The central route of the Elaboration Likelihood Model (ELM) uses argument quality, and it can produce a positive attitude change and encourage the receiver to obey. The central route occurs when the recipient is motivated and able to think about the content of the message (elaboration is high).
Centrally-routed messages include a wealth of information, rational arguments and evidence to support a particular conclusion. If the argument of the message is strong, and the information is complete, it will create a positive cognitive response in the mind of the receiver such as evaluation, recall, and critical judgment. On the other hand, if the argument is weak or the information is incomplete, it will produce a negative cognitive response to the persuasive message, which in turn prevents an attitude change.
While argument quality is commonly investigated in prior literature in several contexts such as marketing, advertisement, tourism, and information systems (e.g., References [24] [25] [26] [27] [28] [29] [30] 57, 58] ), the operationalization and conceptualization of argument quality seem to be inconsistent among previous studies. However, for the purpose of exploring the message characteristics that influence Facebook users to accept social engineering request (trick), the present study defines argument quality as the extent to which received information can persuade a person to believe something or to perform an action [59] [60] [61] .
Argument quality research has its roots in persuasion. The aspects of persuasion are divided into three categories: Ethos (credibility), pathos (emotion), and logos (logic) [62] . As emotion and logic indicate a person's emotional connection and means of reasoning to convince one of a particular argument, credibility refers to people believing whom they trust. Some researchers suggest that argument quality is composed of other concepts called dimensions [60] . Although argument quality has been measured from different angles in previous studies (e.g., References [59, [63] [64] [65] [66] ) there seems to be a general agreement that these measurements are to assess either the information (e.g., information completeness, consistency, accuracy, adequacy, relevance, timeliness, and comprehensiveness) or the persuasion (e.g., persuasion strength, valence, and convince). These two dimensions also found to be valid in the case of examining the influence of online reviews on decision-making (e.g., References [26, 60] ). Therefore, we argue in this study that argument quality is a multidimensional concept, with two dimensions: The perceived informativeness and the perceived persuasiveness. We refer to perceived informativeness as users' perceptions regarding the quality of the information embedded in the message [60, 67] , while perceived persuasiveness represents the users' perceptions regarding the strength of persuasiveness embedded in the message [60, 61] . Although the extent to which these dimensions apply to new and emerging SNS platforms is unclear, there is a reason to believe that high perceived informativeness and high perceived persuasiveness will have a positive effect on Facebook users' susceptibility to social engineering victimization. We therefore hypothesize the following:
H1:
Perceived informativeness of a message positively affects susceptibility to social engineering victimization.
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Perceived persuasiveness of a message positively affects susceptibility to social engineering victimization.
Perceived Risk
Perceived risk refers to a person's perception of uncertainty about the safety of undertaking an action or activity [26] . Every person has a specific belief about the risk associated with any behavior he/she exhibits. This belief can be different from person to person, even with regard to the same action. Rosenstock [68] introduced a relationship between behavior and perceived risk through the Health Belief Model (HBM). This theory suggests that the probability of performing a risky action is determined by the perceived threat of taking that action, perceived susceptibility to the threat, perceived severity of the threat if it has already happened, and perceived benefits of taking that action. Protection Motivation Theory (PMT) also proposes that individuals protect themselves based on the perceived severity of a threatening event, perceived vulnerability (probability of the occurrence of that threat), efficacy of the recommended preventive action or behavior, and perceived self-efficacy [69] . Aldoory et al. [70] went further, stating that the problems of performing a risky action have been associated with the HBM and the situational theory of publics [71] . The latter suggests that a population can be classified depending on the way it behaves, that is, whether it is active or passive. The psychological issues concerned with this theory include: (1) The extent of activity in the behavior, (2) familiarization with problems, and (3) knowledge of constraints [72] .
Zimbardo [73] explains that the level of familiarization with problems is different in different people; some believe that a predicament is more relevant to them, while others are not concerned with the same affliction. The extent of activity in this behavior varies depending on the feelings a person attaches to a predicament and the amount of loss that may be incurred in the case that an attack occurs [74] . The knowledge of constraints shows the degree to which people consider their mannerisms to be restrained by issues that are uncontrollable. According to Pyszczynski et al. [75] , when people are threatened, they will alter their behavior depending on the number of risks they can accommodate. This modification is a psychological reaction that is determined by the seriousness of an attack and the amount of loss that they think will be incurred due to a hazard. Perceived risk repeatedly negatively affects behavior intention (e.g., [26, [76] [77] [78] ). Because social engineering tricks are directly tied to several threats, perceived risk is an inherent attribute of accepting and responding to social engineering tricks. Based on this reasoning, we hypothesize: H3: Perceived risk has a negative effect on susceptibility to social engineering victimization.
Peripheral Route of Persuasion
As indicated earlier, ELM states that there are two routes or methods to influence others: The central route and the peripheral route [20] . While the central route is the likely result of high elaboration and relies on argument quality, the peripheral route is the likely result of low elaboration, and relies on a receiver's emotional involvement and thus persuades the receiver through more superficial means such as liking, scarcity, and social proof.
ELM theory explains that perception of the recipient of the persuasion plays a vital role in accepting or rejection of a request in a message. This perception can be impacted by the characteristics of the medium, channel, or environment [79, 80] . By looking at social engineering tricks and attempts on Facebook, we can see that the purpose of persuasion is different, and the type of context (Facebook) is also different than those studied before [81] . Therefore, it was important that, if we wish to study the impact of message characteristics on susceptibility to social engineering victimization on Facebook, we take into consideration the peripheral cues, which ELM describes as superficial means. The peripheral cues (superficial means) are the features, tools, and resources that can be seen within, under, or around a particular message on Facebook, such as likes, comments, and photos. In order to explore the peripheral cues (superficial means) that might have an influence on Facebook users' perception and therefore decision to accept or reject social engineering trick, a pre-study using a focus group method was conducted [82] . Focus group is a qualitative research technique, which involves a group discussion guided by a trained leader. It has been found to be very useful in exploring people's pensions and experiences regarding emerging technology-driven phenomena [83] , and to explore not only what people think but how they think and why they think that way. Two focus groups have been conducted. The first focus group includes 12 participants and the second focus group includes 9 participants. Any Facebook user who logs in to his/her account at least 4 times a week was eligible to participate. Invitations have been sent through some Facebook pages whose members are local residents. The invitation consisted of an invitation letter, a study information sheet, and a consent form. Participants with different demographic variables were selected to ensure that the sample represents a potentially high degree of variation and to increase the likelihood of identifying all possible factors under investigation. Both focus groups were conducted by the main researcher in a convenient room, where computers are available and connected to the Internet, for those participants who wish to observe Facebook during the discussion, so that they remember all possible characteristics under investigation.
Participants were asked to identify all possible message characteristics that might have an influence on their decision to believe or accept a message on Facebook. The discussions were audio recorded and the recordings transcribed verbatim. Since our interest is the message characteristics, any characteristic that is related to the source (user or page), such as user photo or user number of friends, has been discarded. Similarly, since our interest is the peripheral cues (superficial means), any characteristic that can be classified as central route persuasion has been discarded. The message characteristics that resulted from those focus groups and can be classified as peripheral cues included spelling, grammar, message length, supportive picture, supportive video, number of likes, number of comments, emoji (emoticons or smiley faces), and well-organization (properly-structured). While there was a general agreement between participants on some of these characteristics (e.g., spelling, grammar, message length, supportive picture, supportive video, number of likes), some other characteristics have only little agreement. However, we decided to include all of them in our experiment, and make our final conclusion regarding the significance of their effects based on statistical analysis, and hence the hypotheses: H4: Correct spelling positively affects susceptibility to social engineering victimization.
H5: Correct grammar positively affects susceptibility to social engineering victimization.
H6: Susceptibility to social engineering victimization increases as the message length increases.
H7: Having supporting picture in a message positively affects susceptibility to social engineering victimization.
H8:
Having supporting video in a message positively affects susceptibility to social engineering victimization.
H9: Susceptibility to social engineering victimization increases as the number of likes of a message increases.
H10: Susceptibility to social engineering victimization increases as the number of comments of a message increases. H11: Having expressive emoji (emoticons or smiley faces) positively affects susceptibility to social engineering victimization.
H12: Susceptibility to social engineering victimization is positively related to a well-organized (properly-structured) message. 
Interaction between Central Route Dimentions, Perceived Risk, and Peripheral Cues
As mentioned in Section 2.2, argument quality is a complex concept that is composed of other concepts called dimensions. Argument quality dimensions and risk are perceptions. Therefore, many factors can impact the perceived argument quality (e.g., perceived informativeness and perceived persuasiveness) and the perceived risk of a message, depending on the characteristics of the medium, the channel or the environment [80] . A review of extant literature shows that human perception towards a message has been studied in different contexts to different entities including human, media, technology, and information. These studies found that human perception towards a message on the internet is strongly impacted by superficial means (peripheral cues) [80] . Research showed that SNSs present new challenges for people to make judgment towards the argument quality, and the risk of a message that is posted in SNSs. The greatest challenge is that SNSs have provided access to an unprecedented amount of information that is freely available for the public. The information in SNSs also is not subject to the same degree of filtering through professional gatekeepers such as in news or trusted websites, and as a result, this information may be more prone to being incomplete, inaccurate, or unsecured.
One consequence of these challenges is the accompanying issue of finding the information that meets one's needs from among the enhanced amount of information that is posted in SNSs. The time that a user spends on reading every content is short compared with other websites, and it is based on a fast evaluation that relies mostly on peripheral cues. There are several studies (e.g., References [84] [85] [86] ) that have investigated the factors that SNS users use when they make such an evaluation, and there seems to be a general agreement on the impact of peripheral cues, such as message length, interactivity (e.g., number of comments and likes), and message organization, on users' perception towards the argument quality, and the risk of a message. Although the extent to which the peripheral cues, which have been identified in Section 3.4, apply to social engineering on the Facebook platform is unclear, there is a reason to believe their effect on users' perception towards argument quality dimensions and risk. Examining the existence of these effects is conducted in Section 4.4 through examining interactions (e.g., mediations and moderations).
Method

Experimental Design
A type of experimental design called a role-play or scenario-based experiment was used to test the research hypotheses. In a role-play experiment, participants act out scripts, pictures, or examples based on real-life situations [87] . In the information security field, the role-play experiment method has been used in several phishing e-mail studies (e.g., References [34, 35, [88] [89] [90] ) in which participants were presented with images of e-mails and then asked how they would respond if they received such an e-mail.
This study followed the same procedures. That is, we used a role-play experimental questionnaire in this study by presenting Facebook messages (posts) that represent some message characteristics (manipulated variables included in hypotheses H4-H12) to the participants and asking them to rate every message based on the information and argument (content) provided in those messages, and their intention to respond, with regards to the requested action (how would they respond to it).
To measure susceptibility to social engineering, we designed five social engineering requests, as presented in Table 1 , including tricks similar to those that have been used in real-life examples on Facebook such as Koobface, Zeus, Likejacking, Facebook Black, and Who-Viewed-Your-Profile attacks [91] [92] [93] [94] [95] ). Persuasive messages were added to those requests to encourage the participants to respond to (accept) the requests. The persuasive messages have been designed with respect to the manipulated variables under study, included in hypotheses H4-H12 (the design of the experiments is explained in details in the next section). A random request of the five designed social engineering requests was presented, and the participants were asked to indicate how they would respond to this request if they see it posted, or if is sent to them. A 5-point Likert scale was used to measure the participants' consent intentions and behavior responses toward the social engineering requests, with a rating system of "Definitely yes" = 5, "Very probably yes" = 4, "Probably yes" = 3, "Very probably no" = 2, and "Definitely no" = 1 [96] . All items were developed and validated using a specific pilot study, as will be explained in scale development and testing section. Table 1 shows the specifications of the social engineering items that were used in the role-play experiment, and Appendix A presents an example of the designed messages. Table 1 . Social engineering requests/tricks.
Social Engineering Tricks
Phishing through a post offering free cell phone minutes.
3
Downloading Who-Viewed-Your-Profile application/software.
4
Spam or malware, by giving permission/access to the site before it allows the user to see a video.
5
Phishing through a message from Facebook that threatens account suspension. The link in the message is written as: https://www.facebook.com/ while the actual URL displayed in the status bar is: http://www.facebooc.com/login/
Using Fractional Factorial Design
Fractional factorial design [97] was used to design and manipulate the variables under study. This design allows researchers to minimize the number of experiments to utilize the participants' time and efforts better, and it provides a good way to calculate the effect of each message characteristic individually and interactively with others [98] . Minitab 17.0 was used to suggest the experiments needed for this study. Minitab is a software application that states which main effects and interactions are confounded with an alias structure. Based on the hypotheses that we wanted to examine, and using fractional factorial design, only 16 different messages needed to be designed to examine the effectiveness of every variable of the 9 Facebook-based message characteristics (included in H4-H12), as represented in Table 2 . Each message represented one experiment, and each experiment was a combination of a low level, represented by (−), or high level, represented by (+), of the 9 message characteristics under study. Table 2 shows the characteristics for every message that was shown to the participants in every experiment. For example, experiment 6 included a message with no spelling mistakes (high level), several grammar mistakes (low level), was relatively long (high level), had no picture (low level), had no video (low level), had a high number of likes (high level), had only two comments (low level), had a high number of emoji (high level), and was well-organized (high level). To estimate the effect of one characteristic (manipulated variable), we calculated the mean for its corresponding high-level group and compared it with its low-level group. For example, if we wanted to calculate the effect of the variable "message length," we calculated the answers from experiments 1, 2, 3, 4, 9, 10, 11, and 12 as one component (representing the low level group), and compared it with the answers from experiments 5, 6, 7, 8, 13, 14, 15, and 16 as another component (high level group). This comparison is done through conducting an analysis of variance (ANOVA) and Eta-squared effect size, as will be explained in the results section. Table 2 . The design of the experiments based on fractional factorial design. Number of levels for each factor = 2, number of factors = 9, number of required experiments = 16, and resolution = 3 [97] .
Treatments
Spelling Grammar Message Length
Supportive Picture
Supportive Video
Number of Likes
Number of Comments Emoji
Well-Organization
To enhance the validity of the designed experiments, all messages have been designed and then tested regarding their corresponding manipulated variables using a group of participants. That is, a group of 16 participants (7 women and 9 men) was asked to rate every message based on the characteristics under study. This step has been conducted more than once for some characteristics (e.g., well-organization) until enough and suitable variance has been observed between the low and the high levels.
Measurement
As suggested by DeVellis [99] , we started with the representative items that have been used in the literature to measure the factors under study (the perceived informativeness, the perceived persuasiveness, and the perceived risk). That is, we adapted previously validated items in the literature for perceived informativeness (e.g., References [60, 67, 100] ), for perceived persuasiveness [59] [60] [61] , and for the perceived risk [26, 77, 78, 101] . Second, we slightly modified some of the wording of these items to fit the present research context. The sample items were then assessed using the Delphi method. Delphi method is a structured, systematic, and interactive technique which relies on a panel of experts. Those experts evaluate items under study in two or more rounds. After each round, experts are encouraged to refine their earlier items in light of the replies of other members of their panel. It is believed that during this process, the range of the items will decrease and the group will converge towards the correct items [102, 103] . During the scale development and testing of this study, four information systems scholars were asked to evaluate the items and make any necessary changes in order to eliminate repetitive items, non-user-oriented items, and ambiguous items.
In addition, social engineering requests that measure susceptibility to social engineering have been tested using a similar method. Three information security scholars were asked to evaluate the designed requests and make any required changes before we used them. The items of perceived informativeness, perceived persuasiveness, perceived risk, and social engineering requests were then tested in a pilot study (before the present study), using a role-play experimental questionnaire. In total, 32 subjects participated in the pilot study by rating 512 messages (16 messages by every participant). The analysis of the pilot study has verified, initially, the existence of the two dimensions of the argument quality, and valid scales for measuring these dimensions as well as perceived risk. However, for more validly and reliability, we did not fully rely on the pilot study and we have tested them again in the present study, as explained in the next section.
Sample and Procedures
After verifying the existence of the two dimensions of the argument quality (perceived informativeness, perceived persuasiveness), and valid scales for measuring these dimensions as well as perceived risk, we conducted the present study using the validated measurement scales that emerged from the pilot study. A letter of invitation for participation was sent to various organizations asking the directors if they would be willing to disseminate it to their personnel. From those who accepted the request, two organizations were recruited selectively, in order to avoid sample bias, ensure variation in the demographics (e.g., gender, age, education, security knowledge/awareness, and interest) and be able to estimate the non-response error. The letter of invitation was distributed by email for two rounds. The first organization operates in the education industry (located in Saudi Arabia), while the second organization operates in the telecommunication industry (located in the United Arab Emirates). In order to encourage more people to participate and to screen out those participants who were not paying attention to the questions, we offered a pizza voucher (equivalent to around 6 US dollars) to those participants that qualified by answering four qualifying questions, which could be answered correctly by a careful reading of the messages contents and questions. In total, 267 participants completed the entire study, which constituted 4272 message observations for the required designed 16 experiments (messages). The 16 experiments (messages) and their corresponding questions were displayed to the participants in random order. The overall response rate was 41% (45% for the first organization, and 37% for the second organization). While 267 participants completed the entire study, 28 participants started the experiment, but did not complete them. These rates are considered to be average and similar to those reported by the majority of information systems research [104] . The participants who completed the study represented diversity in demographics, as shown in Table 3 . Around 65% of the participants responded after the first round of recruitment, and around 35% after the second round. The demographics information was asked at the end of the questionnaire. All demographic information asked was basic and straightforward and used multiple-choice answers, except the information related to the participant's security knowledge (security awareness level). For the security knowledge, we adapted four simple questions used by Sheng et al. [35] and Algarni et al. [23] , where the participants were asked to choose the best definition for four terms related to computer security: "Cookie," "phishing," "spyware," and "virus," and they were given the same list of eight possible definitions to choose from for each. Questions and items have been presented in both English and Arabic language. To control for random error and other issues, such as the confounding of the order of presentation and task (the order effects that can confound experiment results), we used the highly suggested strategy, which is known as counterbalancing. In counterbalancing, half of the subjects should have been given the low level of the treatment first, and the other half of the subjects should have been given the high level first. All the activities of this study were categorized under "Low-Risk Applications" in accordance with the National Statement on Ethical Conduct in Research Involving Humans, and they were approved by Institute of Public Administration. Key Survey 8.4 was used for the experimental questionnaire design and online data collection, and SPSS version 21.0 as well as AMOS version 22.0 were used in the data analysis.
Results
Factor Analysis and Data Screening
We started the analysis by assessing the requirements involved in structural equation modeling (SEM), which include: Limited missing values; free of extreme outliers; not distorted significantly by the different opinions of specific groups; and the assumptions of normality and linearity upheld. Then, we computed the reliability coefficients of the scales using Cronbach's alpha. Our previous work regarding scale development and testing, which was done prior to the present study using a pilot study, helped in eliminating problematic measurement items. Table 4 shows the overall factor and item properties. As presented in Table 4 , the overall reliability of Cronbach's alpha value for the overall items used in the study was 0.91, and the Cronbach's alpha values for perceived informativeness (4 items), perceived persuasiveness (4 items), and perceived risk (3 items) were 0.91, 0.93, and 0.89, respectively. After testing reliability using Cronbach's alpha, the semantic differential data was submitted to the principal component factor analyses implemented in SPSS. The factor analysis revealed two dimensions for argument quality, and one factor for perceived risk with an eigenvalue greater than one.
Hypotheses Testing
Different and multiple statistical techniques were used to test our proposed hypotheses. First, we used linear regression analysis to test the hypotheses from H1-H3. Second, ANOVA and effect size estimations were used to test the hypotheses from H4-H12. Justifications, procedures, and other details of those tests will be explained in the following sections.
Testing Hypotheses H1-H3
Hypotheses H1-H3 propose that there are positive relationships between susceptibility to social engineering victimization and the perceived informativeness, perceived persuasiveness, and perceived risk. In other words, we wanted to examine the possibility of predicting susceptibility to social engineering victimization based on the perceived informativeness, perceived persuasiveness, and perceived risk. For more validity and to gain more explanation about the impact of the factors involved in the hypotheses (H1-H3), we ran step-wise regression analyses using SPSS 21.0. We estimated three step-wise regression models. The first model only contained perceived informativeness as a predictor of social engineering victimization. In the second to third models, we added one more independent factor each time to the previous model in a stepwise manner. The rationale for using this technique is to see whether the resulting model improves by including the three factors of perceived informativeness, perceived persuasiveness, and perceived risk as predictors. In other words, we will be able to see how much better the explanatory power becomes if a particular dimension is added or deleted [105] .
However, linear regression requires some assumptions to be met, including the assumption of the reliability of the measurement, linearity, homoscedasticity, and normality of the error distribution [106] . The reliability of measurement has been explained in the previous sections, and we showed that this assumption has been met. Further tests were conducted regarding the linearity, homoscedasticity, and normality of the error distribution, and the results showed that our data met the acceptable levels regarding these issues. Table 5 shows the coefficients that resulted from the step-wise regression analysis, and the three estimated model summaries. The results presented in Table 5 showed that every factor of perceived informativeness, perceived persuasiveness, and perceived risk significantly contributed to the prediction of susceptibility to social engineering victimization and the overall model fit gained significant improvement every time. That is, adding these factors step-by-step increased the R square of the regression models from 0.31 for estimated model 1 (which has perceived informativeness only as a predictor) to 0.46 for estimated model 3 (which considers perceived informativeness, perceived persuasiveness, and perceived risk as predictors). This increase happened with the changes in R square being significant in each step (F change = 641.9, p < 0.0001 for model 1; F change = 469.2, p < 0.0001 for model 2; and F change = 212.8, p < 0.0001 for model 3) . This provides more evidence that our proposed model has more explanatory power. The coefficient results presented in Table 5 for the final model (model 3) show that all the correlation coefficients were significant at p < 0.0001, and that perceived informativeness was the strongest predictor, with beta value = 0.36; then perceived risk, with beta value = 0.29, then perceived persuasiveness, with beta value = 0.27. The results also showed a relatively high percentage explained by the model, with R 2 = 0.46. Therefore, we can conclude that we have enough evidence to accept hypotheses H1-H3.
Testing Hypotheses H4-H12
Hypotheses H4-H12 represent the message characteristics (peripheral cues), which were given to the participants as experimental treatments, and therefore they will be assessed using analysis of variance (ANOVA) and Eta-squared effect size. That is, ANOVA tests were conducted to evaluate the differences between the participants' responses toward susceptibility to social engineering, in the experiments (manipulated messages) that contained low levels of treatments, and in the messages experiments (manipulated messages) that contained high levels of treatments.
There are two options to perform this analysis: Using multiple comparisons on factor main effects, or using multiple comparisons among all factorial means of interest. Researchers (e.g., Reference [107] ) indicate that multiple comparisons on factor main effects (factor means) are used if the main effects are significant and interactions are not significant. Therefore, we started our analysis by testing the interactions between the dependent variables (the 9-variable corresponding to the hypotheses H4-H12) and we found them statistically not significant. Therefore, the condition of using multiple comparisons on factor main effects is met. This step is important to avoid any multiple comparisons issue, such as a type 1 error.
As explained in Sections 3.1 and 3.2, the participants were asked to indicate how they would respond to the requests presented to them, based on A 5-point Likert scale. The A 5-point Likert scale was used to measure the participants' consent intentions and behavioral responses toward the social engineering requests (which represents susceptibility to social engineering), with a rating system of "Definitely yes" = 5, "Very probably yes" = 4, "Probably yes" = 3, "Very probably no" = 2, and "Definitely no" = 1. In addition, the fractional factorial design contained 16 experiments (manipulated messages). Eight of them contained a low level of the variable under study, and the other eight contained a high level of the variable under study.
For example, for the variable "Supportive picture", ANOVA tests were conducted to measure the difference between the participants' responses on susceptibility to social engineering victimization in Experiments 1, 2, 3, 4, 5, 6, 7, and 8 (as one group, since they were given messages that contained a low level of the factor " Supportive picture") and the participants' responses on susceptibility to social engineering victimization in Experiments 9, 10, 11, 12, 13, 14, 15, and 16 (as another group since they were given messages that contained a high level of the factor "Supportive picture"). Every group was treated as an experiment, which allowed us to estimate its mean, as presented in Table 6 . Assessing every pair of groups was then done using analysis of variance (ANOVA) and Eta-squared effect size.
Partial Eta-squared was used with the ANOVA tests in order to present in the proportion of variance (effect size that ranges from 0-1) in the dependent variable that is explained by the independent variable [108] . While there are no clear-cut rules for evaluating the effect size of this type, Cohen [108] defined effect sizes for Eta-squared as: 0.01 = small effect, 0.06 = moderate effect, 0.14 = large effect. As presented in Table 6 , the results of the ANOVA tests demonstrated significant effects of some of the treatments on the susceptibility to social engineering victimization. These treatments include: Spelling (Hypothesis H4) with p value < 0.0001, F value = 614.9 and Eta-squared with p value < 0.0001, F value = 443.1 and Eta-squared = 0.227. However, the results of the ANOVA tests showed insignificant effects of Number of comments (Hypothesis H10), with p value = 0.051, F value = 4.677 and Eta-squared = 0.001, and insignificant effects of Emoji (Hypothesis H11), with p value = 0.285, F value = 1.142 and Eta-squared = 0.0003. Based on these results, it was concluded that there was enough evidence to accept hypotheses H4, H5, H6, H7, H8, H9, and H12, and to reject H10 and H11. 
Demographics Analysis
ELM suggests that there are individual differences regarding the need for cognition [19] . Therefore, although we have examined the impact of the message's characteristics on the participants' susceptibility to social engineering victimization during the hypotheses testing, it would also be interesting to examine whether any of those characteristics have significantly different impacts on any particular demographic group. For this purpose, we ran a two-way ANOVA to examine whether there were any significant interactions between the effects of the message's characteristics (which are the treatments given to the participants) and the participants' demographic groups. Table 7 presents all the interactions that are significant at p < = 0.05, as well as the pairwise comparisons (measuring the difference between the differences, which occurred due to the treatments). Although some hypothesized message characteristics were found to induce a significant influence on the users' judgments and decisions for all demographic groups, the results presented in Table 7 show that some message characteristics have even more impact on particular demographic groups. For example, we can see that the number of likes of a message has a statistically significant interaction with the user's gender (F = 151.7, p < 0.0001). By running pairwise comparisons, we can see that the number of likes has more impact on females, with a mean difference = 2.811, compared to a mean difference = 0.94 for males. Similarly, we can see that there was a statistically significant interaction between well-organization and a user's educational level, between grammar and user's educational level, between number of likes and user's security knowledge, between message length and user's age, between supporting picture and user's age, between supportive video and user's age, between number of likes and user's age, and between message length and user's educational level. The partial eta square presented in the table shows the proportion of variance in the dependent variable that is explained by the independent variable, and the observed power shows that our sample size was adequate [108] . Finally, all the post-hoc tests, which compared the groups presented in the table with each other, were statistically significant at p < 0.01.
Then, we examined the relationship between demographics and susceptibility to social engineering by measuring the participants' susceptibility to social engineering victimization in general, and regardless of the messages' type of influence. As presented in Table 8 , a regression analysis shows that the participants' security knowledge significantly and linearly predicts their susceptibility to social engineering victimization (beta value = −0.18, p < 0.0001). An analysis of variance (ANOVA) comparing the security knowledge groups shows that the more security knowledge the participants have, the less susceptible they are (F (4, 4268) = 241.27, p < 0.0001). The results also show that gender has a significant effect on susceptibility to social engineering (beta value = −0.04, p < 0.001), with a t-test showing that women are more susceptible than men (t (4270) = 17.03, p < 0.0001). In addition, the results show that the time elapsed since joining Facebook is a significant predictor of susceptibility to social engineering (beta value = −0.12, p < 0.0001), and an ANOVA test shows that the less time elapsed, the more susceptible the user is (F(4, 4268) = 10.59, p < 0.0001). Finally, we examined whether any social engineering requests (tricks that were presented in Table 1 ) have a significantly different impact on any particular demographic group. The rationale behind conducting this analysis is to examine whether any demographic group is more susceptible to a particular trick. For this purpose, we ran a two-way ANOVA to examine the interaction between every particular social engineering request (trick) and every demographic group. The results showed that the participants were affected by the type of social engineering request with no significant difference.
Testing Mediation Effects
As mentioned in Section 2.2, there is reason to believe that there are some interaction effects between peripheral cues and users' perception of argument quality dimensions and risk. While the analysis showed no moderation effects between peripheral cues and users' perception towards argument quality dimensions and risk, the application of mediation tests in the present study showed some mediations, which we will explain in this section.
A mediator variable is a variable that intervenes in the relationship between independent and dependent variables [109] . To test the mediation using the path coefficient, a variable was added for every message characteristic, thus representing the treatment given to the participants. The additional variables were assigned the number 2 (coded 2) for high levels of each of the message characteristics (treatments), and assigned the number 1 for low levels of each of the message characteristics.
After adding the variables that represented the message characteristics, the mediation effects were examined. Baron et al. [110] have classified mediation as full mediation, partial mediation, or no mediation. Full mediation occurs when the total effect (the path coefficient between the independent and dependent variables without mediation) is statistically significant, while the direct effect (the path coefficient between the independent and dependent variables with mediation) is not significant. Partial mediation occurs when both the total effect and direct effect are significant but the value of the direct effect has been reduced due to the impact of the mediator. No mediation occurs when the total effect is not significant. Other researchers (e.g., References [111] [112] [113] ) identified an additional type of mediation, namely, suppression mediation, which increases the predictive validity of another variable by its inclusion in a regression equation.
As presented in Table 9 , the application of mediation tests in the present study showed that perceived persuasiveness had a partial mediation effect between susceptibility to social engineering victimization and spelling, grammar, supportive picture, supportive video, and well-organization. The application of mediation tests in the present study showed also that perceived informativeness had a partial mediation effect between susceptibility to social engineering victimization and message length and well-organization. Finally, the application of mediation tests in the present study showed that perceived risk had a suppression mediation effect between susceptibility to social engineering victimization and number of likes. 
Structural Model and Fitting Assessment
SEM contains several steps including model specification, estimation of free parameters, assessment of model and model fit, and model modification. During "model modification" the model may need to be modified in order to improve the fit, thereby estimating the most likely relationships between variables. As Anderson and Gerbing [114] explain, "Substantive use of structural equation modeling has been growing in psychology and the social sciences. One reason for this is that these confirmatory methods provide researchers with a comprehensive means for assessing and modifying theoretical models". In this study, model fit assessment was performed using AMOS (version 22.0), which provides modification indices that guide some modifications (e.g., adding mediations' relationships). We found that adding mediation effects (relationships) to the model has improved the model fit, therefore making these changes to the hypothesized theory (a priori model), which is claimed to be true.
One of the objectives of performing model fit assessment is to confirm whether the collected data are an appropriate fit for the hypothesized model. The values of the correlations between perceived informativeness, perceived persuasiveness, perceived risk, and susceptibility to social engineering victimization provided an indication of the discriminant validity, where all correlations were less than 0.55 between the independent constructs and less than 0.70 when both independent and dependent constructs were included. This validity refers to the extent to which a construct is distinct from other constructs [115] . In addition, all the factor loadings were high and significant at the p < 0.01 level, suggesting convergent validity. This validity refers to the degree to which an item is related to the construct [115] . We can see in Figure 1 that some values (e.g., beta values and model fit) are not identical to the results of SPSS, which were presented in Table 5 . This difference occurred due to the application of mediation tests, which reduced the beta values of the direct effects in the case of partial mediations, increased it in the case of suppression mediations, and improved the overall model fit (from R 2 = 0.46-R 2 = 0.49).
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Implication for Research and Practice
Social engineering in SNSs is a major issue in information security; however, other than anecdotal materials, there is little to help managers, organizations, and researchers to address the problem Information 2019, 10, 211 20 of 31 because the relationships among personal judgment, perception, and social engineering outcomes have not been thoroughly investigated. By realizing the strong impact of message characteristics on users' susceptibility to social engineering victimization, this study showed what, and to what extent, factors make social engineering tricks successful on Facebook. This has been done through investigating the effects of the central route of persuasion, peripheral route of persuasion, and perceived risk on susceptibility to social engineering victimization.
The contribution of this study appears to be unique and useful in relation to the prediction and detection of users' susceptibility. The study identified 7 message characteristics that play a vital role in influencing users to accept social engineering attacks. By considering the question of how the vulnerabilities of a given user can be predicted, the results of this study have shown that susceptibility to social engineering victimization can be predicted by every factor of perceived informativeness of a message, perceived persuasiveness of a message, perceived risk of a message, spelling of a message, grammar of a message, message length, having supportive picture in a message, having supportive video in a message, number of likes of a message, and organization of a message. All the hypothesized paths were found significant except hypothesis 10 and hypothesis 11. The resultant model showed an adequate percentage of the variance explained, with the overall model fit of R 2 = 0.49. Perceived informativeness was found to induce the most influence on users' judgment toward accepting or rejecting social engineering-based attacks on Facebook, then perceived risk, then perceived persuasiveness, and then the peripheral cues that have been explored in this study.
Furthermore, by realizing that human susceptibility to social engineering threats will be different from context-to-context and from person-to-person, and by realizing that users' perceptions of threat and risk are affected by many factors such as risk belief, awareness level, and users' demographics, this study investigated the relationship between the effect of central route of persuasion, peripheral route of persuasion, perceived risk and demographic variables. The results of the demographics analysis showed that some demographic groups are more susceptible to social engineering victimization in general (those with lower security knowledge, females, those with less time elapsed since joining Facebook). In addition, some of the message characteristics were found to induce even more impact on particular demographic groups. That is, there was a statistically significant interaction between the number of likes of a message and the user's gender, between well-organization and the user's educational level, between grammar and the user's educational level, between number of likes and the user's security knowledge, between message length and the user's age, between supporting picture and the user's age, between supportive video and the user's age, between number of likes and the user's age, and between message length and the user's educational level. The results of this study also showed some important mediation effects between central route, perceived risk, peripheral cues, and susceptibility to social engineering.
The results of the demographics analysis are important in many ways. First, it has been found that security knowledge significantly and linearly predicts users' susceptibility to social engineering victimization. This result provides more validity in regard to the questions and the method used to measure susceptibility to social engineering victimization. That is, the results showed that the requests used to measure social engineering mimic real-life situations, where those tricks are more identifiable by people who are knowledgeable about security but not by normal users, including highly educated people in different study areas. Second, the result showed that the participants were affected by the type of social engineering request with no significant difference. This result provides an indication that the majority of the participants in this study relied on the treatments used in the experiments, and therefore, it provides more validity regarding the resulted model. Third, the results have shown that demographic groups differ in their perceptions and behaviors toward social engineering requests. This difference is significantly affected by the message characteristics used in a social engineering trick. Therefore, measuring susceptibility to social engineering should be done by using the type of persuasion, and not only whether the user became a victim or not, as has been done repeatedly in phishing e-mail studies (e.g., References [6, 12, [32] [33] [34] [35] [36] ). The resulted mediation effects provide a deep explanation of ELM. That is, ELM suggests that there are two types of factors, which influence how and how much the recipient can elaborate on a message. The first type is the factors that influence the recipient's motivation to elaborate, and the second type is the factors that influence the recipient's ability to elaborate [18] . The resulted mediation effects of the present study explained this process through explaining how some of the explored peripheral cues, such as message organization, having supporting picture, having supporting video, can influence the recipients to be motivated, or if they are able to elaborate, and therefore affect the process to be shifted from peripheral route to central route of persuasion. The resulted model also explains the different ways of processing stimuli, and their outcomes on users' cognition and intention to accept (fall victim to) social engineering tricks. To the best of the author's knowledge, this study was the first study to be dedicated to explaining this process in terms of social engineering in SNSs, or even in real life situations.
Furthermore, to the best of the author's knowledge, this study was the first study to be dedicated to understanding which demographic factors correlate with the influence of different message characteristics toward social engineering victimization on SNSs. Therefore, in order to compare the results of this research with those reported previously, we will use the closest studies that this study can be compared with. The results of this study showed that the participants' security knowledge significantly and linearly predicted their susceptibility to social engineering victimization. The results of an ANOVA comparing the security knowledge groups showed that, the more security knowledge the participants had, the less susceptible they were. This result is similar to the findings of Algarni et al. [23] who reported a similar relationship. This result is also similar to the findings in the literature that participants who had undertaken anti-phishing training were less susceptible to victimization [117] . Although anti-phishing training does not necessarily infer security knowledge, it is the closest demographic factor that the present study's results can be compared with.
The results of this study showed that gender had a significant effect on susceptibility to social engineering victimization, with females being more susceptible than male users. This result is similar to the findings in the literature that females were more susceptible to email phishing victimization [35, 117] and were more susceptible to social engineering victimization on Facebook (Algarni et al. [23] ). Moreover, the results of this study showed that the less time elapsed since joining Facebook, the more susceptible the user. This is in line also with the findings reported by Algarni et al. [23] . On the other hand, while some phishing emails studies (e.g., References [35, 117] ) reported a relationship between susceptibility to phishing victimization and other demographics, such as age and educational level, these demographics have not been found statistically significant in this study. In addition, Vishwanath [118] found that habitual Facebook use (measured by the participant's frequent use of Facebook, maintenance of a large social network, and limited ability to regulate behavior) was a significant predictor of phishing victimization on Facebook. Among the three factors that Vishwanath [118] used to measure habitual Facebook use, the maintenance of a large social network (participants' number of friends) and the frequency of Facebook usage were also examined in the present study. However, neither were found to be significant predictors of social engineering victimization in this study. This neither endorses nor rejects the findings reported previously in the literature, as every study is impacted by its sample size, or other factors outside of the study scope. Moreover, the findings of the present study were drawn from an investigation of five social engineering tricks, while Vishwanath studied the phishing technique only. This may explain the difference between these results.
Some interesting observations arise from the analysis of the interaction between demographic groups and susceptibility to social engineering victimization (please refer to Table 8 ), or interactions between the effects of the message's characteristics and the participants' demographic groups (please refer to Table 7 ). While some of these effects and interactions can be interpreted, or partially understood, most of them require further research. For example, the results of this study showed that gender had a significant effect on susceptibility to social engineering victimization, with the t-test results showing that female users were more susceptible than male users. Sheng et al. [35] sought an explanation for why gender affects susceptibility to phishing victimization and suggested that the high level of susceptibility among female users was attributable to female users having less technical experience than male users.
However, providing valid explanations for some interactions fall beyond the scope of this study. For example, the results showed that there is a significant interaction between the number of likes and gender, and significant interaction between the number of likes and age. A closer look into the research that investigated liking on Facebook reveals that the meaning of Likes remains unclear. For example, Hong et al. [119] argues that liking on Facebook can be perceived as a form of online gift giving, Lee et al. [120] suggest that liking on Facebook could be seen as a cue for social affirmation, Burrow and Rainone [121] interpret liking on Facebook as a signal for social acceptance, Scissors et al. [122] argue that Likes are social cues expressing social appropriateness, and Meshi et al. [123] interpret liking on Facebook as a form of positive feedback. Therefore, given the complexity of the meaning of a factor such as Liking and its impact on users, it is important to be careful when interpreting such interactions. A valid explanation can be obtained in most cases through conducting a further and perhaps specific research dedicated to understanding why specific demographics group influenced by specific treatment (e.g., Likes), and this is an opportunity for future research.
The findings of this study have a number of important implications. First, the aims of this research, the methodology used and the findings help to fill an important gap in the information systems literature. Cao et al. [124] concluded a review of SNS research published in major information systems journals between January 2004 and August 2013 with the call for future research to focus on the validation of constructs and development of theories that are specific to SNSs, to investigate the individual characteristics or factors that play a role in SNS research, and to employ multiple research methods including qualitative methods and data analytics.
Second, understanding the cognition, attitudes, behavioral intentions, and behavioral compliance of individuals in response to attacks is a key element in information security. This study makes a practical contribution to addressing the high risk of social engineering in SNSs. This can be seen by comparing the scope of this study with the social engineering solutions proposed in the literature for SNSs such as spamming, bot-operated accounts, and cloning detection. All of the proposed solutions focus on technology. Notwithstanding the importance of those solutions, this study's focus is on the main and weakest link, namely, the user. None of the social engineering-based attacks could succeed unless the users themselves accept, succumb and perform the requested action. The concept of social engineering is relatively new to information technology, poses significant security risks, and is challenging to control [1, 125] . By pinpointing some of the key elements in a user's decision to accept or reject social engineering attacks, the findings from the current study represent a crucial step towards understanding user susceptibility to social engineering attacks in SNSs. The setting of the study also reflects the significance of the contribution, as SNSs are now believed to be the most common source of social engineering attacks [10] [11] [12] [13] 126] .
Furthermore, while the contribution of this research is of particular relevance to the knowledge of social engineering in SNSs, the findings of this study make a significant contribution to the knowledge in several other areas. For example, this study tested the existence of two dimensions of argument quality, and proposed the peripheral cues that are related to a message in the environment of Facebook, which have not been reported in all previous studies; thus establishing the study's significant contribution toward the existing knowledge on several areas of study such as deception, persuasion, and human communication. While argument quality has been a topic of much focus in the context of marketing such as evaluating online vendors, buying tangible products online, or evaluation of users' reviews, the findings of this study significantly extend prior research by developing and empirically testing a theory-grounded model of the heuristic-systematic and ELM on social engineering in SNSs.
In addition, the way in which this study investigates the impact of demographic variables on susceptibility to social engineering attacks appears to be unique. Studies conducted on phishing attacks (which also usually use social engineering-based persuasion but in a different environment from SNSs) have indicated that there is a relationship between falling victim to phishing emails and demographic variables such as age, gender, and educational level [117] . However, the present study investigates social engineering victimization in a new environment, (Facebook), and goes further by investigating the relationship between demographic variables and message characteristics used by attackers to persuade users.
One of the important implications of the findings of this study is that identifying the links between the message's characteristics and the users' (as receivers) characteristics is a valuable achievement in data science, because it provides a theoretical foundation for developing effective applications and users' profiling mechanisms, which can automatically predict users' susceptibility to social engineering attacks based on their demographics. Profiling users is a practical solution that has been established. Several studies in the literature have successfully established solutions based on Facebook user profiling for the purpose of managing relationships between users (e.g., [127] [128] [129] [130] ), predicting users' privacy behaviors or threats (e.g., [131, 132] ), classifying users' relationships (e.g., [133] ), and detecting similarity between contents, topics, or writing styles (e.g., [134] ). Looking at the identified peripheral cues that have been explored in this study, we can see that they are even more measurable and useful than those variables used in previous profiling mechanisms.
The findings of this study are also very useful for raising awareness among individuals and employees who have been known as the weakest link in the cyber-security chain [135] . Individuals and employees' ability to detect deception is even more limited in a virtual environment such as Facebook. The findings of this study can be used to raise awareness through security education, training, and awareness programs (SETA programs), computer monitoring, and policy-making, all of which have been suggested as best practices for deterring human-based information security incidents [136] .
Limitations and Future Work
The findings of this research must be viewed in light of the following limitations. The first issue is regarding the use of role-play experiment. Due to the challenges of the ethical issues associated with running this experiment in the actual Facebook environment, permission issues from the owners of Facebook, and to conduct the study in accordance with the National Statement on Ethical Conduct in Research Involving Humans, we have used a role-play experiment. Using a role-play (scenario-based) experiment to measure users' behaviors may arguably differ from using an actual experiment. However, various studies have confirmed the degree of realism and involvement that can be achieved in role-playing studies (e.g., References [23, 34, 35, [88] [89] [90] [137] [138] [139] [140] ). Moreover, the several reliability and validity tests performed on the collected data of this study suggest that there is no reason to believe that the predictors described in this study should differ in their relationship to role-play behavior compared to real-world behavior. In addition, the validity of the research conducted in this study was enhanced through the use of well-known strategy, commonly used in deception research, which involves hiding (by not telling) the true purpose of the study. The participants were told at the beginning of the experiment that the study aimed to investigate the usability of Facebook in general, and they were told the true purpose after the experiment concluded. This practice has been found to be a very effective strategy, useful, and morally justifiable in experimental research [141, 142] . Furthermore, the results of the demographics analysis, as explained in the results section, provided more validity that the experiment mimicked real-life situations. In real life, social engineering tricks are more identifiable by people who are knowledgeable about security than by normal users, including highly educated people in different study areas, and the same phenomenon was observed in this study.
The second issue is regarding the use of social engineering tricks. While we have taken intensive steps to ensure the use of representative social engineering-based requests, we cannot guarantee that we have covered all types of tricks that can be used by attackers. Social engineering is very broad, and it is sometimes difficult to classify a request as an attacking attempt or legitimate request (purely risky or purely safe). However, the focus of this study was on the message characteristics that influence users to fall victim to, and therefore a few social engineering tricks can be sufficient. The third limitation relates to the participants and the sample of the second phase. The participants were chosen from two organizations located in Saudi Arabia and the United Arab Emirates. This means that the sample did not include all demographics, such as all religions or cultures. However, this is common practice in behavior research, as it would be impossible due to geographical isolation, time, and funding limitations to include all demographics.
Finally, there are several recommendations and suggestions regarding future research in this area. First, since this study focused on the impact of message characteristics on users' susceptibility to social engineering victimization, future research could focus on investigating SNS environments and their impact on users' susceptibility to social engineering victimization. Second, since this study focused on Facebook as the context of the research, future research could focus on expanding the findings by utilizing more samples that are representative of various SNSs, and more samples that are representative of various countries and cultures. As every research has its limitations, future researchers can also utilize other creative methodologies to avoid the limitations of this study, such as examining whether the findings from an experiment in the actual Facebook environment are different to the findings from the role-play experiment. Finally, 49% of variances in susceptibility to social engineering victimization are explained in the research model. This suggests that some other important predictors may be missing. Future researchers are highly recommended to investigate what have been found as significant predictors in the context of online reviews, electronic word-of-mouth communication, internet shopping, online purchasing intention, and online information adaption (e.g., References [57, [143] [144] [145] ). The findings of these studies may provide valuable insight into potential factors and relationships underlying susceptibility to social engineering in SNSs.
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Appendix A Appendix
Question: If you come across the following message on Facebook ( Figure A1 ), would you give the permission to the application?
Answer:
Definitely yes Very probably yes Probably yes Very probably no Definitely no □ Definitely yes □ Very probably yes □ Probably yes □ Very probably no □ Definitely no 
