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Abstract
We consider stationary solutions of a spatially inhomogeneous Allen–Cahn-type nonlinear
diffusion equation in one space dimension. The equation involves a small parameter e; and its
nonlinearity has the form hðxÞ2f ðuÞ; where hðxÞ represents the spatial inhomogeneity and f ðuÞ
is derived from a double-well potential with equal well-depth. When e is very small, stationary
solutions develop transition layers. We ﬁrst show that those transition layers can appear only
near the local minimum and local maximum points of the coefﬁcient hðxÞ and that at most a
single layer can appear near each local minimum point of hðxÞ: We then discuss the stability of
layered stationary solutions and prove that the Morse index of a solution coincides with
the total number of its layers that appear near the local maximum points of hðxÞ: We also
show the existence of stationary solutions having clustering layers at the local maximum
points of hðxÞ:
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Some classes of reaction–diffusion systems give rise to sharp transition layers
when the diffusion coefﬁcients are very small. Such phenomena have long been
known in physics, biology and other areas of science. Since the middle of 1980s, they
have become subjects of intensive mathematical study, and the nature of those
layers—their motion, location and stability—is now well understood by using
various techniques of singular perturbation theory.
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However, most of those studies have been focused on isolated layers whose
interaction with other layers (if they exist) is negligible, and little is known about the
situation in which multiple layers appear within a relatively small distance from one
another.
In this paper we consider multi-layered stationary solutions for a spatially
inhomogeneous Allen–Cahn equation of the form
eut ¼ euxx þ 1e hðxÞ
2
f ðuÞ ð0oxo1; t40Þ;
uxð0; tÞ ¼ uxð1; tÞ ¼ 0 ðt40Þ;
uðx; 0Þ ¼ u0ðxÞ ð0oxo1Þ:
8><
>: ð1:1Þ
Here e is a small parameter and the coefﬁcient hðxÞACð½0; 1Þ is a strictly positive
function which represents spatial inhomogeneity of the diffusive media, fAC1ð½0; 1Þ
satisﬁes the following conditions:
(F1) f has precisely three zeros ao0oaþ and satisﬁes
f 0ðaÞo0; f 0ð0Þ40; f 0ðaþÞo0;
(F2) R aþ
a f ðuÞ du ¼ 0;
(F3) f ðuÞ
u
4f 0ðuÞ ðua0Þ:
Note that condition (F1) implies that (1.1) has a double-well potential, namely
W˜ðx; uÞ in (1.4), and condition (F2) implies that the two wells are of equal depth.
Condition (F3) is important only in Sections 4 and 5, where we compute Morse
indices of solutions.
Our goal is:
(a) to ﬁnd out where stationary layers appear;
(b) to show that in certain circumstances multiple stationary layers appear within a
very small distance from one another (clustering layers);
(c) to study the stability of multi-layered stationary solutions; in particular, to
determine the Morse index of such solutions from the information about the
location of layers.
Let us formulate our problem more precisely. The stationary problem for (1.1) is
written in the following form:
eu00 þ 1
e
hðxÞ2f ðuÞ ¼ 0 ð0oxo1Þ;
u0ð0Þ ¼ u0ð1Þ ¼ 0:
8<
: ð1:2Þ
K. Nakashima / J. Differential Equations 191 (2003) 234–276 235
In an earlier work [7] the author has shown the existence of stable solutions of (1.2)
whose layers appear near the local minimum points of hðxÞ: More precisely, we have
shown the following:
Theorem 1.1 (Nakashima [7]). Let fx1; x2;y; xmg be an arbitrary subset of the
set of local minimum points of hðxÞ: Then there exists a stable solution of (1.2)
which has one layer near each xk ðk ¼ 1; 2;y; mÞ and has no layer in the rest of the
interval ð0; 1Þ:
Let us explain brieﬂy why the local minima of hðxÞ are relevant. Solutions of (1.2)
are critical points of the functional
EðuÞ ¼
Z 1
0
e
2
ðu0Þ2 þ 1
e
W˜ðx; uÞ
 
dx; ð1:3Þ
where W˜ðx; uÞ is given by
W˜ðx; uÞ ¼ hðxÞ2
Z u
a
f ðvÞ dv: ð1:4Þ
This potential has two minimal values at u ¼ a and aþ; so it is a so-called double-
well potential. And since (F1) implies
W˜ðx; aÞ ¼ W˜ðx; aþÞ ð¼ 0Þ;
this potential has equal well-depth at its minima.
Now, stable solutions of (1.2) are local minimizers of EðuÞ: In order to
minimize the energy EðuÞ; the function uðxÞ tends to have values very close
to a or aþ in most of the spatial region, while at those places where uðxÞ
has a transition layer, the size of hðxÞ becomes relevant since the quantity W˜ðx; uÞ is
no longer small on the transition layer. Roughly speaking, hðxÞ represents the
density of the ‘localized energy’ at each transition layer. As the integrand in (1.3) is
virtually 0 away from the transition layers, the energy EðuÞ is equal to the sum of
these localized energies at the transition layers. Thus, in order to locally minimize the
energy EðuÞ; the function uðxÞ can have transition layers only near the local
minimum points of hðxÞ: (This claim will be proved rigorously in Section 4 of the
present paper; see Corollary 6.) What Theorem 1.1 shows is that there are indeed
such stable solutions that have transition layers at any given set of minimum points
of hðxÞ:
Conversely, if a critical point uðxÞ has transition layers only near the local
minimum points of hðxÞ; then the above intuitive argument suggests that uðxÞ is a
local minimizer. The results by Ei et al. [4] on the motion of interfaces for Eq. (1.1)
rigorously justiﬁes this observation, at least partially (they deal with even higher
dimensional cases; see also [5]). The paper by Norbury and Yeh [9] also conﬁrms the
above observation through a formal asymptotic analysis and numerical simulations.
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Let us also mention a related paper by Alikakos et al. [2] and do Nascimento [8], who
makes further stability analysis of layered solutions.
The above arguments and results are basically on solutions whose layers appear at
isolated locations. However, if some layers cluster at certain points, then the
situation becomes more complicated, and one needs to do more delicate analysis as
we do in the present paper.
The construction of this paper is as follows: Section 2 is a preliminary section,
where we state basic properties of n-mode solutions. In Section 3, we show that
layers can appear only in a small neighborhood of the set of local minimum and local
maximum points of hðxÞ (Theorem 1) and that at most a single layer can appear near
each local minimum point of hðxÞ (Theorem 3).
In Section 4, we discuss the stability of layered solutions and prove that the Morse
index of a solution coincides with the number of its layers that appear near the local
maximum points of hðxÞ (Theorem 5). This theorem not only completely
characterizes the stability of solutions in terms of the location of its layers, but
also it implies one important fact: the linearized operator associated with a layered
stationary solution has no zero eigenvalue.
Because of this remarkable property, layered solutions with a given
qualitative proﬁle persist under a small perturbation of the equation. Using this
property, we will prove in Section 5 the existence of a solution of (1.2) having an
arbitrary number of clustering layers at an arbitrarily chosen set of local maximum
points of hðxÞ while having a single layer at an arbitrarily chosen set of minimum
points of hðxÞ (Theorem 7). The strategy for proving this theorem is to use a
homotopy argument. More precisely, we will ﬁrst consider the equation in a
neighborhood of each local minimum or maximum point of hðxÞ and construct
a layered solution in each small neighborhood. We will then patch these localized
solutions together to form a single solution on the whole interval. The absence of the
zero eigenvalue for the linearized operator allows us to use such a homotopy
argument.
Lastly let us mention some related results on multi-layered solutions. When the
present work was nearly completed, the author was informed that Ai and Hastings
were also completing a paper [1] showing the existence of solutions with clustering
layers for a different type of nonlinearity of the form
f ðx; uÞ ¼ lu þ u3 þ cos x:
Unlike the present paper, which deals with a potential of equal well-depth,
their result deals with the ‘‘unbalanced’’ case, namely the case where the
corresponding potential W˜ðx; uÞ has two wells of unequal depth with their balance
varying from place to place. This situation is essentially the same as the equation
studied by Angenent et al. [3], who proved the existence of stable solutions with
multiple (but non-clustering) layers. In this unbalanced case, so-called spikes can
also appear.
The main tool in [1] is a shooting argument, so it is very different from the
approach we have taken in the present paper.
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2. Preliminaries
In this section we will state basic properties of n-mode solutions.
Deﬁnition 2.1. u is called an n-mode solution if u is a solution of (1.2) that has
precisely n zeros in the interval ð0; 1Þ:
One can show by using bifurcation techniques (see for example [10]) the following
proposition:
Proposition 2.2. For each nAN ; there exists an en40 such that for 0oeoen; problem
(1.2) has at least two n-mode solutions.
In the rest of this section we ﬁx nAN arbitrarily and ue will denote an (arbitrary) n-
mode solution.
Proposition 2.3 (Shape of layers). Let xe be an arbitrary zero of ue such that
due
dx
ðxeÞ40 ðresp: ðduedxÞðxeÞo0Þ: Set veðzÞ ¼ ueð ezhðxeÞ þ xeÞ: Then veðzÞ converges to
fðzÞ ðresp:fðzÞÞ uniformly on every compact set of R as e-0; where fðzÞ is the
unique solution of the following problem:
f00 þ f ðfÞ ¼ 0 ðNozoNÞ;
fðNÞ ¼ a; fðNÞ ¼ aþ;
fð0Þ ¼ 0:
8><
>: ð2:1Þ
Roughly speaking, the above proposition implies that a transition layer appears
around each zero of the solution ue; and that the shape of the transition layer is given
by squeezing f horizontally by the scale e=hðxeÞ:
The following proposition, on the other hand, shows that ue stays very close to aþ
or a in the region away from the zeros.
Deﬁne
Se ¼ fxAð0; 1Þ; ueðxÞ ¼ 0g ¼ fx1; x2;y; xng:
Let R and Rˆ be positive constants satisfying
Rominf
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jf 0ðaþÞj
p
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jf 0ðaÞj
p
g; ð2:2Þ
Rˆ4maxf
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jf 0ðaþÞj
p
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jf 0ðaÞj
p
g: ð2:3Þ
Setting hmin ¼ minxA½0;1 hðxÞ; hmax ¼ maxxA½0;1 hðxÞ; we have:
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Proposition 2.4. Let K ¼ Rhmin; Kˆ ¼ Rˆhmax: There exist constants 0oC1oC2; such
that for sufficiently small e40; either of the following holds:
C1 exp KˆdðxÞe
 
pueðxÞ  apC2 exp KdðxÞe
 
; ð2:4Þ
C1 exp KˆdðxÞe
 
paþ  ueðxÞpC2 exp KdðxÞe
 
; ð2:5Þ
where dðxÞ ¼ distðx; SeÞ:
We can also obtain estimates of the derivative of ue: Let xk; xkþ1 be arbitrary
adjacent zeros of ue: Since f ðueðxÞÞ has a constant sign on the interval ðxk; xkþ1Þ; so
does ðd2ue=dx2ÞðxÞ: This, together with ueðxkÞ ¼ ueðxkþ1Þ ¼ 0; implies that ðdue=dxÞ
has exactly one zero between xk and xkþ1; which we will denote by zk (1pkpn  1).
For notational convenience we denote z0 ¼ 0; zn ¼ 1: Clearly, ueðzkÞ is the maximal
or the minimal value of ueðxÞ on the interval ½xk; xkþ1: In view of this and
Proposition 2.3 and the fact that fðzÞ is a strictly monotone function in
NozoN; we easily ﬁnd that
zk  xk
e
-N;
xk  zk1
e
-N as e-0 ðk ¼ 1; 2;y; nÞ: ð2:6Þ
Set x0 ¼ z0 ¼ 0 and xnþ1 ¼ zn ¼ 1 for notational convenience. The following
proposition gives estimates for ðdue=dxÞ:
Proposition 2.5. There exist constants 0oC3oC4 such that for sufficiently small e40;
the following holds in ½xk; xkþ1:
C3
e
exp KˆdðxÞ
e
 
 exp KˆdðzkÞ
e
 
p duedx ðxÞ

pC4e exp KdðxÞe
 
; ð2:7Þ
where Kˆ; K and dðxÞ are as in Proposition 2.4.
As a corollary of the above proposition we have:
Corollary 2.6. For sufficiently small e40; it holds that
K
2Kˆ
d
xk þ xkþ1
2
 
pdðzkÞpd
xk þ xkþ1
2
 
ð1pkpn  1Þ;
where K and Kˆ are as in Proposition 2.4.
Proof. Set rk :¼ ðxk þ xkþ1Þ=2: The right-hand side of the above inequality is
clear from dðzkÞpdðrkÞ: The left-hand side is obtained as follows. Substituting
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x ¼ rk :¼ ðxk þ xkþ1Þ=2 into (2.7), we have
exp KˆdðzkÞ
e
 
p 1þ C4
C3
 
exp KdðrkÞ
e
 
;
which yields
KdðrkÞ  e log 1þ C4
C3
 
pKˆdðzkÞ: ð2:8Þ
By (2.6), dðrkÞ=e-N as e-0: It follows from (2.8) that KdðrkÞ=2pKˆdðzkÞ: This
proves the corollary. &
Proof of Proposition 2.3. The function veðzÞ satisﬁes the equation
d2ve
dz2
þ keðzÞ2f ðveÞ ¼ 0 hðxeÞxee ozo
hðxeÞð1 xeÞ
e
 
; ð2:9Þ
together with the condition
veð0Þ ¼ 0; d
dz
veð0Þ40; ð2:10Þ
where
keðzÞ ¼
hðxe þ ezhðxeÞÞ
hðxeÞ :
Suppose that the conclusion of Proposition 2.3 does not hold. Then by standard
a priori estimates we can choose a sequence e1; e2; e3;y-0 such that vekðzÞ
converges to a function vðzÞ other than fðzÞ in C2locðRÞ: Letting ek-0 in (2.9) and
(2.10), we get
d2v
dz2
þ f ðvÞ ¼ 0 ðNozoþNÞ;
vð0Þ ¼ 0; d
dz
vð0ÞX0: ð2:11Þ
Since we are assuming that vaf; either v is a periodic solution of (2.11) or
v  0: In the former case, v changes sign inﬁnitely many times. On the other
hand, since ue is an n-mode solution, it changes sign only n times, hence so
does ve: Therefore vðxÞ ¼ lime-0 veðxÞ can change sign at most n times, a
contradiction.
In the case where v  0; set I ¼ ½0; ðn þ 1Þp and set
weðzÞ ¼ veðzÞ
ae
; where ae ¼ max
xAI
jveðzÞj:
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Then weðzÞ satisﬁes the equation
d2we
dz2
þ keðzÞ2 f ðaeweÞ
ae
¼ 0 ðzAIÞ
and the condition maxzAI jweðzÞj ¼ 1: We can then choose a sequence e1; e2; e3;y-0
such that wekðzÞ converges in C2ðIÞ to a solution wðzÞ of the equation
d2w
dz2
þ f 0ð0Þw ¼ 0 ðNozoþNÞ:
Note that wðzÞc0 since
max
zAI
jwðzÞj ¼ lim
k-N
max
zAI
jwekðzÞj ¼ 1:
Therefore wðzÞ ¼ A sin ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃf 0ð0Þp ðz þ cÞ for some constants Aa0 and c: It follows that
wðzÞ changes sign n times in I ; hence so does vekðzÞ for k sufﬁciently large. This is
again a contradiction, since vek ðzÞ can change sign no more than n on the domain of
its deﬁnition. The proposition is proved. &
To prove Proposition 2.4, we present the following lemma whose proof is given at
the end of this section.
Lemma 2.7. There exists M040 such that for MXM0; the following boundary
value problem has the unique positive solution vposðzÞ and the unique negative
solution vnegðzÞ:
d2v
dz2
þ f ðvÞ ¼ 0 ðMozoMÞ;
vðMÞ ¼ vðMÞ ¼ 0:
8<
: ð2:12Þ
Moreover there exist constants 0oC5oC6; such that for sufficiently large M40; the
following inequalities hold:
C5 expðRˆMÞpaþ  vposð0ÞpC6 expðRMÞ; ð2:13Þ
C5 expðRˆMÞpvnegð0Þ  apC6 expðRMÞ; ð2:14Þ
where R; Rˆ satisfy (2.2) and (2.3).
Using the above lemma, we prove Proposition 2.4.
Proof of Proposition 2.4. This proposition is proved by constructing an appropriate
family of upper and lower solutions.
We will ﬁrst consider the case where x lies between two adjacent zeros of ue: Let
xk; xkþ1 be arbitrary adjacent zeros of ue satisfying xkpxkþ1 and rk ¼ ðxk þ xkþ1Þ=2:
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Without loss of generality, we may assume ueðxÞ40 in ðxk; xkþ1Þ: We will show the
second inequality of (2.5) on the interval xkpxprk; since the interval rkpxpxkþ1
can be treated similarly.
By (2.6), we have ðxkþ1  xkÞ=e-N as e-0; hence we have xkþ1 
xk42ððM0=hminÞ þ 1Þe for sufﬁciently small e: Here M0 is as in Lemma 2.7. Fix
xnA½xk þ ððM0=hminÞ þ 1Þe; rk arbitrarily and let us consider the following boundary
value problem:
e
d2V
dx2
þ 1
e
h2minf ðVÞ ¼ 0ðxk þ eoxo2xn  xk  eÞ;
Vðxk þ eÞ ¼ Vð2xn  xk  eÞ ¼ 0:
8<
: ð2:15Þ
By the transformation z ¼ hminðx  xnÞ=e; problem (2.12) is equivalent to (2.15) with
M ¼ hminðxn  xk  eÞ=e: It follows from Lemma 2.7 that there exists the unique
positive solution VðxÞ of (2.15) and that
aþ  VðxnÞpC6 exp Rhminðx
n  xk  eÞ
e
 
: ð2:16Þ
On the other hand, it is not difﬁcult to show that V is a lower solutions of
(1.2) in ½xk þ e; 2xn  xk  e: We also observe that ZV for any ZA½0; 1; is a
family of lower solution of (1.2) in ½xk þ e; 2xn  xk  e: To show this we use
the fact that f ðuÞ=u is monotone decreasing, which follows from assumption
(F2).
Since ue is strictly positive in ½xk þ e; 2xn  xk  e; we can ﬁnd sufﬁciently small
%Z40 such that for Zo%Z;
ueðxÞ4ZVðxÞ in ½xk þ e; 2xn  xk  e: ð2:17Þ
We will show by contradiction that (2.17) also holds for Z ¼ 1: Assume that there
exists x˜1Aðxk þ e; 2xn  xk  eÞ such that
ueðx˜1ÞpVðx˜1Þ:
This, along with (2.17), shows that there exist *ZAð0; 1Þ and x˜2Aðxk þ e; 2xn  xk  eÞ
such that
ueðxÞX*ZVðxÞ in ½xk þ e; 2xn  xk  e ð2:18Þ
and
ueðx˜2Þ ¼ *ZVðx˜2Þ: ð2:19Þ
Eqs. (2.18), (2.19) and a boundary condition of V in (2.15) contradict the fact that V
is a lower solution of (1.2).
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Using (2.16) and (2.17) with Z ¼ 1; we have
ueðxnÞXaþ  C2 exp Rhminðx
n  xkÞ
e
 
ð2:20Þ
for xnA½xk þ ððM0=hminÞ þ 1Þe; rk and C2 ¼ C6 expðRhminÞ: Replacing C240 by a
larger constant if necessary, we see that (2.20) holds for all xnAðxk; rkÞ: Letting
K ¼ Rhmin; we obtain the second inequality in (2.5).
To show the ﬁrst inequality, it sufﬁces to consider (2.15) with hmin replaced by hmax
and construct a family of upper solutions in the form ZV ðZX1Þ:
It remains to show the case where x lies between 0 and the leftmost zero of ue and
the case where x lies between 1 and the rightmost zero of ue: These cases can be
reduced to the case where x lies between two adjacent zeros of ue by extending the
equation over the interval ½1; 2 ¼ ½1; 0,½0; 1,½1; 2 by reﬂection. This
completes the proof of Proposition 2.4. &
The proof of Proposition 2.5. We will only consider the case where x lies between two
adjacent zeros xk and xkþ1; since the other cases can be reduced to this case by
extending the equation over the interval ½1; 2 ¼ ½1; 0,½0; 1,½1; 2 by reﬂection
as in the proof of Proposition 2.4.
Without loss of generality, we may assume that ueðxÞ40 in the interval ðxk; xkþ1Þ
and that zkpðxk þ xkþ1Þ=2 :¼ rk:
We will show the ﬁrst inequality of (2.7). By (2.6), we have ðxkþ1  xkÞ=e-N as
e-0: Therefore, for any small d140 there exists Mn40 such that
aþ  d1pueðxÞpaþ xA½xk þ Mne; xkþ1  Mne ð2:21Þ
holds for sufﬁciently small e40: By (2.21) and (F1), there exist constants g140
such that
f ðueðxÞÞXg1ðaþ  ueðxÞÞ xA½xk þ Mne; xkþ1  Mne: ð2:22Þ
On the other hand, it holds that
u0eðxÞ ¼ u0eðzkÞ þ
Z x
zk
u00e ðsÞ ds ¼ 
1
e2
Z x
zk
hðsÞ2f ðueðsÞÞ ds:
Combining this, (2.22) and Proposition 2.4, we obtain
ju0eðxÞjX
g1h
2
min
e2
Z x
zk
ðaþ  ueðsÞÞ ds

Xg1h2minC1e2
Z x
zk
exp KˆdðsÞ
e
 
ds

 ð2:23Þ
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for xA½xk þ Mne; xkþ1  Mne: Since dðxÞ ¼ x  xk on the interval ðxk; rkÞ; it holds
that
ju0eðxÞjX
c1
e
exp Kˆðx  xkÞ
e
 
 exp Kˆðzk  xkÞ
e
 
 ð2:24Þ
for xA½xk þ Mne; rk: Here c1 ¼ g1h2min C1=Kˆ:
Now, since u0e is monotone decreasing on the interval ½xk; xk þ Mne; it follows that
ju0eðxÞjX ju0eðxk þ MneÞj
X
c1
e
expðKˆMnÞ  exp Kˆðzk  xkÞ
e
 
Xc12e expðKˆMnÞ
for xA½xk; xk þ Mne; where we use (2.6) in the last inequality. Consequently,
replacing c1 by a smaller constant if necessary, we see that (2.24) holds
for xA½xk; rk:
Next we consider the interval ½rk; xkþ1: Since dðsÞ ¼ s  xk for sA½xk; rk and
dðsÞ ¼ xkþ1  s for sA½rk; xkþ1; it follows from (2.23) that
ju0eðxÞjX
c2
e2
Z x
rk
exp Kˆðxkþ1  sÞ
e
 
ds þ
Z rk
zk
exp Kˆðs  xkÞ
e
 
ds


¼ c2
eKˆ
exp Kˆðxkþ1  xÞ
e
 
 exp Kˆðxkþ1  rkÞ
e
 
 exp Kˆðrk  xkÞ
e
 
þ exp Kˆðzk  xkÞ
e
 
in ½rk; xkþ1  Mne for some constant c2 ¼ g1h2minC1: Note that both of zk  xk and
xkþ1  x are smaller than rk  xk ¼ xkþ1  rk: We have
ju0eðxÞjX
c2
eKˆ
exp Kˆðxkþ1  xÞ
e
 
 exp Kˆðxkþ1  rkÞ
e
 


 exp Kˆðrk  xkÞ
e
 
þ exp Kˆðzk  xkÞ
e
 


¼ c2
eKˆ
exp Kˆðxkþ1  xÞ
e
 
 exp Kˆðzk  xkÞ
e
 
 ð2:25Þ
in ½rk; xkþ1  MneÞ: Replacing c2 by a smaller constant if necessary, we see that (2.25)
holds for xA½rk; xkþ1:
This proves the ﬁrst inequality of (2.7).
Next, we show the second inequality of (2.7). We only show the case
where xA½xk; zk; since the other case can be treated in the same way.
Multiplying the ﬁrst equation of (1.2) by u0e and integrating it over ½x; zk
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(kAf1; 2;y; ng), we have
e2
2
u0eðxÞ2 ¼
Z x
zk
e2u00e ðsÞu0eðsÞ ds ¼
Z zk
x
hðsÞ2f ðueðsÞÞu0eðsÞ ds
p h2maxfWðueðxÞÞ  WðueðzkÞÞgph2maxWðueðxÞÞ; ð2:26Þ
where
WðuÞ ¼ 
Z u
a
f ðvÞ dv: ð2:27Þ
Since WðaþÞ ¼ W 0ðaþÞ ¼ 0; it follows from Taylor expansion that
WðuÞp max
apypaþ
jW 00ðyÞj
 
ðaþ  uÞ2=2 ð2:28Þ
for uA½a; aþ: Set c3 ¼ hmax
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
maxapypaþ jW 00ðyÞj
p
: By using (2.28), (2.26) and the
second inequality of (2.5), we have
u0eðxÞp
c3
e
ðaþ  ueðxÞÞpc3C2e exp 
KdðxÞ
e
 
:
Setting C4 ¼ c3C2; we obtain the right-hand side of (2.7). The proof is complete. &
Proof of Lemma 2.7. Let M1 ¼ p=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f 0ð0Þp : Then the constant solution u ¼ 0 is
unstable if M4M1: In this case it is well known (see [6, Theorem 3.1], for example)
that (2.12) has a unique positive solution, which we denote by vpos: For convenience
we rewrite vposð0Þ as vM to emphasize the dependence of this value on M:
Comparison principle shows that vM is monotone increasing with respect to M: In
what follows, let us ﬁrst show that
vM-aþ as M-N: ð2:29Þ
Since v is monotone increasing in the interval ðM; 0Þ; we see that
vz ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2fWðvÞ  WðvMÞg
p
;
where W is as in (2.27). Dividing the above equality by its right-hand side and
integrating it over Mpxp0 yield
M ¼
Z vM
0
dvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2fWðvÞ  WðvMÞg
p : ð2:30Þ
From this expression we will show (2.29) by contradiction. Assume that there exists
nAð0; aþÞ such that vM-n as M-N: Then for sufﬁciently large M; such that
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vM4n=2; we rewrite (2.30) as follows:
M ¼
Z vM
n
2
dvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2fWðvÞ  WðvMÞg
p þ Z n2
0
dvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2fWðvÞ  WðvMÞg
p : ð2:31Þ
Clearly the second term is bounded as M-N: To estimate the ﬁrst term, we use
mean value theorem and (F1), then we obtain
WðvÞ  WðvMÞXdðvM  vÞ for vAðn=2; nÞ;
where d ¼ infuAðn=2;nÞfW 0ðuÞg40: Therefore
Z vM
n
2
dvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2fWðvÞ  WðvMÞg
p p 1ﬃﬃﬃﬃﬃ
2d
p
Z vM
n
2
dvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
vM  vp ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ðvM  n2Þ
d
r
;
which contradicts M-N: We have shown (2.29).
Now we will prove (2.13). From assumption (F1), there exists positive constants g;
such that
R2oW 00ðuÞð¼ f 0ðuÞÞoRˆ2 in ½aþ  g; aþ; ð2:32Þ
where Rˆ; R satisfy (2.33) and (2.2). We choose M40 sufﬁciently large such that
vM4aþ  ðg=2Þ and rewrite (2.30) as follows:
M ¼
Z vM
aþg
dvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2fWðvÞ  WðvMÞg
p þ Z aþg
0
dvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2fWðvÞ  WðvMÞg
p : ð2:33Þ
The second term of (2.33) is bounded, while the ﬁrst term is calculated in the
following way. Using Cauchy’s mean value theorem, we can ﬁnd y1; y2Aðv; vMÞ
such that
WðvÞ  WðvMÞ
g0ðvÞ  g0ðvMÞ ¼
W 0ðy1Þ
2ðy1  aþÞ ¼
W 0ðy1Þ  W 0ðaþÞ
2ðy1  aþÞ ¼
W 00ðy2Þ
2
;
where g0ðvÞ ¼ ðaþ  vÞ2: Therefore it follows that
R2
2
ðg0ðvÞ  g0ðvMÞÞoWðvÞ  WðvMÞoRˆ
2
2
ðg0ðvÞ  g0ðvMÞÞ: ð2:34Þ
Using (2.34), we have
JM
Rˆ
o
Z vM
aþg
dvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2fWðvÞ  WðvMÞg
p oJM
R
; ð2:35Þ
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where JM ¼
R vM
aþg
dvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g0ðvÞg0ðvM Þ
p : Setting aþvaþvM :¼ s; we have
JM ¼
Z bM
1
dsﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2  1
p ¼ logðbM þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b2M  1
q
ÞA½log bM ; log 2bM ;
where bM ¼ g=ðaþ  vMÞ: This, together with (2.35), shows that
1
Rˆ
log
g
aþ  vMoMo
1
R
log
2g
aþ  vM :
We get (2.13) with C5 ¼ g; C6 ¼ 2g:
Eq. (2.14) can be shown in the same way. The proof of Lemma 2.7 is complete. &
3. Where do layers appear?
In this section, we show that layers can appear only in a small neighborhood of the
set of extremum points of hðxÞ and that at most a single layer can appear near each
local minimum point of hðxÞ:
Set
M ¼ fxAð0; 1Þ; h0ðxÞ ¼ 0g:
We assume that
(M) M is a ﬁnite set; and we deﬁne
M ¼ fxAM; h attains a local minimum at xg;
Mþ ¼ fxAM; h attains a local maximum at xg;
M0 ¼M\ðMþ,MÞ:
In the rest of this paper we will ﬁx nAN arbitrarily and will discuss the behavior of
n-mode solutions when e is very small. Propositions 2.3 and 2.4 imply that there is
one-to-one correspondence between layers of ue and zeros of ue: The following two
theorems tell where transition layers appear:
Theorem 1 (General case). Assume (M) and fix d40 arbitrarily. Then for e40
sufficiently small, any n-mode solution of (1.2) can have its zeros only in the d
neighborhood of Mþ,M,f0; 1g:
Theorem 2 (The case of ﬁnite degeneracy). For each xAMþ,M; assume that there
exists an integer p ¼ pðxÞX1 such that
dpþ1h
dxpþ1
ðxÞa0: ð3:1Þ
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Assume also that (3.1) holds at the boundary points xAf0; 1g for some pX0: Then there
exists a constant C040 such that for e40 sufficiently small, any n-mode solution of
(1.2) can have its zeros only in the C0ejlog ej neighborhood of Mþ,M,f0; 1g:
The above theorems show that transition layers can appear only near local
extremum points of hðxÞ: The following theorems show that not many layers appear
near the local minimum points of hðxÞ:
Theorem 3 (Multiplicity of internal layers). Assume (M). Then there exists a constant
d140 such that for e40 sufficiently small, there appears at most a single layer in the d1
neighborhood of each point of M:
Theorem 4 (Boundary layers). If the boundary point x ¼ 0 is a local minimum point
of hðxÞ; then for sufficiently small e40; no layer appears near x ¼ 0: The same
statement holds for x ¼ 1:
By the above theorems and Proposition 2.2, we see that the following
examples hold.
Example 3.1. If hðxÞ is a strictly increasing function on ½0; 1; then all the layers
cluster near x ¼ 1:
Example 3.2. If hðxÞ is strictly increasing in ½0; x0 and strictly decreasing in ½x0; 1 for
some x0Að0; 1Þ; then all the layers cluster near x ¼ x0:
Example 3.3. Assume n4#ðMþ,MÞ þ 2: Then multiple layers appear near some
of the local maximum points or of hðxÞ boundary points x ¼ 0; 1 (see Fig. 1).
Fig. 1. A solution ueðxÞ with clustering layers ðe ¼ 0:015Þ:
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Remark 3.4. Later in Section 5, we will assume that hðxÞ is non-degenerate at its
extremum points. Then we will prove the existence of a solution having an arbitrary
number of clustering layers at an arbitrarily chosen set of local maximum points
of hðxÞ while having a single layer at an arbitrarily chosen set of minimum points
of hðxÞ:
Before stating the proofs of the above theorems, we ﬁrst make a change of variable
x/y; where
y ¼ HðxÞ :¼
Z x
0
hðsÞ ds: ð3:2Þ
Note that HðxÞ is strictly monotone increasing, hence such a change of variable
makes sense, and the interval ½0; 1 is mapped onto the interval ½0; c; where c ¼
Hð1Þ: With this change of variable, problem (1.2) is then converted into the
following form:
e2
d2u
dy2
þ e2aðyÞ du
dy
þ f ðuÞ ¼ 0; 0oyoc;
du
dy
ð0Þ ¼ du
dy
ðcÞ ¼ 0;
8><
>>: ð3:3Þ
where
aðyÞ ¼ h0ðxÞ=hðxÞ2; ð3:4Þ
or more precisely aðHðxÞÞ ¼ h0ðxÞ=hðxÞ2: If we denote a solution of (1.2) by
ueðxÞ and the corresponding solution of (3.3) by u˜eðyÞ ð¼ ueðH1ðyÞÞÞ; there is
one-to-one correspondence between the zeros of ue (resp. due=dx) and those
qof u˜e (resp. du˜e=dy). Therefore, if ue is an n-mode solution of (1.2), then u˜eðyÞ
qis also an n-mode solution of (3.3), that is, it has n zeros on ð0; cÞ: Denote the
set of zeros of aðyÞ in ð0; cÞ by *M: Clearly *M ¼ HðMÞ has the following
properties:
ð *MÞ *M is a ﬁnite set.
Now let
*Mþ ¼ HðMþÞ; *M ¼ HðMÞ; *M0 ¼ HðM0Þ:
It is obvious that, a changes its sign at each yA *Mþ, *M: If yA *Mþ (resp. yA *M),
then for sufﬁciently small g40; it holds that aðyÞ is positive (resp. negative) in
ðy  g; yÞ and that a is negative (resp. positive) in ðy; y þ gÞ: On the other hand, a
does not change its sign near *M0:
We will restate Theorems 1–4 in terms of y:
Proposition 3.5 (General case). Assume ð *MÞ and fix d40 arbitrarily. Then for e40
sufficiently small, any n-mode solution of (3.3) can have its zeros only in the d
neighborhood of *Mþ, *M,f0; cg:
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Proposition 3.6 (The case of ﬁnite degeneracy). For each yA *Mþ, *M; assume that
there exists an integer p ¼ pðyÞX1 such that
dpa
dyp
ðyÞa0: ð3:5Þ
Assume also that (3.5) holds at the boundary points yAf0; cg for some pX0: Then
there exists C40 such that for sufficiently small e40; u˜e can have zeros only in
Cejlog ej neighborhood of *Mþ, *M,f0; cg:
Proposition 3.7 (Multiplicity of internal layers). Assume ð *MÞ: There exists d140
such that, for sufficiently small e40; u˜e has at most a single layer in the d1
neighborhood of *M:
Proposition 3.8 (Boundary layers). Assume aðyÞX0 in ð0; gÞ (resp. aðyÞp0 in
ðc g; cÞ) for some gAð0; cÞ: Then, for sufficiently small e40; u˜e cannot have its
zero near y ¼ 0 (resp. y ¼ c).
Theorems 1–4 are equivalent to Propositions 3.5–3.8, respectively. In the following
we will give proofs of these propositions.
Denote the zeros of du˜e=dy and those of u˜e by 0 ¼ Z0oZ1oZ2o?oZn ¼ c and
y1oy2o?oyn; respectively. Clearly it holds that Z0oy1oZ1o?oyjoZjo?oyn
oZn: In the following Proposition 3.9, we give some estimates which are necessary to
prove the above propositions. Most of them are obtained if we only restate the
estimates in Section 2 in terms of y:
Proposition 3.9. (i) For j ¼ 1; 2;y; n; it holds that
Zj  yj
e
-N
yj  Zj1
e
-N as e-0:
(ii) There exists sX2 such that for sufficiently small e40;
yjþ1  yjosd˜ðZjÞ j ¼ 1; 2;y; n  1;
where d˜ðyÞ denotes the distance between y and the set of zeros of u˜e:
(iii) There exist constants 0oB1oB2 and #m4m40 such that for sufficiently
small e40;
B1 exp  #md˜ðyÞe
 
pWðu˜eðyÞÞpB2 exp md˜ðyÞe
 
; ð3:6Þ
where W is as in (2.27).
(iv) There exist positive constants 0oB3oB4 such that for sufficiently small
e40; the following holds in ½yk; ykþ1 ðk ¼ 0; 1;y; nÞ; where we set y0 ¼ Z0 ¼ 0 and
K. Nakashima / J. Differential Equations 191 (2003) 234–276250
ynþ1 ¼ Zn ¼ c for notational convenience:
B3
e
exp  #md˜ðyÞ
2e
 
 exp  #md˜ðZkÞ
2e
 
p du˜edy ðyÞ

pB4e exp md˜ðyÞ2e
 
: ð3:7Þ
Especially, there exists B540 such that the following holds:
du˜e
dy
ðyÞ

XB5e exp  #md˜ðyÞ2e
 
 if d˜ðyÞod˜ðZkÞ  e: ð3:8Þ
(v) Set
Eðu˜eðyÞÞ ¼ e
2
2
du˜e
dy
ðyÞ
 2
Wðu˜eðyÞÞ:
Then there exists a constants B640 such that for sufficiently small e40;
jEðu˜eðyÞÞjpB6 exp md˜ðyÞe
 
: ð3:9Þ
(vi) For j ¼ 1; 2;y; n; it holds that Eðu˜eðZjÞÞp0:
(vii) It holds that
e2
Z t
s
aðtÞ du˜e
dy
ðtÞ
 2
dt ¼ Eðu˜eðsÞÞ  Eðu˜eðtÞÞ; ð3:10Þ
Proof. Assertions (i) and (ii) are obtained if we restate (2.6) and Corollary 2.6,
respectively. Condition (iii) is easily obtained if we only restate Proposition 2.4. As to
(iv), (3.7) follows from a restatement of Proposition 2.5. We will show (3.8) in the
following way. By (3.7), we have
du˜e
dy
ðyÞ

XB3e exp  #md˜ðyÞ2e
 
 exp  #mðd˜ðZkÞÞ
2e
 

¼B3
e
1 exp  #m
2
  
exp  #md˜ðyÞ
2e
 
þexp  #mðd˜ðyÞ þ eÞ
2e
 
 exp  #mðd˜ðZkÞÞ
2e
 :
Since d˜ðyÞ þ eod˜ðZkÞ; the last term of the most right-hand side of the above equality
is positive. Setting B5 :¼ B3f1 expð #m=2Þg; we get (3.8).
Assertion (v) is clear from (3.6) and the right-hand side of (3.7). Condition (vi) is
clear from positivity of W : Multiplying (3.3) by du˜e=dy and integrating it from s to t;
we immediately obtain (vii). The proof is complete. &
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Proof of Proposition 3.5. Combining Lemmas 3.10 and 3.12 below, we complete
the proof. We will ﬁrst show in Lemma 3.10 that u˜e can have zeros only near
*M,f0; cg: Secondary we will show in Lemma 3.12 that cannot have any layer
near yA *M0: &
Lemma 3.10. Let a1; a2A *M,f0; cg satisfy a1oa2 and aðyÞ40 (resp. aðyÞo0) in
ða1; a2Þ: Fix d40 arbitrarily. Then for sufficiently small e40; u˜e has zeros only in
ða1 þ d; a2  dÞ:
Remark 3.11. We only need to consider the case aðyÞ40 in ða1; a2Þ: Replacing y by
c y; we can rewrite Eq. (3.3) to
e2
d2u
dy2
 e2aðyÞ du
dy
þ f ðuÞ ¼ 0; 0oyoc;
du
dy
ð0Þ ¼ du
dy
ðcÞ ¼ 0;
8><
>:
Obviously, Eq. (3.3) with aðyÞ40 is equivalent to the above equation with aðyÞo0:
Therefore, the case aðyÞ40 in ða1; a2Þ can be reduced to the case aðyÞo0 in ða1; a2Þ:
Proof of Lemma 3.10. We only deal with the case aðyÞ40 by Remark 3.11. Clearly,
it is sufﬁcient to show the lemma for dAð0; ða2  a1Þ=2Þ: Setting d0 ¼ d=3 and
assuming that u˜e has some zeros in ða1 þ 3d0; a2  3d0Þ; we will derive a
contradiction.
We ﬁrst show that u˜e has at most one zero in ða1 þ d0; a2  d0Þ: Suppose
the contrary, and let us assume that zeros of u˜e; denoted by ym1; ym; appear in
ða1 þ d0; a2  d0Þ: Then we have Zm1Aða1 þ d0; a2  d0Þ: Applying (3.10) with s ¼
Zm1 and tA½ym; a2Þ and using (vi) of Proposition 3.9, we have
e2
Z t
Zm1
aðtÞ du˜e
dy
ðtÞ
 2
dt ¼ Eðu˜eðtÞÞ þ Eðu˜eðZm1ÞÞp Eðu˜eðtÞÞ:
Using (3.9), we have
e2
Z t
Zm1
aðtÞ du˜e
dy
ðtÞ
 2
dtpB6 exp md˜ðtÞe
 
for tA½ym; a2Þ: ð3:11Þ
We consider the left-hand side of (3.11). Clearly, it follows from (i) of Proposition 3.9
that ½ym  e; ymC½Zm1; t: Therefore, it holds that
e2
Z t
Zm1
aðtÞ du˜e
dy
ðtÞ
 2
dtXe2
Z ym
yme
aðtÞ du˜e
dy
ðtÞ
 2
dt for tA½ym; a2Þ: ð3:12Þ
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Since a does not have any zero in ða1; a2Þ; there exists b140 such that
aðyÞXb1 for ½a1 þ d0; a2  d0: ð3:13Þ
It is clear that ½ym  e; ymC½a1 þ d0; a2  d0: On the other hand, (3.8) yields
du˜e
dy
ðyÞ

XB42e exp  #m2
 
¼ b1
e
; in ½ym  e; ym: ð3:14Þ
Using (3.13) and (3.14), we have
e2
Z ym
yme
aðtÞ du˜e
dy
ðtÞ
 2
dtXb1b
2
1e: ð3:15Þ
Combining (3.11), (3.12) and (3.15), we obtain
b1b
2
1eoB6 exp 
md˜ðtÞ
e
 
for tA½ym; a2Þ:
Therefore, for e40 sufﬁciently small it holds that
d˜ðtÞoe
m
jlog ej  log b1b
2
1
B6
 
o2
m
ejlog ej for any tA½ym; a2Þ: ð3:16Þ
This means that any point tA½ym; a2Þ is within 2ejlog ej=m distance from the zeros of
u˜e: Then the number of zeros of u˜e contained in the interval ½ym; a2Þ is larger than
ða2  ymÞm=4ejlog ej: But this is impossible since a2  ymXd0 and since u˜e has at most
n zeros. This contradiction shows u˜e has at most one zero in ða1 þ d0; a2  d0Þ:
Next, we will show that u˜e has no zero in ða1 þ 3d0; a2  3d0Þ by contradiction.
Assume that ymAða1 þ 3d0; a2  3d0Þ: Using (3.10) with ðs; tÞ ¼ ðym  d0; ym þ d0Þ;
we have
e2
Z ymþd0
ymd0
aðtÞ du˜e
dy
ðtÞ
 2
dt ¼ Eðu˜eðym þ d0ÞÞ þ Eðu˜eðym  d0ÞÞ: ð3:17Þ
Again using (3.13) and (3.14), we obtain
e2
Z ymþd0
ymd0
aðtÞ du˜e
dy
ðtÞ
 2
dtXe2
Z ym
yme
aðtÞ du˜e
dy
ðtÞ
 2
dt ¼ bb21e: ð3:18Þ
On the other hand, since ymAða1 þ 3d0; a2  3d0Þ; and since ym is the only zero in
ða1 þ d0; a2  d0Þ; it follows that d˜ðym7d0Þ ¼ d0: Using (3.9), we have
jEðu˜eðym  d0ÞÞj þ jEðu˜eðym þ d0ÞÞjp2B6 exp md0e
 
;
which contradicts (3.17) and (3.18) for e40 sufﬁciently small. &
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The following lemma shows that u˜e has no zero near *M
0:
Lemma 3.12. Let aA *M0 and
%
a; %aA *M,f0; cg satisfy
%
aoao %a and aðyÞ40 (resp.
aðyÞo0) in ð
%
a; aÞ,ða; %aÞ: There exists d140 such that for sufficiently small e40; u˜e
has no zero in ða  d1; a þ d1Þ:
Proof. We only consider the case aðyÞ40 by Remark 3.11.
Set d1ominfð %a  aÞ=3s; ða 
%
aÞ=3sg: Assume that u˜e has some zeros in
ða  d1; a þ d1Þ to get a contradiction. Let yk be the right-most zero in ða  d1; a þ
d1Þ and the left-most one by ym: Clearly, either of apyk or ympa holds.
Without loss of generality, we may assume that apyk holds. Then there exists b2
such that
aðyÞXb240 in yk þ
m
2 #m
d1; yk þ m
#m
d1
 
: ð3:19Þ
On the other hand, Lemma 3.10 shows that ykþ1 appear near some zero of a
except for a: Therefore, it holds that ykþ1  ykXð %a  aÞ=2: By (ii) of Proposition 3.9,
we have
d˜ðZkÞX
ykþ1  yk
s
X
%a  a
2s
:
Therefore, for sufﬁciently small e40;
d1pd˜ðZkÞ  e: ð3:20Þ
Using (3.10) with ðs; tÞ ¼ ðym  d1; yk þ d1Þ; we have
e2
Z ykþd1
ymd1
aðtÞ du˜e
dy
ðtÞ
 2
dtp  Eðu˜eðyk þ d1ÞÞ þ Eðu˜eðym  d1ÞÞ
p jEðu˜eðyk þ d1ÞÞj þ jEðu˜eðym  d1ÞÞj
o 2B6 exp md1e
 
; ð3:21Þ
where we use (3.9) to get the last inequality. We consider the left-hand side of (3.21).
By the positivity of a in ðym  d1; yk þ d1Þ; we have
e2
Z
Iðd1Þ
aðtÞ du˜e
dy
ðtÞ
 2
dtpe2
Z ykþd1
ymd1
aðtÞ du˜e
dy
ðtÞ
 2
dt; ð3:22Þ
where Iðd1Þ ¼ ðyk þ m2 #m d1; yk þ m#m d1Þ: Eq. (3.20) assures that (3.8) holds in Iðd1Þ: This
and (3.19) yield
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e2
Z
Iðd1Þ
aðtÞ du˜e
dy
ðtÞ
 2
dtX b2B
2
5
Z
Iðd1Þ
exp  #mðt ykÞ
e
 
dt
¼ b2B
2
5e
#m
1 exp md1
2e
  
exp md1
2e
 
:
This contradicts (3.21) and (3.22). The lemma is proved. &
Proof of Proposition 3.6. Proposition 3.5 and the following Lemma 3.13 completes
Proposition 3.6. &
Lemma 3.13. Assume that the same hypotheses as Proposition 3.5 hold. For
aAð *Mþ, *MÞ,f0; cg; there exist d240 and C40 such that for sufficiently small
e40; u˜e does not have any zero in ðða  d2; a  Cejlog ejÞ,ða þ Cejlog ej; a þ
d2ÞÞ-½0; c:
Proof. We only consider the case aðyÞX0 in ða; a þ d2Þ; where aAð *Mþ, *MÞ,f0g:
Then we will show that u˜e does not have any zero in ða þ Cejlog ej; a þ d2Þ: It is clear
that all the other cases can be treated in the same way. We set
pˆðaÞ ¼ min p; d
pa
dyp
ðaÞa0
 
; C42ðpˆðaÞ þ 1Þ=m:
There exists d240 and b340 such that for sufﬁciently small e40;
aðyÞXb3ðejlog ejÞpˆXepˆ in ða þ Cejlog ej; a þ d2Þ: ð3:23Þ
Assume that some zeros appear in ða þ Cejlog ej; a þ d2Þ; we will get a contradiction.
Denote the right-most zero in ða þ Cejlog ej; a þ d2Þ by yk: Clearly either of
ðyk  e; ykÞ or ðyk; yk þ eÞ is included in ða þ Cejlog ej; a þ d2Þ: Without loss of
generality, we may assume ðyk  e; ykÞAða þ Cejlog ej; a þ d2Þ: Applying (3.10) with
sA½a; yk  e and t ¼ yk þ d2; we have
Eðu˜eðsÞÞ ¼ e2
Z ykþd2
s
aðtÞ du˜e
dy
ðtÞ
 2
dtþ Eðu˜eðyk þ d2ÞÞ
X e2
Z yk
yke
aðtÞ du˜e
dy
ðtÞ
 2
dtþ Eðu˜eðyk þ d2ÞÞ: ð3:24Þ
We will consider the ﬁrst term of the most right-hand side of (3.24).
By (3.8) and (3.23) with the fact that ðyk  e; ykÞAða þ Cejlog ej; a þ d2Þ;
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we have
e2
Z yk
yke
aðtÞ du˜e
dy
ðtÞ
 2
dtXepˆþ2
Z yk
yke
exp  #mðt ykÞ
e
 
dtXb4epˆþ1; ð3:25Þ
for some constant b4 independent of e40: Combining (3.24), (3.25) and (3.9), we
have
Eðu˜eðsÞÞXb21epˆþ1  B6 exp 
md2
e
 
X
b4
2
epˆþ1 sA½a; yk  e: ð3:26Þ
We will show Zk1oa by contradiction. Assume that Zk1Xa: Since Zk1oyk  e by
(i) of Proposition 3.9, inequality (3.26) holds with s ¼ Zk1: This contradicts (vi) of
Proposition 3.9. Hence we have Zk1oa: This implies, in particular, that u˜e does not
have any zero in ða; ykÞ: Therefore, d˜ðyk  ðCejlog ej=2ÞÞ ¼ Cejlog ej=2: On the other
hand, (3.9) yields
Eðu˜eðyk  ðCejlog ej=2ÞÞÞpeðmC=2Þ: ð3:27Þ
This contradicts (3.26) with s ¼ yk  ðCejlog ej=2Þ: Here we only consider the
interval ða þ Cejlog ej; a þ d2Þ; since ða  d2; a  Cejlog ejÞ can be treated in the same
way. The lemma is proved. &
Proof of Proposition 3.7. Choose anAM arbitrarily. We will show that u˜e has
at most one zero near an: In order to prove the lemma by contradiction, we
assume that u˜e has at least two zeros near a
n: Denote the right-most zero near
an by yk and the left-most one by ym ðmpk  1Þ: Then either of the following
holds: Zk1Xa
n or Zmpan: Without loss of generality, we may assume the
former case.
By Proposition 3.5, ykþ1 is located near some zero of a; which we denote by %a:
Using (ii) of Proposition 3.9, we have
d˜ðZkÞ  eX
ykþ1  yk
s
 eX %a  a
n
2s
 eX %a  a
n
3s
;
for sufﬁciently small e40: Choose d1 such that d1oð %a  anÞ=3s: Then it holds that
d1pd˜ðZkÞ  e: ð3:28Þ
On the other hand, since anpZk1; it holds that
aðxÞX0 in ðZk1; yk þ d1Þ: ð3:29Þ
Moreover, there exists b340 such that
aðxÞXb3 for xA yk þ
m
2 #m
d1; yk þ m
#m
d1
 
: ð3:30Þ
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Applying (3.10) with ðs; tÞ ¼ ðZk1; yk þ d1Þ; and using (vi) of Proposition 3.9,
we have
e2
Z ykþd1
Zk1
aðtÞ du˜e
dy
ðtÞ
 2
dtp  Eðu˜eðyk þ d1ÞÞ þ Eðu˜eðZk1ÞÞ
p  Eðu˜eðyk þ d1ÞÞ
oB6 exp md1e
 
; ð3:31Þ
where we use (3.9) in the last inequality. Eq. (3.29) show that
e2
Z ykþd1
Zk1
aðtÞ du˜e
dy
ðtÞ
 2
dtXe2
Z
Iðd1Þ
aðtÞ du˜e
dy
ðtÞ
 2
dt; ð3:32Þ
where Iðd1Þ ¼ ðyk þ m2 #m d1; yk þ m#m d1Þ: Eq. (3.28) implies that (3.8) holds in Iðd1Þ: This
and (3.30) yields
e2
Z
Iðd1Þ
aðtÞ du˜e
dy
ðtÞ
 2
dtX b2B
2
5
Z
Iðd1Þ
exp  #mðt ykÞ
e
 
dt
X
b2B
2
5e
2 #m
exp md1
2e
 
:
This contradicts (3.31) and (3.32). The lemma is proved. &
Proof of Proposition 3.8. We consider the case að0ÞX0: Suppose that a zero
of u˜e appears near y ¼ 0: We denote the right-most zero near y ¼ 0 by yk:
Then we obtain a contradiction by repeating the same argument as in the
proof of Proposition 3.7 with an by 0: The case aðcÞp0 can be treated in the
same way.
4. Stability of layered solutions
In this section we consider the stability of solutions with internal layers under the
assumption that hAC2ð½0; 1Þ satisﬁes the following condition.
(H) If h0ðxÞ ¼ 0; then h00ðxÞa0:
In the rest of this paper we assume condition (H).
Let ue be an n-mode solution of (1.2) for sufﬁciently small e: The following
theorem completely characterizes the stability of multi-layered solutions in terms of
the location of layers:
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Theorem 5. Assume that ue has no layer near the boundary points x ¼ 0; x ¼ 1: Then
ue is nondegenerate and Morse index of ue coincides with the total number of layers that
appear near the local maximum points of hðxÞ:
Corollary 6. Let the same hypotheses as Theorem 5 hold. Then ueðxÞ is stable (or,
equivalently, a non-degenerate local minimizer of EðuÞ in (1.3)) if and only if its layers
appear only near the local minimum points of hðxÞ:
Remark 4.1. In the above theorem and the corollary, we do not deal with solutions
with boundary layers. However, we can allow boundary layers provided that h0ð0Þ ¼
h0ð1Þ ¼ 0: Under this assumption, we easily see that all the arguments for the proof
of Theorem 5, that are given below, are also applicable to determine Morse indices of
boundary layers.
Here non-degeneracy of u and the Morse index of u is deﬁned as
follows: Set
Lw ¼ e2w00 þ hðxÞ2f 0ðueÞw;
and consider the following linearized eigenvalue problem:
Lw ¼ lw in ð0; 1Þ;
u0ð0Þ ¼ u0ð1Þ ¼ 0;
(
ð4:1Þ
Deﬁnition 4.2. (i) u is non-degenerate if and only if (4.1) does not have 0
eigenvalue.
(ii) We say that the Morse index of u is m if (4.1) has m negative eigenvalues and all
the other eigenvalues are non-negative.
For the proof of Theorem 5, we use the min-max characterization of eigenvalues
and the Sturm–Liouville theory for second order ODEs. We brieﬂy explain these
theories in the following propositions. Since the proofs of these propositions are
rather standard, we omit the proofs.
Let l1ol2o?olko? be the eigenvalues of (4.1).
Proposition 4.3 (Min-max principle). ln is characterized as follows:
l1 ¼ inf
H1ð0;1Þ\f0g
HðwÞ
jjwjj2L2ð0;1Þ
;
lk ¼ sup
c1;y;ck1AL2ð0;1Þ
inf
wAX ½c1;y;ck1
HðwÞ
jjwjj2L2ð0;1Þ
;
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where
X ½c1;y;ck1 ¼ fwAH1ð0; 1Þ\f0g;w>cjðj ¼ 1;y; k  1Þg;
HðwÞ ¼
Z 1
0
ðe2jw0j2  hðxÞ2f 0ðueÞw2Þ dx
and > denotes orthogonality in L2ð0; 1Þ:
Corollary 4.4. If there exists an m-dimensional subspace Y of H1ð0; 1Þ such that
HðwÞo0 for every wAY \f0g;
then lmo0:
Proposition 4.5 (Comparison of eigenvalues). Let AðxÞ be a continuous function
satisfying AðxÞX0; AðxÞc0 on ½0; 1 and let *l1o*l2o*l3o? be the eigenvalues of
the problem
ðL  AðxÞÞw ¼ lw in ð0; 1Þ;
w0ð0Þ ¼ w0ð1Þ ¼ 0:
(
ð4:2Þ
Then
*lk4lk ðk ¼ 1; 2; 3;yÞ:
On the other hand, if AðxÞp0; AðxÞc0 on ½0; 1; then
*lkolk ðk ¼ 1; 2; 3;yÞ:
Proposition 4.6 (Sturm–Liouville theorem). If there exist wðxÞ and l satisfying
(4.1), and if wðxÞ changes sign precisely n  1 times in the interval ð0; 1Þ;
then l ¼ ln:
Corollary 4.7. If there exist functions wðxÞ40 and BðxÞ40 satisfying (4.3) below,
then l140:
e2w00 þ hðxÞ2f 0ðueÞw ¼ BðxÞw in ð0; 1Þ;
w0ð0Þ ¼ w0ð1Þ ¼ 0:
(
ð4:3Þ
Proof. Eq. (4.3) implies that 0 is an eigenvalue of the operator L þ BðxÞ under the
homogeneous Neumann boundary conditions with wðxÞ the corresponding
eigenfunction. By the positivity of wðxÞ; Proposition 4.6 implies that 0 is the ﬁrst
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eigenvalue of L þ BðxÞ: The conclusion of the corollary now follows from
Proposition 4.5. &
Proof of Theorem 5. Let m be the total number of layers that appear near the local
maximum points of hðxÞ: What we have to show is the following two inequalities:
lmo0; lmþ140:
The inequality lmo0 follows from Lemma 4.8 and Corollary 4.4. The inequality
lmþ140 follows from Lemma 4.10 and Proposition 4.3. &
In the following we will give these lemmas and corollary.
Lemma 4.8. Let m be the total number of layers that appear near the local maximum
points of hðxÞ: Then there exist linearly independent w1; w2;y; wm such that
Hðc1w1 þ?þ cmwmÞo0 ð4:4Þ
for any c1;y; cm with jc1j2 þ?þ jcmj240:
Proof. As in Section 2, let x1o?oxn be the zeros of ueðxÞ and let 0 ¼
z0oz1o?ozn1ozn ¼ 1 be the zeros of u0eðxÞ: Clearly, we have
zk1oxkozk ðk ¼ 1; 2;y; nÞ:
Let kð1Þ;y; kðmÞ be the set of subscripts such that for each k ¼ kðiÞ ði ¼ 1;y; mÞ
the point xk lies in an Oðejlog eÞ neighborhood of a local maximum point of hðxÞ: Let
vðxÞ ¼ u0eðxÞ=hðxÞ: This function v satisﬁes the equation
Lv ¼ e2hðxÞ 1
hðxÞ
 00
v: ð4:5Þ
Now we deﬁne w1;y; wm as follows:
wiðxÞ ¼
vðxÞ in ðzkðiÞ1; zkðiÞÞ;
0 in ½0; 1\ðzkðiÞ1; zkðiÞÞ:
(
Considering that the supports of the functions wi; namely the intervals
½zkðiÞ1; zkðiÞ ði ¼ 1;y; mÞ; are mutually disjoint, we obtain
Hðc1w1 þ?þ cmwmÞ ¼
Xm
i¼1
c2iHðwiÞ:
By the following Lemma 4.9, the conclusion holds for c21 þ?þ c2m40: The lemma is
proved. &
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Lemma 4.9. Let wi be as in the proof of Lemma 4.8. It holds that
HðwiÞo0 ði ¼ 1;y; mÞ:
Proof. Using (4.5), we see that
HðwiÞ ¼ e2
Z zkðiÞ
zkðiÞ1
hðxÞ 1
hðxÞ
 00
w2i dx ði ¼ 1;y; mÞ: ð4:6Þ
Here we abbreviate kðiÞ to k for notational convenience. There exists positive
constants d1; b1 such that
hðxÞð1=hðxÞÞ004b140 in ðxk  d1; xk þ d1Þ: ð4:7Þ
SetR ¼ ðxk  d1; xk þ d1Þ-ðzk1; zkÞ and Q ¼ ðzk1; zkÞ\R: It follows from (4.6) that
HðwiÞ ¼ e2
Z
R
hðxÞ 1
hðxÞ
 00
w2i dx  e2
Z
Q
hðxÞ 1
hðxÞ
 00
w2i dx: ð4:8Þ
Note that ðxk  e; xk þ eÞCR: Using (4.7), we estimate the ﬁrst term of the right-
hand side of (4.8) as follows:
e2
Z
R
hðxÞ 1
hðxÞ
 00
w2i dxp b1e2
Z xkþe
xke
w2i dx:
It is clear from Proposition 2.5 and (2.6) that
jwiðxÞjXb2=e in ðxkþ1  e; xkþ1 þ eÞ;
which yields
e2
Z
R
hðxÞ 1
hðxÞ
 00
w2i dxp 2b1b22e: ð4:9Þ
On the other hand, again by Proposition 2.5,
jwiðxÞjpC2 expðKd1=eÞ in Q;
which implies
e2
Z
Q
hðxÞ 1
hðxÞ
 00
w2i dxpe2b3 exp 
2Kd1
e
 
: ð4:10Þ
where
b3 ¼ jQj max
xAQ
hðxÞ 1
hðxÞ
 00

 
:
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Clearly, the right-hand side of (4.10) is very small compared with e: Using (4.8)–
(4.10), we obtain HðwiÞo0: The lemma is proved. &
Lemma 4.10. Let m be the total number of layers that appear near the local maximum
points of hðxÞ: Then there exist linearly independent c1;y;cm such that
inf
wAX ½c1;y;cm\f0g
HðwÞ40; ð4:11Þ
where X is defined as in Proposition 4.3.
For the proof of Lemma 4.10, we need Lemmas 4.11 and 4.12. Given a sub-
interval J ¼ ða; bÞCð0; 1Þ; we let
lJ1olJ2o?olJko?
be the eigenvalues of the problem
Lw ¼ lw in J ¼ ða; bÞ;
w0ðaÞ ¼ w0ðbÞ ¼ 0;
(
ð4:12Þ
and deﬁne
HJðwÞ ¼
Z b
a
ðe2jw0j2  hðxÞ2f 0ðueÞw2Þ dx:
Needless to say, the same statements as in Propositions 4.3, 4.5 and 4.6 hold for lJk
and HJðwÞ:
Denote the zeros of ueðxÞ by x1o?oxn and the zeros of u0eðxÞ by
0 ¼ z0oz1o?ozn1ozn ¼ 1 as in the proof of Lemma 4.8.
Lemma 4.11. Let J ¼ ðzk; zkþ1Þ: Then lJ240:
Lemma 4.12. Let k be such that xk is located within an Oðejlog eÞ neighborhood of a
local minimum point of hðxÞ: Then lJ140; where J ¼ ðzk1; zkÞ: In particular,
HJðwÞXlJ1
Z
J
w2 dx40 ðwAH1ðJÞ\f0gÞ:
Now we are ready to prove Lemma 4.10.
Proof of Lemma 4.10. As in the proof of Lemma 4.8, let kð1Þ;y; kðmÞ be the set of
subscripts such that for each k ¼ kðiÞ ði ¼ 1;y; mÞ the point xk lies in an Oðe log jeÞ
neighborhood of a local maximum point of hðxÞ: Set Ji ¼ ½zkðiÞ1; zkðiÞ: Applying
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Lemma 4.11, we see that
lJi240 ði ¼ 1;y; mÞ:
Consequently, by Proposition 4.3, there exist functions ciAH1ðJiÞ such that
HJiðwÞXlJi2
Z
Ji
w2 dx40;
for all wAH1ðJiÞ\f0g; satisfying w>ci; where> denotes the orthogonality in L2ðJiÞ:
Now we extend the function ciðxÞ by setting ciðxÞ ¼ 0 outside the interval Ji:
Then ci belongs to L2ð0; 1Þ: It follows that if wAH1ð0; 1Þ satisﬁes w>ci ði ¼
1;y; mÞ; then
HJiðwÞXlJi2
Z
Ji
w2 dx:
Now let K ¼ f1;y; ng\fkð1Þ;y; kðmÞg: Then by Lemma 4.12, we have
HJj ðwÞXlJj1
Z
Jj
w2 dx
for each jAK : Combining the above inequalities, we see that if wAHð0; 1Þ satisﬁes
w>ci ði ¼ 1;y; mÞ; then
HðwÞ ¼
Xm
i¼1
HJiðwÞ þ
X
jAK
HJj ðwÞXd
Z 1
0
w2 dx;
where
d ¼ min min
iAf1;y;mg
lJi2 ;min
jAK
lJj1
 
40:
Hence by Proposition 4.3, lmXd40: The lemma is proved. &
Proof of Lemma 4.11. Let *lJ1o*lJ2o*lJ3o? be the eigenvalues of the problem
L þ hðxÞ
2
f ðueÞ
ue
 hðxÞ2f 0ðueÞ
 !
w ¼ lw in ða; bÞ;
w0ðaÞ ¼ w0ðbÞ ¼ 0;
8><
>: ð4:13Þ
where a ¼ zk; b ¼ zkþ1: Since ueðxÞ satisﬁes (1.2), w ¼ u is an eigenfunction of (4.13)
with eigenvalue l ¼ 0: Considering that ueðxÞ has one zero in the interval J ¼ ða; bÞ;
we see from Proposition 4.6) that l ¼ 0 is the second eigenvalue, that is, *lJ2 ¼ 0:
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Applying Proposition 4.5 and (F3), we get
lJ24*l
J
2 ¼ 0:
The lemma is proved. &
For the proof of Lemma 4.12, we need the following lemma whose proof is given
in the end of this section.
Lemma 4.13. Let xk be located near a local minimum point of hðxÞ: For sufficiently
small e40; there exists an interval Q ¼ ðxk  s1; xk þ s2Þ; such that the following
holds:
2ejlog ej
K
psip
4Kˆejlog ej
K2
ði ¼ 1; 2Þ; ð4:14Þ
lQ140: ð4:15Þ
Proof of Lemma 4.12. Since xk is located near a local minimum point of h; u does not
have any other zero near xk; where the term ‘‘near’’ means Oðejlog ejÞ neighborhood.
Consequently, by Corollary 2.6, zk1; zk does not appear near xk: Therefore, it holds
that QCJ; which yields
HJðwÞ ¼HQðwÞ þHJ\QðwÞXlQ1
Z
Q
w2 dx þHJ\QðwÞ:
It follows from (4.15) that the ﬁrst term of the right-hand side of the above inequality
is positive. It remains to show HJ\QðwÞX0: Proposition 2.4 shows that ue is near
either of aþ or a in J\Q: Therefore, using (F1), we have f 0ðueðxÞÞo0 in J\Q: Hence,
it holds that
HJ\QðwÞX
Z
J\Q
hðxÞ2f 0ðueÞw2 dxX0:
The lemma is proved. &
Proof of Lemma 4.13. As in the Proof of Lemma 4.8, we set vðxÞ ¼ u0eðxÞ=hðxÞ: Then
v has a constant sign on J and jvj is very large near xk and decays very fast away from
this point. Note that v satisﬁes Eq. (4.5) in ð0; 1Þ: In what follows, we will modify
vðxÞ slightly to obtain a function wðxÞ satisfying (4.3) with some function
BBe2hðxÞð1=hðxÞÞ0040; Then the conclusion lQ140 will follow immediately from
Corollary 4.7.
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For simplicity, we may assume that vðxÞX0 in J; since the case where vp0 in J can
be shown similarly. Setting
yðzÞ ¼
0 ð0pzpjlog ejÞ;
ðz  jlog ejÞ2
ðz  jlog ejÞ2 þ 1 expðz  jlog ejÞ ðjlog ejpzpþNÞ;
8><
>: ð4:16Þ
we deﬁne
wðxÞ ¼ vðxÞ þ eð3Kˆ=KÞy K jx  xkj
2e
 
; ð4:17Þ
where Kˆ; K are as in Proposition 2.4. Next we deﬁne s1; s2 as follows:
xk  s1 ¼ maxfxAð0; xkÞ;w0ðxÞ ¼ 0g;
xk þ s2 ¼ minfxAðxk; 1Þ;w0ðxÞ ¼ 0g:
We will show (4.14) only for i ¼ 2: Since the same argument applies for i ¼ 1:
Note that ue is a solution of (1.2), we have
w0ðxÞ ¼ u
0
eðxÞ
hðxÞ
 0
þe
ð3Kˆ=KÞ1K
2
y
K jx  xkj
2e
 
¼  hðxÞf ðueÞ
e2
 h
0ðxÞu0eðxÞ
hðxÞ2 þ
eð3Kˆ=KÞ1K
2
y
K jx  xkj
2e
 
: ð4:18Þ
On the interval xkpxpð2ejlog ej=KÞ þ xk; we have yðxÞ ¼ 0; ueðxÞ40 and u0eðxÞ40:
It follows that w0ðxÞ is negative in this interval.
On the other hand, we show that w0ðxÞ is positive in the interval ð4Kˆejlog ej=K2Þ þ
xkpxos2: Using estimates in Propositions 2.4, 2.5, and the deﬁnition of y;
we have
jf ðueðxÞÞjpC2eð4Kˆ=KÞ; u0eðxÞpC4eð4Kˆ=KÞ1; y
K jx  xkj
2e
 
X
1
2
e2ðKˆ=KÞþ1:
By (4.18) and the above inequalities, we have
w0ðxÞX C5eð4Kˆ=KÞ2  C6eð4Kˆ=KÞ1 þ C7eðKˆ=KÞX0
for some C5; C6; C740 independent of e40; which implies (4.14) with i ¼ 2:
Now, setting Q ¼ ðxk  s1; xk þ s2Þ; we will prove (4.15) with use of Corollary 4.7
with ð0; 1Þ replaced by Q: Deﬁnition of s1; s2 yields
w0ðxk  s1Þ ¼ w0ðxk þ s2Þ ¼ 0:
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We only have to show that BðxÞ; which satisﬁes (4.3), is positive in Q with w deﬁned
above. Substituting (4.17) into (4.3) and using (4.5), we have
BðxÞwðxÞ ¼  e2 1
hðxÞ
 00
u0ðxÞ  e
ð3Kˆ=KÞK2
4
yzz
K jx  xkj
2e
 
 eð3Kˆ=KÞhðxÞ2f 0ðueÞy K jx  xkj
2e
 
: ð4:19Þ
In the following, we will show that the right-hand side of (4.19) is positive in
½xk; xk þ s2Þ; since we can use the same argument in ðxk  s1; xk:
Since xk is a local minimum point, there exists g140 such that for sufﬁciently
small e;
ð1=hðxÞÞ004g1 holds in Q: ð4:20Þ
Note that xkþ1 cannot appear in the Oðejlog ejÞ neighborhood of xk; neither can zk
by Corollary 2.6. Therefore it follows that dðzkÞ=ejlog ej-N as e-0: On the other
hand, ½xk; xk þ s2Þ is a Oðejlog ejÞ neighborhood of xk; which yields
u0ðxÞXC3
e
exp Kˆjx  xkj
e
 
 exp KˆdðzkÞ
e
 

X
C3
2e
exp Kˆjx  xkj
e
 
ð4:21Þ
in ½xk; xk þ s2Þ: By (4.19)–(4.21), it holds that
BðxÞwðxÞ4g1C3e
2
exp Kˆjx  xkj
e
 
 e
ð3Kˆ=KÞK2
4
y00
K jx  xkj
2e
 
 eð3Kˆ=KÞhðxÞ2f 0ðueÞy K jx  xkj
2e
 
: ð4:22Þ
Step 1: On the interval xkpxpð2ejlog ej=KÞ þ xk; we have yðxÞ ¼ 0: Therefore, it
holds from (4.22) that signðBðxÞÞ40:
Step 2: We consider the interval ð2ejlog ej=KÞ þ xkpxos2 þ xk: By Proposi-
tion 2.4, ue is near aþ on this interval. It follows that hðxÞ2f 0ðueÞ4 hðxÞ2f 0ðaþÞ=
2XK2=2: We obtain
BðxÞwðxÞ4g1C3e
2
exp Kˆjx  xkj
e
 
 e
ð3Kˆ=KÞK2
4
y00
K jx  xkj
2e
 
 2y K jx  xkj
2e
  
: ð4:23Þ
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Here we recall the deﬁnition of y: Straight forward calculation shows that
y00ðzÞ  2yðzÞ ¼Tðz  jlog ejÞ expðz  jlog ejÞ;
where
TðsÞ ¼ 1þ ðs
4 þ 4s3  2s2 þ 4s þ 3Þ
ðs2 þ 1Þ3 :
Obviously, there exists a constant Nn40 independent of e such that
y00ðzÞo2yðzÞ for z4Nn þ jlog ej: ð4:24Þ
On the interval ½ð2ejlog ej=KÞ þ ð2eNn=KÞ þ xk; s2 þ xkÞ; we can apply (4.24) and
obtain BðxÞ40:
Finally, we consider ½ð2ejlog ej=KÞ þ xk; ð2ejlog ej=KÞ þ ð2eNn=KÞ þ xkÞ: Note
that Nn is independent of e: On this interval, it holds that
BðxÞwðxÞ4g1C3
2
eð2KˆN
n=KÞeð2Kˆ=KÞþ1  K
2
4
eN
n
eð3Kˆ=KÞ max
sA½0;Nn
tðsÞ
 
:
Clearly the right-hand side of the above equality is positive for sufﬁciently small e:
The proof is complete. &
5. Existence of layered solutions
In this section we will show the existence of solutions that have layers near
arbitrary extremum points of hðxÞ using Theorem 5. As in Section 4 we assume
hðxÞAC2ð½0; 1Þ and the following condition:
(H) If h0ðxÞ ¼ 0; then h00ðxÞa0:
Let fxigki¼1 be an arbitrary subset of Mþ,M ¼ fxAð0; 1Þ; h attains a local
minimum or a local maximum at xg and
Nþ ¼ fiAf1; 2;y; kg; xi is a local maximum point of hg;
N ¼ fiAf1; 2;y; kg; xi is a local minimum point of hg:
Deﬁne
P ¼ fðpiÞki¼1ANk; pi ¼ 1 for iAN;
pi is a positive integer for iANþg:
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Theorem 7. Let ðpiÞki¼1AP: There exists C40 such that for e040 sufficiently small,
(1.2) has two solutions with exactly pi zeros in Cejlog ej neighborhood of each xi and
with no layers outside of the neighborhood of each xi ði ¼ 1; 2;y; kÞ:
Remark 5.1. Note that, by Theorem 3, at most one layer can appear near each local
minimum point of hðxÞ: Therefore the set P deﬁned above is optimal for the
multiplicity of layers.
Remark 5.2. For each ðpiÞki¼1AP; there are at least two solutions that satisfy the
condition of Theorem 7. One of these solutions is nearly equal to a at x ¼ 0; while
the other is nearly equal to aþ at x ¼ 0: Since we can obtain both of these solutions
by completely the same argument, we only consider the former one in the following.
We will prove Theorem 7 by using the method of continuity—or a homotopy
argument. Roughly speaking, our strategy is ﬁrst to construct a ‘local’ solution near
each xi having pi layers, then to patch these local solutions together to form a global
solution. To begin with, we consider the following auxiliary problem for every l1 and
l2 such that 0pl1ol2p1:
euxx þ 1e hðxÞ
2
f ðueÞ ¼ 0 ðl1oxol2Þ;
uxðl1Þ ¼ uxðl2Þ ¼ 0:
8<
: ð5:1Þ
Now, we ﬁx a small d40 independent of e40 such that
xi is the only local extremum point of hðxÞ in ðxi  d; xi þ dÞ;
for each i ¼ 1; 2;y; k:
We will construct a layered solution on the interval ðxi  d; xi þ dÞ; but the
methods of construction differ between the case where xi is a local minimum point
and the case where it is a local maximum point. Lemma 5.3 is concerned with the
former case, and Lemma 5.4 the latter.
Lemma 5.3. Let iAN and set l1 ¼ xi  d and l2 ¼ xi þ d: Then there exists a positive
constant C40 such that for sufficiently small e40; (5.1) has two 1-mode solutions that
has a layer in an Cejlog ej neighborhood of xi:
Proof. By changing valuable (3.2), Lemma 5.3 is equivalent to Lemma A.1 in the
appendix.
Lemma 5.4. Let iANþ and set l1 ¼ xi  d and l2 ¼ xi þ d: Let piAN be as in
Theorem 7. Then there exists a positive constant C40 such that for sufficiently small
e40; (5.1) has two solutions that have pi-layers in Cejlog ej neighborhood of xi:
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Proof. Applying Proposition 2.2 to the local problem on ½l1; l2; we see that there
exists at least two pi-mode solutions for sufﬁciently small e40: Moreover Theorem 1
shows that layers can appear only near local maximum points or local minimum
points of hðxÞ: Since h has its minimum at the boundary x ¼ xi  d and xi þ d; layers
cannot appear near boundary points by Theorem 4. Therefore all the layers of the
solution appear near a maximum point of hðxÞ: The lemma is proved. &
Lemmas 5.3 and 5.4 show that for arbitrary xiAMþ,M; we obtain two local
solutions of (5.1) in ðxi  d; xi þ dÞ: We denote a solution satisfying uðxi  dÞo0 by
oLi ðxÞ; and one satisfying uðxi  dÞ40 by oRi ðxÞ:
Next we will consider (5.1) with arbitrary l1 and l2: In this case, xi is not necessarily
a unique extremum point in ðl1; l2Þ: In the following lemma we will show the
existence of solutions with pi layers near xi for arbitrarily chosen l1 and l2:
Lemma 5.5. Let l1A½0; xi  d and l2A½xi þ d; 1: For sufficiently small e; there exists a
solution oLðx; l1; l2Þ of (5.1) such that:
(1) oLðx; l1; l2Þ has exactly pi layers, all of them near xi;
(2) oLðx; xi  d; xi þ dÞ ¼ oLi ðxÞ;
(3) oLðl1; l1; l2Þ and oLðl2; l1; l2Þ are continuous with respect to l1 and l2:
The same holds if we replace L by R.
Proof. By a change variable s ¼ ðxl1Þðl2l1Þ; (5.1) is converted to
euss þ 1e %Hðs; l1; l2Þ
2
f ðueÞ ¼ 0 ð0oso1Þ;
usð0Þ ¼ usð1Þ ¼ 0;
8<
: ð5:2Þ
where %Hðs; l1; l2Þ ¼ ðl2  l1Þ2hðl1 þ sðl2  l1ÞÞ: It is clear that there is one-to-one
correspondence between solutions of (5.1) and those of (5.2). In the rest of the proof,
we consider (5.2) instead of (5.1). Deﬁne
cLi ðsÞ ¼ oLi ðxi  dþ 2dsÞ: ð5:3Þ
It is obvious that cLi is a solution of (5.2) with l1 ¼ xi  d and l2 ¼ xi þ d:
Now the conclusion of Lemma 5.5 follows immediately from Lemma 5.6 below.
The lemma is proved. &
Before presenting Lemma 5.6, we set
D ¼ ½0; xi  d  ½xi þ d; 1;
S ¼ fðu; l1; l2ÞAC1ð½0; 1Þ  D; u is a solution of ð5:2Þ:g:
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Lemma 5.6. There exist a function cLðs; l1; l2Þ defined in ½0; 1  D such that
(i) the map cLðs; l1; l2Þ : D-C1ð½0; 1Þ is continuous with respect to ðl1; l2ÞAD;
(ii) ðcLðs; l1; l2Þ; l1; l2ÞAS for ðl1; l2ÞAD;
(iii) cLðs; xi  d; xi þ dÞ ¼ cLi ðsÞ;
(iv) For any ðl1; l2ÞAD; cLðs; l1; l2Þ has exactly pi layers near the point siðl1; l2Þ ¼ xil1l2l1 ;
Proof. The proof is based on the continuation method. By (5.3),
ðcLi ðsÞ; xi  d; xi þ dÞAS:
Theorem 5 applies with hðxÞ replaced by %Hðs; l1; l2Þ: It follows that every nontrivial
solution of (5.2) is non-degenerate. By the implicit function theorem, there exist
cLðs; l1; l2Þ and a neighborhood of ðxi  d; xi þ dÞAD; which we denote by NCD;
such that
(N1) cLð; l1; l2Þ : D-C1ð½0; 1Þ is continuous with respect to ðl1; l2ÞAN;
(N2) ðcLðs; l1; l2Þ; l1; l2ÞAS for ðl1; l2ÞAN;
(N3) cLðs; xi  d; xi þ dÞ ¼ cLi ðsÞ:
Let Nmax be a maximal connected component of the set of point ðl1; l2Þ in D
satisfying (N1)–(N3). Assuming that Nmax is strictly smaller than D; we will derive a
contradiction. Since all solutions are bounded between a and aþ; a priori estimates
for Eq. (6.4) show that Nmax is a closed set.
Let @Nmax be the boundary of Nmax and let ðln1 ; ln2 Þ be any point on @Nmax:
Again using Theorem 5 and the implicit function theorem, we can construct a
solution cLðs; l1; l2Þ and a neighborhood of ðln1 ; ln2 Þ; which we denote by Nðln1 ; ln2 Þ;
such that
cLðs; l1; l2Þ is continuous with respect to ðl1; l2ÞANðln1 ; ln2 Þ and
ðcLðs; l1; l2Þ; l1; l2ÞAS for ðl1; l2ÞANðln1 ; ln2 Þ:
Clearly, Nmax,Nðln1 ; ln2 Þ is a connected set satisfying (N1)–(N3), and this
contradicts the maximality of Nmax; hence we have Nmax ¼ D: The proofs of
(i)–(iii) are complete.
Next we will show (iv). We note that in the case l1 ¼ xi  d and l2 ¼ xi þ d;
cLðs; l1; l2Þ ¼ cLi ðsÞ has pi layers near siðxi  d; xi þ dÞ ¼ 12: Since cL is continuous
with respect to ðl1; l2ÞAD and since the solution always forms a sharp layer near
each of its zeros (see Proposition 2.3), the number of the layers—namely
pi—remains unchanged as ðl1; l2Þ varies over D; Moreover, Theorem 1 shows that
for each ðl1; l2ÞAD; the layers of the solution can appear only in the cejlog ej
neighborhood of the local minimum and maximum point of %Hðs; l1; l2Þ: Since
e is sufﬁciently small, these neighborhoods remain mutually disjoint as ðl1; l2Þ
varies. This implies that none of the pi layers that appear near siðl1; l2Þ when
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ðl1; l2Þ ¼ ðxi  d; xi þ dÞ cannot escape the cejlog ej neighborhood of siðl1; l2Þ as
ðl1; l2Þ varies over D: The proof of the lemma is complete. &
Lemma 5.5 assures us that for any a1Aðx1 þ d; x2  dÞ there exist solutions
oLðx; 0; a1Þ and oRðx; 0; a1Þ with p1 layers near x1 and oLðx; a1; x2 þ dÞ and
oRðx; a1; x2 þ dÞ with p2 layers near x2: In the following lemma, we will show that
the above two pieces of solutions can be patched together to form a single solution
on the interval ð0; x2 þ dÞ:
First we deﬁne oðx; 0; a1Þ ¼ oLðx; 0; a1Þ: If the number of layers p1 is odd,
we deﬁne oðx; a1; x2 þ dÞ ¼ oRðx; a1; x2 þ dÞ; while, if p1 is even, we deﬁne
oðx; a1; x2 þ dÞ ¼ oLðx; a1; x2 þ dÞ:
Lemma 5.7. There exists an1Aðx1 þ d; x2  dÞ such that
oðan1 ; 0; an1Þ ¼ oðan1; an1 ; x2 þ dÞ:
Proof. We will give the proof for the case when oðx; 0; a1Þ has an odd number of
layers near x1: Set
rða1Þ ¼ oða1; 0; a1Þ  oða1; a1; x2 þ dÞ:
By Lemma 5.5, r is continuous with respect to a1: Note that the estimates in
Proposition 2.4 hold for solutions of (5.1). Since d is very small compared with
x2  x1; it holds by Proposition 2.4 that rðx1 þ dÞo0: On the other hand, again using
Proposition 2.4, we obtain rðx2  dÞ40: It follows from the continuity of r that there
exists some an1Aðx1 þ d; x2  dÞ such that rðan1Þ ¼ 0: This completes the proof of the
lemma. &
By Lemma 5.7 we can deﬁne a continuous function
u1ðxÞ ¼
oðx; 0; an1Þ in ð0; an1Þ;
oðx; an1 ; x2 þ dÞ in ðan1 ; x2 þ dÞ:
(
Clearly, u1ðxÞ is of class C1 since ddxoðx; 0; an1Þ ¼ ddxoðx; an1 ; x2 þ dÞ ¼ 0 at x ¼ an1 :
Therefore u1ðxÞ is a solution of (5.2) with l1 ¼ 0 and l2 ¼ x2 þ d; which has exactly p1
layers near x1 and p2 layers near x2: Again using continuation method as in the proof
of Lemmas 5.5 and 5.6, we obtain the following lemma.
Lemma 5.8. For any a2Aðx2 þ d; x3  dÞ; there exists a solution of (5.1) which is
denoted by oðx; 0; a2Þ such that
(i) oðx; 0; a2Þ has exactly p1 layers near x1 and p2 layers near x2;
(ii) oðx; 0; x2 þ dÞ ¼ u1ðxÞ;
(iii) oða2; 0; a2Þ is continuous with respect to a2:
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The above lemma allows us to patch oðx; 0; a2Þ and the function
oðx; a2; x3 þ dÞ ¼
oLðx; a2; x3 þ dÞ if p1 þ p2 is even;
oRðx; a2; x3 þ dÞ if p1 þ p2 is odd;
(
to form a single solution u2ðxÞ deﬁned on 0pxpx2 þ d:
Proof of Theorem 7. Repeating the above deformation and patching argument, we
can construct inductively a solution of (1.2) which has exactly pi layers near xi
ði ¼ 1; 2;y; kÞ: This completes the proof of Theorem 7. &
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Appendix. Upper and lower solutions
In this section we will give the proof of Lemma 5.3.
Let us rewrite Eq. (5.1) by change of valuable (3.2). Setting r1 ¼ Hðl1Þ and r2 ¼
Hðl2Þ; we have
e2
d2u
dy2
þ e2aðyÞ du
dy
þ f ðuÞ ¼ 0 r1oyor2;
du
dy
ðr1Þ ¼
du
dy
ðr2Þ ¼ 0;
8>><
>: ðA:1Þ
where a is deﬁned in (3.4). Let xi be a minimum point of h and let gn ¼ HðxiÞ:
Obviously, gnAðr1; r2Þ satisfy aðgnÞ ¼ 0 and a0ðgnÞ40: The following proposition is
a restatement of Lemma 5.3 in terms of y: We immediately obtain Lemma 5.3 if we
prove the proposition.
Proposition A.1. There exists C such that for sufficiently small e40; (A.1) has two 1-
mode solutions that have a layer in a Cejlog ej neighborhood of gn:
In what follows, we will construct upper and a lower solutions. We set
v7ðzÞ ¼ fðzÞ7eð4Rˆ=RÞy R
2
jzj
 
; ðA:2Þ
where R; Rˆ satisfy (2.2) and (2.3). Deﬁne continuous functions as follows:
VþðzÞ ¼
vþðt1Þ ðNozp t1Þ;
vþðzÞ ðt1pzpt2 Þ;
aþ ðt2pzoþNÞ;
8><
>:
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VðzÞ ¼
a ðNpzp t3 Þ;
vðzÞ ðt3pzpt4 Þ;
vðt4Þ ðt4pzpþN Þ:
8><
>:
Here t1; t2; t3 and t4 are positive constants satisfying
t1 ¼ min z40; d
dz
vþðzÞ ¼ 0
 
; t2 ¼ minfz40; vþðzÞ ¼ aþg;
t3 ¼ minfz40; vðzÞ ¼ ag; t4 ¼ min z40; d
dz
vðzÞ ¼ 0
 
:
The following lemma gives estimates for ftig4i¼1:
Lemma A.2. Set k ¼ 4Rˆ=R2: ftig4i¼1 satisfy the following inequality:
tiokjlog ej ði ¼ 1; 2; 3; 4Þ: ðA:3Þ
The proof of this lemma is given later.
Deﬁne
UþL ðyÞ ¼ Vþ
y  gn
e
þ 2kjlog ej
 
; UL ðyÞ ¼ V
y  gn
e
 2kjlog ej
 
;
UþR ðyÞ ¼ Vþ
y þ gn
e
þ 2kjlog ej
 
; UR ðyÞ ¼ V
y þ gn
e
 2kjlog ej
 
:
Clearly, UþL ðyÞ and UL ðyÞ satisfy
UþL ðyÞ ¼
vþðt1Þ ðypgn  3kejlog ejÞ;
aþ ðyXgn  kejlog ejÞ;
(
ðA:4Þ
UL ðyÞ ¼
a ðypgn þ kejlog ejÞ;
vðt4Þ ðyXgn þ 3kejlog ejÞ:
(
ðA:5Þ
We can obtain the similar equalities for UþL ðyÞ and UL ðyÞ:
Proposition A.1 is immediately obtained from the following Proposition A.3,
whose proof is given in the end of this section.
Proposition A.3. UþL ðyÞ and UL ðyÞ (resp. UþR ðyÞ and UR ðyÞÞÞ is a set of upper and
lower solutions of (A.1).
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Proof of Proposition A.1. It follows from (A.4) and (A.5) that UL ðyÞoUþL ðyÞ: By
Proposition A.3, there exists a solutions u1 of (A.1) such that U

L ðyÞou1ðyÞoUþL ðyÞ:
In the same way we consider UR ; U
þ
R ; and obtain a solution u2 satisfying
UR ðyÞou2ðyÞoUþR ðyÞ: The proposition is proved. &
Before provong Lemma A.2 and Proposition A.3, we give some estimates for the
solution of (2.1):
Lemma A.4. Let fðzÞ be a unique solution of (2.1). There exists some positive
constants 0oA1oA2; such that the following holds:
A1 expðRˆjzjÞofðzÞ  aoA2 expðRjzjÞ ðzp0Þ;
A1 expðRˆjzjÞoaþ  fðzÞoA2 expðRjzjÞ ðzX0Þ;
A1 expðRˆjzjÞof0ðzÞoA2 expðRjzjÞ:
Since these estimates are rather standard, we omit the proof. &
Proof of Lemma A.2. We will prove inequalities in Eq. (A.3) only for i ¼ 2; since the
inequalities for t1; t3 and t4 can be proven in the same way. We ﬁrst consider
aþ  ðvþÞðzÞ in the interval zA 0; 2jlog ej=Rð Þ: Since yðRz=2Þ ¼ 0 holds on this
interval, it holds that aþ  ðvþÞðzÞ ¼ aþ  fðzÞX0:
On the other hand, for zX4Rˆjlog ej=R2; it follows from Lemma A.4 that aþ 
fðzÞpA2eð4Rˆ=RÞ: By the deﬁnition of y; we have yðRz=2ÞXe2ðRˆ=RÞþ1: Therefore,
aþ  ðvþÞðzÞ ¼ aþ  fðzÞ  eð4Rˆ=RÞy Rz
2
 
oA2eð4Rˆ=RÞ  eð2Rˆ=RÞþ1:
Since Rˆ4R; the right-hand side of the above inequality is negative, which implies
(A.3) for i ¼ 2: &
Proof of Proposition A.3. We only prove that UþL ðyÞ is an upper solution of
(3.3) under the assumption aðyÞo0: The other cases can be treated similarly.
Setting
FðuÞ ¼ e2uyy þ e2aðyÞuy þ f ðuÞ;
we will show that UþL satisﬁes
(a) FðUþL Þo0 in ðr1; r2Þ
(b) limy-p0 ddy U
þ
L ðyÞXlimy-pþ0 ddy UþL ðyÞ for p ¼ et1 þ g; et2 þ g;
where g ¼ gn  2kejlog ej: It is obvious from the deﬁnition of UþL that (b) holds.
Therefore we will prove (a). It is easily seen that the inequality (a) is satisﬁed in the
regions where UþL is ﬂat; namely both U
þ
L ðyÞ ¼ vþðt1Þðr1oyo et1 þ gÞ and
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UþL ðyÞ ¼ aþðet2 þ goyor2Þ satisfy FðUþL Þo0: Therefore we only have to
show that
FðUþL ðyÞÞo0; ðet1 þ goyoet2 þ gÞ:
Since UþL ðyÞ ¼ vþððy  gÞ=eÞ for yAðet1 þ g; et2 þ gÞ; the above inequality is
equivalent to
FðvþðzÞÞ ¼ vþzzðzÞ þ eaðez þ gÞvþz ðzÞ þ f ðvþðzÞÞo0; ðA:6Þ
where z ¼ ðy  gÞ=e and t1pzpt2:
By Lemma A.2 and the facts that aðyÞo0 on this interval and that a0ðgnÞa0;
we have
aðez þ gÞp c1ejlog ej in ðt1ozot2Þ; ðA:7Þ
for some constant c140 independent of e: By (A.6), (A.7) yields
FðvþðzÞÞovþzzðzÞ  c1e2jlog ejvþz ðzÞ þ f ðvþðzÞÞ: ðA:8Þ
Substituting (A.2) into (A.8) and using the fact that f satisﬁes (2.1) and that y0X0;
we have
FðvþÞoe
ð4Rˆ=RÞR2
4
y00
Rz
2
 
 c1e2j log ejf0ðzÞ þ eð4Rˆ=RÞf 0ðsðzÞÞy Rz
2
 
; ðA:9Þ
where sðzÞ satisﬁes
fðzÞpsðzÞpfðzÞ þ eð4Rˆ=RÞyðzÞðpaþÞ: ðA:10Þ
In what follows, we will show FðvþÞo0 on the interval ½0; t2Þ; since the interval
ðt1; 0 can be treated similarly.
Step 1: We ﬁrst consider the interval 0pzp2jlog ej=R: Since yðzÞ ¼ 0 on this
interval, it follows from (A.9) that FðvþÞo c1e2jlog ejf0ðzÞo0:
Step 2: Next, we consider 2jlog ej=Rpzpt2: By Lemma A.4, f is near aþ in this
interval. So is sðzÞ by (A.10). Therefore, we have f 0ðsðzÞÞof 0ðaþÞ=2p ðR2=2Þ; It
follows that
FðvþÞo c1e2jlog ejf0ðzÞ þ e
ð4Rˆ=RÞR2
4
y00
Rz
2
 
 2y Rz
2
  
: ðA:11Þ
Recalling (4.24), we consider the interval 2ðNn þ jlog ejÞ=Rpzot2; where Nn is the
same constant independent of e as in (4.24). By (4.24), y00  2yo0 holds on this
interval. Therefore, the right-hand side of (A.11) is negative.
Finally, we consider the interval 2jlog ej=Rpzp2ðNn þ jlog ejÞ=R: By Lemma
A.4, it holds that f0ðzÞXA1eð2Rˆ=RÞ: On the other hand, since Nn is independent of e; it
hold that y00ðRz=2Þoc2 and yðRz=2Þoc2 for some constant c240 independent of e:
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Therefore, it follows that the right-hand side of (A.11) is negative on this interval.
The proof is complete. &
Remark A.5. In this paper we only use upper and lower solution for the proof of
Lemma 5.3. However, by constructing a family of upper and lower solutions, one
can prove not only the lemma but also Theorem 1 which is essential to obtain all the
other main theorems.
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