Abstract-Efficient allocation of processors to incoming tasks in parallel computer systems is very important for achieving the desired high performance. It requires recognizing the free available processors with minimum overhead. In this paper, we present an efficient task allocation scheme for 2D mesh architectures. By employing a new approach for searching the mesh, our scheme can find the available submesh without scanning the entire mesh, unlike earlier designs. Comprehensive computer simulation reveals that the average allocation time and waiting delay are much smaller than earlier schemes of comparable performances, irrespective of the size of meshes and distribution of the shape of the incoming tasks.
INTRODUCTION
MONG various interconnection topologies developed for parallel and distributed computing systems, twodimensional (2D) mesh has become popular due to its simplicity and efficiency [1] , [2] . There exist a number of commercial and experimental supercomputer systems built or under development based on the 2D mesh architecture. Typical examples are Intel Paragon [3] , Intel/DARPA Touchstone Delta [4] , and Tera Computer System [5] , etc.
As in general parallel computer systems [6] , [7] , incoming tasks are allocated to submeshes of appropriate sizes in the 2D mesh-based systems. Here, the size of submesh ranges from one node to the whole mesh. It is assumed that there exists a separate host processor whose operating system includes task dispatcher, which consists of job scheduler and processor allocator. The job scheduler selects the task to be processed from the waiting queue according to a job scheduling policy. The processor allocator finds a free submesh for the task using a processor allocation scheme. This paper deals with the processor allocation.
As the size of the mesh grows, efficient submesh allocation gets to be a more time demanding job. The allocation scheme needs to maximize the processor utilization while minimizing the allocation time. A number of allocation schemes for 2D meshes have been proposed in the literature. Li and Cheng [8] proposed the 2D Buddy strategy, and Chuang and Tzeng [9] did the Frame Sliding (FS) scheme. Zhu's [10] First Fit and the Best Fit strategies improve the FS scheme. These schemes, however, do not have complete submesh recognition capabilities, and they are for relatively simple cases. Later, Ding and Bhuyan [11] proposed the Adaptive Scan strategy, and Sharma and Pradhan [12] employed the boundary search approach. Their schemes allow complete recognition, but at the price of relatively large allocation time.
In this paper, we propose an efficient task allocation scheme for 2D meshes. By effectively manipulating the allocation status on each row of the mesh, the scheme can quickly determine whether a row can be a part of the free submesh allocatable to the incoming task or not. Our scheme can thus find the free submesh if it exists without scanning the entire 2D array unlike earlier approaches. This results in the significantly reduced allocation time compared to the existing schemes [11] , [12] , while allowing the complete submesh recognition capability. Comprehensive computer simulation reveals that the average allocation time and waiting delay are up to several times smaller regardless of the size of the meshes and distribution of the shape of the incoming tasks. The proposed scheme is effective not only for a typical 2D mesh but also for more complicated mesh architectures such as 2D tori.
The rest of the paper is organized as follows. In Section 2, definitions and notation are introduced which will be used throughout the paper. The existing task allocation schemes are also briefly reviewed. Section 3 proposes our task allocation and deallocation scheme. In Section 4, the time complexity of the proposed scheme is analyzed and compared with existing schemes. The performances are also evaluated by computer simulation. Finally, we conclude the paper in Section 5. The appendices include a proof and the scheme for 2D tori.
TASK ALLOCATION IN 2D MESHES

Definitions and Notation
A two-dimensional mesh, M(a, b), is an a b rectangular grid consisting of ab nodes, where a and b represent the width and height of the mesh, respectively. Each node in the mesh refers to a processor, and it is represented by a coordinate <x, y> (1 x a, 1 y b) . It is assumed that the column and row indices increase from left to right and bottom to top starting from one. Also let w and h denote the width and height of an incoming task. 
Frame Sliding (FS) Scheme
Chuang and Tzeng [9] proposed this scheme to solve the overallocation problem, and it allocates a free submesh called a frame, which exactly matches the incoming task. The scheme is based on the fact that, for any T, none of the nodes inside ; T or ' T can serve as the base node of a free submesh accommodating T. The sliding starts from the ll node. If a node <x, y> belongs to none of B, ; T , or ' T , a free submesh is found; otherwise, the sliding continues to the next candidate node. The frame is slid first along the horizontal direction in the stride of w from left to right. If it exceeds the boundary at the right-hand side, a vertical sliding then takes place by the stride of h, and the horizontal sliding follows in the direction from right to left, and so on. The scheme eliminates the overallocation problem, but the searching process may result in allocation misses; i.e., it cannot recognize a free submesh for an incoming task even when one is available.
First Fit (FF) and Best Fit (BF) Scheme
To solve the allocation miss problem, Zhu [10] proposed two schemes employing the busy array, whose element [i, j] has a value 1(0) if node <i, j> is busy(free). They also use coverage array, whose element [i, j] has a value 1(0) if node <i, j> is (is not) in ; T . The FF scheme scans the coverage array from the leftmost column to the right, and from the top element to the bottom in each column until the zero [i, j] element is found. The BF scheme searches all free regions large enough for T and chooses one with the largest number of busy neighbors. According to their simulation, the FF scheme performs slightly better than the BF scheme. Even though these schemes improve the FS scheme by solving the allocation miss problem, the time overhead of the scheme is high due to the manipulation of the 2D bit maps of busy and coverage array.
Adaptive Scan (AS) Scheme
Ding and Bhuyan [11] proposed the scheme to further enhance the allocation efficiency, which is based on two main ideas. First, the scheme replaces the sliding operation by scanning operation. If the current node cannot serve as a base of a free submesh, it must belong to some submeshes in ; T or ' T . If x max is the maximum value of the xcoordinates of these submeshes, then the scheme jumps to the x max + 1 position along the same row. If the scanning fails to find a base in the current row, it moves to the next row and continues the procedure. Second, this scheme checks the alternative free submeshes by rotating the orientation of the incoming task from T(w, h) to T(h, w). Then the host mesh may be able to accommodate the rotated incoming task while it could not do for the original one. This scheme thus improves the FS scheme by not fixing the orientation of T and the strides during the scanning.
Sharma and Pradhan's Scheme [12]
In this most recent scheme, the best candidate submesh among all existing free submeshes is allocated to T, which has the largest number of adjacent busy nodes. To find the best candidate submesh, this scheme checks the four corners of the allocated submeshes as well as the four corners of the mesh. If a candidate submesh at a corner of the allocated submeshes overlaps with some other allocated submesh, the candidate submesh slides along its boundary. This is for adjoining the busy submeshes as much as possible, which results in the reduced chances of external fragmentation. The allocation time of the scheme does not vary along with the size of the mesh.
PROPOSED TASK ALLOCATION SCHEME
The Main Approach
Assume the following scenario of a task allocation. As shown in Fig. 1 , suppose that B = {<1, 1, 2, 3>, <3, 1, 4, 2>, <5, 4, 6, 6>} and T = (3, 2). Then ; T = {<1, 1, 2, 3>, <1, 1, 4, 2>, <3, 3, 6, 6>}, and ' T = {<5, 1, 6, 6>, <1, 6, 6, 6>}. In AS scheme, nodes are checked starting from the ll node <1, 1> if they belong to any coverage submesh. Node <1, 1> belongs to two coverage submeshes, <1, 1, 2, 3> and <1, 1, 4, 2>, and one busy submesh <1, 1, 2, 3> in this example. Since 4 is the largest x-coordinate of the submeshes, the next check is for node <5, 1>. As it belongs to a submesh of ' T , node <1, 2>-the leftmost node in the next row-is then checked. Since the situation of the second row is exactly same as the first row, the same process repeats, and node <1, 3> is checked. It belongs to only one coverage submesh <1, 1, 2, 3>, and, thus, node <3, 3> is checked, which turns out to belong to submesh <3, 3, 6, 6>. Finally node <1, 4> is checked, which belongs to neither ; T nor ' T . Consequently, submesh <1, 4, 3, 5> can be allocated to T(3, 2). In this scenario, seven nodes, <1, 1>, <5, 1>, <1, 2>, <5, 2>, <1, 3>, <3, 3>, and <1, 4> were checked in sequence if they belong to either ; T or ' T .
The main idea of the proposed scheme is that, by collecting the information on each row when ; T is constructed from B, we can quickly determine whether a row has a node which can be the base of a free submesh accommodating T or not, without individually checking if the nodes in that row belong to either B or ;. Furthermore, the columnwise scan/sliding used in AS and the scheme in [12] are avoided. Consequently, the allocation time and waiting delay can be significantly reduced. From now on, we call our scheme Quick Allocation (QA) scheme.
Last_covered
In this subsection, we introduce last_covered, a onedimensional array which keeps the x-coordinate of the rightmost covered node of each row in a mesh system. For each x b ,T (starting from one whose x c is smallest)
In Fig. 1 , for example, last_covered are computed as follows.
Here E 1 = <5, 4, 6, 6>, E 2 = <1, 1, 2, 3>, E 3 = <3, 1, 4, 2>, T = (3, 2), and b1 = 5. PROOF. See Appendix A.
Task Allocation and Deallocation
It is obvious that a node belonging to a submesh in B also belongs to a submesh in ;. Therefore, we only need to check whether a node belongs to any coverage submesh or not, and last_covered provides us with that information. For each T(w, h), the allocation procedure for an M(a, b) is given as follows.
Procedure Allocation
Step 1. flag false. /* the flag representing the orientation */
Step 2. If (number of free processors < w h), then go to Step 7.
Step /*a free submesh is found */ Step 6.
If (flag = false) then S <i, j, i + w 1, j + h 1> else S <i, j, i + h 1, j + w 1> Allocate S to T and add S to B. Stop.
Step 7. flag false. Wait until a submesh is released.
For example, in Fig. 1 , a= 5 and b= 6. As last_covered [j] (1 j 3) + 1 a, j becomes 4. Then last_covered [4] + 1 < a. Now the node <1, 4> can be the base of the free submesh <1, 4, 3, 5>, which is allocated to T. Note that our scheme saves a lot of search time compared to the example in Section 3.1. PROOF. In our scheme, if a node cannot be the base of a free submesh, it must belong to either ; T or ' T .
Step 3 in the procedure above excludes the rows and columns belonging to ' T . Therefore, we only need to show that, if a node not belonging to ; T exists in any row, then the procedure can find it. Since
Step 5 exhaustively searches the rows while node <last_covered[j] + 1, j> represents the leftmost uncovered node in the jth row, as proved in Lemma 3.1, the node and the corresponding free submesh is guaranteed to be found.
The procedure for deallocating a submesh is very simple and straightforward as the removal of E from B. AS scheme and the scheme in [12] allow the same simple deallocation. We next evaluate the performance of the proposed scheme.
PERFORMANCE EVALUATION
In this section, the proposed scheme is evaluated in terms of time complexity. Then computer simulation investigates the performance based on average allocation time and waiting delay. We also compare our scheme with AS scheme and [12] , which also possess the complete submesh recognition capability.
Allocation and Deallocation Time Complexity
As mentioned earlier, the deallocation time of AS scheme, [12] , and our scheme is 4(1) because it involves only the removal of a E from B. Assume that N B is the number of busy submeshes in an a b mesh system. The worst case time complexity of the task allocation of AS scheme is O(abN B ), because the scheme needs to search at most ab nodes while each node takes N B time units to check whether the node belongs to either ; T or ' T or not. Note that, even though the search time in a row in the worst case is aN B , it is much less than a in the average case due to the adaptive scan approach. The scheme in [12] is the time complexity of Step 4, and also our scheme.
Note that the time complexity of our scheme is much lower than that of the AS scheme. This is because our scheme already has the information on each row whether it has a node which can be a base of a free submesh, whereas the AS scheme should check several nodes in each row whether they belong to any busy or coverage submesh. The allocation time of the scheme in [12] does not vary along with the size of mesh but with the number of busy submeshes. The allocation time of the scheme is larger than that of ours in both the worst and average case. In the worst case, N B is equal to ab, and, thus, the allocation time becomes O(a ). In the average case, the allocation time is still larger than ours as identified by computer simulation which is presented in the next subsection. Table 1 compares the time complexity and the hardware overhead in terms of required memory space of our QA scheme with other schemes.
Simulation Result
In this subsection, the proposed scheme is compared with AS and [12] using the data obtained by computer simulation. The simulation is event-driven with the events being the allocation and deallocation of tasks, taking into account the actual CPU time required to perform allocations and deallocations. Simulations are conducted for the meshes ranging from 10 10 to 80 80. The meshes are assumed to be square for the simplicity of plotting graphs. All the simulations use 95 percent confidence level with an error range of ±3 percent. The simulator was developed in C language running on a Sun 4/490. All the simulation results reported here are collected from five independent runs.
For fair comparison, we employ the same simulation model used in [9] , [11] , [12] . Initially, the entire mesh is free, and 3,000 tasks are generated and queued at the task dispatcher. Each task has a residence time requirement, which is assumed to be uniformly distributed between five to 10 time units. The tasks are assumed to arrive at each time unit. The side lengths (width and height) of incoming tasks are assumed to be either uniformly or exponentially distributed, and the two distributions are independent. For the uniform distribution, the side lengths of incoming tasks are uniformly distributed between one and the side length of the mesh (L). For the exponential distribution, the mean is selected as a half of L. Those values exceeding the range [1, L + 1) were discarded.
The task dispatcher is assumed to follow the First-ComeFirst-Serve (FCFS) discipline, i.e., the dispatcher always tries to find a free submesh for the first task in the queue. If it fails to find a free submesh, the dispatcher simply waits for a deallocation and then try to allocate again. We collect the following performance metrics; 1) the average allocation time which is the time required to allocate a submesh to the task at the head of the queue, 2) the average waiting delay which is the time taken for an incoming task to reach the head of the queue and assigned a submesh, and, finally, 3) the average number of busy submeshes.
The average allocation time for various size meshes are plotted in Fig. 2 for the uniformly and exponentially distributed side lengths, respectively. The average waiting delays are plotted in Fig. 3 . Also Table 2 lists the average number of busy submeshes. The following are the observations extracted from the plots and table.
• The average allocation time of our scheme is as low as about 25 percent of AS scheme when the size of host mesh increases up to 80 80. Basically the same results are obtained for waiting delays.
• Our scheme is also consistently better than the scheme in [12] , while the differences are almost constant, irrespective of the size of the host mesh, unlike the differences with respect to the AS scheme. In other words, the allocation time of both our scheme and [12] does not vary according to the size of meshes.
• Allocation time is sensitive to the shape of incoming tasks. Observe that the allocation times with the exponentially distributed side lengths are approximately twice of those of the case with uniform distribution. This matches the intuition that external fragmentation will be more likely when the shape of the submeshes are more arbitrary. Among the schemes compared, [12] seems to be the most sensitive scheme as it shows the largest increment. The proposed QA scheme is the least sensitive one.
• Waiting delay is less sensitive to the distribution than allocation time.
• Refer to Table 2 . The average number of busy submeshes does not increase so much as the size of mesh increases. The average number of busy submeshes in the case of exponential distribution is about twice that in the case of uniform distribution. Also, notice that the AS scheme and our scheme result in the same number of submeshes. This shows that the logical operational mechanisms of the two schemes are identical even though the actual time for allocation are different from each other. While it is negligible, [12] displays slightly larger number of submeshes. 
CONCLUSION
In this paper, we have proposed an efficient allocation scheme for 2D meshes allowing complete recognition capability. Comprehensive computer simulation reveals that the average allocation time and waiting delay of our scheme are several times smaller than earlier schemes with compa- 
Yes No [12] O N B rable performances. This can be attributed to the efficiency of the approach for finding a free submesh by utilizing the last-covered array in the search process. Even though our scheme significantly enhances the performance of task allocation in 2D meshes, the external fragmentation problem still has not yet been solved. Effective avoidance of external fragmentation or at least the alleviation of the problem are required to be studied. The task relocation approach [14] could be one of the solutions, and employing different job scheduling policy [15] , [16] , [17] , other than simple FCFS policy, could be another approach.
As 2D mesh system has many desirable features in scalability and routing efficiency [18] , it is one of the most promising parallel architectures. There thus exist numerous application problems which can fully utilize the 2D mesh system. We further investigate efficient mapping, scheduling, and allocation for 2D mesh under various operational conditions.
APPENDIX A PROOF OF LEMMA 3.1
There exist three possible cases with respect to the status of the leftmost node. 
APPENDIX B TASK ALLOCATION SCHEME FOR 2D TORI
Here, we apply the proposed allocation scheme to 2D tori. Torus is a mesh with end-around links connecting the end nodes on opposite sides which reduce the diameter of the mesh by half. Since 2D tori have neither boundary nor corner nodes, external fragmentation in 2D tori is less than that in 2D meshes. Therefore, the system utilization of torus is usually higher than that of 2D mesh. According to the relative positions of the ll node and ur node of a submesh, there exist four cases, as illustrated in Fig. 5-S 1 <3, 3, 4 , 4>, S 2 <3, 5, 4, 1>, S 3 <5, 2, 2, 3>, and S 4 <6, 6, 1, 1>. Observe that x > x in S 3 and S 4 , and y > y in S 2 and S 4 . Note that, for 2D meshes, always x x and y y. The range of column and row, and width and height of a submesh of these four cases are summarized in Table 3 .
For a busy submesh E<x, y, x, y> and an incoming task In Fig. 6 , for example, last_covered are computed as follows. Here, E 1 = <2, 6, 3, 2>, E 2 = <4, 5, 6, 6>, and T = (3, 2). 6 7 7 6 6).
The allocation procedure for 2D tori is same as that for 2D meshes except Step 3 and 5. Refer to the procedure in Section 3.3. In Step 3, the reject set is not determined, and neither a nor b is decided. In Step 5, three lines are changed; The time complexity of the processor allocation for 2D tori is same as that for 2D meshes. Processor utilizations for 2D meshes and tori are compared in Fig. 7 . We observe from the figures that the processor utilization of tori is higher than meshes about three percent for the uniformly distributed side lengths and five percent for the exponentially distributed side lengths, respectively. This is expected, because tori are less fragmented than meshes due to no boundary and corner nodes. We also observe that the processor utilizations of tori for the exponentially distributed side length are slightly higher than the uniform distribution, while meshes display the reverse results.
