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Abstract
While conventional logic synthesis tools try to minimize the area of the circuit implementation, recent 
research has been focused on logic synthesis with other objectives, such as maximizing the performance 
and testability of the circuits. In this paper, we propose sequential logic synthesis with a different objective, 
namely to increase the reliability of the circuit. We propose procedures to synthesize fault-secure sequential 
circuits, that is, circuits which under faults will either produce the correct outputs, or will flag an error 
if the output is incorrect. With a given state transition graph description of a sequential machine, this 
procedure will produce a fault-secure logic implementation of the machine. This logic level implementation 
is capable of detecting any single fault in the circuit, assuming the primary inputs are fault-free.
Two synthesis schemes for generating sequential circuits with the ability to detect single stuck-at faults 
are studied in this paper. The first scheme uses simple duplication of an FSM augmented with a totally 
self-checking (TSC) comparator for fault detection. The generation of the duplicated circuit and the 
appropriate comparators are integrated into the synthesis system.
For the second scheme, we utilize a modified state assignment, parity code, and Berger code to detect 
any single fault in the circuit. The state assignment uses a minimum distance two code for single fault 
detection in the next state logic (NSL). Each next-state variable is generated with an independent logic 
cone and the output logic is composed of a multilevel logic synthesized under the constraint that every 
factor shared among various output nodes appears in the positive phase only. All of the TSC checkers used 
in the circuits are capable of detecting faults within themselves, resulting in a sequential machine capable 
of detecting any single fault within it.
While the theory for such techniques have been known to the fault-tolerant computing commmunity, 
the contribution of this paper is to integrate those techniques in the framework of sequential logic synthesis, 
implement such a logic synthesis system as part of the UC Berkeley OCT/VEM tools, and to evaluate the 
overheads of the schemes after performing a complete place and route using standard cell design.
This research was supported in part by the Semiconductor Research Corporation under contract SRC 95-DP-109 and in part 
by Joint Services Electronics Program under grant N00014-90-J-1270
1 Introduction
Larger and more complex systems are being put into single chips as the VLSI technology improves. Due 
to the increase in complexity and decrease in feature size, the circuits tend to be more error-prone, thus 
reliability of the circuits will become an important issue in VLSI design in the future.
As the VLSI design methodology moves towards higher and higher levels of automation, circuits these 
days are being increasingly designed with the aid of synthesis tools at the register transfer level, logic level 
and physical design level. In the future, VLSI designers will only specify high level objectives, namely 
area minimization, delay optimization, testability and reliability improvement, and the synthesis tools will 
automatically generate the appropriate circuits, and produce the masks for fabricating the VLSI chip.
While conventional logic synthesis tools try to minimize the area of the circuit implementation^, 5], recent 
research has been focused on logic synthesis with other objectives, such as maximizing the performance[6] and 
testability of the circuits[7]. In this paper, we propose a sequential logic synthesis with a different objective 
of increasing the reliability of the circuit.
Numerous techniques are known to the fault tolerant computing community for increasing the reliability 
of VLSI circuits. All of them use some form of redundancy such as information redundancy, hardware 
redundancy, and time redundancy [1]. These techniques enable the circuits to detect and/or tolerate faults 
in them. Information redundancy involves the coding of information such that error detecting and correcting 
codes are incorporated into the data bits. Codes such as parity check codes, cyclic codes, checksum codes, 
Berger codes, and numerous others have been proposed for reliable data transfer and storage [2].
Hardware redundancy is an alternative way to increase the reliability of circuits. The simplest form of 
hardware redundancy involves duplication of the functions, and comparing the results of the two copies by an 
equality checker at the outputs. Some advantages of duplication are that it is applicable to most functions in 
general, and that duplication is simple to implement. An obvious disadvantage of this simple technique is the 
area overhead. More than 100% overhead is always needed for duplication due to the cost of the comparator, 
which may not be feasible to incorporate into regular VLSI chips.
The third option, time redundancy, is used when the performance of the circuit is not a crucial issue. 
Time redundancy involves applying the same inputs to the same hardware repeatedly in time to compare 
the results. Recomputing with shifted operands and alternating logic are examples of this approach [1].
In summary, a large set of techniques are available in the fault tolerant computing area which can 
be applied to make a VLSI system reliable. Unfortunately, in their most general form (duplication and 
comparison), the area overheads are too high (more than 100%), though lower cost custom tailored techniques 
are available for specific functions [2].
Ensuring the reliability of combinational circuits involves only the checking of primary outputs. To ensure
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the reliability of sequential circuits, on the other hand, is more complex due to the dependence of internal 
states. When an error occurs, it is crucial to make sure that the next state is correct in addition to the 
outputs. In other words, if a fault is present, it is desirable to detect the fault as soon as possible, preferably 
in the current state instead of some states later.
In this paper, we propose procedures to synthesize fault-secure sequential circuits: circuits that under 
faults will either produce the correct outputs, or will flag an error if the output is incorrect. With a given 
state transition graph description of a sequential machine, this procedure will produce a fault-secure logic 
implementation of the circuit. This logic level implementation is capable of detecting any single fault in the 
circuit, assuming the primary inputs are fault-free.
Two synthesis schemes for generating sequential circuits with the ability to detect single stuck-at faults 
are studied in this paper. The first scheme uses simple duplication of a given sequential circuit augmented 
with a totally self-checking (TSC) comparator for fault detection. The generation of the duplicated circuit 
and the appropriate comparators are integrated into the synthesis system.
For the second scheme, we utilize a modified state assignment, parity code, and Berger code to detect 
any single fault in the circuit. The state assignment utilizes a minimum distance two code for single fault 
detection in the next state logic. Each next-state variable is generated with an independent logic cone so 
that a fault in the logic will not affect more than one bit in the next state. Errors in the present state are 
checked by a TSC parity checker, thus any single fault in the state variables can be detected. The output 
logic consists of a multilevel logic which is synthesized under the contraint that every factor that is shared 
among various output nodes appears in the positive phase only. All of the TSC checkers used in the circuits 
are capable of detecting faults within themselves. The resulting sequential machine will signal errors if any 
single fault occurred in any part of the sequential machine.
While the theory for such techniques have been known to the fault-tolerant computing commmunity, the 
contribution of this paper is to integrate those techniques in the framework of sequential logic synthesis, 
implement such a logic synthesis system as part of the UC Berkeley OCT/VEM tools, and to evaluate 
the overheads of' the schemes after performing a complete place and route using standard cell design. The 
overhead of the two schemes are studied by applying the synthesis techniques to several benchmark sequential 
circuits.
The paper is organized as follows. Section 2 summarizes previous work in the area. Section 3 includes 
some of the preliminaries for this paper. Section 4 provides an overview of the synthesis methods using 
duplication. Some of the implementation issues and methods of the second scheme are described in Section 
5. Results of the implementation are described in Section 6.
2
2 Previous Work
Fault-tolerant sequential machines have been studied as early as in [11]. In that paper, methods were 
presented for utilizing error correction codes in synchronous systems to improve reliability and gain fault- 
tolerance. Later in [12], Russo showed an example of a fault tolerant machine by the use of distance-3 
codes. Then in [13], Meyer investigated a technique for synthesis of fault tolerant state-assigned machines 
which resumed the original behavior even if faults occured in the system in some limited manner. In all 
these methods, the basic approach proposed is to use a distance-3 codes for the state encoding, and having 
each state variable implemented by an independent logic circuit so that a single fault in the circuit will only 
produce an error in a single bit position of the state variables. Hence, the single fault can be masked by the 
decoder which decodes the state variables.
In [14, 15], Sengupta et al discuss single and multiple fault tolerance in sequential machines, and the idea 
of fail-safe realization for a synchronous sequential machine. Effective linear error-correcting codes are used 
for the realization of fault-tolerant sequential machines.
Leveugle et al [9, 10] have proposed a design methodology for finite-state machine design using a distance- 
3 encoding with intrinsic fault tolerant and recovery capabilities, where in the presence of a single bit error 
produced by a single fault, the state decoder corrects the error with the use of distance-3 codes. It is again 
assumed that each state variable is produced by an independent logic cone. More recently, this approach has 
been extended to synthesize such circuits automatically [4].
All of the above work is targeted towards error correction, i.e. fault tolerant finite-state machine design, 
whereas our work simply deals with fault/error detection.
In [20], Devadas et al have shown an approach for synthesizing irredundant output logic and next-state 
logic. By having independent input cones implementing the logic circuits of the next state variables, a 
minimum distance two code will ensure that any single fault in the next-state logic will produce an invalid 
state at the state variables. This work was targeted to design testable finite-state machines, whereas' we are 
interested in the design of online fault detection methods.
Wang and Jha [21] have proposed different methods for self-checking combinational and sequential circuits. 
The combinational circuits were generated as inverter-free networks. The primary outputs were encoded with 
the Berger code, and the state outputs were encoded with an m-out-of-n code. Since the state encoding uses 
m-out-of-n code, this approach does not need the assumption of independent logic cones for each state 
variable, but assumes the use of inverter-free logic circuits to guarantee unidirectional errors from single 
stuck-at faults. Experiments were done using synthesis tools to compute the costs of the overhead only in 
terms of literal counts. Hence, the area increase due to the requirements of additional filp-flops or checkers 
were not considered.
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Figure 1: A Mealy machine representation.
De et al [22, 23] have proposed the RSYN synthesis system for generating combinational circuits with 
error detection capabilities. Two schemes have been proposed, one using a Berger code, the other using a 
parity code. Experimental results of synthesis using both the schemes on various benchmarks have been 
presented and compared to a simple scheme using duplication.
The work described in this paper is unique in that (1) it is meant for generating sequential circuits with 
online fault detection (fault-secure) capability (not for fault tolerant or testable designs) (2) it provides an 
integrated synthesis system for truly synthesizing reliable circuits as opposed to just the theoretical design 
(3) experimental evaluation of the actual layout overheads for various benchmark circuits using a standard 
cell design method by actual placing and routing the cells together with all the checkers, encoders, decoders, 
etc. (4) it uses a different encoding from previous methods of sequential logic synthesis with fault detection.
3 Preliminaries
A finite state machine (Mealy model) is defined as a quintuple (I,0,S, 5, u;), where I,0,S are respectively 
the set of inputs, outputs and states, 5: I x S -> S is a state transition function, and u: I x S -> O is the 
output function. These machines are described by their state transition graph, and then implemented using 
a bank of flip-flops to store the current state, and combinational logic for the next state and output function 
computation as shown in Figure 1.
The classical synthesis of a finite state machine involves three main phases: state assignment, boolean
f
equation generation and logic structure generation^6, 17]. In the first phase, binary codes are assigned to the 
FSM states. Examples of state encodings are the one-hot encoding (where the state binary codes have as many 
bits as there are states in FSM, of which only one bit is set to 1), and the compact encoding which uses log(S) 
bits to denote S states, and performing the state assignment to minimize the estimate of combinational logic 
required to implement the encoding. Some state assignments are targeted to minimize the combinational
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logic area assuming two-level implementations, others are targeted to multi-level implementations. The 
second phase is the generation of boolean equations given the state assignment and the behavior of the FSM 
Mealy machine model. The third phase is the logic structure generation which includes logic minimization, 
factorization and technology mapping.
To synthesize a sequential circuit with error detection, it is important to make sure that each part of 
the circuit can detect the fault when one occurs. Since the next state depends on the primary inputs and 
the current internal state variables, caution must be taken to ensure that the faults in the circuit will either 
produce the correct output or yield a invalid result to preserve the fault-secure property [18]. For a sequential 
circuit to detect any single fault, both the logic to produce the primary output and the logic to generate the 
next state must have the ability to detect possible errors. We now provide a few definitions related to fault 
detection in sequential circuits.
A sequential circuit is self-testing if, for every fault from a prescribed fault set, the circuit produces a 
noncode space output for at least one input received during normal operation.
A sequential circuit is fault-secure if, for every fault from a prescribed fault set, the circuit never produces 
an incorrect code space output for normal inputs. More formally, a sequential circuit is fault secure for an 
input set V C I, and a fault set Fs if for any input X in I, and for any fault f in Fs, and for any state s in S„ 
either (1) 5f  (X,q) =  <5 (X,q) and u f  (Sf  (X,q)) =  u  (6 (X,q)) or (2) u>f  (6 (X,q)) is not in S.
The designs that we will synthesize will be fault-secure sequential circuits.
4 Approach 1: Synthesis using Duplication
The first automated synthesis procedure we have integrated within the logic synthesis system is a complete 
duplication scheme in which the given circuit of the finite state machine is duplicated by the system auto­
matically. A totally self-checking comparator compares the outputs of the output logic of the two copies 
of the sequential machines. The synthesis system also automatically generates the circuitry for the TSC 
comparator which has been parameterized with the number of inputs. The duplication scheme is shown in 
Figure 2. The error signals (zO and zl) are dual-rail coded, i.e., valid code words are 01 and 10. If there 
is any fault in the comparator or if two signals are not equal, then the error signal will become a non-code 
word. The TSC comparator using a TSC dual-rail checker is shown in Figure 2, based on the design given 
in [2].
The dual rail checker checks if a pair of signals is coded in l-out-of-2 codes, i.e., whether only one of the 
two signals has the logic value 1. An implementation of 2-bit TSC dual rail checker is also shown in Figure 2 
[2]. Two 2-bit signals, aia0 and &i&0, are compared for dual-rail property in the circuit shown in the figure. 
A totally self checking dual rail checker for any width of the signal vector can be implemented by the use of
5
Figure 2: Schematic for the total duplication scheme.
2-bit TSC dual-checker as a building block.
5 Approach 2: Coding M ethod
In this section, we will propose a second logic synthesis scheme based on the usage of the Berger code on the 
output vector of a combinational block realizing the output logic of the finite state machine, and the use of
a parity code for the state vector.
A block diagram for this proposed fault-secure circuit is shown in Figure 3.
For the logic that generates the next state to detect an error, one solution is to modify the state assignment 
of the finite state machine so the Hamming distance between any pair of states is at least two [19]. In doing 
so, any single fault in the state logic will produce an invalid next state. However, one has to make sure that 
no more than one bit in the flip-flops may be affected simultaneously by a single fault in the input circuitry. 
Therefore, in order to constrain that a single fault only causes single bit errors in the next state, the input 
logic to the flip-flops cannot have any sharing of gates. In other words, each flip-flop generated by this design
will have its own independent input cone.
We assume a state assignment where the states are encoded with an even number of Is. Such an encoding 
guarantees a Hamming distance of two. An even-parity checker can be used to verify the correctness of the
flip flops.
We now address the synthesis of the output logic. A Berger code is used to detect errors that may arise 
in the output logic which can in general have multiple inputs and multiple outputs. The Berger code is 
a systematic code where given an information vector X, a code vector C(X) is attached to it, where C(X) 
denotes the count of zeros in the information vector. The Berger code can detect single bit errors and multiple
S’e.
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Figure 3: Fault tolerant circuit block diagram
bit unidirectional errors. Due to the sharing of common terms in a multilevel circuit, a single fault in a logic 
gate of a multilevel circuit can potentially affect multiple outputs. If the fault causes one output to yield 
an erroneous value 1 instead of the correct value 0 and simultaneously another output to yield an erroneous 
value 0 instead of the correct value 1, we cannot detect the fault using Berger code. For example, in Figure 
4, the fault shown can produce a bi-directional error at the primary outputs Op and Oq. This is due to the 
fact that the path to the output Op does not have any signal inversion, where as the path to the output 
Oq has one signal inversion. Hence, we have to implement the multilevel circuit in such a way that any 
single fault in the circuit results in unidirectional errors at the outputs. De et al [22, 23] have proposed an 
implementation of the multilevel circuits with Berger coded outputs under some constraints. The MIS [3] 
logic synthesis algorithm is based on algebraic factorization, where given some boolean expressions, common 
factors are extracted and synthesized in the circuit as a node in the boolean network. Then the expressions 
which need that common factor use the new node instead of implementing that common factor many times. 
In the MIS system, the factor can be used in its uncomplemented form , or it can be used in its complemented 
form. But in the RSYN system [22, 23], the usage of a common factor is restricted such that it can be used 
only in its uncomplemented form but not in its complemented form. Let F be a common factor and y be the 
variable representing the factor. The variable y must appear in positive phase only (i.e., it must appear as y 
but not as y) inside the function which is represented in sum-of-products form of all the nodes which share 
that factor. In other words, a factor can be used only in its positive phase and not in its negative phase. We 
propose the use of such a synthesis method to generate the multilevel circuit to implement the output logic.
7
Figure 4: A fault in a general multilevel circuit can produce a bi-directional error at the primary outputs
T heorem  1 The sequential circuit synthesized using the above design methodology is fault-secure with respect 
to all the faults except the faults at the primary inputs.
Proof:
(1) Faults in next state logic
Let us assume there is a fault at the output of an internal node v in the next state logic. A stuck-at fault 
on that node will be reflected as a single bit error at the state vectors. This will result in a noncode word at 
the state vector, and will be detected by the parity checker.
(2) Faults in flip-flops
Let us assume there is a stuck-at fault at a flip flop, A stuck-at fault on that node will be reflected as 
a single bit error at the state vectors. This will result in a noncode word at the state vector, and will be 
detected by the parity checker.
(3) Faults in output logic
Let us assume there is a fault at the output of an internal node v in the output logic. Since that node 
appears only in the positive phase in the expressions of its fanout nodes in the sum-of-product expression, a 
stuck-at-1 fault at the output of v will result in a unidirectional error (0 to 1) at its fanouts. This process will 
produce unidirectional errors (0 to 1) at the primary outputs of the circuit. By following a similar argument, 
we can show that a stuck-at-0 fault at the output of v will result in unidirectional errors (1 to 0) at the 
primary outputs. Any fault inside the complex gate which implements the functionality of v will affect the 
output of v if the fault is sensitized. Thus, for some input combinations for which the fault is sensitized, the 
fault will look like either a stuck-at-1 or a stuck-at-0 fault at the output of v. As shown before, this will result 
in unidirectional errors at the primary outputs of the circuit and will be detected by the Berger checker.
(4) Faults in primary inputs
The primary inputs may appear in both positive and negative phases in the expressions of primary outputs
8
Figure 5: Circuit synthesis flow chart.
in two-level form. Hence, potentially it can produce a 0 to 1 error at one primary output and a 1 to 0 error 
at another primary output. Thus, the faults at the primary inputs does not produce unidirectional errors at 
the primary outputs in general. These faults need to be checked using totally self checking dual rail input 
checkers. □
5.1 Implementation Issues
There are several implementation issues that need to be added to the proposed synthesis process: State 
assignment of the internal states, splitting up the state-generation into separate cones, and merging of all 
the cones, output logic, etc. The order of the implementations are shown in Figure 5.
5.2 State Assignment
For the sequential circuit to be capable of detecting single errors, the Hamming distance between any two 
states has to be at least two. In our implementation, the following assignment strategy is used. The first
t
state to be encoded is assigned ’O’, and a binary counter is reset to 0. All of the following states to be encoded 
will compare to all previously determined states to ensure that the minimum distance with all of the existing 
states is at least two. The binary counter is incremented when this minimum distance is less than two. If the 
number of bits is not enough to represent the new state, the length of binary bit representation for states is 
incremented by 1. In addition, a ’O’ is appended to the end of every existing state, with the counter reset to
9
Table 1: Different Iterations in the State Assignment
State 11 12 13 14 15 16 17 18 19
state 1 00 00 000 000 0000 0000 0000 0000 00000
state 2 11 110 n o 1100 1100 1100 1100 11000
state 3 Oil Oil 0110 0110 0110 0110 01100
state 4 101 1010 1010 1010 1010 10100
state 5 0011 0011 0011 0011 00110
state 6 0101 0101 0101 01010
state 7 1001 1001 10010
state 8 m i l i n o
state 9 00011
’O’, and the new state being all ’0’s followed by a T . An example of a state assignment for a circuit of nine 
states is the following.
5.3 Splitting into sub-circuits
The circuit is divided into three major sections, the state-generation logic, the checking logic for both state 
and output bits, and the output logic.
In order to avoid multiple-bit changes due to a single error in the state-generation logic, the logic of each 
individual flip-flop cannot allow sharing of gates. So instead of producing a single circuit for all of the flip- 
flops, every input cone has to be generated separately with its primary inputs and the corresponding state 
flip-flops. In this fashion each of the cones is synthesized and optimized. The checking logic components in 
the circuit consist of the parity checker, Berger-code generator, and the dual rail comparator. Each of them 
is individually built to fit the overall circuit. All of the components need to be optimized so that they occupy 
the least area possible. The output logic circuitry, however, cannot be optimized in the same fashion because 
it cannot allow both positive and negative phase factors to coexist. This is to ensure that the Berger code 
generated will detect all unidirectional errors correctly as described earlier.
The Berger code generator has been implemented using full adders and half adders based on the efficient 
modular design for a Berger code generator using a recursive procedure described in [8]. The Berger code 
generator is called a maximal length Berger code generator if I =  2k - 1, where I is the number of information 
bits and k is the number of check bits. This kind generator can be implemented by using a set of full adders. 
An example of Berger code generator is shown in Figure 6 for I =  7 and k =  3. If I ^  2fc - 1, the Berger code 
generator is implemented using full adders as well as half adder modules.
The Berger code generator and the totally self-checking equality comparator is generated automatically 
by our synthesis system.
10
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Figure 6: The Berger code generator for 1=7, k=3.
The output network consists of three sections: a combinational logic section that generates the primary 
outputs and their corresponding encoded Berger code, a Berger code generator which produces the Berger 
check bits from the primary output bits, and a totally self-checking dual rail comparator that compares the 
encoded Berger bits with the generated Berger bits. Using this implementation, faults in the output circuit 
will be detected.
5.4 Merging of all sub-circuits
After all the sub-components of the circuit have been built, they need to be put together into a combined 
circuit that contains each of the flip-flop disjoint circuits, the non-inverting output circuit with Berger code, 
the parity checker for the state, Berger-code generator circuit, and the TSC dual rail checker.
Merging the logic driving disjoint flip-flops is trivial due to the fact that each of the flip-flop logic is 
already in its separate cone. The only conflict that may arise is that they may have identical internal node 
names. This can be avoided by appropriately renaming the internal nodes.
The task of merging the rest of the components involves more complexity. The inputs to these components 
have to be connected with outputs of other circuits. For instance, the inputs to the parity circuit are the 
outputs of the flip-flops; the inputs to the Berger-code generator are the primary outputs of the circuit, etc. 
Name-matching in this case is kept in a look-up table fashion so that the input names for each of these 
sub-circuits will correspond with the output names of the other circuits that feed them.
When merging of all the sub-circuits is completed, it is crucial that this combined circuit does not undergo 
any simplification or optimization, since by doing so the disjoint property of the input cones and the non­
inversion property of the output circuit may be lost.
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Figure 7: Plot of area overheads vs. original circuit size
6 Experim ents and Analysis
The two synthesis methodologies described in the paper are used to compare the resulting layout areas.. The 
first scheme uses straight-forward duplication of the original circuit with a TSC checker appended at the 
output to detect possible errors. The second scheme uses the coding scheme. We will now report on the 
results of the area overhead for the schemes for various sequential logic synthesis benchmarks. Each of the 
circuits were synthesized using our modification to the OCT/VEM synthesis system and mapped onto the 
2 fi CMOS cell libraries of the OCT/VEM system. They were subsequently placed and routed by using the 
Timberwolf place and route package within the OCT/VEM system.
We want to emphasize here the fact that all the necessary checkers that are needed for different schemes 
are generated and the area required to implement them is included in the data presented in the subsequent 
tables. The area of the circuit is given in A2, where A is the minimum size in any technology, which for a 2 
micron technology refers to 1 micron.
Forty benchmark circuits are used for the experiments. The resulting areas range widely from a small 
circuit of size 163800 A2 to a larger circuit of size 4797700 A2. Table 2 shows the characteristics of the 
benchmark circuits along with the area information without any fault detecting capabilities. Table 3 shows 
the resulting areas using the duplication scheme and the coding scheme. From the results in the tables, a 
corresponding plot is shown in Figure 7. In this study, the circuits whose original areas are under 1000000 
A2 are considered small circuits, while the rest of the benchmark circuits are considered to be larger circuits.
In the duplication approach (Scheme 1), there is a lower bound of 100% for duplication of the original 
circuit, with extra overhead due to the TSC comparator at the output. For the larger circuits, the overhead 
averages to be 110%. In the coding approach (Scheme 2) the area overhead shows a decreasing trend as the
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Table 2: Original Benchmark Circuit Information and Layout Areas
Circuit Name #  Inputs #  Outputs #  States Original Area
train4 2 1 4 163.8
tav 4 4 4 170.9
shiftreg 1 1 8 200.7
lion 2 1 4 201.2
me 3 5 4 202.6
s27 4 1 6 248.7
bbtas 2 2 6 265.7
modulol2 1 1 12 328.8
beecount 3 4 7 344.3
dk27 1 2 7 383.2
dkl5 3 5 4 391.8
dkl7 2 3 8 434.4
traini 1 2 1 11 459.0
lion9 2 1 9 487.3
dk512 1 3 15 513.4
ex5 2 2 9 513.9
ex4 6 9 14 522.6
s8 4 1 5 589.7
opus 5 6 10 629.0
ex6 5 8 8 629.6
ex3 2 2 10 634.2
bbara 4 2 10 654.8
markl 5 16 15 705.2
ex7 2 2 10 714.5
bbsse 7 7 16 804.1
sse 7 7 16 829.2
dkl4 3 5 7 1195.1
ex2 2 2 19 1198.6
keyb 7 2 ~ i< r 1371.1
cse 7 7 16 1400.6
s208 11 2 18 1588.6
sia 8 6 20 1962.0
donfile 2 1 24 2101.8
si 8 6 20 2158.4
dkl6 2 3 27 2900.5
exl 9 19 20 3010.9
sand 11 9 32 3787.3
styr 9 10 30 3895.6
pianeti 7 19 48 4715.0
planet 7 19 48 4797.7
Notel: Areas are in lambda2. , 
Note2. Table is sorted by original areas.
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Table 3: Area Overheads of Two Schemes
Circuit Scheme I Scheme II
Name Area % Overhead Area % Overhead
train4 347.6 112.2 276.6 68.9
tav 440.0 157.5 520.5 204.6
shiftreg 421.4 109.7 442.2 120.3
lion 422.4 109.9 423.2 110.3
me 570.7 181.7 660.0 225.7
s27 517.4 108.0 623.3 150.6
bbtas 565.0 112.6 585.6 120.4
modulol2 677.6 106.1 674.2 105.0
beecount 786.8 128.5 875.1 154.2
dk27 800.0 108.8 542.8 41.6
dkl5 949.1 142.2 1014.5 158.9
dkl7 929.9 114.1 941.9 116.8
traini 1 938.0 104.3 980.8 113.7
lion9 994.6 104.1 907.3 96.2
dk512 1087.9 111.9 989.1 92.7
ex5 1061.4 106.5 848.3 65.1
ex4 1284.9 145.9 1423.8 172.4
s8 1199.4 103.4 734.4 24.5
opus 1391.2 121.2 1462.3 132.5
ex6 1453.5 130.9 1746.1 177.3
ex3 1302.0 105.3 991.0 56.3
bbara 1343.2 105.1 1203.2 83.8
markl 1893.8 168.5 1920.0 172.3
ex7 1462.6 104.7 871.1 21.9
bbsse 1799.7 123.8 2018.4 151.0
sse 1849.9 123.1 1924.9 132.1
dkl4 2555.7 113.8 1456.2 21.8
ex2 2430.8 102.8 1822.8 52.1
keyb 2775.8 102.5 2769.1 102.0
cse 2992.7 113.7 2355.5 68.2
s208 3209.6 102.0 1657.4 4.33
sia 4057.2 106.8 2619.7 33.5
donfile 4223.6 101.0 2405.0 14.4
si 4450.0 106.2 4748.9 120.0
dkl6 5862.1 102.1 3062.8 5.6
---------------- f
exl 6588.4 118.8 5821.6 93.4
sand 7813.6 106.3 6642.9 75.4
styr 8027.3 106.1 7317.5 87.8
pianeti 9996.6 112.0 7417.0 57.3
planet 10162.0 111.8 7655.2 59.6
Notel: Areas are in lambda2.
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size of the circuit increases, as shown in Figure 7.
Clearly from the plot, it can be deduced that for very small circuits, it is often cheaper to implement high 
reliability by the simple duplication approach. On the contrary, as the circuit size grows larger, the coding 
scheme becomes much more attractive. This is intuitively so because for small circuits, the extra checking 
components added in the proposed scheme are comparable to the original circuit in size, in addition to the 
extra overhead of having disjoint cones for the input logic. For larger circuits, on the other hand, the overhead 
due to the extra logic is small compared to the original circuit, thus the proposed scheme out-performs the 
simple duplication approach.
7 Conclusions
In this paper, we proposed two schemes for reliability driven sequential logic synthesis. The first uses a 
straight-forward duplication approach, where the given circuit of the finite state machine is duplicated and 
the outputs of the machines are checked using a TSC comparator. The second scheme uses a coding approach. 
The states of the FSM are encoded using a distance 2 even parity code. The next state logic is implemented 
using independent logic cones for each state variable. The output logic is implemented using multilevel logic 
whose output is Berger coded, and is checked using Berger checkers.
The two schemes for synthesis have been integrated into the OCT/VEM synthesis tools. Experimental 
results on several sequential benchmark circuits have been obtained. The results show that for small circuits, 
the area overhead is smaller for the duplication scheme, namely about 150% compared to 200% for the 
coding scheme), while for large circuits, the area overheads for the coding sheme are quite small, about 60%, 
compared to the 110% for duplication schemes. Hence, we believe the coding scheme to be a very viable 
approach for reliable circuit synthesis for sequential circuits.
Future work in the area needs to be done on improving the coding schemes to come up with alternate 
coding methods. It would also be interesting to perform some research into improved state assignments using 
the distance 2 encoding which would be targeted to minimizing the area of the next state and output logic.
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