Abstract-In this paper, we develop an orthogonal precoding scheme for integer-forcing (IF) linear receivers using the steepest gradient algorithm. Although this scheme can be viewed as a special case of the unitary precoded integer-forcing (UPIF), it has two major advantages. First, the orthogonal precoding outperforms its unitary counterpart in terms of achievable rate, outage probability, and error rate. We verify this advantage via theoretical and numerical analyses. Second, it exhibits lower complexity as the dimension of orthogonal matrices is half that of unitary matrices in the real-valued domain. For finding "good" orthogonal precoder matrices, we propose an efficient algorithm based on the steepest gradient algorithm that exploits the geometrical properties of orthogonal matrices as a Lie group. The proposed algorithm has low complexity and can be easily applied to an arbitrary MIMO configuration. We also confirm numerically that the proposed orthogonal precoding outperforms UPIF type II in some scenarios and the X-precoder in high-order QAM schemes, e.g., 64-and 256-QAM.
Steepest Gradient-Based Orthogonal Precoder for Integer-Forcing MIMO I. INTRODUCTION F UTURE wireless networks are facing unprecedented challenges as the number of wirelessly-connected devices such as smartphones, tablets, computers, and sensors is dramatically increasing. Furthermore, the emergence of abundant software applications demanding high quality media, e.g., images and videos, results in the tremendous increase of the global network traffic. This situation leads to the demands of massive wireless network access and high data transmission rate. The scarcity of the available spectrum frequency makes these challenges more difficult to overcome. The use of multiple antennas at both transmitter and A. Sakzad is with the Faculty of Information Technology, Monash University, Clayton, VIC 3800, Australia (e-mail: amin.sakzad@monash.edu).
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Digital Object Identifier 10.1109/TWC. 2019.2950010 receiver in a wireless communication system known as the multiple-input multiple-output (MIMO) system [1] has emerged as one key technology to cope with the above problems. Exploiting multi-path scattering, MIMO offers significant improvement in terms of transmission reliability (diversity gain) and data transmission rate.
To realize the advantages of MIMO, it is important to design an optimal or near-optimal receiver. A maximum likelihood (ML) receiver has optimal rates and probability of error [2] . However, its complexity increases exponentially with respect to the number of antennas. As alternatives, zero-forcing (ZF) or minimum mean square error (MMSE) receivers are often employed [3] . These receivers apply a linear transformation such that the MIMO channel can be seen as a sequence of single-input single-output (SISO) channels, and hence, the decoding complexity is greatly reduced. However, this advantage comes with the cost of a performance loss which can be significant especially in the low signal-to-noise power ratio (SNR) regime. Zhan et al. proposed a MIMO linear receiver called integer-forcing (IF) receiver [4] which achieves significantly better error performance than ZF and MMSE receivers with nearly the same decoding complexity for slowfading channels. In the IF receiver framework, the transmitter employs nested lattice codes and the receiver approximates the channels with a "good" full rank integer matrix A. Since an integer linear combination of lattice codewords is again a codeword, the receiver can use SISO decoding to decode each linear combination, and subsequently recover the transmitted messages by solving a simple linear equation system. It has been shown that IF receivers achieve the optimal diversitymultiplexing tradeoff (DMT) [5] , [6] and yield numerical error performance that is quite close to that of the optimal ML receiver [4] , [7] .
While the advantages of MIMO can be achieved when the channel state information (CSI) is only available at the receiver, these can be further enhanced when the transmitter has some level of knowledge of CSI. The transmitter exploits CSI for encoding information symbols prior to transmissions to increase the reliability against the channel fluctuations; this technique is known as precoding [8] . Many precoding schemes are designed for MIMO with quadrature amplitude modulations (QAM) and ML receivers. For instance, Vrigneau et al. [9] proposed a specific precoding scheme for 4-QAM MIMO systems with ML receivers. This precoding is optimal and has been shown to outperform all MMSE receiver-based precodings. However, despite its optimality, it is hard to further extend the idea to higher-order QAM because of its high complexity. In [10] , Mohammed et al. proposed precoding schemes for more general QAM with ML receivers, namely X-and Y-precoders. These precoding schemes can achieve error performance close to that of [9] and can be easily employed for an arbitrary MIMO configuration. However, when full transmission rate is used, X-and Y-precoders cannot achieve full diversity gain. Moreover, since they are designed based on the minimum distance of the received QAM constellations, the error performance degrades as the constellation size increases.
The subject of this paper is precoding schemes for MIMO with integer-forcing receivers (IF-MIMO). The performance of this kind of precoding is not dictated by the minimum distance of received constellations, and hence, it can excel in high-order modulation schemes. In [11] , Sakzad and Viterbo proposed unitary precoded integer-forcing (UPIF), a precoding scheme designed for IF-MIMO where the precoder matrices are from groups of unitary matrices. They showed that UPIF achieves full diversity gain while allowing full rate transmission. Two types of UPIF were introduced. The first type of precoder (UPIF I) is designed for each channel realization based on the minimum distance of a lattice generated by the precoder matrix. The second type of precoder (UPIF II) is designed for all channel realizations based on the minimum product distance [12] of the generated lattice. In this paper we are particularly interested in UPIF I where the precoder matrix adapts to each channel realization. Finding the optimal precoder matrix of UPIF I is a hard problem due to the involvement of the unitary constraint [13] and the lattice minimum distance problem [14] [15] [16] . For 2×2 MIMO systems, a simple parameterization technique finds the optimal UPIF I precoder matrix [11] . But for higher-order MIMO, this technique is computationally expensive because an exhaustive search over multiple parameters is required. This paper addresses this problem and proposes an efficient algorithm for finding good orthogonal precoders matrices that are applicable to any MIMO dimension. The summary and contributions of this work are as follows. 1) In [11] it is shown that the search space for optimal UPIF I precoder matrices is groups of unitary matrices. However, in this paper we argue that it is sufficient and even superior to only search over groups of orthogonal matrices. 1 Unitary precoder matrices do not guarantee better achievable rate and outage probability than orthogonal precoder matrices; this is shown using Propositions 1 and 3. Via numerical evaluations we confirm that indeed the orthogonal precoder outperforms its unitary counterpart in terms of achievable rate, outage probability, and error rate. Besides the performance advantage, the orthogonal precoder also has lower complexity as the dimension of orthogonal matrices is half that of unitary matrices in real-valued domain. In other words, we show that the orthogonal precoder is more favorable in terms of both performance and complexity compared to unitary precoders for UPIF I. 2) We propose an efficient algorithm for finding good orthogonal precoder matrices. This algorithm is based on the steepest gradient algorithm and exploits the geometrical properties of orthogonal matrices as a Lie group [13] , [17] , [18] . The main difficulty of the optimization problem comes from the simultaneous inclusions of (i) an orthogonality constraint and (ii) the lattice minimum distance problem. Without the minimum distance problem, we could immediately use existing steepest gradient algorithms. However, the inclusion of (ii) makes the optimization problem non-differentiable and much harder. Our approach is to divide the problem into two sub-problems, and develop algorithms based on steepest gradient and random search algorithms to solve them. Discussion of the proposed algorithm is presented in Section IV.
Compared to the parameterization technique [11] , [19] , the proposed algorithm has lower complexitythe proposed algorithm has polynomial complexity of O(M 4 log M ), while the parameterization technique
where M is the number of antennas and ν is a constant, cf. Section V.
3) We present and analyze the results of computer simulations comparing the proposed schemes with existing schemes. The numerical results show that:
• Orthogonal precoder matrices are superior to unitary precoder matrices for integer-forcing MIMO.
• Despite its lower complexity, the proposed steepest gradient-based algorithm achieves performance identical to the parameterization technique.
• Even though X-precoders are designed specifically for QAM, our proposed schemes are remarkably better (in terms probability of error) in high-order QAM schemes, e.g., 64-and 256-QAM.
• The proposed schemes outperform UPIF II in some scenarios, e.g., 4 × 4 MIMO.
Compared to our earlier conference paper [20] , this paper provides Propositions 2 and 3, their proofs, and detailed performance analyses. This paper also presents details of computational complexity analysis in Section V and adds substantial numerical results to validate the advantages of the proposed schemes. Notation: Let R, C, Z be the real, complex, and integer numbers, respectively. Z[i] denotes the Gaussian integers. For any complex number, (·) and (·) denote its real and imaginary components, respectively. Let O(n) and U (n) respectively denote the orthogonal and unitary groups of dimension n. 2 Boldface lowercase letters denote vectors, e.g., a ∈ Z n , while boldface uppercase letters denote matrices, e.g., A ∈ Z n×n . The Hermitian and the regular transpose operations are expressed by (·)
H and (·) T , e.g., A H and A T , respectively. The inversion of the regular transpose is denoted
The general logarithm is with base 2, unless otherwise stated.
II. PRELIMINARIES
In this section we recall some essential lattice-related definitions that are useful for understanding our proposed technique. A lattice is a discrete subgroup of the Euclidean space with vector addition operation. Formally, lattices are defined as follows.
Definition 1 (Real-Valued Lattice): Given a full-rank generator matrix G ∈ R n×n , the real-valued lattice Λ(G) is composed of all integral combinations of the column vectors of G, i.e.,
Definition 2 (Dual Lattice): For a real-valued lattice Λ(G) with a full-rank generator matrix G ∈ R n×n , the dual lattice is
Definition 3 (Complex-Valued Lattice): Given a full-rank generator matrixG ∈ C n×n , the complex-valued lattice Λ(G) is defined similarly to the real-valued lattice as
In the following, a few important notions associated with lattices is given.
Definition 4 (Successive Minima): For an n-dimensional lattice Λ(G) generated by a full-rank matrix G, the l-th successive minimum, 1 ≤ l ≤ n, is defined as
where the minimum is taken over all sets of l linearly independent vectors in Λ(G). In other words, λ l (G) is the smallest real number r such that there exist l linearly independent
Note that the first successive minimum of Λ(G), i.e., λ 1 (G), is its minimum distance. The successive minima are non-decreasing,
Definition 5 (Fundamental Voronoi Region):
The fundamental Voronoi region of an n-dimensional real-valued lattice Λ, denoted by V Λ , consists of all points of the underlying space that are closer to the origin 0 than any other lattice point, i.e.,
The Voronoi region associated with each t ∈ Λ is a shift of V Λ by t. The fundamental Voronoi region of a complex-valued lattice is defined similarly. Definition 6 (Nested Lattice Code [21] [22] [23] ): Given two lattices Λ c and Λ s where Λ s ⊂ Λ c , the nested lattice code C is defined as the coset leaders of the quotient group Λ c /Λ s that are within the fundamental Voronoi region of Λ s , i.e.,
3 We use only Λ to denote a lattice when its generator matrix is undefined.
Λ c is the fine lattice used for coding and Λ s is the coarse lattice used for shaping. The rate of C is R = 1 n log |C| .
III. IF MIMO WITH ORTHOGONAL PRECODER

A. System Model
Without loss of generality, we consider a point-to-point MIMO system where each transmission end is equipped with M antennas, i.e., an M × M MIMO system. The channels are assumed to be quasi-static flat-fading, remaining constant over one coherence interval. CSI is known to both transmitter and receiver. Denoted by H ∈ C M×M , the channel matrix is decomposed to H = WDV H using the singular value decomposition (SVD). W, V ∈ C M×M are unitary matrices, i.e., WW H = VV H = I, and
with coding rate R. Let w m , m = 1, . . . , M, be information messages to be transmitted across MIMO channels. These messages are encoded to lattice codewords x m ∈ C using a bijective mapping E, i.e., E(
Prior to transmissions, X is precoded such that X prec = VPX, where P ∈ R M×M is an orthogonal matrix. We refer to the matrix P as the precoder matrix, which is subject to the optimization problem in this work. The received signal at the receiver is
The entries of H and Z ∈ C N ×n are i.i.d. complex Gaussian random variables ∼ CN (0, 1). We assume that random dithering is employed to ensure that the x m is uniformly distributed over the fundamental Voronoi region of Λ s . However, for simplicity, we omit the dithering notations from the exposition. Upon receiving Y, the receiver multiplies it by W H , and thus,
The receiver employs an IF receiver [4] which transforms the resulting channel in (11) into M effective point-to-point sub-channels. Hence the receiver can decode the transmitted messages using a SISO decoding rather than joint decoding across all receive antennas. In principle, the IF receiver approximates the resulting MIMO channel DP with an invertible integer matrix 4 A ∈ Z M×M by selecting an equalizing matrix B ∈ R M×M and computes
5 mod Λs is modulo operation on each row of the corresponding matrix with respect to the shaping lattice Λs. 
where c T m = a T m X mod Λ s is the desired linear combination, and
is the effective noise at sub-channel m.
Owing to the linearity property of C, the linear combination c m happens to be a codeword, and thus, the next step of the IF receiver is to decode c m from the effective pointto-point sub-channel in (16) . Letĉ m be the estimate of c m . c m is obtained usingĉ m = Q Λc (y eff,m ), where Q Λc (·) is the decoding or quantization function with respect to Λ c . Let
T , andX andŵ m be the estimates of X and w m , respectively. The transmitted symbols are obtained by solvingX = A −1Ĉ , and finally the information messages are recovered usingŵ m = E −1 (x m ).
B. Performance Metrics
Consider the performance of this MIMO system. First, define the variance of z eff,m as
To achieve a reliable communication system, b m should be chosen such that the effective noise variance σ 2 eff,m is minimized. The optimal b m is [11] 
Because (I + γD T D) −1 is a positive definite matrix, it admits Cholesky decomposition
Now let
Hence, σ 2 eff,m can be expressed as σ
Define the effective SNR of the worst sub-channel, i.e., the channel with the highest effective noise variance, as
Note that because c m is a codeword,
to recover the information messages, all c m 's must be decoded correctly. Therefore, the matrix A has to be chosen such that SNR eff is maximized. Define the optimal matrix A as
If A opt is employed, then we have the optimal SNR eff as
where
, see the definition of successive minima given in (4). Finding A opt is one of crucial problems in the IF framework. Because this problem is equivalent to finding successive minima of a lattice, we can conveniently employ the sphere decoding algorithms [2] , [14] or the LLL algorithms [24] , [25] . We can also use the recently proposed algorithms specifically for IF-MIMO [7] , [26] [27] [28] [29] [30] .
Assume that a "good" nested lattice code C [4] , [21] , [22] , [31] is employed at the transmitter. In the IF receiver framework, the worst sub-channel constitutes a performance bottleneck. Therefore, if the rate of C satisfies
then all sub-channels m = 1, . . . , M can decode their linear combination c m with a low error probability. This implies that the achievable rate of this MIMO system is
Let R t be the target rate of the system. The outage probability of the system is defined as
From (32) and (34), we know that to improve the performance in terms of achievable rate and outage probability, SNR eff,opt should be maximized. This maximization is rather difficult because SNR eff,opt is a function of the largest successive minimum of a lattice. However, we can bound SNR eff,opt with the minimum distance of its dual lattice, which makes the optimization easier. For this purpose, we use the following proposition.
Proposition 1: Consider the aforementioned IF-MIMO system with an orthogonal precoder matrix P. The effective SNR of the worst sub-channel is lower bounded by
where L P is defined in (23) and
The proof is given in Appendix A.
Using Proposition 1, we now can bound the achievable rate of the system as
and the outage probability as
Define the error probability of the system as
This error probability is dependent of the nested lattice code C employed by the system. From a practical point of view we may consider 2 2q -QAM constellations for a positive integer q, e.g., 4-QAM, 16-QAM, and 64-QAM. These constellations are equivalent to the nested lattice code Λ c /Λ s with Λ c = αZ [i] and Λ s = 2 q Λ c , where α is a positive real number. Employing this code, the error probability of the system is given by the following proposition.
q Λ c , where 1 < q ∈ Z and α = √ 6γ/2 2q , is employed in an M × M IF-MIMO system, the error probability is bounded as
where L P is defined in (23) .
Proof: See Appendix B.
C. Problem Statement
The performance metrics derived in (38) , (41), and (43) suggest that to achieve a good performance in terms of achievable rate, outage probability, and error probability, we should choose precoder matrix P such that λ
Formally, we define the problem of finding the optimal P as
= arg max
In other words, we have to find an orthogonal matrix P such that the minimum distance of lattice Λ(L −1 P) is maximized. Based on (45), one may argue that unitary precoder matrices can yield a larger λ 1 (L −1 P ) than the orthogonal one. Indeed, that is the case. But, recall that we derive the bounds on performance metrics in (38) , (41) , and (43) in order to ease the optimization process. The performance of the system is more directly affected by
We introduce the following proposition for the case where a unitary matrix is employed as the precoder matrix.
Proposition 3: Consider a precoded IF-MIMO system similar to the aforementioned one except that the precoder matrix is unitary. LetP ∈ U (M ) be the precoder matrix and LP = P H L be the matrix corresponding to (23) in the orthogonal precoder case. The effective SNR of the worst sub-channel is bounded as
Proof: BecauseP is a unitary matrix of dimension M , which is complex-valued, the resulting lattice Λ(L H P ) and its dual are also complex-valued with dimension M . In the realvalued domain, those lattices have dimension of 2M . Hence, following the proof of Proposition 1, the desired result is obtained.
From ). According to (32) and (34), a lower SNR eff,opt implies lower achievable rate and higher outage probability. To illustrate this phenomena more clearly, we provide a simple example in the following. On the other hand, searching over unitary matrices, we found a good unitary matrix
With this matrix we have λ 1 (L
.0550, and SNR eff,opt = 25.19 dB. If we only consider (45), surely we will chooseP as our precoder matrix because λ 1 (L
However, if we take a look at the resulting SNR eff,opt , then we must choose P as our precoder matrix because the resulting SNR eff,opt is higher which implies higher achievable rate and lower error-rate.
The above example illustrates that the search for a precoder matrix over unitary matrices does not always result in better performance than the search over orthogonal matrices. We shall note that here we do not claim theoretically that orthogonal precoder is always better than its unitary counterpart. Rather, the fact that the search for precoder matrix over unitary groups may result in worse performance than the search over orthogonal groups in spite of its higher complexity, gives us sufficient reason to adopt and recommend the orthogonal precoder.
One numerical example may not be able to validate the superiority of orthogonal precoder in terms of performance. Therefore, we also carried out numerical simulations with more than 10 5 channel realizations for each evaluated SNR and present the results in Figs 3 and 4 in Section VI. These results confirm that on average, indeed even though λ
IV. FINDING THE OPTIMAL PRECODER MATRIX
To find the optimal orthogonal precoder matrix, let us first define the objective function as follows
The optimization problem in (45) can now be written as
The difficulties of solving the optimization problem above lie within the combination of two major obstacles: (i) orthogonal matrix constraint and (ii) finding the minimum distance of the lattice Λ(L −1 P). For a 2 × 2 MIMO system, a convenient parameterization of 2-dimensional orthogonal group was proposed in [11] . The orthogonal matrix P is parameterized using one angle θ as
With this parameterization, P opt can be estimated easily by performing a simple exhaustive search over only one parameter θ ∈ [0, π/4]. Indeed, this technique performs very well for 2-dimensional orthogonal group. However, beyond that, it becomes unwieldy and prohibitively complex because the exhaustive search has to be done over M (M −1)/2 parameters (angles) [19] and the minimum distance of the resulting lattice has to be checked at every search or iteration.
A simple approach to solving optimization problems with orthogonality constraint is to perform gradient-based search algorithm such as the steepest gradient (SG) algorithm. Interestingly, by exploiting the geometrical properties of orthogonal group as a Lie group [13] , [17] , [18] , the orthogonality constraint is always naturally satisfied at every step of the SG algorithm. This means that an optimization problem with an orthogonality constraint is transformed into an unconstrained one, which makes the optimization process easier. For this reason we will use the SG algorithm on Lie groups [13] , [17] , [18] to solve our problem. As general reference for the Lie group theory, see [32] . Unfortunately, the SG algorithm on Lie groups is not directly applicable to our problem. This is because our objective function in (50) in not purely constrained with orthogonality and it is not even differentiable because it depends not only on P, but also on a discrete integer vector v. To overcome this, we break the problem down into two sub-problems.
A. Sub-Problem 1: Local Search
Observe that by fixing the integer vector v, we can transform the objective function in (50) into a differentiable function on which the SG algorithm can work. Assume that we start the search for the solution from an initial
Our first sub-problem is thus, given an initial P i with the corresponding v i , find a "good"P opt such that
This means that we must findP opt that maximizes (53) such that the minimum distance of
is a manifold, we can think geometrically that the search is done by moving over the surface of O(M ) starting from P i to a point that satisfies (54). We can also think of this search as rotating the whole lattice points L −1 P i Z until a certain degree such that its minimum distance is maximized while keeping the integer vector giving its minimum distance remains unchanged.
Like the conventional SG algorithm, the search for the solution is performed by iteratively moving from one point to another in the search space in the steepest direction. Particularly, at -th iteration, a move from the current point P to P +1 over O(M ) is made. This move is equivalent to the move from I to some point R ∈ O(M ) such that P +1 = R P . The question is then how to choose the movement matrix R .
For defining a movement in the steepest direction, we will make use of the corresponding Lie algebra o(M ) instead of O(M ) which is closed only under matrix multiplication. The Lie algebra o(M ) is the vector space of the M × M skew-symmetric matrices with additional Lie bracket operation in the form of matrix exponential [33] . Because o(M ) is a vector space which is closed under addition and scalar multiplication, it is easier to define a movement over o(M ) rather than over O(M ). O(M ) and o(M ) are connected by matrix exponential and matrix logarithm operators [32, Chapter 2]. As illustrated in Fig. 1 , any point P ∈ O(M ) can be mapped to a point S ∈ o(M ) using S = log(P) and any point S ∈ o(M ) can be mapped to a point P ∈ O(M ) using 
P = exp(S ). Thus, any movement in O(M ) is equivalent to a movement in o(M ), and vice versa.
Consider our SG algorithm at -th iteration. To move from I to R , first, we map I to a point in o(M ), which is 0 because log(I) = 0. Then, from 0 we make a move to a point S over o(M ). Once S is found, we can compute R = exp(S ), and subsequently P +1 = R P . The movement matrix S has to be decided based on the steepest gradient ofJ(P ) in the S-space. Define Δ PJ (P ) as the gradient ofJ(P) in the P-space at P = P . It is easy to derive that
Using the result from [17] , the steepest gradient ofJ(P) in the S-space at P = P is given by
For a constant μ, a move from 0 to S now can be defined as
We refer to μ as the step size. The move from P to P +1 is thus can be written as
As in the general SG algorithm, choosing an appropriate step size is crucial for the convergence. A fixed step size can ensure a convergence close to a local optimum, but in general it requires many iterations. Therefore, it is desirable to select an appropriate step size at each iteration for a faster convergence. The appropriate step size is commonly determined based on the objective function. However, in our problem, the step size depends not only on the objective function, but also on the problem constraint; that is the integer vector providing the minimum distance of the corresponding lattice must not change. From here on we refer to this constraint as integer vector constraint. To select an appropriate step size at every iteration we propose the following two steps.
Step 1: In this step, the step size is determined based on the objective function. Consider a point in O(M ) emanating from P along the steepest direction Δ SJ (P ) as a function of μ
and defineĴ Fig. 2 . An example ofĴ(μ) emanating from an orthogonal matrix P ∈ O(4) and a diagonal matrix L ∈ R 4×4 randomly generated at γ = 30 dB.
The step size at -th iteration is initially chosen such that
The optimal μ is difficult to find in general. Fortunately, our objective functionĴ(μ) in (61) has a desirable property that may be exploited to determine μ . The matrix exponential of skew-symmetric matrices in (59) induces an almost periodic [34] , [35] behavior ofĴ(μ) with respect to μ. As an example, given an orthogonal matrix P ∈ O(4) and a diagonal matrix L ∈ R 4×4 ,Ĵ(μ) is drawn in Fig. 2 , where it is shown thatĴ(μ) is periodic. 8 Therefore, to determine μ , we can use existing techniques that are used for finding local maximums of almost periodic functions. In particular, we adopt the polynomial approximation technique proposed in [35] . With this technique we find the first local maximum ofĴ(μ) (point A in Fig. 2 ) and then choose the corresponding μ as the our initial μ . If the integer vector constraint is satisfied with this initial μ , a further adjustment is not needed.
Step 2: μ obtained in the step 1 is chosen such thatĴ(μ) is maximized. This will not lead us to the solution of (54) if the integer vector constraint is not satisfied, i.e., the integer vector providing the minimum distance of
Therefore μ obtained in the step 1 has to be further adjusted such that the constraint is always satisfied. Because the initial μ from the step 1 provides the first local maximum ofĴ(μ), it is now easy to make readjustment. This adjustment is performed by iteratively halving μ or dividing μ by a constant ζ > 1 until the constraint in satisfied.
We shall note that the process of finding μ above always converges. From the step 1, μ is initialized with a value giving the first local maximum ofĴ(μ) (μ (1) in Fig. 2 ). If at this point, the integer vector constraint is satisfied, then μ is found and step 2 is not needed. Otherwise, we have to reduce μ , by dividing it with ζ > 1. For example, with ζ = 2, in Fig. 2 8Ĵ (μ) function in Fig. 2 is periodic, but in general, matrix exponential of of skew-symmetric matrices induces almost periodic function [35] . 
2: Initialize = 0, P = P i . 3: Compute Δ SJ (P ) as in (56). 4: Find μ using the polynomial approximation [35] . 5: Further adjust μ :
6: Update P +1 = P(μ ) and := + 1. Iterate the steps 3 -6 until convergence or until maximum iteration. 7: returnP opt = P . μ will be reduced to μ (2) that results in point B. If at this point the integer vector constraint is satisfied, then μ is found. Otherwise, the process is repeated until the integer constraint is satisfied. Hence, it can be observed that this process always converges. The summary of the algorithm for solving the subproblem 1 is presented in Algorithm 1. This algorithm has two stopping conditions. The first one is the maximum number of iterations. This condition ensures that the complexity of the algorithm does not exceed a certain level of complexity. The second condition is when the algorithm converges to a certain value. This means that if at some iteration, no further improvement onJ(P ) is achieved, then the algorithm stops. It has been shown that the SG algorithm with Lie group approach converges to an optimal point [17] , [18] . If the integer vector constraint is ignored, our algorithm essentially tries to reach the same point. However, due to the constraint, our algorithm stops earlier at an edge point where the constraint is still being satisfied. Therefore, it is easy to see that the proposed algorithm also converges.
In Algorithm 1, the minimum distance of a lattice needs to be calculated. To this end, algorithms such as the FinckePohst [14] algorithm or sphere decoding [2] algorithm and its variants [16] , [36] , [37] , may be employed. One can also use the Lenstra-Lenstra-Lovász (LLL) algorithm [24] that exhibits much lower complexity. We found that the LLL algorithm proposed [26] also yields good performance when employed in our algorithm.
B. Sub-Problem 2: Global Search
The solution of the sub-problem 1 may not be the global optimal solution because given a starting point P i , the search is performed over the surface limited to only around P i . Therefore, to find the global optimal solution, it is crucial to select a good starting point P i , which becomes our second sub-problem. We state our second sub-problem as follows: from O(M ), find a good matrix P i such that λ 1 (L −1 P i ) is as large as possible. This problem is indeed similar to our original problem in (51), except that the solution of this subproblem does not have to be optimal. A better or possibly optimal solution will be derived by refining the solution using Algorithm 1.
Algorithm 2
1: Initialize = 0, P i := I. 2: Generate a random orthogonal matrix P with Haar measure distribution using [40] .
4: := + 1 and repeat from step 2 for some iterations. 5: return P i .
To solve this sub-problem, we adopt a random search technique. Random search has been widely used and is very suitable for ill-structured global optimization problem, where the objective function may be not differentiable, and possibly discontinuous over a continuous, discrete, or mixed continuous-discrete domain [38] just like exactly what we have in (51). Random search in general does not guarantee finding a global optimal solution. But it offers finding a good solution quickly. In literature, it has been shown that random search converges to the global optimal solution with some probability [38] , [39] .
The random search algorithm that we employ is quite straightforward and is summarized in Algorithm 2. The algorithm starts by initializing P i = I. Then, at every iteration an orthogonal matrix P is randomly generated with Haar measure distribution [40] and the minimum distance of the resulting lattice
, then P is kept as the temporary solution, i.e., P i := P . The more iterations we have, the higher probability that resulting P i is close to the global optimal solution P opt . However, the complexity also increases as the number of iterations increases. Therefore, the stopping condition of Algorithm 2 depends on the desired level complexity, i.e., the maximum number of iterations allowed in the algorithm. In practice, we do not need many iterations because the result will be further refined using Algorithm 1. From computer simulations, we found that no significant gain is achieved after 30 iterations.
C. Summary of the Proposed Algorithm
To find the solution for our original problem in (51), first, we perform a global search for a good candidate of P i over O(M ) using Algorithm 2. The resulting P i is then used as the starting point of the gradient-based local search following Algorithm 1, of which the result is expected to be an estimate of the global optimal solution. The overall algorithm is summarized in Algorithm 3.
We shall note that the proposed algorithm can also be applied to the unitary precoder case [11] with some modifications. First, all the regular matrix transpose operations are replaced with the Hermitian transpose. Then, the gradient in (55) is replaced with
and obviously we should generate a random unitary matrix instead of orthogonal one in the step 2 of Algorithm 2. The complexity of the unitary precoder case is clearly higher than the orthogonal precoder because most of the operations are done in complex-valued domain rather than real-valued domain.
V. DISCUSSION OF COMPLEXITY
A. Complexity of Algorithm 3
This sub-section provides evaluation of computational complexity of Algorithm 3 and compares it to that of parameterization technique [11] .
The parameterization technique introduced in [11] can be extended to higher dimensional MIMO [19] . In this case, the search for the optimal orthogonal precoder matrix is carried out over at least M (M − 1)/2 parameters (angles). [26] . While for matrix exponential, there are many ways to calculate it. In literature, we found that the most efficient methods for calculating the matrix exponential exhibit computational complexity of O(M 3 ) [33] . Because the complexity of finding the minimum distance of a lattice is more dominant, we can ignore the complexity of computing a matrix exponential. Assume that we need ξ i number of iterations to adjust the step size μ in the step 5 and ξ o number of iterations for Algorithm 1 to converge. Thus, the overall computational complexity of Algorithm 3 is
. Now we can clearly see that the complexity of the proposed algorithm is much smaller than that of the parameterization technique.
B. Decoding Complexity
At the receiver side, the decoding complexity of the proposed scheme is nearly the same as ZF and MMSE receivers. This is because the IF receiver manipulates MIMO channels such that a SISO decoding can be employed, which is similar to ZF and MMSE receivers. An additional complexity comes from the step of finding a full-rank integer matrix A. Consider slow-fading channels where the channel coefficients remain constant over a long period called quasi-static channel interval. Because A is essentially an approximation of the MIMO channels which remains constant during the interval, the search for A needs to be done only once in each static interval. This is in contrast to the general joint ML MIMO decoding in slow-fading channels. Assume that within the static interval, there are T ∈ Z number of codeword transmissions that can be made. In the joint ML decoding case, an optimal algorithm such as sphere decoding (SD) algorithm [2] , [14] which has an exponential complexity has to be performed for each transmission; T times in one static interval. Assume that to find the optimal A, the proposed scheme utilizes the same SD algorithm. In this case, the joint ML decoding would exhibit T times higher complexity than the proposed scheme.
Even though a brute force method for finding the optimal integer matrix A has a high complexity of O(γ M ) [31] , some effort has been made to develop more efficient algorithms. For instance, Ding et al. [28] developed an optimal algorithm based on the Schnorr-Euchner (SE) algorithm [16] to find the optimal A with computational complexity of O M
(Mπ)
M/2 Γ(M/2+1) , where Γ(·) is the Gamma function. In a different approach, Wen et al. [29] , [30] also exploited the SE algorithm to find the optimal A with significantly lower complexity. They showed that their algorithm is Ω(M ) faster than [28] , making it currently the most efficient existing optimal algorithm for finding the optimal integer matrix A. To further reduce the complexity, Sakzad et al. [7] proposed an approximation algorithm based on the LLL algorithm with polynomial complexity of O(M 4 log(2M )). They also investigated other approximation algorithms based on HermiteKorkine-Zolotareff (HKZ) and Minkowski lattice basis reduction algorithms, see [7] for more detail discussion. Other efficient algorithms can be found in [26] , [27] .
VI. NUMERICAL RESULTS
This section presents and analyzes the numerical results obtained from computer simulations conducted to compare the performance of the proposed schemes with existing schemes.
First, we compare the performance of orthogonal and unitary precoders. 9 For finding good orthogonal and unitary precoder matrices in the sense of (44), we use Algorithm 3 and its modified version described in Subsection IV-C, respectively. Let λ 
1 . Based on Fig. 3(a) and our main optimization problem (44), one may conclude that unitary precoder is better than orthogonal precoder because λ Fig. 3(b) shows the opposite, that orthogonal precoder has higher average achievable rates. A similar result is shown in Fig. 4 where orthogonal precoder has lower outage probability and word-error-rate (WER) than unitary precoder. 10 These results confirm our claim that for IF-MIMO precoding, in addition to the complexity advantage, searching for precoder matrices over orthogonal groups instead of unitary groups also offers performance advantage. This additional advantage is because the lower bound on SNR eff,opt of unitary precoder is smaller than that of orthogonal precoder as shown in Propositions 1 and 3. In fact, since the dimension of unitary matrices are twice that of orthogonal matrices in the real-valued domain, the largest successive minimum of the prime lattice Λ(L H P ) of unitary precoder is generally larger than that of the prime 10 We define a word as (w 1 , . . . , w M ) . For calculating WER, we declare an error event when (ŵ 1 , . . . ,ŵ M ) = (w 1 , . . . , w M ) .
lattice Λ(L T P ) of orthogonal precoder, and hence its SNR eff,opt is smaller (see (30) ), implying lower achievable rate and higher outage probability.
We then compare the performance of the parameterization technique [11] (proposed for UPIF I) and Algorithm 3. The parameterization was proposed in [11] for finding good orthogonal matrices for 2 × 2 IF-MIMO. Even though it is possible to extend this technique to higher dimension [19] , it exhibits exponential complexity as described in Section V-A. For this reason, we only compared them in the 2 × 2 IF-MIMO case. Fig. 5 depicts the results of achievable rate and WER performance of the parameterization algorithm of [11] compared to our proposed algorithm. It can be clearly seen that Algorithm 3 achieves nearly identical performance to the parameterization technique in various cases. Since Algorithm 3 has low complexity and yields good performance, we can easily employ it to realize orthogonal precoder for higher dimension IF-MIMO as we will see later. Next, we compare the performance of the proposed orthogonal precoder with UPIF II. We employ Algorithm 3 for the proposed precoder. According to [11] , the optimal precoder matrix for UPIF II should be chosen from unitary groups such that it has the largest minimum product distance [12] . However, finding the minimum product distance of a lattice is a hard problem, especially for unitary matrices. To the best of our knowledge, currently there is no optimal unitary matrix with respect to minimum product distance known. However, there are some available orthogonal matrices having good minimum product distance properties listed in [41] . We used these matrices for the UPIF II simulations. Fig. 6 shows the results of WER for 4 × 4 and 8 × 8 MIMO configurations each with 4/16/64/256-QAM. One can see that the proposed precoder and UPIF II yield nearly the same performance in the 8×8 MIMO case. While in the 4×4 MIMO case, the proposed precoder outperforms UPIF II for all 4/16/64/256-QAM. Even though we cannot confirm that the proposed precoder is better than UPIF II for all MIMO configurations, we can say that the proposed precoder can perform better in some scenarios. Moreover, the proposed precoder can be employed for any MIMO dimension, while for dimension beyond 30, it is hard to realize UPIF II because no "good" orthogonal matrix for UPIF II with dimension beyond 30 is currently available in literature.
Lastly, we compare the proposed precoder to the X-precoder [10] , an ML-and QAM-based precoding scheme. In Fig. 7 , we present WER performance for 4 × 4 and 8 × 8 MIMO configurations with various QAM constellations. In both MIMO configurations, the behavior of WER curves is similar. One can see that the X-precoder is better than the proposed precoder for 4-QAM case, while for 16-QAM, both schemes achieve almost the same performance in high SNR regime. However, for 64-and 256-QAM, we can clearly see the significant advantage of the proposed precoder over the X-precoder in terms of WER. This advantage comes from the fact that the error performance of the X-precoder is characterized by the minimum distance of received QAM constellations which gets smaller as the constellations size increases. Therefore, the error performance degrades as the constellation size increases. On the other hand, the error performance of the proposed precoder is characterized by the effective SNR, and thus, it is not significantly affected by the constellation size. Moreover, it is known that the X-precoder does not achieve full diversity gain, while similar to UPIF I [11] , the proposed precoder achieves full diversity gain. We conclude that the proposed orthogonal precoder is superior to the X-precoder for high order QAM.
VII. CONCLUSION
We have considered an orthogonal precoding scheme for MIMO with integer-forcing receivers (IF-MIMO). We showed that the proposed orthogonal precoder is better than its unitary counterpart in terms of both performance and complexity. We then proposed methods based on the steepest gradient algorithm on Lie groups and a random search algorithm for finding good orthogonal matrices for the proposed precoder. These methods exhibit lower complexity than the parameterization technique, and can be applied to any MIMO configuration. The numerical results confirmed that the proposed precoder outperforms UPIF II and the X-precoder in some scenarios. Even though the X-precoder is designed specifically for QAM constellations, the proposed precoder yields better error performance in high order QAM cases, e.g., 64/256-QAM.
APPENDIX A PROOF OF PROPOSITION 1
The proof of Proposition 1 follows the one given in [6] . Let Λ(G) be a real-valued lattice generated by a full rank matrix G ∈ R M×M and let Λ(G −T ) be its dual lattice. In [42] Banaszczyk proved that the successive minima of Λ(G) and Λ(G −T ) have the following relationship 
which is the desired result.
APPENDIX B PROOF OF PROPOSITION 2
Recall that a bijective mapping E is employed to map w m to a codeword x m . Further, given a full rank matrix A, all x m 's can be decoded correctly if and only if all sub-channels decode their linear combination c m correctly. Therefore, (42) is equivalent to 
Define the error probability at sub-channel m as 
where (68) is due to union bound and the fact that (c m ) and (c m ) have an identical probability distribution, (69) is because (c m ) and (c m ) are decoded using the nearestneighbor quantizer with respect to αZ [i] , and (70) follows the symmetry of probability density function of (z eff,m ) around zero. 
where (75) follows (62).
With union bound, we derive the total error probability of the system as 
which completes the proof.
