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ABSTRACT 
The concept of a multiple root of matrix polynomial L(X) is introduced, and 
associated spectral properties of L(X) are investigated. A statement concerning 
factorization of L(X) is presented. Applications are made to factorizations of the 
matrix polynomial L”(X), for any positive integer a. 
0. INTRODUCTION 
In the works of Markus and Mereuca [5, 61 and of Gohberg, Kaashoek, 
Lancaster, and Rodman [l-3] the relationship between the spectral properties 
of the manic matrix polynomial 
Z,(X) = IA" + A,X”-’ + . . . + A, 0) 
and the spectral properties of roots Z,, . . . , Z, of the corresponding equation 
I,(Z)iZ”+A,Z”-‘+ ... +A,=0 (2) 
are studied in a very effective way. Also, these authors give conditions for the 
matrix polynomial L(A) to be factorized into linear factors, i.e., be written in 
the form 
UX)=(XZ-Y”) ... (hi-Y,)(hZ- z,), (3) 
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where the matrices Y, are defined by 
Yk = ~k(Z,)Zk~k(Z,) PI 
and 
M,(A)=(Az-Y~_,).*+z-Y,) (k=2,3;..; Y,=Z,), 
(see [71)- 
The present paper is devoted to the case where the roots Z,, . . . , Z, of the 
equation L(Z) = 0 have degrees of multiplicity ZJ~, . . . , vq respectively and the 
decomposition of L(h) in the form 
. . . (AZ - Y,,)(XZ - zly (4) 
is investigated. We include generalizations of some results of Markus, Mereuca, 
and Langer from [4, 5, 7, 81. As an application we consider factorizations of 
the positive powers of L(X). 
The results are formulated here in terms of matrix polynomials but are, in 
fact, valid for operator polynomials of the form (1) in which the coefficients 
are bounded linear operators on a complex Banach space. 
1. THE BLOCK VANDERMONDE MATRIX 
Consider the matrix polynomial L(X) in (1) where the matrices A i 
(i = l,..., n ) are of order m and 
dk 
lYk’( A) i -L(h) 
dXk 
A matrix Z is defined to be a root of Equation (2) of multiplicity v if and 
only if it is a common root of the equations 
L(Z)=O, L(i’( Z) = 0,. . . , Q-‘,(z) = 0 (5) 
with L(‘)(Z) # 0. Then, it is easily seen that the pencil hZ - Z is a right 
common divisor of the matrix polynomials 
L(X),L,(X)= “-f1 t (;I;)A,,Z"-""';l'-' 
s-l t=1 
(k=l,...,v-1; A,=Z). (6) 
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For, as is easily verified, 
Jq 2) = L’k’(z) 
k! . (7) 
Moreover, by (6), after some algebraic manipulations, we have 
L,._,(X) = Lj(X)(XZ - z) [j = l,..., v; L,(A) = L(A)] 9 (8) 
from which it follows that 
L(X) = L,(A)(hZ - z)“. (9) 
Supposing now that the matrices Z,,. . . , Z, are roots of L(A) with 
multiplicities v 1, . . . , vq respectively, we define an mn x m(vl + . . . + vq) 
conjhent Vandermmde matrix W(Z,, . . . , Zq), or simply W, by the formula 
w= [Wl,...JyJ’ 
where 
Z 0 0 . . . 
Zk Z 0 
Z,z 2% Z 
G 3z,z 32, *. 
w,= . 
z;-1 (n-1)z;-2 (y)z;-” .*. 
Denoting 
with 
J=diag[J,,...,J,] (11) 
zk Z 
‘k z 0 
. . 
& = . . 
. . 
0 . I 
‘k 
(12) 
00) 
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of order mvk, then directly from (5) it can be established that 
CW = WJ, 
where C is the block companion matrix of L(X), i.e., 
C= 
Moreover, if 
0 I o-.. 0 
0 0 z 
0 
0 0 a.*0 z 
-An -A,_, . . . . -A, 
03) 
(14) 
then the matrices 
I 
and Jk in (12) form a standard pair of P,(A) (see [3, p. 461). In fact, the 
mvk X mvk matrix Hk defined by 
is invertible and 
[Ak,YI’...’ Akl, I] COl[ xkJ,s- ‘1 :“=i’ 
pk(zk).p:“(zk)~~~:2’(zk),..., (yk~l)!~~“k-‘)(~k) =o. 
I 
MATRIX POLYNOMIALS 
Setting 
13 
(15) 
and using the standard pair (X,, Zk) for each k, another mn X m(vl 
+ . . . + v,) Vandermonde matrix V can be constructed as in [l]: 
v= [vl,...,v,]; v, = 
XlJk 
XkJ!Jk 
X,1;-‘& I* (16) 
By simple matrix calculations it can be checked that: 
THEOREM 1.1. The block Vandermonde matrices W in (10) and V in (16) 
are related by the equution 
W=VH, (17) 
where H = diag[H,, . . . , Hq] and H,,. . . , H, are defined in (14a). 
2. SPECTRAL PROPERTIES 
By the equation det(hZ - C) = det L(X) and Equations (13) (14), it is 
clear that the Vandermonde matrix W plays a role in the investigation of the 
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spectral analysis of L(X). Consider first an inverse problem (cf. Theorem 1.2 
of [S]): 
THEOREM 2.1. Zf the matrix W in (10) is left invertible, then there is a 
matrix polynomial L(X) having roots Z,, . . . , Z, with multiplicities vl,. . . , vq 
respectively. 
Proof. Let L? be a matrix such that OW = 1. Define the coefficient 
matrices of L(X) by the equation 
where 
a”.=[-z;,-(y)z,“‘,..., -(vk:l)z;--+l]. 
It is easily verified that the matrix polynomial L(X) is annihilated by the 
matrices Z r, . . . , Z, with corresponding multiplicities, since [A,,, . . . , A,] W = 
]@ l,...,qJ. n 
In the case where the matrix W is invertible, i.e., vi + . . . + vq = n, it 
follows that L(A) is unique, because if L(h) is another matrix polynomial 
with the same roots then by Equation (13) we have 
(C-Qw=o, 
from which follows C = e and consequently L(X) = E(A). (This case is 
included in Theorem 4.1 of [ 11.) 
For the matrix polynomial L(X) and root Z, the sets 
a(L)= {x:detL(X)=O}, a(Z)= { X:det(XZ - Z) = 0} 
define their spectra. These sets contain a finite number of points, and so a 
closed simple curve I can separate the sets a(Z) and a(L)\ u(Z). If 
L(A)= L,(A)(XZ - Z)” and u(Z)nu(L,)=la, then AZ-Z is said to be a 
(right) spectral divisor of L(X), and Z is said to be a spectral root of L(X). 
Generalizing a result of Markus and Mereuca for simple spectral roots of 
L(A) (Lemma 2.1 of [S]), we establish the following theorem: 
THEOREM 2.2. Zf the matrix Z is a root of Equution (2) ofmultiplicity v, 
and I? is a closed contour having the set u(Z) in its interior and the set 
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a(L) - u(Z) in its exterior, then Z is a spectral root if and only if 
JW(X)dA = Zp’(X)dh + (I;)zx-1 p$(X)dX 
r 
+ .f. + (v k l)Zk-v+ljrL;:,(X)dh (18) 
jbr k= 1,2,..., n- 1; L,(X)=L(A). 
Proof. If the spectra of L,(X) and Z satisfy the condition a(L,)n a(Z) 
= 0, then by (8) we have 
/,(X%-l(X)- ZV’(h) - (;)zx-lL;‘(x) 
- . . . - 
( 1 
ykl Zk-v+lL;:l h ( ))dh 
= 
u 
PL-l(X)- z + 
l- 
[ k (~)(Xz-Z)Zk-'+(~)(Xz-z)2z~-2 
+ + . . . (v~l)(hZ-Z)v-lZk-Y+l]L-l(h))dX 
= Akz-(Z+Xz-z)k+ i (AZ-Z)?-' 
(1 
+ ( 1 .tl (j+z)‘+‘zk-p-l+ . . . 
+(:)(AZ-Z)k]L-l(X)dA 
=~((~)z'-~+(y[;l)(xz-z)zk-~-~+ 
x(AZ-Z)'L-'(X)dX 
=~((~)Z~-'+(y~l)(Xz-Z)Zk-~-~+ 
xL;'(X)dX=O. 
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The last integral vanishes because the integrand is analytic in the interior of 
r. 
For the converse it will be enough to show that the relation (18) implies 
J( AZ-C”)-‘dX=O, l- (19) 
where C, is the companion matrix of L,(h). This is because u(C) = o(L,) 
and (19) implies that C, has no eigenvahres inside r. From Equation (6) we 
have 
= IX”-’ + &A”-‘-’ + . . . + Q _ 
” Y 
with 
Q,= 5 (Y+;-l)AP_lZ1. 
I=0 
Setting 
(AZ-q-l= [D,,] 
and using (20), (21), we get the following explicit expressions: 
of, = L;‘(X) c X”-v--s+t--l-PQp 
p=O 
s-l 
Of, = - L;‘(X) c Af-S+p-lQn_v_p 
p=o 
(20) 
(21) 
(t G S>> 
(22) 
(t > s). 
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Therefore, an equivalent condition to (19) is 
17 
(23) 
for k < n - v - 1, which is obtained using (9) and (18): 
/ r 
xkL,yx)dx= rAk(xz-Z)vL-l(h)dX I 
= 
/ 
Ak+rl(X) dh - 
I- o/ ; z Ak+u-lL-l(X)dX r 
+ f.. + ( - l)‘( ;)z’pL-‘(x) dX 
x Zk+u+l--p rL;!,(A) dh. 
I 
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The sum vanishes, since the parenthesis is the coefficient of the term in 
Xk+v+l-P (p = l,..., V) in the first part of the identity 
k+u 
(x+1) - x(x+l)k+VY-l+ .‘. +( -l)‘(;)x”(x+l)k=(X+l)k, 
which, obviously, is equal to zero. W 
The next theorem prepares the way for an existence theorem to appear in 
Section 4. 
THEOREM 2.3. Letting Z be the root of Equation (2) of multiplicity v, 
and r be a closed contour separating a(Z) jknn a(L) - a(Z), the Rietz 
projector 
sati.$es the relationship 
where 
PW, = w, 
Z 0 
Z Z 
w,= z” 22 
Z”-’ (n - 1)ZnP2 
(24) 
Proof. Setting 
(XI-C)-‘= [Eij], 
by analogy with the formulas (22) we have 
Eij = I 
n-j 
~-l(x) C An-j+i-l-PA 
P (i G j) 
p=o 
_ L-l(A) jel g-j+P-lAn_p 
(25) 
(i>j) 
p=o 
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Using these expressions together with 
0 = rX”L-‘(h)L(X)dh 
J 
= IL-‘(h)(ZX”+“+A,~“+“‘+ .a. +A,X’)dh 
/ 
(a=0,1,2 ,... ), 
the equation (24) becomes 
P = & /,( z,sL-‘(x)) 
X 
n-1 n-2 
c An-‘-PAP c x”-2-PAp . . . i xl-PAP 1 
p=o p=O p=o 
n-1 n-2 
c TpAp c A”-‘-PA, . . . c A2-pAp AZ 
p=o p=o p=o 
n-1 n-2 1 
C x2”-2-PA, C ,j2”-3-~~, . . . c An-PAP An-‘1 
p=o p=o p=o 
r Y’Z A”-21 . . . AZ z 1 
= &J,(z,@L-yx)) Y’ A”-‘I * * * A21 AZ . I: : ~2n-21 ~2n-31 . . . 4 A”Z x-‘I 
X 
Z 
Al 
A’ 
n-2 
A n-1 
Thus, from the relationships (6), (8) and Cauchy’s formula 
f@)(Z) = &/, (Az”“z:‘+l dX 
dX 
(26) 
20 
we take 
Pw, = +T/,( r”@L-‘(h)) 
=$J$ I”W’(A)) 
r 
L,(A) =2(x) 
h(A) G(h) I: I A"-'L,(x) A”-‘L,(x) 
L(h)(XZ-Z)_' 
I j 
L(X)(Xr-z)-2 
x 
hL(h)(hZ-Z)_’ XL(X)(hZ- 2)-z 
A"-'L(h)(hz-Z)-l An-'L(X)(Az-z)-2 
r (AZ-z)-’ (AI-Z)-2 
=‘I : X(XZ-z)-’ I 
x(xz-z)-2 .” 
2ni r 
h”-‘(p+ Z) -’ p’(hz- 2)-s 
J. MAROULAS 
L”(A) 
G(h) 
A"-lL,(x) 
L(h)(hZ-Z)-” 
hL(X)(XZ- z)-” 
I I ..’ A"-'L(h)(XZ-Z)_" 
(XI-z)-’ 
A(AZ-Z).” 
A”-‘(hz-Z)-” 
COROLLARY. Letting Z be the root of equation (2) of multiplicity v, and 
r be a closed contour separating a(Z) j%om a(L) - a(Z), the image of Rietz 
projector P in (24) is 
Im P = ImW, 
After the previous theorems, some conditions are given such that the 
matrix W in (10) is invertible. 
3. PROPERTIES OF THE VANDERMONDE MATRICES 
THEOREM 3.1. Zf Z,, . . . . Z, are roots of the equution L(Z) = 0, of 
multiplicity vl, . . . , vq respectively, such that a(Z,)fTu(Z,)=0 (j,k= 
1 ,**., q; j # k) and u(L)=UT=,u(Zj), then the muMx W is left invertible. 
Proof. Since Z, (k-=1,..., q) is a root of L(X) of multiplicity vk, by 
Equations (8), (6) and for those A where the matrices L(X), 
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L 1, ,J X), . . . , Lvk_ 1, k(h) are invertible, we have 
(XI-z,)-‘= L?(X)L,,(h) = L-‘(X) 2 2 A,_$-“F-’ 
s=l t-1 
Therefore, integrating along the closed contour rk which encloses the a(Z,) 
and using Cauchy’s integral formulas, we obtain the following relationships: 
n--r 
c Hp+l.s.k(n; qyr= LkJZ 
s=l 
(j,k=~,..., 4; p,r=~,...,~k-l) (27) 
where 
is 
1 (for p=r and k=j) 
p.r,k,j = 0 (otherwise) 
and 
H l,s,k = t~l~~~~s-‘L-l(X)d”At_I 
H 2,s.k = *~~~~~~-'L;:(h)dhA,-, 
22 
Setting 
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H= 
H In,1 -*- H 12,1 H 11,l 
H 2n,l **- H 22.1 H 21,l 
H . *. v,,n,l H u,,2,1 H V,,1,1 
----_-------_--__--__--_ 
------------------------ 
H 1n.q .-- H 12,q H 11,q 
H 2n,q **. H 2299 H 21,q 
we see from the equations (27) that the matrix H is a left inverse of W. The 
existence of I, separating ~(2,) from a(L) - ~(2,) is guaranteed by the 
assumption a(L) = UY= ia( Z j). 8 
THEOREM 3.2. Let Z,, . . . , Z, be spectral roots of equation (2) of 
multiplicity vl,. . . , vq respectively. The matrix W is left invertible if and only 
if a(Z,)nu(Z,)=0 (j, k = l,..., q; j # k). 
THEOREM 3.3. Let Z, ,..., Z, be spectral roots of Equation (2), of 
multiplicity vl,. . . , vq respectively. The mutrix W is right invertible if and 
only if a(L)=Ug=iu(Zj). 
The proofs of these theorems follow the same lines as that for the case 
vi = 1 [7], employing Theorems 2.2, 2.3, and 3.1. 
An immediate consequence of Theorems 3.2 and 3.3 is the following: 
THEOREM 3.4. Let Z,,.. ., Z, be spectral roots of Equation (2), of 
multiplicity vl,. . . , vq respectively. The matrix W is invertible if and only if 
u(L)=U~=iu(Zj) and u(Z,)nu(Z,)=0 (j, k = l,..., q, j # k). 
4. A CRITERION FOR THE EXISTENCE OF A MULTIPLE ROOT 
In the previous section the role of block confluent Vandermonde matrices 
is made clear when the spectrum u(L) of the matrix polynomial L(X) 
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coincides with the union of the spectra a(Z,) of the multiple roots and when 
the spectra of the roots are pairwise disjoint. In this section a necessary and 
sufficient condition is given for the matrix polynomial L(A) to have a root Z 
of multiplicity v. This result is an extension of a theorem due to H. Langer [4], 
which also appears as 4.6 of [3]. 
A subspace _M is called invariant for C or Ginvariant if Cd c A. It is 
well known that the matrix P = [ Z,,O, . . . ,O] of size m X mn and the compan- 
ion matrix C in (14) are a standard pair of L(X). Denote by PO, C,, the 
restriction of P, C to the C-invariant subspace A: 
p, = PIJz, CO = cl&r. 
Then J? is called a supporting subspace relative to the standard pair (P, C) 
if the matrix 
is invertible. Note that this condition implies that J? has dimension ma. 
THEOREM 4.1. The manic polynomial L(X) has a right divisor (AZ - Z)’ 
if and only if there exists an invariant subspace A of the companion matrix 
CofL(X) ofthefm 
where 
I k 
. 
Proof. Let 
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be the supporting subspace of P(X) = (hZ - Z)” relative to the standard pair 
(P, C) of L(X), and let Z be a root of Equation (2) of multiplicity v. In 
Section 1 it has been shown that the matrices 
I 
z z 
[ 
z -. 
x= z,,o,..., -A I= 
V--l 1 0 . 
0 
I 
Z 1 
form a standard pair of P(h). So, by the equations (5) it is easily recognized 
that 
This equality readily implies that 
with 
F- 
‘k - 
_( 
0 
n-l 
k 
zn-k-1 
The direct sum in the last part is due to the special structure of zk. 
Conversely, let -& in (28) be the supporting subspace with respect to C. 
Since 
P,=X, c, = I, 
and using Equation (15), we find that the right divisor of L( X ) corresponding 
to _4? is 
L,(h) = Ix’ - X]“( A, + A,A + * *. + AJ-‘) 
=(hZ-Z)‘. n 
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5. FACTORIZATION 
For the factorization of a matrix polynomial L(X) we have: 
THEOREM 5.1. Let 2 1,. . . , 2, (16 q < n) be spectral roots of Equation 
(2) of multiplicity VI,. . . ) vq respectiuely. Zf the matrix W(Z,, . . . , Z4) is 
invertible, then there exists a manic matrix polynomial M(h), of degree 
p=v,+ ... + v4, such that 
L(A) = T(X)M(X), 
a(M)= 6 o(Zj)> (29) 
j=l 
where Z 1,. .., Z, are spectral roots of M(X) with multiplicities v1 ,.., , vq 
respectiuely. 
The proof follows the same procedure as that for the case where vi = 1 [7]. 
It is enough to note that, by Theorem 2.1, the matrix M(X) is of the form 
M(h)=ZXP+BIXP-l+ ... +B, (30) 
where 
[BP,...> B1] = [Q1,...,Qq]W-‘, 
The set of roots Z 1,. . . , Z, is called complete for L(X) if and only if 
v,+ ... + vq = n, where n is the degree of L(A). 
THEOREM 5.2. Let Z 1,. . . , Z, (1 < q < n) fm a complete set of spectral 
roots of Equation (2) of multiplicity vlr . . . , vq respectiuely. If the matrices 
W(Z 1,. . . , Z,) (k = 2,3,. . . , q) are inuertible, then 
L(X)=T,(X) -. . T,(X)(XZ - Z1)“l (31) 
T,(X) = (AZ - Yk, “,) . . . (AZ - Yk2)( AZ - Ykl) (k = 2,...,q) (32) 
and the matrices Ykj are similar to Z, (j = 1,. . . , vk). 
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Proof Since the matrix W( Z,, . . . , 2, _ 1) is invertible, by Theorem 5.1 
we have 
L(A) = T(X)M(X) 
where the matrix polynomial A4( A) is of degree T = v1 + . . . + vq _ 1 such that 
q-1 
a(M)= U "(zj), M(Zj) = M(‘)(Zj) = . . - = M(“i-‘)(Zj) = 0 
j=l 
(33) 
for j = 1,. . . , q - 1. Moreover, since the matrix W(Z,, . . . , Z,) (ii = 2,. . . , q) is 
invertible and the roots are spectral, by Theorems 2.1 and 3.4, we have that 
aLl the matrices W, (vl + . . . + vkpl < 15 v1 + . . . + vk) of the correspond- 
ing Zth block principal minors of W( Z,, . . . , Z,) are invertible. 
Suppose that 
M(X) = T,_,(A). . . T,(X)@1 - ZJ’ 
where T,(h) is of the form (32), we have to show that 
Setting 
M(X)=zx+B,r’+ ... +B, (r=v,+ ... +vq_J 
and using (33), it follows that 
c&y+ 1= s, (34) 
where 
Z 0 
c,= ** I* I 0 Z B, ..* B, I 
and 
S= [7 n4Zq)], 
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In (34) the matrices C,, W,, 1 and W, are invertible and so the matrix M( Zg) 
is nonsingular. Let 
Y,1= M(Z,)Z,M(Z,) -l, 
then we see that Z, is a root of the matrix polynomial 
T&J = @I - Y,,MV 
= Ix’+’ +N,,x+ ..a +N,,. 
Indeed, 
TJZ,> = M(Z,)Z, -Y,MZ,) = 0 
Furthermore, setting 
Go, = 
it follows easily that 
Z 
0 
0 z 
N,, ..- N,, Z 
L W r+l R2 cl-yr+2= 0 T,‘wJ 1 
and consequently that the matrix T$)(Z,) is invertible. If 
Yqz = T,c;)( Z,)Z,T,‘;‘( Zq) - ’ 
and 
then we have 
T,,(A) = (-Y,,)Tqd~) 
T,,( Zq) = (Zq - yqdT,dz,) = o 
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and 
T$)( Zq) = T,,( z,)+ T$‘( ZJZ, - Y,&?(ZJ = O 
i.e., Z, is a root of T,,,(h) of multiplicity two. Continuing in the same way 
we establish that Z, is a root, of multiplicity s ( = 2,. . . , v,), of the matrix 
polynomial 
T,,=(XZ-Y,,)...(hZ-Y,,)M(X) 
where 
(35) 
Setting 
E(A)=T,(X)M(A) {~,(~) = &o)} 
=T,(h)T,_,(h)...T,(X)M(X) 
and using the equations 
cw=w_l 
CW=WI 
we obtain 
(C-C)W=O. 
SinceW = W(Z,,..., Zq) is invertible, it follows that c = C i.e., E(X) = L(A). 
n 
6. FACTORIZATION OF A POWER OF A MATRIX POLYNOMIAL 
A problem related to Theorem 5.2 is the factorization of the matrix 
polynomial L”(X) for positive integers a. Suppose that the matrix polynomial 
L(h) has a complete set of spectral roots Z,, . . . , Z, of multiplicity or,. . . , vq 
respectively and that the Vandermonde matrices 
w(z~~~),...,z~~~J (k=2,3,...,9) (36) 
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are invertible, where r(l), . . . , r(k) is a permutation of 1,. . . , k. Then we 
know that L(h) can be factorized in the form 
where a(T,,~,,(X))=o(Z,~,,) (i=l,..., 9) (see Theorem 5.2). In this section 
this result is applied to investigate the factorization of L”(X), for positive 
integers o. 
THEOREM 6.1. Zf the matrices Z,, Z, fm a complete set of right 
spectral roots of multiplicity vl, v2 respectively of L(A) such that W(Z,, Z,) 
is invertible, then 
L”(X) = Q&') . . . Q&')Qzl(A)Q&) . . . QdA)(XZ - Zd”> 
where Qki(h) is equivalent to (AZ - Zk)“k (k = 1,2; i = 1,. . . , a). 
Proof. First we assume that (Y = 2. Then we have 
L(X)=T,(X)(AZ-Z,)“‘, 
and even, since det W(Z,, Z,) # 0, 
L(h)=T,(X)(AZ-Z,)‘“, 
where a(T,(X))=a(Z,) (i=1,2) and, by Theorem 3.4, a(Z,)nu(Z,)=D. 
Therefore, 
L2(h)= T,(X)(AZ - z2)y2T2(x)(xz - ZJ’ 
= i( A)( AZ - ZJ’. 
Since the matrix polynomial T,(X), of degree vi, is a left divisor of E(A), the 
matrix 
dh (36) 
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has rank myi, where I is a closed contour having ~(2,) in its interior and 
~(2,) in its exterior (see Theorem 4.4 of [3]). If (X, T, Y) is a standard triple 
of Z?,(x) and 
Z++j(XZ-T)-'dX. 
r 
we set [3] 
4, = Im Rr, .LY, = Im( I - Rr) 
x, = Xl”$, Tl= TI-AY,, q= R,Y. 
Then the matrix M becomes 
M = col[ X,T,‘-‘1 :f1”2row[ T,'-'U,] ri 1. (39) 
Furthermore, Xi, T,, U, determine a standard triple for T,(X). So in (39) the 
matrix row [Tip 'U,] ri 1 is nonsingular and rankcol[X,Tl-‘]yz’=+;s = mvi. 
Moreover, the matrix col[X,T,‘-‘]ri, is invertible, so that the matrix 
is also invertible. 
Thus the m.p. i(h) has a right divisor 
L,(A) = zw + L&-l + * f * + LQ 
such that a(L,) = ~(2,). The matrices Li8 are defined by the equation [3, p. 
1311 
[ 
L ",S,...,LIS] = - 1 2ai ~[~~~-l(x),...,~zu~-li-l(X)]d~M~l. 
If (Y = 3, we have 
Lyh)=L(X)Lyh). 
=T,(X)(hZ-Z,)""Q,(A)Q,,(X)L,(X)(XZ-Z,)" 
= i(X)L,(X)(XZ-Z,)"', 
with fJ(Q22)= 4Qz1)=4W 
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It is clear that T,(X) is a left divisor of L(X). So, for the case (Y = 2, there 
exists a spectral right divisor of E(x) equivalent to (XI - Zr)‘l. Similarly for 
a > 3. n 
Using the notation 
a generalization of Theorem 6.1 follows: 
COROLLARY 6.1. lf the matrices Z 1,. . . , Z, fnm a complete set of right 
spectral roots of multiplicity Ye,..., V~ and the Vandermonde matrices 
W(Z 1 ,..., Z,), W(Zq ,..., Zg+l_k) (k = l,..., q) are invertible, then 
q-1 
=(AZ-Z,)“‘,aE.N}, 
where Qq_i,,(h) (s=l,..., a) are equivalent to (AZ - Z,_ i)yq-I. 
Proof. The invertibility of the Vandermonde matrices admits the factori- 
zations 
L(X) = T,(X) * * * T,(X)(XI - Z1)“l 
and 
L(X) = S,(X). . . Sq_l(A)(Xz - zq)? 
Thus, by analogy with the procedure of the previous theorem we obtain the 
factorization of L”(A). n 
COROLLARY 6.2. Ifthemutrices Z1,..., Z, are simple right spectral roots 
of L(X) (VI = f * f = vn = 1) and the Vandermonde matrices 
W(Z 1 ,..., Z,), W(Z “,..., Zn+l_k) (k = l,..., n) are invertible, then 
n-1 
L”(h)= I-I (Az-Y"_i,,)-~~(Xz-Y"_i,,)(Az-Y"_,,l) (ffEJ+), 
i=O 
where them&rices Yn_i,S (s=1,2,...,cy) aresimilarto Z,_i. 
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