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  1Abstract 
This paper presents results from employing an econometric approach to examine the 
determinants of scientific production at cross-country level. The aim of this paper is 
not to provide accurate and robust estimates of investment elasticities (a doubtful task 
given the poor quality of the data sources and the modelling problems), but to develop 
and critically assess the validity of an empirical approach for characterising the 
production of science and its impact from a comparative perspective. We employ and 
discuss the limitations of a production function approach to relate investment inputs to 
scientific outputs using a sample of 14 countries for which we have information about 
Higher Education Research and Development (HERD). The outputs are taken from 
the Thomson ISI
® National Science Indicators (2002) database on published papers 
and citations. The inputs and outputs for this sample of countries have been recorded 
for a period of 21 years (1981-2002). A thorough discussion of data shortcomings is 
presented in this paper. On the basis of this panel dataset we investigate the profile of 
the time lag between the investment in HERD and the research output and the returns 
to national investment in science. We devote particular attention to analysis of the 
presence of cross-country spillovers. We show their relevance and underline the 
international effect of the US system 
 
Keywords: Productivity of science, lag structure, returns to HERD investment, 
international spillovers. 
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1 Introduction 
There is increasing recognition in the OECD countries of the importance of public 
scientific research in providing the foundations for both innovation and 
competitiveness. At the same time, there is little systematic evidence on how such 
investments can lead to increasing levels of scientific output, improved patenting and 
innovative output, better economic performance and, ultimately, to increased wealth 
for a country. Much of the available literature concentrates either on investigation of 
the effects of public basic research on the innovative activities of firms (see among 
others Jaffe, 1989; Mansfield, 1991; Narin et al., 1997; Klevorick et al., 1995; 
Arundel and Geuna, 2004) or the contribution of scientific research to productivity 
growth (Adams, 1990).
1 Only a very few studies have focused on the relationship 
between investment in science, and measures of research outputs, discussed below in 
detail (of particular interest are the works of Johnes and Johnes (1995), Adams and 
Griliches (1998) and Bonaccorsi and Daraio (2003).  
 
The need for justifying expenditure on science relative to other claims on public 
expenditure have influenced the method and focus of analyses of the economic 
contribution of public scientific research. Though acknowledging the limitations of 
the ‘linear model,’ in which new technology is the inevitable consequence and 
ultimate benefit of funding basic research investment, the push for quantification and 
measurement has constrained most of the studies to implicitly represent the system of 
‘payoffs’ of science investment  as being a set of connected black boxes starting with 
the investment in public scientific research and ending with the creation of wealth or 
production of socio-economic benefits (see Figure 1). Although Figure 1 does depict 
the first-order feedbacks between actors, there is a much richer and more complex set 
of interactions among the four major actors. Towards  the right end of the figure there 
are heroic assumptions allowing the connection between inputs such as firm 
innovation and patents and sectoral outputs and productivity performance, the 
principal determinants of wealth creation (producer and consumer surplus).   
Feedbacks, external factors, firm heterogeneity, industrial sectors knowledge bases 
variability, etc. are not included in the estimations of the socio-economic impact of 
the investment in public scientific research. Paradoxically, most of the literature has 
focused on the second (firms) and third (sectors) boxes, while little analysis of the 
first (universities) has been conducted despite the considerable amount of data 
available for such analysis.   
{FIGURE 1 ABOUT HERE} 
 
The aim of this study is to contribute to the development of a better understanding of 
the relationships between government R&D funding and scientific production using a 
production function approach. In so doing, we will examine the limits in this approach 
that arise from the fact that the inputs to scientific production as well as its outputs are 
                                                           
1 In recent years very many papers have analysed university-industry relationships and university 
technology transfer and intellectual property rights developments (for an overview of the main trends 
see OECD, 2002a, 2003a; Geuna and Nesta, 2005; Mowery et al., 2004). Most of these works have 
tended to be focused on the characteristics of the actors involved and not the relationships between 
inputs and outputs in the long and recursive process between science investment and wealth creation. 
The contribution of public research spending is sometimes examined within broader analyses of 
productivity growth or economic growth of countries (Guellec and van Pottelsberghe, 2001; OECD, 
2003b). For a review of the literature on the economic return to public scientific research see Scott et 
al. (2001) and Steinmueller (2001). 
  3difficult to quantify and price. The analysis is undertaken from an international 
viewpoint, considering that there is a ‘world’ science production function – an 
approach that assumes a relatively efficient and free flow of scientific knowledge at 
the global level. We identify (not impose) the structure and length of the lag between 
investment in R&D and scientific outputs. Finally, we analyse international spillovers, 
and the impact of the US system on other countries’ science systems.      
 
We employ a sample of 14 OECD countries for which we have reliable information 
about Higher Education Research and Development (HERD). As proxies for outputs 
we use publications and citations from the Thomson ISI(R) National Science 
Indicators (2002) database. The inputs and outputs for this sample of countries have 
been recorded over a period of 21 years (1981-2002). On the basis of this panel 
dataset we develop an empirical framework to address the following research 
questions:  
 
i.  What is the profile of the time lag between investment in HERD and research 
outputs? Does it vary depending on the output being considered? 
ii.  What are the returns to national investment in science? Are there cross-country 
spillovers?  
 
The paper is organised as follows. Section 2 presents the model and data, and 
discusses their shortcomings. Section 3 presents a preliminary econometric estimation 
of the lag length and structure between science funding and scientific research outputs 
at the international level. International spillovers and the final version of our model 
are described in Section 4. Finally, Section 5 concludes, and also suggests some 
avenues for further research.   
 
2  Modelling and measuring scientific production 
2.1  A knowledge production function model 
Following Griliches (1979), a simple knowledge production function can be specified 
as follows. Let Y = F (X, K, u) be the production function connecting some measure 
of output, Y, at the micro (researcher) or macro (country) level, to the ‘inputs’ X, K, 
and u; where X stands for an index of conventional inputs such as labour and other 
control variables, K is a measure of the current state of scientific knowledge, 
determined in part by current and past research and development expenditures and u 
represents all other unmeasured determinants of output and productivity.   
 
A common approach is to specify the production function as a Cobb-Douglas and 
assume that the unmeasured factors u can be considered as random after the 
introduction into the equation of a time trend to represent the systematic component of 
the unmeasured factors. Then we can rewrite F(.) as: 
 
it u t
it it i it e K X A Y
+ =
λ β α (1) 
 
where A is a constant at the country level, i is a country index, t is a time index, e is 
the natural logarithm base and α, β and λ are the parameters that we are interested in 
estimating. The greatest controversy arises around the specification of the knowledge 
capital Kit. According to Griliches (1979), three major issues should be considered in 
  4its measurement: (a) the fact that the research process takes time and that current 
research and development may not have an effect on measured productivity until 
several years have elapsed; (b) past research and development investments depreciate 
and become obsolete and therefore growth in the ‘net’ stock of knowledge capital is 
not equal to the gross level of current or recent resources invested to expand it; and (c) 
that the level of knowledge for a given research unit (or country) is not only derived 
from ‘own’ research and development investments, but is also affected by the 
knowledge of other units (or countries) through knowledge spillovers. 
 
Regarding the time lag, it has been traditional to assume a linear lag polynomial 
specification which is consistent with an immediate ‘impulse’ to output followed by a 
declining effect. An alternative to the linear model, which implies perfect substitution 
between research and development expenditures carried out over different periods of 
time, is to assume that the old capital and the new investment are complementary 
inputs in the production of new knowledge capital (Klette and Johansen, 2000). The 
basic idea is that the greater the initial knowledge, the greater will be the amount of 
knowledge obtained from a given amount of R&D. This assumption is particularly apt 
in the case of science where we ‘stand on the shoulders of giants’ to build new 
knowledge. The more knowledge has been produced, the more it can be recombined 









j R K (2) 
Equation (2) has also the advantage that it makes the model estimation linear (in logs) 
allowing us to search for rather than to impose the pattern of weights (w) in the lag 
structure.  
 
The issue of the rate of depreciation of knowledge capital is more complex. While it is 
clear that private knowledge capital sometime depreciates rapidly (when products and 
process from competitors reach the market), much less is known about the impact of 
depreciation on the ‘public’ stock of knowledge. Such knowledge may remain useful 
for quite long periods of time, and hence be subject to much lower rates of 
depreciation. In the estimations we will assume that the lag length is finite, but quite 
extensive.   
 
The world of ‘open’ science rewards scientists for speedy disclosure of their 
discoveries, an incentive that is antithetical to keeping a discovery secret in order to 
appropriate the possible economic returns from its exploitation.
2 International 
collaborations are more common in scientific developments than for industrial 
developments. In this collaborative environment knowledge spillovers should be 
pervasive. The science production function (1) should be corrected to include a cross-
country knowledge spillover term, whose estimation we pay particular attention to.  
 
Finally, there is the issue of aggregation problems (Fisher, 1969; Griliches, 1979; 
Felipe and Fisher, 2003). Traditional estimations of industrial production function at 
                                                           
2 This view of the ‘open’ science organisation system for the production of new knowledge (Dasgupta 
and David, 1994) is currently being challenged by a more proprietarily oriented model based on 
university property rights (see for example Mowery et al., 2004 for a discussion of the US situation and 
Geuna and Nesta, 2005 for a discussion of the EU). 
  5country level are affected by the way in which inputs and outputs are aggregated (the 
major problems usually are centred around inputs). We assume a situation of 
equilibrium at the micro level that allows one to sum-up to the sectoral and then 
country level using prices. In the case of a science production function the research 
outputs (publications and citations) are an aggregation of a very diverse set of items: 
different publications, in different journals, in different scientific fields, with the 
different propensity to publish and different propensity to produce journal 
publications as their codified output. Clearly we do not have ‘prices’ that could permit 
us to sum across the various categories in a homogeneous way. Does this mean that 
we cannot estimate a production function at the macro level for science?  
 
We can express our output indicator as: 
 











where the ‘aggregate’ output Yit is given by a number index form with weights Ωl of  
some unobserved indicators of the quality of each type of publication output. We 
assume that there are L different types of research outputs. Because we do not observe 
Ωl, we have assumed a common weight for each type of publication (or scientific 
field). The deviations of the true weight regarding the average weight will appear as 











ilt ilt it it i
L
l
ijt u y t k x a y + − + + + = Ω ∑ ∑
= = 1 1
ε λ β α  (4) 
 
We can assume that the within country set of weights remains stable over time, that is, 
we assume that there is no major change in the type or frequency of publications in a 
country (or that if there is it is similar across countries).
3 However, the size of the 
countries’ research outputs Yit influences the estimation. If the relative differences in 
the scientific research size among countries remain constant over time (an acceptable 
assumption for this sample of countries given their highly developed science system), 
it would be possible to absorb this omitted factor within a country specific fixed 
effect. Unfortunately, the lack of sufficiently detailed comparable data precluded us 
from directly testing this assumption. However, in order to further study if our results 
are affected by scale effects, we tested for the stability of the knowledge production 




2.2 Data  sources 
We focused our analysis on 14 countries: Australia, Belgium, Canada, Finland, 
Denmark, France, Germany, Netherlands, Spain, Italy, Switzerland, Sweden, the UK 
                                                           
3 This assumption constrains the analysis to countries with similar levels of science development, so 
that we can assume that a change, due for example to the arrival of genomics, affects the portfolio of 
research output of the various countries in similar ways. This model would not be robust to the 
inclusion of developing countries in the sample. 
4 The results of this test are available from the authors on request. 
  6and the USA. We excluded other OECD countries where information about HERD 
was incomplete and/or inconsistent, and those countries that had a specific scientific 
research output (due to their size, history or other factors) and therefore were causing 
problems with the aggregation of the outputs.  
 
In order to examine the relationship between science funding and scientific research 
outputs we used the publicly available information on HERD expenditure and its 
components at country level. The OECD defines the HE sector as universities, 
colleges of technology and other institutions of post-secondary education, whatever 
their source of finance or legal status. This includes research institutes, experimental 
stations and clinics operating under the direct control of, administered by or 
associated with the higher education institution (HEI) (OECD, 2002b). Because this 
sector does not usually directly match with an area in the System of National 
Accounts, it is difficult to provide clear guidelines that ensure internationally 
comparable data reporting. Universities and colleges of technology make up the core 
of the sector in all countries. Variations occur with respect to other post-secondary 
education institutions and even more so with respect to institutes linked to 
universities, such as university hospitals and clinics and to public research centres -
e.g. CNRS laboratories are included in HERD in France while similar institutions in 
Italy, i.e. CNR laboratories, are included in the ‘government’ research and 
development expenditure category). Also, country reporting differs in how HE 
expenditure is classified - e.g. PhD students in Sweden and The Netherlands receive a 
state salary (they were or are public employees depending on the time period 
considered), while those in the UK and Italy receive only a grant (Geuna, 2001; 
Jacobsson and Rickne, 2003). These differences limit the validity of cross-country 
comparisons. A case-by-case analysis was carried out in order first to identify ‘major’ 
structural breaks in the series and second to select a set of comparable countries with 
comparable statistics.
5 However, because ‘permanent’ country level differences in the 
way that information is collected persist, we had to control for these systematic 
differences in the estimations.
6  
 
The HERD figures that we used are expressed in millions of constant US$ as reported 
by the OECD. R&D expenditure series were deflated using the implicit gross 
domestic product (GDP) deflator taken from the OECD National Accounts database. 
These national currency data at 1995 prices were converted to US$ using 1995 
purchasing power parities (PPP).
7 
                                                           
5 In particular all the models presented in this paper were first estimated on a country-by-country basis 
and then different dummy variables were included if there was some report about changes in the 
classification criteria. Only those countries for which results were robust to these breaks were 
considered. 
6 More specifically, a country level fixed effect was always introduced into the models. This fixed 
effect not only captures permanent differences relating to the functioning of the various national 
scientific systems, but also differences in how the information is collected. More particularly, for 
almost all the results shown below we worked with ‘within’ country information and ‘averaged’ to 
achieve a global estimation. We were able to deploy this approach due to the panel data nature of the 
dataset we built. 
7 The fact that we are using the GDP deflator instead of the HERD deflator provides another 
interpretation of the time index.  For example, if the HERD deflator is increasing more rapidly than the 
GDP deflator (the most likely relationship), the time index will reflect this effect – offsetting positive 
contributions to the productivity of research inputs arising from exogenous and unmeasured effects or 
enhancing negative effects such as increases in the bureaucratic requirements required to justify and 
account for research funding (or both). 
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The scientific process produces several research outputs that can be classified into 
three broadly defined categories: (1) new knowledge; (2) highly qualified human 
resources; and (3) new technologies. This paper focuses on the determinants of the 
first type of research output.
8 There are no direct measures of new knowledge, but 
various proxies have been used in previous studies. The most commonly used are (a) 
publications and (b) citations. The source of these two variables is the Thomson ISI
®   
‘National Science Indicators (2002) database of published papers and citations. These 
two measures have several shortcomings (Geuna, 1999); here we detail only those that 
directly affect the econometric estimations. First, they are incomplete and biased 
proxies for the production of new knowledge. Second, the Thomson ISI data are 
strongly affected by the disciplinary propensity to publish in journals, so they are a 
poor measure of the output of disciplines such as history or law. Third, the ISI 
includes an almost constant number of journals/pages in its archive (journals enter and 
leave, but the number remains more or less constant at around 5,000; journals can 
increase the number of issues per year, but this happens only for a minority of 
journals). This clearly creates limits the possibility of output expansion and therefore 
biases our estimations in favour of decreasing returns.  
 
In order to take account of the ‘truncation problem’ in the citations to most recent 
years, the citations variable has been adjusted.
9 One way of controlling for this is to 
use what Hall et al. (2001) called the fixed effect approach. This method involves 
scaling citations counts by dividing them by the average citation count for a group of 
papers to which the paper in question belongs. Using the same example as in Hall et 
al., this approach treats a paper that received say 11 citations and belongs to a group 
in which the average paper received 10 citations, as equivalent to a paper that received 
22 citations, but happens to belong to a group in which the average was 20. The 
groups were defined in terms of scientific field and year, and the scaling index was 
computed using the ISI dataset at world level. 
 
Both publications (and citations) and HERD expenditure levels have a low variance, 
i.e. they tend to grow steadily over time. This greatly complicates the statistical 
inference because these series can be correlated due to the presence of a third 
common variable (the time trend) leading to spurious or overestimated results. In 
order to determine what kind of stochastic process governs the series, we carried out 
several tests. Panel Data Unit root tests were used to determine whether it is better to 
work with first differenced observations (because they have a unit root) or to control 
by a time trend in the models (because they are a trend stationary series). While the 
results of these tests are omitted here, they provide a basis for treating the series as 
stationary, but with a deterministic trend. In what follows we work with these series in 
levels and add a deterministic trend to the models.
10  
 
                                                           
8 Preliminary estimates of the determinants of the second type of research output (highly qualified 
human resources) can be found in Crespi and Geuna (2004). 
9 The citation count is affected by the time span allowed for the papers to be cited: for example, papers 
published in 2000 can receive citations in our data just from papers published in the period 2000-2001; 
in fact they will be cited by papers in subsequent years as well, but we do not observe these. 
10 For further details about the results of these tests see Appendix B in Crespi and Geuna (2004). 
  8Acknowledging these input and output data limitations, as well as the modelling 
problems and strong assumptions discussed in the previous section, we advise caution 
in interpreting the results of the econometric models. In particular, it is inappropriate 
to conclude that estimates of the investment elasticities are accurate or robust (a 
doubtful task given the poor quality of the data sources and the modelling problems).  
Our aim is to identify some basic facts about the operation of the production of 
science and its impact for which issues of the delay of impacts and the role of 
spillovers are of central concern. In other words, the aggregate science production 
function is used in this context not as a tool for accounting for output at a national 
level, but as an instrument for highlighting the structural characteristics of the process 
of scientific production. 
 
In the next section we present the econometric model used to identify the structure 
and length of the lag between investment in HERD and HE outputs. Once the lag 
structure was identified we focused on the search for international spillovers. Section 
4 presents the final estimation of our model (see Table 6), which includes both 
national and international HERD expenditures.  
 
 
3  The Polynomial Distributed Lag Model 
One (but not the only) way to search for both lag length and structure is to apply the 
technique known as Polynomial Distributed Lag (PDL) or the Almon Model (see 
Greene, 1993). This methodology can be applied to our case. Let us define the 
following ‘finite’ distributed lag model: 
N i u X r y it it i
q
j
j it j i it ,...... 1 ,
0
= + + + = ∑
=
− γ β α             (1) 
where yit is the log of given research output (publications and citations) and rit is the 
log of HERD, for country i at time t. Although a model like (1) in theory can be 
estimated quite straightforwardly, there is a potential problem of very long lags in 
which case the multicolinearity is likely to become quite severe. In such examples it is 
common to impose some structure on the lag distribution, reducing the number of 
parameters in the model. It is in this context that the PDL model can be useful. The 
approach is based on the assumption that the true distribution of the lag coefficients 
can be very well approximated for by a polynomial of a fairly low order. 
 
p q j j j j
p
p j > = + + + + = ,...... 0 , .......
2
2 1 0 δ δ δ δ β            (2) 
 
The order of the polynomial, p, is usually taken to be quite low, rarely exceeding 3 or 
4. By inserting (2) into (1), a transformed model can be estimated, in which the 
estimated coefficients are deltas that can be put back into (2) in order to recover the 
original weights. In addition to the p+1 parameters of the polynomial, there are two 
unknowns to be determined: the length of the lag structure, q, and the degree of the 
polynomial, p. Here we follow the standard procedure for determining first the lag 
lengths and then the degree of the polynomial function. 
 
Table 1 presents the results for publications and Table 2 the results for citations. Both 
tables show the lag structure for each alternative model and in the last three rows 
present the values for the information criteria and the long run elasticity for domestic 
HERD. In the results for publications (Table 2.1) out of the three information criteria 
  9AIC, SIC and ICOMP, two have a maximum value at a 5-year lag, while the 
remaining criterion reaches a minimum at a 6-year lag. Because of the potentially 
more serious consequences of omitting some relevant lag, we decided to keep 6-year 
lags as the optimum lag length for publications. 
 
To search for lag length we started by taking a lag of 10 years and reducing by one 
period down to 0. In each reduction we evaluated the information that is lost with the 
omission of one additional lag, against the information that is gained as a result of 
having more degrees of freedom in the estimation.
11  
 
Table 1: Unrestricted Polynomial Distributed Lag (PDL) Model Approach 
(Fixed Effects) Publications 
10 9 8 7 6 5 4 3 2 1 0
  Lpub Lpub Lpub Lpub Lpub Lpub Lpub Lpub Lpub Lpub Lpub 
HERD  -0.104 -0.091 -0.085 -0.082 -0.076 -0.080 -0.104 -0.140 -0.157 -0.288  0.012 
  0.121 0.119 0.116 0.115 0.114 0.114 0.116 0.124 0.132  0.137** 0.092 
t-1  0.073 0.065 0.068 0.069 0.062 0.060 0.054 0.068 -0.009 0.366   
  0.145 0.146 0.145 0.145 0.144 0.146 0.151 0.157 0.158  0.140***   
t-2  0.030 0.040 0.041 0.039 0.043 0.040 0.052 0.000 0.326     
  0.138 0.139 0.139 0.138 0.138 0.139 0.145 0.140  0.115***     
t-3  0.103 0.103 0.098 0.098 0.094 0.097 0.043 0.306       
  0.131 0.131 0.131 0.131 0.130 0.131 0.132  0.102***      
t-4  0.046 0.043 0.047 0.045 0.051 0.021 0.265         
  0.117 0.117 0.117 0.116 0.116 0.112  0.084***        
t-5  0.113 0.114 0.107 0.109 0.092 0.236           
  0.104  0.104  0.103  0.102  0.102  0.073***       
t-6  0.073  0.067  0.073  0.067  0.145         
  0.082  0.083  0.082  0.083  0.058**        
t-7  0.065  0.070  0.051  0.079          
  0.070  0.071  0.072  0.057          
t-8  -0.029  -0.047  0.028           
  0.078  0.079  0.053           
t-9  0.006  0.076            
  0.104  0.067            
t-10  0.073             
  0.085             
Non-HERD  0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.001  -0.001  -0.001 -0.001 
  0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.005  0.005 
Year  0.015 0.016 0.017 0.017 0.018 0.020 0.023 0.027 0.030 0.034  0.036 
  0.004*** 0.004*** 0.004*** 0.004*** 0.004*** 0.004*** 0.004*** 0.004*** 0.004*** 0.004***  0.003***
Constant  -23.419 -24.887 -26.404 -27.013 -28.829 -32.605 -38.990 -45.803 -52.081 -57.875  -61.893 
  7.865*** 7.680*** 7.603*** 7.442*** 7.349*** 7.246*** 7.105*** 7.203*** 6.829*** 6.468***  6.153***
Observations  168.000 168.000 168.000 168.000 168.000 168.000 168.000 168.000 168.000 168.000  168.000 
AIC  -428.68 -429.89 -430.97 -432.85 -433.81 -431.96 -424.1  -414.71 -403.33 -395.26  -386.47 
SIC  -347.46  -351.79 -356 -360.99 -365.08 -366.36 -361.62 -355.35 -347.1  -342.15  -336.48 
ICOMP  NA -262.66 NA -274.57 -280.22 -283.61 -281.24 -276.13 -271.02  -268.05  -262.88 
HERD_LR  0.45 0.44 0.43 0.42 0.41 0.37 0.31 0.23 0.16 0.08  0.01 
  0.098*** 0.096*** 0.096*** 0.096*** 0.096*** 0.098*** 0.099*** 0.104** 0.100  0.096  0.092 
Robust standard errors reported below each coefficient.  
 (*) significant at 10%; (**) significant at 5%; (***) significant at 1%     
 
 
                                                           
11 We use three different statistics here: the Akaike Information Criteria (AIC), the Schwartz Bayesian 
Information Criteria (SBC) and the Bozdogan index of Information Complexity (ICOMP ). These 
criteria are used to select the ‘best’ model by balancing an adequate goodness of fit against a small 
number of parameters. See Kolenikov (2000) for the source codes for STATA. 
  10In our estimation we used two control variables: a time trend to capture the evolution 
of the general scientific opportunity and a variable capturing the proportion of non-
HERD R&D in the total country research budget. The rationale for including the latter 
variable derives from the fact that our ‘observed’ research output is total (not just HE) 
country-level publications and citations. Even though most (over 80%) of the 
publications generated by a country are typically derived from the research being 
carried out in HE institutions, there is still a small proportion produced by firms and 
other non-university research centres. We would expect the productivity of non-
HERD institutions in terms of publications and citations to be lower than that of 
universities. Publications and citations are a by-product of the innovation activities or 
research supporting government actions of these non-HERD institutions. An increased 
proportion of non-HERD R&D in total Gross Expenditures in Research and 
Development (GERD) would lead to a reduction in a country’s total publications and 
citations. In order to control for this, we built a new variable defined as the ratio 
between non-HERD R&D and GERD (Non-HERD). 
 
Table 2: Unrestricted Polynomial Distributed Lag (PDL) Model Approach 
(Fixed Effects) Citations 
Lag Num 10 9 8 7 6 5 4 3 2 1 0
  Lcit lcit  Lcit Lcit Lcit Lcit lcit  Lcit lcit  lcit  Lcit 
HERD  -0.269 -0.257 -0.251 -0.243 -0.229 -0.237 -0.271 -0.328 -0.354 -0.546 -0.129 
  0.166 0.165 0.162 0.161 0.156 0.156  0.159*  0.168*  0.178**  0.179***  0.115 
t-1  0.092 0.084 0.087 0.089 0.074 0.070 0.060 0.082 -0.041 0.508   
  0.206 0.205 0.205 0.204 0.200 0.202 0.213 0.226 0.232  0.198**   
t-2  0.013 0.022 0.023 0.017 0.027 0.021 0.038 -0.041 0.477     
  0.168 0.167 0.166 0.166 0.166 0.167 0.179 0.176  0.161***     
t-3  0.170 0.171 0.165 0.166 0.156 0.162 0.082 0.485       
  0.158 0.158 0.158 0.158 0.157 0.159 0.161  0.124***      
t-4  0.088 0.085 0.089 0.086 0.097 0.044 0.407         
  0.133 0.133 0.132 0.131 0.132 0.127  0.105***        
t-5  0.129 0.130 0.123 0.128 0.089 0.352           
  0.118 0.118 0.117 0.116 0.121  0.085***          
t-6  0.102 0.096 0.102 0.084 0.264             
  0.101  0.103  0.102  0.104  0.075***       
t-7  0.114  0.119  0.100  0.182         
  0.090  0.092  0.093  0.075**        
t-8  0.025  0.008  0.084          
  0.102  0.104  0.069          
t-9  0.011  0.077           
  0.111  0.079           
t-10  0.070            
  0.086            
Non-HERD -0.008 -0.008 -0.008 -0.008 -0.008 -0.008 -0.009 -0.010 -0.009 -0.010 -0.010 
  0.005* 0.005* 0.005* 0.005* 0.005*  0.005  0.005* 0.005* 0.006*  0.006  0.006 
Year  0.013 0.013 0.014 0.015 0.017 0.021 0.026 0.032 0.037 0.042 0.045 
  0.005**  0.005*** 0.005*** 0.005*** 0.005*** 0.005*** 0.005*** 0.005*** 0.005*** 0.004*** 0.004***
Constant  -18.836 -20.240 -21.787 -23.624 -27.831 -34.710 -44.219 -54.682 -64.647 -73.110 -78.685 
 9.650*  9.161**  9.107**  8.993*** 8.882*** 9.005*** 8.709*** 8.822*** 8.451***  7.802***  7.625***
Observations  168.000 168.000 168.000 168.000 168.000 168.000 168.000 168.000 168.000 168.000 168.000
AIC  -385.630 -387.070 -388.330 -389.450 -387.190 -379.670 -365.950 -349.340 -329.110 -317.450 -306.450
SIC  -304.410 -308.970 -313.360 -317.600 -318.470 -314.070 -303.460 -289.980 -272.880 -264.340 -256.470
ICOMP  -211.910 -219.300 -224.440 -230.040 -232.810 -229.720 -222.080 -210.100 -196.660 -190.980 -182.590
HERD_LR 0.543 0.533 0.522 0.508 0.477 0.411 0.316 0.198 0.082 -0.037  -0.128 
  0.125*** 0.121*** 0.121*** 0.121*** 0.122*** 0.130*** 0.131** 0.139  0.133  0.122  0.115 
Robust standard errors reported below each coefficient.  
(*) significant at 10%; (**) significant at 5%; (***) significant at 1%     
 
  11Table 2 summarises the results for citations. According to one of the criterion noted in 
footnote 11, the optimum lag length is 7 years, while based on the other two it is 6. 
Again, we chose the conservative approach and used the longer lag.  
 
It is interesting to compare the results for publications and citations in terms of the 
long-run elasticities implied by the sum of all the individual coefficients. In the case 
of publications, the long-run elasticity is 0.41 and is statistically significant, and for 
citations it is 0.51 and also significant. In both cases the long run elasticities reported 
above become quite stable to small variations in the lag length. In addition, for both 
publications and citations we find that the Non-HERD share variable is negative 
although significant only for citations, while the time trend is positive and significant 
for both outputs.  
 
Table 3: Unrestricted PDL and Restricted Almon Models (Fixed Effects) 
  Unrestricted Restricted  Unrestricted Restricted 
 Publications  Publications  Citations  Citations 
HERD -0.076  -0.017 -0.243 -0.032 
 0.113  0.018 0.161 0.017* 
t-1 0.062  -0.001 0.089 -0.021 
 0.144  0.033 0.202 0.024 
t-2 0.043  0.033 0.017 0.017 
 0.139  0.020* 0.170 0.022 
t-3 0.094  0.078 0.166 0.073 
 0.131  0.013*** 0.158 0.016*** 
t-4 0.051  0.109 0.086 0.124 
 0.116  0.013*** 0.130 0.012*** 
t-5 0.092  0.117 0.128 0.157 
 0.102  0.017*** 0.116 0.015*** 
t-6 0.145  0.085 0.084 0.158 
 0.058**  0.015*** 0.104 0.017*** 
t-7   0.182 0.111 
   0.074** 0.014*** 
Non-HERD 0.000 0.000 -0.008 -0.006 
 0.001  0.001 0.004* 0.003* 
Year 0.018  0.018 0.015 0.012 
 0.004***  0.003*** 0.004*** 0.003*** 
Constant -28.829  -29.505 -23.624 -18.009 
 7.354***  5.808*** 8.982*** 6.795*** 
Observations 168  168 168 168 
HERD_LR 0.410  0.405 0.508 0.587 
 0.096***  0.071*** 0.121*** 0.081*** 
Constraints (Chi2)    1.54 1.06 
Polynomial Degree    Critical Critical 
5 to 4  1.26  6.63 3.710 6.63 
4 to 3  1.45  7.83 4.580 7.83 
3 to 2  12.53**  8.97 27.87*** 8.97 
2 to 1  59.27***  10.06 98.05*** 10.06 
Robust standard errors reported below each coefficient.  
(*) significant at 10%; (**) significant at 5%; (***) significant at 1%     
 
Assuming that we have identified the appropriate lag length we then need to identify 
the right polynomial function. We proceeded by using a 5
th degree function and 
testing sequential unit reductions in the degree. The results are shown in the last 4 
rows of Table 3, where we can accept the reduction from 5
th to 4
th and from 4
th to 3
rd 
but not lower. It is important to note that in order to keep the appropriate significance 
  12level in each step we used a very low individual significance level. The choice of a 3
rd 
degree polynomial function is therefore appropriate for both publications and 
citations.   
 
The PDL model also implies a set of constraints on the unrestricted model (without a 
specified functional form for the lags) estimated above. For example, in the case of 
publications the optimum lag length is 6 and we use a 3
rd degree polynomial function, 
we are implicitly imposing three constraints. In addition there are endpoint constraints 
that allow the lag distribution to be ‘tied down’ at its extremes. These endpoint 
constraints capture the idea that there is no effect from R&D on the research outputs 
before the current period
12 and also that there is no effect from the research inputs 
after the maximum lag. That is, we need to impose: 
 
0 0 1 1 = = + − q and β β         (3) 
 
In total we have five constraints. One way of validating the PDL model is to test 
whether these constraints are valid. As shown by the non significant Chi test in Table 
3, we could not reject any of them. In terms of long-run elasticities we found that their 
values are very similar to those for the unrestricted model for publications and slightly 
higher for citations. The time trend is positive and significant, while the non-HERD 
institutions have a negative effect only on citations.  
 
It is important to compare the weights for the unrestricted model with those obtained 
using the restricted model. The pattern for both publications and citations is similar. 
The impact in the first two years is always very low and not significantly different 
from zero. It is only at the end of the 2
nd year for publications (3
rd year for citations) 
that there is a positive impact which peaks at year 5 for publications (year 6 for 
citations). 
 
Figures 2 and 3 are graphical representations of the lag structures implied by the 
restricted (dotted line) and the unrestricted models. These figures clearly show the 
positive impact from the investment in science at the end of year 2 for publications 
and year 3 for citations, with increasing returns till the end of year 5 (or year 6 in the 
case of citations) and subsequent decline till the end of year 6 (or year 7 for citations). 














                                                           
12 This means that the research output does not react ‘in advance’ of an increase in the research inputs.  












































PDL Model Almon Model
 
 
Figure 4 shows the evolution of the cumulative impact of HERD expenditure on 
scientific research outputs. There is no positive ‘cumulative’ impact until year 2 in the 
case of publications (year 3 in the case of citations) and it is not until year 4 (or year 5 





































The PDL model makes use of the lag structure of (the log of) past R&D. This implies 
a form of Cobb-Douglas knowledge-creation function where there is unit substitution 
elasticity between current and past R&D expenditure. It is important to say that this 
kind of function is slightly different from the traditional one, which is assumed by 
Adams and Griliches (1998) when they use the log of the weighted sum of past R&D. 
This implies a linear knowledge-creation function where there is a sort of perfect 
substitution between current and past R&D expenditure. Working with this sort of 
function in the context of panel data is very complex: to cancel out the fixed effects 
by using either within or first difference transformations when the underlying function 
is not linear is far from straightforward. Also, simply adding country dummies to the 
model complicates the non-linear estimation process. Having said this, we managed to 
calculate the non-linear estimate for the lag structure for publications. Both the 
optimum lag structure and the profile of the weights were similar to our original linear 
estimations. We therefore decided to proceed with the simpler linear model.   
 
 
4  The Search for Spillovers 
We investigated whether spillovers occur between countries. In this context, 
‘spillovers’ means that part of the increase in the research output of a given country is 
due to HERD investments made in other countries.  
 
To the extent that an ever growing external pool of knowledge available to each 
country generates these spillovers, the inclusion of a time-trend variable in the model 
will partially capture them. Thus, the inclusion of a specific spillovers variable should 
not to any significant extent affect the estimated domestic HERD elasticity. However, 
identification of a specific spillover effect allows us to calculate the total (domestic 
plus international) return from changes to the HERD investment for the system of 
countries considered. 
 
In order to estimate the existence of spillovers, we need to assess the level of 
knowledge exchange or knowledge cooperation among countries. The higher the level 
  15of exchange/cooperation between countries i and l, the higher is the probability that 
some of the science investment in country i will affect the research output in country l 
and vice versa. To build up a matrix of knowledge proximity among countries, we 
used the information on international scientific co-authorship. The National Science 
Foundation's Science and Engineering Indicators reports (NSF, various years) give 
the share of cross-country co-authorships through the 1980s and 1990s. We averaged 
the values and built a weight for each country as follows:    
 
il w  = number of international co-authorships between countries i and l, 
divided by the total number of international co-authorships between country l 
and other countries in the sample.    
 
This weight provides a proxy for the relative knowledge exchange/cooperation 
between two given countries in our dataset. Table 4 presents the resulting weights for 
the 14 countries in our database. The US is the most important collaboration partner 
for all the countries considered (the US always has the highest weight). This indicates 
the important role of the US in the process of knowledge creation. Table 4 also clearly 
indicates how geographical proximity and cultural and linguistic links, such as apply 
to Belgium and France, and the UK and Australia, affect co-authorship patterns. 
 
Table 4: Weighting Matrix 
  AU B CA  Dk  Fin F  G  I  NL E  S CH  UK US
AU  0.000 0.012 0.087 0.017 0.007 0.051 0.088 0.025 0.028 0.008 0.031 0.024 0.214 0.409
B  0.011 0.000 0.035 0.015 0.014 0.192 0.118 0.065 0.120 0.035 0.036 0.050 0.107 0.201
CA  0.036 0.014 0.000 0.013 0.009 0.090 0.061 0.030 0.026 0.012 0.022 0.025 0.108 0.552
Dk  0.021 0.019 0.040 0.000 0.033 0.070 0.129 0.056 0.048 0.029 0.136 0.040 0.137 0.242
Fin  0.015 0.027 0.043 0.049 0.000 0.062 0.123 0.047 0.053 0.019 0.148 0.046 0.098 0.271
F  0.016 0.061 0.069 0.017 0.011 0.000 0.135 0.094 0.045 0.058 0.030 0.073 0.117 0.275
G  0.024 0.032 0.038 0.027 0.017 0.115 0.000 0.069 0.060 0.031 0.041 0.090 0.121 0.334
I  0.012 0.031 0.033 0.020 0.011 0.140 0.122 0.000 0.044 0.044 0.033 0.082 0.130 0.298
NL  0.019 0.080 0.041 0.025 0.018 0.094 0.148 0.060 0.000 0.029 0.036 0.049 0.147 0.255
E  0.007 0.036 0.028 0.021 0.009 0.186 0.114 0.093 0.043 0.000 0.024 0.040 0.156 0.241
S  0.024 0.029 0.040 0.083 0.061 0.075 0.118 0.053 0.042 0.020 0.000 0.042 0.114 0.300
CH  0.014 0.030 0.035 0.019 0.015 0.138 0.199 0.103 0.044 0.024 0.032 0.000 0.099 0.248
UK  0.056 0.029 0.068 0.028 0.014 0.098 0.118 0.072 0.059 0.041 0.039 0.044 0.000 0.335
US  0.053 0.026 0.171 0.024 0.018 0.113 0.162 0.082 0.050 0.032 0.050 0.055 0.165 0.000
Source: Weighting Matrix. Author’s own elaboration based on NSF data. 
Australia (AU), Belgium (B), Canada (CA), Denmark (Dk), Finland (Fin), France (F), Germany (G), 
Italy (I), Netherlands (NL), Spain (E), Sweden (S), Switzerland (CH), United Kingdom (UK) and 
United States (US). 
  
 
After building these weights we defined the ‘international’ research and development 
relevant to each country as a weighted sum of the science budgets of all the other 
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  16where Rit is the HERD budget for country i. After constructing (5) we assume that the 
lag structure is the same as was found in Section 3.
13  
 
The model estimated in relation to spillovers focuses on long-run spillover effects. In 
order to compare these effects with the long-run impact of domestic R&D, we 
redefined the stock of knowledge as the weighted sum of (the log of) R&D, where the 












ω       (6) 
and we used the weight ωj in order to aggregate the lag for (the log of) R&D 
expenditure for each country in the dataset. In this way we dispense with the need to 
estimate short-run elasticities (which we assume to be known) and instead focus on 
long-run elasticities. 
 
Table 5: Results using 6 (7) Lags of RD for Publications (Citations) plus 
Spillovers [dependent variable log Publications (Citations)]  
Fixed Effects by Country Included 








Non-HERDit -0.005  -0.004  -0.013  -0.012 
 0.001***  0.002**  0.002***  0.002*** 
Year 0.018  -0.000  0.014  -0.014 
 0.002***  0.0020  0.003***  0.006** 
HERDit 0.475  0.447  0.536  0.499 
 0.047***  0.045***  0.049***  0.047*** 
Sit   0.505    0.599 
   0.116***    0.123*** 
Constant -35.024  -2.859  -21.162  27.627 
 4.444***  7.9410  6.187***  11.60** 
Observations 224  224 210  210 
R-squared 0.89 0.90  0.87  0.88 
Test CRS (P-Values)    0.69    0.62 
Robust standard errors reported below each coefficient. Within R-squared reported 
(*) significant at 10%; (**) significant at 5%; (***) significant at 1%     
 
 
The results (for both publications and citations) of estimating this model are presented 
in Table 5. The first column shows the estimated parameters without spillover effects; 
these results are statistically equivalent to those in Table 3. When we include the 
variable Sit, which aims to capture the spillover effect, the magnitude of the long-run 
elasticity for HERD remains stable (dropping only marginally). Interestingly, the 
variable Sit is highly significant and has a large estimated parameter. In addition, the 
value of the time trend variable (Year) drops and is no longer significant. This 
validates our conjecture that the time trend was somehow capturing part of the 
spillover effect. In the case of citations (a quality adjusted measure of output) we 
obtain a positive and significant estimation for spillovers. It is interesting to note that 
in this case the time trend is negative and significant. This result can be interpreted as 
indicating an overall negative trend in the production of science output once 
                                                           
13 We do not have enough observations to search for a different lag structure for the spillover variable. 
  17adjustment has been made for impact. So, if we consider citations as a proxy for 
‘quality’ of science and not just impact, the model indicates an overall decrease in the 
‘quality’ of the scientific output at the world level.  
 
Another interesting result relates to the magnitude of the coefficients for both 
domestic HERD and international spillovers (Sit). Their sum is very close to that for 
publications and just above that for the citation estimates. These results suggest the 
presence of decreasing returns to scale at the domestic level,
14 and constant or perhaps 
even increasing returns to scale at the global level. However, the null of constant 
returns to scale at world level was never rejected. 
 
 
4.1  Testing for the contribution of proximity 
The results for international spillovers obtained above rest on two assumptions: first 
that there are spillovers and, second, that the transmission mechanism is proximity. In 
our case the latter is measured on the basis of co-authorships between countries. In 
this section we question to what extent proximity is a real transmission mechanism. It 
is quite clear that because we are dealing here with public science, spillovers are 
expected ‘almost by definition’, to the extent that scientists read what other scientists 
around the world have published. This is the ‘codified’ component of the knowledge 
dissemination process. However, we know that not all knowledge created during a 
research programme is ‘codified’, an important proportion of it is assumed to be tacit. 
It is here that proximity or personal interactions among scientists become relevant. 
Hence, what follows can be interpreted as a test of the relative importance of codified 
versus tacit knowledge in science production.  
 
For each country in the sample we replaced each component of the weighting matrix 
by a random draw from a uniform probability function. In this case, we use the 
uniform [0,1] density distribution, with the simulated coefficients standardised in 
order to add 1. After this we constructed the new stock of knowledge and ran the 
models as in the previous section. In order to guarantee independence of our results 
from each random draw, we reproduced the process 1,000 times.  
 
If proximity matters for knowledge spillovers in science production, we should 
observe that the economic importance and statistical significance of the spillover 
coefficients obtained in our previous results are higher than those from the random 
matrix model. That is, we would expect that the majority of the spillover coefficients 
generated during our simulations would be ‘to the left’ of the coefficient estimated 
using our proximity matrix. 
 
The results for publications are depicted in Figure 5 which presents the empirical 
distribution of the simulated spillover coefficients and compares them with the 
calculated value in Table 5 (represented by the perpendicular line on the graph). As 
can be seen from Figure 5, there is no evidence that proximity matters in the case of 
publications. Indeed, with 60% of the runs generating coefficients higher than the 
                                                           
14 The result of decreasing to scale at domestic level could have interesting implications for the analysis 
of long-term economic growth. This result is consistent with the work of Jones (1995) showing that 
there is no correlation between R&D investment and total factor productivity (TFP) growth in the long 
run (although there is in the short run). 
  18calculated ones, the opposite would seem to be the case. The results for citations are 
shown in Figure 6 and mirror those for publications. 
 
 
































































In summary, our results strongly reject the idea that proximity is important as a 
mechanism for transmitting spillovers in publicly funded research. According to our 
results, it seems that the ‘codified’ component of the knowledge clearly dominates. Of 
course, it is possible that the measure of proximity we used is not the correct one, in 
which case our test becomes one of the ‘correctness’ of using international co-
  19authorship as an index of proximity, and alternative indices of proximity should be 
developed. This is part of our future research agenda. 
 
4.2  The importance of the USA 
The results in Table 4 indicate that there is a great propensity for scientists from 
several countries to publish with USA co-authors. In this section we explore more 
deeply the importance of the USA as an independent source of spillovers. We want to 
determine the extent of the dependence on the R&D investments made by the country 
that is the supposed world leader in several scientific disciplines. If this dependence is 
strong, the policy decisions of the rest of the world can no longer be taken in isolation. 
In other words, changes in US science policy (e.g. discontinuation of stem cell 
research, or surges in investment in military-related science) will affect the scientific 
production of the rest of the world. If the countries in the rest of the world want to 
continue with research that is not in line with reductions/changes in the USA’s 
research budget, they will have to make extra efforts to compensate for the USA’s 
knowledge decline (and therefore spillovers) in these particular fields.  
 
In order to investigate these issues we re-estimated the spillover effect by splitting 
world level investment into two groups: USA and the Rest of the World (the rest of 
the countries being examined). We estimated the following knowledge production 
function:  
 
N i u X r W r W r W y it it t USA i t USA it i it ,...... 1 , ) ( ) ( ) ( , 2 , 1 0 = + + + + + = − − γ β β β α      (7)  
 
where yit is the (log) output of the research ‘intermediate’ output (papers and citations) 
by country i (14 countries) and time t (21 years). W(r)it is (the log of) a distributed 
lagged function of real past R&D expenditure and Xit is a vector of the control 
variables. The two new variables, W(r)USAt and W(r)-i-USA,t, capture respectively the 
impact of the USA stock of knowledge in the research outputs of each country, and 
the impact of the stock of knowledge from all the remaining countries, except the 
USA and country i. In building these two new knowledge stocks we assumed the 
same lag structure and weights as before. The results for the Rest of the World were 
weighted assuming an equal contribution from each country to the non-USA pool of 
knowledge (given that our proximity/personal interaction measure was non 
significant). 
 
As can be seen from Table 6, the source of the spillovers is important. For both 
publications and citations, spillovers from the USA are numerically more important 
than spillovers from the other countries. However, we also tested whether the 
differences between the spillover coefficients were statistically significant. The 
differences were not statistically significant for publications, while in the case of 
citations they were, but only marginally so. This result suggests that it is only in terms 
of quality/impact adjusted research output that spillovers from the US play a dominant 
role. Another interesting result is related to the impact on the returns to scale. The 
assumption of constant returns to scale is rejected both for publication and citations, 
pointing to the presence of increasing returns at the aggregate level.  
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Table 6: Results using 6 (7) lags of RD for Publications (Citations) plus Spillovers 
according to source of Origin [dependent variable log Publications (Citations)]. 
Fixed Effects by Country Included 
        
  Publications  Citations 
Non-HERDit -0.003  -0.01 
 1.51  4.56*** 
Year -0.012  -0.021 
 1.86*  2.38** 
HERDit 0.418  0.468 
  10.31***  11.27*** 
HERDUSA,t 0.494  0.585 
 7.21***  8.08*** 
HERD-i-USA,t 0.356  0.206 
  2.20**  1.22 
Constant  24.536  39.166 
  2.00**  2.46** 
Observations  224  210 
Number of Country Code  14  14 
R-squared  0.92  0.91 
Test CRS (P-Values)  0.07*  0.09* 
 Test HERDUSA,t= HERD-i-USA,t 0.49  0.07* 
Robust standard errors reported below each coefficient. Within R-squared reported. 




Modelling and measuring scientific production is not an easy task given the fact that 
science inputs and outputs are difficult to quantify in terms of both quantity and 
quality. Is a citation a realistic impact or quality adjusted proxy for the quality 
adjusted outputs of scientific research? How can we model the cumulative process of 
knowledge creation? Can it be assumed that some form of maximising behaviour for 
researchers will allow one to use a production function specification to examine 
scientific production?  
 
This paper does not provide the final answers to these questions, but it acknowledges 
their relevance and tries to take into account their implications. The approach in this 
paper is pragmatic. It employs quantitative methods to examine variables believed to 
influence scientific production. Specifically, it develops econometric models based on 
the production function metaphor to relate a sub-set of inputs to two of the most 
common university research outputs: publications (as a proxy for the production of 
codified research) and citations (as an impact adjusted proxy for codified research 
production). This paper does not provide accurate or robust estimates of the 
elasticities of these outputs with respect to investment, a doubtful task given the poor 
quality of the data sources and the modelling problems.  Instead, its aim is to explore 
two key features of the process of scientific production, the lag structure of output and 
the nature of knowledge spillovers. 
 
To address the lag structure we estimated a polynomial distributed lag model. After 
determining the most appropriate specification for this model, we focused on the 
assessment of knowledge spillovers among the 14 countries considered. We found 
  21some evidence of a strongly positive long-run relationship between Higher education 
R&D (HERD) and the two research outputs examined. For both publications and 
citations we found evidence of decreasing returns to the domestic component of R&D. 
It should be noted that the parameters of the knowledge production function were very 
stable and robust to different compositions of the countries in the sample.  
 
These results refer to long-run impacts. However, there is also a long and quite 
complex lag structure with regard to the impact of domestic R&D on the different 
research outputs. These weights are quite different to those typically assumed in 
standard econometric models. There is little evidence of any positive impact in under 
two years in the case of publications and three years in the case of citations. The total 
cumulated effects (the long-run elasticities) are spread over 6 and 7 years respectively, 
and reach a maximum towards years 5 and 6 respectively. Evaluation of the impact of 
science policies on research outputs has to take account of this lag structure if 
erroneous conclusions are to be avoided. 
 
The analysis of international spillovers indicates that for publications and citations 
there is evidence of a significant impact from the weighted investment in HERD in 
other countries. We studied the mechanism of transmission of international spillovers 
using two different approaches. One approach, based on an index of scientific 
proximity (personal interaction) between countries was rejected. It seems that the 
‘codified’ component of the knowledge is clearly dominant. However, it is possible 
that our measure of proximity (based on international co-authorship) is not the correct 
one. A second transmission mechanism was investigated by splitting the world pool of 
knowledge between the USA and the rest of countries considered. In this case the 
results were consistent with the hypothesis that spillovers from the USA (the scientific 
leader in many disciplines) are higher than those from the other countries considered. 
This result, however, is only significant in the case of citations. For this model, the 
assumption of constant returns to scale is rejected both for publications and for 
citations, pointing to the presence of increasing returns at the aggregate level (by 
contrast with the country level results).  
 
From a policy perspective our results highlight the importance of two phenomena. 
First, the lag between investment and the research output is considerable, which is 
very problematic because it implies that there is a set of factors for which we could 
not control that may have a changing impact on the research outputs. Consequently, if 
it becomes difficult to link the inputs and outputs of the scientific production ‘box’, 
connecting socio-economic benefits to certain scientific investments becomes a 
doubtful enterprise. If quantitative approaches to the assessment of public investment 
in science are applicable, the most promising area of development is one that would 
focus on a better understanding of the relationship between the inputs and the most 
direct outputs of the scientific process.  
 
This work provides some quantitative evidence supporting the view that science is an 
international enterprise characterised by major spillovers across countries. Tackling 
the funding, management and organisation of science from only a national viewpoint 
will lead to incomplete or erroneous results. The evidence of the significant and 
extremely important spillovers from the US science system underscore the hazard of 
other OECD countries defining their science priorities without taking cognisance of 
changes in priorities in the US system. A reduction in public spending on stem cell 
  22research or an increase in spending on military research such as those that have 
occurred in the US in recent years affects in a significant way not only the US science 
output, but also those of other countries, involving significant changes in public 
spending by these other countries to avoid a reorientation of their science output.  
 
The results of our model estimations show that (excluding Canada), although there are 
knowledge spillovers across European countries, the impact of these is lower (at least 
in terms of impact/quality adjusted measurement) than the impact of US spillovers. 
This may be due to the size of the science investment in the US (142 € per capita 
against 89 € per capita in the EU-15 in 1999), but also to the fact that although the EU 
has a similar or even higher publication output than the US, the EU countries achieve 
excellence only in a small number of fields (EC, 2003). These results seem to support 
the policy view of the need for a European Research Council able to fund (at 
appropriate levels) research excellence at the European level.  
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