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Resumo: O tema Recuperação de Informação sempre foi um tema bastante ex-
plorado na academia e no mercado. A forma com que os eventos acadêmicos são
conduzidos demonstra uma maturidade grande da área, inclusive com uma ligação
forte com o mercado. Inúmeros livros sobre este tema já foram publicados. No en-
tanto, são poucos os livros publicados em português. Este texto tenta preencher esta
lacuna apresentando uma introdução sobre o tema Recuperação de Informação, abor-
dando: as principais definições e conceitos da área; os principais modelos que regem
o desenvolvimento dos Sistemas de Recuperação de Informação; algumas tendências,
e; os métodos usualmente empregados na avaliação de Sistemas de Recuperação de
Informação.
Abstract: The Information Retrieval (IR) subject has always been a subject much
explored in academia and in the market. The way in which academic events (i.e.,
congress, seminars) are conducted shows a huge maturity of area, including a very
strong connection between academia and market. A lot of books on this subject have
been published. However, there are few books published in Portuguese. This text at-
tempts to fill this gap, presenting an introduction of the Information Retrieval subject.
This text will addressing: key definitions and concepts of the area, the main models
that govern the development of Information Retrieval Systems, some trends in IR and
the methods usually employed in development of Information Retrieval Systems.
1 Introdução
O tema Recuperação de Informação sempre foi um tema muito explorado na academia
e no mercado. A forma com que os eventos acadêmicos são conduzidos demonstra uma
maturidade grande da área, inclusive com uma ligação forte com o mercado. Inúmeros livros
sobre este tema já foram publicados, alguns clássicos são [1] e [21]. No entanto, são poucos
os livros e artigos publicados em português que tem como objetivo fornecer uma descrição
geral sobre o assunto. Por exemplo, [11] e [5] apresentam uma visão geral sobre a modelagem
de sistemas de recuperação de informação, descrevendo alguns modelos, mas não exploram
os métodos para avaliação deste tipo de sistema.
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Levando-se em consideração o material escasso sobre o tema em português, parece
interessante a publicação de um texto sobre o mesmo em português. Desta forma, o objetivo
deste texto é fornecer uma introdução ao tema, apresentando os principais conceitos, modelos
e algoritmos existentes na área de recuperação de informação. Além disso, descrevendo em
detalhes os métodos usualmente empregados na avaliação de Sistemas de Recuperação de
Informação.
Este texto está estruturado da seguinte forma: (i) na seção 2 são apresentados as prin-
cipais definições e conceitos da área; (ii) na seção 3 são descritos os principais modelos que
regem o desenvolvimento dos Sistemas de Recuperação de Informação; (iii) na seção 4 é
apresentado como funções de ordenação podem ser definidas com o auxílio de técnicas de
aprendizagem de máquina, e; (iv) na seção 5 são apresentados os métodos para avaliação de
Sistemas de Recuperação de Informação.
2 Recuperação de Informação
O termo Recuperação de Informação (RI) foi cunhado por [23] que definiu da seguinte
maneira: “...Recuperação de Informação é o nome do processo onde um possível usuário de
informação pode converter a sua necessidade de informação em uma lista real de citações
de documentos armazenados que contenham informações úteis a ele...”.
Para os usuários, o processo de Recuperação de Informação parte de uma necessidade
de informação. O usuário fornece a um Sistema de Recuperação de Informação uma consulta
formulada a partir da sua necessidade de informação. O sistema então compara a consulta
com documentos armazenados. A tarefa do Sistema de Recuperação de Informação é re-
tornar ao usuário os documentos que mais satisfazem a necessidade do usuário [25]. Para um
Sistema de Recuperação de Informações, um processo de Recuperação de Informação inicia
quando o usuário informa uma consulta ao sistema. Consultas são representações formais
das necessidades de informação de um usuário. Em um Sistema de Recuperação de Infor-
mação uma consulta não é associada a um único documento em uma coleção. Ao contrário,
diversos documentos são retornados através de uma consulta, selecionando-se os documentos
que se apresentam como mais relevantes comparando a consulta com as representações dos
documentos previamente armazenados [21].
Um Sistema de Recuperação de Informação possui três componentes básicos: aquisição
e representação da necessidade de informação; identificação e representação do conteúdo do
documento, e; a especificação da função de comparação que seleciona os documentos rele-
vantes baseada nas representações [1].
A consulta em Recuperação de Informação é a forma que o usuário possui para rep-
resentar a sua necessidade de informação em um Sistema de Recuperação de Informações.
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A necessidade de informação normalmente não é especificada em linguagem natural e sim
através de palavras-chave. Após a elaboração da consulta, o Sistema de Recuperação de In-
formações tenta localizar objetos que possam ser relevantes para o usuário. Um Sistema de
Recuperação de Informações não tem a responsabilidade de responder precisamente a uma
consulta mas sim de identificar objetos que permitam que o usuário satisfaça sua necessidade
de informação [1, 21].
Geralmente, o texto não é armazenado por inteiro em um sistema de Recuperação de
Informação. Para cada texto são criadas estruturas de dados (i.e., índice invertido), com o
objetivo de acelerar o seu processo de recuperação [1]. Por exemplo, os textos que devem
ser indexados são submetidos a um processo de filtragem de termos relevantes, denominada
extração de atributos. Os atributos extraídos a partir deste processo serão utilizados para
caracterizar os documentos armazenados [21].
Os Sistemas de Recuperação de Informação devem possuir uma função que compara a
consulta fornecida pelo usuário com os textos armazenados no repositório. Esta função deve
retornar o grau de relevância dos documentos para a consulta. Os documentos são ordenados
de acordo com o grau de relevância e então são apresentados ao usuário [1].
Além dos três componentes básicos, a maioria dos Sistemas de Recuperação de Infor-
mação incluem um quarto elemento que é chamado de realimentação de relevância. Pode-se
pedir ao usuário para selecionar documentos, ou frações de documentos, considerados rel-
evantes a partir de um conjunto recuperado. Este conjunto de documentos relevantes pode
ser usado para modificar as representações da necessidade de informação ou a função de
comparação para melhorar as respostas a consultas posteriores [20].
3 Modelos de Recuperação de Informação
Segundo [1], um modelo de recuperação de informação é uma quádrupla
〈D,Q,F,R(qi, dj)〉 (1)
, onde:
• D é um conjunto de representações lógicas dos documentos em uma coleção.
• Q é um conjunto de representações lógicas (consultas) das necessidades de informação
dos usuários.
• F é um arcabouço para a modelagem dos documentos, consultas e suas relações.
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• R(qi, dj) uma função que associa um número real com uma consulta qi ∈ Q e uma
representação de documento dj ∈ D. Esta função define uma ordenação entre os
documentos com respeito a consulta qi.
Ao desenvolver um modelo, as formas de representação dos documentos e das ne-
cessidades de informação do usuário são as primeiras entidades a serem definidas. Com base
nestas entidades, o arcabouço do modelo pode ser definido. Este arcabouço fornece os princí-
pios para a construção da função de ordenação. Por exemplo, os três tipos de modelos para
Recuperação de Informação de uso mais difundido são [1]: modelo booleano, modelo veto-
rial e modelo probabilístico. No modelo booleano, o arcabouço é composto por conjuntos de
documentos e operações clássicas da teoria de conjuntos. No modelo vetorial, documentos e
consultas são representados como vetores em um espaço n-dimensional e o arcabouço é com-
posto por um espaço n-dimensional e operações de álgebra linear aplicáveis aos vetores. No
modelo probabilístico, o arcabouço que define as representações para documentos e consultas
é baseado na teoria de probabilidades [1, 21].
3.1 Modelo booleano
O modelo booleano considera uma consulta como uma expressão booleana conven-
cional, que liga seus termos através de conectivos lógicos AND, OR e NOT (figura 1). No
modelo booleano um documento é considerado relevante ou não relevante a uma consulta,
não existe resultado parcial e não há informação que permita a ordenação do resultado da
consulta [1, 21].
Documentos indexados
pelo termo t1
Documentos indexados
por ambos os termos
t1 e t2
Documentos indexados
pelo termo t2
Figura 1. Representação do resultado de uma expressão booleana conjuntiva
As principais vantagens do modelo booleano: formalismo claro por trás do modelo e
a sua simplicidade - facilmente programável e exato. As principais desvantagens do modelo
booleano são: a saída pode ser nula ou possuir muitos documentos e a saída não é ordenada.
Apesar das desvantagens serem grandes, o modelo booleano ainda é altamente utilizado em
sistemas comerciais [1].
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3.2 Modelo vetorial
No modelo vetorial os documentos e consultas são vistos como vetores num espaço
vetorial n-dimensional, onde a distância vetorial é usada como medida de similaridade. Cada
documento é representado como um vetor de termos e cada termo possui um valor associado
que indica o grau de importância (peso) deste em um determinado documento [30] apud [1].
Em outras palavras, para o modelo vetorial, o peso wi,j associado com o par (ki, dj),
palavra ki e documento dj , é positivo e não binário. Os termos de uma consulta também são
associados a um peso. O vetor para uma consulta ~q é definido como ~q = (w1,q, w2,q, · · · , wt,q),
onde wi,q ≥ 0 e t é o número total de termos no sistema. Um vetor para um documento ~dj é
representado por ~dj = (w1,j , w2,j , · · · , wt,j) [1].
O modelo vetorial propõem o cálculo do grau de similaridade entre o documento dj e a
consulta q usando a correlação entre os vetores ~dj e ~q. Esta correlação pode ser quantificada,
por exemplo, usando uma medida de similaridade baseada na distância euclidiana [26] ou
no cosseno do ângulo de dois vetores (cosine similarity measure). A equação 2 apresenta a
forma como a correlação entre os vetores ~dj e ~q é calculada usando o cosseno do ângulo de
dois vetores.
sim(q, dj) =
∑t
i=1 wi,j × wi,q√∑t
i=1 w
2
i,j ×
√∑t
i=1 w
2
i,q
(2)
Sendo wi,j ≥ 0 e wi,q ≥ 0, a similaridade sim(dj , q) varia de 0 até +1. Desta
maneira, o modelo vetorial é capaz de ordenar os documentos de acordo com o grau de
similaridade de cada documento com a consulta realizada pelo usuário. Um documento pode
ser recuperado mesmo se ele satisfaz a consulta apenas parcialmente [1, 21].
Somente os sistemas mais ingênuos contabilizam igualmente todos os termos no ve-
tor. A maioria dos sistemas ignoram palavras comuns como “a” e “de”, conhecidas como
stopwords. Uma das formas de se calcular o peso de um termo em um documento, chamada
TF-IDF (term frequency-inverse document frequency) [31], tenta balancear o número de
ocorrências do termo no documento com o número de documentos onde o termo aparece
(equação 3).
wi,j =
fi,j
maxz fz,j
× log N
ni
(3)
onde,
• N = número de documentos da coleção.
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• ni = número de documentos onde a palavra i aparece.
• fi,jmaxz fz,j = freqüência normalizada da palavra i no documento j.
O peso é proporcional ao número de ocorrências do termo no documento e inversa-
mente proporcional ao número de ocorrências do termo em toda a coleção de documentos.
Trata-se de uma boa forma de contabilizar os termos, designando um peso maior a um termo
se ele é um bom discriminante: se aparece numa quantidade pequena de documentos e não
em muito deles [20, 21].
As vantagens do modelo vetorial são: ao atribuir pesos aos termos existe uma mel-
hora do desempenho do Sistema de Recuperação de Informação; trata-se de uma estratégia
de satisfação parcial da consulta, permitindo encontrar documentos que se aproximam das
condições colocadas na consulta, e; os documentos são ordenados de acordo com o seu grau
de similaridade [30] apud [1].
Teoricamente, o modelo vetorial assume que os termos encontrados nos documentos
são independentes, fato que não é verdade. Entretanto, na prática, modelar as dependências
entre os termos em um documento tem gerado soluções com baixo desempenho em termos
de tempo e espaço e não tem encontrado soluções melhores que implementações do modelo
vetorial [1].
O modelo vetorial permite o desenvolvimento de soluções simples e rápidas. Por estas
razões, o modelo vetorial é amplamente utilizado em soluções para indexação e pesquisa de
documentos como, por exemplo, o software Lucene2.
3.3 Modelo probabilístico
O modelo probabilístico, introduzido por [28], é um modelo onde a recuperação é
vista como um problema de estimativa da probabilidade de que a representação de um docu-
mento corresponda ou satisfaça a representação de uma consulta. A idéia fundamental deste
modelo é: dado uma consulta de um usuário, existe um conjunto de documentos que contem
exatamente os documentos relevantes e nenhum não relevante [1].
Para determinar este conjunto de documentos relevantes é necessário conhecer algu-
mas características que definam este conjunto. Como estas características não são conhecidas
no tempo da consulta, é necessário iniciar um processo para determiná-las [1].
Dado um consulta q e um documento dj em uma coleção, o modelo probabilístico
tenta estimar a probabilidade de um usuário considerar relevante o documento dj . Este mod-
2http://lucene.apache.org/java/2_3_0/scoring.html
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elo assume que esta probabilidade de relevância depende apenas da representação da consulta
e da representação do documento [14].
O modelo assume que existe um subconjunto de documentos que o usuário prefere
como resposta para a consulta q. Este conjunto de documentos ideais é representado por R e
devem maximizar a probabilidade de relevância para o usuário. Documentos no conjunto R
são rotulados como relevantes para a consulta q. Documentos que não estão neste conjunto
são considerados não relevantes para q e são rotulados como R, o complemento de R [14].
Os termos que ocorrem nos documentos em R podem ser utilizados para encontrar
outros documentos relevantes. Este princípio é chamado de Princípio da Ordenação Proba-
bilística é assume que a distribuição de termos na coleção seja capaz de informar a relevância
provável de um documento para uma consulta [1].
O peso dos termos em um modelo probabilístico são todos binários, por exemplo,
wi,j ∈ {0, 1} e wi,q ∈ {0, 1}. Onde, wi,j representa o peso do termo i no documento j e wi,q
representa o peso do termo i na consulta q. Uma consulta q é um subconjunto do índice de
termos. Dado R como o conjunto de documentos relevantes ou, inicialmente, considerados
como relevantes. Dado R como o complemento de R, ou seja, o conjunto de documentos não
relevantes. Dado P (R|~dj) como sendo a probabilidade do documento dj ser relevante para
a consulta q e P (R|~dj) como sendo a probabilidade do documento dj não ser relevante para
a consulta q. A similaridade sim(dj , q) de um documento dj para uma consulta q é definida
como:
sim(dj , q) =
P (R|~dj)
P (R|~dj)
(4)
Aplicando a regra de Bayes [22] tem-se:
sim(dj , q) =
P (~dj |R)× P (R)
P (~dj |R)× P (R)
(5)
onde,
• P (~dj |R), probabilidade de selecionar aleatóriamente o documento dj do conjunto R
de documentos relevantes.
• P (R), probabilidade de um documento selecionado randomicamente da coleção ser
relevante.
• P (~dj |R) eP (R) são análogas e complementares as probabilidades apresentadas acima.
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Sendo P (R) e P (R) os mesmos valores para todos os documentos da coleção, pode-
se:
sim(dj , q) ∼ P (
~dj |R)
P (~dj |R)
(6)
Assumindo a independência entre termos, tem-se:
sim(dj , q) ∼
M∏
i=1
P (dj,i|R)
P (dj,i|R)
(7)
onde M é igual ao número de palavras distintas que ocorrem na coleção de documen-
tos.
A principal vantagem do modelo probabilístico é, teoricamente, o fato dos documentos
serem ordenados de forma decrescente por suas probabilidades de serem relevantes. Algumas
evidências parecem indicar que este modelo tem um desempenho melhor do que o modelo
vetorial [7, 1, 14].
As principais desvantagens deste modelo são: (i) o modelo não faz uso da freqüência
dos termos no documento, e; (ii) assume a independência entre termos. De qualquer maneira,
como discutido na seção sobre o modelo vetorial, ainda não está claro se a premissa de
independência entre termos é ruim em situações práticas [7, 1, 14].
Um exemplo concreto, e de sucesso, da aplicação do modelo probabilístico é a função
de ordenação BM25 [1, 21]. Esta função de ordenação faz uso da freqüência dos termos no
documento e também leva em consideração o tamanho dos documentos (equação 8).
sim(q, dj) =
∑
t∈q
log
N
ni
× (k1 + 1)× ft,d
k1((1− b) + b× (Td/Tmed)) + ft,d (8)
onde:
• ft,d significa a frequência do termo t no documento d.
• Td significa o tamanho do documento d.
• Tmed significa o tamanho médio dos documentos na coleção.
• k1 é um parâmetro de valor positivo que calibra a escala do ft,d. Se k1 igual a 0 então
o retorno de sim(q, dj) é similar ao resultado do modelo booleano.
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• b é um parâmetro (0 ≤ b ≤ 1) que determina a influência do tamanho dos documentos
no cálculo da sim(q, dj). Quando b = 0 o valor de sim(q, dj) não é normalizado
considerando Td e Tmed.
3.4 Modelo baseado em hyperlinks
Em algoritmos baseados em hyperlinks, o cálculo da relevância de um documento
leva em consideração os hyperlinks entre os documentos de uma coleção [21, 16, 3]. Um
hyperlink é uma estrutura comum em documentos no formato HTML. Esta estrutura possui
duas propriedades importantes [21]:
• Um hyperlink é um sinal de qualidade: se existe um hyperlink no documento d1 apon-
tando para o documento d2 então isto significa que o autor do documento d1 percebeu
que existe alguma relevância no documento d2.
• O texto do hyperlink descreve o objeto do documento: o conteúdo que está entre as tags
do hyperlink descrevem de forma sumarizada o conteúdo do documento referenciado,
no caso, o documento d2.
Estas propriedades, principalmente a primeira, vem sendo exploradas ao longo de
alguns anos na tentativa de aumentar a eficiência de Sistemas de Recuperação de Informação,
especialmente, os sistemas voltados para a WEB. As implementações deste modelo com
maior destaque são: HITS [16] e PAGERANK [3].
3.4.1 HITS Kleinberg, em [16], propôs um modelo baseado em hyperlinks que permite
inferir a relevância de um documento dentro de um conjunto de documentos a partir do con-
ceito de autoridade. Neste contexto, quanto maior o número de citações para um determinado
documento, maior a sua autoridade entre o conjunto de documentos.
Esse modelo é baseado na relação entre páginas que são autoridades sobre um tópico
e páginas que interligam essas autoridades (hubs). O algoritmo HITS (Hyperlink Induced
Topic Search) assume duas premissas:
• Se o documento d1 possui um hyperlink para o documento d2 então o autor do docu-
mento d1 considera que o documento d2 contêm informações valiosas.
• Se o documento d1 está apontando para um grande número de documentos de qual-
idade então a opinião do documento d1 torna-se mais valiosa e o fato do documento
d1 apontar para o documento d2 pode sugerir que o documento d2 também é um bom
documento.
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O funcionamento do algoritmo HITS inicia a partir de um conjunto S de documen-
tos, retornados por uma função de ordenação qualquer que leva em consideração apenas os
termos da consulta fornecida pelo usuário. Este conjunto inicial S é denominado de conjunto
raiz. Este conjunto é expandido para um conjunto raiz maior, denominado T constituído pela
adição de qualquer documento que referencia ou é referenciado por qualquer documento do
conjunto S. Uma ilustração dos conjuntos S e T é apresentada na figura 2.
Conjunto S
Conjunto T
Figura 2. Conjuntos S e T utilizados pelo algoritmo HITS (adaptado a partir de [16])
Depois de formados os conjuntos S e T , o algoritmo HITS então associa para cada
documento dx um peso de hub h(dx) e um peso de autoridade a(dx). O algoritmo atualiza de
maneira iterativa o peso da autoridade (equação 9) e do hub (equação 10) de cada documento.
a(di) =
∑
dj→di
h(dj) (9)
h(di) =
∑
di→dj
a(dj) (10)
onde, a representação di → dj denota que o documento di possui um hyperlink para
o documento dj .
O algoritmo iterativo para cálculo dos valores de hub e autoridade para todos os doc-
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umentos é apresentado no pseudo-código que está na figura 3. Este algoritmo pode ser uti-
lizado para filtrar os n documentos com maior autoridade ou os n documentos com maior
hub.
Iterate(G,k)
G: coleção de n documentos
k: um número natural
z ← um vetor (1, 1, · · · , 1) ∈ <n
a0 ← z
h0 ← z
for i = 1, 2, · · · , k do
Aplica a equação 9 em (ai−1, hi−1) para obter os valores de a′i
Aplica a equação 10 em (a′i, hi−1) para obter os valores de h
′
i
Normaliza os valores de a′i, obtendo ai
Normaliza os valores de h′i, obtendo hi
end for
Return (ak, hk)
Figura 3. Algoritmo para cálculo dos hubs e autoridades [16]
3.4.2 PAGERANK O algoritmo PAGERANK [3] calcula a importância de um documento
dentro de uma coleção através da análise das citações entre os documentos da coleção. Estas
citações podem ser referências bibliográficas de trabalhos científicos ou hyperlinks em docu-
mentos HTML, por exemplo. O cálculo do valor de um documento, segundo o PAGERANK,
é definido pela equação 11.
PR(A) = (1− d) + d(PR(T1)
C(T1)
+
PR(T2)
C(T2)
+ · · ·+ PR(Tn)
C(Tn)
) (11)
onde:
• A é um documento.
• T1,2,···,n são documentos que contêm links para A.
• PR(A) é o PAGERANK do documento A.
• C(T ) é o número de links de T para outros documentos.
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• d é a probabilidade do navegador (pessoa) sair da página. Segundo [3], o valor normal-
mente adotado para d é 0.85.
Os valores de PR(A) para todos os documentos da coleção podem ser calculados
usando um algoritmo iterativo simples [3], similar com o apresentado na figura 3.
Diferente do HITS, o algoritmo PAGERANK calcula o PR(A) para todos os docu-
mentos da coleção antes que qualquer consulta aconteça. Quando um usuário realiza uma
consulta, o Sistema de Recuperação de Informação pode fazer uso de qualquer função de
ordenação para recuperar um conjunto de documentos que depois será reordenado de acordo
com o valor do PAGERANK de cada documento.
3.5 Comparação entre os modelos
Em geral, o modelo booleano é considerado o modelo clássico mais fraco. O principal
problema do modelo booleano é a incapacidade de reconhecer relevâncias parciais, documen-
tos que satisfazem a necessidade do usuário de forma parcial. Isto acaba fazendo com que os
sistemas que implementam o modelo booleano tenham um baixo desempenho [1].
Existem alguns trabalhos na literatura comparando os modelos vetorial e probabilís-
tico [9, 31]. Alguns destes trabalhos sugerem que o modelo probabilístico supera o mod-
elo vetorial [9] e outros sugerem que o modelo vetorial supera o modelo probabilístico em
coleções de documentos genéricos [31]. Aparentemente, o modelo vetorial é mais popular
em implementações de Sistemas de Recuperação de Informações. No entanto, não existe
nenhum trabalho que comprove que implementações utilizando o modelo vetorial tenham
um desempenho melhor que implementações que usem o modelo probabilístico [21].
Os modelos booleano, vetorial e probabilístico estão, quase que por inteiro, no nível
de palavras [20]. Como conseqüência, diversas pesquisas tentaram responder à seguinte per-
gunta: a Recuperação de Informação não melhoraria se fossem utilizadas técnicas mais
sofisticas para representar os documentos e as necessidades de informação dos usuários?
Vários pesquisadores têm trilhado esta via [17, 2, 10], porém segundo [29]: “surpreenden-
temente nenhuma das tentativas apresentou uma melhora significativa numa faixa ampla de
tarefas relacionadas com a Recuperação de Informação”.
Os algoritmos do modelo baseado em hyperlinks saem do nível das palavras ao fazer
uso de hyperlinks e citações. Os algoritmos deste modelo, principalmente o PAGERANK,
conseguem um desempenho melhor na WEB porque manipulam um conjunto adicional de
informações relevantes para o ambiente, no caso: a conexão entre documentos através de
links.
Todos os modelos apresentados nesta seção foram construídos de maneira experimen-
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tal, através do uso de coleções de referência. Alguns destes algoritmos, quando aplicados em
ambientes reais, têm a sua eficiência avaliada e comprovada ao longo do tempo através de
avaliações subjetivas dos usuários.
4 Uso de aprendizagem de máquina para a definição da função de or-
denação
Na maioria das implementações dos modelos descritos na seção anterios, as funções
de ordenação são definidas manualmente. Ao definir uma função de ordenação manualmente
é necessário realizar vários ajustes nos parâmetros, pois na maioria dos casos as funções de
ordenação padrão possuem algumas variáveis que precisam ser ajustadas. Em outros casos,
pode ser necessário a composição de várias funções de ordenação padrão ou a criação de uma
nova função. Isto muitas vezes é difícil de ser elaborado e de ser testado [13].
Tradicionalmente, o ajuste dos parâmetros de uma função de ordenação é realizado
com base em um pequeno conjunto de itens rotulados como relevantes ou não para algumas
necessidades de informação. Isto pode gerar uma situação onde o desempenho da função de
ordenação para o conjunto de itens é alto, mas para uma situação real o desempenho é baixo.
Isto é conhecido como sobre-ajuste da função de ordenação ao conjunto de itens [19, 13].
Tais conjuntos de itens rotulados podem ser obtidos através de coleções de referência
(seção 5.2) ou a partir do registro de utilização (log) de Sistemas de Recuperação de Infor-
mação. Uma coleção de referência é formada por um conjunto de documentos, um conjunto
de consultas e julgamentos de relevância. Os julgamentos de relevância são descrições da
relevância de um documento para uma consulta. Um exemplo de julgamentos de relevância
é apresentado na tabela do lado esquerdo da figura 4.
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Figura 4. Exemplo dos dados utilizados para obtenção de uma função de ordenação
As coleções de referência têm sido amplamente utilizadas no teste de novos Sistemas
de Recuperação de Informação. O registro de utilização é um componente, presente na maio-
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ria dos modernos Sistemas de Recuperação de Informação, que tem como objetivo monitorar
a interação do usuário com o sistema e gravar esta interação em um arquivo de log. As infor-
mações contidas neste arquivo podem ser úteis na identificação de julgamentos de relevância
de usuários reais de um Sistema de Recuperação de Informação. Estes registros de utilização
podem ser transformados em pares de itens e consultas com um julgamento de relevância
associado: relevante ou não relevante, nos mesmos formatos dos julgamentos de relevância
de uma coleção de referência (tabela do lado esquerdo da figura 4).
Com o aumento dos registros de utilização dos Sistemas de Recuperação de Infor-
mação e das coleções de referência é possível pensar em outras abordagens capazes de ma-
nipular muitos parâmetros com base em um conjunto grande de itens rotulados [27, 8, 32].
Ao invés da função de ordenação ser criada de maneira manual, pode-se utilizar algo-
ritmos que percorram a tabela de julgamentos de relevância para encontrar uma especificação
de documento relevante. Esta especificação pode ser utilizada como uma função de orde-
nação em um Sistema de Recuperação de Informação. No entanto, para que isto aconteça,
é necessário que cada item dos julgamentos de relevância 〈consulta, item, relevância〉 seja
caracterizado por um conjunto de atributos 〈a1, a2, · · · , an〉, formando assim, um conjunto
de dados para a obtenção da função de ordenação como apresentado na figura 4.
Neste caso, o problema de construção da função de ordenação deve ser pensado como
um problema de aprendizagem de máquina3, onde o objetivo é encontrar um padrão entre os
atributos e a relevância de cada julgamento existente no conjunto de dados. Este padrão é
utilizado para descrever o conceito de item relevante e para construir a função de ordenação
[13, 18].
A tarefa de aprendizagem da função de ordenação de um Sistema de Recuperação
de Informação é um processo que recebe como entrada um conjunto de dados D, formado
por um conjunto de instâncias (denominadas exemplos) no formato 〈q, i, r〉, onde q é uma
consulta (representada por uma lista de termos {t1, t2, · · · , tn}), i é um item (representado
por uma lista de atributos {a1, a2, · · · , am}) e r é a relevância de i para q. A relevância é
representada por um conjunto de valores categóricos (i.e., 0, 1 e 2). A saída da tarefa de
aprendizagem é uma hipótese que descreve o conceito de item relevante. Esta hipótese pode
ser utilizada no lugar da função de ordenação de um Sistema de Recuperação de Informação
[34, 33].
O uso de algoritmos de aprendizagem de máquina pode contribuir na construção de
funções de ordenação eliminando a necessidade de ajustes manuais dos parâmetros, combi-
nando múltiplos atributos encontrados nos itens analisados, aumentando a expressividade da
função de ordenação e evitando sobre-ajuste das funções de ordenação sobre o conjunto de
treinamento [19].
3O termo em inglês para este tipo de abordagem é Learning to rank
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A popularidade desta linha de pesquisa vem aumentando ao longo dos últimos anos
[24, 6]. Vários trabalhos já foram publicados utilizando regras de associação [34], máquinas
de suporte4 [36, 4, 12], redes neurais [6], entre outras técnicas de aprendizagem de máquina.
5 Método para avaliação de Sistemas de Recuperação de Informação
As medidas mais comuns para avaliar o desempenho de um sistema computacional são
tempo e espaço. Quanto menor o tempo de resposta de um sistema e quanto menor o espaço
em memória utilizado, melhor o sistema é considerado. Além das medidas de tempo e espaço,
na área de recuperação de informação utiliza-se outras medidas para avaliar a qualidade de
cada solução. O objetivo desta seção é descrever estas medidas.
Para a consulta realizada pelo usuário não existe uma resposta exata. Os documentos
recuperados são ordenados de acordo com a sua relevância em relação a consulta. As métri-
cas utilizadas para avaliar um Sistema de Recuperação de Informação devem medir quão
relevante é o conjunto de documentos, recuperados pelo sistema, para o usuário [1].
Para comparar a efetividade de um Sistema de Recuperação de Informação são usadas
coleções de teste padronizadas. Uma coleção deste tipo consiste dos seguintes elementos
[20, 1, 21]:
• Um conjunto de documentos, que pode conter somente alguns dados como título, autor
e resumo ou então o texto completo. Podem ser utilizadas informações adicionais,
tais como um conjunto de termos usado como vocabulário de controle, descritores
designados por autor e informação sobre citações.
• Um conjunto de consultas, exemplos de requisição de informações, constituídas por
consultas reais submetidas por usuários, seja usando linguagem natural ou alguma lin-
guagem formal de consulta. Ocasionalmente consultas artificialmente construídas são
utilizadas: consultas construídas para recuperar documentos conhecidos ou o texto de
um documento usado como amostra, por exemplo.
• Um conjunto de julgamentos de relevância: para cada consulta existente no conjunto
de consultas são fornecidos documentos, pertencentes a coleção de documentos, con-
siderados relevantes pelos usuários que submetem a consulta ou por especialistas do
domínio. Para coleções pequenas, isto pode ser obtido revisando todos os documentos.
Para coleções grandes, geralmente são combinados os resultados de diferentes repre-
sentações da consulta construída por diferentes usuários. Via de regra, são preferidas
as consultas e julgamentos obtidos diretamente dos usuários. Na tabela 1 é possível
visualizar um exemplo de julgamentos de relevância.
4Do inglês, Support Vector Machines
RITA • Volume 20 • Número 2 • 2013 261
Uma introdução ao tema Recuperação de Informações Textuais
Tabela 1. Exemplo de julgamentos de relevância
Identificador do tópico Documento Relevância
1 CSIRO135-03599247 2
1 CSIRO141-07897607 1
· · · · · · · · ·
50 CSIRO265-01044334 0
50 CSIRO265-01351359 1
50 CSIRO266-04184084 0
O conceito de relevância está associado a necessidade de informação, não está asso-
ciada a consulta. Um documento deve ser considerado relevante se e somente se suprir a
necessidade de informação. Um documento não pode ser considerado relevante se todas as
palavras que aparecem na consulta aparecem no documento também, por exemplo [21].
Dado um algoritmo de recuperação de informação, as medidas de avaliação devem
quantificar a similaridade entre o conjunto de documentos recuperados e o conjunto de docu-
mentos considerados relevantes pelos especialistas. Isto fornece uma estimativa da qualidade
do algoritmo de recuperação de informação avaliado. As medidas utilizadas para a avaliação
dos algoritmos são uma forma de quantificar algo inerentemente subjetivo [20, 1, 21].
5.1 Medidas
Existem diversas medidas que podem ser utilizadas para avaliar o desempenho de
um Sistema de Recuperação de Informação. As medidas mais utilizadas são precisão5 e
cobertura6 [1].
Precisão é a proporção dos documentos recuperados que são relevantes para uma dada
consulta em relação ao total de documentos recuperados. Cobertura é a razão entre o número
de documentos recuperados que são relevantes para uma consulta e o total dos documentos na
coleção que são relevantes para a consulta. Supondo que o conjunto de documentos relevantes
para uma consulta (relevantes) e o conjunto de documentos recuperados por uma consulta
(recuperados) são conhecidos, pode-se definir estas medidas como [1]:
precisao =
|relevantes ∩ recuperados|
|recuperados| (12)
5Do inglês, precision
6Do inglês, recall
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cobertura =
|relevantes ∩ recuperados|
|relevantes| (13)
A figura 5 ilustra estes conceitos.
RecuperadosRelevantes
Coleção de documentos
Documentos relevantes e recuperados
Figura 5. Precisão e cobertura [1]
Um Sistema de Recuperação de Informação pode equilibrar precisão e cobertura. No
caso extremo, um sistema que retorna todos os documentos da coleção de documentos como
seu conjunto de resultados tem a garantia de uma cobertura igual a 100%, mas terá baixa
precisão. Por outro lado, um sistema pode retornar um único documento e ter um baixo
índice de cobertura, mas teria uma chance razoável de 100% de precisão [29]. Uma forma de
definir uma média harmônica entre precisão e cobertura é através da medida F7 (equação 14)
[21].
F =
2× (precisao× cobertura)
precisao+ cobertura
(14)
As medidas de cobertura e precisão foram definidas quando as pesquisas de Recuper-
ação de Informação eram feitas principalmente por bibliotecários interessados em resultados
completos. Hoje, a maioria das consultas (centenas de milhões por dia) são feitas por usuários
que estão menos interessados em perfeição e mais interessados em encontrar uma resposta
imediata, uma resposta que apareça no topo da lista de resultados [29].
7Do inglês, F-measure
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Precisão, cobertura e medida F são medidas baseadas em conjuntos, computadas us-
ando um conjunto de documentos não ordenados. Estas medidas não são suficientes para
medir o desempenho da maioria dos atuais Sistemas de Recuperação de Informações, que
fornecem um resultado ordenado segundo algum critério [21].
As medidas de avaliação utilizadas para medir o desempenho de Sistemas de Recuper-
ação de Informações, que fornecem um resultado ordenado, são: precisão em n (P@n), Mean
Average Precision (MAP) e Normalized discount cumulative gain (NDCG). As definições e
a forma de cálculo destas medidas são apresentadas nas próximas seções.
5.1.1 Precisão em n (P@n) A P@n mede a relevância dos n primeiros documentos de
uma lista ordenada:
P@n =
r
n
(15)
onde, n é o número de documentos retornados e r é o número de documentos con-
siderados relevantes e retornados até a posição n da lista ordenada. Por exemplo, se os 10
primeiros documentos retornados por uma consulta são {relevante, irrelevante, irrelevante,
relevante, relevante, relevante, irrelevante, irrelevante, relevante, relevante} então os valores
de P@1 até P@10 são {1, 1/2, 1/3, 2/4, 3/5, 4/6, 4/7, 4/8, 5/9, 6/10}, respectivamente. Para
um conjunto de consultas deve-se calcular a média de P@n.
5.1.2 Mean Average Precision (MAP) MAP é uma medida que tenta sumarizar todos os
valores P@n. Average Precision (AP) é definido como uma média para todos os valores de
P@n para todos os documentos relevantes:
AP =
∑N
n=1 P@n× rel(n)
rq
(16)
onde: rq é o número total de documentos considerados relevantes para a consulta; N
é o número de documentos recuperados, e; rel(n) é uma função binária sobre a relevância do
nth documento:
rel(n) =
{
1 se o nth documento é relevante
0 caso contrário (17)
Assim sendo, o valor de MAP é a média dos valores AP para todas as consultas.
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5.1.3 Mean Reciprocal Rank (MRR) MRR é uma medida utilizada somente nos casos
onde existe uma única resposta correta. O valor de MRR é definido da seguinte maneira:
MRR =
∑N
i=1
1
pi
N
(18)
onde, N é o número de consultas e pi é a posição onde o documento correto, da
consulta i, é encontrado na lista ordenada, retornada pelo algoritmo avaliado. Por exemplo, o
valor de MRR para os dados da tabela 2 é igual a:
MRR =
1
2 + 1 +
1
2
3
=
2
3
= 0.66 (19)
Tabela 2. Exemplo utilizado para ilustrar a medida MRR
Consultas Resultados Resposta correta Rank Reciprocal Rank
q1 doc1, doc10 doc10 2 1/2
q2 doc3, doc4 doc3 1 1
q3 doc6, doc7, doc3 doc7 2 1/2
5.1.4 Normalized discount cumulative gain (NDCG) O NDCG foi desenvolvido para
manipular múltiplos níveis de relevância. Neste caso, os julgamentos de relevância sobre
os documentos são fornecidos através de uma escala, por exemplo: 3 (muito relevante), 2
(relevante), 1 (pouco relevante) e 0 (não relevante).
Nos atuais ambientes para recuperação de informação, a quantidade de documentos
considerados relevantes para uma consulta pode exceder a capacidade do usuário em tratar
esta informação. Por isso, é desejável que o Sistema de Recuperação de Informação retorne
os documentos com maior relevância, entre os documentos relevantes.
As medidasP@n e MAP apenas conseguem tratar situações onde o nível de relevância
é binário (relevante ou não relevante). Usando as medidas P@n e MAP as diferenças entre
métodos para recuperação de informação ótimos e bons pode não aparecer. O objetivo do
NDCG é fazer com que esta diferença se torne visível na avaliação dos métodos.
O ganho acumulado (CG) na posição i é calculando somando-se a relevância dos
documentos encontrados a partir da posição 1 até a posição i na lista ordenada. Formalmente,
o CG na posição i é definido recursivamente da seguinte maneira:
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CG[i] =
{
G[i] se i = 1
CG[i− 1] +G[i] caso contrário (20)
onde, G[i] é a relevância do documento encontrado na posição i da lista ordenada.
Por exemplo, considere a seguinte lista de relevância dos documentos retornados G′ =
{3, 2, 3, 0, 0, 1, 2, 2, 3, 0, · · ·}.
Para a listaG′ é retornado a seguinte lista deCG′ = {3, 5, 8, 8, 8, 9, 11, 13, 16, 16, · · ·}.
O ganho acumulado de qualquer posição na lista de ordenação pode ser lido diretamente:
CG[7] = 11, por exemplo.
A idéia por trás da medida DCG é baseada em duas regras:
• Documentos extremamente relevantes são mais importantes (valiosos) que documentos
com relevância marginal.
• Quanto mais baixa a posição do documento na lista ordenada (ranking), menor o valor
deste documento para o usuário.
Esta idéia é implementada utilizando a equação 21.
DCG[i] =
{
G[i] se i = 1
DCG[i− 1] + G[i]log i caso contrário
(21)
ou seja, quanto maior o valor de i maior será o desconto dado. Para a lista G′ é
retornado a seguinte lista DCG′ = {3, 5, 6.89, 6.89, 6.89, 7.28, 7.99, 8.66, 9.61, 9.61, · · ·}.
É possível ter uma idéia da qualidade do resultado encontrado em DCG comparando
o resultado encontrado com uma lista ordenada de melhor resultado teórico possível (MR).
A lista MR é definida de acordo com os índices de relevância utilizados na coleção de refer-
ência. Se na coleção de referência são utilizados os valores 3, 2, 1 e 0 para indicar a relevância
de cada documento para cada consulta então uma definição possível para a lista ordenada de
melhor resultado teórico possível é [15]:
MR[i] =

3 se i ≤ m
2 se m < i ≤ m+ l
1 se m+ l < i ≤ m+ l + k
0 caso contrário
(22)
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onde, m, l e k representam o número de documentos encontrados na coleção de refer-
ência com índice de relevância 3, 2 e 1, respectivamente. Um exemplo de lista ordenada do
melhor resultado teórico possível é MR′ = {3, 3, 3, 2, 2, 2, 2, 1, 1, 0, · · ·}.
Os valores para m, k e l são extraídos a partir dos dados da coleção de referência. As
listas G′, I ′, CG′ e DCG′ são definidas para cada consulta. Para comparar algoritmos são
calculadas as médias de G′, I ′, CG′ e DCG′ para todas as consultas.
Na figura 6 é possível visualizar uma curva com os valores apresentados em DCG′ e
a sua relação com o que seria o melhor resultado teórico possível (MR).
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Figura 6. Exemplo de curva DCG
Os valores deDCG para cada função de ordenação podem ser normalizados dividindo-
se os valores de DCG pelo valor correspondente no vetor DCG ideal. Desta forma, para
qualquer posição em DCG, o valor normalizado 1 representa a situação ótima.
Dado um vetor DCG (V = {v1, v2, · · · , vk}) de uma função de ordenação qualquer e
um vetor DCG com desempenho ideal (I = {i1, i2, · · · , ik}), o vetor NDCG de V é obtido
através da seguinte equação [15]:
NDCG(V ) = {v1/i1, v2/i2, · · · , vk/ik} (23)
Na figura 7 é possível visualizar um exemplo de curva NDCG onde são utilizados os
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mesmos dados que foram apresentados na figura 6.
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Figura 7. Exemplo de curva NDCG
5.2 Coleções de Referência
Coleções de referência são caras pois requerem julgamentos de relevância para sua
criação. Tais julgamentos consomem muita mão-de-obra para um número significativo de
consultas. Estudos deste tipo começaram em meados da década de 50 com a coleção Cran-
field8 e continuaram nos anos 90 com a coleção TREC9 (de Text Retrieval Conference, cuja
primeira versão é de 1992) [1, 21].
A coleção Cranfield foi a primeira coleção que permitiu quantificar de maneira precisa
o desempenho de um algoritmo de recuperação de informação. A criação desta coleção
iniciou em 1950 e contêm 1398 resumos de artigos sobre Aerodinâmica, um conjunto de 225
consultas e um conjunto de julgamentos de relevância para todas as consultas. Atualmente,
esta coleção é considerada muito pequena para qualquer experimento [21].
Atualmente, o NIST (The U.S. National Institute of Standards and Technology) é o
responsável por manter um ambiente para testes, incluindo diversas seções (tracks). A prin-
cipal seção é o TREC Ad Hoc track [35], utilizada durante os primeiros 8 anos de existência
8http://ir.dcs.gla.ac.uk/resources/test_collections/cran/
9http://trec.nist.gov/
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do TREC10, 1992 até 1999. Durante os anos de existência da conferência TREC foram cri-
adas inúmeras seções: blog (Blog Track), filtragem de informações (Filtering Track) e spam
(Spam Track), por exemplo. Cada seção tem o seu processo de criação dos julgamentos de
relevância e da coleção de documentos [21].
6 Considerações Finais
Este texto apresentou uma introdução sobre o tema Recuperação de Informação Tex-
tual, abordando: as principais definições e conceitos da área; os principais modelos que
regem o desenvolvimento dos Sistemas de Recuperação de Informação; conceitos básicos
sobre learning to rank e; os métodos usualmente empregados na avaliação de Sistemas de
Recuperação de Informação.
Este texto poderá ser utilizado por qualquer aluno de graduação, pós graduação ou
profissional da área para a fundamentação teórica dos seus estudos ou projetos. Além do texto
em si, as referências citadas são clássicos da área, e portanto, uma rica fonte de informação
sobre o tema. Os livros [1] e [21] fornecem uma visão ampla sobre a área, incluindo uma de-
scrição detalhada sobre os modelos. No caso do livro [21], existe uma versão completa deste
livro no site http://www-nlp.stanford.edu/IR-book/. O livro [18] e artigo [33] são excelentes
referências sobre o uso de aprendizagem de máquina em recuperação de informação.
Os eventos nacionais e internacionais também são uma ótima fonte de informação.
Destacam-se os eventos do Grupo sobre Recuperação de Informação da ACM11 (Special In-
terest Group on Information Retrieval): Annual ACM SIGIR Conference, ACM International
Conference on Information and Knowledge Management - CIKM e o European Conference
on Information Retrieval - ECIR. Além dos eventos promovidos pela Sociedade Brasileira de
Computação12: Simpósio Brasileiro de Sistemas Multimídia e Web (WebMedia) e Simpósio
Brasileiro de Banco de Dados (SBBD). Apesar destes dois últimos eventos não serem especí-
ficos sobre Recuperação de Informação, muitos artigos sobre o tema são publicados nestes
eventos.
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