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This dissertation consists of three papers in game-theoretic econometric models. We
propose a data-constrained generalized maximum entropy estimator for discrete se-
quential move games of perfect information in the first paper. Unlike most other work
on the estimation of complete (perfect) information games, the method we proposed
is data constrained and requires no simulation or assumptions about the distribution of
random preference shocks. Moreover, the generalized maximum entropy estimator is
obtained via a mixed-integer nonlinear programming, which can be easily implemented
on optimization software with high-level interfaces and the computational burden is
lower than the usual mont carlo assistant methods.
The second paper also studies the estimation of discrete sequential move games
of perfect information. Since the generalized maximum entropy estimator developed in
the first paper is a non-smooth estimator, here we use simulated moments based estima-
tion framework. We use importance sampling technique to reduce computational bur-
den and simulation error, moreover, it can be used to overcome non-smoothness prob-
lems. Beyond the traditional method of simulated moments estimator, we also propose
a simulated conditional moments based estimator for this game theoretic model, which
can avoid the usual selection of optimal instruments in conditional moment models.
Monte Carlo evidence demonstrates that the estimator can perform well in moderately-
sized samples.
We turn to study the identification and estimation of discrete static game of com-
plete information in the third paper. Unlike other work on such models, the equilib-
rium concept we employed is correlated equilibrium rather than Nash equilibrium. We
show that once we extend the equilibrium concept from Nash equilibrium to correlated
equilibrium, the identification and estimation of game-theoretic econometric models
become more simple. To deal with the multiple equilibrium problem, we make use of
the moment inequality restrictions, and form an outer identified region for the structural
parameters. Then based on the estimation framework for moment inequality models,
we construct a set estimator for this outer identified region. Like the second paper, here
the importance sampling is also used to reduce computational burden and overcome the
non-smoothness problems. Finally, we propose a test framework for testing equilibrium
concepts based on the nested moment inequality models.
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