Let C be the space of all real-valued continuous functions defined on the unit interval provided with the uniform norm. In the Scottish Book, Banach raised the question of the descriptive class of the subset D of C consisting of all functions which are differentiable at each point of [0, 1] . Banach pointed out that D forms a coanalytic subset of C and asked whether D is a Borel set. Later Mazurkiewicz showed that D is not a Borel set [3] .
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In this paper, we shall investigate the subset M of C consisting of all functions which do not have a finite derivative at any point of [0, 1] . It is well known that M is residual in C [2] . We shall prove the following theorem. In order to see that C -M is an analytic set, notice that a continuous function / has a finite derivative at some point x of [0,1] if and only if for each positive integer n, there is a positive integer m so that (*) if 0 < \h λ \ 9 \h 2 \ < 1/m and x + h λ and x + h 2 are both in [0, 1], then
For each pair of positive integers {n, m), let E(n, m) = {(/, x) e C x [0,1]: (*) holds}. Then C -M is the projection into C of n»=i Um=i E{n, m). It may be checked that each set E{n, m) is a closed subset of C x [0,1], Thus, AT is a coanalytic subset of C The remainder of this paper is devoted to demonstrating that M is not a Borel set.
Let us make the following conventions. The set of positive integers will be denoted by N; by iV* shall be meant the set of all finite sequences of positive integers. We shall denote elements of 
For each positive integer n, let h n = Σφ Iis) , where the summation is taken over all elements of N* which have length n. Also, let us set h Q (x) = 1/2 -\x ~ 1/21, for α e [0, 1]. For each n, h n is a "sawtooth" function on [0, 1]. First we give three lemmas concerning these functions. LEMMA 
For each n, h n is nonnegative and h n (x)
Proof. It can be checked that the line through (0, 0) and the highest point of the graph of h n over the interval I((s u , s n )) has slope 1/1 + 2(1 + ΣL 1 
We will also require the fact that the action of the functions h p is being reproduced on each of the intervals I((q 19 , q n }). This is the content of the next lemma which may be proven by induction. 
It can be shown that Σh n does not have a finite derivative at any x in the (0, 1], although we shall not use this fact. However, Theorem A will be demonstrated by continuously modifying a subsequence of {h n }n=i-We proceed as follows.
Let E be an analytic subset of the Cantor set K. Let H be a map from N* into the clopen subsets of K so that E= U ΠH(σ\k).
σej k=l
We may assume that First, notice that since f n (x, t) ^ h i% (x) < 2~n, for each n, the series Σf n (x, t) converges uniformly over [0, 1] x K. Since, for each t, the functions / n ( , t) are continuous, the function Γ(t) is an element of C. Since F(0, t) -t, Γ is one-to-one.
Second, notice that Γ(t) does not have a finite derivative at 0. This is because (τ/ΊΓ)'(O) = +oo and (? (&, ί) 
Third, notice that Γ is a Borel measurable map of K into C. This may be seen by as follows. Define Γ n : K-+C by
= t + Vχ
Then {ΓJ~= 1 converges uniformly to Γ. Also, note that if (X, M) is a measurable space, Y is a metric space and {/*}«=i is a sequence of measurable maps from X into Y and this sequence converges uniformly to /, then / is a measurable map. This last fact may be used to verify that each function Γ n is Borel measurable and then applied once again to show that Γ is Borel measurable.
We shall require some deeper properties of the function Γ.
LEMMA 4. Suppose σeJ and {t} = Γl*=iH(σ\n) and x Q = x(σ). Then Γ(t) has a left derivative at x 0 and G( , t) has left derivative zero at x 0 .
Proof. It suffices to show that G( ,t) has left derivative zero at x 0 .
Let ε > 0. Let n be a positive integer so that 2" w < ε. Let δ be a positive number so that (x 0 -<5, 
). This implies that t is in A(z) and therefore f n+p (x, t) = 0. These considerations lead to the conclusion that (?(•,<) has left derivative zero at T ΓΊ Let us make the following conventions. The set of all elements of J which are equal to one from some term on will be denoted by Q. Let R(Q) denote the set of all x in [0,1] such that there is some element σeQ for which x = x(σ). Notice that Q and R(Q) are countable sets and σeJ -Q if and only if x{σ) is in the interior of I(σ\k), for each k.
LEMMA 5. Suppose σeJ -Q, {t} = f)H(σ\k), and x Q = x(σ). Then Γ(t) is differentiable at x 0 .
Proof. In view of Lemma 4, it suffices to show that (?( , t) has right derivative zero at x 0 .
Let ε > 0. Let n be a positive integer so that 2~n < e. Since σeJ-Q, x 0 is in the interior of /(σ^""" 1 ). Let 3 be a positive number so that [x 0 , x 0 + 3) £ I(σ \ 2 n~1 ) and let x be between x 0 and x 0 + 3. Since f k (x 0 , t) -0, for all k, we have
) < x < ίc 0 + <5. There is some q = <^, , g^+p-i) so that x e I(q). Using Lemma 3, we have
It follows from these considerations that G( , ί) has right derivative zero at x 0 .
LEMMA 6. If t is in K -E, then Γ(t) does not have a finite derivative at any point of [0, 1] -R(Q).
Proof. We have already noted that Γ(t) does not have a finite derivative at 0. Thus, it suffices to show that G( , t) does not have a finite derivative at any point of (0,1) -R(Q).
Let σ be an element of / -Q and let x Q = x(σ). =1 converges to x 0 . Since # 0 is in the interior of I(σ\ϊ), this implies that there is a positive integer n t so that if p > n 19 then gf = « 1# This means that t is in H(σ\ϊ). Similar considerations show that for each ί, t is in H(σ\i). This implies that t is in E. This contradicts the assumption that t is not in E. Thus, there are infinitely many p such that λ σ(2 p(ί) = 1.
Let <5 > 0. Choose p so that λ σ , 2Z >(£) = 1 and (α, 6] = /(σ|2 p ) is a subset of (x 0 -δ/2, x 0 + δ/2). Let m = (α + 6)/2. Since m ^ ^0 and 
