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Abstrat
Ator-Criti based approahes were among the rst to address reinforement learning in a general
setting. Reently, these algorithms have gained renewed interest due to their generality, good
onvergene properties, and possible biologial relevane. In this paper, we introdue an online
temporal dierene based ator-riti algorithm whih is proved to onverge to a neighborhood of a
loal maximum of the average reward. Linear funtion approximation is used by the riti in order
estimate the value funtion, and the temporal dierene signal, whih is passed from the riti
to the ator. The main distinguishing feature of the present onvergene proof is that both the
ator and the riti operate on a similar time sale, while in most urrent onvergene proofs they
are required to have very dierent time sales in order to onverge. Moreover, the same temporal
dierene signal is used to update the parameters of both the ator and the riti. A limitation
of the proposed approah, ompared to results available for two time sale onvergene, is that
onvergene is guaranteed only to a neighborhood of an optimal value, rather to an optimal value
itself. The single time sale and idential temporal dierene signal used by the ator and the
riti, may provide a step towards onstruting more biologially realisti models of reinforement
learning in the brain.
1. Introdution
In Reinforement Learning (RL) an agent attempts to improve its performane over time at a given
task, based on ontinual interation with the (usually unknown) environment (Bertsekas and Tsitsiklis
(1996); Sutton and Barto (1998)). Formally, it is the problem of mapping situations to ations in
order to maximize a given average reward signal. The interation between the agent and the en-
vironment is modeled mathematially as a Markov Deision Proess (MDP). Approahes based on
a diret interation with the environment, are referred to as simulation based algorithms, and will
form the major fous of this paper.
A well known sublass of RL approahes onsists of the so alled ator-riti (AC) algorithms
(e.g., Sutton and Barto (1998)), where the agent is divided into two omponents, an ator and a
riti. The riti funtions as a value estimator, whereas the ator attempts to selet ations based
on the value estimated by the riti. These two omponents solve their own problems separately
but interatively. Many methods for solving the riti's value estimation problem, for a xed poliy,
have been proposed, but, arguably, the most widely used is temporal dierene (TD) learning.
TD learning was demonstrated to aelerate onvergene by trading bias for variane eetively
Singh and Dayan (1998), and is often used as a omponent of AC algorithms.
In general, poliy seletion may be randomized. When faing problems with a large number of
states or ations (or even ontinuous state-ation problems), eetive poliy seletion may suer from
several problems, suh as slow onvergene rate or an ineient representation of the poliy. A pos-
sible approah to poliy learning is the so-alled poliy gradient method (Baxter and Bartlett (2001);
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Cao (2007); Cao and Chen (1997); Konda and Tsitsiklis (2003); Marbah and Tsitsiklis (1998)). In-
stead of maintaining a separate estimate for the value for eah state (or state-ation pair), the agent
maintains a parametrized poliy funtion. The poliy funtion is taken to be a dierentiable funtion
of a parameter vetor and of the state. Given the performane measure, depending on the agent's
poliy parameters, these parameters are updated using a sampling-based estimate of the gradient
of the average reward. While suh approahes an be proved to onverge under ertain onditions
(e.g., Baxter and Bartlett (2001)), they often lead to slow onvergene, due to very high variane. A
more general approah based on sensitivity analysis, whih inludes poliy gradient methods as well
as non-parametri average reward funtions, has been disussed in depth in the reent manusript
by Cao (2007).
Several AC algorithms with assoiated onvergene proofs have been proposed reently (a short
review is given in setion 2.2). As far as we are aware, all the onvergene results for these algorithms
are based on two time sales, speially, the ator is assumed to update its internal parameters on
a muh slower time sale than the one used by the riti. The intuitive reason for this time sale
separation is lear, sine the ator improves its poliy based on the riti's estimates. It an be
expeted that rapid hange of the poliy parameters may not allow the riti to eetively evaluate
the value funtion, whih may lead to instability when used by the ator in order to re-update its
parameters.
The objetive of this paper is to propose an online AC algorithm and establish its onvergene
under onditions whih do not require the separation into two time sales. There is lear theoretial
motivation for suh an approah,as it an potentially lead to faster onvergene rates, although this
is not a an issue we stress in this work. In fat, our motivation for the urrent diretion was based
on the possible relevane of AC algorithms in a biologial ontext (e.g, Daw et al. (2006)), where
it would be diult to justify two very dierent time sales operating within the same anatomial
struture. We refer the reader to DiCastro et al. (2008) for some preliminary ideas and referenes
related to these issues. Given the weaker onditions assumed on the time sales, our onvergene
result is, not surprisingly, somewhat weaker than that provided reently in (e.g., Bhatnagar et al.
(2008a,b)), as we are not ensured to onverge to a loal optimum, but only to a neighborhood of suh
an optimum. Nevertheless, it is shown that the neighborhood size an be algorithmially ontrolled.
Further omparative disussion an be found in setion 2.
This paper is organized as follows. In setion 2 we briey reapitulate urrent AC algorithms
for whih onvergene proofs are available. In setion 3, we formally introdue the problem setup.
We begin setion 4 by relating the TD signal to the gradient of the average reward, and then move
on to motivate and derive the main AC algorithm, onluding the setion with a onvergene proof.
A omparative disussion of the main features of our approah is presented in setion 5, followed
by some simulation results in setion 6. Finally, in setion 7, we disuss the results and point
out possible future work. In order to failitate the readability of the paper, we have relegated all
tehnial proofs to appendies.
2. Previous Work
In this setion we briey review some previous work in RL whih bears diret relevane to our work.
While many AC algorithms have been introdued over the years, we fous only on those for whih
a onvergene proof is available, sine the main fous of this work is on onvergene issues, rather
than on establishing the most pratially eetive algorithms (see, for example, Peters and Shaal
(2008), for promising appliations of AC algorithms in a roboti setting).
2.1 Diret poliy gradient algorithms
Diret poliy gradient algorithms, employing agents whih onsist of an ator only, typially esti-
mate a noisy gradient of the average reward, and are relatively lose in their harateristis to AC
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algorithms. The main dierene from the latter is that the agent does not maintain a separate value
estimator for eah state, but rather interats with the environment diretly, and in a sense maintains
its value estimate impliitly through a mapping whih signies whih path the agent should take in
order to maximize its average reward per stage.
Marbah and Tsitsiklis (1998) suggested an algorithm for non-disounted environments. The
gradient estimate is based on an estimate of the state values whih the ator estimates while in-
terating with the environment. If the ator returns to a sequene of previously visited states, it
re-estimates the states value, not taking into aount its previous visits. This approah often results
in large estimation variane.
Baxter and Bartlett (2001) proposed an online algorithm for partially observable MDPs. In
this algorithm, the agent estimates the expeted average reward for the non-disounted problems
through an estimate of the value funtion of a related disounted problem. It was shown that when
the disount fator approahes 1, the related disounted problem approximates the average reward
per stage. Similar to the algorithms in (Marbah and Tsitsiklis (1998)), it suers from relatively
large estimation variane. In (Baxter et al. (2004)), a method was proposed for oping with the
large variane by adding a baseline to the value funtion estimation.
2.2 Ator Criti Algorithms
As stated in setion 1, the onvergene proofs of whih we are aware for AC algorithms are based
on two time sale stohasti approximation (Borkar (1997)), where the ator is assumed to operate
on a time sale whih is muh slower than that used by the riti.
Konda and Borkar (1999) suggested a set of AC algorithms. In two of their algorithms (Algo-
rithms 3 and 6), parametrized poliy based ators were used while the riti was based on a lookup
table. Those algorithms and their onvergene proofs were spei to the Gibbs poliy funtion in
the ator.
As far as we are aware, Konda and Tsitsiklis (2003) provided the rst onvergene proof for an
AC algorithm based on funtion approximation. The information passed from the riti to the ator
is the riti's ation-value funtion, and the riti's basis funtions, whih are expliitly used by
the ator. They provided a onvergene proof of their TD(λ) algorithm where λ approahes 1. A
drawbak of the algorithm is that the ator and the riti must share the information regarding the
ator's parameters. This detailed information sharing is a lear handiap in a biologial ontext,
whih was one of the driving fores for the present work.
Finally, Bhatnagar et al. (2008a,b) reently proposed an AC algorithm whih losely resembles
our proposed algorithm, and whih was developed independently of ours. In this work the ator uses
a parametrized poliy funtion while the riti uses a funtion approximation for the state evaluation.
The riti passes to the ator the TD(0) signal and based on it the ator estimates the average reward
gradient. A detailed omparison will be provided in setion 5. As pointed out in Bhatnagar et al.
(2008a,b), their work is the rst to provide a onvergene proof for an AC algorithm inorporating
bootstrapping Sutton and Barto (1998), where bootstrapping refers to a situation where estimates
are updated based on other estimates, rather than on diret measurements (as in Monte Carlo
approahes). This feature applies to our work as well. We also note that Bhatnagar et al. (2008a,b)
extend their approah to the so-alled natural gradient estimator, whih has been shown to lead
to improved onvergene in supervised learning as well as RL. The present study fouses on the
standard gradient estimate, leaving the extension to natural gradients to future work.
3. The Problem Setup
In this setion we desribe the formal problem setup, and present a sequene of assumptions and
lemmas whih will be used in order to prove onvergene of Algorithm 1 in setion 4. These assump-
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tions and lemmas mainly onern the properties of the ontrolled Markov hain, whih represents
the environment, and the properties of the ator's parametrized poliy funtion.
3.1 The Dynamis of the Environment and of the Ator
We onsider an agent, omposed of an ator and a riti, interating with an environment. We
model the environment as a Markov Deision Proess (MDP) Puterman (1994) in disrete time
with a nite state set X and an ation set U , whih may be unountable. We denote by |X | the size
of the set X . Eah seleted ation u ∈ U determines a stohasti matrix P (u) = [P (y|x, u)]x,y∈X
where P (y|x, u) is the transition probability from a state x ∈ X to a state y ∈ X given the ontrol
u. For eah state x ∈ X the agent reeives a orresponding reward r(x), whih may be deterministi
or random. In the present study we assume for simpliity that the reward is deterministi, a benign
assumption whih an be easily generalized.
Assumption 3.1 The rewards, {r(x)}x∈X , are uniformly bounded by a nite onstant Br.
The ator maintains a parametrized poliy funtion. A parametrized poliy funtion is a onditional
probability funtion, denoted by µ(u|x, θ), whih maps an observation x ∈ X into a ontrol u ∈ U
given a parameter θ ∈ RK . The agent's goal is to adjust the parameter θ in order to attain maximum
average reward over time. For eah θ, we have a Markov Chain (MC) indued by P (y|x, u) and
µ(u|x, θ). The state transitions of the MC are obtained by rst generating an ation u aording to
µ(u|x, θ), and then generating the next state aording to {P (y|x, u)}x,y∈X . Thus, the MC has a
transition matrix P (θ) = [P (y|x, θ)]x,y∈X whih is given by
P (y|x, θ) =
∫
U
P (y|x, u)dµ(u|x, θ). (1)
We denote the spae of these transition probabilities by P = {P (θ)|θ ∈ RK}, and its losure by
P¯ . The following assumption is needed in the sequel in order to prove the main results (see Brémaud
(1999) for denitions).
Assumption 3.2 Eah MC, P (θ) ∈ P¯, is aperiodi, reurrent, and irreduible.
As a result of Assumption 3.2, we have the following lemma regarding the stationary distribution
and a ommon reurrent state.
Lemma 3.3 Under Assumption 3.2 we have:
1. Eah MC, P (θ) ∈ P¯ , has a unique stationary distribution, denoted by π(θ), satisfying π(θ)′P (θ) =
π(θ)′.
2. There exists a state, denoted by x∗, whih is reurrent for all P (θ) ∈ P¯ .
Proof For the rst part see Corollary 4.1 in (Gallager, 1995). The seond part follows trivially
from Assumption 3.2.
The next tehnial assumption states that the rst and seond derivatives of the parametrized poliy
funtion are bounded, and is needed to prove Lemma 3.6 below.
Assumption 3.4 The onditional probability funtion µ(u|x, θ) is twie dierentiable. Moreover,
there exist positive onstants, Bµ1 and Bµ2 , suh that for all x ∈ X , u ∈ U , θ ∈ RK and k1 ≥
1, k2 ≤ K we have ∣∣∣∣∂µ(u|x, θ)∂θk
∣∣∣∣ ≤ Bµ1 ,
∣∣∣∣∂2µ(u|x, θ)∂θk1∂θk2
∣∣∣∣ ≤ Bµ2 .
A notational omment onerning bounds Throughout the paper we denote upper bounds on
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dierent variables by the letter B, with a subsript orresponding to the variable itself. An additional
numerial subsript, 1 or 2, denotes a bound on the rst or seond derivative of the variable. For
example, Bf , Bf1 , and Bf2 denote the bounds on the funtion f and its rst and seond derivatives
respetively.
3.2 Performane Measures
Next, we dene a performane measure for an agent in an environment. The average reward per
stage of an agent whih traverses a MC starting from an initial state x ∈ X is dened by
J(x, θ) , lim
T→∞
E
[
1
T
T−1∑
n=0
r(xn)
∣∣∣∣∣x0 = x, θ
]
,
where E[·|θ] denotes the expetation under the probability measure P (θ), and xn is the state at time
n. The agent's goal is to nd θ ∈ RK whih maximizes J(x, θ). The following lemma shows that
under Assumption 3.2, the average reward per stage does not depend on the initial state (Bertsekas
(2006), vol. II, setion 4.1).
Lemma 3.5 Under Assumption 3.2 and based on Lemma 3.3, the average reward per stage, J(x, θ),
is independent of the starting state, is denoted by η(θ), and satises η(θ) = π(θ)′r.
Based on Lemma 3.5, the agent's goal is to nd a parameter vetor θ, whih maximizes the average
reward per stage η(θ). In the sequel we show how this maximization an be performed by optimizing
η(θ), using ∇θη(θ). A onsequene of Assumption 3.4 and the denition of η(θ) is the following
lemma.
Lemma 3.6
1. For eah x, y ∈ X , 1 ≤ i, j ≤ K, and θ ∈ RK , the funtions ∂P (y|x, θ)/∂θi and ∂2P (y|x, θ)/∂θi∂θj
are uniformly bounded by BP1 and BP2 respetively.
(a) For eah x ∈ X , 1 ≤ i, j ≤ K, and θ ∈ RK , the funtions ∂π(x|θ)/∂θi and ∂2π(x|θ)/∂θi∂θj
are uniformly bounded by , Bπ1and Bπ2 respetively.
(b) For all 1 ≤ i, j ≤ K, and θ ∈ RK , the funtions η(θ), ∂η(θ)/∂θi and ∂2π(x|θ)/∂θi∂θj are
uniformly bounded by , Bη, Bη1 and Bη2 respetively.
() For all x ∈ X and θ ∈ RK , there exists a onstant bπ > 0 suh that π(x|θ) ≥ bπ.
The proof is tehnial and is given in Appendix A.1. For later use, we dene the random variable
T , whih denotes the rst return time to the reurrent state x∗. Formally,
T , min{k > 0|x0 = x∗, xk = x∗}. (2)
It is easy to show that under Assumption 3.2, the average reward per stage an be expressed by
η(θ) = lim
T→∞
E
[
1
T
T−1∑
n=0
r(xn)
∣∣∣∣∣ x0 = x∗, θ
]
. (3)
Next, we dene the dierential value funtion of state x ∈ X whih represents the average dierential
reward the agent reeives upon starting from a state x and reahing the reurrent state x∗ for the
rst time. Mathematially,
h(x, θ) , E
[
T−1∑
n=0
(r(xn)− η(θ))
∣∣∣∣∣ x0 = x, θ
]
. (4)
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Abusing notation slightly, we denote h(θ) , (h(x1, θ), . . . , h(x|X |, θ)) ∈ R|X |. For eah θ ∈ RK and
x ∈ X , h(x, θ), r(x), and η(θ) satisfy Poisson's equation (see Theorem 7.4.1 in (Bertsekas (2006))),
i.e.,
h(x, θ) = r(x) − η(θ) +
∑
y∈X
P (y|x, θ)h(y, θ). (5)
Based on the dierential value we dene the temporal dierene (TD) between the states x ∈ X and
y ∈ X (see Bertsekas and Tsitsiklis (1996), Sutton and Barto (1998)),
d(x, y, θ) , r(x) − η(θ) + h(y, θ)− h(x, θ). (6)
Aording to ommon wisdom, the TD is interpreted as a predition error. The next lemma states
the boundedness of h(x, θ) and its derivatives. The proof is given in Appendix A.2.
Lemma 3.7
1. The dierential value funtion, h(x, θ), is bounded and has bounded rst and seond derivative.
Mathematially, for all x ∈ X , 1 ≤ i, j ≤ K, and for all θ ∈ RK we have
|h(x, θ)| ≤ Bh,
∣∣∣∣∂h(x, θ)∂θi
∣∣∣∣ ≤ Bh1 ,
∣∣∣∣∂2h(x, θ)∂θi∂θj
∣∣∣∣ ≤ Bh2 .
(a) There exists a onstant BD suh that or all θ ∈ RK we have |d(x, y, θ)| ≤ BD, where
BD = 2 (Br +Bh).
3.3 The Criti's Dynamis
The riti maintains an estimate of the environmental state values. It does so by maintaining a
parametrized funtion whih approximates h(x, θ), and is denoted by h˜(x,w). The funtion h˜(x,w)
is a funtion of the state x ∈ X and a parameter w ∈ RL. We note that h(x, θ) is a funtion of θ, and
is indued by the ator poliy µ(u|x, θ), while h˜(x,w) is a funtion of w. Thus, the riti's objetive
is to nd the parameter w whih yields the best approximation of h(θ) = (h(x1, θ), . . . , h(x|X |, θ)), in
a sense to be dened later. We denote this optimal vetor by w∗(θ). An illustration of the interplay
between the ator, riti, and the environment is given in Figure 1.
4. A Single Time Sale Ator Criti Algorithm with Linear Funtion
Approximation
In this setion, we present a version of an AC algorithm, along with its onvergene proof. The ore
of the algorithm is based on (7) below, where the ator's estimate of ∇θη(θ) is based on the riti's
estimate of the TD signal d(x, y, θ). The algorithm is omposed of three iterates, one for the ator
and two for the riti. The ator maintains the iterate of the parameter vetor θ orresponding
to the poliy µ(u|x, θ), where its objetive is to nd the optimal value of θ, denoted by θ∗, whih
maximizes η(θ). The riti maintains the other two iterates. One iterate is used for estimating
the average reward per stage, η(θ), where its estimate is denoted by η˜. The riti's seond iterate
maintains a parameter vetor, denoted by w ∈ RL, whih is used for the dierential value estimate
using a funtion approximator, denoted by h˜(w). For eah θ ∈ RK , there exists a w∗(θ) whih,
under the poliy indued by θ, is the optimal w for estimating η˜(w). The riti's objetive is to nd
the optimal η˜ and w.
6
A Convergent Online Single Time Sale Ator Criti Algorithm
Figure 1: A shemati illustration of the dynamis between the ator, the riti, and the environ-
ment. The ator hooses an ation, un, aording to the parametrized poliy µ(u|x, θ).
As a result, the environment proeeds to the next state aording to the transition proba-
bility P (xn+1|xn, un) and provides a reward. Using the TD signal, the riti improves its
estimation for the environment state values while the ator improves its poliy.
4.1 Using the TD Signal to Estimate the Gradient of the Average Reward
We begin with a theorem whih serves as the foundation for the poliy gradient algorithm desribed
in Setion 4. The theorem relates the gradient of the average reward per stage, η(θ), to the TD signal.
It was proved in (Bhatnagar et al. (2008a)), and is similar in its struture to other theorems whih
onnet η(θ) to the Q-value (Konda and Tsitsiklis (2003)), and to the dierential value funtion
(Cao (2007); Marbah and Tsitsiklis (1998)).
We start with a denition of the likelihood ratio derivative
ψ(x, u, θ) ,
∇θµ(u|x, θ)
µ(u|x, θ) ,
where the gradient ∇θ is w.r.t. θ, and ψ(x, u, θ) ∈ RK . The following assumption states that
ψ(x, u, θ) is bounded, and will be used to prove the onvergene of algorithm 1.
Assumption 4.1 For all x ∈ X , u ∈ U , and θ ∈ RK , there exists a positive onstant, Bψ, suh
that
‖ψ(x, u, θ)‖2 ≤ Bψ <∞,
where ‖ · ‖2 is the Eulidean L2 norm.
Based on this, we present the following theorem whih relates the gradient of η(θ) to the TD signal.
For ompleteness, we supply a (straightforward) proof in Appendix B.
Theorem 4.2 For any arbitrary funtion f(x), the gradient w.r.t. θ of the average reward per stage
an be expressed by
∇θη(θ) =
∑
x,y∈X
P (x, u, y, θ)ψ(x, u, θ)d(x, y, θ), (7)
where P (x, u, y, θ) is the probability Pr(xn = x, un = u, xn+1 = y) subjet to the poliy parameter θ.
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4.2 The updates performed by the riti and the ator
We note that the following derivation regarding the riti is similar in some respets to the deriva-
tion in setion 6.3.3 of Bertsekas and Tsitsiklis (1996) and of Tsitsiklis and Roy (1997). We dene
the following quadrati target funtion used to evaluate the riti's performane in assessing the
dierential value h(θ),
I(w, θ) ,
1
2
∑
x∈X
π(x|θ)
(
h˜(x,w) − h(x, θ)
)2
. (8)
The probabilities {π(x|θ)}x∈X are used in order to provide the proportional weight to the state
estimates, aording to the relative number of visits of the agent to the dierent states.
Limiting ourselves to the lass of linear funtion approximations in the riti, we onsider the
following funtion for the dierential value funtion
h˜(x,w) = φ(x)′w, (9)
where φ(x) ∈ RL. We dene Φ ∈ R|X |×L to be the matrix
Φ ,


φ1(x1) φ2(x1) . . . φL(x1)
φ1(x2) φ2(x2) . . . φL(x2)
.
.
.
.
.
.
.
.
.
φ1(x|X |) φ2(x|X |) . . . φL(x|X |)

 ,
where φ(·) is a olumn vetor. Therefore, we an express (9) in vetor form as
h˜(w) = Φw, (10)
where, abusing notation slightly, we set h˜(w) =
(
h˜(x1, w), . . . , h˜(x|X |, w)
)′
.
We wish to express (8), and the approximation proess, in an appropriate Hilbert spae. Dene
the matrix Π(θ) to be a diagonal matrix Π(θ) , diag(π(θ)). Thus, (8) an be expressed as
I(w, θ) =
1
2
∥∥∥Π(θ) 12 (h(θ)− Φw)∥∥∥2
2
,
1
2
‖h(θ)− Φw‖2Π(θ) . (11)
In the sequel, we will need the following tehnial assumption.
Assumption 4.3
1. The olumns of the matrix Φ are independent, i.e., they form a basis of dimension L.
(a) The norms of the olumn vetors of the matrix Φ are bounded above by 1, i.e., ‖φk‖2 ≤ 1
for 1 ≤ k ≤ L.
The parameter w∗(θ), whih optimizes (11), an be diretly omputed, but involves inverting a ma-
trix. Thus, in order to nd the right estimate for h˜(w), the following gradient desent (Bertsekas and Tsitsiklis
(1996)) algorithm is suggested,
wn+1 = wn − γn∇wI(wn, θ), (12)
where {γn}∞n=1 is a positive series satisfying the following assumption, whih will be used in proving
the onvergene of Algorithm 1.
Assumption 4.4 The positive series {γn}∞n=1 satises
∞∑
n=1
γn =∞,
∞∑
n=1
γ2n <∞. (13)
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Writing the term ∇wI(wn) expliitly yields
∇wI(wn) = Φ′Π(θ)Φwn − Φ′Π(θ)h(θ). (14)
For eah θ ∈ RK , the value w∗(θ) is given by setting ∇wI(w, θ) = 0, i.e.,
w∗(θ) = (Φ′Π(θ)Φ)
−1
Φ′Π(θ)h(θ). (15)
Note that Bertsekas and Tsitsiklis (1996) prove that the matrix (Φ′Π(θ)Φ)
−1
Φ′Π(θ) is a projetion
operator into the spae spanned by Φw, with respet to the norm ‖·‖Π(θ) . Thus, the expliit gradient
desent proedure (12) is
wn+1 = wn − γnΦ′Π(θ) (Φwn − h(θ)) . (16)
Using the basis Φ, in order to approximates h (θ), yields an approximation error dened by
ǫ
app
(θ) , inf
w∈RL
‖h (θ)− Φw‖π(θ) = ‖h (θ)− Φw∗ (θ)‖π(θ) .
We an bound this error by
ǫ
app
, sup
θ∈RK
ǫ
app
(θ) . (17)
The agent annot aess h(x, θ) diretly. Instead, it an interat with the environment in order
to estimate h(x, θ). We denote by hˆn(x) the estimate of h(x, θ) at time step n, thus (16) beomes
wn+1 = wn + γnΦ
′Π(θ)
(
hˆn − Φwn
)
. (18)
This proedure is termed stohasti gradient desent (Bertsekas and Tsitsiklis (1996)).
There exist several estimators for hˆn. One sound method, whih performs well in pratial prob-
lems (see Tesauro (1995)), is the TD(λ)method (see setion 5.3.2 and 6.3.3 in Bertsekas and Tsitsiklis
(1996), or Chapter 6 in Sutton and Barto (1998)), where the parameter λ satises 0 ≤ λ ≤ 1. This
method devises an estimator whih is based on previous estimates of h (w), i.e., wn, and is based also
on the environmental reward r (xn). This idea is a type of a bootstrapping algorithm, i.e., using exist-
ing estimates and new information in order to build more aurate estimates (see Sutton and Barto
(1998), Setion 6.1).
The TD(λ) estimator for hˆn+1 is
hˆn+1 (xn) = (1− λ)
∞∑
k=0
λkhˆ
(k)
n+1 (xn) , (19)
where the k-steps preditor is dened by
hˆ
(k)
n+1 (xn) =
(
k∑
m=0
r (xn+m) + hˆn (xn+k+1)
)
.
The idea of bootstrapping is apparent in (19): the preditor for the dierential value of the state
xn at the (n+ 1)-Th time step, is based partially on the previous estimates through hˆn (xn+k+1),
and partially on new information, i.e., the reward r (xn+m). In addition, the parameter λ gives an
exponential weighting for the dierent k-step preditors. Thus, hoosing the right λ an yield better
estimators.
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For the disounted setting, it was proved by Bertsekas and Tsitsiklis (1996) (p. 295) that an
algorithm whih implements the TD(λ) estimator (19) online and onverges to the right value is the
following one
wn+1 = wn + γndnen,
en = αλen−1 + φ (xn) , (20)
where dn is the temporal dierene between the n-th and the (n+ 1)-th yle, and en is the so-
alled eligibility trae (see Setions 5.3.3 and 6.3.3 inBertsekas and Tsitsiklis (1996) or Chapter 7 in
Sutton and Barto (1998)), and the parameter α is the disount fator. The eligibility trae is an
auxiliary variable, whih is used in order to implement the idea of (19) as an online algorithm. As
the name implies, the eligibility variable measures how eligible is the TD variable, dn, in (20).
In our setting, the non-disounted ase, the analogous equations for the riti, are
wn+1 = wn + γnd˜ (xn, xn+1, wn) en
d˜ (xn, xn+1, wn) = r(xn)− η˜m + h˜(xn+1, wm)− h˜(xn, wm) (21)
en = λen−1 + φ (xn) .
The ator's iterate is motivated by Theorem 4.2. Similarly to the riti, the ator exeutes
a stohasti gradient asent step in order to or with a parametrized poliy µ(u|x, θ) satisfying
Assumptions 3.4 and 4.1.
• A riti with
nd a loal maximum of the average reward per stage η(θ). Therefore,
θn+1 = θn + γnψ(xn, un, θn)d˜n(xn, xn+1, wn). (22)
A summary of the algorithm is presented in Algorithm 1.
4.3 Convergene Proof for the AC Algorithm
In the remainder of this setion, we state the main theorems related to the onvergene of Algo-
rithm 1. We present a sketh of the proof in this setion, where the tehnial details are relegated
to Appendies C and D. The proof is divided into two stages. In the rst stage we relate the
stohasti approximation to a set of ordinary dierential equations (ODE). In the seond stage, we
nd onditions under whih the ODE system onverges to a neighborhood of the optimal η(θ).
The ODE approah is a widely used method in the theory of stohasti approximation for in-
vestigating the asymptoti behavior of stohasti iterates, suh as (23)-(25). The key idea of the
tehnique is that the iterate an be deomposed into a mean funtion and a noise term, suh as a
martingale dierene noise. As the iterates advane, the eet of the noise weakens due to repeated
averaging. Moreover, sine the step size of the iterate dereases (e.g., γn in (23)-(25)), one an show
that asymptotially an interpolation of the iterates onverges to a ontinuous solution of the ODE.
Thus, the rst part of the onvergene proof is to nd the ODE system whih desribes the asymp-
toti behavior of Algorithm 1. This ODE will be presented in Theorem 4.6. In the seond part we
use ideas from the theory of Lyapunov funtions in order to haraterize the relation between the
onstants, |X |, Γη, Γw, et., whih ensure onvergene to some neighborhood of the maximum point
satisfying ‖∇θη(θ)‖2 = 0. Theorem 4.7 states onditions on this onvergene.
4.3.1 Relate the Algorithm to an ODE
In order to prove the onvergene of this algorithm to the related ODE, we need to introdue the
following assumption, whih adds onstraints to the iteration for w, and will be used in the sequel
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Algorithm 1 TD AC Algorithm
Given:
• An MDP with a nite set X of states satisfying Assumption 3.2.
• An ator with a parametrized poliy µ(u|x, θ) satisfying Assumptions 3.4 and 4.1.
• A riti with a linear basis for h˜(w), i.e., {φ}Li=1, satisfying Assumption 4.3.
• A set H , a onstant Bw, and an operator Ψw aording to Denition 4.5.
• Step parameters Γη and Γh.
• Choose a TD parameter 0 ≤ λ < 1.
For step n = 0 :
• Initiate the riti and the ator variables: η˜0 = 0 ,w0 = 0, e0 = 0, θ0 = 0.
For eah step n = 1, 2, . . .
Criti: Calulate the estimated TD and eligibility trae
η˜n+1 = η˜n + γnΓη (r(xn)− η˜n) (23)
h˜(x,wn) = w
′
nφ(x),
d˜ (xn, xn+1, wn) = r(xn)− η˜n + h˜(xn+1, wn)− h˜(xn, wn),
en = λen−1 + φ (xn) .
Set,
wn+1 = wn + γnΓwd˜Cramer
′s (xn, xn+1, wn) en (24)
Ator:
θn+1 = θn + γnψ(xn, un, θn)d˜n(xn, xn+1, wn) (25)
Projet eah omponent of wm+1 onto H (see Denition 4.5)
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to prove Theorem 4.6. This assumption may seem restritive at rst but in pratie it is not. The
reason is that we usually assume the bounds of the onstraints to be large enough so the iterates
pratially do not reah those bounds. For example, under Assumption 3.2 and additional mild
assumptions, it is easy to show that h(θ) is uniformly bounded for all θ ∈ RK . As a result, there
exist a onstant bounding w∗(θ) for all θ ∈ RK . Choosing onstraints larger than this onstant will
not inuene the algorithm performane.
Denition 4.5 Let us denote by {wi}Li=1 the omponents of w, and hoose a positive onstant Bw.
We dene the set H ⊂ RK × RL to be
H , {(θ, w) |−∞ < θi <∞, 1 ≤ i ≤ K, −Bw ≤ wj ≤ Bw, 1 ≤ j ≤ L} ,
and let Ψw be an operator whih projets w onto H, i.e., for eah Cramer
′s1 ≤ j ≤ L, Ψwwj =
max(min(wj , Bw),−Bw).
The following theorem identies the ODE system whih orresponds to Algorithm 1. The detailed
proof is given in Appendix C.
Theorem 4.6 Dene the following funtions:
G(θ) = Φ′Π(θ)
∞∑
m=0
λmP (θ)
m
,
D(x,u,y)(θ) = π (x)P (u|x, θ)P (y|x, u)ψ (x, u, θ) , x, y ∈ X , u ∈ U . (26)
A (θ) = Φ′Π(θ) (M (θ)− I) Φ,
M (θ) = (1− λ)
∞∑
m=0
λmP (θ)m+1 ,
b (θ) = Φ′Π(θ)
∞∑
m=0
λmP (θ)
m
(r − η (θ)) .
Then,
1. Algorithm 1 onverges to the invariant set of the following set of ODEs

θ˙ =∇θη(θ) +
∑
x,y∈X×X
D(x,u,y)(θ)
(
d(x, y, θ) − d˜(x, y, w)
)
,
w˙ =Ψw [Γw (A (θ)w + b (θ) +G(θ)(η(θ) − η˜))] ,
˙˜η =Γη (η(θ) − η˜) ,
(27)
with probability 1.
(a) The funtions in (26) are ontinuous with respet to θ.
4.3.2 Investigating the ODE Asymptoti Behavior
Next, we quantify the asymptoti behavior of the system of ODEs in terms of the various algorithmi
parameters. The proof of the theorem appears in Appendix D.
Theorem 4.7 Consider the onstants Γη and Γw as dened in Algorithm 1, and the funtion ap-
proximation bound ǫ
app
as dened in (17). Setting
B∇η ,
B∆td1
Γw
+
B∆td2
Γη
+B∆td3ǫapp,
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where B∆td1, B∆td2, B∆td3 are a nite onstants depending on the MDP and agent parameters.
Then, the ODE system (27) satises
lim inf
t→∞
‖∇θη(θt)‖ ≤ B∇η. (28)
Theorem 4.7 has a simple interpretation. Consider the trajetory η(θt) for large times, orresponding
to the asymptoti behavior of ηn. The result implies that the trajetory visits a neighborhood of
a loal maximum innitely often. Although it may leave the loal viinity of the maximum, it is
guaranteed to return to it innitely often. This ours, sine one it leaves the viinity, the gradient
of η points in a diretion whih has a positive projetion on the gradient diretion, thereby pushing
the trajetory bak to the viinity of the maximum. It should be noted that in simulation (reported
below) the trajetory usually remains within the viinity of the loal maximum, rarely leaving it.
We also observe that by hoosing appropriate values for Γη and Γw we an ontrol the size of the
ball to whih the algorithm onverges.
The key idea required to prove the Theorem is the following argument. If the trajetory does
not satisfy ‖∇η(θ)‖2 ≤ B∇η, we have η˙(θ) > ǫ for some positive ǫ. As a result, we have a monotone
funtion whih inreases to innity, thereby ontraditing the boundedness of η(θ). Thus, η(θ) must
visit the set whih satises ‖∇η(θ)‖2 ≤ B∇η innitely often.
5. A Comparison to other onvergene results
In this setion, we point out the main dierenes between Algorithm 1, the rst algorithm proposed
by Bhatnagar et al. (2008b) and the algorithms proposed by Konda and Tsitsiklis (2003). The main
dimensions along whih we ompare the algorithms are the time sale, the type of the TD signal,
and whether the algorithm is on line or o line.
The Time Sale and Type of Convergene
As was mentioned previously, the algorithms of Bhatnagar et al. (2008b) and Konda and Tsitsiklis
(2003) need to operate in two time sales. More preisely, this refers to the following situation.
Denote the time step of the riti's iteration by γcn and the time step of the ator's iteration by γ
a
n,
we have γcn = o(γ
a
n), i.e.,
lim
n→∞
γcn
γan
= 0.
The use of two time sales stems from the need of the riti to give an aurate estimate of the
state values (as in the work of Bhatnagar et al. (2008b)) or the state-ation values (as in the work
of Konda and Tsitsiklis (2003)) before the ator uses them.
In the algorithm proposed here, a single time sale is used for the three iterates of Algorithm 1.
We have γan = γn for the ator iterate, γ
c,η
n = Γηγn for the riti's ηn iterate, and γ
c,w
n = Γwγn for
the riti's w iterate. Thus,
lim
n→∞
γc,ηn
γan
= Γη,
lim
n→∞
γc,wn
γan
= Γw.
Due to the single time sale, Algorithm 1 hasthe potential to onverge faster than algorithms
based on two time sales, sine both the ator and the riti may operate on the fast time sale. The
drawbak of Algorithm 1 is the fat that onvergene to the optimal value annot be guaranteed, as
was proved by Bhatnagar et al. (2008b) and by Konda and Tsitsiklis (2003). Instead, onvergene to
a neighborhood in R
K
around the optimal value is guaranteed. In order to make the neighborhood
smaller, we need to hoose Γη and Γw appropriately, as is stated in Theorem 4.7.
13
Di Castro and Meir
The TD Signal, the Information Passed Between the Ator and the Criti, and the
Criti's Basis
The algorithm presented in Bhatnagar et al. (2008b) is essentially a TD(0) algorithm, while the
algorithm in Konda and Tsitsiklis (2003) is TD(1), Our algorithm is a TD(λ) for 0 ≤ λ < 1.
A major dierene between the approahes in Bhatnagar et al. (2008b) and the present work, as
ompared to Konda and Tsitsiklis (2003), is the information passed from the riti to the ator. In
the former ases, the information passed is the TD signal, while in the latter ase the Q-value is
passed. Additionally, in Bhatnagar et al. (2008b) and in Algorithm 1 the riti's basis funtions do
not hange through the simulation, while in Konda and Tsitsiklis (2003) the riti's basis funtions
are hanged in eah iteration aording to the ator's parameter θ. Finally, we omment that
Bhatnagar et al. (2008b) introdued an additional algorithm, based on the so-alled natural gradient,
whih led to improved onvergene speed. In this work we limit ourselves to algorithms based on the
regular gradient, and defer the inorporation of the natural gradient to future work. As stated in
Setion 1, our motivation in this work was the derivation of a single time sale online AC algorithm
with guaranteed onvergene, whih may be appliable in a biologial ontext. The more omplex
natural gradient approah seems more restritive in this setting.
6. Simulations
We report empirial results applying Algorithm 1 to a set of abstrat randomly onstruted MDPs
whih are termed Average Reward Non-stationary Environment Test-benh or in short garnet
(Arhibald et al. (1995)). garnet problems omprise a lass of randomly onstruted nite MDPs
serving as a test-benh for ontrol and RL algorithms optimizing the average reward per stage. A
garnet problem is haraterized in our ase by four parameters and is denoted by garnet(X,U,B, σ).
The parameter X is the number of states in the MDP, U is the number of ations, B is the branhing
fator of the MDP, i.e., the number of non-zero entries in eah line of the MDP's transition matries,
and σ is the variane of eah transition reward.
We desribe how a garnet problem is generated. When onstruting suh a problem, we
generate for eah state a reward, distributed normally with zero mean and unit variane. For eah
state-ation the reward is distributed normally with the state's reward as mean and variane σ2.
The transition matrix for eah ation is omposed of B non-zero terms in eah line whih sum to
one.
We note that a omparison was arried out by Bhatnagar et al. (2008b) between their algorithm
and the algorithm of Konda and Tsitsiklis (2003). We therefore ompare our results diretly to the
more losely related former approah (see also Setion 5).
We onsider the same garnet problems as those simulated by Bhatnagar et al. (2008b). For
ompleteness, we provide here the details of the simulation. For the riti's feature vetor, we use a
linear funtion approximation h˜(x,w) = φ(x)′w, where φ(x) ∈ {0, 1}L, and dene l to be the number
nonzero values in φ(x). The nonzero values are hosen uniformly at random, where any two states
have dierent feature vetors. The ator's feature vetors are of size L× |U|, and are onstruted as
ξ(x, u) , (
L×(u−1)︷ ︸︸ ︷
0, . . . , 0, φ(x),
L×(|U|−u)︷ ︸︸ ︷
0, . . . , 0 ,
µ(u|x, θ) = e
θ′ξ(x,u)∑
u′∈U e
θ′ξ(x,u′)
.
Bhatnagar et al. (2008b) reported simulation results for two garnet problems: garnet(30, 4, 2, 0.1)
and garnet(100, 10, 3, 0.1). For the garnet(30, 4, 2, 0.1) problem, Bhatnagar et al. (2008b) used
riti steps γc,wn and γ
c,η
n , and ator steps γ
a
n, where
γc,wn =
100
1000 + n2/3
, γc,ηn = 0.95γ
c,w
n , γ
a,η
n =
1000
100000 + n
,
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Figure 2: Simulation results applying Algorithm 1 (red solid line) and algorithm 1 of
Bhatnagar et al. (2008b) (blue dashed line) on a garnet(30, 4, 2, 0.1) problem (a) and
on garnet(100, 10, 3, 0.1) problem (b). Standard errors of the mean (suppressed for vis-
ibility) are of the order of 0.04.
and for garnet(100, 10, 3, 0.1) the steps were
γc,wn =
105
106 + n2/3
, γc,ηn = 0.95γ
c,w
n , γ
a,η
n =
106
108 + n
.
In our simulations we used a single time sale, γn, whih was equal to γ
c,w
n as used by Bhatnagar et al.
(2008b). The basis parameters for garnet(30, 4, 2, 0.1) were L = 8 and l = 3, where for gar-
net(100, 10, 3, 0.1) they were L = 20 and l = 5.
In Figures 2 we show results of applying Algorithm 1 (solid line) and algorithm 1 from Bhatnagar et al.
(2008b) (dashed line) on garnet(30, 4, 2, 0.1) and garnet(100, 10, 3, 0.1) problems. Eah graph in
Figure 2, represents an average of 100 independent simulations. Note that an agent with a uniform
ation seletion poliy will attain an average reward per stage of zero in these problems. Figure
3 presents similar results for garnet(30, 15, 15, 0.1). We see from these results that in all simula-
tions, during the initial phase, Algorithm 1 onverges faster than algorithm 1 from Bhatnagar et al.
(2008b). The long term behavior is problem-dependent, as an be seen by omparing gures 2 and
3; speially, in Figure 2 the present algorithm onverges to a higher value than Bhatnagar et al.
(2008b), while the situation is reversed in Figure 3. We refer the reader toMokkadem and Pelletier
(2006) for areful disussion of onvergene rates for two time sales algorithms; a orresponding
analysis of onvergene rates for single time sale algorithms is urrently an open problem.
The results displayed here suggest a possible avenue for ombining both algorithms. More on-
retely, using the present approah may lead to faster initial onvergene due to the single time sale
setting, whih allows both the ator and the riti to evolve rapidly, while swithing smoothly to a
two time sales approah as in (Bhatnagar et al. (2008b)) will lead to asymptoti onvergene to a
point rather than to a region. This type of approah is reminisent of the quasi-Newton algorithms
in optimization, and is left for future work. As disussed in Setion 5, we do not onsider the natural
gradient based algorithms from Bhatnagar et al. (2008b) in this omparative study.
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Figure 3: Simulation results applying Algorithm 1 (red solid line) and algorithm 1 of
Bhatnagar et al. (2008b) (blue dashed line) on a garnet(30, 15, 15, 0.1) problem. Stan-
dard errors of the mean (suppressed for visibility) are of the order of 0.018.
7. Disussion and Future Work
We have introdued an algorithm where the information passed from the riti to the ator is the
temporal dierene signal, while the riti applies a TD(λ) proedure. A poliy gradient approah
was used in order to update the ator's parameters, based on a riti using linear funtion ap-
proximation. The main ontribution of this work is a onvergene proof in a situation where both
the ator and the riti operate on the same time sale. The drawbak of the extra exibility in
time sales is that onvergene is only guaranteed to a neighborhood of a loal maximum value of
the average reward per stage. However, this neighborhood depends on parameters whih may be
ontrolled to improve onvergene.
This work sets the stage for muh future work. First, as observed above, the size of the onver-
gene neighborhood is inversely proportional to the step sizes Γw and Γη. In other words, in order
to redue this neighborhood we need to selet larger values of Γw and Γη. This on the other hand
inreases the variane of the algorithm. Therefore, further investigation of methods whih redue
this variane are needed. However, the bounds used throughout are learly rather loose, and an-
not be eetively used in pratial appliations. Obviously, improving the bounds, and onduting
areful numerial simulations in order to obtain a better pratial understanding of the inuene of
the dierent algorithmi parameters, is alled for. In addition, there is learly room for ombining
the advantages of our approah with those of AC algorithms for whih onvergene to a single point
is guaranteed, as disussed in Setion 6,
From a biologial point of view, our initial motivation to investigate TD based AC algorithms
stemmed from questions related to the implementation of RL in the mammalian brain. Suh a view
is based on an interpretation of the transient ativity of the neuromodulator dopamine as a TD
signal (e.g., Shultz (2002)). Reent evidene suggested that the dorsal and ventral striatum may
implement the ator and the riti, respetively (e.g., Daw et al. (2006)). We believe that theoretial
models suh as (Bhatnagar et al. (2008b)) and Algorithm 1 may provide, even if partially, a rm
foundation to theories at the neural level. Some initial attempts in a neural setting (using diret
poliy gradient rather than AC based approahes) have been made by Baras and Meir (2007) and
Florian (2007). Suh an approah may lead to funtional insights as to how an AC paradigm may
be implemented at the ellular level of the basal ganglia and ortex. An initial demonstration was
given by DiCastro et al. (2008).
16
A Convergent Online Single Time Sale Ator Criti Algorithm
From a theoretial perspetive many issues remain open. First, strengthening Theorem (4.7)
by replaing lim inf by lim would learly be useful. Seond, extending the reent onvergene rate
results in Mokkadem and Pelletier (2006) to the single time sale ase is an important hallenging
problem. Third, systematially ombining the advantages of single time sale onvergene (fast initial
dynamis) and two time sales approahes (onvergene to a point) would learly be beneial.
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APPENDIX
Appendix A. Proofs of Results from Setion 3
A.1 Proof of Lemma 3.6
1. Looking at (1) we see that P (y|x, θ) is a ompound funtion of an integral and a twie dieren-
tiable funtion, µ(y|x, θ), with bounded rst and seond derivatives aording to Assumption
3.4. Therefore, P (y|x, θ) is a twie dierentiable funtion with bounded rst and seond
derivatives for all θ ∈ RK .
2. Aording to Lemma 3.3, for eah θ ∈ RK we have a unique solution to the following non-
homogeneous linear equation system in {π(i|θ)}|X |i=1,

|X |∑
i=1
π(i|θ)P (j|i, θ) = π(j|θ), j = 1, . . . , |X | − 1,
|X |∑
i=1
π(i|θ) = 1,
(29)
or in matrix form M(θ)π(θ) = b. By Assumption 3.2, the equation system (29) is invertible,
therefore, det[M(θ)] > 0. This holds for all P (θ) ∈ P¯ , thus, there exists a positive onstant,
bM , whih uniformly lower bounds det[M(θ)] for all θ ∈ RK .Thus, using Cramer's rule we have
π(i|θ) = Q(i, θ)
det[M(θ)]
,
where Q(i, θ) is a nite polynomial of {P (j|i, θ)}i,j∈X of at most degree |X | and with at most
|X |! terms. Writing ∂π(x|θ)/∂θi expliitly gives∣∣∣∣∂π(x|θ)∂θi
∣∣∣∣ =
∣∣∣∣∣det[M(θ)]
∂
∂θi
Q(i, θ)−Q(i, θ) ∂∂θi det[M(θ)]
det[M(θ)]2
∣∣∣∣∣
≤
∣∣∣∣∣
∂
∂θi
Q(i, θ)
det[M(θ)]
∣∣∣∣∣+
∣∣∣∣∣Q(i, θ)
∂
∂θi
det[M(θ)]
det[M(θ)]2
∣∣∣∣∣
≤ |X | · |X |! ·BP1
bM
+
(|X | · |X |!) ·BP1
b2M
,
whih gives the desired bound. Following similar steps we an show the boundedness of the
seond derivatives.
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3. The average reward per stage, η(θ) is a linear ombination of {π(i|θ)}|X |i=1, with bounded
oeients by assumption 3.1. Therefore, using setion 2, η(θ) is twie dierentiable with
bounded rst and seond derivatives for all θ ∈ RK .
4. Sine π(x|θ) is the stationary distribution of a reurrent MC, aording to Assumption 3.2
there is a positive probability to be in eah state x ∈ X . This applies to the losure of P .
Thus, there exist a positive onstant bπ suh that π(x|θ) ≥ bπ.
A.2 Proof of Lemma 3.7
1. We reall the Poisson equation (5). We have the following system of linear equations in
{h(x|θ)}x∈X , namely,

h(x|θ) = r(x) − η(θ) +
∑
y∈X
P (y|x, θ)h(y|θ), ∀x ∈ X , x 6= x∗,
h(x∗|θ) = 0.
(30)
or in matrix form N(θ)h(θ) = c. Adding the equation h(x∗|θ) = 0 yields a unique solution
for the system (Bertsekas (2006), Vol. 1, Prop. 7.4.1). Thus, using Cramer's rule we have
h(x|θ) = R(x, θ)/ det[N(θ)], where R(x, θ) and det[N(θ)] are polynomial funtion of entries in
N(θ), whih are bounded and have bounded rst and seond derivatives aording to Lemma
3.6. Continuing in the same steps of Lemma 3.6 proof, we onlude that h(x|θ) and its two
rst derivatives for all x ∈ X and for all θ ∈ RK .
2. Trivially, by (6) and the previous setion the result follows.
Appendix B. Proof of Theorem 4.2
We begin with a Lemma whih was proved in (Marbah and Tsitsiklis (1998)). It relates the gradient
of the average reward per stage to the dierential value funtion.
Lemma B.1 The gradient of the average reward per stage an be expressed by
∇θη(θ) =
∑
x,y∈X ,u∈U
P (x, u, y, θ)ψ(x, u, θ)h(y, θ). (31)
For ompleteness, we present a proof,whih will be used in the sequel.
Proof We begin with Poisson's equation (5) in vetor form
h(θ) = r¯ − eη(θ) + P (θ)h(θ),
where e is a olumn vetor of 1's. Taking the derivative with respet to θ and rearranging yields
e∇θη(θ) = −∇θh(θ) +∇θP (θ)h(θ) + P (θ)∇θh(θ).
Multiplying the left hand side of the last equation by the stationary distribution π(θ)′ yields
∇θη(θ) = −π(θ)′∇θh(θ) + π (θ)′∇θP (θ)h(θ) + π (θ)′ P (θ)∇θh(θ)
= −π (θ)′∇θh(θ) + π (θ)′∇θP (θ)h(θ) + π (θ)′∇θh(θ)
= π (θ)
′∇θP (θ)h(θ).
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Expressing the result expliitly we obtain
∇θη(θ) =
∑
x,y∈X
P (x)∇θP (y|x, θ)h(y, θ)
=
∑
x,y∈X
P (x)∇θ
(∑
u
(P (y|x, u)µ(u|x, θ))
)
h(y, θ)
=
∑
x,y∈X
P (x)
∑
u
(P (y|x, u)∇θµ(u|x, θ)) h(y, θ)
=
∑
x,y∈X ,u∈U
P (y|x, u)P (x)∇θµ(u|x, θ)h(y, θ)
=
∑
x,y∈X ,u∈U
P (y|x, u)µ(u|x, θ)P (x)∇θµ(u|x, θ)
µ(u|x, θ) h(y, θ)
=
∑
x,y∈X ,u∈U
P (x, u, y, θ)ψ(x, u, θ)h(y, θ).
(32)
Based on this, we an now prove Theorem 4.2. We start with the result in (32).
∇θη(θ) =
∑
x,y∈X ,u∈U
P (x, u, y, θ)ψ(x, u, θ)h(y, θ).
=
∑
x,y∈X ,u∈U
P (x, u, y, θ)ψ(x, u, θ) (h(y, θ)− h(x, θ) + r¯(x)− η(θ) + f(x))
−
∑
x,y∈X ,u∈U
P (x, u, y, θ)ψ(x, u, θ) (−h(x, θ) + r¯(x) − η(θ) + f(x))
=
∑
x,y∈X ,u∈U
P (x, u, y, θ)ψ(x, u, θ) (d(x, y, θ) + f(x))
−
∑
x,y∈X ,u∈U
P (x, u, y, θ)ψ(x, u, θ) (−h(x, θ) + r¯(x) − η(θ) + f(x))
In order to omplete the proof, we show that the seond term equals 0. We dene F (x, θ) ,
−h(x|θ) + r¯(x)− η(θ) + f(x) and obtain∑
x,y∈X ,u∈U
P (x, u, y, θ)ψ(x, u, θ)F (x, θ) =
∑
x∈X
π(x, θ)F (x, θ)
∑
u∈U ,y∈X
∇θP (y|x, u, θ)
=0.
Appendix C. Proof of Theorem 4.6
As mentioned earlier, we use Theorem 6.1.1 of Kushner and Yin (1997). We start by desribing the
setup of the theorem and the main result. Then, we show that the required assumptions hold in our
ase.
C.1 Setup, Assumptions and Theorem 6.1.1 of Kushner and Yin (1997).
In this setion we desribe briey but aurately the onditions for Theorem 6.1.1 of Kushner and Yin
(1997) and state the main result. We onsider the following stohasti iteration
yn+1 = ΠH [yn + γnYn], (33)
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where Yn is a vetor of observations at time n, and ΠH is a onstraint operator as dened in
Denition 4.5. Reall that {xn} is a Markov hain. Based on this, dene Fn to be the σ-algebra
Fn , σ{y0, Yi−1, xi |i ≤ n}
= σ{y0, Yi−1, xi, yi |i ≤ n},
and
F¯n , σ{y0, Yi−1, yi |i ≤ n}.
The dierene between the σ-algebras is the sequene {xn}. Dene the onditioned average iterate
gn (yn, xn) , E [Yn |Fn ] ,
and the orresponding martingale dierene noise
δMn , Yn − E [Yn |Fn ] .
Thus, we an write the iteration as
yn+1 = yn + γn (gn (yn, xn) + δMn + Zn) ,
where Zn is a reetion term whih fores the iterate to the nearest point in the set H whenever the
iterates leaves it (see Kushner and Yin (1997) for details). Next, set
g¯ (y) , E
[
gn (y, xn)
∣∣F¯n ] .
Later, we will see that the sum of the sequene {δMn} onverges to 0, and the r.h.s of the iteration
behaves approximately as a the funtion g¯ (y), whih yields the orresponding ODE, i.e.,
y˙ = g¯ (y) .
The following ODE method will show that the asymptoti behavior of the iteration is equal to the
asymptoti behavior of the orresponding ODE.
Dene the auxiliary variable
tn ,
n−1∑
k=0
γk,
and the monotone pieewise onstant auxiliary funtion
m (t) = {n |tn ≤ t < tn+1 } .
The following assumption, taken from Setion 6.1 of Kushner and Yin (1997), is required to establish
the basi Theorem. An interpretation of the assumption follows its statement.
Assumption C.1 Assume that
1. The oeients {γn} satisfy
∑∞
n=1 γn =∞ and limn→∞ γn = 0.
(a) supn E [‖Yn‖] <∞.
(b) gn (yn, x) is ontinuous in yn for eah x and n.
() For eah µ > 0 and for some T > 0 there is a ontinuous funtion g¯ (·) suh that for eah
y
lim
n→∞
Pr

sup
j≥n
max
0≤t≤T
∥∥∥∥∥∥
m(jT+t)−1∑
i=m(jT )
γi (gn (y, xi)− g¯ (y))
∥∥∥∥∥∥ ≥ µ

 = 0.
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(d) For eah µ > 0 and for some T > 0 we have
lim
n→∞
Pr

sup
j≥n
max
0≤t≤T
∥∥∥∥∥∥
m(jT+t)−1∑
i=m(jT )
γiδMi
∥∥∥∥∥∥ ≥ µ

 = 0.
(e) There are measurable and non-negative funtions ρ3 (y) and ρn4 (x)suh that
‖gn (yn, x)‖ ≤ ρ3 (y) ρn4 (x)
where ρ3 (y) is bounded on eah bounded y-set , and for eah µ > 0 we have
lim
τ→0
lim
n→∞
Pr

sup
j≥n
m(jτ+τ)−1∑
i=m(jτ)
γiρn4 (xi) ≥ µ

 = 0.
(f) There are measurable and non-negative funtions ρ1 (y) and ρn2 (x)suh that ρ1 (y) is
bounded on eah bounded y-set and
‖gn (y1, x)− gn (y2, x)‖ ≤ ρ1 (y1 − y2) ρn2 (x) ,
where
lim
y→0
ρ1 (y) = 0,
and
Pr

lim sup
j
m(tj+τ)∑
i=j
γiρi2 (xi) <∞

 = 1.
The onditions of Assumption C.1 are quite general but an be interpreted as follows. Assumptions
C.1.1-3 are straightforward. Assumption C.1.4 is reminisent of ergodiity, whih is used to replae
the state-dependent funtion gn (·, ·) with the state-independent of state funtion g¯ (·), whereas As-
sumption C.1.5 states that the martingale dierene noise onverges to 0 in probability. Assumptions
C.1.6 and C.1.7 ensure that the funtion gn (·, ·) is not unbounded and satises a Lipshitz ondition.
The following Theorem, adapted from Kushner and Yin (1997), provides the main onvergene
result required. The remainder of this appendix shows that the required onditions in Assumption
C.1 hold.
Theorem C.2 (Adapted from Theorem 6.1.1 in Kushner and Yin (1997)) Assume that algorithm
1, and Assumption C.1 hold. Then yn onverges to some invariant set of the projeted ODE
y˙ = ΠH [g¯(y)].
Thus, the remainder of this setion is devoted to showing that Assumptions C.1.1-C.1.7 are satised.
For future purposes, we express Algorithm 1 using the augmented parameter vetor yn
yn , (θ
′
n w
′
n η˜
′
n)
′
, θn ∈ RK , wn ∈ RL, η˜n ∈ R. (34)
The omponents of Yn are determined aording to (27). The orresponding sub-vetors of g¯(yn)
will be denoted by
g¯ (yn) =
[
g¯ (θn)
′
g¯ (wn)
′
g¯ (η˜n)
′]′ ∈ RK+L+1,
and similarly
gn (yn, xn) =
[
gn (θn, xn)
′
gn (wn, xn)
′
gn (η˜n, xn)
′]′ ∈ RK+L+1.
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We begin by examining the omponents of gn (yn, xn) and g¯ (yn). The iterate gn (η˜n, xn) is
gn (η˜n, xn) = E [Γη (r (xn)− η˜n)| Fn] (35)
= Γη (r (xn)− η˜n) ,
and sine there is no dependene on xn we have also
g¯ (η˜n) = Γη (η (θ)− η˜n) .
The iterate gn (wn, xn) is
gn (wn, xn) = E
[
Γwd˜ (xn, xn+1, wn) en
∣∣∣Fn]
= E
[
Γw
∞∑
k=0
λkφ (xn−k)
(
r (xn)− η˜n + φ (xn+1)′ wn − φ (xn)′ wn
)∣∣∣∣∣Fn
]
(36)
= Γw
∞∑
k=0
λkφ (xn−k)

r (xn)− η˜n + ∑
y∈X
P (y|xn, θn)φ (y)′ wn − φ (xn)′ wn

 ,
and the iterate g¯ (wn) is
g¯ (wn) = E
[
gn (wn, xn)| F¯n
]
= E

Γw ∞∑
k=0
λkφ (xn−k)

r (xn)− η˜n + ∑
y∈X
P (y|xn, θn)φ (y)′ wn − φ (xn)′ wn


∣∣∣∣∣∣ F¯


= Γw
∞∑
k=0
λk
∑
x∈X
π (x)φ (x)
∑
z∈X
[
P k
]
xz

r (z)− η˜n + ∑
y∈X
P (y|z, θn)φ (z)′ wn − φ (y)′ wn

 ,
whih, following, Bertsekas and Tsitsiklis (1996) setion 6.3, an be written in matrix form
g¯ (wn) = Φ
′Π(θn)
(
(1− λ)
∞∑
k=0
λkP k+1 − I
)
Φwn +Φ
′Π(θn)
∞∑
k=0
λkP k (r − η˜n) .
With some further algebra we an express this using (26),
g¯ (wn) = A (θn)wn + b (θn) +G (θn) (η (θn)− η˜n) .
Finally, the iterate gn (θn, xn) is
gn (θn, xn) = E
[
d˜ (xn, xn+1, wn)ψ (xn, un, θn)
∣∣∣Fn]
= E [d (xn, xn+1, θn)ψ (xn, un, θn)| Fn] (37)
+E
[(
d˜ (xn, xn+1, wn)− d (xn, xn+1, θn)
)
ψ (xn, un, θn)
∣∣∣Fn]
= E [d (xn, xn+1, θn)ψ (xn, un, θn)| Fn]
+
∑
z∈X
P (z|xn)ψ (xn, un, θn)
(
d˜ (xn, z, wn)− d (xn, z, θn)
)
,
and
g¯ (θn) = E
[
d˜ (xn, xn+1, wn)ψ (xn, un, θn)
∣∣∣ F¯n]
= E
[
d (xn, xn+1, θn)ψ (xn, un, θn)| F¯n
]
+ E
[(
d˜ (xn, xn+1, wn)− d (xn, xn+1, θn)
)
ψ (xn, un, θn)
∣∣∣ F¯n]
= ∇η(θn) +
∑
x,y∈X
∑
u∈U
π (x)P (u|x, θn)P (y|x, u)ψ (x, u, θn)
(
d˜ (x, y, wn)− d (x, y, θn)
)
.
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Next, we show that the required assumptions hold.
C.2 Satisfying Assumption C.1.2
We need to show that supn E [‖Yn‖2] < ∞. Sine later we need to show that supn E
[
‖Yn‖22
]
< ∞,
and the proof of the seond moment is similar to the proof of the rst moment, we onsider both
moments here.
Lemma C.3 The sequene η˜n is bounded w.p. 1, supn E [‖Yn (η˜n)‖2] <∞, and supn E
[
‖Yn (η˜n)‖22
]
<
∞
Proof We an hoose M suh that γnΓη < 1 for all n > M . Using Assumption 3.4 for the
boundedness of the rewards, we have
η˜n+1 = (1− γnΓη)η˜m + γnΓηr(xn)
≤ (1− γnΓη)η˜n + γnΓηBr
≤
{
η˜n if η˜n > Br,
Br if η˜n ≤ Br,
≤ max{η˜n, Br},
(38)
whih means that eah iterate is bounded above by the previous iterate or by a onstant. We denote
this bound by Bη˜. Using similar arguments we an prove that η˜n is bounded below, and the rst
part of the lemma is proved. Sine η˜n+1 is bounded the seond part follows trivially.
Lemma C.4 We have supn E
[
‖Yn (wn)‖22
]
<∞ and supn E [‖Yn (wn)‖2] <∞
Proof For the rst part we have
E
[
‖Yn (wn)‖22
]
= E
[∥∥∥Γwd˜ (xn, xn+1, wn) en∥∥∥2
2
]
= Γ2wE

∥∥∥∥∥
∞∑
k=0
λkφ (xn−k)
(
r (xn)− η˜n + φ (xn+1)′ wn − φ (xn)′ wn
)∥∥∥∥∥
2
2


(a)
≤ Γ2wE
[
∞∑
k=0
λk
∥∥φ (xn−k) (r (xn)− η˜n + φ (xn+1)′ wn − φ (xn)′ wn)∥∥2
]2
≤ Γ2wE
[
sup
k
∥∥φ (xn−k) (r (xn)− η˜n + φ (xn+1)′ wn − φ (xn)′ wn)∥∥2
∞∑
k=0
λk
]2
(b)
≤ 4Γ
2
w
(1− λ)2 ‖φ (xn−k)‖
2
2
(
|r (xn)|2 + |η˜n|2 + ‖φ (xn+1)‖22 · ‖wn‖22 + ‖φ (xn)‖22 · ‖wn‖22
)
≤ 4Γ
2
w
(1− λ)2B
2
φ
(
B2r +B
2
η˜ + 2B
2
φB
2
w
)
,
where we used the triangle inequality in (a) and the inequality (a + b)2 ≤ 2a2 + 2b2 in (b). The
bound supn E [‖Yn (wn)‖2] <∞ follows diretly from the Cauhy-Shwartz inequality.
Lemma C.5 We have supn E
[
‖Yn (θn)‖22
]
<∞ and supn E [‖Yn (θn)‖2] <∞.The proof proeeds as
in Lemma C.4.
Based on Lemmas C.3, C.4, and C.5 we an assert Assumption C.1.2
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C.3 Satisfying Assumption C.1.3
Assumption C.1.3 requires the ontinuity of gn (yn, xn) for eah n and xn. Again, we show that this
assumption holds for the three parts of the vetor yn.
Lemma C.6 The funtion gn (η˜n, xn) is a ontinuous funtion of η˜n for eah n and xn.
Proof Sine gn (η˜n, xn) = Γη (r (xn)− η˜n) the laim follows.
Lemma C.7 The funtion gn (wn, xn) is a ontinuous funtion of η˜n, wn, and θn for eah n and
xn.
Proof The funtion is
gn (wn, xn) = Γw
∞∑
k
λkφ (xn−k)

r (xn)− η˜n + ∑
y∈X
P (y|xn, θn)φ (y)′ wn − φ (xn)′ wn

 .
The probability transition
∑
y∈X P (y|xn, θn) an be written as
∑
y∈X ,u∈U P (y|xn, un)µ (un|xn, θn).
The funtion µ (un|xn, θn) is ontinuous in θn by Assumption 3.6, and thus gn (wn, xn) is ontinuous
in η˜n and θn and the lemma follows.
Lemma C.8 The funtion gn (θn, xn) is a ontinuous funtion of η˜n, wn, and θn for eah n and
xn.
Proof By denition, the funtion gn (θn, xn) is
gn (θn, xn) = E
[
d˜ (xn, xn+1, wn)ψ (xn, un, θn)
∣∣∣Fn]
=
∇θµ (un|xn, θn)
µ (un|xn, θn)

r (xn)− η˜n + ∑
y∈X
P (y|xn, θn)φ (y)′ wn − φ (xn)′ wn


Using similar arguments to Lemma C.7 the laim holds.
C.4 Satisfying Assumption C.1.4
In this setion we prove the following onvergene result: for eah µ > 0 and for some T > 0 there
is a ontinuous funtion g¯ (·) suh that for eah y
lim
n→∞
Pr

sup
j≥n
max
0≤t≤T
∥∥∥∥∥∥
m(jT+t)−1∑
i=m(jT )
γi (gn (y, xi)− g¯ (y))
∥∥∥∥∥∥ ≥ µ

 . (39)
We start by showing that there exist independent yles of the algorithm sine the underlying Markov
hain is reurrent and aperiodi. Then, we show that the yles behave as a martingale, thus Doob's
inequality an be used. Finally we show that the sum in (39) onverges to 0 w.p. 1. We start
investigating the regenerative nature of the proess.
Based on Lemma 3.2, there exists a reurrent state ommon to all MC(θ), denoted by x∗. We
dene the series of hitting times of the reurrent state x∗ by t0 = 0, t1, t2, ..., where tm it the m-th
time the agent hits the state x∗. Mathematially, we an dene this series reursively by
tm+1 = inf{n|xn = x∗, n > tm}, t0 = 0,
24
A Convergent Online Single Time Sale Ator Criti Algorithm
and Tm , tm+1 − tm. Dene the m-th yle of the algorithm to be the set of times
Tm , {n|tm−1 ≤ n < tm}, (40)
and the orresponding trajetories
Cm , {xn|n ∈ Tm}. (41)
Dene a funtion, ̺ (k), whih returns the yle to whih the time k belongs to, i.e.,
̺ (k) , {m |k ∈ Tm } .
We notie that based on Lemma 3.3, and using the Regenerative Cyle Theorem (see Brémaud
(1999), pp. 87), the yles Cm are independent of eah other.
Next, we examine (39), and start by dening the following events:
b(1)n ,

ω
∣∣∣∣∣∣supj≥n max0≤t≤T
∥∥∥∥∥∥
m(jT+t)−1∑
i=m(jT )
γi (gi (y, xi)− g¯ (y))
∥∥∥∥∥∥ ≥ µ

 ,
b(2)n ,

ω
∣∣∣∣∣∣supj≥n supk≥m(jT )
∥∥∥∥∥∥
k∑
i=m(jT )
γi (gi (y, xi)− g¯ (y))
∥∥∥∥∥∥ ≥ µ

 ,
b(3)n ,
{
ω
∣∣∣∣∣supj≥n
∥∥∥∥∥
∞∑
i=n
γi (gi (y, xi)− g¯ (y))
∥∥∥∥∥ ≥ µ
}
.
It is easy to show that for eah n we have b
(1)
n ⊂ b(2)n , thus,
Pr
(
b(1)n
)
≤ Pr
(
b(2)n
)
. (42)
It is easy to verify that the series
{
b
(2)
n
}
is a subsequene of
{
b
(3)
n
}
. Thus, if we prove that
limn→∞ Pr
(
b
(3)
n
)
= 0, then limn→∞ Pr (bn) = 0, and using (42), Assumption C.1.4 holds.
Next, we examine the sum dening the event b
(3)
n , by splitting it a sum over yles and a sum
within eah yle. We an write it as following
∞∑
i=n
γi (gi (y, xi)− g¯ (y)) =
∞∑
m=̺(n)
∑
i∈Tm
γi (gi (y, xi)− g¯ (y)) .
Denote cm ,
∑
j∈Tm
γi (gn (y, xi)− g¯ (y)). Therefore, by the Regenerative Cyle Theorem (Brémaud
(1999), pp. 87), cm are independent random variables. Also,
E [cm] = E
[∑
i∈Tm
γi (gi (y, xi)− g¯ (y))
]
= E


E

 ∑
j∈Tm
γi (gn (y, xi)− g¯ (y))
∣∣∣∣∣∣Tm



 = 0.
We argue that cm is square integrable. To prove this we need to show that the seond moments of
Tm and (gn (y, xi)− g¯ (y)) are nite.
Lemma C.9
1. The rst two moments of the random times {Tm} are bounded above by a onstant BT , for
all θ ∈ RK and for all m, 1 ≤ m <∞.
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(a) E
[
(gn (y, xi)− g¯ (y))2
]
≤ Bg
(b) Dene γ¯m , supi∈Tm γi, then
∑∞
m=0 γ¯
2
m <∞.
() E
[
c2m
] ≤ (BTBg)2.
Proof
1. Aording to Assumption 3.2 and Lemma 3.3, eah Markov hain in P¯ is reurrent. Thus, for
eah θ ∈ RK there exists a onstant B˜T (θ), 0 < B˜T (θ) < 1, where for k ≤ |X | we have
P (Tm = k|θm) ≤
(
B˜T (θm)
)⌊k/|X |⌋
, 1 ≤ m <∞, 1 ≤ k <∞, (43)
where ⌊a⌋ is the largest integer whih is not greater than a. Otherwise, if for k > |X | we have
B˜T (θm) = 1 then the hain transitions equal 1 whih ontradits the aperiodiity of the hains.
Therefore,
E [Tm| θm] =
∞∑
k=1
kP (Tm = k|θm) ≤
∞∑
k=1
k
(
B˜T (θm)
)⌊k/|X |⌋
= BT1(θm) <∞,
and
E
[
T 2m
∣∣ θm] = ∞∑
k=1
k2P (Tm = k|θm) ≤
∞∑
k=1
k2
(
B˜T (θm)
)⌊k/|X |⌋
= BT2(θm) <∞.
Sine the set P¯ is losed, by Assumption 3.2 the above holds for the losure of P¯ as well. Thus,
there exists a onstant BT satisfying BT = max{supθ BT1(θ), supθ BT2(θ)} <∞.
(a) The proof proeeds along the same lines as the proofs of lemmas C.3, C.4, and C.5.
(b) The result follows trivially sine the sequene {γ¯m} is subsequene of the summable
sequene{γm}.
() By denition, for large enough m we have γm ≤ 1. Therefore, we have
E
[
c2m
]
= E



∑
j∈Tm
γj (gn (y, xj)− g¯ (y))

2


≤ E
[
|Tm|2
(
sup
j
γj
)2(
sup
j
(gn (y, xj)− g¯ (y))
)2]
≤ B2TB2g .
Next, we onlude by showing that Assumption C.1.4 is satised. Dene the proess dn ,
∑n
m=0 cm.
This proess is a martingale sine the sequene {cm} is square integrable (by Lemma C.9) and satises
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E [dm+1|dm] = dm. Using Doob's martingale inequality1 we have
Pr

sup
k≥n
̺(k)∑
m=̺(n)
∑
j∈Tm
γi (gn (y, xi)− g¯ (y)) ≥ µ

 ≤ lim
n→∞
E
[(∑∞
m=̺(n)
∑
j∈Tm
γj (gn (y, xj)− g¯ (y))
)2]
µ2
= lim
n→∞
∑∞
m=̺(n) E
[(∑
j∈Tm
γj (gn (y, xj)− g¯ (y))
)2]
µ2
≤ lim
n→∞
∞∑
m=̺(n)
γ¯2mBgBT /µ
2
= 0.
C.5 Satisfying Assumption C.1.5
In this setion we need to show that for eah µ > 0 and for some T > 0 we have
lim
n→∞
Pr

sup
j≥n
max
0≤t≤T
∥∥∥∥∥∥
m(jT+t)−1∑
i=m(jT )
γiδMi
∥∥∥∥∥∥ ≥ µ

 = 0. (44)
In order to follow the same lines as in Setion C.4, we need to show that the seond moment of the
martingale dierene noise, δMi, is bounded with zero mean. By denition, δMn (·) has zero mean.
Lemma C.10 The martingale dierene noise, δMn (·), is bounded in the seond moment.
Proof The laim is immediate from the fat that
E
[
(δMn)
2
]
= E
[
‖Yn − gn (yn, xn)‖2
]
≤ 2E
[
‖Yn‖2 + ‖gn (yn, xn)‖2
]
,
and from Lemma C.3, Lemma C.4, and Lemma C.5.
Combining this fat with Lemma C.10, and applying the regenerative deomposition of Setion C.4,
we onlude that statistially δMn (·) behaves exatly as (gn (y, xi)− g¯ (y)) of setion C.4 and thus
(44) holds.
C.6 Satisfying Assumption C.1.6
In this setion we need to prove that there are non-negative measurable funtions ρ3 (y) and ρn4 (x)
suh that
‖gn (yn, x)‖ ≤ ρ3 (yn) ρn4 (x) , (45)
where ρ3 (y) is bounded on eah bounded y-set, and for eah µ > 0 we have
lim
τ→0
lim
n→∞
Pr

sup
j≥n
m(jτ+τ)−1∑
i=m(jτ)
γiρn4 (xi) ≥ µ

 = 0.
The following lemma states a stronger ondition for Assumption C.1.6. In fat, we hoose ρ3(y) to
be a positive onstant.
1. If wn is a martingale sequene then Pr
`
supm≥0 |wn| ≥ µ
´
≤ limn→∞ E
h
|wn|
2
i
/µ2.
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Lemma C.11 If ‖gn (y, x)‖ is uniformly bounded for eah y, x and n, then Assumption C.1.6 is
satised.
Proof Let us denote the upper bound by the random variable B, i.e.,
‖gn (y, x)‖ ≤ B, w.p. 1.
Thus
lim
τ→0
lim
n→∞
Pr

sup
j≥n
m(jτ+τ)−1∑
i=m(jτ)
γiρn4 (xi) ≥ µ

 ≤ lim
τ→0
lim
n→∞
Pr

sup
j≥n
m(jτ+τ)−1∑
i=m(jτ)
γiB ≥ µ


= lim
τ→0
lim
n→∞
Pr

sup
j≥n
B
m(jτ+τ)−1∑
i=m(jτ)
γi ≥ µ


≤ lim
τ→0
Pr (Bτ ≥ µ)
= 0.
Based on Lemma C.11, we are left with proving that gn (y, x) is uniformly bounded. The following
lemma states so.
Lemma C.12 The funtion gn (y, x) is uniformly bounded for all n.
Proof We examine the omponents of gn (yn, xn). In (35) we showed that
gn (η˜n, xn) = Γη (r (xn)− η˜n) .
Sine both r (xn) and η˜n are bounded by Assumption 3.1 and Lemma C.3 respetively, we have a
uniform bound on gn (η˜n, xn). Realling (36) we have
gn (wn, xn) = Γw
∞∑
k=0
λkφ (xn−k)

r (xn)− η˜n + ∑
y∈X
P (y|xn, θn)φ (y)′ wn − φ (xn)′ wn


≤ Γw 1
1− λBφ (Br +Bη˜ + 2BφBw) .
Finally, realling (37) we have
gn (θn, xn) = E
[
d˜ (xn, xn+1, wn)ψ (xn, un, θn)
∣∣∣Fn]
≤ (Br +Bη˜ + 2BφBw)Bψ.
C.7 Satisfying Assumption C.1.7
In this setion we show that there are non-negative measurable funtions ρ1 (y) and ρn2 (x) suh
that ρ1 (y) is bounded on eah bounded y-set and
‖gn (y1, x)− gn (y2, x)‖ ≤ ρ1 (y1 − y2) ρn2 (x) (46)
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where
lim
y→0
ρ1 (y) = 0, (47)
and for some τ > 0
Pr

lim sup
j
m(tj+τ)∑
i=j
γiρi2 (xi) <∞

 = 1.
From Setion C.6 we infer that we an hoose ρn2 (x) to be a onstant sine gn (y, x) is uniformly
bounded. Thus, we need to show the appropriate ρ1 (·) funtion. The following lemma shows it.
Lemma C.13 The following funtions satisfy (46) and (47).
1. The funtion ρ1 (y) = ‖η˜2 − η˜1‖ and ρn2 (x) = Γη for gn (η˜, x).
(a) The funtion ρ1 (y) =
1
1−λB
2
φ
(∑
y∈X Bw ‖P (y|x, θ1)− P (y|x, θ2)‖+ ‖w1 − w2‖
)
and
ρn2 (x) = Γw for gn (w, x).
(b) The funtion ρ1 (y) =
∑
y∈X Bw ‖P (y|x, θ1)− P (y|x, θ2)‖ · Bψ and ρn2 (x) = 1 for
gn (θ, x).
Proof
1. Realling (35) we have for gn (η˜, x)
‖gn (η˜1, x)− gn (η˜2, x)‖ ≤ Γη ‖η˜2 − η˜1‖ ,
thus (46) and (47) are satised for 1.
2. Realling (36) we have for gn (w, x)
‖gn (w1, x) − gn (w2, x)‖ ≤
∥∥∥∥∥∥Γw
∞∑
k
λkφ (xn−k)



∑
y∈X
P (y|x, θ1)φ (y)′ w1 − φ (xn)′ w1


−

∑
y∈X
P (y|x, θ2)φ (y)′ w2 − φ (xn)′ w2




∥∥∥∥∥∥
≤ ΓwB
2
φ
1− λ

∑
y∈X
‖P (y|x, θ1)w1 − P (y|x, θ2)w2‖+ ‖w1 − w2‖


≤ ΓwB
2
φ
1− λ

∑
y∈X
Bw ‖P (y|x, θ1)− P (y|x, θ2)‖+ ‖w1 − w2‖


(a) Trivially, with respet to w (46) and (47) are satised. Regarding θ, (46) and (47) are
satised if we reall the denition of P (y|x, θ) from (1) and the ontinuity of µ (u|x, θ)
from Assumption 3.4.
(b) Realling (37) we have for gn (θ, x)
‖gn (θ1, x)− gn (θ2, x)‖ =
∥∥∥E [ d˜ (x, y, w1)ψ (x, u, θ1)∣∣∣Fn]− E [ d˜ (x, y, w2)ψ (x, u, θ2)∣∣∣Fn]∥∥∥
≤
∑
y∈X
Bw ‖P (y|x, θ1)− P (y|x, θ2)‖ ·Bψ .
Using similar arguments to 2, (46) and (47) are satised for θ.
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Appendix D. Proof of Theorem 4.7
In this setion we nd onditions under whih Algorithm 1 onverges to a neighborhood of a loal
maximum. More preisely, we show that lim inft→∞ ‖∇η(θ(t))‖2 ≤ ǫapp + ǫdyn, where the approx-
imation error, ǫ
app
, measures the error inherent in the riti's representation, and ǫ
dyn
is an error
related to the single time sale algorithm. We note that the approximation error depends on the
basis funtions hosen for the riti, and in general an be redued only by hoosing a better repre-
sentation basis. The term ǫ
dyn
is the dynami error, and this error an be redued by hoosing the
riti's parameters Γη and Γw appropriately.
We begin by establishing a variant of Lyapunov's theorem for asymptoti stability
2
, where instead
of proving asymptoti onvergene to a point, we prove onvergene to a ompat invariant set. Based
on this result, we ontinue by establishing a bound on a time dependent ODE of the rst order.
This result is used to bound the riti's error in estimating the average reward per stage and the
dierential values. Finally, using these results, we establish Theorem 4.7.
We denote a losed ball of radius y in some normed vetor spae, (RL, ‖ · ‖2), by By, and its
surfae by ∂By. Also, we denote by A\B a set, whih ontains all the members of set A whih are
not members of B. Finally, we dene the omplement of By by Bcy = RL\By.
The following lemma is similar to Lyapunov's lassi theorem for asymptoti stability (Khalil
(2002), Theorem 4.1). The main dierene is that when the value of the Lyapunov funtion is
unknown inside a ball, onvergene an be established to the ball, rather than to a single point.
Lemma D.1 Consider a dynamial system, x˙ = f (x) in a normed vetor spae, (RL, ‖ · ‖), and a
losed ball Br ,
{
x
∣∣x ∈ RL, ‖x‖ ≤ r}. Suppose that there exists a ontinuously dierentiable salar
funtion V (x) suh that V (x) > 0 and V˙ (x) < 0 for all x ∈ Bcr, and V (x) = 0 for x ∈ ∂Br. Then,
lim sup
t→∞
‖x (t) ‖ ≤ r.
Proof We prove two omplementary ases. In the rst ase, we assume that x (t) never enters
Br. On the set Bcr, V (x) is a stritly dereasing funtion in t, and it is bounded below, thus it
onverges. We denote this bound by C, and notie that C ≥ 0 sine for x ∈ Bcr, V (x) > 0. We
prove that C = 0 by ontradition. Assume that C > 0. Then, x(t) onverge to the invariant set
SC , {x|V (x) = C, x ∈ Bcr}. For eah x (t) ∈ SC we have V˙ (x) < 0. Thus, V (x) ontinues to
derease whih ontradits the boundedness from below. As a result, V (x (t))→ 0.
In the seond ase, let us suppose that at some time, denoted by t0, x(t0) ∈ Br. We argue that
the trajetory never leaves Br. Let us assume that at some time t2, the trajetory x(t) enters the
set ∂Br+ǫ. Then on this set, we have V (x(t2)) > 0. By the ontinuity of the trajetory x(t), the
trajetory must go through the set ∂Br. Denote the hitting time of this set by t1. By denition we
have V (x(t1)) = 0. Without loss of generality, we assume that the trajetory in the times t1 < t ≤ t2
is restrited to the set Br+ǫ/Br. Thus, sine V˙ (x(t)) ≤ 0 for x ∈ Br+ǫ/Br we have
V (x(t2)) = V (x(t1)) +
∫ t2
t1
V˙ (x(t))dt < V (x(t1)),
whih ontradits the fat that V (x(t2)) ≥ V (x(t1)). Sine this argument holds for all ǫ > 0, the
trajetory x(t) never leaves Br.
The following lemma will be applied later to the linear equations (27), and more speially, to
the ODEs desribing the dynamis of η˜ and w. It bounds the dierene between an ODE's state
variables and some time dependent funtions.
2. We say that the equilibrium point x = 0 of the system x˙=f(x) is stable if for eah ǫ > 0 there exists a δ > 0 suh
that ‖x (0)‖ < δ ⇒ ‖x (t)‖ < ǫ for all t ≥ 0. We say that the point x = 0 is asymptotially stable if it is stable
and there exists a δ > 0 suh that ‖x (0)‖ < δ implies limt→∞ x (t) = 0 (see Khalil (2002) for more details).
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Lemma D.2 Consider the following ODE in a normed spae (RL, ‖ · ‖2)

d
dt
X (t) =M (t) (X (t)− F1(t)) + F2(t),
X(0) = X0,
(48)
where for suiently large t .
1. M(t) ∈ RL×L is a ontinuous matrix whih satises max‖x‖=1 x′M (t)x ≤ −γ < 0 for t ∈ R,
2. F1 (t) ∈ RL satises ‖dF1(t)/dt‖2 ≤ BF1,
3. F2 (t) ∈ RL satises ‖F2(t)‖2 ≤ BF2.
Then, the solution of the ODE satises lim supt→0 ‖X(t)− F1 (t) ‖2 ≤ (BF1 +BF2) /γ.
Proof We express (48) as
d
dt
(X(t)− F1(t)) =M(t) (X(t)− F1 (t))− d
dt
F1(t) + F2(t), (49)
and dene
Z(t) , (X(t)− F1(t)) , G(t) , − d
dt
F1(t) + F2(t).
Therefore, (49) an be written as
Z˙(t) =M(t)Z(t) +G(t),
where ‖G(t)‖ ≤ BG , BF1 +BF2. In view of Lemma D.1, we onsider the funtion
V (Z) =
1
2
(
‖Z(t)‖22 −B2G/γ2
)
.
Let Br be a ball with a radius r = BG/γ. Thus we have V (Z) > 0 for Z ∈ Bcr and V (Z) = 0 for
X ∈ ∂Br. In order to satisfy the assumptions of Lemma D.1 the ondition that V˙ (Z) < 0 needs to
be veried. For ‖Z(t)‖2 > BG/γ we have
V˙ (Z) = (∇XV )′ Z˙(t)
= Z(t)′M(t)Z(t) + Z(t)′G(t)
= ‖Z(t)‖22
Z(t)′
‖Z(t)‖2M(t)
Z(t)
‖Z(t)‖2 + Z(t)
′G(t)
≤ ‖Z(t)‖22 max
‖Y (t)‖2=1
Y (t)′M(t)Y (t) + ‖Z(t)‖2 ‖G(t)‖2
= ‖Z(t)‖2 (−γ ‖Z(t)‖2 + BG)
< 0.
As a result, the assumptions of Lemma D.1 are valid and the Lemma is proved.
The following lemma shows that the matrix A (θ), dened in (26), satises the onditions of Lemma
D.2. For the following lemmas, we dene the weighted norm ‖w‖2Π(θ) , ‖w′Π(θ)w‖2.
Lemma D.3 The following inequalities hold:
1. For any w ∈ RLand for all θ ∈ RK , ‖P (θ)w‖Π(θ) < ‖w‖Π(θ)..
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(a) The matrix M (θ) satises ‖M (θ)w‖Π(θ) < ‖w‖Π(θ) for all θ ∈ RK and w ∈ RL.
(b) The matrix Π(θ) (M (θ)− I) satises x′Π(θ) (M (θ)− I)x < 0 for all x ∈ RL and for all
θ ∈ RK .
() There exists a positive salar γ suh that w′A (θ)w < −γ for all w′w = 1.
Proof The following proof is similar in many aspets to the proof of Lemma 6.6 of Bertsekas and Tsitsiklis
(1996).
1. By using Jensen's inequality for the funtion f (α) = α2 we have
∑
y∈X
P (y|x, θ)w (y)

2 ≤ ∑
y∈X
P (y|x, θ)w (y)2 , ∀x ∈ X . (50)
If in Jensen's inequality we have a stritly onvex tion and non-degenerate probability mea-
sures then the inequality is strit. The funtion f (α) is stritly onvex, and by Assumption
3.2 the matrix P (θ) is aperiodi, whih implies that the matrix P (θ) is not a permutation
matrix. As a result, there exists x0 ∈ X suh that the probability measure P (y|x0, θ) is not
degenerate, thus, the inequality in (50) is strit, i.e.,
∑
y∈X
P (y|x0, θ)w (y)

2 < ∑
y∈X
P (y|x0, θ)w (y)2 . (51)
Then, we have
‖P (θ)w‖Π(θ) = w′P (θ)′Π(θ)P (θ)w
=
∑
x∈X
π (x|θ)

∑
y∈X
P (y|x, θ)w (y)

2
<
∑
x∈X
π (x|θ)
∑
y∈X
P (y|x, θ)w (y)2
=
∑
y∈X
w (y)
2
∑
x∈X
π (x|θ)P (y|x, θ)
=
∑
y∈X
w (y)
2
π (y|θ)
= ‖w‖Π(θ) ,
where in the inequality we have used (51).
(a) Using the triangle inequality and 1 we have
‖M (θ)w‖Π(θ) =
∥∥∥∥∥(1− λ)
∞∑
m=0
λmP (θ)
m+1
w
∥∥∥∥∥
Π(θ)
≤ (1− λ)
∞∑
m=0
λm
∥∥∥P (θ)m+1 w∥∥∥
Π(θ)
< (1− λ)
∞∑
m=0
λm ‖w‖Π(θ)
= ‖w‖Π(θ) .
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(b) By denition
x′Π(θ)M (θ) x = x′Π(θ)1/2 Π(θ)1/2M (θ) x
≤
∥∥∥Π(θ)1/2 x∥∥∥ · ∥∥∥Π(θ)1/2M (θ) x∥∥∥
= ‖x‖Π(θ) ‖M (θ)x‖Π(θ)
< ‖x‖Π(θ) ‖x‖Π(θ) ·
= x′Π(θ)x,
where in the rst inequality we have used the Cauhy-Shwartz inequality, and in the
seond inequality we have used 1. Thus, x′Π(θ) (M (θ)− I)x < 0 for all x ∈ R, whih
implies that Π(θ) (M (θ)− I) is a negative denite (ND) matrix3.
() From 3, we know that for all θ ∈ RK and all w ∈ R|X | satisfying w′w = 1, we have
w′Π(θ) (M (θ)− I)w < 0, and by Assumption (3.2), this is true also for the losure of{
Π(θ) (M (θ)− I) |θ ∈ RK}. Thus, there exists a positive salar, γ′, satisfying
w′Π(θ) (M (θ)− I)w ≤ −γ′ < 0.
By Assumption 4.3 the rank of the matrix Φ is full, thus there exists a salar γ suh that
for all w ∈ RL, where w′w = 1, we have w′A (θ)w ≤ −γ < 0.
The following Lemma establishes the boundedness of θ˙.
Lemma D.4 There exists a onstant Bθ1 , Bη1 +Bψ (BD +Br +Bη˜ + 2BφBw) suh that ‖θ˙‖2 ≤
Bθ1.
Proof Realling (27)
∥∥∥θ˙∥∥∥
2
=
∥∥∥∥∥∥∇θη(θ) +
∑
x,y∈X×X ,u∈U
D(x,u,y)(θ)
(
d(x, y, θ) − d˜(x, y, w)
)∥∥∥∥∥∥
2
≤ Bη1 +
∑
x,y∈X×X ,u∈U
∥∥∥D(x,u,y)(θ)∥∥∥
2
∥∥∥d(x, y, θ)− d˜(x, y, w)∥∥∥
2
≤ Bη1 +Bψ (BD +Br +Bη˜ + 2BφBw)
, Bθ1.
Based on Lemma (D.4), the following Lemma shows the boundedness of (η(θ(t)) − η˜).
Lemma D.5 We have
lim sup
t→∞
|η(θ(t)) − η˜| ≤ B∆η
Γη
,
where B∆η , Bη1Bθ1.
Proof Using the Cauhy-Shwartz inequality we have
|η˙(θ)| = |∇η(θ)′ θ˙|
≤ ‖∇η(θ)‖2 ‖θ˙‖2
≤ Bη1Bθ1.
(52)
3. Usually, a ND matrix is dened for Hermitian matries, i.e., if B is an Hermitian matrix and it satises x′Bx < 0
for all x ∈ CK then B is a NSD matrix . We use here a dierent denition whih states that a square matrix B
is a ND matrix if it is real and it satises x′Bx < 0 for all x ∈ Rk (see Horn and Johnson (1985) p. 399).
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Realling the equation for η˜ in (27) we have
˙˜η = Γη (η(θ) − η˜) .
We onlude by applying Lemma D.2 and using (52) that
lim sup
t→∞
|η(θ(t)) − η˜| ≤ Bη1Bθ1
Γη
=
B∆η
Γη
. (53)
In (53) we see that the bound on |η(θ) − η˜| is ontrolled by Γη, where larger values of Γη ensure
smaller values of |η(θ) − η˜|. Next, we bound ‖w∗(θ) − w‖2. We reall the seond equation of (27)
w˙ = Ψw [Γw (A (θ)w + b (θ) +G(θ)(η(θ) − η˜))] ,
A (θ) = Φ′Π(θ) (M − I)Φ,
M (θ) = (1− λ)
∞∑
m=0
λmP (θ)
m+1
,
b (θ) = Φ′Π(θ)
∞∑
m=0
λmP (θ)m (r − η (θ)) ,
G(θ) = Φ′Π(θ)
∞∑
m=0
λmP (θ)
m
.
We an write the equation for w˙ as
w˙ = Ψw [Γw (A (θ) (w − w∗ (θ)) +G(θ)(η(θ) − η˜))] ,
where w∗ = −A (θ)−1 b (θ). In order to use Lemma D.2, we need to demonstrate the boundedness
of
∥∥ d
dtw
∗
∥∥
. The following lemma does so.
Lemma D.6
1. There exists a positive onstant, Bb ,
1
1−λ |X |
3
LBΦBr, suh that ‖b (θ)‖2 ≤ Bb.
(a) There exists a positive onstant, BG ,
1
1−λ |X |3 LBΦ, suh that ‖G (θ)‖2 ≤ BG.
(b) There exist positive onstants, B˜ = Bπ1 (Br +Bη)Bθ1 + BP1 (Br +Bη)Bθ1 + Bη1Bθ1
and Bb1 ,
1
1−λ |X |3BΦBrB˜, suh that we have
∥∥∥b˙ (θ)∥∥∥
2
≤ Bb1.
() There exist onstants bA and BA suh that
0 < bA ≤ ‖A (θ)‖2 ≤ BA.
(d) There exist a onstants BA1 suh that
‖A (θ)‖2 ≤ BA1.
(e) We have ∥∥∥∥ ddt
(
A (θ)−1
)∥∥∥∥
2
≤ b2ABA1.
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(f) There exists a positive onstant, Bw1, suh that∥∥∥∥ ddtw∗
∥∥∥∥
2
≤ Bw1.
Proof
1. We show that the entries of the vetor b (θ) are uniformly bounded in θ, therefore, its norm is
uniformly bounded in θ. Let us look at the i-th entry of the vetor b (θ) (we denote by [·]j the
j-th row of a matrix or a vetor)
|[b (θ)]i| =
∣∣∣∣∣
[
Φ′Π(θ)
∞∑
m=0
λmP (θ)m (r − η (θ))
]
i
∣∣∣∣∣
≤
∞∑
m=0
λm |[Φ′Π(θ)P (θ)m (r − η (θ))]i|
=
∞∑
m=0
λm
∣∣∣∣∣∣
|X |∑
l=1
|X |∑
j=1
|X |∑
k=1
[Φ′]ik Πkj (θ) [P (θ)
m
]jl (rl − η (θ))
∣∣∣∣∣∣
≤ 1
1− λ |X |
3BΦBr,
thus ‖b (θ)‖2 ≤ 11−λ |X |3 LBΦBr is uniformly bounded in θ.
2. The proof is aomplished by similar argument to setion 1.
3. Similarly to setion 1, we show that the entries of the vetor b˙ (θ) are uniformly bounded in
θ, therefore, its norm is uniformly bounded in θ. First, we show that the following funtion of
θ (t) is bounded.∣∣∣∣ ddt
(
Πkj (θ) [P (θ)
m
]jl (rl − η (θ))
)∣∣∣∣ = ∣∣∣∇θ (Πkj (θ) [P (θ)m]jl (rl − η (θ))) θ˙∣∣∣
≤
∣∣∣(∇θΠkj (θ)) [P (θ)m]jl (rl − η (θ)) θ˙∣∣∣
+
∣∣∣Πkj (θ) [∇θP (θ)m]jl (rl − η (θ)) θ˙∣∣∣
+
∣∣∣Πkj (θ) [P (θ)m]jl∇θ (rl − η (θ)) θ˙∣∣∣
≤ Bπ1 (Br +Bη) · Bθ1 +BP1 (Br + Bη)Bθ1 +Bη1Bθ1
= B˜,
35
Di Castro and Meir
where we used the triangle and Cauhy-Shwartz inequalities in the rst and seond inequalities
respetively, and Lemmas 3.6 and D.4 in the seond inequality. Thus,
∣∣∣[b˙ (θ)]
i
∣∣∣ =
∣∣∣∣∣
[
Φ′Π(θ)
∞∑
m=0
λmP (θ)
m
(r − η (θ))
]
i
∣∣∣∣∣
≤
∞∑
m=0
λm |[Φ′Π(θ)P (θ)m (r − η (θ))]i|
=
∞∑
m=0
λm
∣∣∣∣∣∣
|X |∑
l=1
|X |∑
j=1
|X |∑
k=1
[Φ′]ik
d
dt
(
Πkj (θ) [P (θ)
m
]jl (rl − η (θ))
)∣∣∣∣∣∣
≤ 1
1− λ |X |
3
BΦBrB˜
= Bb1.
4. Sine A(θ) satises y′A(θ)y < 0 for all nonzero y, it follows that all its eigenvalues are nonzero.
Therefore, the eigenvalues of A (θ)
′
A (θ) are all positive and real sine A (θ)
′
A (θ) is a sym-
metri matrix. Sine by Assumption 3.2 this holds for all θ ∈ RK , there is a global minimum,
bA, and a global maximum, BA, suh that
B2A ≥ λmax
(
A (θ)
′
A (θ)
) ≥ λ
min
(
A (θ)
′
A (θ)
) ≥ b2A, ∀θ ∈ RK ,
where we denote by λ
min
(·) and λ
max
(·) the minimal and maximal eigenvalues of the matrix
respetively. Using Horn and Johnson (1985) setion 5.6.6, we have λmax
(
A (θ)
′
A (θ)
)
=
‖A (θ)‖2, thus, we get an upper bound on the matrix norm. Let us look at the norm of∥∥∥A (θ)−1∥∥∥
2
,
∥∥∥A (θ)−1∥∥∥2
2
= λmax
((
A (θ)
−1
)′
A (θ)
−1
)
= λmax
((
A (θ)
′)−1
A (θ)
−1
)
= λmax
((
A (θ)A (θ)′
)−1)
= 1/λmin
(
A (θ)A (θ)
′)
= 1/λmin
((
A (θ)′A (θ)
)′)
= 1/λmin
(
A (θ)′A (θ)
)
,
thus, we the lower bound on
∥∥∥A (θ)−1∥∥∥
2
is
√
1/λmin
(
A (θ)
′
A (θ)
)
, i.e., bA.
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5. Let us look at the ij entry of the matrix ddtA (θ), where using similar arguments to setion 2
we get [∣∣∣∣ ddtA (θ)
∣∣∣∣
]
ij
=
[∣∣∣∣∣ ddt
(
Φ′Π(θ)
(
(1− λ)
∞∑
m=0
λmP (θ)m+1 − I
)
Φ
)∣∣∣∣∣
]
ij
≤
[∣∣∣∣∣Φ′ ddt (Π (θ))
(
(1− λ)
∞∑
m=0
λmP (θ)m+1 − I
)
Φ
∣∣∣∣∣
]
ij
+
[∣∣∣∣∣Φ′Π(θ) ddt
(
(1− λ)
∞∑
m=0
λmP (θ)
m+1 − I
)
Φ
∣∣∣∣∣
]
ij
≤ BΦBπ1 1
1− λBΦ +BΦ
1
(1− λ)2BP1BΦ.
Sine the matrix entries are uniformly bounded in θ, so is the matrix ddtA (θ)
′ d
dtA (θ), and so is
the largest eigenvalue of
d
dtA (θ)
′ d
dtA (θ) whih implies the uniform boundedness of
∥∥ d
dtA (θ)
∥∥
2
.
6. For a general invertible square matrix, X (t), we have
0 =
d
dt
I =
d
dt
(
X (t)
−1
X (t)
)
=
d
dt
(
X (t)
−1
)
X (t) +X (t)
−1 d
dt
(X (t)) .
Rearranging it we get
d
dt
(
X (t)
−1
)
= −X (t)−1 d
dt
(X (t))X (t)
−1
.
Using this identity yields∥∥∥∥ ddt
(
A (θ)
−1
)∥∥∥∥
2
=
∥∥∥∥−A (θ)−1 ddt (A (θ))A (θ)−1
∥∥∥∥
2
≤
∥∥∥A (θ)−1∥∥∥
2
·
∥∥∥∥ ddt (A (θ))
∥∥∥∥
2
·
∥∥∥−A (θ)−1∥∥∥
2
= b2ABA1.
7. Examining the norm of
d
dtw
∗
yields∥∥∥∥ ddtw∗
∥∥∥∥
2
=
∥∥∥∥ ddt
(
A (θ)−1 b (θ)
)∥∥∥∥
2
=
∥∥∥∥ ddtA (θ)−1 b (θ) + A (θ)−1 ddt b (θ)
∥∥∥∥
2
≤ b2ABA1
1
1− λ |X |
3
BΦBr + bAB˜
= Bw1.
We wish to use Lemma D.2 for (27), thus, we show that the assumptions of Lemma D.2 are valid.
Lemma D.7
1. We have
lim sup
t→∞
‖w∗(θ(t))− w(t)‖2 ≤ 1
Γw
B∆w, (54)
where
B∆w ,
Bw1 +BG
B∆η
Γη
γ
.
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(a) We have
lim sup
t→∞
‖h(θ(t))− h˜(w(t))‖∞ ≤ B∆h1
Γw
+
ǫ
app√
bπ
,
where
B∆h , |X |L (B∆w)2 .
Proof
1. Without loss of generality, we an eliminate the projetion operator sine we an hoose Bw
to be large enough suh that w∗(θ) will be inside the bounded spae. We take M(t) = A (θ),
F1 (t) = w
∗(θ(t)), and F2 (t) = G(θ)(η(θ) − η˜) . By previous lemmas we an see that the
Assumption D.2 holds. By Lemma D.6 (6), ‖w˙∗(θ)‖2 is bounded by Bw1 , by Lemma D.5 we
have a bound on |(η(θ) − η˜)|, and by Lemma D.3 we have a bound on w′A (θ)w. Using these
bounds and applying Lemma D.2 provides the desired result.
(a) Suppressing the time dependene for simpliity and expressing ‖h(θ)− h˜(w)‖∞ using ǫapp
and the previous result yields
‖h(θ)− h˜(w)‖∞ ≤ ‖h(θ)− h˜(w)‖2
= ‖h(θ)− h˜(w∗) + h˜(w∗)− h˜(w)‖2
≤ ‖h(θ)− h˜(w∗)‖2 + ‖h˜(w∗)− h˜(w)‖2
(55)
For the rst term on the r.h.s. of the nal equation in (55) we have
‖h(θ)− h˜(w∗)‖2 =
∥∥∥(Π(θ)− 12)(Π(θ) 12)(h(θ)− h˜(w∗))∥∥∥
2
≤
∥∥∥Π(θ)− 12∥∥∥
2
∥∥∥h(θ)− h˜(w∗)∥∥∥
Π(θ)
≤ ǫapp
(bπ)
1
2
(56)
where we use the sub-additivity of the matrix norms in the rst inequality, and Lemma
3.6 and the (17) in the last inequality. For the seond term on the r.h.s. of the nal
equation in (55) we have
‖h˜(w∗)− h˜(w)‖22 = ‖Φ(w∗(θ)− w)‖22
=
|X |∑
k=1
(
L∑
l=1
φl(k) (w
∗
l (θ) − wl)
)2
≤
|X |∑
k=1

( L∑
l=1
φ2l (k)
) 1
2
(
L∑
l=1
(w∗l (θ) − wl)2
) 1
2


2
≤
|X |∑
k=1
(
L∑
l=1
φ2l (k)
)(
L∑
l=1
(w∗l (θ) − wl)2
)
≤ |X |L‖w∗(θ) − w‖22
= |X |L (B∆w)2 .
(57)
Combining (54)-(57) yields the desired result.
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Using Lemma D.7 we an provide a bound on seond term of (27).
Lemma D.8 We have
lim sup
t→∞
∥∥∥∥∥∥
∑
x,y∈X×X ,u∈U
D(x,u,y)(θ)
(
d(x, y, θ)− d˜(x, y, w)
)∥∥∥∥∥∥
2
≤ B∆td1
Γw
+
B∆td2
Γη
+B∆td3ǫapp
where
B∆td1 =
1
Γw
· 2BΨB∆h1, B∆td2 = 1
Γη
· B∆ηBΨ, B∆td3 = 2BΨ√
bπ
.
Proof Simplifying the notation by suppressing the time dependene, we bound the TD signal in
the limit, i.e.,
lim sup
t→∞
|d(x, y, θ)− d˜(x, y, w)| = lim sup
t→∞
∣∣∣(r(x) − η(θ) + h(y, θ)− h(x, θ)) − (r(x) − η˜ + h˜(y, w) − h˜(x,w))∣∣∣
≤ lim sup
t→∞
|η(θ)− η˜|+ lim sup
t→∞
2
∥∥∥h(θ) − h˜(w)∥∥∥
∞
=
B∆η
Γη
+ 2
(
B∆h1
Γw
+
ǫ
app√
bπ
)
.
With some more algebra we have
lim sup
t→∞
∥∥∥∥∥∥
∑
x,y∈X×X ,u∈U
D(x,u,y)(θ)
(
d(x, y, θ) − d˜(x, y, w)
)∥∥∥∥∥∥
≤ lim sup
t→∞
∑
x,y∈X×X ,u∈U
π (x)P (u|x, θn)P (y|x, u) ‖ψ (x, u, θn)‖ ·
∣∣∣d(x, y, θ)− d˜(x, y, w)∣∣∣
≤ BΨ
(
B∆η
Γη
+ 2
(
B∆h1
Γw
+
ǫ
app√
bπ
))
=
B∆td1
Γw
+
B∆td2
Γη
+B∆td3ǫapp.
We see that the term in this bound is adjustable by hoosing appropriate Γη and Γw. The onluding
lemma proves the onlusion of Theorem 4.7.
Proof of Theorem 4.7
We dene
B∇η ,
B∆td1
Γw
+
B∆td2
Γη
+B∆td3ǫapp.
For an arbitrary δ > 0, dene the set
Bδ , {θ : ‖∇η(θ)‖ ≤ B∇η + δ}. (58)
We laim that the trajetory η(θ) visits Bδ innitely often. Assume the ontrary that
lim inf
t→∞
‖∇η(θ)‖2 > B∇η + δ. (59)
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Thus, on the set Bcδ for t large enough we have
η˙(θ) = ∇η(θ) · θ˙
= ∇η(θ) ·

∇η(θ) + ∑
x,y∈X×X
D(x,y)(θ)
(
d(x, y) − d˜(x, y)
)
= ‖∇η(θ)‖22 +∇η(θ) ·

 ∑
x,y∈X×X
D(x,y)(θ)
(
d(x, y)− d˜(x, y)
)
≥ ‖∇η(θ)‖22 − ‖∇η(θ)‖2
∥∥∥∥∥∥
∑
x,y∈X×X
D(x,y)(θ)
(
d(x, y)− d˜(x, y)
)∥∥∥∥∥∥
2
= ‖∇η(θ)‖2 (‖∇η(θ)‖2 −B∇η)
≥ ‖∇η(θ)‖2 (B∇η + δ −B∇η)
> (B∇η + δ)δ.
(60)
By (59), there exists a time t0 whih for all t > t0 we have η(θ) ∈ Bcδ. Therefore,
η(∞) = η(t0) +
∫ ∞
t0
η˙(θ)dt > η(t0) +
∫ ∞
t0
(BD + δ)δdt =∞, (61)
whih ontradits the boundedness of η(θ). Sine the laim holds for all δ > 0, the result follows.
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