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Abstract—The stringent requirements of mobile edge comput-
ing (MEC) applications and functions fathom the high capacity
and dense deployment of MEC hosts to the upcoming wireless
networks. However, operating such high capacity MEC hosts
can significantly increase energy consumption. Thus, a base
station (BS) unit can act as a self-powered BS. In this paper, an
effective energy dispatch mechanism for self-powered wireless
networks with edge computing capabilities is studied. First, a
two-stage linear stochastic programming problem is formulated
with the goal of minimizing the total energy consumption cost of
the system while fulfilling the energy demand. Second, a semi-
distributed data-driven solution is proposed by developing a novel
multi-agent meta-reinforcement learning (MAMRL) framework
to solve the formulated problem. In particular, each BS plays
the role of a local agent that explores a Markovian behavior for
both energy consumption and generation while each BS transfers
time-varying features to a meta-agent. Sequentially, the meta-
agent optimizes (i.e., exploits) the energy dispatch decision by
accepting only the observations from each local agent with its
own state information. Meanwhile, each BS agent estimates its
own energy dispatch policy by applying the learned parameters
from meta-agent. Finally, the proposed MAMRL framework
is benchmarked by analyzing deterministic, asymmetric, and
stochastic environments in terms of non-renewable energy usages,
energy cost, and accuracy. Experimental results show that the
proposed MAMRL model can reduce up to 11% non-renewable
energy usage and by 22.4% the energy cost (with 95.8% prediction
accuracy), compared to other baseline methods.
Index Terms—Mobile edge computing (MEC), stochastic op-
timization, meta-reinforcement learning, self-powered, demand
response.
I. INTRODUCTION
Next-generation wireless networks are expected to signif-
icantly rely on edge applications and functions that include
edge computing and edge artificial intelligence (edge AI)
[1]–[7]. To successfully support such edge services within
a wireless network with mobile edge computing (MEC) ca-
pabilities, energy management (i.e., demand and supply) is
one of the most critical design challenges. In particular, it
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is imperative to equip next-generation wireless networks with
alternative energy sources, such as renewable energy, in order
to provide extremely reliable energy dispatch with less energy
consumption cost [8]–[15]. An efficient energy dispatch design
requires energy sustainability, which not only saves energy
consumption cost, but also fulfills the energy demand of
the edge computing by enabling its own renewable energy
sources. Specifically, sustainable energy is the practice of
seamless energy flow to the MEC system that emerges to
meet the energy demand without compromising the ability of
future energy generation. Furthermore, to ensure a sustainable
MEC operation, the retrogressive penetration of uncertainty
for energy consumption and generation is essential.
To provide sustainable edge computing for next-generation
wireless systems, each base station (BS) with MEC capabilities
unit can be equipped with renewable energy sources. Thus, the
energy source of such a BS unit not only relies solely on the
power grid, but also on the equipped renewable energy sources.
In particular, in a self-powered network, wireless BSs with
MEC capabilities is equipped with its own renewable energy
sources that can generate renewable energy, consume, store,
and share energy with other BS units.
Delivering seamless energy flow with a low energy con-
sumption cost in a self-powered wireless network with MEC
capabilities can lead to uncertainty in both energy demand and
generation. In particular, the randomness of the energy demand
is induced by the uncertain resources (i.e., computation and
communication) request by the edge services and applications.
Meanwhile, the energy generation of a renewable source (i.e.,
a solar panel) at each self-powered BS unit varies on the
time of a day. In other words, the pattern of energy demand
and generation will differ from one self-powered BS unit to
another. Thus, such fluctuating energy demand and generation
pattern induces a non-independent and identically distributed
(non-i.i.d.) of energy dispatch at each BS over time. To
overcome this non-i.i.d. situation, characterizing the expected
amount of uncertainty is crucial to ensure a seamless energy
flow to the self-powered wireless network. As such, when
designing self-powered wireless networks, it is necessary to
take into account this uncertainty in the energy patterns.
A. Related Works
The problem of energy management for MEC-enabled
wireless networks has been studied in [16]–[22]. In [16], the
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authors proposed a joint mechanism for radio resource man-
agement and users task offloading with the goal of minimizing
the long-term power consumption for both mobile devices and
the MEC server. The authors in [17] proposed a heuristic to
solve the joint problem of computational resource allocation,
uplink transmission power, and user task offloading problem.
The work in [18] studied the tradeoff between communication
and computation for a MEC system and the authors pro-
posed a MEC server CPU scaling mechanism for reducing
the energy consumption. Further, the work in [19] proposed
an energy-aware mobility management scheme for MEC in
ultra-dense networks, and they addressed the problem using
Lyapunov optimization and multi-armed bandits. Recently, the
authors in [21] proposed a distributed power control scheme
for a small cell network by using the concept of a multi-
agent calibrate learning. Further, the authors in [22] studied
the problem of energy storage and energy harvesting (EH)
for a wireless network using deviation theory and Markov
processes. However, all of these existing works assume that
the consumed energy is available from the energy utility
source to the wireless network system [16]–[22]. Since the
assumed models are often focused on energy management
and user task offloading on network resource allocations, the
random demand for computational (e.g., CPU computation,
memory, etc.) and communication requirements of the edge
applications and services are not considered. In fact, even if
enough energy supply is available, the energy cost related to
network operation can be significant because of the usage of
non-renewable (e.g., coal, petroleum, natural gas). Indeed, it
is necessary to include renewable energy sources towards the
next-generation wireless networking infrastructure.
Recently, some of the challenges of renewable energy
powered wireless networks have been studied in [8]–[14],
[23], [24]. In [8], the authors proposed an online optimiza-
tion framework to analyze the activation and deactivation of
BSs in a self-powered network. In [9], proposed a hybrid
power source infrastructure to support heterogeneous networks
(HetNets), a model-free deep reinforcement learning (RL)
mechanism was proposed for user scheduling and network
resource management. In [10], the authors developed an RL
scheme for edge resource management while incorporating
renewable energy in the edge network. In particular, the goal
of [10] is to minimize a long-term system cost by load
balancing between the centralized cloud and edge server.
The authors in [11] introduced a microgrid enabled edge
computing system. A joint optimization problem is studied
for MEC task assignment and energy demand-response (DR)
management. The authors in [11] developed a model-based
deep RL framework to tackle the joint problem. In [12], the au-
thors proposed a risk-sensitive energy profiling for microgrid-
powered MEC network to ensure a sustainable energy supply
for green edge computing by capturing the conditional value
at risk (CVaR) tail distribution of the energy shortfall. The
authors in [12] proposed a multi-agent RL system to solve the
energy scheduling problem. In [13], the authors proposed a
self-sustainable mobile networks, using graph-based approach
for intelligent energy management with a microgrid. The
authors in [14] proposed a smart grid-enabled wireless network
and minimized grid energy consumption by applying energy
sharing among the BSs. Furthermore, in [23], the authors
addressed challenges of non-coordinated energy shedding and
mis-aligned incentives for mixed-use building (i.e., buildings
and data centers) using auction theory to reduce energy usage.
However, these works [9]–[14], [23] do not investigate the
problem of energy dispatch nor do they account for the
energy cost of MEC-enabled, self-powered networks when the
demand and generation of each self-powered BS are non-i.i.d..
Dealing with non-i.i.d. energy demand and generation among
self-powered BSs is challenging due to the intrinsic energy
requirements of each BS evolve the uncertainty. In order to
overcome this unique energy dispatch challenge, we propose to
develop a multi-agent meta-reinforcement learning framework
that can adapt new uncertain environment without considering
the entire past experience.
Some interesting problems related to meta-RL and multi-
agent deep RL are studied in [25]–[29]. In [25], the au-
thors focused on studying the challenges of the tradeoff
between performance and desired amounts of training data
for a deep-RL based learning system. To this end, the au-
thors in [25] tackled those challenges exploring to a deep
meta-reinforcement learning architecture. In particular, this
learning mechanism is involved with one lower-level system
that can learn relatively quickly as compared with a higher-
level system. This lower-level system can adapt to a new
task while a higher-level system performs fine-tuning so as
to improve the performance of the lower-level system. In
particular, in deep meta-reinforcement learning, a lower-level
system quantifies a reward based on the desired action and
feeds back that reward to a higher-level system to tune the
weights of a recurrent network. However, the authors in [25]
do not consider a stochastic environment nor do they extend
their work for a multi-agent scenario. The authors in [26]
proposed a stochastic gradient-based meta-parameter learning
scheme for tuning reinforcement learning parameters to the
physical environmental dynamics. Particularly, the experiment
in [26] performed in both animal and robot environments,
where an animal must recognize food before it starves and
a robot must recharge until the battery is empty. Thus, the
proposed scheme can effectively find meta-parameter values
and controls the meta-parameter in both static and dynamic
environments. In [27], the authors investigated a learning to
learn (i.e., meta-learning) mechanism with the recurrent neural
networks, where the meta-learning problem was designed
as a generalized transfer learning scheme. In particular, the
authors in [27] considered a parametrized optimizer that can
transfer the neural network parameters update to an opti-
mizee. Meanwhile, the optimizee can determine the gradients
without relying on the optimizer parameters. Moreover, the
optimizee sends the error to the optimizer, and updates its
own parameters based on the transferred parameters. This
mechanism allows an agent to learn new tasks for a similar
structure. An asynchronous multi-agent RL framework was
studied in [28], where the authors investigated how parallel
actor learners of asynchronous advantage actor-critic (A3C)
can achieve better stability during the neural network training
comparted to asynchronous RL schemes. Such schemes in-
JOURNAL OF IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. XX, NO. XX, JUNE 2020 3
Meta Agent Learning
…
LSTM for Meta-
Policy Optimizer 
Energy Environment BS 0
Local Agent BS 0
State
Reward Action
Energy Environment BS B
Local Agent BS B
State
Reward Action
Observation 
Memory
Meta-
Advantage
Function
Meta-Policy
Pa
ra
m
et
er
 U
pd
at
e
Observations
Each Agent Observation
Local Advantage
Function
Sh
ar
ed
 N
eu
ra
l N
et
w
or
ks
 
Fig. 1: Multi-agent meta-reinforcement learning framework of
self-powered energy dispatch for sustainable edge computing.
clude asynchronous one-step Q-learning, one-step Sarsa, and
n-step Q-learning. The authors in [29] proposed a general-
purpose multi-agent scheme by adopting the framework of
centralized training with decentralized execution. In particular,
the authors in [29] proposed an extension of the actor-critic
policy gradient mechanism by modifying the role of the critic.
This critic is augmented with an additional policy information
from the other actors (agents). Sequentially, each local actor
executes in a decentralized manner and sends its own policy
to the centralized critic for further investigation. However, the
environment (i.e., state information) of this model remains
the same for all of the local actors. Moreover, the works in
[25]–[29], do not consider a multi-agent environment in which
the policy of each agent relies on its own state information.
In particular, such state information belongs to a non-i.i.d.
learning environment when environmental dynamics become
distinct among the agents.
B. Contributions
The main contribution of this paper is a novel energy
management framework for next-generation MEC in self-
powered wireless network that is reliable against extreme
uncertain energy demand and generation. We formulate a two-
stage stochastic energy cost minimization problem that can
balance renewable, non-renewable, and storage energy without
knowing the actual demand. In fact, the formulated problem
also investigates the realization of renewable energy generation
after receiving the uncertain energy demand from the MEC
applications and service requests. To solve this problem, we
propose a multi-agent meta-reinforcement learning (MAMRL)
framework that dynamically observes the non-i.i.d. behavior of
time-varying features in both energy demand and generation
at each BS and, then transfers those observations to obtain
an energy dispatch decision and execute the energy dispatch
policy to the self-powered BS. Fig. 1 illustrates how we pro-
pose to dispatch energy to ensure sustainable edge computing
over a self-powered network using MAMRL framework. As
we can see, each BS that includes small cell base stations
(SBSs) and a macro base station (MBS) will act as a local
agent and transfer their own decision (reward and action) to
the meta-agent. Then, the meta-agent accumulates all of the
non-i.i.d. observations from each local agent (i.e., SBSs and
MBS) and optimizes the energy dispatch policy. The proposed
MAMRL framework then provides feedback to each BS agent
for exploring efficiently that acquire the right decision more
quickly. Thus, the proposed MAMRL framework ensures
autonomous decision making under an uncertain and unknown
environment. Our key contributions include:
• We formulate a self-powered energy dispatch problem for
MEC-supported wireless network, in which the objective
is to minimize the total energy consumption cost of
network while considering the uncertainty of both energy
consumption and generation. The formulated problem
is, thus, a two-stage linear stochastic programming. In
particular, the first stage makes a decision when energy
demand is unknown, and the second stage discretizes the
realization of renewable energy generation after knowing
energy demand of the network.
• To solve the formulated problem, we propose a new
multi-agent meta-reinforcement learning framework by
considering the skill transfer mechanism [25], [26] be-
tween each local agent (i.e., self-powered BS) and meta-
agent. In this MAMRL scheme, each local agent ex-
plores its own energy dispatch decision using Markovian
properties for capturing the time-varying features of both
energy demand and generation. Meanwhile, the meta-
agent evaluates (exploits) that decision for each local
agent and optimizes the energy dispatch decision. In
particular, we design a long short-term memory (LSTM)
as a meta-agent (i.e., run at MBS) that is capable of
avoiding the incompetent decision from each local agent
and learns the right features more quickly by maintaining
its own state information.
• We develop the proposed MAMRL energy dispatch
framework in a semi-distributed manner. Each local agent
(i.e., self-powered BS) estimates its own energy dis-
patch decision using local energy data (i.e., demand and
generation), and provides observations to the meta-agent
individually. Consequently, the meta-agent optimizes the
decision centrally and assists the local agent toward a
globally optimized decision. Thus, this approach not only
reduces the computational complexity and communica-
tion overhead but it also mitigates the curse of dimension-
ality under the uncertainty by utilizing non-i.i.d. energy
demand and generation from each local agent.
• Experimental results using real datasets establish a signif-
icant performance gain of the energy dispatch under the
deterministic, asymmetric, and stochastic environments.
Particularly, the results show that the proposed MAMRL
model saves up to 22.44% of energy consumption cost
over a baseline approach while achieving an average
accuracy of around 95.8% in a stochastic environment.
Our approach also decreases the usage of non-renewable
energy up to 11% of total consumed energy.
The rest of the paper is organized as follows. Section II
presents the system model of self-powered edge computing.
The problem formulation is described in Section III. Section
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Fig. 2: System model for a self-powered wireless network with
MEC capabilities.
TABLE I: Summary of notations.
Notation Description
B Set of BSs (SBSs and MBS)
Ki Set of active server under the BS i ∈ B
Ji Set of user tasks at BS i ∈ B
R Set of renewable energy sources
ρi (t) Server utilization in BS i ∈ B
δi Energy coefficient for BS i ∈ B
f MEC server CPU frequency for a single core
τ Server switching capacitance
ηMECst (t) MEC server static energy consumption
ηMECidle (t) MEC server idle state power consumption
$k Scaling factor of heterogeneous MEC CPU core
ηnetst (t) Static energy consumption of BS
crent Renewable energy cost per unit
cnont Non-renewable energy cost per unit
cstot Storage energy cost per unit
ξ rent Amount of renewable energy
ξnont Amount of non-renewable energy
ξstot Amount of surplus energy
ξdt Energy demand at time slot t
ξDt Random variable for energy demand
ξ renmaxt Maximum capacity of renewable energy at BS i ∈ B
Oi Set of observation at BS i ∈ B
O(.) Big O notation to represent complexity
β Entropy regularization coefficient
γ Discount factor
θi Learning parameters for BS i ∈ B
piθi Energy dispatch policy with parameters θi at BS i ∈ B
φ Meta-agent learning parameters
IV provides MAMRL framework for solving energy dispatch
problem. Experimental results are analyzed in Section V.
Finally, conclusions are drawn in Section VI.
II. SYSTEM MODEL OF SELF-POWERED EDGE
COMPUTING
Consider a self-powered wireless network that is connected
with a smart grid controller as shown in Fig. 2. Such a wireless
network enables edge computing services for various MEC
applications and services. The energy consumption of the
network depends on network operations energy consumption
along with the task loads of the MEC applications. Meanwhile,
the energy supply of the network relies on the energy gener-
ation from renewable sources that are attached to the BSs, as
well as both renewable and non-renewable sources of the smart
grid. Furthermore, the smart grid controller is a representative
of the main power grid (i.e, smart grid), where an additional
amount of energy can be supplied via the smart grid controller
to the network. Therefore, we will first discuss the energy
demand model that includes MEC server energy consumption,
and network communication energy consumption. We will
then describe the energy generation model that consists of the
non-renewable energy generation cost, surplus energy storage
cost, and total energy generation cost. Table I illustrates the
summary of notations.
A. Energy Demand Model
Consider a set B = {0, 1, 2, . . . , B} of B + 1 (0 for MBS)
BSs that encompass B SBSs overlaid over a single MBS.
Each BS i ∈ B includes a set Ki = {1, 2, . . . ,Ki} of Ki
MEC application servers. We consider a finite time horizon
T = 1, 2, . . . ,T with each time slot being indexed by t and
having a duration of 15 minutes [30]. The observational period
of each time slot t ends at the 15-th minute and is capable of
capturing the changes of network dynamics [11], [12], [31].
A set Ji of Ji heterogeneous MEC application task requests
from users will arrive to BS i with an average task arrival
rate λi(t) (bits/s) at time t. The task arrival rate λi(t) at BS
i ∈ B follows a Poisson process at time slot t. BS i integrates
Ki heterogeneous active MEC application servers that has
uki (t) (bits/s) processing capacity. Thus, Ji computational task
requests will be accumulated into the service pool with an
average traffic size Si(t) (bits) at time slot t. The average traffic
arrival rate is defined as λi(t) = 1Si (t) . Therefore, an M/M/K
queuing model is suitable to model these Ji user tasks using Ki
MEC servers at BS i and time t [32], [33]. The task size of this
queuing model is exponentially distributed since the average
traffic size Si(t) is already known. Hence, the service rate of
the BS i is determined by µi(t) = 1E[∑ki ∈Ki uki (t)] . At any given
time t, we assume that all of the tasks in Ji are uniformly
distributed at each BS i. Thus, for a given MEC server task
association indicator Υjki (t) = 1 if task j is assigned to server
k at BS i, and 0 otherwise, the average MEC server utilization
is defined as follows [11]:
ρi(t) =
{ ∑
j∈Ji
∑
ki ∈Ki Υjki (t) λi (t)µi (t)Ki , if Υjki (t) = 1,
0, otherwise.
(1)
1) MEC Server Energy Consumption: In case of MEC
server energy consumption, the computational energy con-
sumption (dynamic energy) will be dependent on the CPU
activity for executing computational tasks [16], [17], [34].
Further, such dynamic energy is also accounted with the
thermal design power (TDP), memory, and disk I/O operations
of the MEC server [16], [17], [34] and we denote as ηMECst (t).
Meanwhile, static energy ηMECidle (t) includes the idle state power
of CPU activities [16], [18]. We consider, a single core CPU
with a processor frequency f (cycles/s), an average server
utilization ρi(t) (using (1)) at time slot t, and a switching
capacitance τ = 5 × 10−27 (farad) [17]. The dynamic power
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consumption of such single core CPU can be calculated by
applying a cubic formula τρi(t) f 3 [18], [35]. Thus, energy
consumption of Ki MEC servers with L CPU cores at BS i is
defined as follows:
ξMECi (t) =
{ ∑
k∈Ki
∑
l∈L τρi(t) f 3ki$kil + ηMECst (t), if ρi(t) > 0,
ηMECidle (t), otherwise,
(2)
where $kil denotes a scaling factor of heterogeneous CPU
core of the MEC server. Thus, the value of $kil is dependent
on the processor architecture [36] that assures the heterogene-
ity of the MEC server.
2) Base Station Energy Consumption: The energy con-
sumption needed for the operation of the network base stations
(i.e., SBSs and MBS) includes two types of energy: dynamic
and static energy consumption [37]. On one hand, a static
energy consumption ηnetst (t) includes the energy for maintaining
the idle state of any BS, a constant power consumption
for receiving packet from users, and the energy for wired
transmission among the BSs. On the other hand, the dynamic
energy consumption of the BSs depends on the amount of
data transfer from BSs to users which essentially relates to the
downlink [38] transmit energy. Thus, we consider that each BS
i ∈ B operates at a fixed channel bandwidth Wi j and constant
transmission power Pi [38]. Then the average downlink data
of BS i will be given by [11]:
Ri(t) =
∑
i∈B
∑
j∈Ji
Wi j log2
(
1 +
Pigi j(t)
σ2 + Ii j(t)
)
(3)
where gi j(t) represents downlink channel gain between user
task j to BS i, σ2 determines a variance of an Additive
White Gaussian Noise (AWGN), and Ii j(t) denotes the co-
channel interference [39], [40] among the BSs. Here, the
co-channel interference Ii j(t) = ∑i′∈B,i′,i Pi′gi′ j(t) relates to
the transmissions from other BSs i′ ∈ B that use the same
subchannels of Wi j . Pi′ and gi′ j(t) represent, respectively, the
transmit power and the channel gain of the BS i′ , i ∈ B.
Therefore, downlink energy consumption of the data transfer
of BS i ∈ B is defined by PiSi (t)
Ri (t) [watt-seconds or joule], where
Si (t)
Ri (t) [seconds] determines the duration of transmit power Pi
[watt]. Thus, the network energy consumption for BS i at time
t is defined as follows [19], [37]:
ξneti (t) =
∑
j∈Ji
(
δneti
PiSi(t)
Ri(t) + η
net
st (t)
)
, (4)
where δneti determines the energy coefficient for transferring
data through the network. In fact, the value of δneti depends
on the type of the network device (e.g., δneti = 2.8 for a 6 unit
transceiver remote radio head [37]).
3) Total Energy Demand: The total energy consumption
(demand) of the network consists of both MEC server compu-
tational energy (in (2)) consumption, and network the opera-
tional energy (i.e., BSs energy consumption in (4)). Thus, the
overall energy demand of the network at time slot t is given
as follows:
ξdt =
∑
i∈B
(
ξneti (t) + ξMECi (t)
)
. (5)
The demand ξdt is random over time and completely depends
on the computational tasks load of the MEC servers.
B. Energy Generation Model
The energy supply of the self-powered wireless network
with MEC capabilities relates to the network’s own renewable
(e.g., solar, wind, biofuels, etc.) sources as well as the main
grid’s non-renewable (e.g., diesel generator, coal power, and so
on) energy sources [8], [9]. In this energy generation model,
we consider a set R = {R0,R1, . . . ,RB} of renewable energy
sources of the network, with each element Ri representing
the set of renewable energy sources of BS i ∈ B. Each
renewable energy source q ∈ Ri at BS i ∈ B can generate
an amount ξreniq (t) of renewable energy at time t. Therefore,
the total amount of renewable energy generation ξreni (t) at
BS i ∈ B will be ξreni (t) =
∑
q∈Ri ξ
ren
iq (t) for time slot t.
Thus, the total renewable energy generation for the considered
network at time t is defined as ξrent =
∑
i∈B ξreni (t). The
maximum limit of this renewable energy ξrent is less than or
equal to the maximum capacity ξrenmaxt of renewable energy
generation at time period t. Thus, we consider a maximum
storage limit that is equal to the maximum capacity ξrenmaxt
of the renewable energy generation [41]–[43]. Further, the
self-powered wireless network is able to get an additional
non-renewable energy amount ξnont from the main grid at
time t. The per unit renewable and non-renewable energy
cost are defined by crent and c
non
t , respectively. In general, the
renewable energy cost only depends on the maintenance cost
of the renewable energy sources [41]–[43]. Therefore, the per
unit non-renewable energy cost is greater than the renewable
energy cost cnont > c
ren
t . Additionally, the surplus amount of the
energy ξstot at time t can be stored in energy storage medium
for the future usages [42], [43] and the energy storage cost of
per unit energy store is denoted by cstot .
1) Non-renewable Energy Generation Cost: In order to
fulfill the energy demand ξdt when it is greater than the
generated renewable energy ξrent , the main grid can provide
an additional amount of energy ξnont from its non-renewable
sources. Thus, the non-renewable energy generation cost Cnont
of the network is determined as follows:
Cnont =
{
cnont [ξdt − ξrent ], if ξdt > ξrent ,
0, otherwise, (6)
where cnont represents a unit energy cost.
2) Surplus Energy Storage Cost: The surplus amount of
energy is stored in a storage medium when ξdt < ξ
ren
t
(i.e., energy demand is smaller than the renewable energy
generation) at time t. We consider the per unit energy storage
cost cstot . This storage cost depends on the storage medium
and amount of the energy store at time t [23], [42], [44], [45].
With the per unit energy storage cost cstot , the total storage
cost at time t is defined as follows:
Cstot =
{
cstot [ξrent − ξdt ], if ξdt < ξrent ,
0, otherwise. (7)
3) Total Energy Generation Cost: The total energy gen-
eration cost includes renewable, non-renewable, and storage
energy cost. Naturally, this total energy generation cost will
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depend on the energy demand ξdt of the network at time t.
Therefore, the total energy generation cost at time t is defined
as follows:
Q(ξrent , ξdt ) = crent ξrent + cnont [ξdt − ξrent ]+
+cstot [ξrent − ξdt ]+,
(8)
where the energy cost of the renewable, non-renewable, and
storage energy are given by crent ξ
ren
t , c
non
t [ξdt − ξrent ]+, and
cstot [ξrent − ξdt ]+, respectively. In (8), energy demand ξdt and
renewable energy generation ξrent are stochastic in nature. The
energy cost of non-renewable energy (6) and storage energy (7)
completely rely on energy demand ξdt and renewable energy
generation ξrent . Hence, to address the uncertainty of both
energy demand and renewable energy generation in a self-
powered wireless network, we formulate a two-stage stochastic
programing problem. In particular, the first stage makes a
decision of the energy dispatch without knowing the actual
demand of the network. Then we make further energy dispatch
decisions by analyzing the uncertainty of the network demand
in the second stage. A detailed discussion of the problem
formulation is given in the following section.
III. PROBLEM FORMULATION WITH A TWO-STAGE
STOCHASTIC MODEL
We now consider the case in which the non-renewable en-
ergy cost is greater than the renewable energy cost, cnont > c
ren
t
that is often the case in a practical smart grid as discussed in
[41], [42], [43], and [46]. Here, ξrent and ξ
d
t are the continuous
variables over the observational duration t. The objective is
to minimize the total energy consumption cost Q(ξrent , ξdt ).
ξrent is the decision variable and the energy demand ξ
d
t is
a parameter. When the energy demand ξdt is known, the
optimization problem will be:
χ = min
ξ rent ≥0
Q(ξrent , ξdt ). (9)
In problem (9), after removing the non-negativity constraints
ξrent ≥ 0, we can rewrite the objective function in the form of
piecewise linear functions as follows:
Q(ξrent , ξdt ) = max
ξ rent
{(
(crent − cnont )ξrent + cnont ξdt
)
,(
(crent + cstot )ξrent − cstot ξdt
)}
.
(10)
Where (crent − cnont )ξrent + cnont ξdt and (crent + cstot )ξrent − cstot ξdt
determine the cost of non-renewable (i.e., ξdt > ξ
ren
t ) and
storage (i.e., ξdt < ξ
ren
t ) energy, respectively. Therefore, we
have to choose one out of the two cases. In fact, if the energy
demand ξdt is known and also the amount of renewable energy
ξrent is the same as the energy demand, then problem (10)
provides the optimal decision in order to exact amount of
demand ξdt . However, the challenge here is to make a decision
about the renewable energy ξrent usage before the demand
becomes known. To overcome this challenge, we consider the
energy demand ξDt as a random variable whose probability
distribution can be estimated from the previous history of
the energy demand. We can re-write problem (9) using the
expectation of the total cost as follows:
min
ξ rent ≥0
E[Q(ξrent , ξDt )]. (11)
The solution of problem (11) will provide an optimal result on
average. However, in the practical scenario, we need to solve
problem (11) repeatedly over the uncertain energy demand ξDt .
Thus, this solution approach does not significantly affect our
model while B+1 number of BSs generates a large variety of
energy demand over the observational period of t. In particular,
energy demand and generation can change over time for each
BS i ∈ B, and they can also induce large variations of demand-
generation among the BSs. Therefore, the solution to problem
(11) cannot rely on an iterative scheme.
We consider the moment of random variable ξDt that has
a finitely supported distribution and takes values ξD
t0, . . . , ξ
D
tB
with respective probabilities p0, . . . , pB of BSs B + 1. The
cumulative distribution function (CDF) H(ξDt ) of energy de-
mand ξDt is a step function and jumps of size pi at each
demand ξdti . Therefore, the probability distribution of each BS
energy demand ξdti belongs to the CDF H(ξDt ) of historical
observation of energy demand ξDt . In this case, we can convert
problem (11) into a deterministic optimization problem and the
expectation of energy usage cost E[Q(ξrent , ξDt )] is determined
by
∑
i∈B piQ(ξrent , ξdt ). Thus, we can rewrite the problem (9)
as a linear programming problem using the representation in
(10) as follows:
min
ξ rent ,χ
χ (12)
s.t. χ ≥ (crent − cnont )ξrent + cnont ξdt , (12a)
χ ≥ (crent + cstot )ξrent − cstot ξdt , (12b)
ξrenmaxt ≥ ξrent ≥ 0. (12c)
For a fixed value of the renewable energy ξrent , problem (12)
is an equivalent of problem (10). Meanwhile, problem (12) is
equal to Q(ξrent , ξdt ). We have converted the piecewise linear
function from problem (10) into the inequality constraints
(12a) and (12b). Constraint (12c) ensures a limit on the
maximum allowable renewable energy usage. We consider
pi as a highest probability of energy demand at each BS
i ∈ B. Therefore, for B + 1 BSs, we define p0, . . . , pB
as the probability of energy demand with respect to BSs
i = 0, . . . , B. Thus, we can rewrite the problem (11) for B + 1
BSs ξDt = (ξDt0, . . . , ξDtB) is as follows:
min
ξ rent ,χ0,...,χB
∑
i∈B
pi χi, (13)
s.t. χi ≥ (crent − cnont )ξrent + cnont ξDti, ∀i ∈ B, (13a)
χi ≥ (crent + cstot )ξrent − cstot ξDti, ∀i ∈ B, (13b)
ξrenmaxt ≥ ξrent ≥ 0, (13c)
where pi represents the highest probability (close to 1) for
energy demand ξDti on BS i ∈ B. The value of pi belongs to
the empirical CDF H(ξDti) of the energy demand ξDti for BS
i ∈ B. This CDF is calculated from the historical observation
of the energy demand at BS i ∈ B. In fact, for a fixed value
of non-renewable energy ξrent , problem (13) is separable. As
JOURNAL OF IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. XX, NO. XX, JUNE 2020 7
a result, we can decompose this problem with a structure of
two-stage linear stochastic programming problem [47], [48].
To find an approximation for a random variable with a finite
probability distribution, we decompose problem (13) in a two-
stage linear stochastic programming under uncertainty. The
decision is made using historical data of energy demand, which
is fully independent from the future observation. As a result,
the first stage of self-powered energy dispatch problem for
sustainable edge computing is formulated as follows:
min
ξ rent ≥0
(crent )>ξrent + E[Q(ξrent , ξDt )], (14)
s.t. ξrenmaxt ≥ ξrent ≥ 0, (14a)
where Q(ξrent , ξDt ) determines an optimal value of the second
stage problem. In problem (14), the decision variable ξrent is
calculated before the realization of uncertain energy demand
ξDt . Meanwhile, at the first stage of the formulated problem
(14), the cost (crent )>ξrent is minimized for the decision variable
ξrent which then allows us to estimate the expected energy cost
E[Q(ξrent , ξDt )] for the second stage decision. Constraint (14a)
provides a boundary for the maximum allowable renewable
energy usage. Thus, based on the decision of the first stage
problem, the second stage problem can be defined as follows:
min
ξnont ,ξ
sto
t
(cnont )>ξnont − (cstot )>ξstot , (15)
s.t. ξstot = |ξrent − ξnont |, (15a)
0 ≤ ξnont ≤ (ξDt )>, (15b)
ξnont ≥ 0. (15c)
In the second stage problem (15), the decision variables ξnont
and ξstot depend on the realization of the energy demand ξ
D
t of
the first stage problem (14), where, ξrent determines the amount
of renewable energy usage at time t. The first constraint (15a)
is an equality constraint that determines the surplus amount
of energy ξstot must be equal to the absolute value difference
between the usage of renewable ξrent and non-renewable ξ
non
t
energy amount. The second constraint (15b) is an inequality
constraint that uses the optimal demand value from the first
stage realization. In particular, the value of demand comes
from (5) that is the historical observation of energy demand.
Finally, the constraint (15c) protects from the non-negativity
for the non-renewable energy ξnont usage.
The formulated problems (14) and (15) can characterize the
uncertainty between network energy demand and renewable
energy generation. Particularly, the second stage problem (15)
contains random demand ξDt that leads the optimal cost
E[Q(ξrent , ξDt )] as a random variable. As a result, we can rewrite
the problems (14) and (15) in a one large linear programming
problem for B + 1 BSs and the problem formulation is as
follows:
min
ξ rent ,ξ
non
t ,ξ
sto
t
∑
t∈T
(
(crent )>ξrent +∑
i∈B
pi[(cnont )>ξnonti − (cstot )>ξstoti ]
)
,
(16)
s.t. ξstoti = |ξrenti − ξnonti |, ∀i ∈ B, (16a)
0 ≤ ξnonti ≤ ξDti, ∀i ∈ B, (16b)
ξnonti ≥ 0, ∀i ∈ B, (16c)
ξrenmaxt ≥ ξrenti ≥ 0, ∀i ∈ B. (16d)
In problem (16), for B + 1 BSs, energy demand ξD
t0 . . . ξ
D
tB
happens with positive probabilities p0 . . . pB and
∑
i∈B pi = 1.
The decision variables are ξrent , ξ
non
t and ξ
sto
t , which represent
the amount of renewable, non-renewable, and storage energy,
respectively. Constraint (16a) defines a relationship among
all of the decision variables ξrent , ξ
non
t and ξ
sto
t . In essence,
this constraint discretizes the surplus amount of energy for
storage. Hence, constraint (16b) ensures the utilization of non-
renewable energy based on the energy demand of the network.
Constraint (16c) ensures that the decision variable ξnont will
not be a negative value. Finally, constraint (16d) restricts the
renewable energy ξrent usages in to maximum capacity ξ
renmax
t
at time t. Problem (16) is an integrated form of the first-
stage problem in (14) and the second-stage problem in (15),
where the solution of ξnont and ξ
sto
t completely depends on
realization of demand ξDti for all B + 1 BSs. The decision
of the ξrent comes before the realization of demand ξ
D
ti and,
thus, the estimation of renewable energy generation ξrent will
be independent and random. Therefore, problem (16) holds
the property of relatively complete recourse. In problem (16),
the number of variables and constraints is proportional to
the numbers of BSs, B + 1. Additionally, the complexity of
the decision problem (16) leads to O(2 |T |× |B |) due to the
combinatorial properties of the decisions and constraints [47]–
[49].
The goal of the self-powered energy dispatch problem (16)
is to find an optimal energy dispatch policy that includes
amount of renewable ξrenti , non-renewable ξ
non
ti , and storage
ξstoti energy of each BS i ∈ B while minimizing the energy
consumption cost. Meanwhile, such energy dispatch policy
relies on an empirical probability distribution H(ξDt ) of his-
torical demand at each BS i ∈ B at time t. In order to solve
problem (16), we choose an approach that does not rely on
the conservativeness of a theoretical probability distribution
of energy demand in problem (16), and also will capture the
uncertainty of renewable energy generation from the historical
data. In other words, we can construct a theoretical probability
distribution when we know what the exact distribution is as
well as what its parameters will be (e.g., mean, variance,
and standard deviation). However, we cannot rely on this
distribution to measure uncertainty while the renewable energy
generation and energy demand are random over time. We
can obtain time-variant features of both energy demand and
generation by characterizing the Markovian properties from
the historical observation over time. Therefore, we capture
the dynamics of Markovian by considering a data-driven
approach. This approach can overcome the conservativeness
of theoretical probability distribution as historical observation
goes to finitely many.
To prevalence the aforementioned contemporary, we pro-
pose a multi-agent meta-reinforcement learning framework
that can explore the Markovian behavior from historical energy
demand and generation of each BS i ∈ B. Meanwhile, meta-
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Fig. 3: Multi-agent meta-reinforcement learning framework.
agent can cope with such time-varying features to a globally
optimal energy dispatch policy for each BS i ∈ B.
We design an MAMRL framework by converting the cost
minimization problem (16) to a reward maximization prob-
lem that we then solve with a data-driven approach. In the
MAMRL setting, each agent works as a local agent for each
BS i ∈ B and determines an observation (i.e., exploration)
for the decision variables, renewable ξrenti , non-renewable ξ
non
ti ,
and storage ξstoti energy. The goal of this exploration is to find
time-varying features from the local historical data so that the
energy demand ξdti of the network is satisfied. Furthermore,
using these observations and current state information, a meta-
agent is used to determine a stochastic energy dispatch policy.
Thus, to obtain such dispatch policy, the meta-agent only
requires the observations (behavior) from each local agent.
Then, the meta-agent can evaluate (exploit) behavior toward an
optimal decision for dispatching energy. Further, the MAMRL
approach is capable of capturing the exploration-exploitation
tradeoff in a way that the meta-agent optimizes decisions of the
each self-powered BS under uncertainty. A detailed discussion
of the MAMRL framework is given in the following section.
IV. ENERGY DISPATCH WITH MULTI-AGENT
META-REINFORCEMENT LEARNING FRAMEWORK
In this section, we developed our proposed multi-agent
meta-reinforcement learning framework (as seen in Fig. 3)
for energy dispatch in the considered network. The proposed
MAMRL framework includes two types of agents: A local
agent that acts as a local learner at each self-powered with
MEC capabilities BS and a meta-agent that learns the global
energy dispatch policy. In particular, each local BS agent
can discretize the Markovian dynamics for energy demand-
generation of each BS (i.e., both SBSs and MBS) separately
by applying deep-reinforcement learning. Meanwhile, we train
Algorithm 1 State Space Generation of BS i ∈ B in MAMRL
Framework
Input: Wi j, Pi, gi j(t), σ2, Ii j(t),Υjki (t), τ, fki , $kil , ηMECst (t), Si(t)
Input: δneti , η
net
st (t), cnont , cstot
Output: sti : (ξdi , ξreni (t),Cstoti ,Cnonti ), ∀sti ∈ Si ∈ S, ∀t ∈ T
Initialization: Ri,Ki,Ji ,Si, λi(t), µi(t), ρi(t), Ri(t)
1: for each t ∈ T do
2: for each i ∈ B do
3: for each j ∈ Ji do
4: Calculate: ξMECi (t) using eq. (2)
5: Calculate: ξneti (t) using eq. (4)
6: end for
7: Calculate: ξdt = ξ
net
i (t) + ξMECi (t) using eq. (5)
8: Calculate: ξrent =
∑
q∈R ξreniq (t)
9: Calculate: Cnont using eq. (6)
10: Calculate: Cstot using eq. (7)
11: Assign: sti : (ξdi , ξreni (t),Cstoti ,Cnonti )
12: end for
13: Append: sti ∈ Si
14: end for
15: return ∀Si ∈ S
a long short-term memory (LSTM) [50], [51] as a meta-
agent at the MBS that optimizes [27] the accumulated energy
dispatch of the local agents. As a result, the meta-agent can
handle the non-i.i.d. energy demand-generation of the each
local agent with own state information of the LSTM. To this
end, MAMRL mitigates the curse of dimensionality for the
uncertainty of energy demand and generation while providing
an energy dispatch solution with a less computational and
communication complexity (i.e., less message passing between
the local agents and meta-agent).
A. Preliminary Setup
In the MAMRL setting, each BS i ∈ B acts as a local agent
and the number of local agents is equal to B + 1 BSs (i.e., 1
MBS and B SBSs). We define a set S = {S0,S1, . . . ,SB} of
state spaces and a set A = {A0,A1, . . . ,AB} of actions for
the B + 1 agents. The state space of a local agent i is defined
by sti : (ξdi , ξreni (t),Cstoti ,Cnonti ) ∈ Si , where ξdi , ξreni (t),Cstoti ,
and Cnonti represent the amount of energy demand, renewable
generation, storage cost, and non-renewable energy cost, re-
spectively, at time t. We execute Algorithm 1 to generate the
state space for every BSs i ∈ B, individually. In Algorithm
1, lines 3 to 6 calculate the individual energy consumption of
the MEC computation and network operation using (2) and
(4), respectively. Overall, the energy demand of the BS i is
computed in line 7 and the self-powered energy generation is
estimated by line 8 in Algorithm 1. Non-renewable and storage
energy costs are calculated in lines 9 and 10 for time slot t.
Finally, line 11 creates state space tuple (i.e., sti) for time t
in Algorithm 1.
B. Local Agent Design
Consider each local BS agent i ∈ B that can take two types
of actions ati : (ξstoi (t), ξnoni (t)) ∈ Ai which is the amount
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of storage energy ξstoi (t), and the amount of non-renewable
energy ξnoni (t) at time t. We consider a discrete set of actions
that consists of two actions ati : (ξstoi (t), ξnoni (t)) ∈ Ai for each
BS unit i ∈ B. Since the state sti and action ati both contain
a time varying information of the agent i ∈ B, we consider
the dynamics of Markovian and represent problem (16) as
a discounted reward maximization problem for each agent i
(i.e., each BS). Thus, the objective function of the discounted
reward maximization problem of agent i is defined as follows
[29]:
ri(ati, sti) = max
at i ∈Ai
Eat i∼st i [
∞∑
t′=t
γt
′−tΥt (ati, sti)], (17)
where γ ∈ (0, 1) is a discount factor and each reward
Υt (ati, sti) is considered as,
Υt (ati, sti) =
{
1, if ξ
ren
t i
ξdt i
> 1,
0, otherwise.
(18)
In (18),
ξ rent i
ξdt i
determines a ratio between renewable energy
generation and energy demand (supply-demand ratio) of the
BS agent i ∈ B at time t. When renewable energy generation-
demand ratio
ξ rent i
ξdt i
is larger than 1 then the BS agent i achieves
a reward of 1 because the amount of renewable energy exceeds
the demand that can be stored in the storage unit.
Each action ati of BS agent i ∈ B determines a stochastic
policy piθi . θi is a parameter of piθi and the energy dispatch
policy is defined by piθi : Si ×Ai 7→ [0, 1]. Policy piθi decides
a state transition function Γ : Si × AB 7→ Si for the next
state st′i ∈ Si . Thus, the state transition function Γ of BS
agent i ∈ B is determined by a reward function (18), where
Υt (ati, sti) : Si × Ai 7→ R. Further, each BS agent i ∈ B
chooses an action ati from a parametrized energy dispatch
policy piθi (ati |sti; θi). Therefore, for a given state sti , the state
value function with a cumulative discounted reward will be:
Vpiθi (sti) = Eat i∼piθi (at i |st i ;θi )[
∞∑
t′=t
γt
′−tΥt+t′(ati, sti)|sti, ati],
(19)
where γt
′−t is a discount factor and ensures the convergence
of state value function Vpiθi (sti) over the infinity time horizon.
Thus, for a given state sti , the optimal policy pi∗θi (ati |sti) for
the next state st′i can be determined by an optimal state value
function while a Markovian property is imposed. Therefore,
the optimal value function is given as follows:
Vpi
∗
θi (sti) =
max
at ∈A
Epi∗θi
[
∑
i∈B
ri(at′i, st′i) +
∞∑
t′=t
γt
′−tVpiθit′ (st′i)|sti; θi, ati].
(20)
Here, the optimal value function (20) learns a parameterized
policy piθi (ati |sti; θi) by using an LSTM-based Q-networks
for the parameters θi . Thus, each BS agent i ∈ B deter-
mines its parametrized energy dispatch policy piθi (ati |sti; θi) =
P(ati |sti; θi), where P(ξstoi (t)) = P(ati = ξstoi (t)|sti; θi) and
P(ξnoni (t)) = 1 − P(ξstoi (t)) for the parameters θi . The decision
of each BS agent i ∈ B relies on θi . In particular, energy
dispatch policy piθi is the probability of taking action ati for
a given state sti with parameters θi . In this setting, each local
agent i ∈ B is comprised of an actor and a critic [28], [52].
The policy of energy dispatch is determined by choosing an
action in (20) that can be seen as an actor of BS agent i.
Meanwhile, the value function (19) is estimated by a critic of
each local BS agent i. The critic can criticize actions that are
made by the actor of each BS agent i. Therefore, each BS
agent i ∈ B can determine a temporal difference (TD) error
[52] based on the current energy dispatch policy of the actor
and value estimation by the critic. The TD error is considered
as an advantage function and the advantage function of agent
i is defined as follows:
Λpiθi (sti, ati) =(
ri(ati, sti) +
∞∑
t′=t
γt
′−tVpiθi (st′i)
)
− Vpiθi (sti). (21)
Thus, the policy gradient of each BS agent i ∈ B is determined
as,
∇θiΛpiθi (sti, ati) =
Epiθi [
∞∑
t′=t
γt
′−t∇θi log piθi (ati |sti; θi)Λpiθi (sti, ati)],
(22)
where log piθi (ati |sti; θi), and Λpiθi (sti, ati) represent the actor
and critic, respectively, for each local BS agent i ∈ B.
Using (22), we can discretize the energy dispatch decision
ati : (ξstoi (t), ξnoni (t)) for each self-powered BS i ∈ B in the
network. In fact, we can achieve a centralized solution for
∀i ∈ B when all of the BSs state information (i.e., demand
and generation) are known. However, the space complexity for
computation increases as O(2 |Si |× |Ai |× |B |×T ) and also the com-
putational complexity becomes O(|Si | × |Ai | × |B |2 ×T) [21].
Further, the solution does not meet the exploration-exploitation
dilemma since the centralized (i.e., single agent) method
ignores the interactions and energy dispatch decision strategies
of other agents (i.e., BSs) which creates an imbalance between
exploration and exploitation. In other words, this learning
approach optimizes the action policy by exploring its own state
information. Therefore, by changing the learning environment,
this method cannot cope with an unknown environment due
to the sparsity of the state information. Next, we propose
an approach that not only reduces the complexity but also
explores alternative energy dispatch decision to achieve the
highest expected reward in (17).
C. Multi-Agent Meta-Reinforcement Learning Modeling
We consider a set O = {O0,O1, . . . ,OB} of B + 1 ob-
servations [25], [53] and for an BS agent i ∈ B, a sin-
gle observation tuple is given by oi ∈ Oi . For a given
state sti , the observation oi of the next state st′i consists
of oi : (ri(at′i, st′i), ri(ati, sti), ati, at′i, t ′,Λpiθi (sti, ati)), where
ri(at′i, st′i), ri(ati, sti), ati, at′i , t ′ and Λpiθi (sti, ati) are next-
state discounted rewards, current state discounted rewards,
next action, current action, time slot, and TD error, respec-
tively. Here, a complete information of the observation oi is
correlated with the state space oi : Si 7→ Oi while observation
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oi does not require the complete state information of the
previous states. Thus, the space complexity for computation at
each BS agent i ∈ B leads to O((|Si |+ |Ai |)2×T). Meanwhile,
the computational complexity for each time slot t becomes
O(|Si |2×Ai×θt+H), where θt is the learning parameter and H
represents the numbers of LSTM units. Each BS agent i ∈ B
requires to send an amount of |Oi | observational data (i.e.,
payload) to the meta-agent. Therefore, the communication
overhead for each BS agent i ∈ B leads to O( |O |×TB+1 ). On
the other hand, the computational complexity of the meta-
agent leads to O(|O |2 × φ + H) while φ represents learning
parameter at meta-agent. In particular, for a fixed number of
output memory φ, the meta-agent’s update complexity at each
time slot t becomes O(φ2) [54]. Further, when transferring the
learned parameters θt′ from the meta-agent to all local agents
∀i ∈ B, the communication overhead goes to the O(θt′×(B+1))
at each time slot t. Here, the size of θt′ depends on the memory
size of the output layer at the meta-agent.
In the MAMRL framework, the local agents work as an
optimizee and the meta-agent performs the role of optimizer
[27]. To model our meta-agent, we consider an LSTM archi-
tecture [50], [51] that stores its own state information (i.e.,
parameters) and the local agent (i.e., optimizee) only provides
the observation of a current state. In the proposed MAMRL
framework, a policy piθi is determined by updating the param-
eters θi . Therefore, we can represent the state value function
(20) for time t is as follows: Vpi
∗
θi (sti) ≈ Vpiθi (sti; θt ), and
the advantage (temporal difference) function (21) is presented
by, Λpiθi (sti, ati) ≈ Λpiθi (sti, ati; θt ). As a result, the param-
eterized policy is defined by, piθi (ati |sti) ≈ piθi (ati |sti; θt ).
Considering all of the BS agents B + 1 and the advantage
function (21) is rewritten as,
Λ
pi∗θi (sti, at0, . . . , atB; θt ) = ri(sti, at0, . . . , atB) +
∞∑
st′i ∈Si,t′=t
γt
′−tΓ(st′i |sti, at0, . . . , atB)Vpiθi (st′i, pi∗θ0, . . . , pi∗θB ) −
Vpiθi (sti, pi∗θ0, . . . , pi∗θB ),
(23)
where pi∗θ : (pi∗θ0, . . . , pi∗θB ) is a joint energy dispatch policy
and Γ(st′i |sti, at0, . . . , atB) 7→ [0, 1] represents state transition
probability. Using (23), we can get the value loss function for
agent i and the objective is to minimize the temporal difference
[28],
L(θi) =
min
piθi
1
|B |
∑
i∈B
1
2
((
ri(ati, sti) +
∞∑
t′=t
γt
′−tVpi
∗
θi (st′i |θt )
)
− Vpi∗θi (sti)
)2
.
(24)
To improve the exploration with a low bias, we consider
an entropy regularization 1 βh(piθi (ati |sti; θt )) that cope with
the non-i.i.d. energy demand and generation for all of the BS
agents ∀i ∈ B. Here, β is a coefficient for the magnitude of
1Entropy [55]–[58] can allow us to manage non-i.i.d. datasets when changes
in the environment over time lead to an uncertainty. Therefore, we use entropy
regularization to handle the non-i.i.d. energy demand and generation over time
by managing with the uncertainty for each BS agent i ∈ B.
regularization and h(piθi (ati |sti; θt )) determines the entropy of
the policy piθi for the parameter θi . Additionally, a larger value
of βh(piθi (ati |sti; θt )) encourages the agents to have a more
diverse exploration to estimate the energy dispatch policy.
Thus, we can redefine the policy loss function as follows:
L(θi) = −Est i,at i [piθi (ati |sti) + βh(piθi (ati |sti; θt ))]. (25)
Therefore, the policy gradient of the loss function (25) is
defined in terms of temporal difference and entropy. The policy
gradient of the loss function is defined as follows:
∇θi L(θi) =
1
|B |
∑
i∈B
∞∑
t′=t
∇θi log piθi (ati |sti)Λpiθi (sti, ati |θt )
+ βh(piθi (ati |sti; θt )).
(26)
To design our meta-agent, we consider meta-agent pa-
rameters φ and optimized parameters θ∗ of the optimizee
(i.e., local agent). The meta-agent is defined as Mt (Ot ; φ) B
Mt (∇θt L(θt ); φ), where Mt (.) is modeled by an LSTM.
Consider an observational vector Oit′ ∈ O of a local
BS agent i ∈ B at time t ′ and each observation is
oi : (ri(at′i, st′i), ri(ati, sti), ati, at′i, t ′,Λpiθi (sti, ati)) ∈ Oit′ .
The LSTM-based meta-agent takes the observational vector
Oit′ as an input. Meanwhile, the meta-agent holds long-
term dependencies by generating its own state with param-
eters φ. To do this, the LSTM model creates several gates
to determine an optimal policy pi∗θi and advantage function
Λ
pi∗θi (sti, at0, . . . , atB; θt ) for the next state st′i . As a result,
the structure of the recurrent neural network for the meta-
agent is the same as the LSTM model [50], [51]. Therefore,
the meta-agent consists of four gate layers such as forget gate
F t′ , input gate I t′ , cell state Eˆt′ , and output Z t′ layer. The
cell state gate Eˆt′ usages a tanh activation function and other
gates are used sigmoid σ(.) as an activation function. The
meta-agent formulation is as follows:
Mt′(Ot′ ; φ) = softmax
(
(H t′)>
)
, (27)
where F t′ = σ
(
φFO(Oit′)> + φFH (H t )> + bF
)
, (27a)
It′ = σ
(
φIO(Oit′)> + φIH (H t )> + bI
)
, (27b)
Eˆt′ = tanh
(
φEO(Oit′)> + φEH (H t )> + bE
)
, (27c)
Et′ = Eˆt′  I t′ + F t′  Et, (27d)
Z t′ = σ
(
φZO(Oit′)> + φZH (H t )> + bZ
)
, (27e)
H t′ = tanh(Et′)  Z t′ . (27f)
In the meta-agent formulation (27), the forget gate vector
(27a) determines what information is needed to throw away.
Input gate vector (27b) helps to decide which information
is needed to update, the cell state (27c) creates a vector of
new candidate values using tanh(·) function, and updates the
cell state information by applying (27d). The output layer
(27e) that determines what parts of the cell state are going
to output and calculate the cell outputs using the equation
(27f). Further, the cell state through the tanh(·) will restrict
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the values between −1 and +1. This entire process is fol-
lowed for each LSTM block and finally, (27) determines the
meta-policy for pi∗θi of the state st′ . Thus, the loss function
L(φ) = EL(θ)[L(θ∗(L(θ); φ))] of meta-agent depends on the
distribution of L(θt ) and the expectation of the meta-agent
loss function is defined as follows [27]:
L(φ) = EL(θ)[
T∑
t=1
L(θt )]. (28)
In the proposed MAMRL framework, we transfer the learned
parameters of meta-agent to the local agents so that each local
agent will be estimated an optimal energy dispatch policy by
updating its own learning parameters. Thus, the parameters of
each agent (i.e., BS) is updated with θt′ = θt+Mt (∇θt L(θt ); φ)
to decide the energy dispatch policy.
We consider an LSTM-based recurrent neural network
(RNN) for the both local agents and the meta-agent. This
LSTM RNN consists of 48 LSTM units for each LSTM cell
as shown in Fig. 4. In particular, the configuration of the
LSTM for the meta-agent and each local agent is the same
while the objective of the loss functions differ from local
agent to meta-agent. Each local LSTM-based RNN receives a
current reward ri(ati , sti), current action ati , and next time
slot t ′ as an input for each BS agent i ∈ B. Meanwhile,
this local LSTM model estimates a policy piθi and value
Vpiθi (sti) for BS agent i ∈ B. On the other hand, meta
agent LSTM-based RNN feeds input as an observational tu-
ple oi : (ri(at′i, st′i), ri(ati, sti), ati, at′i, t ′,Λpiθi (sti, ati)) from
each BS agent i ∈ B. This observation consists of the current
and next reward, current and next action, next time slot,
and TD error for each BS agent i. Thus, this meta agent
estimates parameters θt′ to find a globally optimal energy
dispatch policy pi∗θi for each BS i ∈ B. The learned parameters
of the meta-agent are transferred to each local BS agent
i ∈ B asynchronously while this local agent updates its
own parameters for estimating the globally optimal energy
dispatch policy via the local LSTM-based RNN. In particular,
the learned parameters (i.e., RNN states) are transfered from
meta-agent to each local agent i ∈ B. Meanwhile, each local
agent i ∈ B updates its own RNN states using the transferred
parameters by the meta-agent. We consider a cellular network
for exchanging observations and parameters between local
BS agent and meta-agent. Moreover, the proposed MAMRL
framework can be deployed on other types of communication
protocols such as ZigBee, WiFi, Fiber-optic communication,
and so on [59].
We run the proposed Algorithm 2 at each self-powered
BS i ∈ B with MEC capabilities as local agent i. The
input of Algorithm 2 is the state information Si of local
agent i, which is the output from Algorithm 1. The cumu-
lative discounted reward (17) and state value in (19) are
calculated in lines 5 and 6, respectively (in Algorithm 2)
for each step (until the maximum step size for time step
t). Consequently, based on a chosen action ati from the
estimated policy piθi (ati |sti) (in line 7), episode buffer is
generated and appended in line 8. Advantage function (21)
of local agent i is evaluated in line 12 and the policy
Algorithm 2 Local Agent Training of Energy Dispatch of BS
i ∈ B in MAMRL Framework
Input: sti : (ξdi , ξreni (t),Cstoti ,Cnonti ), ∀sti ∈ Si, ∀t ∈ T
Output: oi : (ri(at′i, st′i), ri(ati, sti), ati, at′i, t ′,Λpiθi (sti, ati)),
oi ∈ Oi , ∇θt L(θt )
Initialization: LocalLSTM(.), θi, i ∈ B, γ,Oi, lstmS[]
1: for episode = 1 to maximum episodes do
2: Initialization: epcBu f []
3: for each t ∈ T do
4: for step = 1 to MaxStep do
5: Calculate: ri(ati, sti) using eq. (17)
6: Calculate: Vpiθi (sti) using eq. (19)
7: Choose Action: ati ∼ piθi (ati |sti)
8: Append: epcBu f [ati, ri(ati, sti), t, step,Vpiθi (sti)]
9: end for
10: LocalLSTM(ri(ati, sti), ati, t ′, lstmS[])
11: {
12: Evaluate: Λpiθi (sti, ati) using eq. (21)
13: Local agent policy gradient: ∇θiΛpiθi (sti, ati) using
eq. (22)
14: }
15: Append:
oi : (ri(at′i, st′i), ri(ati, sti), ati, at′i, t ′,Λpiθi (sti, ati)),
oi ∈ Oi
16: Get Meta-agent policy gradient: Mt (∇θt L(θt ); φ) us-
ing Algorithm 3
17: Update: θt′ = θt + Mt (∇θt L(θt ); φ)
18: end for
19: end for
20: return new_state(st′i = argmaxpi∗θi (ati)), i ∈ B
gradient (22) is calculated in line 13 using an LSTM-based
local neural network. Algorithm 2 generates observational
tuple oi : (ri(at′i, st′i), ri(ati, sti), ati, at′i, t ′,Λpiθi (sti, ati)) in
line 15. Here, we transfer the knowledge of local BS agent
i ∈ B to the meta-agent learner (deployed in MBS) in
Algorithm 3 so as to optimize the energy dispatch decision
(in Algorithm 2 line 16). Hence, the observation tuple oi of
local BS agent i consists of only the decision from BS i, where
does not require to send all of the state information to meta-
agent learner. Employing the meta-agent policy gradient, each
local agent is capable of updating the energy dispatch decision
policy in line 17 in Algorithm 2. Finally, the energy dispatch
policy is executed in line 20 at the BS i ∈ B by local agent i.
The meta-agent learner (Algorithm 3 in MBS) receives
the observations Oi ∈ O from each local BS agent i ∈ B
asynchronously. Then the meta-agent asynchronously updates
the meta policy gradient of the each BS agent i ∈ B. In
Algorithm 3, entropy loss (25) and gradient of the loss (26)
are estimated in lines 6 and 7, respectively. The meta-agent
(i.e., LSTM) utilizes the observations of the local agents and
determines its own state information in lines 9 and 10 that
helps to estimate energy dispatch policy of the meta-agent.
Finally, the meta policy loss (28) is calculated in line 11 (in
Algorithm 3). To this end, a meta-agent learner deployed at
center node (i.e., MBS) in the considered network and sends
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Fig. 4: Recurrent neural network architecture for the proposed multi-agent meta-reinforcement learning framework.
Algorithm 3 Meta-Agent Learner of Energy Dispatch in
MAMRL Framework
Input: oi : (ri(at′i, st′i), ri(ati, sti), ati, at′i, t ′,Λpiθi (sti, ati)),
∀oi ∈ Oi , piθi , t ∈ T , i ∈ B
Output: φ
Initialization: MetaLSTM(.), φ, γ
1: for each t ∈ T do
2: for each i ∈ B do
3: oi : (ri(at′i, st′i), ri(ati, sti), ati, at′i, t ′,Λpiθi (sti, ati)),
oi ∈ Oi
4: MetaLSTM(Oi, piθi )
5: {
6: Entropy Loss: L(θi) using eq. (25)
7: Gradient loss: ∇θt L(θt ) using eq. (26)
8: }
9: Execute: (27a) to (27f)
10: Calculate: Mt (∇θt L(θt ); φ) using eq. (27)
11: Get meta policy loss L(φ) using eq. (28)
12: end for
13: end for
14: return Mt (∇θt L(θt ); φ)
the learning parameters of the optimal energy dispatch policy
to each local BS (i.e., MBS and SBS) through the network.
The proposed MAMRL framework established a guarantee
to converge with an optimal energy dispatch policy. In fact,
the MAMRL framework can be reduced to a |B |-player
Markovian game [60], [61] as a base problem that establishes
more insight into convergence and optimality. The proposed
MAMRL model has at least one Nash equilibrium point that
ensures an optimal energy dispatch policy. This argument is
similar from the previous studies of |B |-player Markovian
game [60], [61]. Hence, we can conclude with the following
proposition:
Proposition 1. pi∗θi is an optimal energy dispatch policy
that is an equilibrium point with an equilibrium value
Vpiθi (sti, pi∗θ0, . . . , pi∗θB ) for BS i [see Appendix A].
We can justify the convergence of MAMRL framework via
the following Proposition:
Proposition 2. Consider a stochastic environment with a state
space sti ∈ S, i ∈ ∀B of |B | BS agents such that all BS
agents are initialized with an equal probability of 0.5 for
a binary actions, P(ξstoi (t)) = P(ξnoni (t)) = θi ≈ 0.5, where
ati : (ξstoi (t), ξnoni (t)) ∈ Ai, ∀i ∈ B, and ri(sti, at0, . . . , atB).
Therefore, to estimate the gradient of loss function (24), we can
establish a relationship among the gradient of approximation
∇ˆθi L(θi) and true gradient ∇θi L(θi),
P
(
∇ˆθi L(θi),∇θi L(θi) > 0
)
∝ (0.5) |B | . (29)
[See Appendix B].
Propositions 1 and 2 validate the optimality and conver-
gence, respectively for the proposed MAMRL framework.
Proposition 1 guarantees an optimal energy dispatch policy.
Meanwhile, Proposition 2 ensures that the proposed MAMRL
model can meet the convergence for a single state sti ∈ S, i ∈
∀B. That implies this model is also able to converge for
∀sti ∈ S, i ∈ ∀B.
The significance of the proposed MAMRL model are ex-
plained as follows:
• First, each BS (i.e., local agent) can explore its own
energy dispatch policy based on individual requirements
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TABLE II: Summary of experimental setup
Description Value
No. of SBSs (no. of local agents) 9
No. of MEC server in each SBS 2
No. of MBS (meta-agent) 1
Channel bandwidth 180 kHz [64]
System bandwidth 20 MHz [17]
Transmission power 27 dB [16]
Channel gain 140.7 + 36.7 log d [17]
A variance of an AWGN -114 dBm/Hz [64]
Energy coefficient for data transfer δneti 2.8 [37]
MEC server CPU frequency f 2.5 GHz [16]
Server switching capacitance τ 5 × 10−27 (farad) [17]
MEC static energy ηMECst (t) [7.5, 25] Watts [65]
Task sizes (uniformly distributed) [31,1546060] bytes [62]
No. of task requests at BS i [1,10,000] [11]
Unit cost renewal energy crent $50 per MW-hour [46]
Unit cost non-renewal energy cnont $102 per MW-hour [46]
Unit cost storage energy cstot 10% additional [45]
Initial discount factor γ 0.9
Initial action selection probability [0.5, 0.5]
One observation period t 15 minutes
No. of episodes 800
No. of epochs T for each day 96
No. of steps for each epoch at each agent i Ji = [1, 10, 000] [62]
No. of actions 2 (i.e., ξstoi (t), ξnoni (t))
No. of LSTM units in one LSTM cell 48
No. of LSTM cells 10 (i.e., B+1)
LSTM cell API BasicLSTMCell(.) tf.contrib.rnn [66]
Entropy regularization coefficient β 0.05
Learning rate 0.001
Optimizer Adam [67]
Output layer activation function Softmax [52]
for the energy generation and consumption. Meanwhile,
the meta-agent exploits each BS energy dispatch decision
from its own recurrent neural networks state information.
Therefore, the proposed MAMRL model efficiently meets
the exploration-exploitation tradeoff.
• Second, the proposed MAMRL model can effectively
handle distinct environment dynamics for non-i.i.d. en-
ergy demand and generation among the agents.
• Third, the proposed MAMRL model ensures less infor-
mation exchange between the local agents and meta-
agent. In particular, each local BS agent only sends an
observational vector to meta-agent and received neural
network parameters at the end of 15 minutes observation
period. Additionally, the proposed MAMRL model does
not require sending an entire environment state from each
local agent to the meta-agent.
• Finally, the meta-agent can learn a generalized model
toward the energy dispatch decision and transfer its skill
to each local BS agent. This, in turn, can significantly
increase the learning accuracy as well as reduce the com-
putational time for each local BS agent thus enhancing
the robustness of the energy dispatch decision.
We benchmark the proposed MAMRL framework by per-
forming an extensive experimental analysis, and the experi-
mental analysis and discussion are given in the later section.
V. EXPERIMENTAL RESULTS AND ANALYSIS
In our experiment, we use the CRAWDAD nyupoly/video
packet delivery dataset [62] to discretize the self-powered SBS
(a) MEC newtok energy demand (b) Renewable energy generation
Fig. 5: Histogram of energy demand and renewable energy
generation for 9 SBSs and each SBS consists of 96 time slots
after preprocessing using Algorithm 1.
network’s energy consumption. Further, we choose a state-of-
the-art UMass solar panel dataset [63] to evaluate renewable
energy generation. We create deterministic, asymmetric, and
stochastic environments by selecting different days of the
same solar unit for the generation. Meanwhile, usage several
session from the network packet delivery dataset. We train
our proposed meta-reinforcement learning (Meta-RL)-based
MAMRL framework using deterministic environment and
evaluate the testing performance for the three environments.
Three environments are as follows: 1) In the deterministic
environment, both network energy consumption and renewable
generation are known, 2) network energy consumption is
known but renewable generation is unknown in the asymmetric
environment, and 3) the stochastic environment contains both
energy consumption and renewable generation are unknown.
To benchmark the proposed MAMRL framework intuitively,
we have considered a centralized single-agent deep-RL, multi-
agent centralized A3C deep-RL with a same neural networks
configuration as the proposed MAMRL, and a pure greedy
model as baselines. These are as follows:
• We consider the neural advantage actor-critic (A2C) [52],
[68] method as a centralized single-agent deep-RL. In
particular, the learning environment encompasses the state
information of all BSs ∀i ∈ B and is learned by a neural
A2C [52], [68] scheme with the same configuration as
the MAMRL model.
• An asynchronous advantage actor-critic (A3C) based
multi-agent RL framework [29] is considered a second
benchmark in a cooperative environment [28]. In partic-
ular, each local actor can find its own policy in a decen-
tralized manner while a centralized critic is augmented
with additional policy information. Therefore, this model
is learned by a centralized training with decentralized
execution [29]. We call this model a multi-agent cen-
tralized A3C deep-RL [29]. The environment (i.e., state
information) of this model remains the same for all of the
local actor agents. To ensure a meaningful comparison
with the proposed MAMRL model, we employ this joint
energy dispatch policy using the same advantage function
(23) as the MAMRL model.
• We deploy a pure greedy-based algorithm [52] to find the
best action-value mapping. In particular, this algorithm
JOURNAL OF IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. XX, NO. XX, JUNE 2020 14
Fig. 6: Reward value achieved for proposed Meta-RL training
of the meta-agent alone with other SBS agents.
Fig. 7: Reward value achieved of proposed Meta-RL, single-
agent centralized, and multi-agent centralized methods.
never takes the risk to choose an unknown action. Mean-
while, it explores other strategies and learns from them so
as to infer more reasonable decisions. Thus, we choose
this upper confidence bounded action selection mecha-
nism [52] as one of the baselines used for benchmarking
our proposed MAMRL model.
We implement our MAMRL framework using multi-
threading programming in Python platform, along with Ten-
sorFlow APIs [70]. Table II shows the key parameters of this
experiment setup.
We prepossess both of the datasets ( [62] and [63]) using
Algorithm 1 that generates the state space information. The
histograms of the network energy demand (in 5(a)) and a
renewable energy generation (in 5(b)) of the deterministic
environment are shown in Fig. 5. To the best of our knowledge,
there are no publicly available datasets that comprises both
of energy consumption and generation of a self-powered
network with MEC capabilities. Additionally, if we change
the environment using other datasets, the proposed MAMRL
framework can deal with the new, unknown environment by
using the skill transfer feature from the meta-agent to each
local BS agent. In particular, the MAMRL approach can
readily deal with the case in which the BS agent achieves
a much lower reward due to more variability in consumption
and generation. As a result, the above experiment setup is
reasonable for the benchmarking of the proposed MAMRL
framework.
(a) Proposed Meta-RL
(b) Single-agent centralized
(c) Multi-agent centralized
Fig. 8: Relationship among the entropy loss, value loss, and
policy loss in the training phase of proposed Meta-RL, single-
agent centralized, and multi-agent centralized methods.
Fig. 6 illustrates the reward achieved by each local SBS
along with a meta-agent, where we take an average reward
for each 50 episodes. In the MAMRL setting, we design a
maximum reward of 96 (15 minute slot for 24 hours), where
meta-agent converges with a high reward value (around 90).
Hence, all of the local agents converge with around 80 − 85
reward value except the SBS 6 that achieves a reward of 70 at
convergence because its energy consumption and generation
vary more than the others. In fact, this variation of reward
among the BSs is leading to anticipate the non-i.i.d. energy
demand and generation of the considered network as well as
densification of the exploration and exploitation tradeoff for
energy dispatch. The proposed approach can adapt the uncer-
tain energy demand and generation over time by characterizing
the expected amount of uncertainty in an energy dispatch
decision for each BS i ∈ B individually. Meanwhile, the meta-
agent exploits the energy dispatch decision by employing a
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Fig. 9: Testing accuracy of the proposed Meta-RL, single-
agent centralized, and multi-agent centralized methods with
deterministic, asymmetric, and stochastic environments of the
9 SBSs.
joint policy toward the globally optimal energy dispatch for
each BS i ∈ B. Therefore, the challenges of distinct energy
demand and generation of the state space among the BSs can
be efficiently handled by applying learned parameters from
the meta-agent to each BS i ∈ B during the training that
establishes a balance between exploration and exploitation.
We compare the achieved reward of proposed MAMRL
model with single-agent centralized and multi-agent central-
ized models in Fig. 7. The single agent centralized (diamond
mark with red line) model converges faster than the other two
models but it achieves the lowest reward due to the lack of
exploitation as it has only one agent. Further, the multi-agent
centralized (circle mark with blue line) model converges with
a higher reward than the single agent method. The proposed
MAMRL (cross mark with green line) model outperforms the
other two models while converges with the highest reward
value. In addition, multi-agent centralized needs the entire
state information. In contrast, the meta-agent requires only the
observation from local agents, and it can optimize the neural
network parameters by using its own state information.
We analyze the relationship among the value loss, entropy
loss, and policy loss in Fig. 8, where the maximum policy
loss of the proposed MAMRL (in 8(a)) model is around
0.06 whereas single-agent centralized (in 8(b)) and multi-
agent centralized (in 8(c)) methods gain about 1.88 and 0.12,
respectively. Therefore, the training accuracy increases due to
more variation between exploration and exploitation. Thus,
our MAMRL model is capable of incorporating the decision
of each local BS agent that solves the challenge of non-i.i.d.
demand-generation for the other BSs.
In Fig. 9, we examine the testing accuracy [71] of the
storage energy ξstoi (t) and the non-renewable energy generation
decision 2 ξnoni (t) for 96 time slots (1 days) of 9 SBSs under the
2Each BS agent i ∈ B can calculate its action from a globally optimal
energy dispatch policy pi∗θi by using argmax(.) (i.e., argmaxpi∗θi (at i )). In
which, at the end of 15 minutes duration of each time slot t, the each BS
agent i ∈ B can choose one action (i.e., storage or non-renewable) from the
energy dispatch policy pi∗θi .
Fig. 10: Prediction result of renewable, storage, and non-
renewable energy usages of a single SBS (SBS 2) for 24 hours
(96 time slots) under the stochastic environment.
Fig. 11: Explained variance score of a single SBS (SBS 2) for
24 hours (96 time slots) under the stochastic environment.
deterministic, asymmetric, and stochastic environments. In the
experiment, we have used the well-known UMass solar panel
dataset [63] for renewable energy generation information as
well as, the CRAWDAD nyupoly/video dataset [62], for esti-
mating the energy consumption of the self-powered network.
Further, we preprocess both of the datasets ( [62] and [63])
using Algorithm 1 that generates the state space information.
Thus, the ground truth comes from this state-space information
of the considered datasets, where the actions are depended
on the renewable energy generation and consumption of a
particular BS i ∈ B. The proposed MAMRL (green box)
and multi-agent centralized (blue box) methods achieve a
maximum accuracy of around 95% and 92%, respectively,
under the stochastic environment (in Fig. 9). Further, Fig. 9
shows that the mean accuracy (88%) of the proposed method
is also higher than the centralized solution (86%). Similarly,
in the deterministic and asymmetric environment, the average
accuracy (around 87%) of the proposed low complexity semi-
distributed solution is almost the same as the baseline method.
The prediction results of renewable, storage and non-
renewable energy usage for a single SBS (SBS 2) for 24
hours (96 time slots) under the stochastic environment are
shown in Fig. 10. The proposed MAMRL outperforms all
other baselines and achieves an accuracy of around 95.8%.
In contrast, the accuracy of the other two methods is 75%
and 93.7% for the single-agent centralized and multi-agent
centralized, respectively.
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Fig. 12: Mean absolute error of a single SBS (SBS 2) for 24
hours (96 time slots) under the stochastic environment.
In Figs. 11 and 12, we validate our approach with two stan-
dard regression model evaluation metric, explained variance
3 (i.e., explained variation) and mean absolute error (MAE)
[71], respectively. Fig. 11 shows that the explained variance
score of the proposed MAMRL method almost the same as
the multi-agent centralized. However, in the case of renewable
energy generation, MAMRL method significantly performs
better (i.e., 1% more score) than the multi-agent centralized
solution. In particular, the proposed MAMRL model has
pursued the uncertainty of renewable energy generation by
the dynamics of Markovian for each BS. Further, meta-agent
anticipates the energy dispatch by other BSs decisions and its
own state information. We analyze the MAE 4 for the three
environments (i.e., deterministic, asymmetric, and stochastic)
among the proposed MAMRL, single-agent centralized, and
multi-agent centralized methods in Fig. 12. The MAE of the
proposed MAMRL is 11%, 15%, and 4% for deterministic,
asymmetric, and stochastic, respectively since meta-agent has
the capability to adopt the uncertain environment very fast.
This adaptability is enhanced by the exploration mechanism
that is taken into account at each BS, and exploitation that
performs by capitalizing the non-i.i.d. explored information
of all BSs.
Fig. 13 illustrates the efficacy of the proposed MAMRL
model in terms of the non-renewable energy usages into a
stochastic environment with other benchmarks. This figure
considers a kernel density analysis for 24 hours (96 time
slots) under a stochastic environment, where the median of
the non-renewable energy usages 0.15 (kWh), and 0.27 (kWh)
for the proposed MAMRL, and pure greedy, respectively, at
each 15 minutes time slot. Further, the proposed MAMRL
can significantly reduce the usages of non-renewable energy
for the considered self-powered wireless network, where the
MAMRL can save up to 13.3% of the non-renewable energy
3We measure the discrepancy for energy dispatch decisions between the
proposed and baseline models on the ground truth of the datasets ( [62]
and [63]). We deploy the explained variance regression score function using
sklearn API [72] to measure and compare this discrepancy.
4This performance metric provides us with the average magnitude of errors
for the energy dispatch decision of a single SBS (SBS 2) for 24 hours (96 time
slots). Particularly, we analyze the average error over the 96 time slots of the
absolute differences between prediction and actual observation. To evaluate
this metric, we have used the mean absolute error regression loss function of
sklearn API [73].
Fig. 13: Kernel density analysis of non-renewable energy
usages for 24 hours (96 time slots) under the stochastic
environment.
Fig. 14: Energy consumption cost analysis of 9 SBSs for 24
hours (96 time slots) under deterministic, asymmetric, and
stochastic environments using the proposed Meta-RL method
over pure greedy method.
usages. Here, the meta agent of the MAMRL model can
discretize uncertainty from each local BS agent and transfer
the knowledge (i.e., learning parameters) to each local agent
that can take a globally optimal energy dispatch decision.
Fig. 14 presents the energy consumption cost analysis for 9
SBSs over 24 hours (96 time slots) under deterministic, asym-
metric, and stochastic environments using the proposed Meta-
RL method while comparing it to the pure greedy method.
The total energy cost achieved by the proposed approach for a
particular day will be $33.75, $28.29, and $25.83 for determin-
istic, asymmetric, and stochastic environments, respectively.
Fig. 14 also shows that the proposed method significantly
reduces the energy consumption cost (by least 22.4%) for all
three environments over the pure greedy method. The median
of the energy cost at each time slot is $0.04, $0.03, and $0.03
for the deterministic, asymmetric, and stochastic environments,
respectively. In contrast, Fig. 14 has shown that a median
energy cost for the pure greedy baseline is $0.05 at each time
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Fig. 15: Amount of renewable, non-renewable, and storage
energy estimation for 24 hours (96 time slots) for proposed
meta-RL, single-agent RL, multi-agent RL, next fit, first fit,
and first fit decreasing methods.
Fig. 16: Competitive cost ratio of the proposed Meta-RL
method for 24 hours (96 time slots) under the deterministic,
asymmetric, and stochastic environments.
slot that is due to a lack of the competence to cope with an
unknown environment for energy consumption and generation.
Therefore, the proposed MAMRL model can overcome the
challenges of an unknown environment as well as non-i.i.d.
characteristics for energy consumption and generation of a
self-powered MEC network.
In Fig. 15, we compare our proposed meta-RL model with
single-agent RL, multi-agent RL, next fit, first fit, and first
fit decreasing methods in terms of amount of renewable,
non-renewable, and storage energy usages for 24 hours (96
time slots). Fig. 15 shows that the proposed MAMRL model
outperforms the others that achieves around 22% less non-
renewable energy usages than the next fit scheduling algo-
rithm. Additionally, next fit, first fit, and first fit decreasing
scheduling methods [74] cannot capture the uncertainty of
energy generation and consumption, as well as provide a near
optimal solution.
Finally, in Fig. 16, we examine the competitive cost ratio
[30] of the proposed MAMRL framework. From this figure,
we observe that the proposed MAMRL framework effectively
minimizes the energy consumption cost for each BS under
deterministic, asymmetric, and stochastic environments. In
fact, Fig. 16 ensures the robustness of the proposed MAMRL
framework that is performed a tremendous performance gain
by coping with non-i.i.d. energy consumption and generation
under the uncertainty. Furthermore, in MAMRL training, each
local agent has captured the time-variant features of energy
demand and generation from the historical data while meta-
agent optimizes energy dispatch decisions by obtaining those
features with its own parameters of LSTM. In the case of
testing, a generalized MAMRL trained model is employed that
makes a fully independent and unbiased energy dispatch from
an unknown environment. To this end, the proposed MAMRL
framework shows the efficacy of solving the energy dispatch of
a self-powered wireless network with MEC capabilities with
a higher degree of reliability.
VI. CONCLUSIONS
In this paper, we have investigated an energy dispatch prob-
lem of a self-powered wireless network with MEC capabilities.
We have formulated a two-stage stochastic linear programming
energy dispatch problem for the considered network. To solve
the energy dispatch problem in a semi-distributed manner, we
have proposed a novel multi-agent meta-reinforcement learn-
ing framework. In particular, each local BS agent obtains the
time-varying features by capturing the Markovian properties of
the network’s energy consumption and renewable generation
for each BS unit, and predict its own energy dispatch policy.
Meanwhile, a meta-agent optimizes each BS agent’s energy
dispatch policy from its own state information, and it transfers
global learning parameters to each BS agent so that they can
update their energy dispatch policy into an optimal policy. We
have shown that the proposed MAMRL framework can capture
the uncertainty of non-i.i.d. energy demand and generation for
the self-powered wireless network with MEC capabilities. Our
experimental results have shown that the proposed MAMRL
framework can save a significant amount of non-renewable
energy with higher accuracy prediction that ensures the energy
sustainability of the network. In particular, the performance of
energy dispatch over deterministic, asymmetric, and stochastic
environments outperform other baseline approaches, where
average accuracy achieves up to 95.8% and reduces the energy
cost about 22.4% of the self-powered wireless network. To this
end, the proposed MAMRL model can reduce by least 11% of
the non-renewable energy usage for the self-powered wireless
network.
APPENDIX A
PROOF OF PROPOSITION 1
Proof. For a BS agent i, energy dispatch policy pi∗θi is the
best response for the equilibrium responses from all other BS
agents. Thus, the BS agent i can not be improved the value
Vpi
∗
θi (sti) any more by deviating of policy pi∗θi . Therefore, (24)
holds the following property,
Vpi
∗
θi (sti) ≥ ri(sti, at0, . . . , atB) +
∞∑
st′i ∈Si,t′=t
γt
′−tΓ(st′i |sti, at0, . . . , atB)Vpiθi (st′i, pi∗θ0, . . . , pi∗θB ).
(30)
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Hence, the meta-agent Mt (Ot ; φ) of the |B |-agent energy
dispatch model (i.e., MAMRL) reaches a Nash equilibrium
point for policy pi∗θi with parameters θi . As a result, the optimal
value of BS agent i ∈ B can be as follows:
Vpi
∗
θi (sti) = Mt (∇θt L(θt ); φ). (31)
(31) implies that pi∗θi is an optimal policy of energy dispatch
decisions. Thus, the optimal policy pi∗θi belongs to a Nash
equilibrium point and holds the following inequality,
Vpi
∗
θi (sti) ≥ EL(θ)[L(θ∗(L(θ); φ))] (32)

APPENDIX B
PROOF OF PROPOSITION 2
Proof. A probability of action ati of BS agent i ∈ B at time
t can be presented as follows:
P(ati) = θat ii (1 − θi)1−at i
= ati log θi + (1 − ati) log(1 − θi).
(33)
We consider a single state, and a policy gradient estimator can
be defined as,
∂ˆ
∂θi
L(θi) = ri(sti, at0, . . . , atB) ∂
∂θi
log P(at0, . . . , atB)
= ri(sti, at0, . . . , atB) ∂
∂θi
∑
∀i∈B
ati log θi + (1 − ati) log(1 − θi)
= ri(sti, at0, . . . , atB) ∂
∂θi
(ati log θi + (1 − ati) log(1 − θi))
= ri(sti, at0, . . . , atB)( ati
θi
− (1 − ati)(1 − θi) )
= ri(sti, at0, . . . , atB)(2ati − 1), for θi = 0.5.
(34)
Thus, an expected reward for |B | BS agents can be repre-
sented as, E[ri] = ∑∀i∈B ri(sti, at0, . . . , atB)(0.5) |B | , where by
applying ri(sti, at0, . . . , atB) = 1|ri(sti, at0, . . . , atB), we can
get E[ri] = (0.5) |B | . Now, we can define an expectation of
a gradient estimation as, E[ ∂ˆ∂θi L(θi)] = ∂∂θi L(θi) = (0.5) |B | .
Therefore, a variance of the estimated gradient can be defined
as,
V
[ ∂ˆ
∂θi
L(θi)
]
= E
[ ∂ˆ
∂θi
L2(θi)
] − (E[ ∂ˆ
∂θi
L(θi)
] )2
= (0.5) |B | − (0.5)2 |B | .
(35)
Now, we can analyze the step of gradient for
P((∇ˆθi L(θi),∇θi L(θi)) > 0) (in (29)), where
P
(
∇ˆθi L(θi),∇θi L(θi)
)
= (0.5) |B |
∑
∀i∈B
∂ˆ
∂θi
L(θi). (36)
As a result, P((∇ˆθi L(θi),∇θi L(θi)) > 0) = (0.5) |B | implies that
the gradient step not only moves in the correct direction but
also decreases exponentially with an increasing number of BS
agents. 
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