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1. INTRODUCTION 
By an unbalanced Hadamard matrix we mean a matrix H,, = (hii) 
such that (i) hii = l/fi or -I/fi, (ii) H, is orthogonal, and (iii) the 
number of positive entries exceeds the number of negative entries in each 
row. In particular it is well-known that the dimension n must be an even 
perfect square if the number of positive entries is the same in each row. 
It is easy to show that the number of positive entries is 2t’ + t in this case. 
It is this case which is of interest to us, and we accordingly agree that 
n = 4t2 and omit future reference to the dimensionality of II. An ele- 
mentary proof of these statements appears in [7]. By a finite projective 
plane of order 2t we mean a collection of 4t2 + 2t + 1 objects called 
points divided into subclasses called lines such that each subclass contains 
2t + 1 points, and any two subclasses have precisely one point in common. 
Thus two lines define a point, and the dual, two points determine a line, 
also holds. An extensive literature has grown up on this subject since the 
topic was first explored in [8]. 
The leading theorems about finite projective planes concern the question 
of existence of such planes. We have the classic result: if the order is 
a prime or a power of prime, the geometry exists established in [I]. We also 
have the now celebrated Bruck-Ryser theorem [5] stating that, if the order 
s = 1 or 2 (4) and if the decomposition of s contains a prime of the form 
4k + 3 to an odd power, then the finite projective plane fails to exist. 
Despite strenuous efforts and much computer time, no further progress 
has been made with this fundamental question. As a result, two schools 
have arisen, one faction believing that finite projective planes exist in all 
cases not excluded by the Bruck-Ryser conditions while others conjecture 
that such planes exist only if s is a power of a prime or a prime. The 
former position was somewhat strengthened by the remarkable discovery 
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of Bose, Shrikhande, and Parker that the Euler conjecture was false since 
they showed the existence of two orthogonal Latin squares of side 4k + 2 
for k > 1 [3,4] which we now proceed to define. 
Let a set of s integers 0, l,..., s - 1 be arranged in an s x s square in 
such a way that every integer occurs s times. If each integer occurs once and 
only once in every row and column, the square is said to be a Latin square 
of side s. Two squares are said to be orthogonal to one another if, when 
one square is superimposed upon the other square, every number of the 
first occurs once and only once with every number of the second square. 
To the set of at most s - 1 Latin squares which are mutually orthogonal 
we may adjoin two other squares which are not Latin squares but which 
are orthogonal to each other and to every other Latin square in the 
orthogonal set. The first of these squares is constructed by taking each 
element of the first row as 0, each element of the second row as 1, and so on. 
The second square is the transpose of the first square. Conversely it may 
be noted that any square orthogonal to these two squares must be a 
Latin square. Thus a total of s + 1 orthogonal squares is possible at best, 
and it is known that this bound is attainable when s is a prime or a power 
of a prime [l]. When this bound is attained, we say that we have a complete 
set of orthogonal squares. As an example of a complete set, we might 
choose s = 3 and write 
000 012 012 0 12 
1 1 1 0 12 120 201 
222 012 20 1 120 
If we write in order the elements of each square in a line, we can display 
these squares in the following form: 
000111222 [first square] 
012012012 [second square] 
012120201 [third square] 
012201120 [fourth square] 
In this form we see that any two rows have the property that each one of 
the nine possible ordered pairs occurs exactly once when one row is super- 
imposed on another row. 
We call such an array an orthogonal array of index 1, strength 2, and 
level s [2,6]. A classic result is that the maximum number of rows we can 
accommodate is s + 1. We call the maximum number of rows we can 
construct the number of constraints. We shall prove the following 
theorem : 
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If there exists a projective plane of order s = 2t, then there exists a 
Hadamard matrix H of order n = 4t2, and 
(1) H is symmetric, 
(2) H = kr;?2f,T;S] , 
where the submatrices are s x s, J consists of positive entries, and Wij has 
row and column sum zero. 
2. ON THE EXPANSION OF ORTHOGONAL ARRAYS TO A SQUARE MATRIX 
We consider orthogonal arrays with s = 2t of strength 2 and index 1. 
Then we assume that there are 2t + 1 constraints equivalent to the 
assumption that a finite projective plane of this order exists. We assume 
the array is written in standard from with the first two rows: 
0 0 s.0 0 1 1 . . . 1 . . . s - 1 s - 1 .*a s - 1 
0 1 . . . s - 1 01 . . . s _ ] . . . 0 1 . . . s - 1 
We now replace each element with a vector of size s - 1. In this process 
the number of rows is increased from s + 1 to s2 - 1. 
We shall in fact accomplish this expansion by employing the Helmert 
orthogonal transformation, and we shall call this matrix the “vector 
replacement matrix” since we intend to replace entries in the orthogonal 
array by vectors from the vector replacement matrix by setting up a 
one-to-one correspondence between the distinct elements of the array and 
the column vectors of the matrix. The Helmert orthogonal transformation 
has the vector with each component l/+6 as its first row, and the row 
sums of the remaining row vectors are in consequence all zero. We shall 
omit this first row. Calling H, the Helmert matrix of order s - 1 x s, 
we have: 
l/2/2 - l/2/2 0 . . . 0 
H, = 
l/d6 I/& - 2/2/S **a 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . 
;;;$-y l& - 1) l/V@=iJ a.* - (s - l)/z/s(s - 1). 
Assuming s is even, we divide the rows of the orthogonal array into 
two groups, one containing the first s/2 + 1 rows and the second con- 
taining the remaining s/2 rows. We replace each 0 (say) in the first group 
by the first column of the vector replacement matrix H, , each 1 in the 
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first group by the second vector, and so on. (Actually the precise choice 
of assignment is immaterial.) 
For the second group we choose the matrix G, where each element of 
G, is l/d? the corresponding element in H, . We then replace 0, l,... 
in the array by the first, second, etc. columns of G, . (Here it is essential 
that the same correspondences used for group one be kept.) We now 
make the matrix square by adjoining a row with each element 11~5. 
Call this 9 x s2 matrix A and form AM. On the main diagonal we have 
1 -I- (s - l)(s/2 + 1) = s2/2 + s/2 entries of s since, in the replacement 
process, each row in the first group consists of a vector of length 1 repeated 
(but with components permuted except in the first row) s times. The 
remaining s2/2 - s/2 rows have the diagonal s/2. We now claim that the 
off-diagonal elements are all zero. We distinguish two cases: (i) inner 
products arising from rows which are “within rows,” that is, rows that 
arise from a single line of the orthogonal array in the vector replacement 
process, and (ii) “without rows,” or a pair of rows one of which arose by 
replacing (say) thej-th row of the original array by vectors, and proceeding 
similarly for (say) the i-th row. 
For (i) it is immediately clear that we have orthogonality since the rows 
consist of row elements of H, or G, repeated s times. For (ii) we note that 
each pair of elements in the original array between row i and rowj occurs 
once. Here 0 in row i (say) is paired against 0, l,..., s - 1 in row j. But 
the row sums in our vector replacement matrix are all zero so that this 
portion of the inner product is surely zero. A similar statement holds for 
any other element in row i establishing orthogonality here. Finally the row 
with all elements l/d/s is orthogonal to every other row since the other 
rows have zero sums. We can summarize these statements in the theorem: 
The eigenvalues of AAT are s and s/2 of multiplicities s2/2 + s/2 and 
312 - s/2, and the matrix is diagonal. 
We now consider the matrix ATA which has the same eigenvalues. 
Under the vector replacement process we secure 
s/2 + 1 vectors of squared length 1 - l/s, 
s/2 vectors of squared length (1 - l/s)/2, 
one term whose square is l/s, 
if we recall that the row with l/z/S was omitted from H, and G, . The 
diagonal of ATA is therefore (3s + 1)/4. 
To compute the off-diagonal entries, we recall that between columns 
of the orthogonal array there is precisely one symbol in common for, 
if there were two such elements in common, then two rows would have 
a pair repeated twice. It is triviality to observe that there must be at least 
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one element in common. We therefore need to distinguish between two 
cases: the repetition occurs in the first group of rows versus the second 
possibility; the repetition occurs in the second group of rows. Listing the 
contributions to the inner product in each case, we have: 
(9 (ii) 
from common element 1 - l/s (1 - I/4/2 
from the row we adjoined l/s l/s 
from remaining pairs in 
the first group - 1 /w4 -MS/2 + 1) 
from remaining pairs in 
the second group (- 1/2s)(s/2) (- 1/2s)(s/2 - 1) 
Total l/4 -l/4 
It is interesting to observe that here too only the diagonal elements/ 
depend on s. 
We make a further observation. Suppose ArA is partitioned into s x s 
submatrices. There are s such submatrices in each row and column. 
Since the initial row of the array was 0 0 ... 0 I 1 *.* 1 etc., the “main 
diagonal” submatrices all have l/4 as the off-diagonal element. Next pick 
any column that arose in the replacement process from a column in the 
array with first element i. Consider the columns that arose from replace- 
ment of columns that hadj # i for first member. Then the inner products 
give us the elements in the row of one of our off-diagonal submatrices. 
Further the number of type I or plus elements and the number of type II 
or negative elements equalize so that each row will contain s/2 elements 
l/4 and s/2 elements -l/4. To establish this assertion, note that in the 
i-th row of the original array there is exactly one match since the rows in 
each division of length s except the first are a permutation of 0, l,..., s - 1. 
Hence half the terms are type I and half are type IT. Continuing this 
reasoning, we conclude that the off-diagonal submatrices have row and 
column sums 0. From the structure of the second row of the original 
orthogonal array we also see that the main diagonal of each off-diagonal 
submatrix is positive. Finally the matrix is symmetric. Unless we know the 
array, we do not of course know the precise location of + l/4 beyond these 
restrictions. 
Letting B = ATA, we form the matrix 
C = (A4 + m)/(M - m)[l - 2B/(M + m)]. 
Such a transformation has the effect of relocating all eigenvalues between 
--I and 1 where A4 and m are the greatest and least eigenvalues of B. 
Since this theorem is not well-known, we append a short proof. 
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THEOREM. If cy and fl are scalars and E = LXI + /3F, then the eigenvalues 
of E are given by /%4 + 01 where h is an eigenvalue of F. 
Proof. 
IE-pZ\ =O+IuZ+fiF-pZ/ =O+lF-[(p-a)//?]11 =O. 
Setting X = (p - a)//3, we see that p = PX + cy. 
Identifying 01 and p in the transformation above yields our assertion. 
In the case at hand M = s and M = s/2. Hence the entries of the matrix C 
are : 
main diagonal, 3 - [(3s + 1)/4] 4/s = - l/s; 
off diagonal, l/4+ -l/s, -l/4 + l/s. 
Clearly C is symmetric, and its eigenvalues are + 1. The eigenvalues of C2 
are therefore all 1 and C2 is symmetric. Consequently there is an orthogonal 
matrix 0 such that OC20T = Z or C2 = OrZO = I. Therefore C is orthogonal. 
It is slightly easier to discuss -C and to omit the norming factor of l/s. 
Call the new matrix W. Then W is symmetric, orthogonal, has in par- 
titioned form the matrix J of all plus ones on the main diagonal, and the 
off-diagonal submatrices have row and column sum zero with every 
entry fl. We might call such matrices Hadamard unbalanced matrices 
since the numher of positive entries exceed the number of negative entries 
in each row. We have now achieved the theorem given at the end of 
Section 1. 
We can regard W as a kind of canonical representation of the finite 
projective plane. If the plane exists, then orthogonal W with the structure 
described above exists. There is a well-known canonical representation 
of the incidence matrix of a finite projective plane of order s2 + s + 1 
where the 2s + 1 x 2s + 1 border is known and elsewhere permutation 
matrices of orders complete the representation. Very little is known about 
appropriate choices for these permutation matrices. Our form appears 
more amenable to attack since it is somewhat more restricted. 
As one example of a theorem that can be established, we say that a 
given submatrix of our partitioning is a copy if any two rows of the sub- 
matrix are either identical or become so when one of the rows is multiplied 
by - 1. For the case s = 2” there are “copy” solutions where each sub- 
matrix is a copy. (Note that two rows from different submatrices in the 
partitioning will in general be unrelated.) It is easy to prove that, for 
s = 2t, t odd, no “copy” solution is possible. 
While some other minor theorems have been discovered, none has been 
of sufficient depth to throw further light on the existence question, and 
these remarks are published mostly in the hope that someone else may 
see more deeply into the problem than we have been able to do. 
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