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We study the electron transport in a magnetically doped three dimensional topological insulator
(TI) by taking the effects of impurity-impurity exchange interactions into account. The interactions
between magnetic impurities give rise to the formation of magnetic clusters with temperature de-
pendent mean sizes, randomly distributed on the surface of the TI. Instead of dealing with single
magnetic impurities, we consider surface Dirac electrons to be scattered off magnetic clusters, and
define the scattering potential in terms of clusters mean sizes. Within the semiclassical Boltzmann
approach, employing a generalized relaxation time approximation, we obtain the surface conductiv-
ity of the TI by solving four sets of recursive relations and demonstrate that, the system is highly
anisotropic and the surface conductivities possess non-monotonic behaviors, they strongly depends
on the direction, the mean size and the number of magnetic clusters. We demonstrate that the
dependence of the anisotropic magnetoresistance (AMR) to the spin direction of the magnetic clus-
ters is inconsistent with the angular dependence of the TI doped with non-interacting magnetic
impurities. Our results are consistent with the recent experiment on the AMR of the Cr-doped
(Bi,Sb)
2
Te3 TI.
I. INTRODUCTION
Topological insulators (TIs) are a new class of
materials which attracted intensive theoretical1–4 and
experimental5,6 attentions in condensed matter physics.
TIs are band insulators in the bulk while conducting
along the surfaces, hosting metallic surface states with a
Dirac-cone-like dispersion. The Dirac cone is located in
the center of the Brillouin zone and the spin and momen-
tum degrees of freedom are locked. The spin-momentum
locking of surface Dirac electrons is protected by time-
reversal symmetry1,2,7–10, which leads to a variety of in-
teresting effects11–13, in particular to the suppression of
the elastic backscattering of surface states in the absence
of spin-flip processes14,15. The robustness of these topo-
logically protected processes, when introducing impuri-
ties which break time-reversal symmetry, is of critical
importance for spin-based transport in such materials.
Recently, many efforts have been devoted to the in-
vestigation of the surface transport properties of 3D
TIs in the presence of localized and identical magnetic
impurities16–19. In dilute magnetic TIs, the impurities
are uncorrelated and distributed randomly on the sur-
face of the TI, thus single-impurity-scattering processes
(the scattering of the massless Dirac electrons by a single
magnetic impurity), specify the behavior of the surface
resistivity. In this case, the scattering amplitudes and
consequently the surface magneto-resistance strongly de-
pend on the orientation of impurities’ spins15,20,21. By
increasing doping the interactions of magnetic impuri-
ties become important and their effects on the transport
properties of the TI are crucial. The multiple-impurity-
scattering problem of the massless Dirac electrons in the
presence of magnetic impurities normal to the surface
of the TI has been evaluated theoretically in Ref.22. It
has been shown that, different from the single-impurity-
scattering, the Hall component of resistivity and the in-
verse momentum relaxation time exhibit oscillatory be-
havior due to the interference during the double- and
triple-impurities-scattering processes. In spite of many
studies on the electron transport of magnetic TIs, the ef-
fects of magnetic impurity interactions on the magneto-
resistance of TIs have not been addressed so far.
In this paper, we investigate the effects of magnetic
impurity-magnetic impurity exchange interactions on the
transport in a magnetic TI. We consider a 3D TI doped
with magnetic impurities localized on the surface of the
TI, and investigate the surface magneto-resistance of the
TI by taking the exchange interactions of magnetic im-
purities into account. The exchange interactions of mag-
netic impurities give rise to the formation of ”magnetic
clusters”, constructed of correlated magnetic impurities
with the same direction. We consider that the sur-
face massless Dirac electrons scatter by magnetic clusters
rather than single impurities. The cluster concept was
first introduced in Refs.23,24 to explain the temperature
dependence of magneto-resistance of magnetic semicon-
ductors. The clusters’ mean size (CMS) and the num-
ber of clusters with mean sizes (CN) depend on tem-
perature, they increase by increasing temperature, pass
through a maximum at a critical temperature, and de-
crease toward zero at high temperatures23,24. We model
the scattering of massless Dirac electrons off magnetic
clusters with a potential, exponentially decaying with the
electron-cluster separation distance rescaled by the CMS.
In order to obtain the surface conductivity of such a sys-
tem we employ the semi-classical Boltzmann approach.
However, since the scattering of Dirac electrons by a mag-
netic cluster is not isotropic, the standard relaxation time
approximation is not applicable here. Employing a gener-
alized relaxation time approximation25 and solving four
sets of recursive relations we obtain the relaxation times
of Dirac electrons and demonstrate that, the system is
highly anisotropic and the surface conductivity strongly
2depends on the CMS, the CN and the spin directions
of magnetic clusters. We show that surface conductiv-
ities possess a non-monotonic behavior, in general they
decrease sharply by increasing CMS and pass through a
minimum where the electrons Fermi wavelength is identi-
cally the same as CMS. We demonstrate that the angular
dependence of the AMR is inconsistent with the angular
dependence of the TI doped with non-interacting mag-
netic impurities. We also show that our results are con-
sistent with the recent experiment on the AMR of the
Cr-doped (Bi, Sb)2Te3 TI.
26
The outline of this paper is as follows. In Sec. II, we
introduce our model and present the scattering potential
in terms of CMS. In Sec. III, we obtain the transition
amplitudes of the system. Employing a generalized re-
laxation time approximation we give a closed form for
the effective relaxation times of massless Dirac electrons.
In Sec. IV, we compute the surface conductivities of the
TI, both in isotropic and anisotropic cases. In this sec-
tion we investigate, in detail, the behavior of the surface
conductivities for different values of CMS and clusters’
spin directions. We also investigate the angular depen-
dence of the AMR for different values of CMS. In Sec. V,
we also obtain the surface conductivity of a 3D TI doped
with non-magnetic impurities and compare the behaviors
of the relaxation times in both systems. We finally sum-
marize our results in Sec. VI and give the concluding
remarks.
II. OUR MODEL
We consider a 3D topological insulator (TI) which its
surface defines the xy plane and the surface is normal to z
direction. The minimal Hamiltonian of the TI describing
the dynamics of the surface electrons, is given by27,28:
H0 = ~vF(k× σ)z , (1)
where vF in the Fermi velocity, k = (kx, ky) is the vec-
tor of momentum and σ is the vector of Pauli matrices,
describing the electron spin. The eigenvalues and eigen-
vectors of the Hamiltonian H0 are given by:
ε± = ±~vFk, (2)
and
ψk,±(r) =
eik·r√
2A
(∓ie−iφ
1
)
, (3)
where ~ is the Planck constant divided by 2pi, A is the
TI surface area, k = |k| = (k2x + k2y)1/2 is the modulus
of the electron momentum, and φ = arctan(ky/kx) is the
polar angle between the momentum vector and the kx
direction. It is important to note that the spin states (3)
are always perpendicular to the motion direction.
In TIs, doped with magnetic impurities, the interac-
tion of impurities with Dirac electrons affects the trans-
port properties of the TI. In dilute magnetic TI, the ex-
change interactions between magnetic impurities (MI-MI
FIG. 1. (Color online) The schematic illustration of the sur-
face of a TI with randomly distributed magnetic clusters (cir-
cles). ξ is CMS, green arrows show the spins of clusters, and
θ is their tilt angle with z axis. The red and blue arrows show
the momentum and spin of Dirac electrons, respectively.
interactions) are negligible and we can ignore their ef-
fects on the surface conductivity of the TI. By increasing
doping, the MI-MI exchange interactions become con-
siderable and we should take them into account in the
spin dependent transport of the TI. The presence of
MI-MI exchange interactions, gives rise to the forma-
tion of magnetic clusters with different sizes in the en-
tire system. There are two rules for constructing mag-
netic clusters in a spin system29, one is due to purely
geometric effects which makes cluster’s spins to be in
the same direction and the other is due to the correla-
tion between the cluster’s spins. Considering such a def-
inition of cluster, Coniglio and Klein30 showed that by
throwing bonds between nearest-neighbor pairs of paral-
lel spins with a probability: p = 1− exp(−2JI/kBT ), the
spins of the system can be divided into clusters made of
parallel spins connected by bonds. Here, JI is the near-
est neighbor exchange interaction between impurities and
kB is Boltzmann constant. The number of clusters and
their mean sizes could be computed numerically by using
cluster counting algorithms, like the Hoshen-Kopelman
algorithm31, one of the most popular cluster identifica-
tion algorithm. The number of clusters and their mean
sizes depend on temperature. In general, they increase by
temperature, pass through a maximum around the criti-
cal temperature of the surface (neglecting the back-action
effects of Dirac electrons on the formation of magnetic
cluster) and decrease toward zero at high temperatures.
In order to study the effects of MI-MI exchange inter-
actions on the behavior of surface conductivity, we con-
sider magnetic clusters as scattering centers and suppose
that Dirac electrons interact with these centers rather
than single impurities23,24. By defining the parameter ξ
as the mean size of magnetic clusters, we model the in-
teraction of a Dirac electron located at r with a cluster
centered at R as:
HσS = J(r−R)σ(r) · S(R), (4)
3where
J(r−R) = J0 exp(−|r−R|/ξ). (5)
Here, S is the spin of magnetic clusters and J0 is cou-
pling constant. The scattering potential in Eq. (4) is
long-range and the CMS ξ is served as the range of scat-
tering potential. Magnetic clusters are uncorrelated and
distributed randomly on the surface of the TI. Thus,
we can investigate their effects on the surface conduc-
tivity of the TI, separately. Without loss of general-
ity we suppose that clusters’ spins lie on yz plane, i.e.
S = S(0, sin θ, cos θ), where θ is the tilt angle between
S-vector and z axis (see the schematic Fig. 1).
III. ANISOTROPIC RELAXATION TIMES
In order to obtain the surface conductivity of the mag-
netic TI we use semiclassical Boltzmann formalism. In
the presence of an applied electric field E, the non-
equilibrium distribution function f depends on the elec-
trons’ k-vector and the electric field, satisfying the fol-
lowing relation32:
∂f
∂t
= evk ·E
(
∂f0
∂ε
)
, (6)
where e < 0, vk = vk(cosφ, sinφ) is the velocity of Dirac
electrons and f0 = f0(ε) is the Fermi-Dirac distribution
function. Considering elastic scattering, and using de-
tailed balance ∂f/∂t can also be written as:
∂f
∂t
= A
∫
d2k′
(2pi)2
w(k,k′)[f(k,E)− f(k′,E)], (7)
where w(k,k′) is transition rate between the two eigen-
states (|k〉 and |k′〉) of the Dirac Hamiltonian H0. Using
Fermi golden rule, the transition rate is written in terms
of the scattering amplitude |Tk,k′|2 as follows:
w(k,k′) =
2pi
~
|Tk,k′|2δ(εk − εk′). (8)
Within the first Born approximation, the T -matrix is
given by: Tk,k′ ≈ 〈k|HσS |k′〉, where HσS is the scatter-
ing Hamiltonian given by HσS =
∑
r,RHσS . Since mag-
netic clusters are uncorrelated and distributed randomly
on the surface of the TI, we can write the transition rate
as w(k,k′) = 2pi
~
nc|Tk,k′|2δ(εk − εk′), where nc is CN.
By defining the parameter τk as the momentum relax-
ation time of electrons and using the relaxation time ap-
proximation: −(f − f0)/τ = ∂f/∂t, the non-equilibrium
distribution function is given by:
f = f0 + eτkvk ·E
(
∂f0
∂ε
)
. (9)
Making use of Eqs. (6), (7) and (9) we readily obtain:
vk ·E = A
∫
d2k′
(2pi)2
w(k,k′)(τkvk ·E− τk′vk′ ·E). (10)
When the system is isotropic, (in the case of θ = 0), the
scattering amplitude depends on the angle of k and k′
and hence the relaxation time depends only on the magni-
tude of k and k′. Since k = k′, Eq. (10) is simplified and
the relaxation time is given by the standard formula32:
1
τk
= A
∫
d2k′
(2pi)2w(k,k
′)[1 − cos∆φ], where ∆φ = φ − φ′,
with φ = arctan(ky/kx) and φ
′ = arctan(k′y/k
′
x). In the
case of θ 6= 0, the system is anisotropic and the scat-
tering amplitude as well as the relaxation time depend
on both the magnitude and directions of k and k′, and
consequently the standard scheme is not appropriate any-
more.
The transport properties of anisotropic systems have
been studied using different approaches25,33–35. In this
paper, we employ the recipe presented in Ref. 25, and
approximate the non-equilibrium distribution function,
to linear order in electric field, as:
f − f0 = eEvk
(
∂f0
∂ε
)
[a(φ) cosχ+ b(φ) sinχ], (11)
where χ is the angle between electric field and x axis.
Here, the two independent functions a(φ) and b(φ) have a
dimension of time. By substituting Eq. (11) into Eq. (7)
and using Eq. (6) we achieve the following two decoupled
inhomogeneous Fredholm equations:
cosφ = w¯(φ)a(φ) −
∫
dφ′w(φ, φ′)a(φ′), (12)
sinφ = w¯(φ)b(φ) −
∫
dφ′w(φ, φ′)b(φ′), (13)
where w¯(φ) =
∫
dφ′w(φ, φ′) and w(φ, φ′) =
A
(2pi)2
∫
k′dk′w(k,k′). For solving these equations
and obtaining the non-equilibrium distribution function,
we look for a solution in the form of Fourier series:
a(φ) = a0 +
∑
n=1
(acn cosnφ+ a
s
n sinnφ) , (14)
b(φ) = b0 +
∑
n=1
(bcn cosnφ+ b
s
n sinnφ) . (15)
Putting the Fourier expansions of a(φ) and b(φ) into Eqs.
(12) and (13), we reach four sets of linear recursive re-
lations between the coefficients acn, a
s
n, b
c
n and b
s
n. De-
pending on the function w(φ, φ′), the solutions are exact
or reasonably approximate.
Due to the elastic scattering of Dirac electrons from
magnetic clusters, the inter-band transitions are forbid-
den and intra-band transitions are only allowed. Within
the first Born approximation the scattering amplitude is
written as;
|T++
k,k′|2 = |T−−k,k′|2 =
2pi2J20S
2
A2
|T˜φ,φ′ |2,
|T˜φ,φ′|2 = ξ
4
(1 + q2ξ2)3
(1− cos 2θ cosφ cosφ′ − sinφ sinφ′),
(16)
4FIG. 2. (Color online) Contour plots of the scattering ampli-
tude, |T˜φ,φ′ |
2 versus φ (horizontal axes) and φ′ (vertical axes),
for different values of kFξ and θ. In a and b, kFξ are, respec-
tively, 0.4 and 3, and the spins of magnetic clusters are normal
to the surface of the TI (θ = 0). Independent to the CMS, the
forward scattering amplitudes |T˜φ,φ|
2 are always zero, how-
ever the backscattering amplitudes |T˜φ,pi+φ|
2 strongly depend
on the CMS. In c, d, f and e, the values of kFξ are, respec-
tively, 0.4, 0.7, 3 and 5, and the tilt angle is θ = pi/6. In
the presence of clusters with small sizes, the scattering ampli-
tude is zero in the two areas around (φ, φ′) = (pi/2, pi/2) and
(3pi/2, 3pi/2) (the blue areas), which means that small clus-
ters scatter electrons over a wide area. When clusters become
larger the areas with zero scattering amplitude grow rapidly
and electrons scatter by clusters in forward directions.
where q = |k − k′| = k
√
2(1− cos∆φ). At θ = 0, the
spins of magnetic clusters are normal to the surface of TI
and the scattering amplitude depends only on ∆φ. At
θ 6= 0, the situation is however different and the scatter-
ing amplitude depends on φ and φ′ (instead of ∆φ), as
shown in Fig. 2. In this case the system is anisotropic
which is a simultaneous effect of the spin-orbit locking
of Dirac electrons and the spin tilting of magnetic clus-
ters. The former is not explicitly seen in the scattering
amplitude but the latter is appeared in θ.
Making use of Eqs. (8) and (16), we obtain:
w(φ, φ′) =
1− cos 2θ cosφ cosφ′ − sinφ sinφ′
(1− Ωcos∆φ)3W0 ,
w¯(φ) =
2 + Ω2 − 3Ω cos2 θ + 3Ω sin2 θ cos 2φ
(1− Ω2)5W0 ,
(17)
with
Ω =
2k2ξ2
1 + 2k2ξ2
, W0 =
~
2vF
piJ20S
2
A
nc
(1 + 2k2ξ2)3
kξ4
, (18)
where Ω is a dimensionless function, and W0 has a di-
mension of time.
Substituting the equations (14) and (17) into Eq. (12)
results in the following recursive relations for aci with odd
i:
(L0 +K0)a
c
1 + L1a
c
3 =W0,
Lma
c
2m+1 +Km−1a
c
2m−1 + Lm−1a
c
2m−3 = 0, m ≥ 2
(19)
where Lm = Lm(k, ξ, θ) and Km = Km(k, ξ, θ) are di-
mensionless functions (see the Appendix, section A1).
By using Kramer’s rule and performing some algebraic
calculation we obtain:
ac1 = λ
+
0W0, (20)
with λ+0 = (L0+K0−λ1)−1, where λ1 is a dimensionless
function, depending on Lm andKm through the recursive
relation:
λm =
(Lm)
2
Km − λm+1 . (21)
Since λ+0 converges by increasing m, we can approximate
λ1 by truncating the series at some point (see Appendix,
section A2). Higher-order coefficients aci with odd i are
obtained from Eqs. (19) and (20).
The recursive relations for aci with even i are also:
L′1a
c
2 +K
′
0a
c
0 = 0,
(L′0 + L
′
1)a
c
0 +K
′
1a
c
2 + L
′
2a
c
4 = 0,
L′ma
c
2m +K
′
m−1a
c
2m−2 + L
′
m−1a
c
2m−4 = 0, m ≥ 3
(22)
where the functions L′m = L
′
m(k, ξ, θ) and K
′
m =
K ′m(k, ξ, θ) are presented in the Appendix, section A 1.
The number of Dirac electrons is conserved in scattering
processes, so it is necessary the coefficient ac0 to be zero
which results in acm = 0 with even m.
The recursive relations for odd and even asi are also
given by:
(K0 − L0)as1 + L1as3 = 0,
Lma
s
2m+1 +Km−1a
s
2m−1 + Lm−1a
s
2m−3 = 0, m ≥ 2
K ′1a
s
2 + L
′
2a
s
4 = 0,
L′ma
s
2m +K
′
m−1a
s
2m−2 + L
′
m−1a
s
2m−4 = 0. m ≥ 3
(23)
One can show that all the coefficients asi are zero (see
the appendix). Finally, the function a(φ) is obtained in
terms of aci = a
c
i (k, ξ, θ) with odd i as:
a(φ) =
∞∑
n=0
ac2n+1 cos(2n+ 1)φ. (24)
By analogy with the above derivation, we have also ob-
tained all the coefficients in b(φ) and found that ex-
cept of bsi with odd i, the others are zero (see the Ap-
pendix). All these nonzero coefficients are given in terms
of bs1 = λ
−
0 W0 with λ
−
0 = (K0−L0−λ1)−1. The function
b(φ) is thus written as:
b(φ) =
∞∑
n=0
bs2n+1 sin(2n+ 1)φ. (25)
5Substituting the obtained functions a(φ) and b(φ) into
Eq. (9), one can obtain the non-equilibrium distribution
function f .
IV. SURFACE CONDUCTIVITIES
In the presence of an applied electric field along j-
direction (Ej), the surface conductivity of the TI along
i-direction can be obtained from the following relation:
σij =
e
Ej
∑
n
∫
d2k
(2pi)2
v
ni
k f(k,E), (26)
where n is the band index, i and j are x and y, and
v
ni
k
is the group velocity of the n-th band. By consider-
ing intra-band scattering, since vk = vk(cosφ, sinφ), the
conductivities in x and y directions reduce to
σxx =
e2
4pi
∫
v2k
(
∂f0
∂ε
)
ac1(k, ξ, θ, nc)kdk, (27)
σyy =
e2
4pi
∫
v2k
(
∂f0
∂ε
)
bs1(k, ξ, θ, nc)kdk. (28)
The above relations show that the conductivities σxx and
σyy depend only on the coefficients a
c
1 and b
s
1, respec-
tively. This means that these coefficients are acting as
momentum relaxation times of Dirac electrons and play
central role on the transport properties of the system.
They are actually the effective relaxation times along x
and y directions which depend on the CMS ξ, the CN
nc, the tilt angle θ and the magnitude of the incident
electrons’ momentum k. In the rest of the paper we use
the following nomenclature τx = ac1 and τ
y = bs1.
The surface conductivities σxx and σyy depend on tem-
perature via the CMS, the CN and the derivative of the
Fermi-Dirac distribution function ∂f0/∂ε. Using Monte
Carlo simulation one can show that the temperature de-
pendence of ξ and nc is limited to a temperature window
around a critical temperature Tc which is two orders of
magnitude smaller than the Fermi temperature TF. For
example, for the three dimensional TI Bi2Se3 doped with
Fe atoms, the surface is ferromagnetically ordered up to
Tc ≃ 100 K which is small in comparison with the Fermi
temperature TF ≃ 3500 K36. The temperatures where ξ
and nc vary, are much smaller than the Fermi tempera-
ture and we can approximate the derivative of the Fermi-
Dirac distribution function, ∂f0/∂ε, with the Dirac delta
function δ(ε − εF). With the above considerations the
surface conductivities read:
σxx =
e2
2h
kFvFτ
x
kF = σ0
(
1 + 2(kFξ)
2
)3
(kFξ)4
λ+0 , (29)
σyy =
e2
2h
kFvFτ
y
kF
= σ0
(
1 + 2(kFξ)
2
)3
(kFξ)4
λ−0 , (30)
where σ0 =
~
2v2Fk
4
FA
2pincJ20S
2
e2
h is a function of nc with a dimen-
sion of conductivity. The conductivity σ0 is typically
at order of (1015 − 1017)n˜−1c e2/h, where n˜c is clusters
density. At temperatures where CN is very large, n˜c is
at order of 1013m−2 and σ0 ∼ (102 − 104) e2h . As it is
seen from Eqs. (29) and (30), surface conductivities de-
pend on the dimensionless parameter kFξ. This implies
that the ratio of the CMS ξ to the Fermi wavelength of
Dirac electrons λF = 2pi/kF, determines the measure of
surface conductivities. As we will see below, when λF
is comparable with ξ, the effective relaxation times and
consequently the surface conductivities change behavior.
A. Isotropic case (θ = 0)
When the spins of magnetic clusters are normal to the
surface of the TI, the scattering amplitude depends only
on ∆φ and the system is isotropic. In this case the func-
tions L0 and λ1 are zero and the effective relaxation times
τx and τy , correspond exactly to the real relaxation time
τ =W0/K0, which could also be resulted from the stan-
dard formula. In this case the conductivity is obtained
as:
σxx = σyy = σ =
σ0
3pi
(
1 + 4k2Fξ
2
) 5
2
k4Fξ
4
. (31)
While σ has a simple dependence on nc, its variation
with ξ is more complicated, as shown in Fig. 3. Note
that σ decreases initially with increasing kFξ, becomes
minimum at a certain value of kFξ and then increases at
larger values of kFξ. Such a dependence arises mainly
kFξ
σ
/σ
0
0 1 2 3 4 5 60
5
10
15
20
25
30
σ/σ 0
~
k FξkFξ
0 0.5 1 1.5 2
0
0.005
0.01
0.015
0.02
 
~ |T b
|2
FIG. 3. (color online) The surface conductivity of the TI
versus kFξ for θ = 0. Inset: backscattering amplitude at
θ = 0.
from the dependence of the T -matrix elements, as will
be explained below. The T -matrix is a multiplication of
two parts: one is
T˜θ = cos θ[e
i∆φ − 1] + sin θ[eiφ − e−iφ′ ], (32)
6which depends on the direction of the clusters’ spin S
(θ-dependent part) and the other is
T˜ξ =
∫
dre−ik·re−r/ξeik
′
·r, (33)
depending on the CMS (ξ-dependent part). For large
enough values of ξ (i.e. for ξ ≫ λF) the scattering po-
tential goes to unity and T˜ξ is proportional to the Dirac
delta function δ(k − k′), meaning that in the limit of
infinite kFξ, only forward scatterings contribute to T˜ξ.
On the other hand, from the θ-dependent part we see
however that at θ = 0, T˜θ is (e
i∆φ − 1), which is zero for
∆φ = 0 and hence forward scattering has no contribution
to T˜θ. The T -matrix thus goes to zero for kFξ ≫ 1, which
results in an infinite surface conductivity. When CMS be-
comes smaller, the conductivity decreases and becomes
minimum exactly at kFξ = 1. This dependence is mainly
ascribed to the behavior of the backscattering amplitude.
Actually, when clusters shrink, backward scattering is
more likely to be occurred in the system (see Fig. 2-a
and b). Backscattering amplitude increases by decreasing
ξ with proportion to |T˜b|2 = 2(kFξ)4/[1 + 4(kFξ)2]3 (see
Fig. 3, inset plot), causing reduction of conductivity. For
small values of ξ (i.e. for ξ ≪ λF) exp(−r/ξ) is almost
zero and Dirac electrons do not feel the scattering poten-
tial. In this limit, the same as large-ξ limit, the surface
conductivity is infinite. When clusters become larger,
the scattering potential increases and consequently the
conductivity decreases first with proportion to (kFξ)
−4,
passes through the minimum at kFξ = 1, and then in-
creases with proportion to kFξ. This indicates that at
θ = 0 electrons are most efficiently scattered at particu-
lar value of kFξ(= 1).
The reason behind such a behavior of the surface con-
ductivity can be also explained as follows. The surface
electron velocity operator is directly proportional to the
spin operator s = ~2σ as v =
2
~
vF(zˆ × s). While the
TI has a vanishing equilibrium spin expectation, a finite
current density (J = en〈v〉neq) at the surface of the TI
yields a spin density 〈s〉neq = ~2evF (Jyxˆ − Jxyˆ), where e
and n are respectively the electron’s charge and density.
According to the relation of the spin density with current
density, the surface conductivities are proportional to the
spin expectation as σxx ∝ 〈sy〉neq and σyy ∝ 〈sx〉neq. In
the two extreme limits of ξ → 0 and ξ → ∞, when the
CMS is respectively very smaller and very larger than
the Fermi wavelength, actually no-scattering happens in
the system and the surface conductivity is very large.
The large conductivity for large values of ξ could be ex-
plained by the magnetization of the clusters. Actually,
when magnetic clusters are very large the magnitude of
their spins is also very large and therefore because of the
exchange interaction the spin density goes to its maxi-
mum value which results in a large surface conductivity.
When the CMS increases from zero or in the other side
decreases from a large value, the conductivity decreases
and the two branches cross at kFξ = 1. At this point
since 2piξ = λF, the Fermi wavelength is equal to the cir-
cumference of the cluster and an electron standing wave
form within the cluster and therefore a minimum appears
on the surface conductivity.
B. Anisotropic case (θ 6= 0)
Now suppose that the spins of magnetic clusters are
tilted away from the z-axis along the θ 6= 0 direction. In
this case the system is highly anisotropic and the surface
conductivities dependence to clusters’ parameters: ξ and
θ is nontrivial, as shown in Figs. 4 and 5. The same
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FIG. 4. (Color online) The surface conductivity of the TI
along y direction (the direction parallel with the surface of
the clusters’ spin). Top: versus kFξ, for different values of θ,
and bottom: versus θ, for different CMS. For each value of
kFξ, σyy decreases monotonically by increasing θ and becomes
minimum at θ = pi/2.
as the isotropic case, independent of the values of the
tilt angle θ, the conductivity σxx decreases initially by
increasing ξ, becomes minimum at kFξ = 1 and then
increases towards a finite value at kFξ ≫ 1. The variation
of σyy by ξ and θ is however different. For θ ≤ pi/4, it
decreases sharply by increasing ξ, becomes minimum at
kFξ = 1 and then passes through a broad maximum and
finally decreases towards zero at kFξ ≫ 1. For θ > pi/4,
it decreases sharply by ξ, changes dependence at kFξ = 1
and goes to zero smoothly at kFξ ≫ 1.
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FIG. 5. (Color online) The surface conductivity of the TI
along x direction (the direction normal to the surface of the
clusters’ spin). Top: versus kFξ, for different values of θ,
middle and bottom: versus θ, for different CMS. For small
kFξ, σxx increases monotonically by increasing θ and becomes
maximum at θ = pi/2. For larger kFξ, it has non-monotonic
behavior.
The non-monotonic behaviors of σyy (the oscillatory-
like decreasing for small θ, and the non-oscillatory de-
creasing for larger θ) are mainly ascribed to the varia-
tion of forward and backward scattering amplitudes. For
θ 6= 0, the forward and backward scattering amplitudes
are simplified to
|T˜f |2 = (kFξ)4(1− cos 2θ cos2 φ− sin2 φ),
|T˜b|2 = (kFξ)
4
(1 + 4(kFξ)2)
3 (1 + cos 2θ cos
2 φ+ sin2 φ).(34)
When the external electric field is applied along the y
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FIG. 6. (Color online) The backscattering (top) and the for-
ward scattering (bottom) amplitudes versus kFξ, for different
values of θ. Left column: for φ ≃ 0, and right column: for
φ ≃ pi/2.
direction, the main contribution to the conductivity σyy
comes from electrons whose momentums are along y di-
rection (φ = pi/2) and hence their spins are aligned in x
direction. In this case, the backscattering amplitudes are
identically the same for all values of θ, as shown in Fig.
6, the top-right panel. It is first zero at ξ = 0, increases
by increasing ξ, becomes maximum around kFξ = 1 and
then decreases gradually towards zero by increasing ξ.
This is in part due the fact that when the spin of elec-
trons lies on x direction, it is normal to the yz plane and
the magnetic torque exerted on the electrons (|S × σ|)
does not vary by increasing the tilt angle θ (see Fig. 7).
The forward scattering amplitudes depend however on
θ. For all values of kFξ, they are zero at θ = 0, increase
monotonically by increasing θ and become maximum at
θ = pi/2 (see Fig. 6). For small values of ξ, backscat-
tered electrons have the main contribution to determine
the behavior of the conductivity σyy, whereas for larger
ξ, forward scattered electrons play the main role. Com-
petition between forward and backward scattering ampli-
tudes specify the dependence of the surface conductivity
σyy to ξ. In order to compare these two amplitudes and to
find out the origin of the minimum/maximum appeared
on σyy, we have also plotted in Fig. 8, the total ampli-
tude |T˜f |2+|T˜b|2 versus kFξ, for different tilt angles θ. As
shown in Fig. 8, the maximum at kFξ = 1 and the min-
imum emerged at kFξ > 1, are respectively the reasons
of the minimum and the maximum of σyy for θ > pi/4
and also the reasons of changing the dependence to kFξ
at kFξ = 1, for θ ≤ pi/4.
8FIG. 7. (Color online) The schematic illustration of the torque
exerted on the spins of Dirac electrons by a magnetic spin.
The red and blue arrows are, respectively, the momentum and
spin of Dirac electrons, the green arrows are spins of magnetic
clusters and the browns are the torque exerted on electrons.
When electrons move along y direction, their spins are normal
to the spin of magnetic clusters and the torque magnitude
(|S×σ|) does not change. However, when the electrons move
along y direction, their spins are in y direction and the torque
depends on the tilt angle θ, decreasing by θ and becomes zero
at θ = pi/2.
When the electric field is applied along the x direction,
the main contribution to the transport comes from elec-
trons whose momentums are along x axis. By increasing
θ from 0 to pi/2, the magnetic torque exerted on Dirac
electrons by magnetic clusters decreases from its maxi-
mum value towards zero (see Fig. 7) and consequently
the backscattering amplitudes decrease (see Fig. 6, top-
left panel), causing the increase of the minimum in σxx.
In contrast with σyy, the conductivity σxx doesn’t have
a monotonic behavior with respect to θ. For kFξ ≤ 1,
σxx increases by increasing θ and becomes maximum at
θ = pi/2 where all magnetic spins lie on the surface of the
TI. This behavior is however not seen for larger values
of kFξ. For kFξ > 1, σxx decreases first by increasing
θ, passes through a minimum, roughly around θ = pi/4,
and becomes maximum at θ = pi/2. The behavior of
the conductivity σyy is mainly ascribed to the behav-
ior of the forward and backward scattering amplitudes,
however for the conductivity σxx, there is no clear-cut
reason and aside from these amplitudes others have also
considerable contributions in σxx.
It should be noted that, while the spin of magnetic
clusters exert a torque on the spin of itinerant electrons,
we expect that the itinerant spins also conversely exert a
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FIG. 8. (Color online) The total forward and backward scat-
tering amplitudes versus kFξ, for different values of θ, when
external electric field is applied along y direction. In this case
most of surface electrons move along y direction and the in-
cident angle is a cute angle around φ = pi/2. Top: φ = 92◦,
and bottom: φ = 97◦.
torque on the magnetic spins. However, in our system the
spin of magnetic clusters is approximated as a classical
spin vector which has no variations in space and time and
its dynamics is much slower than that of itinerant spins.
So, the spin torque driven by the exchange interaction
only slightly modifies the damping parameter and can
not be identified as a leading mechanism for magnetic
spin damping.37
Now we compare our results with the recent the-
oretical studies of the scattering of the Dirac elec-
trons with magnetic skyrmions.38,39 In Ref. [38],
Araki and Nomura used a hard-wall skyrmion ap-
proximation in which the magnetization unit vec-
tor at the location r = (ρ, φ) is approximated
by (−
√
1− nz(ρ) sinφ,
√
1− nz(ρ) cosφ, nz(ρ)) where
nz(ρ) = sgn(ρ−Rs), with Rs the radius of the skyrmion,
and fully solve the scattering problem by a hard-wall
magnetic skyrmion, and estimate its effect on the anoma-
lous Hall conductivity using the Boltzmann transport
theory. According to this approximation the Dirac elec-
trons move on the surface of the TI at the presence
of an out-of-plane external magnetization along positive
zˆ-direction and scattered off a curved hard-wall. The
transmitted electrons to the inside of the skyrmion feel
an out-of-plane magnetization along negative zˆ-direction.
Therefore the time reversal symmetry of the system is
broken and the band structure is gapped, so the topolog-
ical Hall effect is seen owing to the skew scattering40 of
the massive Dirac electron from the hard-wall potential.
Moreover,the scattering of Dirac electrons with hard-wall
skyrmions is isotropic, and therefore the surface conduc-
tivities satisfy the relations σxx = σyy and σxy = σyx.
In our work magnetic clusters with tilted spins cause the
system to be anisotropic and since Dirac electrons are
9massless, the anomalous Hall effect is not seen.
In Ref. [39], it has been studied numerically the lon-
gitudinal conductance of a 3D TI/ferromagnet (FM) bi-
layer where the FM supports different types of individual
skyrmions. Regarding the skyrmion as a fixed texture
with its center coinciding with the center of the FM and
its spin direction given by
m(r) = (sinΘ(r) cosΦ(φ), sinΘ(r) sin Φ(φ), cosΘ(r)),
(35)
where Θ(r) ∝ e−r/Rs , with Rs being the size of skyrmion,
it has been shown that in comparison with a trivial ferro-
magnetic texture where the magnetization is uniform and
in the zˆ direction, the skyrmion textures can lead to a
change of the longitudinal resistance of the order of kΩ.
Moreover, the parameter ∆G defined as the difference
of the conductance of the TI in the presence of a non-
uniform skyrmion texture and a uniform trivial texture,
as a function of the input voltage Vin depends on the FM
dimensions and the skyrmion type and size. They showed
that for Vin ≤ 60 meV, ∆G linearly increases by piR
2
s
LW ,
where L and W are respectively the length and width of
the FM layer. Similarly, in our system, the surface con-
ductivity is a nonlinear function of the CMS, however
its dependence to the CMS is more complex, originating
form the difference in the scattering potentials.
C. Anisotropic magnetoresistance (AMR)
As a measure of anisotropy, we have also plotted in
Fig. 9 the AMR of the TI versus kFξ for different values
of the tilt angle θ. Typically, AMR is a criterion for the
amount of anisotropy and is defined as35
AMR =
σxx − σyy
σxx + σyy
. (36)
Using Eqs. (29) and (30), the AMR is obtained as:
AMR =
L0
λ1 −K0 . (37)
The AMR increases gradually by increasing kFξ and ap-
proaches to unity for large values of kFξ, as shown in
Fig. 9. At large values of kFξ, independent of the tilt
angle θ, the conductivity along y direction is almost zero
and hence AMR = 1. By increasing the tilt angle θ, the
AMR also increases, indicating that the system is more
anisotropic when the clusters’ spins lie on the surface
of the TI. In this case, the spins of clusters are parallel
with the spin of Dirac electrons moving along x-axis and
is normal to the spin of electrons moving along y-axis.
This will make in turn the difference in the conductivity
in two directions and results in an enhancement of the
AMR by increasing θ.
In Fig. 10, we have also plotted the AMR of the TI
versus the tilt angle θ for different values of the CMS. For
comparison, we have also plotted the AMR of the mag-
netically doped TI where the scattering potential is the
kFξ
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FIG. 9. (Color online) Anisotropic magneto-resistance versus
kFξ, for different values of the tilt angle θ.
short-range Dirac delta function21, i.e., the interaction of
the Dirac electron located at r with the impurity at R is
V = J0σ(r) · S(R)δ(r−R), (38)
where J0 is coupling constant. In sharp contrast with
our system, in this case the surface conductivity σyy is
θ-independent, and consequently the AMR is given by
AMR = sin2 θ/(2+cos2 θ), where θ is the tilt angle of the
magnetic impurities with the z-axis normal to the surface
of the TI.21 But, as shown in Fig. 10, taking into account
the effects of impurity-impurity interaction by means of
magnetic clusters, modifies this result significantly and
the conventional angular dependence of the AMR does
not work. In the presence of magnetic clusters, for all
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FIG. 10. The angular dependence of the AMR, for different
values of CMS. The bold dotted line is the AMR of the TI
doped with magnetic impurities, where the scattering poten-
tial is the short-range Dirac delta function.
values of θ, the AMR increases by increasing the CMS
and the system experiences a giant AMR ∼ 1 at θ = pi/2,
where all magnetic spins lie on the surface of the TI.
Our results are consistent with the recent experimental
work on the AMR of the Cr-doped (Bi, Sb)2Te3 TI.
26 In
Ref. [26], it has been shown that for a 1 T magnetic field
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the AMR, defined as (ρxx,max − ρxx,min)/ρxx,min, takes
a maximum value ∼ 140%, and its angular dependence is
completely inconsistent with the well-known cos2 θ angu-
lar dependence seen in conventional ferromagnets, where
θ is the tilt angle of the magnetic field with z-axis. The
consistency of our results with experiment confirms that
using the concept of magnetic clusters in the TI doped
with interacting magnetic impurities, properly gives the
transport properties of real magnetic TI.
V. NONMAGNETIC IMPURITY
In previous sections, we studied the surface conduc-
tivities of the TI doped with magnetic impurities both
in the isotropic (θ = 0) and anisotropic (θ 6= 0) cases,
by defining the scattering potential as in Eq. (4), com-
posed of two parts: an spin-dependent part (σ ·S) and a
ξ-dependent part (exp(−|r − R|/ξ)). We demonstrated
that the non-monotonic behavior of the surface conduc-
tivities versus ξ is a simultaneous effect of the spin-orbit
locking of Dirac electrons, and the spin direction and the
CMS. In order to see the effects of the ξ-dependent part
on the behavior of the surface conductivity separately, in
this section we investigate the transport properties of a
3D TI, doped with nonmagnetic impurities.
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FIG. 11. (Color online) The relaxation time of the TI doped
with nonmagnetic impurities versus kFξ. By increasing ξ, the
relaxation time decreases monotonically.
Let us suppose that the surface of the TI is doped with
non-magnetic impurities and the scattering of an electron
located at r with the impurity centered at R is given by:
V = V0 exp(−|r−R|/ξ), (39)
where V0 and ξ are respectively the strength and the
range of the scattering potential. The scattering ampli-
tude in this system is given by;
|T++
k,k′|2 = |T−−k,k′|2 =
2pi2V 20
A2
ξ4
(1 + q2ξ2)3
(1 + cos∆φ),
(40)
which depends only on ∆φ. The scattering is hence
isotropic and the relaxation time is given by the stan-
dard formula: 1τk = A
∫
d2k′
(2pi)2w(k,k
′)[1 − cos∆φ]. Using
the T -matrix elements in Eq. (40), the relaxation time
is obtained as:
1
τk
=
1
τ0k
k4ξ4
(1 + 2k2ξ2)3/2
, (41)
where τ0k =
~
2vFAk
3
pi2ncV 20
is a parameter with a dimension of
time.
We have plotted in Fig. 11, the dimensionless relax-
ation time τkF/τ
0
kF
of the TI doped with nonmagnetic
impurities versus kFξ. As it is shown, it decreases mono-
tonically towards zero by increasing kFξ. This behav-
ior is in sharp contrast with magnetic TIs. In the TIs
doped with magnetic impurities, the exchange interac-
tion of magnetic impurities with Dirac electrons, causes
the system to be different and the non-monotonic behav-
iors of conductivity (see Fig. 3) to be seen.
VI. SUMMARY AND CONCLUSION
We have studied the transport properties of a three
dimensional topological insulator (TI) doped with mag-
netic impurities by taking the effects of impurity-
impurity exchange interactions into account. The in-
teraction between magnetic impurities gives rise to the
formation of magnetic clusters with temperature depen-
dent mean sizes and numbers, randomly distributed on
the surface of the TI. We have considered that Dirac
electrons scatter by magnetic clusters, rather than sin-
gle impurities, and defined the scattering potential in
terms of CMS. Making use of the semiclassical Boltz-
mann approach and employing a generalized relaxation
time approximation, we have obtained the surface con-
ductivity of the TI by solving four sets of recursive rela-
tions. We have demonstrated that the system is highly
anisotropic and the surface conductivities strongly de-
pend on the mean size and the spin directions of mag-
netic clusters. We have shown that, in the isotropic TI,
the surface conductivity possesses a non-monotonic be-
havior, it decreases by increasing CMS, passes through
a minimum where the CMS is identically the same as
Fermi wave length of Dirac electrons, and increases by
increasing CMS with proportion to the kFξ. We have
also shown that, when the system is anisotropic, the be-
havior of surface conductivities with respect to the CMS
and to the clusters’ spin directions is nontrivial. Actu-
ally, independent of the values of the tilt angle of clus-
ter spins, the conductivity along the direction normal to
the surface of clusters’ spins decreases by increasing the
CMS, becomes minimum at kFξ = 1 and then increases
and saturates for larger CMS. The behavior of the con-
ductivity along the direction parallel to the surface of the
clusters’ spins is however different. We have shown that
for tilt angles roughly smaller than pi/4 it goes oscillatory
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to zero by increasing CMS, and for larger tilt angles it
decreases sharply by increasing CMS, changes behavior
around kFξ = 1 and decays smoothly to zero for large
CMS.
Furthermore, by comparing our results with the re-
laxation time and the surface conductivity of a TI
doped with long-range non-magnetic impurities, we have
demonstrated that the minimum appeared on the surface
conductivities of the magnetic TI is essentially arises from
the spin-dependent part of the potential.
We have also investigated the conductivity of two-
dimensional semiconductors in the presence of both
Rashba and Dresselhous spin-orbit couplings. Such kind
of minimum is also emerged on the conductivity of these
systems. These results will be presented in our future
works.
Since CMS and CN depend on temperature, the con-
ductivity is also temperature dependent. In order to
investigate the behavior of the anisotropic magneto-
resistance of the magnetic TI versus temperature, it is
required to obtain the temperature dependence of the
CMS and CN. Computing these functions by means of
a quantum Monte Carlo simulation is also left for future
works.
In the case that the exchange interaction J0 is compa-
rable with the Fermi energy, the higher order terms in
the T-matrix should be taken into account on the trans-
port properties of the system. As it has been discussed in
Ref. [40], the side-jump effects which follow from the co-
ordinate shifts during the scattering events, and also the
skew scattering which depends on the asymmetric part of
the scattering rate and is at order of (Scat. Potential)3,
have non-zero contributions to the surface conductivities
of gapped TI. In the TI with the time reversal symmetry,
these effects have vanishing contribution to the surface
conductivity and the Hall conductivity is zero. In our
system, the unperturbed Hamiltonian is gapless and skew
scattering, anomalous velocity and the side-jump effects
have vanishing contributions to the surface conductivity.
However, in the case of gapped TI, where the time re-
versal symmetry is broken, the system has a non-zero
Hall conductivity. Investigation of the anomalous Hall
conductivity for our system in the presence of a bulk
magnetization is left for the future study.
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Appendix A: The solution of the inhomogeneous Fredholm integral equations (12) and (13)
In this appendix we bring the details of our calculations of the functions a(φ) and b(φ), appeared in the non-
equilibrium distribution function f . For obtaining the coefficients in a(φ) and b(φ) we should solve the integral
equations (12) and (13). By using Fourier series of a(φ) and b(φ) and expand the integral kernels in terms of
trigonometric functions, the integral equations reduce to four sets of recursive linear equations for the expansion
coefficients of Fourier series. By solving the linear equations, we obtain the functions a(φ) and b(φ).
1. Recursive relations between the coefficients appeared in a(φ) and b(φ)
Employing the Fourier series of a(φ) and b(φ) (Eqs. (14) and (15)), the integrals in Eqs. (12) and (13) are,
respectively, written as
∫
w(φ, φ′)a(φ′)dφ′ =
∑
m=0
∫
w(φ, φ′)(acm cosmφ
′ + asm sinmφ
′)dφ′, (A1)
∫
w(φ, φ′)b(φ′)dφ′ =
∑
m=0
∫
w(φ, φ′)(bcm cosmφ
′ + bsm sinmφ
′)dφ′. (A2)
By expanding w(φ, φ′) (see Eq. 17) as
w(φ, φ′) =
(1− cos 2θ cosφ cosφ′ − sinφ sinφ′)
W0
∑
n=0
(n+ 2)!
2n!
Ωn cosn∆φ, (A3)
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the first integral on the right hand side of Eq. (A1) is given by:
∑
m=0
∫
w(φ, φ′)acm cosmφ
′dφ′
=
1
W0
∑
m,n=0
∫
dφ′(1 − cos 2θ cosφ cosφ′ − sinφ sinφ′)
(
(2n+ 2)!
2(2n)!
Ω2n cos2n∆φ+
(2n+ 3)!
2(2n+ 1)!
Ω2n+1 cos2n+1∆φ
)
×
(
ac2m cos 2mφ
′ + ac2m+1 cos(2m+ 1)φ
′
)
=
1
W0
∑
m,n=0
∫
dφ′
(
(2n+ 2)!
2(2n)!
Ω2n cos2n∆φ cos 2mφ′ac2m +
(2n+ 3)!
2(2n+ 1)!
Ω2n+1 cos2n+1∆φ cos(2m+ 1)φ′ac2m+1
− cos 2θ cosφ
[ (2n+ 2)!Ω2n
4(2n)!
cos2n∆φ
(
cos(2m+ 2)φ′ + cos 2mφ′
)
ac2m+1
+
(2n+ 3)!Ω2n+1
4(2n+ 1)!
cos2n+1∆φ
(
cos(2m+ 1)φ′ + cos(2m− 1)φ′)ac2m]
− sinφ
[ (2n+ 2)!Ω2n
4(2n)!
cos2n∆φ (sin(2m+ 1)φ′ − sin 2mφ′) ac2m+1
+
(2n+ 3)!Ω2n+1
4(2n+ 1)!
cos2n+1∆φ (sin(2m+ 1)φ′ − sin(2m− 1)φ′) ac2m
])
.
(A4)
Using the following expansions,
cos2n φ =
1
22n
(
2n
n
)
+
1
22n−1
[
cos 2nφ+
(
2n
1
)
cos(2n− 2)φ+ · · ·+
(
2n
n− 1
)
cos 2φ
]
,
cos2n−1 φ =
1
22n−1
[
cos(2n− 1)φ+
(
2n− 1
1
)
cos(2n− 3)φ+ · · ·+
(
2n− 1
n− 1
)
cosφ
]
,
according to the orthogonality of trigonometric functions we have
∫ 2pi
0
cos2n∆φ
{
cos 2mφ
′
sin 2mφ′
}
dφ
′
=
{
pi
22n−1
(
2n
n−m
){
cos 2mφ
sin 2mφ
}
, m 6 n
0, m 6= n
∫ 2pi
0
cos2n+1∆φ cos(2m+ 1)φ
′
dφ
′
=
{
pi
22n
(
2n+1
n−m
){cos(2m+1)φ
sin(2m+1)φ
}
, m 6 n
0. m 6= n
(A5)
By making use of the relations in (A5), we obtain the integral (A4) as:
∑
m=0
∫
w(φ, φ
′
)acm cosmφ
′dφ′
=
1
W0
∑
m=0
(
cos(2m− 2)φ
[ (1− cos 2θ)
4
G(m− 1,Ω)
]
ac2m + cos(2m− 1)φ
[
F (m,Ω)(1 − cos 2θ)
]
ac2m+1
+ cos 2mφ
[
4F (m,Ω)− (1 + cos 2θ)
4
(G(m− 1,Ω) +G(m,Ω))
]
ac2m
+ cos(2m+ 1)φ
[
G(m+ 1,Ω)− (1 + cos 2θ)(F (m,Ω) + F (m+ 1,Ω))
]
ac2m+1
+ cos(2m+ 2)φ
[ (1− cos 2θ)
4
G(m,Ω)
]
ac2m + cos(2m+ 3)φ
[
(1− cos 2θ)F (m+ 1,Ω)
]
ac2m+1
)
,
(A6)
13
where
F (m,Ω) =
∑
n=0
(2n+ 2)!
4(n−m)!(n+m)!
(
Ω
2
)2n
=
∑
k=0
(2m+ 2k + 2)!
4k!(2m+ k)!
(
Ω
2
)2m+2k
=
(1 +m)(1 + 2m)
2
(
Ω
2
)2m
2F1[
3
2
+m, 2 +m, 1 + 2m,Ω2],
G(m,Ω) =
∑
n=0
(2n+ 3)!
(n−m)!(n+m+ 1)!
(
Ω
2
)2n+1
=
∑
k=0
(2m+ 2k + 3)!
k!(2m+ k + 1)!
(
Ω
2
)2m+2k+1
=2m(1 + 2m)
(
Ω
2
)2m+1
2F1[2 +m,
5
2
+m, 2 + 2m,Ω2].
(A7)
Here, 2F1[
3
2 +m, 2+m, 1+2m,Ω
2] and 2F1[2+m,
5
2 +m, 2+2m,Ω
2] are hypergeometric functions. Since, 0 ≤ Ω ≤ 1,
the functions F (m,Ω) and G(m,Ω) are simplified as;
F (m,x) =
pi(2 + x2 + 6m
√
1− x2 − 4m2(1− x2))
4x−2m(1 +
√
1− x2)2m(1− x2) 52 ,
G(m− 1, x) = 3pi − 3pi
√
1− x2(1 − 2m) + 4pim(m− 1)(1− x2)
x1−2m(1 +
√
1− x2)2m−1(1− x2) 52 .
(A8)
The second integral on the right hand side of Eq. (A1) is also obtained as:
∑
m=0
∫
w(φ, φ′)asm sinmφ
′dφ′
=
1
W0
∑
m=0
(
sin(2m− 2)φ
[ (1− cos 2θ)
4
G(m− 1,Ω)
]
as2m + sin(2m− 1)φ
[
F (m,Ω)(1− cos 2θ)
]
as2m+1
+ sin 2mφ
[
4F (m,Ω)− (1 + cos 2θ)
4
(G(m− 1,Ω) +G(m,Ω))
]
as2m
+ sin(2m+ 1)φ
[
G(m+ 1,Ω)− (1 + cos 2θ)(F (m,Ω) + F (m+ 1,Ω))
]
as2m+1
+ sin(2m+ 2)φ
[ (1− cos 2θ)
4
G(m,Ω)
]
as2m + sin(2m+ 3)φ
[
(1− cos 2θ)F (m+ 1,Ω)
]
as2m+1
)
.
(A9)
Substituting (A6) and (A9) into Eq. (12), and equalizing the coefficients of the trigonometric functions with the
same arguments, we reach the recursive relations in Eqs. (19), (22) and (23) which are respectively expressed in the
following matrix forms:


L0 +K0 L1 0 0 0 . . .
L1 K1 L2 0 0 0 . . .
0 L2 K2 L3 0 0 . . .
0 0 L3 K3 L4 0 . . .
0 0 0 L4 K4 L5 . . .
...
...
...
...
...
. . .




ac1
ac3
ac5
ac7
ac9
...


=


W0
0
0
0
0
...


, (A10)


K0 − L0 L1 0 0 0 . . .
L1 K1 L2 0 0 0 . . .
0 L2 K2 L3 0 0 . . .
0 0 L3 K3 L4 0 . . .
0 0 0 L4 K4 L5 . . .
...
...
...
...
...
. . .




as1
as3
as5
as7
as9
...


=


0
0
0
0
0
...


, (A11)
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and 

K
′
1 L
′
2 0 0 0 . . .
L
′
2 K
′
2 L
′
3 0 0 0 . . .
0 L
′
3 K
′
3 L
′
4 0 0 . . .
0 0 L
′
4 K
′
4 L
′
5 0 . . .
0 0 0 L
′
5 K
′
5 L
′
6 . . .
...
...
...
...
...
. . .




as2
as4
as6
as8
as10
...


=


0
0
0
0
0
...


, (A12)
where
Lm(k, θ, ξ) =
3piΩ sin2 θ
2(1− Ω2) 52 +
(
cos 2θ − 1)F (m,Ω),
Km(k, θ, ξ) =
pi
(
2 + Ω2 − 3Ω cos2 θ)
(1− Ω2) 52 −G(m+ 1,Ω) +
(
1 + cos 2θ
)(
F (m,Ω) + F (m+ 1,Ω)
)
,
(A13)
and
L′m(k, θ, ξ) =
3piΩ sin2 θ
2(1− Ω2) 52 +
1
4
(cos 2θ − 1)G(m,Ω),
K ′m(k, θ, ξ) =
pi
(
2 + Ω2 − 3Ω cos2 θ)
2(1− Ω2) 52 − 4F (m,Ω) +
1
4
(
1 + cos 2θ
)(
G(m,Ω) +G(m+ 1,Ω)
)
.
(A14)
By analogy with the above derivations, using Eq. (13), the recursive relations between the coefficients appeared in
b(φ) are also obtained as
(L0 +K0)b
c
1 + L1b
c
3 = 0,
Lmb
c
2m+1 +Km−1b
c
2m−1 + Lm−1b
c
2m−3 = 0, m ≥ 2
(A15)
L′1b
c
2 +K
′
0b
c
0 = 0,
(L′0 + L
′
1)b
c
0 +K
′
1b
c
2 + L
′
2b
c
4 = 0,
L′mb
c
2m +K
′
m−1b
c
2m−2 + L
′
m−1b
c
2m−4 = 0, m ≥ 3
(A16)
(K0 − L0)bs1 + L1bs3 =W0,
Lmb
s
2m+1 +Km−1b
s
2m−1 + Lm−1b
s
2m−3 = 0, m ≥ 2
K ′1b
s
2 + L
′
2b
s
4 = 0,
L′mb
s
2m +K
′
m−1b
s
2m−2 + L
′
m−1b
s
2m−4 = 0. m ≥ 3
(A17)
Solving the above recursive relations, results in the functions a(φ) and b(φ).
2. Truncation
In order to obtain the functions a(φ) and b(φ), we have to truncate the series in Eqs. (A1) and (A2) at some point.
The accuracy of the results depends on the number of independent trigonometric functions we kept in the series. By
keeping l number of functions, the matrix equation in (A10) reduces to:

L0 +K0 L1 0 0 . . . 0
L1 K1 L2 0 . . . 0
0 L2 K2 L3 . . .
...
...
...
...
...
... 0
0 . . . 0 Ll−1 Kl−1 Ll
0 . . . 0 0 Ll Kl




ac1
ac3
ac5
...
ac2l−1
ac2l+1


=


W0
0
0
...
0
0


. (A18)
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FIG. 12. (Color online) The functions λ+0 (a) and λ
−
0 (b) versus Ω, for different values of l, in the case of highly anisotropic
system (θ = pi/2).
The coefficient ac1 can be obtained from the relation a
c
1 = detD1/ detD, where D is the square matrix on the left
hand side of Eq. (A18) and D1 is a square matrix, obtaining from the D-matrix by replacing the first column with
the column vector on the right hand side of the Eq. (A18). Computing the determinant of D1 and D, the coefficient
ac1 reads:
ac1 =
W0
(L0 +K0)− L21 d2d1
=
W0
(L0 +K0)− L
2
1
K1−L22
d3
d2
=
W0
(L0 +K0)− L
2
1
K1−
L2
2
K2−L
2
3
d4
d3
= . . . , (A19)
where dn is the following determinant:
dn =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Kn Ln+1 0 0 0 . . . 0
Ln+1 Kn+1 Ln+2 0 0 . . . 0
0 Ln+2 Kn+2 Ln+3 0 . . . 0
0 0
...
...
... . . . 0
...
...
...
...
...
... 0
...
...
... Ll−1 Kl−1 Ll 0
0 0 0 . . . 0 Ll Kl
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (A20)
and dndn−1 = (Kn−1 − L2n
dn+1
dn
)−1. By defining
λ1 =
L21
K1 −
L22
K2 −
L23
K3 −
. . .
Kl−1 −
L2l
Kl
,
the coefficient ac1 is written in the following compact form:
ac1 =
W0
L0 +K0 − λ1 = τ˜k
(1 + 2k2ξ2)3
k4ξ4
λ+0 . (A21)
where τ˜k =
~
2vFAk
3
pincJ20S
2 is a constant with a dimension of time. We have plotted in Fig. 12-a, the parameter λ
+
0 =
(K0 + L0 − λ1)−1, versus Ω, for different values of l. As it is shown, for Ω < 0.5 (i.e. for kFξ < 1) the function λ+0 is
independent of l and a precise closed form expression for λ+0 is obtained by keeping only l = 2 number of independent
16
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FIG. 13. (Color online) The dimensionless relaxation time τxkF/τ˜kF versus kFξ, for different values of l at a) θ = 10
◦, b) θ = 30◦,
c) θ = 60◦ and d) θ = 90◦. By increasing θ, the TI becomes more anisotropic and we need more independent functions to reach
to a precise closed form expression for τxk .
trigonometric functions in the series. For Ω > 0.5 or kFξ > 1, the situation is however different and the number l is
crucial to reach to the precise value of λ+0 . For an arbitrary Ω(> 0.5), the parameter λ
+
0 increases by increasing l and
saturates rapidly at a finite l. Thus by employing a finite number of independent functions (for example l ∼ 9), we
obtain a closed form expression for λ+0 .
As we have explained in section IV, ac1 is indeed the effective relaxation time τ
x
k , appearing in the relation of the
surface conductivity σxx. We have plotted in Fig. 13, the dimensionless relaxation time τ
x
kF
/τ˜kF versus kFξ, for
different values of l and for tilt angles θ = 10◦, 30◦, 60◦ and 90◦. Independent of θ, similar to the parameter λ+0 , for
kFξ < 1, the relaxation time τ
x
kF
does not depend on l and employing a few number of independent functions gives the
precise value of τxkF . For kFξ > 1, effects of anisotropy emerge and depending on the tilt angle θ, a large l is required
to reach a precise closed form expression for τxk . When the tilt angle increases from 0 to 90
◦, the TI becomes more
anisotropic and the relaxation time versus l saturates at larger values of l. For example, at θ = 10◦, for kFξ ≫ 1,
the relaxation time τxk saturates at l ∼ 15, however at θ = 90◦, we need to employ l ∼ 120 independent functions, to
attain a precise expression for τxk .
The other coefficients ac2n+1 can also be obtained in terms of a
c
1, by using the recursive relations in (19).
The number of Dirac electrons should be conserved in scattering. This implies that the coefficient ac0 and conse-
quently all ac2n should be zero. Furthermore, since the linear equations obtained from the recursive relations in (23)
are homogeneous, all the coefficients asn with odd and even indices are zero. The function a(φ) is finally given by
a(φ) =
l∑
m=0
ac2m+1 cos(2m+ 1)φ. (A22)
By analogy with the derivation of a(φ), we can show that the recursive relations in (A15), (A16) and (A17) lead to
the coefficient bs1:
bs1 =
W0
K0 − L0 − λ1 = λ
−
0 W0, (A23)
17
where λ−0 = (K0 − L0 − λ1)−1. We have plotted in Fig. 12-b, the function λ−0 versus Ω for different values of the
truncation parameter l. As it is shown, for small values of kFξ, we can obtain a precise value for λ
−
0 , by keeping
only a few number of independent functions (for example l ≃ 3). The other bs2n+1 coefficients can be obtained by
the recursive relations in (A17). Particle number conservation again dictates that b0 should be zero which results in
bs2n = 0. The coefficients of the cosine functions are also zero because the linear equations obtained from the recursive
relation (A15) and (A16) are homogeneous. Finally the function b(φ) is given by
b(φ) =
l∑
m=0
bs2m+1 sin(2m+ 1)φ. (A24)
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