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CURRENT  CHALLENGES  AND  FUTURE  TRENDS  IN  THE  FIELD  OF  COMMUNICATION 
ARCHITECTURES FOR MICROGRIDS 
Abstract 
The  concept  of  microgrid  has  emerged  as  a  feasible  answer  to  cope  with  the  increasing 
number of distributed renewable energy sources which are being introduced into the electrical 
grid.  The microgrid  communication  network  should  guarantee  a  complete  and  bidirectional 
connectivity  among  the microgrid  resources, a high  reliability  and a  feasible  interoperability. 
This is in a contrast to the current electrical grid structure which is characterized by the lack of 
connectivity, being a centralized‐unidirectional system. In this paper a review of the microgrids 
information  and  communication  technologies  (ICT)  is  shown.  In  addition,  a  guideline  for  the 
transition  from  the  current  communication  systems  to  the  future  generation  of  microgrid 
communications  is  provided.  This  paper  contains  a  systematic  review  of  the  most  suitable 
communication  network  topologies,  technologies  and  protocols  for  smart  microgrids.  It  is 
concluded that a new generation of peer‐to‐peer communication systems is required towards 






unidirectional  and  centralized  manner  [1].  Currently,  the  generation,  distribution  and 
consumption  of  electricity  is  evolving  at  an  impressive  speed,  driven  by  both  the  high 
penetration of distributed energy resources (DERs) that are being incorporated to the grid and 
the  advances  in  information  and  communication  (ICT)  technologies.  In  this  context  the 
microgrid concept has emerged. A microgrid forms an autonomous power system that needs a 
ubiquitous  information  layer  for  coordination,  monitoring  and  control  of  all  the  distributed 
energy resources deployed in it. Nowadays, most microgrids still rely on legacy communication 
networks.  However,  microgrid  energy  systems  are  transitioning  from  centralized  systems 
towards  distributed  energy  systems  with  more  demanding  reliability,  security,  and 
performance  requirements.  Therefore,  a  flexible  and  adaptive  communication  network 
architecture  is  required.  To  make  effective  decisions,  power  designers  will  need  a  basic 
understanding  of  communication  network  technologies  that  should  be  implemented  on 
microgrids. Consequently, a description of  the past,  current and  future  trends as well as  the 
fundamentals  about  communications  for  deploying  intelligent  microgrids  is  included  in  this 
paper. The basics of today’s communications in microgrids are also described. Next, the main 
challenges in the communication requirements of intelligent microgrids are defined, leading to 
the  proposal  of  a  new  generation  of  smart  microgrids.  The  most  suitable  communication 
architecture  (network  topologies,  communication  protocols  and  technologies)  for  the 






within  a  building,  campus,  or  community  that  are  interconnected with,  at  least,  one  shared 












[8]:  (Figure 2): Distribution Management System or  tertiary control  (DMS), Microgrid Central 
Controller (MGGC) or secondary control and load control (LC) or primary control [5], [6], [9]. 
 
 Primary  Control:    This  level  of  control  operates  in  the  time  range  of milliseconds  to 
minutes, and reacts to the transient dynamics of the DER and the system to respond to 
any instantaneous deviation in the system’s voltage or frequency. This controller acts 
as  local  control  for  each  DER  unit  and  utilizes  local measurements  and  responds  to 
short‐term  events  such  as  islanding  detection,  sudden  real  and  reactive  power 
mismatches, and power sharing.  
 Secondary  Control:  This  level  of  control  operates  in  the  time  range  of  minutes  to 




incorporates  control  strategies  and  operations  such  as  intentional  islanding, 
resynchronization, and load shedding.  
 Tertiary Control: This level of control operates in the time range of hours to days, and 
it  involves  the  communication  with  the  different  microgrid  central  controllers 
(MGCCs),  and  management  of  the  MG  when  it  operates  on  the  market.  The  main 






achieve  an  optimal  microgrid  operation.  Communication  interfaces  must  be  created  to 
establish  a  bi‐directional  communication  channels  that  allows  information  transfer  between 
the different controllers [10]. (Fig.2, ① and ②).  Generally, data flows between nodes in both 
directions,  i.e.,  each  node  are  able  of  receiving  and  forwarding  data  over  links  with  other 
nodes  or  endpoints.  The  nodes  in  microgrids  are  created  by  adding  information  and 




For  a  successful  information  exchange  between  nodes  within  a  microgrid  system, 
predefined procedures or protocols  for data  transmission  regulation are needed. A protocol 
suite consists of a layered architecture where each layer is assigned to a set of functions using 
one or more protocols  [11]. Data  communication networks  commonly use multiple  levels  of 
protocols based on ISO‐OSI (International Standards Organization/ Open Systems Interconnect 
reference) model [12] (seen Figure 3). This allows to convert the information in a form that can 
be  transmitted.  Thus,  regarding  communications,  the  effectiveness  of  the  control  and  the 

















Recently,  there  is growing a  trend  towards  the use of new communication  technologies 
based on internet or on Common Information Model (CIM). The Internet architecture is based 
on  TCP/IP  protocol.  TCP/IP  is  an  easy  solution  to  the  problem  of  achieving  end‐to‐end 
communications [16]. TCP/IP protocol suite is used by Internet. The TCP/IP stack normally has 
four layers: Physical and Data Link layer (Link layer), Network, Transport and Application layers 
[Figure  3,  TCP/IP  stack].  These  protocols  are  now  starting  to  be  used  in  electrical  control 
systems and it  is evidenced by the evolution of the Industrial Protocols, that were previously 
cited, such as Modbus, DNP3 and Profibus towards Modbus/TCP, DNP3 over TCP and  Profinet, 
respectively,  for  their  integration  on  the  traditional  SCADA.  These  protocols  exploit  the 
benefits of TCP/IP to upgrade their capabilities. For instance, in the case of Modbus or Profibus 
over  TCP/IP  communication  systems,  they  are  reported  undesirable  events  as  incorrect 








As  a  result,  these  disadvantages  can  lead  to  provide  poor  services,  bottlenecks  or  under‐
utilization of the network resources. 
An  alternative  technology  to  be  used  in  microgrids  is  Power  Line  Carrier  (PLC).    PLC 




of  Seville  and  NUAA  in  China,  uses  PLC  as  a  communication  medium  for  information 
management and transmitting data [19] . However, PLC technology has negative effects in the 
communication channel  such as a noisy medium disturbed, distortion,  frequency  impedance 
alterations and the risk of signal attenuation [20].  
The  increasing  introduction of distributed energy resources  into the power grid changes 
the  current  scenario,  because  the  incorporation  of  micro‐generation  allows  bidirectional 
power flows and active consumers, i.e., the end users change their role of passive consumers 
to  active  prosumers.  Consequently,  immediate  solutions  about  microgrid  communication 
architectures  that  cope with  these  changes  and  enable  high  performance  data  delivery  and 





It  has  been  noted  that  communication  system used  in  today's microgrid  has  important 
inefficiencies and it is also localized to support the integrated communications needed for the 
modern  power  grid  (smart  microgrid  (SMG)).  However,  energy  systems  are  increasingly 
distributed.  The  integration of DERs  into  the  energy  system  cause many  challenges  into  the 




legacy  standards  that  are  still  used  for  low  data  rate  applications  and  asynchronous  bit 
transfer.  Since microgrid  operations  need  timely  control  actions,  a  Real‐Time Measurement 
Parameters (RTMP) function is required [21]. To reach this goal, it´s mandatory to know which 
bandwidth  and which  latency  (delay)  can  tolerate  each microgrid  application  [22],  [23],  i.e., 
each microgrid  function  has  its  own  latency  and  bandwidth  requirement  depending  on  the 
kind  of  system  response  it´s  dealing  with  [12],  [24],  [25].  The  IEC  61850  and  IEEE  1646 





















The  communication  infrastructure  in  the  microgrid  must  satisfy  these  timing 
requirements,  because  a  low  bandwidth  can  lead  to  bottlenecks,  loss  of  data  packets  and 
distortion.  Besides,  if  the  communication  delay  exceeds  the  required  time,  the  information 
does  not  fulfill  its  purpose  and,  in  the  worst  case,  electric  damage  in  the  microgrid  could 
happen  [4].  In  this  regard,  the underlying communication system needs  to be designed with 
network  performance  requirements  to  meet  the  needs  of  time  sensitive  data  streams, 
bandwidth and latency, among others.  To satisfy this network performance requirements that 
smart  microgrid  traffic  requires,  Quality  of  Service  (QoS)  is  needed.  The  Quality  of  Service 
concept  is  the  network  ability  to  provide  priority  treatment  for  communication  packets  of 
certain critical microgrid applications. QoS management is needed for distributed control and 
protection microgrid  applications  that  have  severe  delay  requirements  and  need  to  deliver 
information  in  an  acceptable  amount  of  time.  For  instance,    the  stability  of  the  closed‐loop 
while performing bilateral load following (with sampling rates typically in the range 100–1000 
ms)  is  highly  dependent  upon  the  latency  (delay),  variability  in  latency  (jitter),  and  packet 
losses  that  the  control  network  induces  [28].    Therefore,  when  networks  exceed  their 
capabilities  to  transfer,  store  and  buffer  data,  packet  loss  and  low  delivery  rates  are 
experienced. As a  result, when  the network  faces  congestion due  to dense data  traffic, QoS 
allows  a  preferential  delivery  service  for  the most  critical  applications  by  ensuring  sufficient 
bandwidth, latency and reducing data loss. QoS information is stored within the packet header 
in the form of a type of service (ToS) field to specify the class of service of each packet. Thus, 




as  the  integration  of  a  large  amount  of  DER  units  in  the  microgrid  has  an  impact  on  the 
scalability of the communication system [8]. The main problem regarding the control of a wide 
number of DERs  is  that a  failure of a device or a software error could bring down the entire 
system [29]. Furthermore,  in networks with a high volume of devices is usual to add/remove 
devices  to/from  the  network  very  frequently,  therefore  networks  must  be  flexible  enough, 
allowing the  fluctuations of  the number of devices and avoiding disturbances or  instabilities.  
To cope with these potential failures, the system requires a certain level of redundancy, e.g., 
backup  channels,  software  components  and  devices,  etc.  Critical  functionalities  in  a  smart 
microgrid demand more stringent availability requirements. It is worth pointing out that most 
network service providers (NSP) applications require less than 99.99% uptime, compared with 
99.9999%  for  smart  grids  [20].  To  achieve  reliable  and  robust networks,  the  communication 
infrastructure  must  avoid  link  errors,  routing  problems,  overloads,  etc.    Current  SCADA 
systems cannot make these data available in a timely manner due to their limited bandwidth 
[30].  Thus,  this  capability  requires  the  combination  of  advances  in  computational  and 
analytical  methodologies  and  self‐healing  protocols.  In  this  context,  Software  Defined 
Networking (SDN) has emerged as a flexible, effective and reliable communication framework 
and as  a power  solution  for  the  future  communication network of  the energy  internet  [31], 
[32].  This solution provides support for the dynamic, scalable computing and storage needs of 
complex digital networks by software and allows adaptive control and operations of networks 









detection  response  time,  increasing  the amount of  effort  required  to  violate  the network  in 
order to guarantee a proper protection [35]. The security architecture for SMG communication 
networks should be divided into different levels and zones such as device level (e.g. recovery 





In  conclusion,  the  implementation  of  smart  microgrid  concept  and  its  optimal  and 
efficient control architecture become a necessary for integration of a high volume of DER. For 
achieve that, the intelligent microgrid requires information and communication technologies. 
However,  despite  the  urgent  need  to materialize  the  intelligent microgrid  there  are  several 
challenges should face to ensure this new communication architecture addresses: i) Real‐time 
operation  and  network  performance  requirements  such  as  latency,  bandwidth  and  QoS 





To  evolve  towards  development  of  smart  microgrids  satisfy  the  requirements  above 
mentioned in Section 3 is mandatory. For reaching these objectives, the grid should move from 
a  centralized  infrastructure  to  a  decentralized  one.  The  decentralized  communication 
infrastructures  remove  the  centralized  controller  as  a  single  point  of  failure  and  therefore 
produce an improvement in the reliability of microgrids. In this structure all devices are able to 
control  themselves  independently  as opposed  to  a  “master”  controller,  i.e.  each DER unit  is 
considered as an agent. An agent  is a  computer  system able  to do  tasks on an autonomous 
way  and  with  capabilities  to  communicate  with  their  neighbor  nodes  for  solving  problems 
through  cooperation,  coordination  and  negotiation  [36].  As  a  result,  the  centralized 
hierarchical management scheme presented on Section 2 could be implemented employing a 
decentralized  architecture.  This  section  presents  relevant  distributed  communication 





Nodes  or  agents  network  topology  in  decentralized  architectures  is  crucial  in  terms  of 
developing an efficient and appropriate microgrid. According their logical topology and degree 
of  decentralization,  distributed  networks  can  be  broadly  classified  into  the  following 
architectures [36], [37] , [38], [39] (Figure 4):  
 
 Centralized:  This  topology  uses  a  central  server  node  to  store  nodes  resources  and 
information  as  well  as  act  like  an  agent  to  coordinate  actions  among  theirs.  Nodes 
send  messages  to  the  central  server  to  determinate  the  addresses  of  nodes  that 
contain  the  required  resources/data.  However,  like  a  decentralized  system,  once  a 
node  has  the  information,  it  can  directly  communicates  with  the  searched  node 
without  help  of  the  central  server.  In  this  structure,  the  agents  have  an  increased 
intelligence  (compared  with  typical  nodes  of  the  communication  network)  and 
improved communication capabilities. Additionally, some control tasks are distributed 
through  agents,  although  they  still  have  a  lack  of  decision‐making  capabilities. 





that  carry  out  different  hierarchical  tasks.  Most  microgrid  deployment  in  literature 
employs a three‐level hierarchical architecture where, generally, top ‐level agents are 
responsible for critical decisions, middle‐level agents make decisions about connected 
or  disconnected  grid  tasks  and  the  lower‐level  agents  interact  with  sensors  and 




has the same role  in the network and  is  responsible  for acquire knowledge about  its 
own part of the network. A significant difference regarding the other architectures  is 
that  individual  agents  are  allowed  to  discover  other  agent  information  through 






information  flow, on  the performance and on  the  capability of  the microgrid network  to be 
expanded and updated. Fully decentralized topologies present several advantages among the 
others,  as  it´s  been  described  above.  Distributed  centralized  topologies  are  acceptable  in 
microgrids  where  a  pre‐defined  operator  manages  the  microgrid  and  the  generation  and 
consumer  sides  of  the  power  system  have  similar  goals.  The  central  server  receives  status 
information from all the units and can calculate an optimal global control strategy, providing a 
practical implementation of the control infrastructure and reducing the implementation costs. 
Nevertheless,  decentralized  control  is  the  most  suitable  method  when  there  are  multiple 
energy devices on the generation and consumption sides to be managed, requiring real‐time 
monitoring  and  adjustment.  In  this  case,  a  centralized  control  could  not  meet  the 
requirements.  Although  the  installation  costs  of  decentralized  control  topologies  are  higher 
than  those  of  centralized  control,  the  operation  costs  are  greatly  reduced  and  it  can  be 




A  distributed  network  is  a  collection  of  nodes  placed  at  remote  locations  over  a 
geographical  area and  connected  through  communication  links  for data  transmission among 
the  agents  under  operation.  A  link  may  be  realized  by  means  of  different  communication 
technologies supported by two main communication media, wired and wireless. The choice of 
the communication medium technology has its associated advantages and disadvantages that 
designers  should  evaluate.  Therefore,  one  key  aspect  of  smart  microgrids  communications 
design is to deploy suitable and future‐proof wired/wireless technologies.  
 
Traditionally,  wired  communications  have  been  employed  to  transmit  information 
through  the  electrical  grid  due  to  their  better  performance  than  wireless  technologies 
regarding  robustness,  reliability,  security  and  bandwidth  properties.  However,  wired 
technology  involves  higher  deployment  cost.  In  addition  the  network  expansion  schemes 
become  more  complex.  Some  popular  wired  technologies  used  in  microgrids  are  serial 
communication  RS‐232/422/485  for  SCADA  systems  [23],  Ethernet  (IEEE  802.3  technology), 
bus based technologies (e.g. ModBus, ProfiBus) and Power‐Line Communication (e.g. DLC, PLC, 
BPLC)  [41].  However,  except  of  Ethernet,  these  technologies  cannot  provide  decentralized 
communications  in  a  reliable manner.  The  possibility  to  implement  Ethernet  over microgrid 





wireless  technologies  are  increasing  their  security  capabilities  and  could  be  an  interesting 
solution  for  distributed  microgrid  communication  links  because  of  the  cheaper  installation 
costs. Depending on  the network coverage, distinct groups of wireless network  technologies 
can  be  identifies:  WPAN  (Wireless  Personal  Area  Network),  WLAN  (Wireless  Local  Area 
Network), WMAN  (Wireless Metropolitan  Area  Networks)  and WWAN  (Wireless Wide  Area 
Network).  The  most  popular  solutions  for  wireless  internet  access  in  microgrids  are  [44]: 
Family  standards  IEEE  802.15  (Wireless  Personal  Area  Network,  WPANs),  especially  IEEE 
802.15.4  standard  (Low‐Rate  Wireless  Personal  Area  Network,  LR‐WPAN)  that  defines  the 
specification  for  low rate,  low power,  low complexity and short  ranges or  IEEE 802.11, Wi‐Fi 
(WLANs).  They  are  networks  to  cover  small  amounts  of  information  over  relatively  small 
distances.  Both  technologies  could  be  used  to  perform  the  links  either  between  DERs  at 
primary level and/or between DERs and MGCC at secondary level on the hierarchical microgrid 
control scheme. By other side, cellular networks (4G/3G/HSPA, LTE (Long‐Term Evolution), LTE‐




hop. However, multi‐hop  technologies may be assumed a key  function  in microgrid network 
control  research  due  to  they  allow  to  extending  the  coverage  of  a  wireless  network  over 
multiple wireless hops. Mobile Ad‐hoc Networks (MANETs) or Wireless Mesh Network (WMNs) 
are wireless multi‐hop networks. An ad‐hoc network is a collection of independent nodes that 
communicates  without  infrastructure  support  using  wireless  links.  In  this  networks  nodes 
operate as both host and routers, in other words, can act as a router to transmitting data of its 
nodes. Similar to the MANETs are WSNs that have been created to resolve limitations as well 
as  improve  the  performance  of WPANs, WLANs, WMANs, WWANs  and MANETs  in  general 
[46].  These  are  networks  composed  with  multiple  Mesh  Access  Points  (MAP),  usually 





of  microgrids  have  been  study  in  [48],  [49],  [50],  [51].  This  reviews  determined  that  mesh 
networks offer higher levels of redundancy and robustness in terms of data communications in 
case of link degradation, failure or loss of node, either temporary or permanent very important 
characteristics  for  microgrids  deployments.  Multiple  hops  can  be  used  to  achieve  a  more 
balanced  distribution  of  traffic  over  network  [52],  [53].  In  fact,  the  wireless  technologies 
presented  before,  are  now  including  support  for multiple‐hop  communications which  is  the 
case  of  the  IEEE  802.15.4g  (mesh  network  solution  for  smart  metering)  [54],  IEEE  802.15.5 
(mesh network for WPANs/ZigBee) [55] and 802.11s (networking capabilities to Wi‐Fi) [56]. It 






To  allow  communications  in  a  distributed  network  it´s  essential  to  specify  the  set  of 
protocols to be implemented in each node. The decentralized communication networks used 
in  microgrids  are  focused  on  the  implementation  of  suitable  Transmission  Control 
Protocol/Internet  Protocol  (TCP/IP)  [58].  Current  TCP/IP  based  communication  systems 
provide a high enough bandwidth and real  time monitoring and control of smart microgrids. 
Moreover,  smart  microgrids  can  deploy  their  “utility‐Intranet”  to  obtain  full  control  on 
communications with increased flexibility, security and reliability. The design of a client‐server 
architecture for power grids using TCP/IP for  information transmission has been discussed  in 
[59],  [60].  For  communication  between  two  endpoints  a  protocol  stack  development  is 
mandatory. In this section, the main layered protocols that could be used to deploy distributed 









control  systems  implemented  in microgrids  generally  use  the  Ethernet  protocol  (IEEE  802.3) 
for  fast and  reliable operation, but  the cost  to develop  this kind of network  is expensive  for 
long distance  communications.  Typically,  the  Ethernet  protocol  is  coupled with  the Medium 
Access Control (MAC) protocol, a sublayer of the L2 link layer. The MAC sublayer, in addition to 
the receive and transmit data frames, assigns addresses to each connected microgrid device. 
Commonly,  these  type  of  wired  networks  (coaxial  cable  or  twisted  pair)  uses  TDM  (Time 
Division Multiplexing) as L1 protocol. TDM is a digital processing method that allows to share 
the  total  bandwidth  among  different  connections.  This  is  achieved  through  putting multiple 
data streams in a single signal by separating the signal into many segments, each one having a 
very short duration.  
In  smart microgrids  over  fiber  optic  networks, WDM  (Wave Division Multiplexing)  or  SONET 
(Synchronous  Optical  NETwork)  also  called  Synchronous  Digital  Hierarchy  (SDH)  are  the 
protocols  used  in  L1. WDM  is  a method which  combines multiple  signals  on laser beams  at 
various  infrared  (IR) wavelengths for  their  transmission  along fiber  optic media.    Besides, 
SONET  is  a  high  data  rate  protocol  (up  to  40  Gbps)  originally  developed  for  voice 
communication  over  optical  fiber  networks.  The  L2  protocol  for  SONET  is  typically  ‘Packets 
over SONET’/SDH (POS). POS employs the Point‐to‐Point Protocol (PPP), a common L2 protocol 
used  to  establish  a  direct  connection  between  two  nodes  that  can  simultaneously  support 
multiple  L3  network  protocols  including  TCP/IP.  The  use  of  fiber  optic  technologies  can 
multiply the effective bandwidth of a fiber optic communications system by a large factor, but 




Recent advances  in wireless  communications with easy  installation,  low cost  and acceptable 
transmission speed make this technology be viable for microgrid monitoring and control. For 
their  implementation,  two protocols  can be used.  L1  protocols,  such  as  LTE,  are  used when 
they run on fourth generation cellular networks (4G). Protocol 802.14.5 is the common choice 
when  ad  hoc  communication  networks  composed  of  radio  nodes  are  used.  LTE  uses  an  L1 
protocol  called  orthogonal  frequency‐division  multiplexing  (OFDM)  to  enable  simultaneous 
two‐way  communications.  LTE  also  employs  multiple  input  and  multiple  output  (MIMO)  to 
multiply the capacity of individual radio links by using multiple transmit and receive antennas 
to  exploit  multi‐path  propagation  of  signals.    L2  layer  in  cellular  networks,  LTE  has  a MAC 
sublayer  that  acts  as  interlinking  with  the  RLC  (Radio  Link  Control)  sublayer  that  performs 
packet  segmentation  and  flow  control  among  entities.  RLC  also  supports  end‐to‐end  IP 
connection. The L2 layer for ad‐hoc networks support Radio Frequency Mesh (RF‐mesh) such 
as  IEEE  802.15.4g  or  IEEE  802.15.5.  For  smart  microgrids  applications  the  predominant  RF‐
mesh  standard  is  Zigbee  (IEEE  802.15.5).  Zigbee  enhances  the  IEEE  802.15.4  standard  by 
adding networking and security functions required for smart microgrid applications. 
Additionally,  in  Section  3  it´s  been  pointed  out  that  a  communication  infrastructure  with 
Quality of Service  (QoS) requirements  is absolutely needed. Consequently, microgrids should 
adopt  suitable  mechanisms  to  guarantee  QoS.  In  telecommunication  networks,  QoS 
differentiation  is  achieved  through  resource  reservation  and  traffic  prioritization  [20].  These 
characteristics  are  implemented at  a  "layer  2.5" protocol,  as  it  performs  the  functions of  L1 
and  L2  while  also  including  features  that  are  typical  of  L3.    For  carrying  out  QoS 
implementation  in  communication networks, many  families of  standards define  the medium 
access  control  (MAC)  layer  with  the  specification  of  different  traffic  categories.  However, 
Internet by itself cannot assure QoS requirements, because the best‐effort level of service for 
the  delivery  of  data  is  the  rule  in  today’s  Internet  [64],  [65].  Therefore,  traffic  handling 
mechanisms must be implemented in microgrid networks at “2.5 layer”, using protocols such 
as  Integrated  Services  (Intserv),  Differentiated  Services  (Diffserv),  Multiprotocol  Label 
Switching  (MPLS),  IEEE 802.1p/q  tags  (QoS mechanism on Ethernet) and  IP Precedence  [66], 
[67]. These several QoS services allow a single network to satisfy different types of traffic by 
emulating many L1 and L2 protocols including T1, PPP, Frame Relay, and Ethernet. 
Internet  Layer:  The  Internet  Layer  (L3)  controls  the  operation  of  packet  transmission  by 





i.e.,  IP  can  operate  independently  of  the  underlying  physical  media,  L1  and  L2  layers.  This 
characteristic  provides  interoperability  among  third‐party  non‐compliant  end  devices  and 
compliant communications networks. This allows much greater flexibility for interoperability as 
utilities  implement  their  Smart Microgrid network.    Therefore  it plays a vital  role  in unifying 
the  information  while  allowing  utilities  to  select  the  communications  technologies  and  end 
devices  (meters,  IEDs,  etc.)  that make  the most  sense  for  them. Network  interoperability  is 
indispensable  in  order  to  achieve  an  overall  optimal  system  operation  and  connectivity, 
independent from the used physical medium, the type of devices and the manufactures [68]. 
IP is available with either of two versions (IPv4 and IPv6). In both versions, every system (node 
or  endpoint)  is  identified  by  its  unique  network  layer  address,  but  the  main  difference 
between  both  IP  versions  is  their  respective  host  addressing  systems:  IPv4  uses  32‐bit, 
whereas  IPv6 uses 128‐bit addresses. However,  the version of  IP currently deployed  in most 
microgrid networks  is  IP version 4  (IPv4). Despite of  this, microgrid network planning should 
consider future migration to IPv6, because the distributed energy resources (DERs) in the grid 
may  need  their  own  individual  IP‐address  in  the  future.  Currently,  many  investor‐owned 
utilities  have  millions  of  electric  meters  installed.  Other  devices  must  be  additionally 




Transport  Layer:  The  transport protocols  (L4)  enable host‐to‐host  communications.  The  two 
most common transport  layer protocols are the Transmission Control Protocol  (TCP) and the 





a  microgrid  control  system  network  depends  mainly  on  design  requirements  based  on  the 
importance of speed versus reliability and on the need for error detection [11]. However, since 
the  microgrid  application  requires  reliable  communications,  TCP  is  the  best  option  to  be 
implemented [59]. On the contrary, shortcomings of TCP in performing congestion control for 
a  large  number  of  data  sources  and  its  inherently  delayed  acknowledgement  could  be 
ineffective  for  SMG  control  which  can  produce  useless  retransmissions  of  packets  and 
throughput degradation  [20],  [60]. As a  consequence, a  large number of  transport protocols 
and mechanisms  have  been  proposed  in  order  to  improve  the  transport  services  offered  to 
applications  and  to  optimize  the  usage  of  the  different  technologies.  For  example,  SCTP 
(Stream  Control  Transmission  Protocol)  and  DCCP  (Data  Congestion  Control  Protocol)  have 
been  proposed  to  support  the  nodes  mobility  in  the  network  [72]  but  these  protocols  are 
insufficient to address the transport characteristics of the nodes in the microgrid due to some 
intermediate  nodes  or  Network  Address  Translation  (NATs)  may  be  not  fully  aware  about 
these protocols (at the network level), which could lead to a blocking packets at the processing 
[73]  and  therefore  a  sub‐optimal  microgrid  operation.  These  problems  have  motivated 
researches about development of novel protocols for their application in microgrids.  Some of 
these  are:  SSTP  (Scalable  Secure  Transport  Protocol)    and  MPTCP  (Multi‐Path  Transport 
Protocol) [74], [75], [76] that have been customized for grid data collection. By other side, for 
enhancing  performance  network  mechanism,  TCP‐splitting  is,  nowadays,  the  most  used 
approach in microgrids [60]. 
Application  Layer:  The application  layer  (L7)  contains  the protocols  that  support process‐to‐
process  communications,  i.e.  serves  as  the  network  interface  for  users  and  applications.  It 
contains a variety of common functions such as resource sharing, remote file access, directory 
services, electronic messaging, etc. For microgrid network management, common application 
protocols  like  Dynamic  Host  Configuration  Protocol  (DHCP),  Domain  Name  Service  (DNS)  or 




















interoperability.  This  standard  use  a  communication  model  based  on  protocols  such  as 














Some  security  protocols  are:  Internet  Protocol  Security  (IPsec),  Transport  Layer 
Security/Secure  Sockets  Layer  (TLS/SSL),  Datagram  Transport  Layer  Security  (DTLS),  Secure 
Shell (SSH) Protocol or Secure Real‐Time Transport Protocol (SRTP). These protocols have been 
used  for microgrids  security;  however,  for  achieving  a  good  level  of  security,  the  access  of 
unauthorized nodes to the network information must be prohibited.  A good option would be 
the  use  of MACsec  [35].  A  protocol  that  provides  hop‐by‐hop  security,  so  each  node  in  the 
path  has  to  verify  the  integrity  and  authenticity  of  the message  in  the  reception  block,  and 
regenerate the MAC in the transmission block [35]. 
This  stack  of  protocols  for  deploying  decentralized  smart  microgrids  networks  is  most 





MAS  consists  of  multiple  intelligent  agents  that  interact  to  solve  problems  through 
cooperation,  coordination  and  negotiation.  These  agents  can  be  structured  forming  fully 
decentralized topologies, where in each one of them the TCP/IP stack protocol is implemented 
to  give  them  fully  networking  operation.  Several  papers  have  specially  applied  MASs  to 
microgrids  [89],  [90],  [39],  [91]. However,  the  increasingly  distributed  and  intelligent  energy 
systems  along  with  their  multi‐disciplinary  nature  yield  such  a  big  data  volume  that  the 
management  and  control  of microgrids  is  becoming  a  critical  challenge.  The  latest  research 
indicates that distributed MAS architectures have some limitations on the efficient and optimal 
management  of  these  emerging microgrids  [92],  [93],  [94],  [95],  [96]  ,  which  are  described 
below: 
1) MAS  agents  cannot  simultaneously  communicate  with  other  agents,  being  only 
allowed one‐on‐one interactions among individual agents, i.e., the agents can only act 
as a client or as a server, which results in a lack of agent proactivity. In this way, if the 





behavior  of  the  whole  system.  To  get  the  overall  operation  information  about  the 
microgrid  dynamic  network,  clusters  of  agents  working  in  the  same  microgrid 
application  or  with  the  same  needs  should  be  formed.  The  absence  of  such 
functionality  might  result  in  the  lack  of  knowledge  about  the  global  status  of  the 
microgrid and, thus, in the sub‐optimal resources allocation. 
 
3) Agents  have  neither  dynamic  reorganization  nor  self‐healing  capabilities  by 
themselves,  which  prevent  to  adapt  to  local‐failures,  microgrid  blackouts,  agents 
crashes or communication failures. 
To  overcome  those  limitations,  a  new  generation  of  communication  networks  for 
microgrids  is  required.  The  new  characteristics  of  those  new  networks  are:  i)  Information 
exchange  with  neighboring  DER  management  structures  through  virtual  layers  that  allow 
dynamic  reorganization,  ii)  Dynamic  Reconfiguration  and    self‐healing  of  DER  management 
structures, iii)  Better communication technologies for the proactive operation of devices and 
active  consumers,  and  iv)  New  software  layers  at  the  TCP/IP  protocol  stack  to  meet  the 
increasing microgrid service and complexity demands. These requirements are fulfilled by the 
new  Peer‐to‐Peer  (P2P)  paradigm.  Recent  research  suggests  Peer‐to‐Peer  (P2P) 
communication networks for microgrid environments which will give rise to the new dynamic 





address  some  issues  associated  with  MAS  decentralized  communications  on  microgrids.  A 
dynamic and complex system  like a microgrid needs  to be designed  to adapt autonomously. 
P2P‐based  technology  for  distributed  self‐management  could  change  the  future  of  power 
grids,  because  the  P2P  architecture  has  become  a  powerful  control  paradigm  in  a  dynamic 
microgrid. 
 
A  P2P  network  is  a  communication  architecture  for  decentralized  systems.  The  agents, 
called peers, in contrast to MAS systems whose agents only can act as a server or a master, can 
act  as  both  clients  (masters)  and  servers  simultaneously,  which  allows  the  agents  to  be 
proactive.  Regarding  P2P  topology  networks,  the  connectivity  between  nodes  is  essentially 
virtual,  i.e.  logical  and  structured  topologies  that  are  built  on  top  of  the  physical  networks 
[102]  [Figure  7].  Peer  nodes  do  not  suffer  from  the  inflexibility  of  MAS  physical  network 
topologies,  since  they are  logical  in nature. Their  increased  flexibility allows  for extensibility, 
self‐healing  and  dynamic  reconfiguration.  This  implies  that  peers  communicate  with  each 
other  to  establish  dynamic  self‐organizing  structures  on  top  of  the  underlying  physical 
networks. The fact that P2P overlays can be built dynamically allows them to support a huge 
variety of application  level services  [103].  In addition,  these structures can be deployed over 
wired or wireless communications technologies. Routing can be achieved with direct point‐to‐
point  LAN  communications  without  sacrificing  the  self‐configuration,  scalability  and  fault 







Due  to  the  virtual  layer  of  the  P2P  architectures,  peers  disconnection  from  their 
underlying physical layer is allowed. This means that creation of a group of peers (clusters) for 




goals  are  achieved  by  local management  on  the  basis  of  local  goals  and  knowledge.  In  this 
context,  the holonic  system approach has  emerged  [37],  [108],  [109].  This  concept balances 
the importance of global and local objectives through a hierarchy of collaborative holons. The 
word holon is composed by "holos" meaning whole and the suffix "on" which implies particle 
or  part,  so  holon=whole  &  part.  Thus,  the  term  comes  from  a  recognition  that  any  peer  is 
simultaneously a whole entity comprised of sub‐entities which interact to form different types 
of holarchy  (based  in P2P). Besides peers  can  find one another  based on peers‐IDs or peers 
attributes  among  the  peers  multitude.    Thus,  the  responses  to  objects  cached  in  the  local 
overlay contain pointers to nodes that are close to the node issuing the query, thus reducing 
congestion on the network as well as network latencies [110].  
Concerning  mechanisms  and  protocols,  the  TCP/IP  stack  protocol  is  the  most  suitable 
standard for developing the peers. However, the overlays services need an additional software 


















As  a  result,  it  can  conclude  that  this  approach  differs  from  conventional  MAS  in  the 
dynamic  and  flexible  cooperation,  competition,  supervision  and  part‐whole.  In  addition, 
overlay  structures  combine  the  advantages  of  distributed  control  (such  as  scalability, 
adaptability  and  resiliency)  and  centralized  control  (reliability,  optimally,  practicability). 
Nevertheless,  these  P2P  networks  are  still  at  the  preliminary  study  stage  for  their 
implementation  on  the  microgrid  environment,  being  more  research  needed.  Due  to  the 




‐ Peer‐to‐peer  networks  are  mainly  developed  for  file  and  processor  cycle  sharing, 
whose  network  performance  requirements  are  less  critical  [111].  Thus,  adapt  this 





of  distributed  energy  resources,  among  other  factors  that  can  change  over  time, 
because  the  methods  used  are  often  based  on  linear  models  and  deterministic 
forecasts  that  do not  adequately manage  the dynamic  behavior  of microgrids  [112]. 
For  this  reason,  advanced  stochastic  algorithms,  predictive  analytics  and  the  use  of 
nonlinear  schemes  should  be  applied  into  future  microgrid  applications  to  produce 
results with higher fidelity [113], [114], [115].  
 
‐ The  increasing number of  renewable energy  sources and microgeneration as well  as 
the  integration of a  large amount of DER units  in  the microgrid  requires advances  in 
high performance computing and parallel processing. Due to get that, these methods 









































































































discussed.      This  paper  highlights  that  network  communications  in  microgrids  have  more 
critical performance requirements than other IT systems due to the need for higher reliability, 









Improvements  of  the  network  topology  to  best  fit  dynamic  and  flexible  environments  have 




The  technical  studies  reported  in  the  literature  indicate  that  a  new  peer‐to‐peer 
communication  system  approach  is  required  to  support  the  transition  from  the  current 
decentralized  communication  systems  to  the  next  microgrid  generation.  This  argument  is 
reinforced  by  the  concept  of  holonic  systems, which  combine  global  and  local  objectives.  A 
hierarchy  of  clusters  (or  holons)  based  on  P2P  is  proposed  in  order  to  optimize  the  overall 
microgrid system performance. 
 
Summing  up,  there  are  challenges  and  important  open  research  issues  that  have  been 
identified and discussed, whose main purpose is to enhance the performance of peer‐to‐peer 
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