We expand the applicabilities and capabilities of an already existing spacetime parallel method based on a block Jacobi smoother. First we formulate a more detailed criterion for spatial coarsening, which enables the method to deal with unstructured meshes and varying material parameters. Further we investigate the application to the eddy-current equation, where the non-trivial kernel of the curl operator causes severe problems. This is remedied with a new nodal auxiliary space correction. We proceed to identify convergence rates by local Fourier analysis and numerical experiments. Finally, we present a numerical experiment which demonstrates its excellent scaling properties.
Introduction
Around 2004 processor speed ceased to increase due to physical limits. Therefore we have experienced exponential growth in the number of processing units instead. This manifests in modern processing clusters featuring 1000 to more than ten million CPUs as of 2019 4 . Meanwhile applications that are parallel in space frequently fail to efficiently utilize more than a few thousand CPUs (depending on problem size). To utilize this processing power massively parallel algorithms are required. For time dependent simulations the time dimension offers potential for further parallelization, however the classical time-stepping concept is fundamentally sequential. Primarily for parabolic evolution equations time-parallel methods have been developed to break this "curse of sequentiality". After the first concept for ordinary differential equations more than 55 years ago [24] , a whole family of time-parallel methods of all kinds has blossomed, see [9] for a historical overview.
Despite still being sequential in time the method [12] by Hackbusch laid some groundwork for time-parallel multigrid schemes and defied the notion of exactly solving the problem forward in time. Lubich and Ostermann took a different approach by presenting a waveform relaxation type space-time multigrid method [19] . An in depth discussion of waveform relaxation methods can be found in the monograph [38] . A further variant described as space-time concurrent multigrid waveform relaxation with cyclic reduction can be found in [16] .
A contemporary method similar to ours is multigrid reduction in time [7] which has been actively expanded by a team centered around the Lawrence Livermore National Laboratory [7, 6, 8, 18, 11, 27] . Further results can be found on the XBraid project website 5 . Another very active group is the Jülich Forschungszentrum with diverse publications about time-parallel methods [33, 31, 34, 32, 36, 40, 26, 35, 20, 17, 25, 30, 3, 29, 4] .
A method, which can be described as the precursor to the next method, is space-time multigrid with point-wise relaxation [15] . The method used in this paper [10] replaces the point-wise relaxation with block relaxation. Thus it can be described as space-time multigrid with block relaxation. Recent publications demonstrated that this method can also be applied to stochastic differential equations [23] , and in combination with isogeometric analysis methods [14] . This motivated us to investigate the application of our method to the eddy-current equation. Furthermore we generalize concepts to expand our scope towards more complex problems.
The eddy-current equations are used to study low frequency electromagnetic applications, like electric motors/generators, induction furnaces, non-destructive testing, and many more. In practice, time-harmonic approaches are often preferred over transient models due to lower computational costs. However time-harmonic approaches struggle with nonlinear materials (saturation effects) and moving geometry. As a stepping stone to these more complex problems, we only consider the linear case with constant geometry in this paper.
The remainder of this paper is organized as follows. In Section 2 the Space-timeparallel method is introduced and the concept of a coarsening rule is presented and expanded. Section 3 applies the method to the eddy-current equation and pinpoints the core problem of the naive approach. We continue to determine a remedy to this problem -namely a "nodal auxiliary space correction"-, which can be used to define a hybrid smoother. In Section 4, we perform a local Fourier analysis of the introduced hybrid smoother for the 2D curl-curl equation. In Section 5, we mimic the local Fourier analysis with numerical experiments for the 3D eddy-current equation. We further investigate the validity of a new generalized coarsening rule. Weak scaling results of the improved method are given in Section 6. Conclusions are drawn in Section 7 and we discuss possible implications of our findings for related models and methods.
The Method

The Space-Time Parallel Method
For simplicity we reiterate the space-time parallel multigrid method presented in [10] and [28] only for the case of the implicit Euler scheme with uniform step width τ = T /m. It should be noted, that we are not concerned with the approximation quality, but we only want to solve a given discretized problem. After the usual discretization steps for a PDE in space and time (see Chapter 3 for an example) we need to solve an equation of the form
This system can be compactly written as
The standard smoother in this method is a block-Jacobi preconditioned Richardson scheme with ω = 0.5
The overall method consists of pre-smoothing, a recursive coarse time-grid correction and post-smoothing. This V-cycle over the time meshes is guarantied to geometrically converge, as long as the application of A −1 τ,h is sufficiently well approximated and M −1 h K h is positive semidefinite with real eigenvalues.
The presented smoother is simultaneously parallel in space and time. Because all operations are a Kronecker product of a time operation and a spatial operation, all spatial operations can be executed with the usual space-parallel approaches. On top of this also the time mesh can be subdivided among groups of processors. Only the application of L τ,h requires forward communication for neighboring time nodes.
Spatial Coarsening
For performance reasons it is desirable to use not only a coarser time-mesh for the coarse grid correction, but also a coarser spatial mesh. For example without spatial coarsening the coarse grid correction is responsible for approximately half the computational effort and is the less parallel part of the algorithm. In 3D the use of a coarser spatial mesh approximately reduces the effort for the coarse grid correction by a factor of 1/8 almost doubling the overall speed of the method.
However various inhibitors can prevent proper convergence rates for spatial coarsening. The "degree of anisotropy" in the discrete problem (denoted by λ, coined in [15] ) is very significant for the behavior of the method. Assuming properly working spatial solvers the degree of anisotropy is indeed the only potential inhibitor for the heat equation. In fact if λ is above a certain threshold and no other inhibitor is active, then spatial coarsening has no negative effect on the convergence rate. Therefore we use spatial coarsening only if the coarsening rule is fulfilled λ := τ h 2 ≥ λ crit , with τ being the time step size and h the spatial mesh size. The threshold λ crit depends on the used time-stepping scheme, the spatial discretization method, the smoothing steps, the dimension and the underlying differential equation. This rule needs to be generalized for practical applications to generic parabolic PDEs with a generic differential operator D x α ∂u ∂t + D * x βD x u = f. By a variable substitution argument we can account for the parameters α, β and by defining a local degree of anisotropy we can account for variation of the values over the spatial domain. The final coarsening rule is defined as
So for each element of the spatial mesh T h (Ω) this condition needs to be satisfied for spatial coarsening. However in practice with piecewise constant parameters and other assumptions simplifications for checking this rule can be made as explained in [28] .
To measure h T we decide to use the length of the longest edge of the tetrahedron, whereas equivalent choices would be reflected in the value of λ crit .
The determination of λ crit in each case can be done either by a local Fourier analysis (LFA) or by numerical experiments. Both of these approaches are demonstrated in this paper.
Eddy-Currents
After the successful application of this scheme to the heat equation [10] , we attempt to solve the eddy-current equation
under the regularization assumption σ(x) ≥ 1[ S m ] to avoid dealing with differential algebraic equations for now. We also always use homogeneous Dirichlet (u×n = 0, on ∂Ω × (0, T )) or Neumann (µ −1 curl(u) × n = 0, on ∂Ω × (0, T )) boundary conditions and a homogeneous initial condition (u = E 0 , for t = 0, x ∈ Ω). Applying an implicit Euler scheme and lowest order Nedelec elements [21] to the semi-variational formulation
yields the discrete time-stepping scheme (1), where the occuring matrices are defined by the basis (φ i ) of the Nedelec finite elements
Troubles with Spatial Coarsening
As M −1 h K h is positive semidefinite and has real eigenvalues, it is not surprising, that the pure time multigrid method without spatial coarsening works reasonably well with convergence rates mostly below 0.5. For the idealized case of an exact solver for A τ,h this rate is proven by inspecting the test equation (5) as in [22, ch.4.2] . However for the method as it is we come to the conclusion: A coarse grid correction with spatial coarsening is completely ineffective regardless of λ. This indicates another inhibitor for spatial coarsening, which will turn out to be the non-trivial kernel of the curl operator.
This puzzling finding made us question, if the implementation was really bug-free, while the explanation to this problem is in fact purely mathematical.
An Informal Explanation
This subsection explains the underlying mechanics in an intuitive, informal way. The basis for this explanation is the test equation
The case λ = 0 is the worst case for the convergence of our time parallel scheme assuming some fixed step size. For λ 1 the smoother converges fast without a coarse grid correction. The semi-discretized eddy-current equation
can be diagonalized by the Eigenvectors of M −1 h K h , which leads with to the test equation with the eigenvalues in place of λ. This implies that the smoother itself will dampen error components with high eigenvalues. As shown by the local Fourier analysis for differential operators [37] , high eigenvalues are associated with high spatial frequencies. Dampening those high spatial frequencies smooths the error, which enables spatial coarsening during the coarse grid correction. For simply connected domains, the eddy-current equation can be viewed through the scope of the Helmholtz decomposition [39] H(Ω, curl) = ∇H 1 (Ω) ⊕ curl H(Ω, curl).
By inserting the solenoidal part (u s ∈ curl H(curl)) into the eddy-current equation (4) without parameters and by using the identities curl curl = ∇div − ∆, div curl = 0 we get the resulting equation
Analogously inserting the nodal part (u n ∈ ∇H 1 ) and using curl∇ = 0 results in
We can conclude from this, that the solenoidal part behaves like a heat equation and should be handled well by our method. In contrast the nodal part is equivalent to the worst case of the test equation 5. As a result high frequencies of the gradient part are practically not dampened by the smoother, thus there is no spatial smoothing at all, such that coarsening in space renders the coarse grid correction useless.
However equation (6) can be solved by just integrating the right hand side. Conceptually the error in the nodal component can be calculated by the operator
The interpretation of this procedure is as follows.
• f − ∂u ∂t : Calculate the residual. • div x : Eliminate the solenoidal part.
• ∇ x ∆ −1
x : Revert div x for the nodal part.
• s 0 dt: Integrate the equation. This can be seen as an expansion of the method [13] with an additional time component. In this notation the nodal auxiliary space correction by R. Hiptmayr would be denoted by
Nodal Auxiliary Space Correction
With the previous insights in mind we can properly implement the nodal auxiliary correction method. If Nedelec elements of any order are used, an appropriate H 1 (Ω) conforming finite element space can be chosen according to [42] . We define G as the discrete gradient matrix from the H 1 (Ω) FE-space to the Nedelec FE-space and K n as the nodal Laplace stiffness matrix for the operator div σ∇. If we also define Σ t as the operator, which sums up all previous and the current time step
then the correction can be expressed as
In our notation the spatial operators above are applied to each time step separately, so we can omit the usual tensor products (I ⊗ ...) for more clarity. Furthermore through a time-multigrid approach the already trivial operator Σ t could be made fully time parallel.
Hybrid Smoother
The aforementioned auxiliary nodal correction (8) denoted by A can be combined with the standard smoother (2) denoted by S to form a hybrid smoother. Like matrices the application is read from right to left, so SA is one application of A followed by an application of S. We restrict ourselves to have the same smoother during pre-and post smoothing with reversed order. The following local Fourier analysis indicates, that more than one application of A in the hybrid smoother has no apparent benefits, therefore we restrict ourselves to using A just once.
Local Fourier Analysis
The local Fourier analysis is based on the LFA for the 1D heat equation performed in [10] and extended with LFA symbols for the 2D curl-curl equation from [5] . The implementation is done in Mathematica [41]. The full methodology and more detailed results can be found in [28, chp. 5] . Additionally the nodal auxiliary correction is implemented. In the LFA we assume exact solutions to the spatial problems (implicit Euler step and Laplace problem), however the numerical experiments in chapter 5 show, that this is not required. Further we assume, that the coarse grid correction is solved exactly.
In Figure 1 we observe, how the addition of the auxiliary nodal correction introduces spatial smoothing, whereas the standard smoother features no spatial smoothing at Consequently we measure the maximal spectral radius over all frequencies to get an upper bound for convergence rates. The three investigated methods use either coarsening in space ("Semi-Space"), in time ("Semi-Time"), or both ("Full"). To relate to the coarsening rule, we vary λ over the horizontal axis. The results in Figure 2 confirm, that with the auxiliary smoother in place using a coarser spatial mesh is possible again. Furthermore we can observe, that the "Full" method behaves identical to the "Semi-Time" method for big enough λ and deteriorates for lower λ. Therefore it makes sense to use the coarsening rule (3) with λ crit ≈ 0.9 . Not only does the addition of A allow spatial coarsening, but it also improves the convergence rates for "Semi-Time", which would otherwise converge with a worse rate independent of λ.
Different orders like SSA or ASS typically perform slightly worse than SAS, therefore we prefer putting A in between S. The convergence rates of SA or AS squared are approximately the same as for SAS, which means that two V-cycles with SA have the same impact as one V-cycle with SAS. This means, that in this setting SA is strictly inferior to SAS. On the other end SSASS does not manage to square the convergence rate compared to SAS (0.2 vs. 0.3 for low λ) except for λ > 1000. In the case of low λ we use "Semi-Time", so the coarse grid correction is responsible for half the computational effort and 0.3 1.337 = 0.2, meaning one V-cycle of SSASS is worth 4/3 V-cycles of SAS. If SSASS was used only on the finest grid, then this would mean approximately (5/3 + 1)/2 = 4/3 times the computational effort. This idealized rough estimate could set SSASS on par with SAS in certain cases, maybe SSAS could also be a good choice. In conclusion we will focus on SAS as a solid choice. 
Numerical Experiments
Our practical implementation is based on the implementation [10] and uses MFEM [1] and HYPRE [2] to deal with the arising spatial problems. The implementation is parallel in time, while everything except the auxiliary method is parallel in space, which was only prevented by time constraints. Therefore it is close to being parallel in space and time.
The modification of the existing multigrid framework to support a different spatial problem was seamless due to the non-intrusive design of the method. Specifically only the application of spatial prolongation/restriction, the discrete gradient matrix and functionality for A τ , M h , K n needs to be provided through an interface. For example swapping out the eddy-current equation for a heat equation is a matter of minutes and matrix-free methods could be incorporated as well. The multigrid method itself fully relies on the interface for applying and solving spatial operators. The only hard-coded part is the used vector class, which could also be replaced by a template-based approach. There are other methods which aim for even less intrusiveness [REF reduced integration], but we are confident, that for many preexisting applications the required interface could be implemented with ease.
Space/Time level 9 8 7 6 5 4 3 2 1 0 2 x 1
x x x x x x x x x 0 Table 1 : Coarsening strategy example for the "Full" method test case.
Determining Convergence Rates and the Parameter λ crit
As we are not aware of any available local Fourier analysis for the 3D curl-curl equation, we recreate Figure 2 by using our implementation of the multigrid method with a SAS smoother. In addition we want to showcase how a fitting λ crit can be determined with nothing but a working implementation. To determine convergence rates the power iteration method was applied to a test case. This means, that we apply up to 200 iterations of the method to a random initial guess (values between 0 and 1) with a 0 right hand side. During this process we measure the reduction of the 2 norm of the vector, which converges to the spectral radius of the method. The maximal occurring error reduction factor is considered as convergence rate, because these factors are almost monotonically increasing. In turn means, that our method has no worse convergence during a pre-asymptotic phase. Because we use no rescaling, the iteration is stopped, if the total error reduction gets below 10 −100 to avoid a double underflow.
We compare the time multigrid method without coarsening in space ("Semi-time") with a variant, which uses just two levels of the spatial mesh and uses full coarsening on the highest level ("Full") as in Table 1 . The reason is that the local Fourier analysis assumes the coarse grid correction to be solved exactly (two-grid cycle), so we mimic this by not using further spatial coarsening within the correction. For "Full" we want to use the spatial coarsening right on the highest level, because potentially bad convergence rates on lower levels are obscured on the highest level, where the convergence rates are measured.
The basic mesh consists of two tetrahedra, which are uniformly refined several times. The problem features homogeneous Neumann boundary conditions. We compare the results for 2, 3, 4, 5, 6 uniform refinements, so we can observe convergent behavior with an increasingly fine mesh. The spatial degrees of freedom range from 230 to 630240, with 512 time steps. The material parameters σ, µ are set to 1 and λ is varied by using different values for τ .
For solving the spatial problems A τ,h , K n we rely on 3 iterations of the preconditioned conjugate gradient method. The preconditioners are algebraic multigrid methods from HYPRE [2] . BoomerAMG was used for the Laplace problem and AMS for A τ,h . Quite remarkably, turning off the gradient-smoothing in AMS has no impact on convergence, because the gradient part is handled by the auxiliary correction. At the same time this cuts down total computation times by roughly 30%.
Our main goal is to confirm, that the method behaves similar to the local Fourier analysis for the 2D curl-curl equation. Furthermore we want to determine the value of λ crit in this setting by observing, where the two methods "Full" and "Semi-time" start to differ.
In Figure 3 we can observe that the important parts of the curves converge with an increasing number of refinements. The only non-convergent feature is the transition from the high λ region with a convergence rate of 2 −4 to the plateau of the "Semitime" method with a convergence rate of 0.36. This means, that our method performs better than expected in this regard. On a side note the smoother on its own shifts to the right in the same fashion and is a suitable solver for sufficiently high λ and small problems. In the case of the heat equation the smoother never converges on its own and none of the shifting happens. Figure 4 omits all cases except the most refined one for the sake of a less cluttered plot. The point where the "Full" method departs from the "Semi-time" method can be located at 0.1. When the diagonal line is extrapolated, it even appears to be around 0.075. This means that a choice of λ crit = 0.1 will safely guarantee the optimal coarsening strategy to be selected. 
Coarsening Rule for Locally Different Parameters
In practical applications vastly different material parameters are very common. For example the ratio µ −1 σ can differ by a factor of ≈ 30 between iron and copper, while between iron and weak conductors this gap can be way bigger. The limit case of perfect insulators (σ = 0) would even cause an infinitely large local degree of anisotropy λ. This motivates the question, if the local nature of the coarsening rule (3) can indeed handle different materials. On a side note we are not concerned, if the preconditioner can handle jumping coefficients, because our space-time parallel method can use any suitable method to solve the spatial problems.
We assign two different material parameters to the two original tetrahedra of the test mesh. After uniform refinements two regions with two distinct degrees of anisotropy λ 1 < λ 2 are given. As our method mostly benefits from increasing λ, it is sufficient to only deal with the smallest λ as reflected in the coarsening rule (3) .
In contrast the method in [15] chooses to use semi coarsening in time if λ > λ crit and semi coarsening in space if λ < λ crit . If this rule is violated both semi coarsening in time (when λ < 2 −4 λ crit ) and semi coarsening in space (when λ > 2 4 λ crit ) yield bad convergence rates (> 0.8). Therefore we are concerned, that in the case of two materi- Table 2 : Maximum error reduction factor for the "Two λ" test case using the "Full" method. 10744 DoF in space. After an initial boost to convergence, the rates remain stable for increasing µ −1 2 . Again λ crit appears to be located between 0.06125 and 0.125. als with λ 1 ≤ 2 −5 , λ 2 ≥ 2 3 neither coarsening approach would yield useful convergence rates. Vastly different λ i can also arise during adaptive refinements, where the size of the elements can differ significantly.
For this "Two λ" test case we use mostly the same setup as for the previous test case, but we only investigate the "Full" method, only use 4 uniform refinements, have a maximum of 100 iterations and vary µ −1 ≥ 1 on one of the two subdomains. This has no effect on the minimal λ, as it only increases λ 2 . The minimal λ is again manipulated through changing τ .
We can observe in Table 2 , that only the minimal λ has a notable impact on convergence, while increasing the bigger λ 2 can only improve the convergence rate. With this and previous results [28] our method is one step closer to real applications with varying materials.
Parallel Performance
To investigate the parallel performance of the method, we perform a weak scaling test with respect to time. In contrast to other weak scaling tests we expand the time domain instead of refining it. This is done to keep the degree of anisotropy constant at λ = 0.08, which is allows for instant spatial coarsening. For comparison we also run a test series without spatial coarsening.
• Spatial domain (0, 1) 3 , 7768 DoF • λ crit = 0.15
• Material parameters = 1
• Residual reduction tolerance 10 −10
• SAS smoother
The "Full" method always finished in 12 iterations, while the "Semi-Time" method needed 14 iterations. Without some of the idealizations assumed in the analysis it is very well possible, that the "Full" method has a marginally better convergence rate than the "Semi-Time" method. The corresponding run-times can be observed in Table  3 . The Adjusted Ratio is the ratio of the runtimes multiplied by 14/12 to adjust for the iterations. Table 3 : Weak scaling results in seconds for the "Full" and the "Semi-Time" method. Adjusted ratio is Full/Semi-Time*14/12
We can clearly observe how the "Full" method scales better with barely any increase in computation times in the upper range. The sudden increase around the 16 cores mark can be most likely attributed to the architecture of the cluster with a node size of 16 cores.
It would have been interesting to run the scaling tests on even bigger clusters, where possibly a more severe discrepancy between the two methods would surface.
Conclusion
This paper demonstrates the difficulties in solving the eddy-current equation with a space-time multigrid method using also spatial coarsening. The non-trivial kernel of the curl-operator can be identified as the cause of these problems, and a nodal auxiliary space correction with time integration is devised to restore good convergence rates. This procedure is analogous to the method in [13] , but with an additional time component.
The local Fourier analysis of the original and the modified method confirms the effectiveness of the auxiliary correction, and in fact lead the authors of this paper to devise the auxiliary correction. From the gained insights, we expect similar problems to occur whenever the spatial operator features a non-trivial kernel. Furthermore, we expect other space-time multigrid methods to experience similar problems and to profit from an implementation of the described universal correction (7) . Even multigrid methods without spatial coarsening could benefit from this modification, because it also improves the convergence rates of our pure time-multigrid method.
We proceed to determine convergence rates and λ crit = 0.1 with numerical tests. This result holds for the 3D eddy-current equation and one specific configuration of the method. The coarsening rule passes one basic test for robustness, which involves solving test problems with vastly different local degrees of anisotropy λ i .
We finally demonstrate with the help of weak scaling tests, how spatial coarsening can improve parallel performance.
In conclusion the explored "nodal auxiliary space correction" is a highly useful tool to enhance space-time multigrid methods for the eddy-current equation.
