In this paper, a regularization of Wasserstein barycenters for random measures supported on R d is introduced via convex penalization. The existence and uniqueness of such barycenters is first proved for a large class of penalization functions. The Bregman divergence associated to the penalization term is then considered to obtain a stability result on penalized barycenters. This allows the comparison of data made of n absolutely continuous probability measures, within the more realistic setting where one only has access to a dataset of random variables sampled from unknown distributions. The convergence of the penalized empirical barycenter of a set of n iid random probability measures towards its population counterpart is finally analyzed. This approach is shown to be appropriate for the statistical analysis of either discrete or absolutely continuous random measures. It also allows to construct, from a set of discrete measures, consistent estimators of population Wasserstein barycenters that are absolutely continuous.
Introduction
In this work, we consider the Wasserstein distance W 2 associated to the quadratic cost for the comparison of probability measures (see e.g. [Vil03] for a thorough introduction on the topic of Wasserstein spaces and optimal transport). Let Ω be a convex subset of R d and P 2 (Ω) be the set of probability measures supported on Ω with finite second order moment. As introduced in [AC11] , an empirical Wasserstein barycenter of set of n probability measures ν 1 , . . . , ν n (not necessarily random) in P 2 (Ω) is defined as a minimizer of
W 2 2 (µ, ν i ), over µ ∈ P 2 (Ω).
(1.1)
The Wasserstein barycenter corresponds to the notion of empirical Fréchet mean [Fré48] that is an extension of the usual Euclidean barycenter to nonlinear metric spaces. More generally, by introducing a probability distribution P on the space of probability measures P 2 (Ω), we can define a Wasserstein barycenter µ P of the distribution P as µ P ∈ argmin µ∈P 2 (Ω) P 2 (Ω) W 2 2 (µ, ν)dP(ν).
(1.2)
For a discrete distribution P n = 1 n δ ν i on P 2 (Ω), one has that µ Pn corresponds to the empirical Wasserstein barycenter defined in (1.1). In the setting where ν 1 , . . . , ν n are independent and identically distributed (iid) random probability measures sampled from a distribution P, the barycenter µ P is referred to as the population counterpart of µ Pn .
In this work, for the purpose of obtaining a regularized Wasserstein barycenter, we introduce a convex penalty function E in the optimization problem (1.2) by considering the convex minimization problem min µ∈P 2 (Ω) W 2 2 (µ, ν)dP(ν) + γE (µ) (1.3)
where γ > 0 is a penalization parameter and P is any distribution on P 2 (Ω) (possibly discrete or not). A first contribution of this paper is then to prove the existence and uniqueness of the minimizers of (1.3), called penalized (or regularized) Wasserstein barycenters, for a large class of penalization functions, and to study their stability with respect to the distribution P.
Introducing a penalization term in the definition (1.1) of an empirical Wasserstein barycenter is a way to incorporate some priori knowledge on the behavior of its population counterpart. In particular, we are interested in the case where the dataset at hand is composed of n discrete measures ν p 1 , . . . , ν pn obtained from random observations X = (X i,j ) 1≤i≤n; 1≤j≤p i , (1.4) organized in the form of n experimental units, such that ν p i is defined by
(1.5)
Typically, for each i = 1, . . . , n, the random variables X i,1 , . . . , X i,p i are iid observations in R d generated from an absolutely continuous (a.c.) measure ν i (that is also random). In the paper, absolute continuity is always understood with respect to the Lebesgue measure dx on R d . In this setting, an empirical Wasserstein barycenter of the discrete measures ν p 1 , . . . , ν pn is generally irregular (and even not unique). Moreover, it poorly represents the Wasserstein barycenter of the a.c. measures (ν i ) i=1,...,n (which is unique and smooth as proved in [AC11] ). A second contribution of this paper is then to show that introducing a penalization term in the computation of Wasserstein barycenters of discrete measures allows to construct a consistent estimator of an a.c. population barycenter in the asymptotic setting where both n and min 1≤i≤n p i tend to infinity.
Let us underline that we mainly focus on penalization functions E that enforce the minimizer of (1.2) to be an a.c. measure with a smooth probability density function (pdf). In this case, we propose to control the penalized Wasserstein barycenter in term of the Bregman divergence associated to the penalty function E. Bregman divergences have been proved to be relevant measures of discrepancy between a.c. probability measures (e.g. in information geometry [AN00] ). Their constructions also cover a large range of known divergences for different penalty functions. It is therefore natural to use Bregman divergences to compare penalized empirical Wasserstein barycenters of discrete measures with an a.c. population barycenter. To the best of our knowledge, this has not been considered so far.
Related work in the literature

Contributions and structure of the paper
The results of the paper are organized as follows.
-In Section 2, we introduce the main notations and definitions, and we present a key result called subgradient's inequality on which a large part of the developments in the paper lean.
-In Section 3, we analyze the existence, uniqueness and stability of penalized Wasserstein barycenters (1.3) for various penalty functions E, any parameter γ > 0 and for either a discrete distribution P n supported on P 2 (Ω) or its population counterpart P. We also prove a stability result allowing to compare the case of data made of n a.c. probability measures ν 1 , . . . , ν n , with the more realistic setting where we have only access to a dataset of random variables as in (1.4).
-In Section 4, we derive convergence properties of empirical penalized barycenters toward their population counterpart in the asymptotic setting where the number of measures n tends to infinity. These convergence results are obtained with respect to the Bregman divergence associated to the penalization function of the minimization problem (1.3).
In this context, we demonstrate that the bias term (as classically referred to in nonparametric statistics) converges to zero when γ → 0. We also show (for d = 1 and with additional regularity assumptions for d ≥ 2) that the variance term converges to 0 when γ = γ n is let going to zero and lim n→∞ γ 2 n n = +∞. -In Section 5, we conclude the paper by a discussion on the consistency of our approach when the data at hand are discrete measures as in (1.5).
-The proofs of the main results are gathered in Appendix A.
Finally, it should be mentioned that the computational aspects on the numerical approximation of penalized Wasserstein barycenter (as introduced in this work) are the subject of the companion paper [BCP18] , where we also tackle the issue of choosing the regularization parameter γ in (1.3). In [BCP18] , we also discuss the consistency of smooth Wasserstein barycenters as proposed in [CD14] using entropically regularized optimal transport.
Definitions, notation and first results
Wasserstein distance, Kantorovich's duality and Wasserstein barycenters
For Ω a convex subset of R d , we denote by M(Ω) the space of bounded Radon measures on Ω and by P 2 (Ω) the set of probability measures over (Ω, B(Ω)) with finite second order moment, where B(Ω) is the σ-algebra of Borel subsets of Ω. In particular, P 2 (Ω) ⊂ M(Ω).
where the infimum is taken over all probability measures π on the product space Ω × Ω with respective marginals µ and ν.
The well known Kantorovich's duality theorem leads to another formulation of the Wasserstein distance. thm 2.2 (Kantorovich's duality). For any µ, ν ∈ P 2 (Ω), one has that
where C W is the set of all measurable functions
for µ-almost every x ∈ Ω and ν-almost every y ∈ Ω.
For a detailed presentation of the Wasserstein distance and Kantorovich's duality, we refer to [Vil03, Vil08] . For µ, ν ∈ P 2 (Ω), we denote by π µ,ν an optimal transport plan, that is a solution of (2.1) satisfying
achieving the supremum in (2.2) (under the constraint φ µ,ν (x)+ψ µ,ν (y) ≤ |x− y| 2 ) stands for the optimal couple in the Kantorovich duality formulation of the Wasserstein distance between µ and ν.
Penalized barycenters of a random measure
Throughout the paper, we use bold symbols ν, X, f , . . . to denote random objects. A probability measure ν in P 2 (Ω) is said to be random if it is sampled from a distribution P on (P 2 (Ω), B (P 2 (Ω)), where B (P 2 (Ω)) is the Borel σ-algebra generated by the topology induced by the distance W 2 . Then, we introduce a Wasserstein distance between distributions of random measures (see [LGL16] and [ÁEdBCAM15] for similar concepts), and the notion of Wasserstein barycenter of a random probability measure ν. Definition 2.3. Let W 2 (P 2 (Ω)) be the space of distributions P on P 2 (Ω) (endowed with the Wasserstein distance W 2 ) such that for some (thus for every) µ ∈ P 2 (Ω)
where ν ∈ P 2 (Ω) is a random measure with distribution P and δ µ denotes the Dirac measure at point µ. The Wasserstein barycenter of a random probability measure with distribution P ∈ W 2 (P 2 (Ω)) is defined as a minimizer of
(2.4)
Thanks to the results in [LGL16] , there exists a minimizer of (2.4), and thus the notion of Wasserstein barycenter of a random probability measure is well defined. As explained before, our goal is to study a penalized version of this barycenter. Hence, throughout the paper the following assumptions are made on the penalizing function E. Assumption 2.1. A penalizing function E : P 2 (Ω) → R + is a proper and lower semicontinuous function (for the Wasserstein distance W 2 ) that is strictly convex on its domain
(2.5)
In this paper, we will often rely on the class of relative G-functionals (see Chapter 9, Section 9.4 of [AGS08] ) defined below.
Definition 2.4. The relative G-functional with respect to (w.r.t) a given positive measure λ ∈ M(Ω) is the function E : P 2 (Ω) → R + defined by It is of interest to use the negative entropy as a penalizing function when one has only access to discrete observations, that is in the setting where each ν i is a discrete measure of the form (1.5). Indeed in this case, the resulting Wasserstein barycenter minimizing (1.1) will not necessary be a.c. (unless it it penalized) whereas we are interested in recovering a density from discrete measures.
Penalized Wasserstein barycenters of a random measure ν ∈ P 2 (Ω) are then defined as follows.
Definition 2.5. Let E be a penalizing function satisfying Assumption 2.1. For a distribution P ∈ W 2 (P 2 (Ω)) and a penalization parameter γ ≥ 0, the functional J
(2.8)
If it exists, a minimizer µ γ P of J γ P is called a penalized Wasserstein barycenter of the random measure ν with distribution P.
In particular, if P is the discrete (resp. empirical) measure defined by
(2.9)
Note that J γ P is strictly convex on D(E) by Assumption 2.1.
Subgradient's inequality
In order to analyze the stability of the minimizers of J γ P with respect to the distribution P, the notion of Bregman divergence related to a sufficiently smooth penalizing function E will be needed. To simplify the presentation, we shall now restrict our analysis to relative G-functionals (2.6).
Definition 2.6 (Subgradient). Let J : P 2 (Ω) → R be a convex, proper and lower semicontinuous function. Any subgradient ξ ∈ ∂J(µ) of J at µ ∈ D(J) satisfies the inequality
and the linear form in the right-hand side of (2.10) is understood as
If the function is differentiable, then the subdifferential ∂J(µ) is a singleton, and thus we have
In what follows, we will consider subgradients for two different purposes: (i) to define a Bregman divergence with respect to E and (ii) to obtain the main result of this section that involves subgradient of the Wasserstein distance. Proposition 2.1. Let E be a smooth relative G-functional. We denote by ∇E(µ) the subgradient of E at µ ∈ D(E) taken as
Definition 2.8 (Bregman divergence). Let E be a smooth relative G-functional. For µ, ν ∈ D(E) ⊂ P 2 (Ω) the (symmetric) Bregman divergence related to E is defined by
rmq 2.9. More generally, the Bregman divergence between µ and ν related to a convex functional J :
To illustrate the above definitions, let us assume that λ is the Lebesgue measure dx, and consider two a.c. measures µ = µ f and ν = ν g with density f and g. An example of a smooth relative G-functional is the case where 
and the Bregman divergence is the symmetrized Kullback-Leibler divergence
where
Then, a key result to study the stability of penalized Wasserstein barycenters with respect to the distribution P is stated below. It involves a subgradient φ of the Wasserstein distance. As detailed in the proof given in the Appendix A.1, this subgradient corresponds to the Kantorovich potential introduced in Theorem 2.2. thm 2.11 (Subgradient's inequality). Let E be a smooth relative G-functional and thus satisfying Assumption 2.1. Let ν be a probability measure in P 2 (Ω), and define the functional
3 Existence, uniqueness and stability of penalized barycenters
In this section, we present some properties of the minimizers of the functional J γ P defined in (2.5) in terms of existence, uniqueness and stability.
Existence and uniqueness
We first sconsider the minimization problem (2.8) in the particular setting where P is a discrete distribution on P 2 (Ω). That is, we study the problem
where The proof of Theorem 3.1 is given in the Appendix A.2. Thanks to this result, one may impose the penalized Wasserstein barycenter µ γ Pn to be a.c. on Ω by choosing a penalization function E with value +∞ outside of the space of a.c. distributions. For this choice, (3.1) becomes a problem of minimization over a set of pdf.
The existence and uniqueness of (2.8) can now be shown in a general case. Since any probability measure in P ∈ W 2 (P 2 (Ω)) can be approximated by a sequence of finitely supported measures P n (see Theorem A.3 in Appendix A.2), we can lean on Theorem 3.1 for the proof of the following result, which is also detailed in the Appendix A.2. thm 3.2. Let P ∈ W 2 (P 2 (Ω)). Suppose that Assumption 2.1 holds and that γ > 0. Then, the functional J γ P defined by (2.8) admits a unique minimizer.
Stability
When γ > 0, we now study the stability of the minimizer of J γ P with respect to discrete distributions P and the symmetric Bregman divergence d E (2.11) associated to a smooth relative G-functional E. Set ν 1 , . . . , ν n ∈ P 2 (Ω) and η 1 , . . . , η n ∈ P 2 (Ω). We denote by P ν n (resp. P η n ) the discrete measure
thm 3.3. Let E be a smooth relative G-functional thus satisfying Assumption 2.1 and Ω
defined by (3.1). Then, the symmetric Bregman divergence associated to E can be upper bounded as follows
where S n is the permutation group of the set {1, . . . , n}, and diam(Ω) stands for the diameter of Ω.
The proof of Theorem 3.3 is given in Appendix A.3. To better interpret the upper bound (3.2), we need the notion of Kantorovich transport distance T W 2 on the metric space (P 2 (Ω), W 2 ), see [Vil03] . For P, Q ∈ W 2 (P 2 (Ω)) endowed with the Wasserstein distance W 2 , we have that
where the minimum is taken over all probability measures Π on the product space P 2 (Ω) × P 2 (Ω) with marginals P and Q. Since P ν n and P η n are discrete probability measures supported on P 2 (Ω), it follows that the upper bound (3.2) in Theorem 3.3 can also be written as (by Birkhoff's theorem for bi-stochastic matrices, see e.g. [Vil03] )
Hence the above upper bound means that the Bregman divergence between the penalized Wasserstein barycenters µ ν and µ η is controlled by the Kantorovich transport distance between the distributions P ν n and P η n .
Discussion on the stability Theorem
Theorem 3.3 is of particular interest in the setting where the ν i 's and η i 's are discrete probability measures on R d . If we assume that
where computing W 2 becomes an assignment task through the estimation of permutations σ and λ. Theorem 3.3 is also useful to compare the penalized Wasserstein barycenters respectively obtained from data made of n a.c. probability measures ν 1 , . . . , ν n and from their empirical counterpart
..,p i are iid and generated from ν i . Denoting asμ γ n,p the random density satisfyinĝ
it follows from inequality (3.2) that
This result allows to discuss the rate of convergence (for the squared symmetric Bregman divergence) ofμ
as a function of the rate of convergence (for the squared Wasserstein distance) of the empirical measure ν p i to ν i for each 1 ≤ i ≤ n (in the asymptotic setting where p = min 1≤i≤n p i is let going to infinity).
As an illustrative example, in the one-dimensional case d = 1 and for absolutely continuous measures, one may use Theorem 5.1 in [BL14] , to obtain that
where f i is the pdf of ν i , and F i denotes its cumulative distribution function. Therefore, provided that K(ν i ) is finite for each 1 ≤ i ≤ n, one obtains the following rate of convergence ofμ
Rate of convergence in W 2 distance between a discrete measure and its empirical counterpart are also given in one-dimension in [BL14] . When the measures ν 1 , . . . , ν n are supported on R d with d ≥ 2, we refer to the discussion in Section 5 which uses the results in [FG15] on the rate of convergence of an empirical measure in Wasserstein distance to derive rates of convergence
Convergence properties of penalized empirical barycenters
In this section, we study for Ω ⊂ R d compact the convergence of the penalized Wasserstein barycenter of a set ν 1 , . . . , ν n of independent random measures sampled from a distribution P towards a minimizer of J 0 P , i.e. a population Wasserstein barycenter of the probability distribution P ∈ W 2 (P 2 (Ω)). Throughout this section, it is assumed that E is a smooth relative G-functional so that it satisfies Assumption 2.1. We first introduce and recall some notations.
Definition 4.1. For ν 1 , . . . , ν n iid random measures in P 2 (Ω) sampled from a distribution P ∈ W 2 (P 2 (Ω)), we set P n = 1 n n i=1 δ ν i . Moreover, we use the notation (with γ > 0) In what follows, we discuss some convergence results on the penalized Wasserstein barycenters µ γ P as γ tends to 0 and µ γ Pn as n tends to +∞. To this end, we will need tools borrowed from the empirical process theory (see [VDVW96] ). Definition 4.3. Let F = {f : U → R} be a class of real-valued functions defined on a given set U , endowed with a norm · . An envelope function F of F is any function u → F (u) such that |f (u)| ≤ F (u) for every u ∈ U and f ∈ F. The minimal envelope function is u → sup f |f (u)|. The covering number N (ǫ, F, · ) is the minimum number of balls { g − f < ǫ} of radius ǫ and center g needed to cover the set F. The metric entropy is the logarithm of the covering number. Finally, we define
where the supremum is taken over all discrete probability measures Q supported on U with F) is essentially the integral of the square root of the metric entropy along the radius of the covering balls of F.
The proof of the following theorems are given in Appendix A.4. 
Convergence of µ
where D E is the non-symmetric Bregman divergence defined by
Convergence of µ γ
Pn towards µ γ P
We establish a general result about the convergence to zero of
) that is referred to as the variance term. Complementary results on the rate of convergence of this variance term are then given. These additional results are shown to be useful to obtain a data-driven choice for the regularization paper γ as detailed in the companion paper [BCP18] where we provide numerical experiments illustrating the use of penalized Wasserstein barycenters for data analysis. 
We can actually provide a rate of convergence for this variance term which deeply depends on compactness properties of the space of measures considered in the minimization problem (3.1). To this end, we introduce the class of functions
where C is a positive constant depending on Ω, H is an envelope function of H and I(1, H) is defined in (4.4).
To complete this result in a satisfying way, one needs to prove that I(1, H) is bounded, which depends on the rate of convergence of the metric entropy towards infinity as the radius ǫ of the covering balls tends to zero.
The one-dimensional case Studying the metric entropy of the class H boils down to studying the metric entropy of the space (P 2 (Ω), W 2 ). By approximating each measure by discrete ones, this corresponds to the metric entropy of the space of discrete distributions on Ω, which is of order 1/ǫ d where d is the dimension of Ω assumed to be compact (see e.g. [Ngu13] ). The term I(1, H) appearing in (4.7) is thus finite in the one dimensional case. thm 4.7. If Ω is a compact subset of R, then there exists a finite constant C > 0 such that
The d-dimensional case with additional penalization. In the case d ≥ 2, the class of functions H = {h µ : µ ∈ P 2 (Ω)} is too large to control the metric entropy and to have a finite value for I(1, H). To tackle this issue, we impose more smoothness on the penalized Wasserstein barycenter. More precisely, we assume that Ω is a smooth and uniformly convex set, and for a smooth relative G-functional with reference measure λ = dx (that we denote by E G ) we choose the penalizing function
where · H k (Ω) denotes the Sobolev norm associated to the L 2 (Ω) space and α > 0 is arbitrarily small. Remark that we could choose a linear combination with different weights for the relative G-functional and the squared Sobolev norm. Then, the following result holds. 
Discussion
In order to sum up the different results, let us consider the setting of Subsection 3.3. More precisely, assume that P ∈ W 2 (P 2 (Ω)) is a distribution which gives mass one to the set of a.c. measures (with respect to the Lebesgue measure dx). Hence, thanks to Remark 4.2, there exists a unique population Wasserstein barycenter µ 0 P which is an a.c. measure. We also assume that Ω is a compact and uniformly convex set with a C 1 boundary. Now, let ν 1 , . . . , ν n be iid random measures sampled from P. For each 1 ≤ i ≤ n, suppose that, conditionally on ν i , we are given a sequence X i,1 , . . . , X i,p i of iid observations in R d sampled from the measure ν i . Recall the notation 
with the following penalizing functional defined for any arbitrarily small α > 0
For two a.c. measures µ = µ f and ν = ν g with density f and g, it is easily seen that the symmetric and non-symmetric Bregman divergences related to E satisfy
Let us now discuss the convergence of the measureμ γ n,p towards µ 0 P with respect to the squared L 2 (Ω) distance between their respective densitiesf γ n,p and f 0 P , when both n and p tend to infinity and γ tends to 0. To this end, it is necessary to assume that f 0 P ≥ α, and we consider the decomposition
Then, we gather the results on the stability Theorem 3.3 combined with Theorem 1 in [FG15] , Theorem 4.6 (convergence of the variance term) and Theorem 4.4 (convergence of the bias term) to prove the convergence to zero of the three terms in the right-hand side of the above inequality.
Stability term Recall that by inequality (3.3) one has that
For each 1 ≤ i ≤ n and conditionally on ν i , the convergence to zero of E W 2 2 (ν i , ν p i ) as p i tends to infinity can be controlled using the results in [FG15] . For instance, if the measure ν i has a moment of order q > 4 then, by Theorem 1 in [FG15] , it follows that there exists a constant C q,d > 0 (depending only on q and d) such that
provided that d < 4, and where M q (ν i ) = Ω |x| q dν i (x). Hence, under such assumptions on q and d, it follows that
Finer results on the convergence rate of E W 2 2 (ν i , ν p i ) in dimension 2 can also be found in [AST18] and [AG18] .
Variance term By Theorem 4.6 , one obtains that
E d 2 E µ γ P ν n , µ γ P ≤ C γ 2 n .
Bias term By Theorem 4.4, lim
γ→0 D E (µ γ P , µ 0 P ) = 0. Let us finally assume that the distribution P is such that E M 2/(ν 1 ) < +∞. Therefore, under the various assumptions made in this discussion, and by combining the above results, the expected squared L 2 (Ω) error E f 
A Proofs of the paper
A.1 Proof of the subgradient's inequality
The proof of Theorem 2.11 is based on the two succeeding lemmas.
Lemma A.1. The two following assertions are equivalent:
1. µ ∈ P 2 (Ω) minimizes J over P 2 (Ω),
there exists a subgradient
Proof of Lemma A.1. 2 ⇒1. Let φ ∈ ∂J(µ) such that φ, η − µ ≥ 0 for all η ∈ P 2 (Ω). By definition of the subgradient, ∀ η ∈ P 2 (Ω), we have J(η) ≥ J(µ) + φ, η − µ which is greater than J(µ) by assertion. Hence µ minimizes J. 1 ⇒2. Take µ ∈ int(dom J) (that is J(µ) < +∞) such that µ is a minimum of J over P 2 (Ω). Then the directional derivative of J at the point µ along (η − µ) exists (Proposition 2.22 in [Cla13] ) and satisfies
Remark that P 2 (Ω) is a convex set. By Proposition 4.3 of [Cla13] , since J is a proper convex function and µ ∈ dom(J), we obtain the equivalence
Moreover, since J is proper convex and lower semi-continuous, so is J ′ (f ; ·). Given that P 2 (Ω) is a Hausdorff convex space, we get by Theorem 7.6 of [AB06] , that for all (η − µ) ∈ P 2 (Ω), J ′ (µ; η − µ) = sup{ φ, η − µ where φ is such that φ, ∆ ≤ J ′ (µ; ∆), ∀∆ in P 2 (Ω)}.
Hence by (A.1) we get sup
φ, η − µ ≥ 0. We then define the ball B ǫ = {η + µ ∈ M(Ω) such that η T V ≤ ǫ}, where · T V is the norm of total variation. We still have
Note that ∂J(µ) in a convex set. Moreover B ǫ ∩ P 2 (Ω) is compact, and (φ, η) → φ, η − µ is bilinear. Thus we can switch the infimum and the supremum by the Ky Fan's theorem (4.36 in [Cla13] ). In that way, there exists φ ∈ ∂J(f ) such that inf
By convexity of P 2 (Ω), any ζ ∈ P 2 (Ω) can be written as t(η − µ) + µ for some t ≥ 0 and η ∈ B ǫ ∩ P 2 (Ω). This concludes the proof of the lemma.
We also need the following lemma which follows from Proposition 7.17 in [San15] .
Lemma A.2. Let µ ∈ P 2 (Ω) and φ ∈ L 1 (µ), then
From these lemmas, we directly get the proof of Theorem 2.11.
Proof of Theorem 2.11. Let µ ∈ P 2 (Ω) be a minimizer of J. From Lemma A.1, we know that there exists φ a subgradient of J in µ such that φ, η − µ ≥ 0 for all η ∈ P 2 (Ω).
is a continuous convex function and µ minimizes J, we have by the subdifferential of the sum (Theorem 4.10 in [Cla13] ) that
. This implies that all φ ∈ ∂J(µ) is written φ = φ 1 + φ 2 with φ 1 = φ µ,ν optimal for the couple (µ, ν) (by Lemma A.2) and φ 2 = γ∇E(µ). Finally, we have that 
A.2 Proof of existence, uniqueness and stability of penalized barycenters
where Sf (x) = inf y∈Ω { 1 2n |x − y| 2 − f (y)}. Since the function x → |x| α (with 1 < α < 2) belongs to Z, we have that R d |x| α dµ k (x) is bounded by a constant L ≥ 0 for all k. We deduce that (µ k ) k is tight (for instance, take the compact K c = {x ∈ Ω such that |x| α > L ǫ }). Since (µ k ) k is tight, by Prokhorov's theorem, there exists a subsequence of (µ k ) k (still denoted (µ k ) k ) which weakly converges to a probability measure µ. Moreover, one can prove that µ ∈ P 2 (Ω). Indeed for all lower semicontinuous functions bounded from below by f , we have that lim
k→∞ Ω |x| 2 dµ k (x) < +∞, and thus µ ∈ P 2 (Ω). Let (π k i ) 1≤i≤n,1≤k be a sequence of optimal transport plans where π k i is an optimal transport plan between µ k and ν i . Since sup k W 2 2 (µ k , ν i ) = sup k Ω×Ω |x − y| 2 dπ k i (x, y) < +∞, we may apply Proposition 7.1.3 of [AGS08] : (π k i ) k is weakly relatively compact on the probability space over Ω × Ω and every weak limit π i is an optimal transport plan between µ and ν i with, for all 1
Since E is lower semicontinuous, we get that
Hence J γ Pn admits at least µ ∈ P 2 (Ω) as a minimizer. Finally, by the strict convexity of J γ Pn on its domain, the minimizer is unique and it belongs to D(E) as defined in (2.5), which completes the proof.
Proof of Theorem 3.2. First, let us prove the existence of a minimizer. For that purpose, we decide to follow the sketch of the proof of the existence of a Wasserstein barycenter given by Theorem 1 in [LGL16] . We suppose that (P n ) n≥0 ⊆ W 2 (P 2 (Ω)) is a sequence of measures, such that µ n ∈ P 2 (Ω) is a probability measure minimizing J γ Pn , for all n. Furthermore, we suppose that there exists P ∈ W 2 (P 2 (Ω)) such that W 2 (P, P n ) −→ n→+∞ 0. We then have to prove that (µ n ) n≥1 is precompact and that all limits minimize J γ P . We denoteμ a random measure with distribution P andμ n a random measure with distribution P n . Hence we get
0 and P ∈ W 2 (P 2 (Ω)) by hypothesis. By Markov inequality, we have
r 2 . Hence (µ n ) n is tight: it is possible to extract a subsequence (still denoted (µ n )) which converges weakly to a measure µ by Prokhorov's theorem. Let us show that µ minimizes J γ P . Let η ∈ P 2 (Ω) and ν ∈ P 2 (Ω) with distribution P.
Moreover, we have by the inverse triangle inequality that
First, W 2 (P, P n ) → 0 by assumption. Second, we have that
Thus from (A.2) and by lower semicontinuity of E, we conclude that
To finish the proof of the existence of a minimizer, we need the following result whose proof can be found in [LGL16] . thm A.3. For all P ∈ W 2 (P 2 (Ω)), there is a sequence of finitely supported distributions P n (that is
Now, by Theorem A.3 it follows that for a given distribution P, one can find a sequence of finitely supported distributions P n such that for all n there exists a unique measure µ n ∈ P 2 (Ω) minimizing J γ Pn using Theorem 3.1 and such that W 2 2 (P n , P) −→ n→+∞ 0 thanks to Theorem A.3.
Therefore there is a probability measure µ which minimizes J γ P . Let us make sure that µ is indeed in the space P 2 (Ω). From Theorem 3.1, we also have that µ n ∈ P 2 (Ω) for all n. Thus by weak convergence, Ω |x| 2 dµ(x) ≤ lim inf n→+∞ Ω |x| 2 dµ n (x) < +∞. Finally, the uniqueness of the minimum is obtained by the strict convexity of the functional µ → E P (W 2 2 (µ, ν)) + γE(µ) on the domain D(E), which completes the proof.
A.3 Proof of the stability Theorem 3.3
Proof of Theorem 3.3. We denote by µ, ζ ∈ P 2 (Ω) the probability measures such that µ minimizes J 
where for all i = 1, . . . , n, φ i = φ µ,ν i is optimal in the sense that (φ µ,ν i , ψ µ,ν i ) is an optimal couple associated to (µ, ν i ) in the Kantorovich formulation of the Wasserstein distance (see Theorem 2.2). Therefore by Lemma A.1, there
Following the proof of Kantorovich duality's theorem in [Vil03] , we can restrict the supremum over (φ, ψ) ∈ C W in Kantorovich's duality Theorem 2.2 to the admissible pairs (φ cc , φ c ) where
where π µ,ν i is an optimal transport plan on Ω × Ω with marginals µ and ν i for i ∈ {1, . . . , n} (and π ζ,η i optimal with marginals ζ and η i ). Developing the right-hand side expression in the above inequality, we get
From the condition (2.3) in the Kantorovich's dual problem, we have that
For all 1 ≤ i ≤ n, we have that (φ µ,ν i ) c and (
by the Kantorovich-Rubinstein theorem presented in [Vil03] , while the last inequality above comes from Hölder inequality between the distance W 2 and the distance W 1 defined for θ 1 , θ 2 (probability measures on Ω with moment of order 1) as
where π is a probability measure on Ω × Ω with marginals θ 1 and θ 2 . Since µ and ζ are independent, we can assign to ν i any η σ(i) for σ ∈ S n the permutation group of {1, . . . , n}
, which completes the proof.
A.4 Proof of convergence properties
Convergence of µ γ P towards µ 0 P Proof of Theorem 4.4. By Theorem 2.1.(d) in [Bra06] , J γ P Γ-converges to J 0 P in 2-Wasserstein metric. Indeed for every sequence (µ γ ) γ ⊂ P 2 (Ω) converging to µ ∈ P 2 (Ω),
by lower semicontinuity of J γ P with respect to the W 2 metric. Moreover, there exists a sequence (µ γ ) γ converging to µ (for instance take (µ γ ) γ constant and equal to µ) such that lim
One can also notice that J γ P : P 2 (Ω) → R is equi-coercive: for all t ∈ R, the set {ν ∈ P 2 (Ω) such that J γ P (ν) ≤ t} is included in a compact K t since it is closed in the compact set P 2 (Ω) (by compactness of Ω). Therefore, we can apply the fundamental theorem of Γ-convergence (Theorem 2.10 in [Bra06] ) in the metric space (P 2 (Ω), W 2 ) to obtain the first statement of Theorem 4.4.
Let us now use this result to prove the convergence in non-symmetric Bregman divergence of µ γ P under the assumption that the population Wasserstein barycenter is unique. By definition (4.2) of µ γ P , we get that
and by definition (4.3) of µ 0 P , one has that W 2 2 (µ
Therefore, one has that E(µ γ P ) − E(µ 0 P ) ≤ 0 and thus, by definition (4.5) of the non-symmetric Bregman divergence, it follows that
Since ∇E(µ 0 P ) is assumed to be a continuous function on the compact set Ω, the above inequality and the fact that lim Proof of Theorem 4.5. We denote by C a universal constant whose value may change from line to line. From the subgradient's inequality (2.12) and following the same process used in the proof of the stability's Theorem 3.3, we have that, for each ν i , i = 1, . . . , n, there exists
,ν i integrable with respect to µ γ Pn (x)dx such that for all η ∈ P 2 (Ω):
By applying once again the subgradient's inequality, we get
Let us explicit the form of a subgradient φ ∈ ∂J γ P (µ γ P ) using again the Theorem of the subdifferential of a sum. We have that µ → W 2 2 (µ, ν) is continuous for all ν ∈ P 2 (Ω). Moreover by symmetry, ν → W 2 2 (µ, ν) is measurable for all µ ∈ P 2 (Ω) and W 2 2 (µ, ν) ≤ |x − y| 2 dµ(x)dν(y) ≤ 2 |x| 2 dµ(x) + 2 |y| 2 dν(y) ≤ C is integrable with respect to dP(ν). Hence, by the Theorem of continuity under integral sign, we deduce that µ → E[W 2 2 (µ, ν)] is continuous. Thus we can manage the subdifferential of the following sum and one has that ∂J
, where ν is still a random measure with distribution P. Also the Theorem 23 in [Roc74] 
We sum up as
In the sequel, to simplify the notation, we use µ := µ γ Pn and η := µ γ P . Therefore thanks to (A.4) and (A.5)
We would like to switch integrals of the two last terms. In that purpose, we use that W 2 2 (η, ν)dP(ν) < +∞, since P ∈ W 2 (P 2 (Ω)).
, we also have that φ η,ν (x)dη(x)dP(ν) < +∞. Since x → φ η,ν (x) and ν → φ η,ν (x) are measurables, we obtain by Fubini's theorem
. By the same tools, since
Therefore, by the dual formulation of Kantorovich, we have that
where π µ,ν i and π η,ν are optimal transport plans for the Wasserstein distance. Also, φ µ,ν i and φ η,ν verify the Kantorovich condition, that is
Next, the trick is to write y) . Thus, by using the equalities (A.7), (A.8) and the inequalities (A.9) and (A.10), the result (A.6) becomes
(A.11)
We denote
and the previous inequality (A.11) finally writes
(A.14)
Taking the expectation with respect to the random measures, (A.14) implies
The first term related to µ γ P n is easy to handle, since for i = 1, . . . , n the random variables
,ν i (x, y) are independent and identically distributed. From the law of large numbers, we can notice that S n µ γ P −→ 0 almost surely when n → +∞. In particular, we observe that
Let us now study E(|S n µ γ Pn | 2 ) thanks to the empirical process theory. We recall that the class of functions H on P 2 (Ω) is defined as
ant its associated norm is G H := sup h∈H |G(h)| where G : H → R.
Therefore we obtain
We define the envelope function of H by
which is integrable with respect to P by compacity of Ω. Let then H M be the class of functionsh µ := h µ 1 H≤M when h µ ranges over H. By the triangle reverse inequality, we have
(Ω)} is compact. Then from Borel-Lebesgue, we deduce that log N (ε, H M , L 1 (P n )) can be bounded from above by a finite number which does not depend on n. Theorem 2.4.3 in [VDVW96] allows us to conclude that |S n µ γ Pn | tends to 0 almost surely. By the mapping theorem, |S n µ γ Pn | 2 also tends to 0 a.s. Since it is bounded by a constant dependant only on the diameter of Ω, we have that it is bounded by an integrable function. By the theorem of dominated convergence, we get
Rate of convergence between µ γ
Pn and µ γ P In order to achieve a rate a convergence, we will need existing results on the notion of bracketing number defined below. G n H where G n (h) = √ n(P n − P)(h). We obtain
We then use the following Theorem 2.14. Proof of the Theorem 4.7. We assume here that Ω ⊂ R compact. It remains to study the term I(1, H) defined in (4.4) for H in (A.17). By the triangle reverse inequality, we have
Then, from Theorem 2.7.11 in [VDVW96] , and since Theorem 4 in [KT59] allows us to bound the metric entropy by the bracket entropy, we get
Also, for d = 1, we have
where F − µ is the quantile function of the cumulative distribution function F µ of µ. We denote by G = {F − µ , µ ∈ P 2 (Ω)} the class of quantile functions of probability measures µ in P 2 (Ω), which are monotonic functions. Moreover, we can observe that .7) is finite for H = {h µ : ν ∈ P 2 (Ω) → W 2 2 (µ, ν) ∈ R; µ ∈ D(E)}, which yields the result of Theorem 4.8 by finally following the arguments in the proof of Theorem 4.7 and since d E G ≤ d E .
