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ABSTRACT
Environmental sensor networks enable researchers to collect data at an impressive order of
magnitude, both temporally and spatially. Without effective sampling logic, these powerful
tools can produce an overwhelming quantity of data that may not capture the most valuable
information for scientific discovery. To address this issue, this research expands the definition
of a “hot moment”, a term previously used to describe times of high biogeochemical activity,
to include periods of elevated signal complexity, which is when dense data collection is most
needed. Under this new definition, an indicator for hot moment identification is developed.
Using this indicator as a performance metric, a family of frequency-based adaptive sam-
pling models are developed that operate at different network scales. These algorithms make
use of the Nyquist-Shannon sampling theorem, a fundamental contribution from the field of
signal processing, and take advantage of the resource (energy, bandwidth, computation) and
information advantages specific to the local (sensor), regional (base station), and global (the
Cloud, i.e. distributed computing clusters across the network) network scales.
The models are tested over historical soil moisture data. Results indicate substantial
advantages to adaptive sampling relative to traditional fixed-rate (uniform) sampling in
both data reduction and improved sampling over hot moments.
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Chapter 1
Introduction
Environmental sensor networks (ESNs) are invaluable for high quality data collection but
pose significant challenges. Many of these challenges are associated with data management,
such as curation and the need for a greater information technology skill set [15]. A more
philosophical issue may be that ESNs allow high volume data acquisition and expose re-
searchers to the challenges of using big data for science, such as inadvertently altering the
representativeness of sample sets and accepting the spurious structures that inevitably arise
in large data sets [3, 16]. Control mechanisms that maximize sample quality for a given level
of network efficiency are a viable solution to many aspects of these problems.
This research focuses on adaptive models that aggressively sample during periods of
elevated signal activity. Such periods are referred to as “hot moments”, a term generalized
from [14, 19, 20], who have used it in reference to heightened periods of chemical reactivity.
The models discussed are especially relevant to environmental sensor networks that have
nodes located at multiple scales, such as field sensors, regional aggregation points, and
cloud-based global models. Due to the case study data being composed of a small number of
sensors, adaptive sampling in this paper refers to varying the period between sample times
rather than the spatial location of sensors; future research will combine these approaches
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with spatial optimization.
Adaptive sampling models generally share the common feature of attempting to set the
sampling rate based on historic observations. Some models accomplish this while restricted
to state space (i.e. the signal as a function of time), while others make use of the frequency
domain. The adaptive component of these models may be in terms of the observations used or
a prediction-feedback control structure. Feizi et al. describe several state space models that
set the time interval between samples based on recent observations. These models, which
were tested over randomly generated signals, substantially outperformed uniform sampling
in terms of average sampling rate and reconstruction error of the underlying signal stream
[5]. Marbini and Sacks present an elegant framework for state prediction-based adaptive
sampling with feedback control [13]. Their example implementation is based on linear pre-
diction and was evaluated over generated cyclic data. Jain and Chang present an adaptive,
resource-aware feedback control model using Kalman Filter estimation of error [10]. Their
results, based again on randomly generated signals, suggest resource conservation (band-
width) and reconstruction error advantages over uniform sampling. Law et al. used a time
series approach based on Box-Jenkins methodology to both reduce the volume of samples
and improve reconstruction error over different environmental data, including temperature,
humidity, and wind speed [12]. One algorithm was shown to reduce sample volume by up to
49%.
Frequency-based methods use Fourier analysis to increase the sampling rate in response
to greater signal complexity. The Nyquist-Shannon sampling theorem, which defines the
maximum frequency necessary to perfectly reconstruct a signal, is fundamental to frequency-
based methods [18]. This theorem is also the foundation of the algorithms developed in this
2
research and will be discussed in detail in Section 2.3. Despite the volume of literature from
signal processing on frequency-based sampling, few papers seem to make use of the Nyquist-
Shannon sampling theorem for adaptive sensor network control. One notable exception is
Alippi et al., who used a frequency-based approach combined with change point detection
to reduce unnecessary rate changes [1]. Their application to snowpack stability monitoring
yielded a 79% reduction in sampling.
The first contribution of this research is in the development of a set of frequency-based
adaptive sampling algorithms that operate at different network scales. These algorithms
apply the Nyquist-Shannon sampling theorem to the local (sensor level) and regional (base
station) scales. A third model incorporates global scale information in the form of weather
forecasts into the regional model. A second contribution is the development of a hot moment
definition that includes the concept of signal complexity. With this broader definition, a
performance metric is developed to measure an algorithm’s ability to extract samples during
hot moments. This metric is a deviation from typical proxies for sample quality used in
previous research, such as reconstruction error, and changes the focus of adaptive control
from replication of an underlying signal to the capturing of samples during hot moments. The
algorithms are tested over historical soil moisture data obtained from the Energy Biosciences
Institute located on the South Farms of the University of Illinois at Urbana-Champaign.
Analysis of performance will be covered in Section 3.4.
3
Chapter 2
Methodology
This chapter explains the fundamental concepts and technologies used to implement adaptive
sampling with hot moments in an environmental sensor network. The methodology is divided
into two steps, shown in Figure 2.1.
Figure 2.1: Components of the methodology.
The first step develops the sampling mechanisms from theory to algorithm. In Section 2.3,
the Nyquist-Shannon sampling theorem is defined through an example. With the sampling
theorem, three adaptive sampling algorithms are then described in Section 2.4.
The second step defines and implements metrics to evaluate the models. In Section 2.1, an
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indicator is developed to extract hot moments from large datasets where visual identification
would be impractical. Two performance metrics are defined in Section 2.2. The first metric
describes sampling efficiency, while the second captures sampling ability over hot moments.
2.1 An Indicator for Hot Moment Identification
To identify hot moments in a consistent, efficient, and reproducible manner, an indicator
was constructed. It works by calculating the total signal power over a rolling window of
observations. Total signal power is defined as the sum of the power spectrum coefficients
produced from discrete Fourier transform.
As an example, consider Figure 2.2. In the upper portion of the figure is a simulated
autoregressive signal with discrete positive jumps, similar in many ways to the dynamics of
soil moisture over multiple wetting-drying periods. The lower portion of the figure shows
the total signal power over the previous eight observations of the signal. Eight was chosen
arbitrarily for this example and is one of the indicator’s two parameters. The indicator
increases substantially during jumps in the underlying signal, which is due to an increase in
the magnitude of the power spectrum coefficients. Using sample statistics from the indicator
output, the onset of hot moments can be identified when the indicator travels above an “event
threshold”, which is the second parameter. In Figure 2.2, the event threshold is shown by
the horizontal red line and is equal to the sample mean plus one standard deviation.
5
Figure 2.2: Example of total signal power filtering.
See Appendix B for Python implementation.
2.2 Performance Metrics
Two metrics are used to evaluate sampling algorithm performance. The first is a proxy for
overall efficiency. Given a historical data stream with M observations and a sample set of
size N , efficiency is defined as the percentage of samples not drawn, 1− N
M
. [1] used N/M ,
a value they refer to as the “sampling fraction”.
The second metric captures qualitative aspects of a sampling algorithm. [1, 5] used
reconstruction error, which is a function of the error between the interpolated signal implied
by the sample set and the true underlying signal. Sampling algorithms in this research
are designed to increase sampling during hot moments rather than replicate the underlying
signal, so a different metric was developed using the hot moment identification indicator.
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From the complete data, the onset of a hot moment is determined algorithmically as the
instant the indicator travels above the event threshold. The conclusion of the hot moment
is subject to interpretation. For this research, it is assumed a hot moment ends a fixed time
following the retracement of the indicator below the event threshold; this will be explained
further in Section 3.1. Overlapping hot moments are merged. Given the location of hot
moments pre-identified from the data, qualitative performance is defined as the percentage
of hot moment samples drawn by the algorithm.
The motivation behind this departure from reconstruction error is based on the objective
of increasing sampling density during brief environmental phenomena (hot moments). While
simulation of sampling algorithms is often performed using historical observations drawn at a
fixed sampling rate, events of significance may only be exhibited over short instances between
historic samples. For example, [21] found that microbial behavior responded to rain events
very rapidly, often within an hour. Minimizing reconstruction error may be adequate in
scenarios where the maximum sampling rate is equal to that of the historical data or greater
than the anticipated rate of an event. However, small reconstruction error over historical
data does not necessarily improve the likelihood of capturing brief instances of interesting
signal behavior. By taking more samples during hot moments, algorithms directly improve
the representativeness of their resulting sample sets by increasing the probability of sampling
at or near events of significance.
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2.3 Nyquist-Shannon Sampling Theorem
Sampling control mechanisms in this research use the Nyquist-Shannon sampling theorem.
Paraphrasing Shannon, the theorem states that if Fourier analysis of a signal indicates no
frequencies above fmax are present, where fmax is in cycles per second, then we need only
sample at rate 2fmax, denoted by fN , in order to perfectly reconstruct the underlying signal
[18]. fN is referred to as the Nyquist rate [11].
In practice, environmental data are noisy and non-stationary, but we can still exploit
the power of the theorem by using local observations. The three implementations will be
described in Section 2.4, but to better understand the theorem as well as the role of noise,
Figure 2.3 is provided as an example. Generated cyclic data with added noise is shown in
the upper portion of the Figure. Discrete Fourier transform is performed on this sample
and the power spectrum is calculated, shown in the lower portion. Frequency is measured in
cycles per window of 264 seconds. The dominant frequencies that define the signal (i.e. those
with greatest power) are relatively low. fmax corresponds to the highest non-noise frequency,
which in this case is eight. Because of the added noise there are higher frequencies than
fmax present, but they have low power and due to graph scaling are visible in the figure. To
filter out these noisy frequencies, a threshold  is applied (represented in the figure by the
red line; In this example,  was chosen as the sample mean of the spectra plus one standard
deviation. After thresholding, fmax is easily identified and, following the Nyquist-Shannon
theorem, fN is therefore 16 cycles per window. This is equivalent to one sample every 16.5
seconds.
8
Figure 2.3: Example of Nyquist rate calculation.
See Appendix A for Python implementation.
2.4 Description of Sampling Strategies
Sampling strategies described in this Section are all based on the Nyquist-Shannon sampling
theorem, but differ by scale of operation and use of scale-specific information. The first
approach places control at the local scale or sensor node. In a network where each sensor
node can optimize sampling rate, one would expect local idiosyncratic behavior to be better
represented in the resulting samples. This local approach requires additional computational
resources at the local scale or increased point-to-point communication if calculations are
performed at higher scales. The second approach places control at the regional scale or “base
station”. At the regional scale, calculation of the Nyquist rate relies on multidimensional
Fourier analysis and loses some local resolution. The third and final approach extends
9
the regional model through integration of global scale information (e.g. forecast models of
conditions in the sampling region) in an effort to regain losses experienced by upscaling.
2.4.1 Locally Adaptive Nyquist Rate
With adaptive control at the local scale, each sensor responds to field specific signal idiosyn-
crasies. The algorithm, described in Algorithm 2.4.1 and Figure 2.4, requires three parame-
ters: the length of the observation window ω (in minutes), the power spectrum threshold ,
and the minimum sampling period δt. After observing an initial window, the Nyquist rate is
computed and the sampling rate is updated. With each new sample, linear interpolation is
used to fill the recent ω-window with uniform observations and the Nyquist rate is computed
again. By construction, fN is bounded and the sample period ranges from δt to
ω
2
.
One drawback to this approach is that it requires either greater computational effort
at the local scale or outsourced computation at higher scales, such as the regional base
station. If each local node is responsible for adaptive control, then more expensive hardware
is needed along with greater local scale power consumption. Alternatively, if computations
are performed at the regional scale, local nodes can passively listen for sampling instructions
and save power. This may be optimal if the regional scale has a relative power resource
advantage, such as solar or grid access. However, regional computation may be subject to
scaling issues: a large number of local nodes will require more point-to-point communication.
This may be viable for a small network, but as the number of local nodes increases and the
geography of the region expands, timely execution and communication of instructions could
become a challenge. Correlated network behavior and/or excessive multi-hop communication
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may aggravate the problem. If the network is highly correlated, then the burden of regional
computation may be very high at the onset of a hot moment. Correlation could also be
a valuable source of information that is inaccessible at the local scale. For example, if a
lead-lag relationship exists among a group of sensors, local scale control will not be able to
take advantage of an increase in the signal activity at one sensor by increasing the sampling
rate of the neighboring sensors. Such information does, however, exist at the regional scale.
Algorithm 2.4.1 Locally Adaptive Nyquist Rate
Require: ω > 0 ∨  ≥ 0 ∨ δt > 0
# initialization
∆t⇐ δt
while ω window not fully observed do
draw sample
wait ∆t
end while
# adaptive routine
while True do
draw sample
S(t) = linearly interpolated sample set over recent ω window
fN ⇐ Nyquist rate of S(t) given 
∆t⇐ ωfN
wait ∆t
end while
11
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2.4.2 Regionally Adaptive Nyquist Rate
Regional control addresses the limitations of the local approach through multivariate discrete
Fourier transform and is described in Algorithm 2.4.2 and Figure 2.5. Beyond the multivari-
ate Fourier modification, the regional control algorithm is not substantially different from the
local version in terms of program flow. The power spectrum is calculated using the standard
norm of the individual power spectra.1 Regional control results in all sensors having the
same sampling rate. This reduces the need for point-to-point communication. When a new
sampling period is calculated, the update can be performed as a regional broadcast. Since
sample period updates are no longer sensor specific, a loss of resolution over idiosyncratic
sensor-level events is inevitable unless such events are large enough to dominate the power
spectrum.
Algorithm 2.4.2 Regionally Adaptive Nyquist Rate
Require: ω > 0 ∨  ≥ 0 ∨ δt > 0
# initialization
∆t⇐ δt
while ω window not fully observed do
draw sample
wait ∆t
end while
# adaptive routine
while True do
draw sample
Si(t) = linearly interpolated sample set over recent ω window for sensor i
S(t) = {S1(t), S2(t), ... Sm(t)}
fN ⇐ Nyquist rate of S(t) given  and based on the norm of the signal power vectors
∆t⇐ ωfN
wait ∆t
end while
1The standard norm, also referred to as the Euclidean or 2-norm, of two values, a and b, is
√
a2 + b2. For
a vector V of dimension M , the 2-norm equals
√∑M
i=1 v
2
i
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2.4.3 Regionally Adaptive Nyquist Rate with Global Information
To overcome the resolution gap that occurs when moving control from the local to regional
scale, a regional control model with access to global information was considered. For an ex-
ample of global information, forecasts from the National Digital Forecast Database (NDFD)
were used. NDFD provides high-resolution weather forecasts and is maintained by NOAA’s
National Weather Service for the continuous United States and territories [9]. From NDFD,
12-hour probabilities of precipitation (PoP12) are available via Web service.
For this control mechanism, which is described in Algorithm 2.4.2 and Figure 2.6, PoP12
data are used to increase efficiency. Two parameters are added to the previous regional
mechanism to help convert the PoP12 value into decision logic. If the probability of rain
within the next 12 hours is below a critical probability level pc, then the sample period is
extended by β minutes, where β is a multiple of δt. The desired effect of this algorithm is
to increase the sample period during quiet periods, thereby extending energy savings.
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Algorithm 2.4.3 Regionally Adaptive Nyquist Rate with NDFD Forecasts
Require: ω > 0 ∨  ≥ 0 ∨ δt > 0 ∨ pc ∈ [0, 1] ∨ β ≥ 0
# initialization
∆t⇐ δ0
while ω window not fully observed do
draw sample
wait ∆t
end while
# adaptive routine
while True do
draw sample
Si(t) = linearly interpolated sample set over recent ω window for sensor i
S(t) = {S1(t), S2(t), ... Sm(t)}
fN ⇐ Nyquist rate of S(t) given  and based on the norm of the signal power vectors
∆t⇐ ωfN
if NDFD probability of precipitation over near term < pc then
∆t⇐ ∆t+ β
end if
wait ∆t
end while
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Chapter 3
Case Study Application
To evaluate the adaptive sampling mechanisms described above, an off-line analysis of his-
torical soil moisture data from a network was considered. Historical data, described in
Section 3.1, were provided by the Energy Biosciences Institute for four fields located in the
South Farms of the University of Illinois at Urbana-Champaign during spring of 2009. Based
on the indicator described in Section 2.1, hot moments were identified and used to define the
quality performance metric. In Section 3.2, the topology of the sensor network is defined.
Section 3.3 details the calibration of the sampling models described in Section 2.4. Testing
performance and analysis of sampling characteristics are found in Section 3.4. In Section 3.5,
parameter sensitivity is examined for the hot moment identification indicator.
3.1 Description of the Data
Four sensor locations were used, each planted in either switchgrass, natural prairie, or mis-
canthus. Each location consists of soil moisture sensors placed at 5, 10, 20, and 50 centime-
ters. Only the five centimeter depth was used due to greater signal variability. All field
locations are contained within a bounding box of approximately 500 meters by 130 meters.
18
Location and field characteristics are detailed in Table 3.1 and Figure 3.1.
Name Vegetation Latitude Longitude Depth (cm)
SG01 Switchgrass 40.068806 -88.192631 5
NP07 Natural Prairie 40.067 -88.19261 5
NP09 Natural Prairie 40.064635 -88.192577 5
MX08 Miscanthus 40.066984 -88.194112 5
Table 3.1: Field names and descriptions.
Figure 3.1: Satellite image of sensor locations [8].
Soil moisture data were collected at 15-minute intervals from 13:00 on March 22nd, 2009,
to 23:45 on May 13th of the same year, yielding 5020 sample times. Depending on the
field, up to 11 distinct wetting-drying events can be observed. NP07 and MX08, which are
adjacent to one another, were prone to persistent saturation between events. Consequently,
fewer characteristic spikes in moisture are observed in the data from these fields. This is
perhaps due to slightly higher surface elevation (approximately 1 meter) in the immediately
19
adjacent fields to the south, which may have increased subsurface runoff to these fields
between rain events.
A hot moment identification indicator was constructed using the method described in
Section 2.1. The indicator used a four hour rolling window and an event threshold equal
to the average indicator value plus one standard deviation. The end of a hot moment was
defined as 24 hours following the indicator’s retracement below the threshold. The 24 hour
period was chosen as a rough estimate time required for soil moisture to reach field capacity,
which restricts hot moments to the period of rapid draining after a storm [2]. Overlapping
hot moments were merged. Indicators and signal values are shown in Figure 3.2 for each
of the four fields.1 Signal power increases substantially during abrupt changes in moisture
content. The total event count and events as a fraction of total data are summarized in
Table 3.2.
Alternative indicator parameterizations were considered. With the event threshold kept
constant at mean plus one standard deviation, the rolling window length was varied from
one to eight hours without significant change in the number and location of hot moments.
The indicator is, however, sensitive to the event threshold choice. For the four hour window,
an increase in threshold by one standard deviation resulted in 16% fewer hot moments.
Decreasing the threshold by one standard deviation to the mean yielded 11.6% more hot
moments. This behavior is to be expected given that the threshold directly controls the
minimum signal complexity defining a hot moment. Sensitivity analysis of the indicator will
be discussed in Section 3.5.
The data were divided for training and testing. The training set extends from 1300
1The time index starts from 12500 and ends on 17535.
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March 22 to 0345 April 7 (inclusive). The testing set extends from 0400 April 7 to 2345
May 13 (inclusive). This division resulted in up to four distinct wetting-drying events during
training (4 events in SG01, 2 in MX08, and 3 in the remaining natural prairie fields) and up
to 8 events in testing (7 events in SG01, 8 in all remaining locations).
Name # Discrete Events # Samples During Events Fraction of Data During Events
SG01 11 1279 0.255
NP07 11 1329 0.265
NP09 11 1345 0.253
MX08 10 1268 0.268
Table 3.2: Indicator implied wetting-drying events.
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3.2 Network Topology
Network topology assumed in this case study is similar to the network currently being im-
plemented by the Institute for Advanced Computing Applications and Technologies for soil
moisture and nitrate monitoring in the South Farms of the University of Illinois at Urbana-
Champaign. The design consists of local, regional, and global scale nodes. Local scale nodes
are battery-powered wireless remote sensors. Sensor updates are aggregated at the regional
scale by the base station, which in practice might be a laptop or netbook computer with reli-
able power supply (e.g. battery array and solar panels) and an Internet connection. From the
regional node, data are uploaded to servers on campus for storage and consumption. Two-
way communication is supported under this architecture according to the topology described
in Figure 3.3. Two-way communication and Internet access allows cloud-based agents to be
included, such as global-scale weather models like the NDFD. Messaging across local nodes
is available via multi-hop communication, which allows a single base station to manage a
larger spatial region.
The network architecture described creates comparative advantages between agents. Lo-
cal sensors are capable of fine scale data resolution, but have limited power and computa-
tional resources. Global agents possess essentially unlimited computational power, but are
dependent on fine scale measurements and may be bandwidth-limited in the case of large
data transfer. Regional agents act as middlemen, with power & computational advantages
relative to the local scale and observation/proximity advantages relative to the global scale.
Depending on available energy, regional agents may also act as data preprocessors and/or
control mechanisms to improve both local and global scale performance. The asymmetry
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of information and existence of comparative advantages across spatial scales inspire control
systems that enable agents to interact with each other and attain higher overall system per-
formance. Such frameworks have been formally described by researchers in computational
mechanism design (CMD), which integrates economic principles into the management of dis-
tributed networks [4, 17]. This paper will not delve into the formal semantics of CMD, but
it is worth mentioning this exciting and young science to researchers interested in melding
field sensor control with cloud-based models.
Figure 3.3: Diagram of network structure.
3.3 Calibration over Training Data
Three adaptive models (local, regional, and regional with forecasts) were calibrated by ex-
haustive search over a gridded parameter2 space defined in Table 3.3. The observation
window, ω, varied by 15 minute intervals from 30 minutes to 24 hours. The threshold, ,
2See Algorithms 2.4.1, 2.4.2, and 2.4.3 for parameter definitions and usage.
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used to filter out “noisy” frequencies for the Nyquist-Shannon sampling theorem, was defined
by 10−x, where x varied by 1/500 from one to nine.3 The critical precipitation probability,
pc, to induce conservation in the regional model with forecasts ranged from 1% to 5% (inclu-
sive); only integer values were considered. The conservation bias, β, ranged from 15 minutes
to eight hours, varying by 15 minutes. The minimum time period between samples, δt, was
defined by the data and thus constant at 15 minutes.
For comparison purposes, fixed rate (uniform) sampling was also performed with a sam-
ple period ranging from 15 minutes to four hours. Using Pareto optimality, frontiers were
generated for all the models with respect to the performance metrics described in Section 2.2,
shown in Figure 3.5. A Pareto frontier, also referred to as Pareto front or Pareto set, is a
family of parameterizations such that no point can be more optimal in any dimension without
sacrificing optimality in another dimension [6]. A single point taken from a Pareto frontier
represents the best performance possible in a single dimension, holding the other dimension
constant (e.g., in Figure 3.4, point A represents the highest possible sampling fraction for
its level of energy efficiency).
3See Section 2.3 for explanation of how the  threshold is applied.
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Figure 3.4: Example of Pareto efficiency in two dimensions.
A significant modification to the parameter search was with respect to the regionally
adaptive model with NDFD forecasts. In this case, the set of Pareto efficient models from
the regionally adaptive model was used, which helped maintain a manageable parameter
space and allowed simulations to be completed in under 24 hours on commodity hardware.
Had this reduction not been made, computation time for the regional model with forecasts
would have been 160 times that of the regular regional model. However, this reduction in
freedom may have hindered performance over the testing set.
Evident from the Pareto frontiers in Figure 3.5, all adaptive models outperformed fixed
rate sampling in training. Performance was diminished at extremely high levels of efficiency,
which could be a result of parameter space limitations and/or the relatively small training
set.
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Over training data, adaptive models are able to extract a very high number of samples
during hot moments at efficiency levels well beyond the capability of fixed rate sampling.
Adaptive models capture nearly all the hot moment samples at 50% efficiency, which is
equivalent to 30 minute fixed rate sampling. For comparison, the fixed rate scheme must
sample every 15 minutes to reach this level of quality.
Parameter Local Regional Regional+NDFD
δt 15 min
ω 30 min to 24 hr −
 10x where x ∈ [−9,−1] −
pc − − 1% to 5%
β − − 15 min to 8 hr
Table 3.3: Model calibration parameter space.
For explanation of variables, see Algorithms 2.4.1, 2.4.2 and 2.4.3.
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Figure 3.5: Pareto frontiers generated from calibration over training data.
Fixed rate sampling was tested from 15-minutes (0% efficiency) to 4-hours (93.75%
efficiency).
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3.4 Testing Set Performance
Pareto efficient models from training were grouped into efficiency cohorts corresponding to
eight fixed-rate realizations ranging from a 30 minute sampling period (50% efficiency) to 4
hours (93.8%). Summary results are shown in Table 3.4 and Figure 3.6.
Efficiency Cohort Fixed-Rate Local Nyquist Regional Nyquist Regional Nyquist+NDFD
0.500 1916 (0.500) 3435 (0.505) 3494 (0.429) 2925 (0.487)
0.667 1274 (0.667) 2860 (0.660) 2815 (0.646) 2305 (0.685)
0.750 958 (0.750) 2155 (0.753) 2074 (0.740) 1659 (0.780)
0.800 762 (0.800) 1699 (0.808) 1507 (0.810) 1283 (0.832)
0.833 638 (0.833) 1258 (0.847) 1250 (0.838) 1045 (0.855)
0.875 478 (0.875) 904 (0.883) 835 (0.883) 781 (0.891)
0.917 321 (0.917) 396 (0.932) 344 (0.933) 357 (0.934)
0.938 240 (0.938) 221 (0.949) 217 (0.948) 199 (0.953)
Table 3.4: Testing data results.
Number of samples drawn during events under each of the four sampling strategies is
displayed based on Pareto efficient models from training, grouped by training efficiency.
Testing set efficiency is shown in parentheses.
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Figure 3.6: Testing set performance.
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Adaptive models consistently performed better than fixed rate sampling except at the
highest efficiency rates. At higher efficiencies, performance was diminished and in the highest
efficiency cohort (93.8%), fixed rate sampling was superior with regard to extraction of
samples occurring during hot moments. Adaptive models in this cohort were marginally
more efficient, ranging from 94.9% and 94.8% for the local and regional models, respectively,
to 95.3% efficiency for the regional with NDFD forecasts.
The local adaptive model had the highest overall performance, with superior hot moment
sampling in six of the eight cohorts, losing to the fixed rate model at the highest efficiency
cohort and to the regional model at the 50% cohort. However, the regional model experienced
a 6.6% efficiency drop relative to the local model. The local model was also close to the target
training efficiency in each of the cohorts. Relative to fixed rate sampling, the local model
displayed superior hot moment extraction by up to 125% at very comparable efficiency
levels. In the highest efficiency cohort, hot moment sample extraction was inferior to fixed-
rate sampling by 8%. On average, the local model was 81.6% better at hot moment sampling
than the fixed rate model, 5.3% better than the regional model, and 20.2% better than the
regional model with NDFD forecasts.
The regional model was the second best performing model, surpassing the fixed rate
model in seven cohorts, the local model in one cohort, and the regional model with NDFD
forecasts in all eight cohorts. Hot moment sample extraction was better than the fixed
rate model by up to 121%, with an average performance improvement of 73.2%. Efficiency
migration was an issue in the 50% cohort, where testing efficiency dropped to 42.9%. A
decrease of this magnitude was not experienced in the other models.
The regional model with NDFD forecasts showed improvement over fixed-rate sampling
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in seven cohorts. However, the forecasts did not help the model attain Pareto superiority
relative to the other adaptive models. Compared to the regional model, forecasts did have
the desired effect of increasing efficiency, but this efficiency was achieved at the expense of
hot moment sampling.
To better analyze the sampling characteristics of the various models, a hot moment from
the testing data is shown for all four models at various levels of efficiency for the SG01 field in
Figures 3.7, 3.8 and 3.9. In Figure 3.7, at the 50% efficiency level, the difference between the
models is not immediately obvious, which justifies the use of quantitative analysis at these
lower efficiency levels. In Figure 3.8, the relative edge of adaptive models over fixed rate
sampling becomes more apparent. At 75% efficiency, all three adaptive models are clustering
samples during the hot moment and avoiding samples outside of the event. This behavior
continues to increase in Figure 3.9, where models are from the 87.5% cohort.
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3.5 Sensitivity Analysis of Indicator Event Threshold
As explained in Section 3.3, training and testing was performed using a quality metric based
on the hot moment identification indicator. The particular parameterization of the indicator
involved a four hour rolling window and an event threshold equal to the indicator mean plus
one standard deviation. While the length of the rolling window did not have a profound
effect on the number and location of hot moments, the event threshold directly controls the
minimum signal complexity that defines a hot moment. When the event threshold is lowered,
more samples are considered “hot”. When raised, the indicator becomes more discriminating.
If a change in the event threshold resulted in a shift in relative performance between the
models, such as the regional model outperforming the local, then the value of the indicator
as a performance metric would be questionable. For the hot moment identification indicator
to be useful, the relative performance of models should be invariant under different indicator
parameterizations. To better identify the potential for instability, the same efficiency cohorts
described in Section 3.4 were evaluated over the testing set using a modified event threshold
for the hot moment performance metric.
In Figure 3.10, hot moment sampling performance is based on an event threshold equal
to the sample mean of the indicator, which is less restrictive and selects more samples as
belonging to hot moments. In Figure 3.11, the opposite was performed: the event threshold
was increased by one standard deviation, trimming the number of hot moments from the
data. Despite these changes, relative performance of the models is not significantly altered.
With extreme changes in the event threshold, degenerate behavior would be expected. For
example, if the threshold was increased enough to exclude all hot moments, then all models
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would be Pareto equivalent. In this case study, models trained under one indicator setting
show similar performance when evaluated by an indicator based on another threshold.
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Figure 3.10: Testing set performance with lower hot moment event threshold.
The event threshold was decreased by one standard deviation.
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Figure 3.11: Testing set performance with higher hot moment event threshold.
The event threshold was raised by one standard deviation.
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Chapter 4
Conclusions
The objective of this research was to investigate how adaptive sampling can improve the
understanding of hot moments through more efficient allocation of sensing resources across
multiple network scales. Several adaptive models were developed, including one that in-
tegrates global scale information with regional control. This was done in an attempt to
overcome the performance gap introduced by moving control from the local to regional
scale. Performance evaluation was based on two metrics: efficiency as a function of sample
size and information quality determined by samples extracted during hot moments. The
second metric was made possible through the development of a hot moment identification
indicator based on discrete Fourier transform. For comparison, fixed rate sampling was also
performed.
The models were run over soil moisture data obtained from four fields located in the
South Farms of the University of Illinois at Urbana-Champaign. The dataset was divided
for training and testing. Testing results indicate adaptive models can outperform fixed rate
sampling in the Pareto sense. The best adaptive model was at the local scale, which is likely
because of the freedom this model grants each sensor to capture spatial variability. Regional
control was marginally inferior to local control. The regional model with forecasts was the
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worst performing adaptive model on the testing set, inferior to both the local and regional
models, despite the advantage observed with the training set over the regional model.
For a network with few resource limitations, local control is optimal relative to other
adaptive models considered because it allows the network to better capture spatial variability.
For a network with power, bandwidth or processing limitations, regional control may offer a
practical alternative. The performance of the regional model with NDFD forecasts did not
indicate any benefit as implemented; further research is warranted. Other forecast elements,
such as temperature or different control logic may provide a more robust control mechanism.
Future algorithms may incorporate the tracking of local idiosyncrasies as well as global scale
information into the regional control setting. This might be possible through a mixture of
component analysis and filtering. The result would be a true multiscale control mechanism.
Spatial optimization of local nodes into regional groupings may also have a desirable effect
on performance using the adaptive algorithms described in this paper, especially in the case
of a larger network. Sensor placement and regional groupings should improve the network’s
ability to describe sampling rate differentiation across areas prone to greater variability.
Spatial analysis of the Nyquist rate could also offer unique insights beyond network control
and design, such as hydrological connectivity and the identification of so-called “hot spots”
of signal activity [7].
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Appendix A
Python Implementation of
Nyquist-Shannon Sampling Theorem
from f u t u r e import d i v i s i o n
from numpy import ∗
import pylab
def NyquistRate ( data , e p s i l o n =0.1 , c=2) :
n , dim = data . shape
m = i n t (n/2)
f f t x = f f t . f f t n ( data − data . mean ( ) )
spec t ra = [ l i n a l g . norm( s ) for s in ( abs ( f f t x [ :m] ) /n) ∗∗2 ]
f r e q = array ( range (1 ,m+1) )
# f ind the h i g h e s t f requency above ep s i l on
try : fmax = max ( [ f [ 0 ] for f in z ip ( f req , spe c t ra ) i f f [ 1 ] >= e p s i l o n ] )
except : fmax = 1
pylab . subplot (211) ; pylab . t i t l e ( ’ Nyquist Rate Example ’ )
for s i g n a l in t ranspose ( data ) : pylab . p l o t ( range (1 , l en ( s i g n a l )+1) , s i g n a l )
pylab . g r i d ( ) ; pylab . x l a b e l ( ’ time ’ ) ; pylab . y l a b e l ( ’ s i g n a l va lue ’ )
pylab . subplot (212)
pylab . bar ( f req , spectra , width =0.001)
pylab . p l o t ( [ f r e q [ 0 ] , f r e q [ −1 ] ] , [ ep s i l on , e p s i l o n ] , ’ r ’ )
pylab . t ex t ( fmax−1, spec t ra [ fmax−1] , ’ $ f {max}$ ’ , f o n t s i z e =18)
pylab . t ex t ( c∗fmax , spec t ra [ fmax−1] , ’ $ f {N}$ ’ , f o n t s i z e =18)
pylab . t ex t (max( f r e q ) /2 , ep s i l on , ’ $\\ e p s i l o n $ ’ , f o n t s i z e =18)
pylab . p l o t ( [ c∗fmax , c∗ fmax ] , [ 0 , i n t (max( spec t ra ) +1) ] , ’ g−− ’ )
pylab . xl im ( f r e q [ 0 ] , f r e q [−1])
pylab . yl im (0 , i n t (max( spec t ra ) +1) )
pylab . g r i d ( ) ; pylab . y l a b e l ( ’ power ’ ) ; pylab . x l a b e l ( ’ f r equency ’ )
pylab . show ( )
i f name == ’ ma in ’ :
T = 2∗∗8 # s i z e o f the window ( i d e a l l y , a power o f 2)
dim = 7 # number o f b a s i s s i nu so i d s used to cons t ruc t s i g n a l s (>=1)
M = 1 # number o f s i g n a l s (>=1)
e = 0.01 # eps i l on (>=0)
t = l i n s p a c e (0 ,2∗ pi ,T)
B = transpose ( array ( [ s i n ( ( k+1)∗ t ) for k in range ( dim ) ] ) )
s i g n a l s = array ( [ dot (B, random . normal ( 1 , 0 . 5 , s i z e=dim) ) +
random . normal ( 0 , 0 . 5 , s i z e=T) for i in range (M) ] )
NyquistRate ( t ranspose ( s i g n a l s ) , e p s i l o n=e )
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Appendix B
Python Implementation of Signal
Power Filtering
from f u t u r e import d i v i s i o n
from numpy import ∗
import pylab
def JumpyBoundedAR1(mean , decay , jump prob , ave jump , s i z e ) :
s i g n a l = [ mean ]
while l en ( s i g n a l ) < s i z e :
r e v e r s i o n = decay ∗( s i g n a l [−1]−mean)
jump = ( random . random ( )>(1−jump prob ) ) ∗random . exponent i a l ( ave jump )
no i s e = random . normal (0 , 0 . 02∗mean)
s i g n a l . append (max( s i g n a l [−1] − r e v e r s i o n + jump + noise , mean) )
return array ( s i g n a l )
def PowerFi l te r ( data , window ) :
power = [ ]
for i in range ( window , l en ( data ) ) :
sample = data [ i−window : i ]
f f t x = f f t . f f t ( sample − sample . mean ( ) )
power . append ( array ( [ l i n a l g . norm( s ) for s in ( abs ( f f t x [ : window / 2 ] ) /window ) ∗∗2 ] ) . sum ( )
)
power = array ( power )
thresh = power . mean ( ) + power . s td ( )
pylab . subplot (211) ; pylab . t i t l e ( ’ Power F i l t e r Example ’ )
pylab . p l o t ( range (1 , l en ( s i g n a l )+1) , data )
pylab . g r i d ( ) ; pylab . y l a b e l ( ’ s i g n a l va lue ’ )
pylab . subplot (212)
pylab . p l o t ( range (window , l en ( data ) ) , power )
pylab . p l o t ( [ window , l en ( data ) −1] , [ thresh , thre sh ] , ’ r ’ )
pylab . g r i d ( ) ; pylab . x l a b e l ( ’ time ’ ) ; pylab . y l a b e l ( ’ power ( r o l l i n g window ) ’ )
pylab . show ( )
i f name == ’ ma in ’ :
T = 1000 # s i z e o f the window
s i g n a l = JumpyBoundedAR1(1 , 0 . 05 , 0 . 01 , 0 . 5 , T)
PowerFi l te r ( s i gna l , 8 )
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Appendix C
Parameter Sets & Results over
Testing Data
Model Field W (minutes)  Pr ∆ (minutes) Efficiency # Hot Samples
Fixed Rate (30-min) NP07 - - - - 50.0% 497
Fixed Rate (30-min) SG01 - - - - 50.0% 474
Fixed Rate (30-min) MX08 - - - - 50.0% 467
Fixed Rate (30-min) NP09 - - - - 50.0% 478
Fixed Rate (30-min) Aggregate - - - - 50.0% 1916
Local N-S NP07 1200 2.876× 10−8 - - 46.3% 911
Local N-S SG01 1260 6.019× 10−8 - - 50.7% 748
Local N-S MX08 1350 6.48× 10−8 - - 54.5% 885
Local N-S NP09 1290 6.72× 10−8 - - 50.4% 891
Local N-S Aggregate - - - - 50.5% 3435
Regional N-S NP07 1260 5.94× 10−7 - - 42.9% 917
Regional N-S SG01 1260 5.94× 10−7 - - 42.9% 766
Regional N-S MX08 1260 5.94× 10−7 - - 42.9% 924
Regional N-S NP09 1260 5.94× 10−7 - - 42.9% 887
Regional N-S Aggregate - - - - 42.9% 3494
Regional N-S+NDFD NP07 1215 4.76× 10−7 1% 345 48.7% 773
Regional N-S+NDFD SG01 1215 4.76× 10−7 1% 345 48.7% 624
Regional N-S+NDFD MX08 1215 4.76× 10−7 1% 345 48.7% 779
Regional N-S+NDFD NP09 1215 4.76× 10−7 1% 345 48.7% 749
Regional N-S+NDFD Aggregate - - - - 48.7% 2925
Table C.1: Parameter sets & results for 50% training efficiency cohort.
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Model Field W (minutes)  Pr ∆ (minutes) Efficiency # Hot Samples
Fixed Rate (60-min) NP07 - - - - 75.0% 248
Fixed Rate (60-min) SG01 - - - - 75.0% 239
Fixed Rate (60-min) MX08 - - - - 75.0% 233
Fixed Rate (60-min) NP09 - - - - 75.0% 238
Fixed Rate (60-min) Aggregate - - - - 75.0% 958
Local N-S NP07 585 2.36× 10−7 - - 75.6% 553
Local N-S SG01 570 4.94× 10−7 - - 77.5% 409
Local N-S MX08 990 3.67× 10−7 - - 75.4% 579
Local N-S NP09 630 4.26× 10−7 - - 72.8% 614
Local N-S Aggregate - - - - 75.3% 2155
Regional N-S NP07 630 6.30× 10−6 - - 74.0% 532
Regional N-S SG01 630 6.30× 10−6 - - 74.0% 477
Regional N-S MX08 630 6.30× 10−6 - - 74.0% 514
Regional N-S NP09 630 6.30× 10−6 - - 74.0% 551
Regional N-S Aggregate - - - - 74.0% 2074
Regional N-S+NDFD NP07 630 6.08× 10−6 1% 195 78.0% 429
Regional N-S+NDFD SG01 630 6.08× 10−6 1% 195 78.0% 372
Regional N-S+NDFD MX08 630 6.08× 10−6 1% 195 78.0% 413
Regional N-S+NDFD NP09 630 6.08× 10−6 1% 195 78.0% 445
Regional N-S+NDFD Aggregate - - - - 78.0% 1659
Table C.2: Parameter sets & results for 75% training efficiency cohort.
Model Field W (minutes)  Pr ∆ (minutes) Efficiency # Hot Samples
Fixed Rate (120-min) NP07 - - - - 87.5% 119
Fixed Rate (120-min) SG01 - - - - 87.5% 124
Fixed Rate (120-min) MX08 - - - - 87.5% 117
Fixed Rate (120-min) NP09 - - - - 87.5% 118
Fixed Rate (120-min) Aggregate - - - - 87.5% 478
Local N-S NP07 525 1.86× 10−6 - - 88.1% 242
Local N-S SG01 510 3.62× 10−6 - - 88.8% 166
Local N-S MX08 765 4.52× 10−6 - - 89.1% 222
Local N-S NP09 585 3.01× 10−6 - - 87.0% 274
Local N-S Aggregate - - - - 88.3% 904
Regional N-S NP07 555 4.80× 10−5 - - 88.3% 221
Regional N-S SG01 555 4.80× 10−5 - - 88.3% 187
Regional N-S MX08 555 4.80× 10−5 - - 88.3% 199
Regional N-S NP09 555 4.80× 10−5 - - 88.3% 228
Regional N-S Aggregate - - - - 88.3% 835
Regional N-S+NDFD NP07 585 3.99× 10−5 1% 435 89.1% 206
Regional N-S+NDFD SG01 585 3.99× 10−5 1% 435 89.1% 174
Regional N-S+NDFD MX08 585 3.99× 10−5 1% 435 89.1% 186
Regional N-S+NDFD NP09 585 3.99× 10−5 1% 435 89.1% 215
Regional N-S+NDFD Aggregate - - - - 89.1% 781
Table C.3: Parameter sets & results for 87.5% training efficiency cohort.
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