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Abstract
We provide an analog of the Newton–Kantorovich theorem for a certain class of nonsmooth operators. This class includes smooth
operators as well as nonsmooth reformulations of variational inequalities. It turns out that under weaker hypotheses we can provide
under the same computational cost over earlier works [S.M. Robinson, Newton’s method for a class of nonsmooth functions,
Set-Valued Anal. 2 (1994) 291–305] a semilocal convergence analysis with the following advantages: ﬁner error bounds on the
distances involved and a more precise information on the location of the solution. In the local case not examined in [S.M. Robinson,
Newton’s method for a class of nonsmooth functions, Set-Valued Anal. 2 (1994) 291–305] we can show how to enlarge the radius
of convergence and also obtain ﬁner error estimates. Numerical examples are also provided to show that in the semilocal case our
results can apply where others [S.M. Robinson, Newton’s method for a class of nonsmooth functions, Set-Valued Anal. 2 (1994)
291–305] fail, whereas in the local case we can obtain a larger radius of convergence than before [S.M. Robinson, Newton’s method
for a class of nonsmooth functions, Set-Valued Anal. 2 (1994) 291–305].
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1. Introduction
In this study we are concerned with the problem of approximating a locally unique solution x∗ of equation
F(x) = 0, (1)
where F is a continuous operator deﬁned on a closed subset D of a Banach space X with values in a Banach space Y.
The well known Newton’s method replaces the operator whose solution is sought by an approximate operator that
we hope can be solved easier. A solution of the approximation (linearization) can be used to restart the process.
Under certain conditions a Newton sequence is being generated that converges to x∗. A survey of local and semilocal
convergence theorems for such an approach can be found in [1–10] and the references there.
∗ Tel.: +1 580 5812908; fax: +1 580 5812616.
E-mail address: ioannisa@cameron.edu.
0377-0427/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2006.05.015
I.K. Argyros / Journal of Computational and Applied Mathematics 205 (2007) 584–593 585
In particular, in the case of the famous Newton–Kantorovich theorem [10] the approximating operators are lineariza-
tions of the form F(x) + F ′(x)(z − x) where given x we solve for z.
Robinson extended this theorem to hold for nonsmooth operators, where the linearization is no longer available
[12]. He used as an alternative a point-based-approximation which imitates the properties of linearization of Newton’s
method.
Here we extend Robinson’s work, and in particular we show that it is possible under weaker hypotheses, and the
same computational cost to provide ﬁner error bounds on the distances involved, and a more precise information on
the location of the solution x∗.
2. Convergence analysis
We need the deﬁnitions:
Deﬁnition 1. Let F be an operator from a closed subset D of a metric space (X,m) to a normed linear spaceY. Operator
F has a point-based approximation PBA on D if there exist an operator A:D × D → Y and a number 0 such that
for each u and v in D,
(a) ‖F(v) − A(u, v)‖ 12m(u, v)2 and(b) operator A(u, ·) − A(v, ·) is Lipschitzian on D with modulus m(u, v).
We then say operator A is a PBA for F with modulus .
Moreover, if for x0 is a given point in D
(c) operator A(u, ·) − A(x0, ·) is Lipschitzian on D with modulus 0m(u, x0), then we say operator A is a PBA for
F with moduli (, 0) at the point x0.
Note that if F has a Fréchet-derivative that is Lipschitzian on a closed, convex set D with modulus , and X is also a
normed linear space, then by choosing
A(u, v) = F(u) + F ′(u)(v − u) (2)
(used in Newton’s method), we get by (a)
‖F(v) − F(u) − F ′(u)(v − u)‖ 12‖v − u‖2,
whereas (b) and (c) are obtained by the Lipschitzian property of F ′.
As already noted in [12] the existence of a PBA does not necessarily imply differentiability.
Newton’s method is applicable to any operator having a PBA A, if solving the equation
A(x, z) = 0
for z provided that x is given is possible.
We also need the deﬁnition concerning bounds for the inverses of operators:
Deﬁnition 2. Let X, D, Y, F and x0 be as in Deﬁnition 1. Then we deﬁne the Lipschitzian number:
(F,D) = inf
{‖F(u) − F(v)‖
m(u, v)
, u = v, u, v ∈ D
}
.
Clearly, if (F,D) = 0 then F is 1–1 on D.
We also deﬁne the center-Lipschitzian number:
(F,D, x0) = 0(F,D) = inf
{‖F(u) − F(x0)‖
m(u, x0)
, u = x0, u ∈ D
}
.
Set d = (F,D) and d1 = 0(F,D).
At this point we need two lemmas. The ﬁrst one is the analog of the Banach Lemma on invertible operators [12,
Theorem 4(2.V)]. The second one gives conditions under which operator F is 1–1.
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Lemma 1. Let X be a Banach space, D a closed subset of X andY a normed linear space. Let F and G be functions from
D into Y, G being Lipschitzian with modulus  and center-Lipschitzian with modulus 0. Let x0 ∈ D with F(x0) = y0.
Assume:
(a) U(y0, ) = {y ∈ Y | ‖y − y0‖} ⊆ F(D),
(b) 0<d,
(c) U(x0, d−11 ) ⊆ D and
(d) 0 = (1 − 0d−11 ) − ‖G(x0)‖0.
Then the following hold:
U(y0, 0) ⊆ (F + G)(U(x0, d−11 ))
and
0<d − (F + G,D).
Proof. Let y ∈ U(y0, 0), x ∈ U(x0, d−11 ) and deﬁne Ty(x) = F−1(y − G(x)). Then we can have in turn
‖y − G(x) − y0‖‖y − y0‖ + ‖G(x) − G(x0)‖ + ‖G(x0)‖
0 + 0d−11  + ‖G(x0)‖ = .
That is the set Ty(x) = ∅ and in particular it contains a single point because d > 0. The rest follows exactly as in
Lemma 3.1 in [11, p. 298].
That completes the proof of Lemma 1. 
Remark 1. In general
0 (3)
and
dd1 (4)
hold and /0, d1/d can be arbitrarily large (see Example 1). If 0 is replaced by  and d1 by d in Lemma 1 then our
result reduces to the corresponding one in [11, Lemma 3.1]. Denote 0 by  if 0 is replaced by  and d1 by d. Then in
case strict inequality holds in any of the inequalities in (3) or (4), we get
< 0,
which improves the corresponding Lemma 3.1 in [11], and under the same computational cost, since in practice the
computation of , d requires the computation of 0 or d1, respectively.
Example 1. Let X = Y = R, x0 = 0 and deﬁne function f on D = R by
f (x) = c0 + c1x + c2 sin ec3x , (5)
where ci , i = 0, 1, 2, 3, are given real parameters. Using (5) and Deﬁnition 2 it can easily be seen that for c3 large and
c2 sufﬁciently small, /0 can be arbitrarily large.
Lemma 2. Let X andY be normed linear spaces, and let D be a closed subset of X. For x0 ∈ D and F :D → Y assume:
function A:D × D → Y is a PBA for F on D with moduli (, 0) at the point x0;
there exists x0 ∈ D such that
U(x0, ) ⊆ D.
Then the following holds:
(F,U(x0, ))d − 1, (6)
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where
d = (A(x0, ·),D) and 1 = 0 + 12.
Moreover, if d − 1> 0 then F is 1–1 on U(x0, ).
Proof. It follows as in the proof of Lemma 2.4 in [12, p. 295] but there are some differences. Set x = (x1 + x2)/2 for
x1 and x2 in U(x0, ). Then we can write:
F(x1) − F(x2) = [F(x1) − A(x, x1)] + [A(x, x1) − A(x, x2)] + [A(x, x2) − F(x2)]. (7)
We will ﬁnd bounds on each one of the quantities inside the brackets above.
First by (a) of Deﬁnition 1, we obtain
‖F(xi) − A(x, xi)‖ 12‖x − xi‖2 = 18‖x1 − x2‖2. (8)
Using the triangle inequality we get
‖A(x, u) − A(x, v)‖‖A(x0, u) − A(x0, v)‖ − ‖[A(x, u) − A(x0, u)] − [A(x, v) − A(x0, v)]‖. (9)
By the deﬁnition of d and (9) we get in turn
(A(x, ·),D)(A(x0, ·),D) − sup{‖[A(x, u) − A(x0, u)]
− [A(x, v) − A(x0, v)]‖/‖u − v‖, u = v, u, v ∈ D}
d − 0‖x − x0‖d − 0. (10)
Hence by (7), (10) and (c) of Deﬁnition 1 we have
‖F(x1) − F(x2)‖
[
(d − 0) − 14‖x1 − x2‖
] ‖x1 − x2‖,
and for x1 = x2,
‖F(x1) − F(x2)‖/‖x1 − x2‖d − 0 − 14‖x1 − x2‖
d − 0 − 14‖(x1 − x0) + (x0 − x2)‖d − 0 − 12.
That completes of the proof of Lemma 2. 
Remark 2. If equality holds in (3) and (4), then Lemma 2 reduces to Lemma 2.4 in [12]. Otherwise our result provides
a wider range for (F,U(x0, )).
In order for us to compare our Theorem 1 with the corresponding Theorem 3.2 given by S. Robinson in [4], let r0
and d0 be positive numbers.
It is convenient to deﬁne scalar sequences {tn}, {sn} by
tn+2 = tn+1 + d
−1
0 (tn+1 − tn)2
2(1 − d−10 0tn+1)
, t0 = 0, t1 = r0 (11)
and
sn+2 = sn+1 + d
−1
0 (sn+1 − sn)2
2(1 − d−10 sn+1)
, s0 = 0, s1 = r0. (12)
We set
hA = d−10 r0,  =
0 + 
2
(13)
and
hK = d−10 r0. (14)
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Note that
1
2hKhAhK. (15)
If strict inequality holds in (3) then so does in (15). It was shown in [3] that sequence {tn} converges monotonically to
some t∗ ∈ (0, 2r0] provided that
hA1. (16)
Moreover, by the Newton–Kantorovich theorem for nonsmooth equations [4, p. 298] sequence {sn} converges mono-
tonically to some s∗ with
0<s∗ = r0
hK
[1 − (1 − 2hK)1/2]2r0 (17)
provided that the famous Newton–Kantorovich hypothesis
hK1 (18)
holds.
Note also that
hK1 ⇒ hA1 (19)
but not vice versa unless equality holds in (3).
Under hypotheses (16) and (18) we showed in [2] (for 0 < ):
tn < sn (n2), (20)
tn+1 − tn < sn+1 − sn (n1), (21)
t∗ − tns∗ − sn (22)
and
t∗s∗2r0. (23)
Note that {sn} was essentially used as a majorizing sequence for {xn} in Theorem 3.2 in [12] for Newton’s method.
We can state the following semilocal convergence theorem for Newton’s method involving nonsmooth operators:
Theorem 1. Let F :D ⊆ X → Y be a continuous operator, let x0 ∈ D and let r0 > 0. Suppose that A:D × D → Y
is a PBA for F with moduli (, 0) at the point x = x0.
Moreover, assume:
(a) (A(x0, ·),D)d0 > 0;
(b) 0<hA 12 ;(c) for each y ∈ U(0, d0(t∗ − r0)) equation A(x0, x) = y has a solution x;
(d) the solution S(x0) of A(x0, S(x0)) = 0 satisﬁes ‖S(x0) − x0‖r0; and
(e) U(x0, t∗) ⊆ D.
Then the Newton iteration deﬁning xn+1 by
A(xn, xn+1) = 0 (n0)
is well deﬁned, remains in U(x0, t∗) for all n0 and converges to a solution x∗ ∈ U(x0, t∗) of equation F(x) = 0.
Moreover, the following estimates hold for all n0:
‖xn+1 − xn‖ tn+1 − tn (24)
and
‖xn − x∗‖ t∗ − tn. (25)
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Furthermore, if  given in Lemma 2 satisﬁes
t∗ < <d0−11 , (26)
then x∗ is the unique solution of equation F(x) = 0 in U(x0, ).
Proof. We use Lemma 1 with quantities F, G, , x0 and y0 replaced by A(x0, ·), A(x1, ·) − A(x0, ·), d1(t∗ − r0),
x1 = S(x0) and 0, respectively. Hypothesis (a) of the lemma follows from the fact that A(x0, x) = y has a unique
solution x1 (since (A(x0, ·),D))d0 > 0). For hypothesis (b) we have
(A(x1, ·),D)(A(x0, ·),D) − 0‖x1 − x0‖d0 − 0r0 > 0. (27)
Condition (c) of Lemma 1 follows immediately from the above choices. The condition hA 12 is equivalent to 2r0(+
0)d0.We have d1=0(F,D)(F,D)d0, and ‖G(x1)‖ 120r20  12r20 . Then condition (d) of Lemma 1 follows
from the estimate

(
1 − 0r0
d1
)
d1(t
∗ − r0) − 2 r
2
0 = (d1 − 0r0)(t∗ − r0) −

2
r20
(d0 − 0r0)(t∗ − r0) −
0
2
r20 = (d0 − 0t1)(t∗ − t1) −

2
t21
= (d0 − 0r0)(t∗ − t2) + (d0 − 0t1)(t2 − t1) −

2
(t1 − t0)2
= (d0 − 0r0)(t∗ − t2)0r0(t∗ − t2)0. (28)
It follows from Lemma 1 that for each y ∈ U(0, t∗ − ‖x1 − x0‖), the equation A(x1, z) = y has a unique solution
z = x2 in D since (A(x1, ·),D)> 0.
We also have A(x0, x1) = A(x1, x2) = 0 and A(x1, x1) = F(x1). By Deﬁnition 2
‖x2 − x1‖(A(x1, ·),D)−1‖A(x1, x2) − A(x1, x1)‖
d−10 (1 − d−10 0‖x1 − x0‖)−1‖A(x0, x1) − F(x1)‖
d−10 (1 − d−10 0‖x1 − x0‖)−1 12‖x1 − x0‖2 t2 − t1. (29)
Hence, we showed
‖xn+1 − xn‖ tn+1 − tn (30)
and
U(xn+1, t∗ − tn+1) ⊆ U(xn, t∗ − tn) (31)
hold for n = 0, 1.
Moreover, for every z ∈ U(x1, t∗ − t1),
‖z − x0‖‖z − x1‖ + ‖x1 − x0‖ t∗ − t1 + t1 = t∗ − t0
implies z ∈ U(x0, t∗ − t0). Given they hold for n = 0, 1, . . . , j , then
‖xj+1 − x0‖
j+1∑
i=1
‖xi − xi−1‖
j+1∑
i=1
(ti − ti−1) = tj+1 − t0 = tj+1.
The induction can be completed by simply replacing x0, x1 above by xn, xn+1, respectively, and noticing that ‖xn+1 −
xn‖r0. Indeed, for the crucial condition (d) of Lemma 1 assigning F as A(xn, ·), G as A(xn+1, ·) − A(xn, ·),  as
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d1(t∗ − tn+1) we have, since d1 = 0(F,D)(F,D)d0 − 0tn,
0
[
1 − (tn+1 − tn)
d1
]
d1(t
∗ − tn+1) − 2 (tn+1 − tn)
2
= [d1 − (tn+1 − tn)](t∗ − tn+1) − 2 (tn+1 − tn)
2
(d0 − tn+1)(t∗ − tn+1) − 2 (tn+1 − tn)
2
= (d0 − tn+1)(t∗ − tn+2) + (d0 − tn+1)(tn+2 − tn+1) − 2 (tn+1 − tn)
2
= (d0 − tn+1)(t∗ − tn+2)0. (32)
It follows by hypothesis (b) that scalar sequence {tn} is Cauchy (see also Remark 3(a)). From (17) and (31) it follows
{xn} is Cauchy too in a Banach space X and as such it converges to some x∗ ∈ U(x0, t∗) (since U(x0, t∗) is a closed
set).
Furthermore, we have
‖F(xn+1)‖ = ‖F(xn+1) − A(xn, xn+1)‖
 12‖xn+1 − xn‖2 12(tn+1 − tn)2. (33)
That is ‖F(xn+1)‖ converges to zero as n → ∞. Therefore by the continuity of F we deduce F(x∗)= 0. Estimate (25)
follows from (24) by using standard majorization techniques [2,10]. Moreover, for the uniqueness part using Lemma 2
and hypothesis (26) we deduce that x∗ is an isolated zero of F, since F is 1–1 on U(x0, t∗).
That completes the proof of Theorem 1. 
Remark 3. If equality holds in (3), then our theorem reduces to the corresponding Theorem 3.2 in [12]. Otherwise
according to (19)–(23) our theorem provides under weaker conditions, and the same computational cost ﬁner error
bounds on the distances involved and a more precise information on the location of the solution x∗. Moreover, the
uniqueness of the solution x∗ is shown in a larger ball (see (26) and compare it with 3.7 in [12], i.e., compare (26) with
s∗ < <d0−1).
Note that since 0 ∈ [0, ] our Theorem 1 can double (at most) the applicability of Robinson’s original result.
Moreover, note that as the following simple example indicates, Robinson’s result cannot apply where ours can:
Example 2. Let X = Y = R, D = [a, 2 − a], a ∈ [0, 12 ), x0 = 1 and deﬁne function g on D by
g(x) = x3 − a. (34)
Then Robinson’s condition (18) is violated since
hK = 43 (1 − a)(2 − a)> 1 for all a ∈ [0, 12 ). (35)
However, our corresponding condition (16)
hA = 13 (1 − a)[(3 − a) + 2(2 − a)]1 (36)
holds for all a ∈ [(5 − √13)/3, 12 ).
Another simple numerical example involving nonsmooth functions where strict inequality holds in (3) can be given
by the following:
Example 3. Let g be a single-variable function with a Lipschitz continuous derivative. Then clearly function
f (x) = g(x+) + x − x+
is nonsmooth. Deﬁne also function A by
A(x, y) = g(x+) + g′(x+)(y+ − x+) + y − y+.
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In view of the estimates
F(y) − A(x, y) =
∫ 1
0
[g′(x+ + t (y+ − x+)) − g′(x+)](y+ − x+) dt ,
[A(u, x) − A(v, x)] − [A(u, y) − A(v, y)] = [g′(u+) − g′(v+)](x+ − y+)
and
[A(u, x) − A(x0, x)] − [A(u, y) − A(x0, y)] = [g′(u+) − g′(x+0 )](x+ − y+),
we deduce that function A is a PBA for f with Lipschitz  and center Lipschitz constants 0 the same as function g. In
particular, if g, D, x0 are as given in Example 2 and since 0 = 3 − a,  = 2(2 − a) (for x+0 = 1), it follows that
0 <  for all a ∈ (0, 1).
Remark 4. Condition (c) of Theorem 1 can be replaced by the stronger but more practical:
(b)′ For each ﬁxed x0 and y in U(0, d0(t∗ − r0)) = U (or in U(0, d0r0)) operator Q given by
Q(x) = x − y + A(x0, x)
is a contraction on U and maps U into itself.
It then follows by the contraction mapping principle [1,3] that equation A(x0, x) = y has a solution x in U.
We can also provide a local convergence result for Newton’s method:
Theorem 2. Let F :D ⊆ X → Y be as in Theorem 1. Assume:
x∗ ∈ D is a simple solution of equation F(x) = 0;
operator F has a point-based approximation A on D with moduli (, 0) at the point x∗.
Moreover, assume that the following hold:
(a) (A(x∗, ·),D)d∗ > 0;
(b) d∗ >(0 + 12)r∗;(c) for each y ∈ U(0, d∗r∗) the equation A(x0, x) = y has a solution x satisfying ‖x − x∗‖r∗; and
(d) U(x∗, r∗) ⊆ D.
Then Newton’s method is well deﬁned, remains in U(x∗, r∗) for all n0 and converges to x∗ provided x0 ∈
U0(x∗, r∗), so that
‖xn+1 − x∗‖ ‖xn − x
∗‖2
2(d∗ − 0‖xn − x∗‖) (n0). (37)
Proof. We assign F as A(x∗, ·), G as A(xn, ·)−A(x∗, ·), and  as d∗r∗. Clearly conditions (a)–(c) of Lemma 1 follow
from this assignment. Concerning the remaining crucial condition (d), using the hypotheses of the theorem we can
have in turn
∗
(
1 − 0‖xn − x
∗‖
d∗
)
d∗r∗ − 
2
‖xn − x∗‖2
= (d∗ − 0‖xn − x∗‖)r∗ − 2‖xn − x
∗‖2
(d∗ − 0r∗)r∗ − 2 (r
∗)20. (38)
That is all hypotheses of Lemma 1 hold. Hence xn+1 exists.
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Finally, (37) follows as inequality (29) using Deﬁnition 2 and the estimate
‖xn+1 − x∗‖(A(xn, ·),D)−1‖A(xn, x∗) − A(x∗, x∗)‖
 ‖xn − x
∗‖2
2(d∗ − 0‖xn − x∗‖) . (39)
That completes the proof of Theorem 2. 
Remark 5. (a) The local convergence of Newton’s method was not studied in [12]. However, if it was it would have
been as in Theorem 2 with 0 = . Note, however, that as in (3) in general
0 (40)
holds, and /0 can be arbitrarily large. Denote by r∗R the convergence radius have been obtained by Robinson. It then
follows by (b) of Theorem 2 that
r∗R =
2d∗
3
r∗ = 2d
∗
20 +  . (41)
Moreover, in case strict inequality holds in (40), then so does in (41). This observation is very important in computational
mathematics since our approach allows a wider choice for initial guesses x0. Moreover, the corresponding error bounds
are obtained if we set  = 0 in (40). Therefore our error bounds are also ﬁner (for 0 <) and under the same
computational cost.
(b) If operator A is given by linearization (2), then A(xn, xn+1) = 0 is a linear equation. Thus we have Newton’s
method for differentiable operators [2,3,10]. Otherwise, equation A(xn, xn+1)= 0 applies to a wide class of important
real life problems for which it is not a linear equation. Such problems were discussed in detail in [12].
We complete this study with a numerical example where our convergence radius r∗ compares favorably with the
corresponding r∗R discussed in Remark 5(a).
Example 4. Let X = Y = R, D = U(0, 1), x∗ = 0, and deﬁne function f on D by
f (x) = ex − 1 (42)
and A given by (2). Using (42), we get d∗ = 1, 0 = e − 1<e = . Therefore we deduce
r∗ <r∗R.
In particular, we get
r∗R = .245252961
and
r∗ = .254028662.
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