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a b s t r a c t
Let H be a Hilbert space, {Ti}i∈N a family of nonexpansive mappings from H into itself,
Gi : C × C → R a finite family of equilibrium functions (i ∈ {1, 2, . . . , K}), A a strongly
positive bounded linear operator with coefficient γ¯ and f an α-contraction on H . LetWn be
themapping generated by {Ti} and {λn} as in (1.5), let Skrk,n be the resolvent generated by Gk
and rk,n as in Lemma2.4.Moreover, let {rk,n}Kk=1, {ϵn} and {λn} satisfy appropriate conditions
and F := (Kk=1 SEP(Gk)) ∩ (n∈N Fix(Tn)) ≠ ∅; we introduce an explicit scheme which
defines a suitable sequence as follows:
zn+1 = ϵnγ f (zn)+ (I − ϵnA)WnS1r1,nS2r2,n · · · SKrK ,nzn ∀n ∈ N
and {zn} strongly converges to x∗ ∈ F which satisfies the variational inequality ⟨(A −
γ f )x∗, x − x∗⟩ ≥ 0 for all x ∈ F . The results presented in this paper mainly extend
and improve some recent results in [Vittorio Colao, et al., An implicit method for finding
common solutions of variational inequalities and systems of equilibrium problems and
fixed points of infinite family of nonexpansive mappings, Nonlinear Anal. 71 (2009)
2708–2715; S. Plubtieng, R. Punpaeng, A general iterativemethod for equilibriumproblems
and fixed point problems in Hilbert spaces, J. Math. Anal. Appl. 336 (2007) 455–469;
S. Takahashi, W. Takahashi, Viscosity approximation methods for equilibrium problems
and fixed point problems in Hilbert spaces, J. Math. Anal. Appl. 331 (2007) 506–515].
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Throughout this paper, we always assume that H is a real Hilbert space with inner product ⟨·, ·⟩ and norm ‖ · ‖,
respectively, C is a nonempty closed convex subset of H and PC is the metric projection of H onto C . In the following, we
denote by ‘‘→’’ strong convergence, by ‘‘⇀’’ weak convergence and by ‘‘R’’ the real number set.
Let G : C × C → R be an equilibrium function, that is
G(u, u) = 0 for every u ∈ C .
The equilibrium problem is defined as follows:
Find x˜ ∈ C such that G(x˜, y) ≥ 0 for all y ∈ C . (1.1)
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A solution of (1.1) is said to be an equilibrium point and the set of the equilibrium points is denoted by SEP(G). This topic
has been considered in [1,2]. We shall assume somemild conditions on G in such a way that results can be applied in several
cases including optimization problems, fixed point problems and convex vector minimization problems [3–6].
For solving the equilibriumproblemon a bifunctionG : C×C → R, let us assume thatG satisfies the following conditions:
(A1) G(x, x) = 0 for all x ∈ C;
(A2) G is monotone, i.e., G(x, y)+ G(y, x) ≤ 0 for all x, y ∈ C;
(A3) for each x, y, z ∈ C , limt→0 G(tz + (1− t)x, y) ≤ G(x, y);
(A4) for each x ∈ C , y → G(x, y) is convex and lower semicontinuous.
LetA be a bounded linear operator onH , amapping f : H → H anα-contraction (i.e. ‖f (x)−f (y)‖ ≤ α‖x−y‖,∀x, y ∈ H).
The following variational inequality problem with viscosity is of great interest [7,8]. Find x∗ in C such that
⟨(A− γ f )x∗, x− x∗⟩ ≥ 0, ∀x ∈ C (1.2)
which is the optimality condition for the minimization problem
min
x∈C
1
2
⟨Ax, x⟩ − h(x),
where h is a potential function for γ f (i.e., h′(x) = γ f (x) for x ∈ H).
On the other hand, given a nonexpansive map T , from H into itself (i.e. ‖Tx − Ty‖ ≤ ‖x − y‖ for all x, y ∈ H) and using
Fix(T ) := {x ∈ H : Tx = x} denote the fixed point set of T , finding an optimal point in Fix(T ) is a matter of interest in various
branches of science (see [9–11]).
Recently, Plubtieng and Punpaeng [12] proved a strong convergence theorem for an implicit iterative sequence {xn}
obtained from the viscosity approximation iteration method (1.3) for finding a common element in SEP(G) ∩ Fix(T ):G(yn, u)+
1
rn
⟨u− yn, yn − xn⟩ ≥ 0, ∀u ∈ C,
xn = αnf (xn)+ (1− αn)Tyn.
(1.3)
And recently, S. Takahashi and W. Takahashi [13] introduced the following explicit iterative scheme (1.4)G(yn, u)+
1
rn
⟨u− yn, yn − xn⟩ ≥ 0, ∀u ∈ C,
xn+1 = αnf (xn)+ (1− αn)Tyn
(1.4)
and also proved that the sequence {xn} defined by (1.4) strongly converges to a common element of SEP(G) ∩ Fix(T ).
Let C be a nonempty convex subset of a Banach space X . Let {Ti} be an infinite family of nonexpansive mappings of C into
itself and let {λi} be a real sequence such that 0 ≤ λi ≤ 1 for every i ∈ N. Following [14], for any n ≥ 1, we define amapping
Wn of C into itself as follows:
Un,n+1 := I,
Un,n := λnTnUn,n+1 + (1− λn)I,
...
Un,k := λkTkUn,k+1 + (1− λk)I,
...
Un,2 := λ2T2Un,3 + (1− λ2)I,
Wn := Un,1 = λ1T1Un,2 + (1− λ1)I.
(1.5)
Very recently, Colao [15] studied the following implicit iterative sequence {zn} defined by (1.6), with the initial guess z0 ∈ H
chosen arbitrarily and satisfying appropriate conditions,
zn = ϵnγ f (zn)+ (I − ϵnA)WnS1r1,nS2r2,n · · · Skrk,nzn ∀n ∈ N (1.6)
and proved that the sequence {zn} converges strongly to x∗ ∈ F := (Kk=1 SEP(Gk)) ∩ (n∈N Fix(Tn)) which also satisfies
the variational inequality (1.2).
In this paper, motivated in [15,12,13], we study an explicit approximation process as follows:
zn+1 = ϵnγ f (zn)+ (I − ϵnA)WnS1r1,nS2r2,n · · · Skrk,nzn ∀n ∈ N. (1.7)
2. Preliminaries
In a real Hilbert space H , the following inequality holds
‖x+ y‖2 ≤ ‖x‖2 + 2⟨y, x+ y⟩, for all x, y ∈ H. (2.1)
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Moreover, we assume that A is a bounded linear strongly positive operator on H with constant γ¯ ; that is there exists γ¯ such
that
⟨Ax, x⟩ ≥ γ¯ ‖x‖2 ∀x ∈ H.
For a map T : H → H , we denote by Fix(T ) : {x ∈ H : x = Tx} the fixed point set of T . Note that if T is a nonexpansive
mapping, then Fix(T ) is closed and convex (see [16]).
Recall that the nearest projection PC from H to C assigns to each x ∈ H the unique point PCx ∈ C satisfying the property
‖x− PCx‖ = min
y∈C ‖x− y‖,
which is equivalent to the following inequality
⟨x− PCx, PCx− y⟩ ≥ 0 ∀y ∈ C . (∗)
Lemma 2.1 ([10]). Assume that {αn} is a sequence of nonnegative real numbers such that
αn+1 ≤ (1− γn)αn + δn,
where γn is a sequence in (0, 1) and {δn} is a sequence such that
(i)
∑∞
n=1 γn = ∞;
(ii) lim supn→∞ δn/γn ≤ 0 or
∑∞
n=1 |δn| <∞.
Then limn→∞ αn = 0.
Lemma 2.2 (Marino and Xu [8]). Assume that B is a strong positive linear bounded operator in a Hilbert space H with coefficient
γ¯ > 0 and 0 < ρ ≤ ‖B‖−1. Then ‖I − ρB‖ ≤ 1− ργ¯ .
Lemma 2.3 (Blum and Oettli [1]). Let C be a nonempty closed convex subset of H and let G be a bifunction of C × C into R
satisfying (A1)–(A4). Let r > 0 and x ∈ H. Then, there exists z ∈ C such that
G(z, y)+ 1
r
⟨y− z, z − x⟩ ≥ 0, ∀y ∈ C .
Lemma 2.4 (Combettes and Hirstoaga [17]). Assume that G : C × C → R satisfies (A1)–(A4). For r > 0 and x ∈ H, define a
mapping Sr : H → C as follows:
Sr(x) =

z ∈ C : G(z, y)+ 1
r
⟨y− z, z − x⟩ ≥ 0, ∀y ∈ C

,
for all z ∈ H. Then, the following hold:
(1) Sr is single-valued;
(2) Sr is firmly nonexpansive, i.e., for any x, y ∈ H, ‖Srx− Sry‖2 ≤ ⟨Srx− Sry, x− y⟩;
(3) Fix(Sr) = EP(G);
(4) EP(G) is closed and convex.
Lemma 2.5 ([15]). Let {rn} ⊂ (0,∞) be a sequence converging to r > 0. For a bifunction G : C × C → R, satisfying
conditions (A1)–(A4), define Sr and Srn for n ∈ N, as in Lemma 2.4. Then for every x ∈ H, we have
lim
n→∞ ‖Srnx− Srx‖ = 0.
Lemma 2.6 ([14]). Let C be a nonempty closed convex subset of a strictly convex Banach space. Let {Ti} be an infinite family of
nonexpansive mappings of C into itself and let {λi} be a real sequence such that 0 ≤ λi ≤ b < 1 for every i ∈ N. Then, for every
x ∈ C and k ∈ N, the limit limn→∞ Un,kx exists.
In view of the previous lemma, we define
Wx := lim
n→∞Un,1x = limn→∞Wnx.
Lemma 2.7 ([14]). Let C be a nonempty closed convex subset of a strictly convex Banach space. Let {Ti}i∈N be an infinite family
of nonexpansive mappings of C into itself such that

i∈N Fix(Ti) ≠ ∅ and let {λi} be a real sequence such that 0 ≤ λi ≤ b < 1
for every i ∈ N. Then Fix(W ) =i∈N Fix(Ti) ≠ ∅.
3. Main results
Theorem 3.1. Let C be a nonempty closed convex subset of a Hilbert space H, {Ti}i∈N be an infinite family of nonexpansive
mappings fromH into itself, Gk : C×C → R functions satisfy (A1)–(A4) for k ∈ {1, 2, . . . , K} such that F := (Kk=1 SEP(Gk))∩
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(

n∈N Fix(Tn)) ≠ ∅, A a strongly positive bounded linear operator with coefficient γ¯ and f an α-contraction on H, Moreover, let
{rk,n}Kk=1, {ϵn} and {λn} be real sequences such that {rk,n}Kk=1 > 0, 0 < ϵn, λn < 1, and γ a real number such that 0 < γ < γ¯α .
Assume that
(C1) limn→∞ ϵn = 0,∑∞n=1 ϵn = ∞;
(C2)
∑∞
n=1 |ϵn − ϵn+1| <∞,
∑∞
n=1 |ri,n+1 − ri,n| <∞ for k ∈ {1, 2, . . . , K};
(C3) lim infn→∞ rk,n > 0 for every k ∈ {1, 2, . . . , K}.
For every n ∈ N, let Wn be the mapping generated by {Ti} and {λn} as in (1.5), let Skrk,n be the resolvent generated by Gk and
rk,n as in Lemma 2.4. If {zn} is the sequence generated by
zn+1 = ϵnγ f (zn)+ (I − ϵnA)WnS1r1,nS2r2,n · · · SKrK ,nzn ∀n ∈ N. (3.1)
Then {zn} converges strongly to x∗ ∈ F , where x∗ = PF (I − (A− γ f ))(x∗), which solves the following variational inequality
⟨γ f (x∗)− Ax∗, x− x∗⟩ ≤ 0, ∀x ∈ F (3.2)
or, equivalently, x∗ is the unique solution of the minimization problem
min
x∈F
1
2
⟨Ax, x⟩ + h(x)
where h is a potential function for γ f .
Proof. First, we show that {zn} is bounded. Indeed, set Sn := S1r1,nS2r2,n · · · Skrk,n , by (2) of Lemma 2.4, we know, Sn is
nonexpansive. From (1.5),Wn is also nonexpansive. Take p ∈ F and by Lemma 2.2, it follows from (3.1) that
‖zn+1 − p‖ = ‖ϵn(γ f (zn)− Ap)+ (1− ϵnA)(WnSnzn − p)‖
≤ ϵnγ ‖f (zn)− f (p)‖ + ϵn‖γ f (p)− Ap‖ + (1− ϵnγ¯ )‖zn − p‖
≤ [1− (γ¯ − γα)ϵn]‖zn − p‖ + ϵn‖γ f (p)− Ap‖
≤

‖zn − p‖, 1
γ¯ − γα ‖γ f (p)− Ap‖

,
which gives that
‖zn − p‖ ≤ max

‖z0 − p‖, 1
γ¯ − γα ‖γ f (p)− Ap‖

.
Thus, {zn} is bounded, so are f (zn), Snzn,Wnzn andWnSnzn.
Next, we show ‖zn+1 − zn‖ → 0 as n →∞.
Observe that un+1 = Skrk,n+1xn+1 and un = Skrk,nxn+1, we obtain
Gk(un+1, y)+ 1rk,n+1 ⟨y− un+1, un+1 − xn+1⟩ ≥ 0, ∀y ∈ C, (3.3)
and
Gk(un, y)+ 1rk,n ⟨y− un, un − xn+1⟩ ≥ 0, ∀y ∈ C . (3.4)
Putting y = un in (3.3) and y = un+1 in (3.4), we obtain
Gk(un+1, un)+ 1rk,n+1 ⟨un − un+1, un+1 − xn+1⟩ ≥ 0,
and
Gk(un, un+1)+ 1rk,n ⟨un+1 − un, un − xn+1⟩ ≥ 0.
From (A2), we obtain
un+1 − un, rk,n+1rk,n (un − xn+1)− un+1 + xn+1

≥ 0.
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Hence,
‖un+1 − un‖2 ≤

un+1 − un,

1− rk,n+1
rk,n

(xn+1 − un)

≤ ‖un+1 − un‖
1− rk,n+1rk,n
 ‖xn+1 − un‖.
Thus,
‖un+1 − un‖ ≤ |rk,n+1 − rk,n| ‖xn+1 − un‖rk,n . (3.5)
So,
‖S1r1,n+1S2r2,n+1 · · · SKrK ,n+1zn+1 − S1r1,nS2r2,n+1 · · · SKrK ,n+1zn+1‖
≤ |r1,n+1 − r1,n|
‖S1r1,nS2r2,n+1 · · · SKrK ,n+1zn+1 − S2r2,n+1 · · · SKrK ,n+1zn+1‖
r1,n
‖S2r2,n+1S3r3,n+1 · · · SKrK ,n+1zn+1 − S2r2,nS3r3,n+1 · · · SKrK ,n+1zn+1‖
≤ |r2,n+1 − r2,n|
‖S2r2,nS3r3,n+1 · · · SKrK ,n+1zn+1 − S3r3,n+1 · · · SKrK ,n+1zn+1‖
r2,n
...
Hence,
‖SKrK ,n+1zn+1 − SKrK ,nzn+1‖ ≤ |rK ,n+1 − rK ,n|
‖SKrK ,nzn+1 − zn+1‖
rK ,n
.
By condition C3, without loss of generality, we may assume that there exists a real number r such that min{ri}Ki=1 > r > 0
for all n ≥ 0 and
L = sup{‖S1r1,nS2r2,n+1 · · · SKrK ,n+1zn+1 − S2r2,n+1 · · · SKrK ,n+1zn+1‖,
‖S2r2,nS3r3,n+1 · · · SKrK ,n+1zn+1 − S3r3,n+1 · · · SKrK ,n+1zn+1‖, . . . , ‖SKrK ,nzn+1 − zn+1‖ : n ≥ 0}.
Then, we obtain
‖Sn+1zn+1 − Snzn‖ = ‖S1r1,n+1S2r2,n+1 · · · SKrK ,n+1zn+1 − S1r1,nS2r2,n · · · SKrK ,nzn‖
≤ ‖S1r1,n+1S2r2,n+1 · · · SKrK ,n+1zn+1 − S1r1,nS2r2,n+1 · · · SKrK ,n+1zn+1‖
+‖S2r2,n+1 · · · SKrK ,n+1zn+1 − S2r2,n · · · SKrK ,nzn‖
≤ ‖S1r1,n+1S2r2,n+1 · · · SKrK ,n+1zn+1 − S1r1,nS2r2,n+1 · · · SKrK ,n+1zn+1‖
+‖S2r2,n+1S3r3,n+1 · · · SKrK ,n+1zn+1 − S2r2,nS3r3,n+1 · · · SKrK ,n+1zn+1‖
+‖S3r3,n+1S4r4,n+1 · · · SKrK ,n+1zn+1 − S3r3,nS4r4,n+1 · · · SKrK ,n+1zn+1‖
+ · · · + ‖SKrK ,n+1zn+1 − SKrK ,nzn+1‖ + ‖zn+1 − zn‖
≤ (|r1,n+1 − r1,n| + |r2,n+1 − r2,n| + · · · + |rK ,n+1 − rK ,n|) Lr + ‖xn+1 − xn‖. (3.6)
From (3.4) of [18] page 735, we can obtain
‖Wn+1Snzn −WnSnzn‖ ≤ M
n∏
i=1
λi (3.7)
whereM = sup{Un+1,n+1Snzn − Un,n+1Snzn} for all n ≥ 0.
Since Ti,Wn and Sn are nonexpansive mappings, from (3.1), (3.6) and (3.7), we deduce that
‖zn+2 − zn+1‖ = ‖ϵn+1γ f (xn+1)+ (1− ϵn+1A)Wn+1Sn+1zn+1 − ϵnγ f (xn)− (1− ϵnA)WnSnzn‖
≤ ‖(1− ϵn+1A)(Wn+1Sn+1zn+1 −WnSnzn)+ (ϵn − ϵn+1)AWnSnzn‖
+ γ [ϵn+1(f (zn+1)− f (zn))+ (ϵn+1 − ϵn)f (zn)]
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≤ (1− ϵn+1γ¯ )‖Wn+1Sn+1zn+1 −WnSnzn‖ + γ ϵn+1α‖zn+1 − zn‖
+ |ϵn − ϵn+1|(‖AWnSnzn‖ + γ ‖f (zn)‖)
≤ (1− ϵn+1γ¯ )[‖Sn+1zn+1 − Snzn‖ + ‖Wn+1Snzn −WnSnzn‖]
+ γ ϵn+1α‖zn+1 − zn‖ + |ϵn − ϵn+1|(‖AWnSnzn‖ + γ ‖f (zn)‖)
≤ [1− (γ¯ − γα)ϵn+1]‖zn+1 − zn‖ + (1− ϵn+1γ¯ )M
n∏
i=1
λi
+ (1− ϵn+1γ¯ )
K−
i=1
|ri,n+1 − ri,n| Lr + |ϵn − ϵn+1|(‖AWnSnzn‖ + γ ‖f (zn)‖)
≤ [1− (γ¯ − γα)ϵn+1]‖zn+1 − zn‖ +M0

n∏
i=1
λi +
K−
i=1
|ri,n+1 − ri,n| + |ϵn − ϵn+1|

, (3.8)
whereM0 is a appropriate constant such that
M0 ≥ sup

(1− ϵγ¯ )M, (1− ϵγ¯ ) L
r
, ‖AWnSnzn‖ + γ ‖f (zn)‖

.
From conditions (C1) and (C2), applying Lemma 2.1 to (3.8), which implies that
lim
n→∞ ‖zn+1 − zn‖ = 0. (3.9)
Now, we prove that
lim
n→∞ ‖zn − S
k
rk,nzn‖ = 0.
Indeed, let p ∈ F , since Skrk,n is firmly nonexpansive, it follows that
‖Skrk,nzn − p‖2 = ‖Skrk,nzn − Skrk,np‖2
≤ ⟨Skrk,nzn − Skrk,np, zn − p⟩
= 1
2
(‖Skrk,nzn − p‖2 + ‖zn − p‖2 − ‖zn − Skrk,nzn‖2).
That is,
‖zn − Skrk,nzn‖2 ≤ ‖zn − p‖2 − ‖Skrk,nzn − p‖2
≤ ‖zn − p‖2 − ‖zn+1 − p‖2 + ‖zn+1 − p‖2 − ‖Skrk,nzn − p‖2
≤ ‖zn − zn+1‖M1 + ‖zn+1 − p‖2 − ‖Skrk,nzn − p‖2, (3.10)
whereM1 is an appropriate constant such thatM1 ≥ sup{‖zn − p‖ + ‖zn+1 − p‖}.
Moreover, set Ln := 2⟨γ f (zn)− AWnSnzn, zn+1 − p⟩, by inequality (2.1), we obtain
‖zn+1 − p‖2 = ‖ϵnγ f (zn)+ (I − ϵnA)WnS1r1,nS2r2,n · · · SKrK ,nzn − p‖2
≤ ‖WnS1r1,nS2r2,n · · · SKrK ,nzn − p‖2 + ϵnLn
≤ ‖SKrK ,nzn − p‖2 + ϵnLn. (3.11)
Combining (3.10) and (3.11), we obtain
‖zn − SKrK ,nzn‖2 ≤ ‖zn − zn+1‖M1 + ϵnLn,
since {Ln} is bounded, we have
lim
n→∞ ‖zn − S
K
rK ,nzn‖ = 0.
From line 5 to line 7 on page 6 of [15], we have
lim
n→∞ ‖zn − S
k
rk,nzn‖ = 0, (3.12)
for each k ∈ {1, 2, . . . , K}.
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Now, we show that
lim
n→∞ ‖zn −Wnzn‖ = 0. (3.13)
From (3.9), it only needs to prove
lim
n→∞ ‖zn+1 −Wnzn‖ = 0.
Indeed, putM2 := 2⟨γ f (zn)− AWnSnzn, zn+1 −Wnzn⟩ and note that
‖zn+1 −Wnzn‖2 = ‖ϵnγ f (zn)+ (1− ϵnA)WnSnzn −Wnzn‖2
≤ ‖WnSnzn −Wnzn‖2 + ϵnM2
≤ ‖Snzn − zn‖2 + ϵnM2.
Moreover,
‖Snzn − zn‖ = ‖S1r1,n · · · SKrK ,nzn − S1r1,nzn‖ + ‖S1r1,nzn − zn‖
≤ ‖S2r2,n · · · SKrK ,nzn − zn‖ + ‖S1r1,nzn − zn‖
...
≤
K−
k=1
‖Skrk,nzn − zn‖.
By boundedness ofM2 and the above inequality, we have
lim
n→∞ ‖zn+1 −Wnzn‖
2 ≤

lim
n→∞
K−
k=1
‖Skrk,nzn − zn‖
2
+ lim
n→∞ ϵnM2 = 0.
From (3.9), we have
lim
n→∞ ‖zn −Wnzn‖ ≤ limn→∞ ‖zn+1 − zn‖ + limn→∞ ‖zn+1 −Wnzn‖ = 0.
Let x∗ ∈ F be the unique solution of the variational inequality (3.2), we will show that
lim sup
n→∞
⟨(γ f − A)x∗, zn − x∗⟩ ≤ 0, ∀x∗ ∈ F . (3.14)
To obtain this, we choose a subsequence {znj} of {zn} such that znj ⇀ zˆ and
lim sup
n→∞
⟨(γ f − A)x∗, zn − x∗⟩ = lim
j→∞⟨(γ f − A)x
∗, znj − x∗⟩.
Lemma 2.6 does ensure the existence of the mapW : H → H , defined by
Wx := lim
n→∞Wnx. (3.15)
On the other hand, by Lemma 2.5
Skrˆkx = limn→∞ S
k
rk,nx, (3.16)
holds for every k ∈ 1, 2, . . . , K and for every x ∈ H .
Consider the set of asymptotic centers of {znj},
A(znj) = {x ∈ H : lim sup
j→∞
‖znj − x‖ = infy∈H lim supj→∞ ‖znj − y‖}.
By (3.15) and (3.13), for all z ∈ A(znj), we have
lim sup
j→∞
‖znj −Wzˆ‖ ≤ lim sup
j→∞
‖znj −Wnjznj‖ + lim sup
j→∞
‖Wnjznj −Wnj zˆ‖ + lim sup
j→∞
‖Wnj zˆ −Wzˆ‖
≤ lim sup
j→∞
‖znj − zˆ‖.
This is enough to prove thatW : A(znj)→ A(znj).
By the above similar proof ofW : A(znj)→ A(znj) and applying (3.12) and (3.16), we can prove that Skrˆk : A(znj)→ A(znj),
for every k ∈ {1, 2, . . . , K}.
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Note that znj weakly converges to zˆ. The last implies that A(znj) = {zˆ} (see Theorem 4.2 of [19]) and zˆ ∈ Fix(W ) ∩
(
K
k=1 Fix(S
k
rˆk
)) as a consequence.
By Lemmas 2.4 and 2.7, we have zˆ ∈ F , and then
lim
j→∞⟨(γ f − A)x
∗, znj − x∗⟩ = ⟨(γ f − A)x∗, zˆ − x∗⟩ ≤ 0.
Finally, we show that zn → x∗ ∈ F .
‖zn+1 − x∗‖2 = ‖(1− ϵnA)(WnSnzn − x∗)+ ϵn(γ f (zn)− Ax∗)‖2
≤ ‖(1− ϵnA)2(WnSnzn − x∗)‖2 + 2ϵn⟨γ f (zn)− Ax∗, zn+1 − x∗⟩
≤ (1− ϵnγ¯ )2‖zn − x∗‖2 + 2ϵnγ ⟨f (zn)− f (x∗), zn+1 − x∗⟩ + 2ϵn⟨γ f (z∗)− Ax∗, zn+1 − x∗⟩
≤ (1− ϵnγ¯ )2‖zn − x∗‖2 + 2ϵnγα‖zn − x∗‖‖zn+1 − x∗‖ + 2ϵn⟨γ f (z∗)− Ax∗, zn+1 − x∗⟩
≤ (1− ϵnγ¯ )2‖zn − x∗‖2 + ϵnγα(‖zn − x∗‖2 + ‖zn+1 − x∗‖2)+ 2ϵn⟨γ f (z∗)− Ax∗, zn+1 − x∗⟩,
which implies that
‖zn+1 − x∗‖2 ≤ (1− ϵnγ¯ )
2 + ϵnγα
1− ϵnγα ‖zn − x
∗‖2 + 2ϵn
1− ϵnγα ⟨γ f (z
∗)− Ax∗, zn+1 − x∗⟩
= 1− 2ϵnγ¯ + ϵnγα
1− ϵnγα ‖zn − x
∗‖2 + ϵ
2
n γ¯
2
1− ϵnγα ‖zn − x
∗‖2 + 2ϵn
1− ϵnγα ⟨γ f (z
∗)− Ax∗, zn+1 − x∗⟩
≤
[
1− 2ϵn(γ¯ − αγ )
1− ϵnγα
]
‖zn − x∗‖2
+ 2ϵn(γ¯ − αγ )
1− ϵnγα
[
1
γ¯ − αγ ⟨γ f (z
∗)− Ax∗, zn+1 − x∗⟩ + ϵnγ¯
2
2(γ¯ − γα)M3
]
,
whereM3 is an appropriate constant such thatM3 = supn≥1{‖zn − x∗‖}.
Put ln = 2ϵn(γ¯−αγ )1−ϵnγα and tn = 1γ¯−αγ ⟨γ f (zn)− Ax∗, zn+1 − x∗⟩ +
ϵ2n γ¯
2
1−ϵnγαM3.
That is,
‖zn+1 − x∗‖2 ≤ (1− ln)‖zn − x∗‖2 + lntn. (3.17)
It follows from condition (C1) and (3.14) that
lim
n→∞ ln = 0,
∞−
n=1
ln = ∞, lim sup
n→∞
tn ≤ 0.
Applying Lemma 2.1 to (3.17), we obtain zn → x∗.
This completes the proof. 
Corollary 3.1. Let C be a nonempty closed convex sunset of a Hilbert space H, {Ti}i∈N be an infinite family of nonexpansive
mappings from H into itself, G : C × C → R functions satisfy (A1)–(A4) for k ∈ {1, 2, . . . , K}) such that F := SEP(G) ∩
(

n∈N Fix(Tn)) ≠ ∅, A a strongly positive bounded linear operator with coefficient γ¯ and f an α-contraction in H, Moreover, let
{rn}, {ϵn} and {λn} be real sequences such that 0 < ϵn < 1, and γ a real number such that 0 < γ < γ¯α . Assume that
(C1) limn→∞ ϵn = 0,∑∞n=1 ϵn = ∞;
(C2)
∑∞
n=1 |ϵn − ϵn+1| <∞,
∑∞
n=1 |rn+1 − rn| <∞;
(C3) lim infn→∞ rn > 0.
For every n ∈ N, let Wn be the mapping generated by {Ti} and {λn} as in (1.5). If {zn} is the sequence generated by x1 ∈ H andG(yn, u)+
1
rn
⟨u− yn, yn − zn⟩ ≥ 0, ∀u ∈ C,
zn+1 = ϵnγ f (zn)+ (I − ϵnA)Wnyn.
(3.18)
Then {zn} and {yn} converge strongly to x∗ ∈ F , where x∗ = PF (I−(A−γ f ))(x∗), which solves the following variational inequality
⟨γ f (x∗)− Ax∗, x− x∗⟩ ≤ 0, ∀x ∈ F (3.19)
or, equivalently, x∗ is the unique solution of the minimization problem
min
x∈F
1
2
⟨Ax, x⟩ + h(x)
where h is a potential function for γ f .
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Proof. Take K = 1 in Theorem 3.1, we can get the desired conclusion easily. 
Corollary 3.2. Let C be a nonempty closed convex sunset of a Hilbert space H, W be a nonexpansive mapping of C into H,
Gk : C × C → R functions satisfy (A1)–(A4) for k ∈ {1, 2, . . . , K} such that F := (Kk=1 SEP(Gk)) ∩ Fix(W ) ≠ ∅, A a strongly
positive bounded linear operator with coefficient γ¯ and f an α-contraction on H. Moreover, let {rk,n}Kk=1, {ϵn} be a real sequence
such that {rk,n}Kk=1 > 0, 0 < ϵn < 1, and γ a real number such that 0 < γ < γ¯α . Assume that
(C1) limn→∞ ϵn = 0,∑∞n=1 ϵn = ∞;
(C2)
∑∞
n=1 |ϵn − ϵn+1| <∞,
∑∞
n=1 |ri,n+1 − ri,n| <∞ for k ∈ {1, 2, . . . , K};
(C3) lim infn→∞ rk,n > 0 for every k ∈ {1, 2, . . . , K}.
For every n ∈ N, let Skrk,n be the resolvent generated by Gk and rk,n as in Lemma 2.4. If {zn} is the sequence generated by
zn+1 = ϵnγ f (zn)+ (I − ϵnA)WS1r1,nS2r2,n · · · SKrK ,nzn ∀n ∈ N. (3.20)
Then {zn} converges strongly to x∗ ∈ F , where x∗ = PF (I − (A− γ f ))(x∗), which solves the following variational inequality
⟨γ f (x∗)− Ax∗, x− x∗⟩ ≤ 0, ∀x ∈ F (3.21)
or, equivalently, x∗ is the unique solution of the minimization problem
min
x∈F
1
2
⟨Ax, x⟩ + h(x)
where h is a potential function for γ f .
Proof. PutWn := W in Theorem 3.1, whereW is a nonexpansivemapping.We can obtain the desired conclusion easily. 
Remark 3.1. If we K = 1 andWn := W in Theorem 3.1, we can get Theorem 3.1 in [20].
Remark 3.2. If we K = 1,Wn := W , γ = 1 and A = I in Theorem 3.1, we can get Theorem 3.2 in [13].
4. Numerical example
Now, we give a real numerical example in which the conditions satisfy the ones of Theorem 3.1 and some numerical
experiment results to explain the main result Theorem 3.1 as follows.
Example 4.1. Let H = R, C = [−1, 1], Tn = I , λn = β ∈ (0, 1), n ∈ N. Gk(x, y) = 0, ∀x, y ∈ C, rk,n = 1, k ∈ {1, 2, . . . , K}.
A = I , f (x) = 110x,∀x ∈ H , with contraction coefficient α = 110 , ϵn = 1n for every n ∈ N and γ = 1. Then {zn} is the sequence
generated by
zn+1 =

1− 9
10n

zn (4.1)
and zn → 0 as n →∞, where 0 is the unique solution of the minimization problem
min
x∈C
11
20
x2 + q.
Proof. We can prove Example 4.1 by Steps 1–3. By Step 4, we give two numerical experiment results which can directly
explain the sequence {zn} strongly converges to 0.
Step 1.We show that
Skrk,nx = PCx, ∀x ∈ H, k ∈ {1, 2, . . . , K}, (4.2)
where
PCx =
 x
|x| , x ∈ H \ C
x, x ∈ C .
(4.3)
Indeed, since Gk(x, y) = 0, ∀x, y ∈ C, k ∈ {1, 2, . . . , K}, due to the definition of Sr(x), ∀x ∈ H in Lemma 2.4, we have
Sr(x) = {z ∈ C : ⟨y− z, z − x⟩ ≥ 0, ∀y ∈ C}.
Also by the equivalent property (∗) of the nearest projection PC from H to C , we obtain this conclusion.
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Fig. 1. z(1) = 0.1, iteration steps n = 370000.
When we take x ∈ C , Skrk,nx = PCx = Ix. By (3) in Lemma 2.4, we have
K
k=1
SEP(Gk) = C . (4.4)
Step 2.We show that
Wn = I. (4.5)
Indeed, By (1.5), we have
W1 = U11 = λ1T1U12 + (1− λ1)I = λ1T1 + (1− λ1)I,
W2 = U21 = λ1T1U22 + (1− λ1)I = λ1T1(λ2T2U23 + (1− λ2)I)+ (1− λ1)I
= λ1λ2T1T2 + λ1(1− λ2)T1 + (1− λ1)I,
W3 = U31 = λ1T1U32 + (1− λ1)I = λ1T1(λ2T2U33 + (1− λ2)I)+ (1− λ1)I
= λ1λ2T1T2U33 + λ1(1− λ2)T1 + (1− λ1)I
= λ1λ2T1T2(λ3T3U34 + (1− λ3)I)+ λ1(1− λ2)T1 + (1− λ1)I
= λ1λ2λ3T1T2T3 + λ1λ2(1− λ3)T1T2 + λ1(1− λ2)T1 + (1− λ1)I.
Compute in this way by (1.5), we obtain
Wn = Un1 = λ1λ2 · · · λnT1T2 · · · Tn + λ1λ2 · · · λn−1(1− λn)T1T2 · · · Tn−1
+ λ1λ2 · · · λn−2(1− λn−1)T1T2 · · · Tn−2 + · · · + λ1(1− λ2)T1 + (1− λ1)I.
Since Tn = I , λn = β , n ∈ N, thus,
Wn = [βn + βn−1(1− β)+ · · · + β(1− β)+ (1− β)]I = I.
Step 3.We prove that
zn+1 =

1− 9
10n

zn, and zn → 0, as n →∞, (4.6)
where 0 is the unique solution of the minimization problem
min
x∈C
11
20
x2 + q.
Indeed, we can see that A = I is a strongly positive bounded linear operator with coefficient γ¯ = 12 , γ is a real number
such that 0 < γ < γ¯
α
, so we can take γ = 1. Due to (4.2), (4.3) and (4.5), we can obtain a special sequence {zn} of (3.1) in
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Fig. 2. z(1) = 0.01, iteration steps n = 370000.
Theorem 3.1 as follows:
zn+1 =

1− 9
10n

zn.
Since Tn = I , n ∈ N, so,
n∈N
Fix(Tn) = H,
combining with (4.4), we have
F :=

K
k=1
SEP(Gk)

∩

n∈N
Fix(Tn)

= C = [−1, 1].
By Lemma 2.1, it is obviously that zn → 0, 0 is the unique solution of the minimization problem minx∈C 1120x2 + q, where q
is a constant number. 
Step 4.We give the numerical experiment results using software Matlab 7.0 and obtain Figs. 1 and 2, which show that the
iteration process of the sequence {zn} as initial points z(1) = 0.1 and z(1) = 0.01, respectively. From the figures, we can
see that {zn} is a monotone decreasing sequence and converges to 0, but the more the iteration steps are, the more slowly
the sequence {zn} converges to 0.
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