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LIMIT THEOREMS FOR RANDOM WALKS
ALEXANDER BENDIKOV, WOJCIECH CYGAN, AND BARTOSZ TROJAN
Abstract. We consider a random walk Sτ which is obtained from the simple
random walk S by a discrete time version of Bochner’s subordination. We
prove that under certain conditions on the subordinator τ appropriately scaled
random walk Sτ converges in the Skorohod space to the symmetric α-stable
process Bα. We also prove asymptotic formula for the transition function of
Sτ similar to the Po´lya’s asymptotic formula for Bα.
1. Introduction
It is well known and due to Po´lya [15] that the transition density pα(x, t), 0 < α <
2, of the one-dimensional symmetric α-stable process has the following asymptotic
expression 1
(1.1) pα(x, t) ∼ cαt|x|−1−α, as t|x|−α → 0
where
cα = α2
α−1π−3/2Γ
(
α+ 1
2
)
Γ
(α
2
)
sin
(πα
2
)
.(1.2)
For multidimensional symmetric α-stable process similar asymptotic formula has
been found by Blumenthal and Getoor [7]. Both results were obtained by using
the method of characteristic functions and the scaling property of α-stable distri-
butions. An elegant proof of the Po´lya–Blumenthal–Getoor asymptotic formula
was proposed by Bendikov [2]. Bendikov used the fact that the symmetric α-stable
process can be obtained from the standard Brownian motion by means of the sub-
ordination, the notion introduced in the theory of Markov semigroups by Bochner
[8].
From the probabilistic point of view, the α-stable process Bα = (Bαt : t ≥ 0),
0 < α < 2, is obtained from the Brownian motion B = (Bt : t ≥ 0) by setting
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1
2 ALEXANDER BENDIKOV, WOJCIECH CYGAN, AND BARTOSZ TROJAN
Bαt = Bσαt where the subordinator σ
α = (σαs : s ≥ 0) is independent of B non-
decreasing Le´vy process such that
E
(
e−λσ
α
s
)
= e−sλ
α/2
, λ ≥ 0.
From the analytical point of view, the transition density pα(x, t) of B
α is obtained
as a time average of the transition density p(x, t) of B, i.e.
pα(x, t) =
∫
[0,∞)
p(x, s) dναt (s)
where ναt is the distribution function of the random variable σ
α
t . In particular, the
minus infinitesimal generator of the process Bα is (−∆)α/2 where ∆ is the classical
Laplace operator.
In this article we study a certain class of random walks obtained from finite
range random walks, in particular the simple random walk, by means of discrete
time subordination recently developed in [4]. We prove that any random walk from
our class, being appropriately scaled, converges in the Skorohod space to the α-
stable process Bα. We also prove that a discrete space and time counterpart of the
Po´lya’s asymptotic formula (1.1) holds true.
To illustrate the main results of the paper we consider S to be the simple random
walk in Zd, a discrete space and time counterpart of the Brownian motion in Rd.
Let 0 < α < 2 and Sα be the subordinate random walk defined via the functional
calculus of (minus) generators of discrete time Markov semigroups
I − Pα = (I − P )α/2.
Here P and Pα are the transition operators of S and S
α, respectively. In other
words, Sα coincides in distribution with Sτα where the discrete subordinator τ
α is
uniquely determined by the formula
E
(
e−λτ
α
n
)
=
(
1− (1− e−λ)α/2
)n
, λ ≥ 0.
In Sections 4 and 5 we prove the following two theorems (or even more general
versions of them).
Theorem A. For each 0 < α < 2, the sequence of random elements(
n−1/αSα[nt] : t ≥ 0
)
converges in the Skorohod space to Bα.
Let {e1, . . . , ed} be the standard basis for Rd and ‖ · ‖2 the Euclidean norm.
Theorem B. Let 0 < α < 2 and pα(x, n) be the transition function of S
α, then as
n and ‖x‖2 tend to infinity we have
(i) if n‖x‖−α2 tends to zero then
1
2d
d∑
j=1
(
pα(x+ ej , n) + 2pα(x, n) + pα(x− ej , n)
) ∼ Cd,αn‖x‖−d−α2 ;
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(ii) if n‖x‖−α2 tends to infinity then
pα(x, n) ∼ pα(0, n) ∼ Dd,αn−d/α.
The constants in Theorem B are given explicitly by the formulas
Cd,α = α2
α/2π−d/2−1d−α/2 Γ
(α
2
)
Γ
(d+ α
2
)
sin
(πα
2
)
and
Dd,α = (2π)
d/2Γ(1 + d/α)
Γ(1 + d/2)
.
Let us observe that Cd,α has the factor d
−α/2 which is not present in (1.2). This is
a consequence of the asymptotic behaviour of the simple random walk on Zd.
The main ingredients in our proofs are the continuity principle of superposition in
the Skorohod space due to Whitt [21], and the asymptotic formulas for the discrete
time subordinators. In Section 2.3 we prove the following theorem.
Theorem C. Let Fn(t) = P(τn ≤ t). Whenever nt−α tends to zero,
1− Fn(t) ∼ nt
−α
Γ(1− α/2) .
Let us mention that Theorem C can be regarded as a version of the global
large deviation result for random walks with increments belonging to the domain
of attraction of a stable law, see e.g. [9, 14] and references therein.
In this work we consider more general subordinators. Namely, for any Bernstein
function ψ which varies regularly at zero we construct related subordinator τ and
random walk Sτ , and we establish τ -versions of Theorems A, B and C.
Theorem A (as well as the more general version in Theorem 4.1) was first ob-
tained by A. Mimica in [13]. Furthermore, he also proved the converse of the
theorem and treats the case α = 2. While Mimica applied the method of charac-
teristic functions, our approach is different and uses superposition in the Skorohod
space.
2. Preliminaries
2.1. Finite range random walks. Let S = (Sn : n ∈ N) be a random walk driven
by a probability measure p and let p(n) = p( · , n) be its n-fold convolution. We say
that (S, p) ∈ S if the following properties hold
(i) p is supported by a finite set V ⊂ Zd;
(ii) for each x ∈ Zd there is n ∈ N such that p(x, n) > 0;
(iii)
∑
v∈Zd p(v) · v = 0.
Generally, a random walk from the class S is not aperiodic. Thus, we let r to be
its period, that is the greatest common divisor of all n such that p(0, n) > 0. Then
the space Zd decomposes into r disjoint classes R0, . . . , Rr−1 where
Rj =
{
x ∈ Zd : p(x, j + kr) > 0 for some k ≥ 0}.
For instance, if S is the simple random walk starting at the origin, we have r = 2
and R0 is the class of points which S visits in even number of steps.
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Before we state the asymptotic formula for p(x, n) we need to introduce a qua-
dratic form on Rd defined by
(2.1) 〈Qu, u〉 =
∑
v∈Zd
p(v)〈v, u〉2.
We note that for the simple random walk Q = d−1I where I is the identity matrix.
Let Q−1 be the inverse of Q. We also fix a norm on Rd, ‖x‖2 = 〈Q−1x, x〉. By [18,
Corollary 3.2 and Remark 1], we obtain that for every j ∈ {0, . . . , r − 1}, n ∈ N
and x ∈ Rj such that ‖x‖ ≤ n2/3, if n ≡ j (mod r) then
(2.2) p(x, n) = (2πn)−
d
2 (detQ)−
1
2 e−
1
2n 〈Q
−1x,x〉
(
r +O(n−1)+O(n−2‖x‖3))
otherwise p(x, n) = 0. In particular, we obtain
Corollary 2.1. For every ǫ > 0, and x ∈ Zd,
r−1∑
j=0
p(x, n+ j) = (2πn)−
d
2 (detQ)−
1
2 e−
1
2n 〈Q
−1x,x〉
(
r +O(n−1)+O(n−2‖x‖3))
provided ‖x‖ ≤ n2/3.
Let us comment about the asymptotic of p(x, n). For aperiodic random walks
with mean zero to get (2.2) one may use [12, Theorem 2.3.11]. A more refined
asymptotic is recently developed by Trojan in [18]. It is valid in a larger region and
applicable to random walks with non-zero mean and not necessary aperiodic.
2.2. Discrete time subordination. For continuous time Markov processes, sub-
ordination is a useful procedure of obtaining new Markov processes. The later may
differ very much from the original one but its properties can be understood in terms
of the old process. For example, in this way the symmetric stable process can be
obtained from the Brownian motion (see e.g. [2]).
From a probabilistic point of view, a new process (Yt : t ≥ 0) is obtained from
the process (Xt : t ≥ 0) by setting Yt = Xσt where the subordinator (σs : s ≥ 0) is a
non-decreasing Le´vy process taking values in (0,∞) and independent of (Xt : t ≥ 0)
(see e.g. [10, Section X.7]). From an analytical point of view, the transition function
hσ(x,B, t) of the new process is obtained as a time average of the transition function
h(x,B, t) of the original one, i.e.
hσ(x,B, t) =
∫
[0,∞)
h(x,B, s) dνt(s)
where νt is the distribution function of the random variable σt. Subordination was
introduced by Bochner in the context of semigroup theory (see [10, footnote, p.
347]). Formally, the minus infinitesimal generator B of the process (Yt : t ≥ 0) is a
function of the minus infinitesimal generator A of the process (Xt : t ≥ 0), that is,
B = ψ(A) for some function ψ.
A discrete time version of subordination, where the functional calculus equation
B = ψ(A) serves as the defining starting point, has been considered by Bendikov and
Saloff-Coste in [4]. To describe the procedure, let R be the operator of convolution
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by p, a probability density on Zd. Then L = I−R, where I is the identity operator,
can be considered as minus the Markov generator of the associated random walk.
For a proper function ψ we may define a subordinate random walk Sψ as the random
walk process with the generator−ψ(L). As it has been shown in [4], the appropriate
class consists of Bernstein functions.
Let us recall that a smooth and non-negative function ψ : [0,∞) → [0,∞) is
called a Bernstein function if for all n ∈ N and x > 0
(−1)nψ(n)(x) ≤ 0.
For a Bernstein function ψ there are constants a, b ≥ 0 and a measure ν on [0,∞)
satisfying ∫
[0,∞)
min{1, s} dν(s) <∞,
and such that
(2.3) ψ(x) = a+ bx+
∫
[0,∞)
(1− e−xs) dν(s).
Given a Bernstein function ψ with ψ(0) = 0 and ψ(1) = 1 for k ∈ N we set
(2.4) c(ψ, k) =
1
k!
∫
[0,∞)
tke−t dν(t) +
{
b if k = 1,
0 otherwise.
Then the random walk Sψ with the generator −ψ(L) has the probability density
(2.5) pψ(x) =
∑
k≥1
p(x, k)c(ψ, k),
see [4, Proposition 2.3]. Formula (2.5) has the following probabilistic interpretation.
Let (Rk : k ∈ N) be a sequence of independent and identically distributed integer-
valued random variables also independent of S and such that P(Ri = k) = c(ψ, k).
Then for τn = R1 + . . .+Rn we have
(2.6) P(τn = k) =
∑
k1+...+kn=k
c(ψ, k1) · · · c(ψ, kn).
In particular, the law of Sψn is the same as the law of Sτn and is given by
(2.7) pψ(x, n) =
∑
k≥n
p(x, k)P(τn = k).
2.3. Asymptotics related to subordinators. For a given (S, p) ∈ S and a
Bernstein function ψ, the relations (2.6) and (2.7) defining the transition function
pψ(x, n) of the subordinate random walk S
ψ are rather complicated. In the course
of study, we are going to restrict ourselves by considering Bernstein functions ψ
regularly varying at zero of index 0 < α/2 < 1, such that ψ(0) = 0 and ψ(1) = 1.
Let us recall that a function f defined in an interval (0, a), a > 0, is regularly
varying of index β at zero if f(x) = xβℓ(1/x) where ℓ satisfies
lim
x→∞
ℓ(λx)
ℓ(x)
= 1,
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for each λ > 0. The function ℓ is called slowly varying at infinity. For the detailed
exposition of the theory of regular variation we refer the reader to [6]. Here, we
only mention Potter bounds (see [16], see also [6, Theorem 1.5.6]). If ℓ varies slowly
at infinity then for every ǫ > 0 and C > 1 there exists x0 > 0 such that for all
x, y ≥ x0
(2.8) ℓ(y) ≤ C ℓ(x)max{y/x, x/y}ǫ.
The main result of this section is the following theorem.
Theorem 2.2. Set Fn(t) = P(τn ≤ t). If n and t both tend to infinity in such a
way that nψ
(
t−1
)
tends to zero then
1− Fn(t) ∼
nψ
(
t−1
)
Γ(1− α/2) .
Proof. The statement of the theorem may be expressed as follows: for any sequence
(tn : n ∈ N) tending to infinity and satisfying
(2.9) lim
n→∞
nψ
(
t−1n
)
= 0,
one has
(2.10) lim
n→∞
1− Fn(tn)
nψ
(
t−1n
) = 1
Γ(1− α/2) .
Let us observe that the Laplace transform of the function F1 is equal to
(2.11) L{F1}(λ) =
∫ ∞
0
F1(y)e
−λy dy = λ−1
(
1− ψ(1− e−λ)).
Hence, for any n ∈ N
(2.12) L{1− Fn}(λ) = λ−1
(
1− (1− ψ(1− e−λ))n).
Next, we define
Fn(x) =
∫ x
0
1− Fn(y) dy,
for x > 0. Then, by (2.12)
Fn(x) =
∫ x
0
dFn(y) ≤ e
∫ x
0
e−y/x dFn(y)
≤ eL{dFn}(1/x)
≤ Cxnψ(1− e−1/x).(2.13)
In what follows C denotes an absolute positive constant which may vary form line
to line.
For a given sequence (tn : n ∈ N) satisfying (2.9) we define a sequence of tem-
pered distribution on [0,∞) by setting
Λn(f) =
1
ntnψ
(
t−1n
) ∫ ∞
0
f(x)Fn(tnx) dx
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for any f ∈ S([0,∞)). Let us recall that the space S([0,∞)) consists of Schwartz
functions on R restricted to [0,∞) and S ′([0,∞)) consists of tempered distributions
supported by [0,∞), see [19] for details.
We claim that there is C > 0 such that for any f ∈ S([0,∞)) and n ∈ N
(2.14) |Λn(f)| ≤ C sup
x≥0
{
(1 + x)3|f(x)|}.
Indeed, by (2.13) we have
|Λn(f)| ≤ C
ψ
(
t−1n
) ∫ ∞
0
x|f(x)|ψ(1− e−1/(tnx)) dx.
To bound the right-hand side, let us recall that ψ(λ) = λα/2ℓ(1/λ) for some 0 <
α < 2. By (2.8), there are N ≥ 1 and C > 0 such that for n ≥ N
ψ
(
t−1n
) ≥ Ct−(α/2+1)/2n .
Thus, we can estimate
1
ψ
(
t−1n
) ∫ t−1/2n
0
x|f(x)|ψ(1− e−1/(tnx)) dx ≤ C sup
x≥0
{|f(x)|}t(α/2+1)/2n ∫ t−1/2n
0
x dx
≤ C sup
x≥0
{|f(x)|}.
Let xn = −1/
(
tn · log
(
1− 1/tn
))
and
An(x) = tn
(
1− e−1/(tnx)).
For t
−1/2
n ≤ x ≤ xn we have
1 ≤ An(x) ≤ t1/2n .
Again, by (2.8), there is N ≥ 1 such that for n ≥ N
ℓ
(
An(x)
−1tn
) ≤ ℓ(tn)An(x)(1−α/2)/2,
thus
ψ
(
An(x) · t−1n
)
An(x)ψ
(
t−1n
) ≤ An(x)(α/2−1)/2 ≤ 1.
Since xAn(x) ≤ 1 whenever x > 0, we obtain
1
ψ
(
t−1n
) ∫ xn
t
−1/2
n
x|f(x)|ψ(An(x) · t−1n ) dx ≤ ∫ xn
t
−1/2
n
x|f(x)|An(x) dx
≤ C sup
x≥0
{
(1 + x)2|f(x)|}.
Finally, if x ≥ xn then An(x) ≤ 1. Therefore, by monotonicity we get
ψ
(
An(x) · t−1n
) ≤ ψ(t−1n ).
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Hence,
1
ψ
(
t−1n
) ∫ ∞
xn
x|f(x)|ψ(An(x) · t−1n ) dx ≤ ∫ ∞
xn
x|f(x)| dx
≤ C sup
x≥0
{
(1 + x)3|f(x)|},
which finishes the proof of the claim (2.14).
Let us observe, that (2.14) implies that the family of distributions (Λn : n ∈ N) is
equicontinuous. Next, we calculate Λn(fτ ) for fτ (x) = e
−τx, τ > 0. The integration
by parts yields
(2.15) Λn(fτ ) =
1
ntnψ
(
t−1n
) ∫ ∞
0
e−τxFn(tnx) dx = 1
nτtnψ
(
t−1n
)L{dFn}(τ/tn),
We need the following observation.
Claim 1. Let (an : n ∈ N) and (bn : n ∈ N) be any two sequences of positive
numbers both tending to zero and such that
lim
n→∞
an
bn
= 1.
Then
lim
n→∞
ψ(an)
ψ(bn)
= 1.
Indeed, by (2.8), for every A > 1 and ǫ > 0 there is δ > 0 such that for all n ∈ N,
if 0 < an, bn < δ then
ψ(an) ≤ Aψ(bn)max
{
(an/bn)
α
2 +ǫ, (an/bn)
α
2−ǫ
}
.
Hence,
lim
n→∞
ψ(an)
ψ(bn)
≤ A,
and since A > 1 was arbitrary, the limit is bounded by 1. Analogously, we show
the reverse inequality.
Now, since
lim
n→∞
1− e−τ/tn
τ/tn
= 1,
by Claim 1, we get
lim
n→∞
ψ
(
1− e−τ/tn)
ψ(t−1n )
= τα/2.
Hence, by (2.12) and (2.15)
lim
n→∞
Λn(fτ ) = τ
α/2−2 =
1
Γ(2 − α/2)
∫ ∞
0
e−τxx1−α/2 dx.(2.16)
Finally, density of the linear span T of the set {fτ : τ > 0} and equicontinouity of
(Λn : n ∈ N) allows us to extend the limit in (2.16) over all of f ∈ S
(
[0,∞)) giving
lim
n→∞
Λn(f) =
1
Γ(2− α/2)
∫ ∞
0
f(x)x1−α/2 dx.
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For the completeness of our presentation we give a sketch of the proof that T is
dense in S([0,∞)) (see e.g. [19, 20]). By the Hahn–Banach theorem it is enough
to show that if Λ ∈ S ′([0,∞)) and Λ(φ) = 0 for all φ ∈ T , then Λ is the zero
functional. Assume that Λ vanishes on T and let LΛ(z) = Λ(e−z·), ℜz > 0, be
the Laplace transform of Λ. Since Λ = 0 on T we get LΛ(λ) = 0 for λ > 0. But
the Laplace transform is analytic in the half-plane ℜz > 0, whence LΛ(z) = 0, for
ℜz > 0. Using the connection between Laplace and Fourier transforms,
Λ̂(ξ) = lim
λ→0+
LΛ(λ+ iξ), in S ′([0,∞)),
we obtain that Λ̂ = 0, i.e. Λ is the zero functional as desired.
Next, we claim that
(2.17) lim
n→∞
Fn(tn)
ntnψ
(
t−1n
) = 1
Γ(2− α/2) .
For a fixed ǫ > 0, we choose φ+ ∈ S
(
[0,∞)) such that 0 ≤ φ+ ≤ 1 and
φ+(x) =
{
1 for 0 ≤ x ≤ 1,
0 for 1 + ǫ ≤ x.
Then we have
Fn(tn) =
∫ tn
0
dFn(s) ≤
∫ tn
0
φ+(s/tn) dFn(s) ≤
∫ ∞
0
φ+(s/tn) dFn(s).
Hence, by the integration by parts we get
Fn(tn)
ntnψ
(
t−1n
) ≤ −Λn(φ′+).
Therefore, we may estimate
lim sup
n→∞
Fn(tn)
ntnψ
(
t−1n
) ≤ −1
Γ(2− α/2)
∫ ∞
0
s1−α/2φ′+(s) ds
=
1
Γ(1− α/2)
∫ ∞
0
s−α/2φ+(s) ds ≤ 1
Γ(2− α/2)(1 + ǫ)
1−α/2.
Similarly, by taking φ− ∈ S
(
[0,∞)), 0 ≤ φ− ≤ 1 satisfying
φ−(x) =
{
1 for 0 ≤ x ≤ 1− ǫ,
0 for 1 ≤ x,
one can show that
lim inf
n→∞
Fn(tn)
ntnψ
(
t−1n
) ≥ 1
Γ(2− α/2)(1− ǫ)
1−α/2.
Since ǫ was arbitrary, we conclude (2.17).
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To prove (2.10) we follow the line of reasoning from [6, Theorem 1.7.2]. Let
ǫ > 0. The function 1− Fn(s) is non-increasing therefore
(2.18) Fn(t)−Fn((1− ǫ)t) =
∫ t
(1−ǫ)t
(1− Fn(s)) ds ≥ ǫt(1− Fn(t))
and
(2.19) Fn((1 + ǫ)t)−Fn(t) =
∫ (1+ǫ)t
t
(1− Fn(s)) ds ≤ ǫt(1− Fn(t)).
By (2.17) and regular variation of ψ,
lim
n→∞
Fn((1 − ǫ)tn)
ntnψ
(
t−1n
) = (1− ǫ)1−α/2
Γ(2 − α/2) .
Hence, (2.18) implies
lim sup
n→∞
1− Fn(tn)
nψ
(
t−1n
) ≤ 1
Γ(2− α/2) ·
1− (1 − ǫ)1−α/2
ǫ
.
Similarly, by (2.19) we get
lim inf
n→∞
1− Fn(tn)
nψ
(
t−1n
) ≥ 1
Γ(2− α/2) ·
(1 + ǫ)1−α/2 − 1
ǫ
.
Finally, by taking ǫ tending to zero we obtain (2.10). 
3. The domain of attraction
Let (Xn : n ∈ N) be a sequence of independent identically distributed random
variables with common distribution µ. The distribution µ belongs to the domain of
attraction of the α-stable law if for every n ∈ N there are an ∈ Rd and bn ∈ (0,∞)
such that the random variable ( n∑
j=1
Xj − an
)
/bn
converges in law to α-stable random variable. As in the Section 2.3 we assume that
ψ is the Bernstein function regularly varying at zero of index α/2, 0 < α < 2, such
that ψ(0) = 0 and ψ(1) = 1. The main result of this subsection is the following
theorem.
Theorem 3.1. The law of Sψ1 belongs to the domain of attraction of the symmetric
α-stable law.
We start with two elementary lemmas. Let Φ and Φψ denote characteristic
functions of p and pψ, respectively.
Lemma 3.2. For all ξ ∈ Rd,
Φψ(ξ) = 1− ψ(1− Φ(ξ)).
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Proof. Notice that Φ(ξ) may take complex values, thus we need to use the holo-
morphic extension of the Bernstein function ψ. For any z ∈ C such that ℜz ≥ 0 we
may write (see [17, Proposition 3.5])
ψ(z) = a+ bz +
∫
[0,∞)
(1− e−zt) dν(t).
The function ψ(z) is continuous for ℜz ≥ 0 and holomorphic for ℜz > 0. Thus, for
any z ∈ C such that ℜz ≤ 1, we have
1− ψ(1 − z) = 1− b(1− z)−
∫
[0,∞)
(
1− e−t(1−z)) dν(t)
= bz +
∫
[0,∞)
e−t
∑
n≥1
tnzn
n!
dν(t)
= bz +
∑
n≥1
zn
n!
∫
[0,∞)
e−ttn dν(t)
=
∑
n≥1
c(ψ, n) zn
where the coefficients c(ψ, n) were defined by (2.4). On the other hand
Φψ(ξ) =
∑
x∈Zd
pψ(x)e
iξx =
∑
x∈Zd
eiξx
∑
k≥1
p(x, k)c(ψ, k)
=
∑
k≥1
c(ψ, k)
(
Φ(ξ)
)k
,
which finishes the proof. 
Lemma 3.3. For u > 0 and ℜz ≥ 0,∣∣ψ(u(1 + z))− ψ(u)∣∣ ≤ |z|ψ(u).
In particular, we have
ψ
(
u(1 + iǫ)
)
= ψ(u)
(
1 +O(ǫ)).
Proof. From the representation of the Bernstein function we get
ψ
(
u(1 + z)
)− ψ(u) = buz + ∫
[0,∞)
e−ut
(
1− e−uzt) dν(t).
Since |1− e−z| ≤ |z| for ℜz ≥ 0, we obtain∣∣ψ(u(1 + z))− ψ(u)∣∣ ≤ bu|z|+ |z| ∫
[0,∞)
ute−ut dν(t)
≤ bu|z|+ |z|
∫
[0,∞)
(
1− e−ut) dν(t) = |z|ψ(u),
where we used the inequality ex ≥ 1 + x. 
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Proof of Theorem 3.1. Let an ≡ 0. For (bn : n ∈ N) we choose a sequence of real
numbers such that
(3.1) lim
n→∞
nψ
(
b−2n
)
= 1.
We are going to show that for every ξ ∈ Rd,
lim
n→∞
E
(
eiξ(S
ψ
n−an)/bn
)
= exp{−2−α/2〈Qξ, ξ〉α/2}
where Q is defined in (2.1). Since for some C > 0 and for all x ∈ R∣∣∣1− cosx− x2
2
∣∣∣ ≤ Cx4,
then for θ ∈ [−π, π)d we can estimate∣∣∣ℜ(1− Φ(θ))− 1
2
〈Qθ, θ〉
∣∣∣ ≤∑
v∈V
p(v)
∣∣∣1− cos〈v, θ〉 − 1
2
〈v, θ〉2
∣∣∣
≤ C1‖θ‖〈Qθ, θ〉.(3.2)
Next, since ∑
v∈V
p(v) · v = 0,
and there is C > 0 such that for all x ∈ R
|sinx− x| ≤ C|x|3,
we get
|ℑΦ(θ)| =
∣∣∣∑
v∈V
p(v)
(
sin〈v, θ〉 − 〈v, θ〉)∣∣∣ ≤∑
v∈V
p(v)
∣∣ sin〈v, θ〉 − 〈v, θ〉∣∣
≤ C2‖θ‖〈Qθ, θ〉.(3.3)
Therefore, by Lemma 3.3 and estimates (3.2) and (3.3), we obtain∣∣ψ(1− Φ(θ))− ψ(ℜ(1− Φ(θ)))∣∣ ≤ ∣∣∣∣ ℑΦ(θ)ℜ(1− Φ(θ))
∣∣∣∣ψ(ℜ(1− Φ(θ)))
≤ 4C2‖θ‖ψ
(ℜ(1− Φ(θ))).(3.4)
provided ‖θ‖ ≤ (4C1)−1. Now, let us fix ξ ∈ Rd. We have
E
(
eiξ S
ψ
n /bn
)
=
(
Φψ(ξ/bn)
)n
where
Φψ(ξ) = 1− ψ(1− Φ(ξ)).
Since
lim
n→∞
Φψ(ξ/bn) = 1,
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there is N > 0 such that for n > N , ℜΦψ(ξ/bn) > 1/2. Hence, by Lemma 3.2 and
(3.4), we get 2
LogΦψ(ξ/bn) = Log
(
1− ψ(1− Φ(ξ/bn)))
= −ψ(1− Φ(ξ/bn))(1 +O(∣∣ψ(1− Φ(ξ/bn))∣∣))
= −ψ(ℜ(1− Φ(ξ/bn))(1 +O(b−1n ) +O(ψ(ℜ(1− Φ(ξ/bn))))).
Next, by (3.2), we have
lim
n→∞
ℜ(1− Φ(ξ/bn))
〈Qξ, ξ〉/(2b2n)
= 1,
thus, by applying Claim 1, we obtain
lim
n→∞
ψ
(ℜ(1− Φ(ξ/bn)))
ψ
(
b−2n
) = lim
n→∞
ψ
(〈Qξ, ξ〉/(2b2n))
ψ
(
b−2n
) = 2−α/2〈Qξ, ξ〉α/2.
Finally, by (3.1), we conclude
lim
n→∞
nLogΦψ(ξ/bn) = −2−α/2〈Qξ, ξ〉α/2. 
4. Functional Limit Theorem
Without loss of generality we prove the functional limit theorem in the one-
dimensional case. For simplicity we consider random walk (S, p) ∈ S such that
Sn =
∑n
i=1Xi, where Xi are independent and identically distributed random vari-
ables taking values in Z and satisfying
EX1 = 0 and Var(X1) = 1.(4.1)
We consider the discrete subordinator (τn : n ∈ N) defined by equations (2.4) and
(2.6) and we set τ0 = 0. We assume that ψ is a Bernstein function regularly varying
at zero of index α/2, 0 < α < 2, such that ψ(0) = 0 and ψ(1) = 1. Let Sψ be the
subordinate random walk and let B be the Brownian motion and Bα the symmetric
α-stable process in Rd. In this section we aim to prove the following theorem.
Theorem 4.1. Assume that (bn : n ∈ N) is a sequence of positive numbers such
that
lim
n→∞
nψ(b−1n ) = 1.
Then the sequence of random elements
(
b
−1/2
n S
ψ
[nt] : t ≥ 0
)
converges in the Skoro-
hod space to the random element Bα.
Let us recall that a sequence (X(n) : n ∈ N) of random elements converges to
a random element X in the Skorohod space D
(
[0,∞),R) equipped with the J1-
topology if the following two conditions hold (see [11, Theorem 16.10 and Theorem
16.11]):
(i) The finite dimensional distributions of X(n) converge to the distribution
of X .
2Log denotes the principal value of complex logarithm.
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(ii) For any bounded sequence (Tn : n ∈ N) of X(n)-stopping times, and any
sequence (hn : n ∈ N) of positive numbers converging to zero we have
lim
n→∞
P
(∣∣X(n)Tn+hn −X(n)Tn ∣∣ ≥ ǫ) = 0.
Our approach to prove Theorem 4.1 is based on the continuity of a composi-
tion mapping in the Skorohod space. More precisely, if a sequence of random ele-
ments (X(n), τ (n)) converges to (X, τ) in the product Skorohod spaceD
(
[0,∞),R)×
D
(
[0,∞), [0,∞)), and if the trajectories of the limiting process Xt are continuous,
and the trajectories of the process τt are non-decreasing then the composition of
the processes
Y
(n)
t = X
(n)
τ
(n)
t
converges to the process Yt = Xτt in D
(
[0,∞),R), see [21, Theorem 3.1] for details.
We also use the following invariance principle, for any S ∈ S satisfying (4.1) we
have
lim
n→∞
1√
n
S[nt] = Bt(4.2)
in the Skorohod space D
(
[0,∞),R), see [5, Theorem 16.1]. In view of the above, to
prove Theorem 4.1 we show the convergence of appropriately scaled subordinator
(τn : n ∈ N) and then we combine it with (4.2).
We start with the following elementary lemma.
Lemma 4.2. Let (bn : n ∈ N) be a sequence of positive numbers such that
lim
n→∞
nψ
(
b−1n
)
= 1.
Then
(
b−1n τn : n ∈ N
)
converges in distribution to (α/2)-stable law.
Proof. Let F1(t) = P(τ1 ≤ t). We observe that the argument given in the proof of
[10, Theorem 2(b), Section XIII.6], shows that if
(4.3) 1− F1(t) ∼ 1
Γ(α/2)
t−α/2ℓ(t),
as t tends to infinity, then b−1n τn converges in distribution to (α/2)-stable law.
Hence, we just need to verify (4.3). Since by (2.11)
L{1− F1}(λ) ∼ λα/2−1ℓ(1/λ),
as λ tends to zero, the asymptotic (4.3) is a consequence of the Tauberian theo-
rem together with the monotone density theorem (see e.g. [6, Theorem 1.7.1 and
Theorem 1.7.2]). 
For 0 < β < 1, let us denote by σβ = (σβt : t ≥ 0) the one-sided β-stable
subordinator which is uniquely determined by the following relation
E
(
e−λσ
β
t
)
= e−sλ
β
.
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Theorem 4.3. Let (bn : n ∈ N) be a sequence of positive numbers such that
(4.4) lim
n→∞
nψ
(
b−1n
)
= 1.
Then the sequence of random elements
(
b−1n τ[nt] : t ≥ 0
)
converges in the Skorohod
space D
(
[0,∞), [0,∞)) to the random element σα/2.
Proof. Let X
(n)
t = b
−1
n τ[nt]. First, we show that the finite dimensional distributions
of X
(n)
t converge to the finite dimensional distribution of σ
α/2
t . Since processes
X(n) have independent increments it is enough to prove convergence of their one
dimensional distributions. Let us fix t > 0. We write
X
(n)
t =
b[nt]
bn
· 1
b[nt]
τ[nt].
Since σ
α/2
1 has (α/2)-stable law, by Lemma 4.2 we obtain that b
−1
[nt]τ[nt] converges
in distribution to σ
α/2
1 . From the other side, by the uniform convergence theorem
for regularly varying functions we get
lim
n→∞
b[nt]
bn
= t2/α.
Hence,
(
X
(n)
t : n ∈ N
)
converges in distribution to tα/2σ
α/2
1 . Because t
α/2σ
α/2
1 and
σ
α/2
t have the same distribution the conclusion follows.
Next, let (Tn : n ∈ N) be any bounded sequence of X(n)-stopping times, and
(hn : n ∈ N) any sequence of positive numbers converging to zero. We are going to
show that for any ǫ > 0
(4.5) lim
n→∞
P
(∣∣X(n)Tn+hn −X(n)Tn ∣∣ > ǫ) = 0.
Since
X
(n)
Tn+hn
−X(n)Tn = b−1n
(
τ[nTn+nhn] − τ[nTn]
)
,
X
(n)
Tn+hn
−X(n)Tn has the same distribution as b−1n τ[nhn]+jn where
jn = [nTn + nhn]− [nTn]− [nhn].
We notice that jn ∈ {0, 1}, thus
P
(
b−1n
(
τ[nhn]+jn − τ[nhn]
)
> ǫ
)
= P
(
τjn > bnǫ
) ≤ P(τ1 > bnǫ),
hence
lim
n→∞
P
(
b−1n
(
τ[nhn]+jn − τ[nhn]
)
> ǫ
)
= 0.
We conclude that to prove (4.5) it suffices to show that
(4.6) lim
n→∞
P
(
b−1n τ[nhn] > ǫ
)
= 0.
Indeed, suppose the sequence (nhn : n ∈ N) is bounded by m ∈ N. Then
lim
n→∞
P
(
b−1n τ[nhn] > ǫ
) ≤ lim
n→∞
P
(
τm > bnǫ
)
= 0.
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Otherwise, let (nj : j ∈ N) be any increasing sequence, and (njk : k ∈ N) its
subsequence with the property that
(
[njkhnjk ] : k ∈ N
)
is strictly increasing. We
set
mk = [njkhnjk ].
Observe that by (4.4) and a regular variation of ψ we have
lim
k→∞
mkψ
(
ǫ−1b−1njk
) ≤ lim
k→∞
hnjknjkψ
(
ǫ−1b−1njk
)
= 0.
Therefore, we can apply Theorem 2.2 to estimate
lim
k→∞
P
(
b−1njk
τmk > ǫ
)
= lim
k→∞
1− Fmk(bnjk ǫ)
≤ C lim
k→∞
mkψ
(
ǫ−1b−1njk
)
= 0.
Hence,
lim
n→∞
P
(
b−1n τ[nhn] > ǫ
)
= 0,
which implies (4.5). 
Proof of Theorem 4.1. Since S and τ are independent, we apply [5, Theorem 3.2]
and combine it with (4.2), and Theorem 4.3 to get that
lim
n→∞
(
b
− 12
n S[bnt], b
−1
n τ[nt]
)
=
(
Bt, σ
α/2
t
)
in the product space D
(
[0,∞),R) ×D([0,∞), [0,∞)). Moreover, the trajectories
of B are continuous whereas the paths of σα/2 are increasing, whence we can apply
[21, Theorem 3.1] to get convergence of the related composition,
lim
n→∞
b
− 12
n S
ψ
[nt] = Bσα/2t
in D
(
[0,∞),R). Since B
σ
α/2
t
has the same distribution as Bαt , the proof is finished.

Remark 1. In paper [13] author considered the converse statement in Theorem
4.1, i.e. that convergence in the Skorohod space implies regular variation of the
Bernstein function related to the discrete subordinator. Moreover, the case α = 2
is treated therein as well.
5. Asymptotics of transition functions
Let (S, p) be a random walk from the class S . We assume that ψ is the Bernstein
function regularly varying at zero of index α/2, 0 < α < 2, such that ψ(0) = 0
and ψ(1) = 1. By Sψ we denote the ψ-subordinate random walk defined in Section
2.2. Let pψ(x, n) be its transition function. In this section we are going to show
the asymptotic behaviour of pψ(x, n) as nψ
(‖x‖−2) tends to zero or infinity while
n and ‖x‖ tend to infinity.
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5.1. The strong ratio limit theorem. We start by proving the asymptotic of
pψ(0, n).
Theorem 5.1. Let p be the one-step probability for random walk S in the class S .
Then
pψ(0, n) ∼ Dd,αψ−1
(
n−1
) d
2
as n tends to infinity, where
Dd,α = (2π)
d/2Γ(1 + d/α)
Γ(1 + d/2)
(detQ)−1/2.
Proof. By the Fourier inversion formula and Lemma 3.2 we can write
(5.1) pψ(0, n) =
(
1
2π
)d ∫
Dd
(
1− ψ(1− Φ(θ)))n dθ
where Dd = [−π, π)d. We claim that
Claim 2. For z ∈ C, |z| ≤ 1,
|1− ψ(1− z)| = 1 if and only if z = 1.
Indeed, as in the proof of Lemma 3.2, for z ∈ C, |z| ≤ 1 we have
1− ψ(1− z) =
∑
k≥1
c(ψ, k)zk,
where the series converges absolutely for |z| ≤ 1. Since∣∣1− ψ(1 − z)∣∣ ≤∑
k≥1
c(ψ, k)|z|k ≤
∑
k≥1
c(ψ, k) = 1,
the equation |1− ψ(1 − z)| = 1 implies |z| = 1. Now, if |z0| = 1 and satisfies
|1− ψ(1− z0)| = 1 then there is t ∈ R such that∑
k≥1
c(ψ, k)zk0 = e
it,
thus
zk0 = e
it
for all k ≥ 1 with c(ψ, k) > 0. In particular, z0 = z20 , thus z0 = 1.
Next, by (2.8), there is x0 > 0 such that for all 0 < x, y < x0
(5.2) ψ(x) ≤ 2ψ(y)max{(x/y)α/4, (x/y)3α/4}.
Take ǫ > 0 satisfying
ǫ < min
{ 1
4C1
,
1
8C2
, x0
}
where C1 and C2 are constants from (3.2) and (3.3). Since |1− ψ(1 − Φ(θ))| = 1 if
and only if θ ∈ 2πZd, there is 0 < η < 1 such that
|1− ψ(1 − Φ(θ))| ≤ 1− η
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for all θ ∈ Dǫd =
{
θ ∈ Dd : ‖θ‖ ≥ ǫ
}
, which implies(
1
2π
)d ∫
Dǫ
d
∣∣1− ψ(1 − Φ(θ))∣∣n dθ ≤ (1 − η)n.
Next, we consider the integral over the ǫ-ball centred at the origin. Let (an : n ∈ N)
be a sequence defined by
an =
√
ψ−1
(
n−1
)
.
By the change of variables we can write
a−dn
∫
‖θ‖≤ǫ
(
1− ψ(1− Φ(θ)))n dθ = ∫
‖ξ‖≤ǫ/an
(
1− ψ(1 − Φ(anξ))
)n
dξ.
We are going to calculate the limit of the integrand for a fixed ξ ∈ Rd. By (3.2)
and (3.3), we have
lim
n→∞
1− Φ(anξ)
a2n〈Qξ, ξ〉
=
1
2
,
thus, Claim 1 implies
lim
n→∞
nψ
(
1− Φ(anξ)
)
= lim
n→∞
ψ
(
1− Φ(anξ)
)
ψ
(
a2n〈Qξ, ξ〉/2
) · ψ(a2n〈Qξ, ξ〉/2)
ψ(a2n)
= 2−α/2〈Qξ, ξ〉α/2,
because n−1 = ψ(a2n). Therefore,
lim
n→∞
nLog
(
1− ψ(1− Φ(anξ))
)
= −2−α/2〈Qξ, ξ〉α/2.
Using polar coordinates, we can calculate∫
Rd
exp
(− 2−α/2〈Qξ, ξ〉α/2) dξ = (2π)d/2Γ(1 + d/α)
Γ(1 + d/2)
(detQ)−1/2,
thus to finish the proof, we need to show that the integrand
(
1− ψ(1− Φ(anξ))
)n
on
{
ξ ∈ Rd : ‖ξ‖ ≤ ǫ/an
}
has an integrable majorant. Indeed, by (3.4) and the
choice of ǫ, ∣∣1− ψ(1− Φ(anξ))∣∣ ≤ 1− 1
2
ψ
(ℜ(1− Φ(anξ))).
From the other side, by (5.2) followed by (3.2), we get
ψ
(ℜ(1− Φ(anξ))) ≥ Cn−1min{〈Qξ, ξ〉α/4, 〈Qξ, ξ〉3α/4}
for some constant C > 0. Therefore, if ‖ξ‖ ≤ ǫ/an then∣∣1− ψ(1 − Φ(anξ))∣∣n ≤ exp(− Cmin{〈Qξ, ξ〉α/4, 〈Qξ, ξ〉3α/4}).
Since the left-hand side is an integrable function on Rd, the proof is completed. 
The following Corollary provides a variant of the strong ratio limit theorem.
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Corollary 5.2. Let p be the one-step probability for random walk S in the class
S . Then
pψ(x, n) ∼ pψ(0, n)
as nψ
(‖x‖−2) tends to infinity.
Proof. By the Fourier inversion formula and Lemma 3.2, we may write∣∣pψ(x, n)− pψ(0, n)∣∣ ≤ ( 1
2π
)d ∫
Dd
∣∣1− ψ(1− Φ(θ))∣∣n∣∣e−i〈θ,x〉 − 1∣∣ dθ
≤ C‖x‖
∫
Dd
∣∣1− ψ(1− Φ(θ))∣∣n‖θ‖ dθ.
Now, essentially the same argument as in the proof of Theorem 5.1, shows that
there is C > 0 such that for all n ∈ N and x ∈ Zd∣∣pψ(x, n)− pψ(0, n)∣∣ ≤ C‖x‖ψ−1(n−1) d+12 ,
which, together with Theorem 5.1, implies∣∣pψ(x, n)− pψ(0, n)∣∣ ≤ Cpψ(0, n)‖x‖ψ−1(n−1) 12 .
To conclude the proof we need to show that ‖x‖2ψ−1(n−1) approaches zero when
nψ
(‖x‖−2) tends to infinity. To see this, let us observe that ψ−1 is regularly varying
of index 2/α at zero. By (2.8), there is δ > 0 such that if n−1 ≤ δ and ψ(‖x‖−2) ≤ δ
then
ψ−1
(
n−1
) ≤ 2ψ−1(ψ(‖x‖−2))(nψ(‖x‖−2))−3/α,
thus
‖x‖2ψ−1(n−1) ≤ 2(nψ(‖x‖−2))−3/α,
which finishes the proof. 
5.2. Asymptotic of pψ as nψ
(‖x‖−2) tends to zero.
Theorem 5.3. Let p be the one-step probability for random walk S in the class S
having a period r. As nψ
(‖x‖−2) tends to zero we have 3
(5.3)
(
δ0 + p+ p
(2) + · · ·+ p(r−1)) ∗ pψ(x, n) ∼ rCd,αn‖x‖−dψ(‖x‖−2),
where ‖x‖2 = 〈Q−1x, x〉, and
Cd,α = α2
α/2π−d/2−1(detQ)−1/2Γ
(α
2
)
Γ
(d+ α
2
)
sin
(πα
2
)
.
Proof. First, we observe that by Tonelli’s theorem
p(j) ∗ pψ(x, n) =
∞∑
k=1
p(j) ∗ p(x, k)P(τn = k) =
∞∑
k=1
p(x, k + j)P(τn = k),
thus (
δ0 + p+ p
(2) + · · ·+ p(r−1)) ∗ pψ(x, n) = ∞∑
k=1
r−1∑
j=0
p(x, k + j)P(τn = k).
3δ0 is the Dirac mass at the origin.
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Given k0 > r, we consider a sum
S1(x, n) =
k0∑
k=1
r−1∑
j=0
p(x, k + j)P(τn = k).
Using the bounds of Alexopoulos [1, Theorem 1.8],
p(x, k) ≤ Ck−d/2 exp{− 4C′0‖x‖2/k},
thus for k ∈ {1, . . . , k0 + r} we get
p(x, k) ≤ C‖x‖−d exp{− 2C′0‖x‖2/(k0 + r)}‖x‖dkd/2 exp{− 2C′0‖x‖2/k}
≤ C′‖x‖−d exp{− C′0‖x‖2/k0}.
Hence, we can estimate
S1(x, n) ≤ C′′‖x‖−d exp
{− C′0‖x‖2/k0} ∞∑
k=1
P(τn = k).
For x ∈ Zd and n ∈ N, we define
k0 =
[
− min{C
′
0, 2}
4
· ‖x‖
2
log
{
nψ
(‖x‖−2)}
]
.
Then we have
(5.4) S1(x, n) = o
(
n‖x‖−dψ(‖x‖−2)).
Claim 3. There are C > 0 and R > 0 such that for all n ∈ N and x ∈ Zd, if
‖x‖ ≥ R then
k0 ≥ C‖x‖7/4,(5.5)
nψ
(
k−10
) ≤ C(nψ(‖x‖−2))(1−α/2)/2.(5.6)
Assuming for a moment the validity of Claim 3, we proceed with the proof of
the theorem. We need to find the asymptotic of a sum
S2(x, n) =
∑
k>k0
r−1∑
j=0
p(x, k + j)P(τn = k).
To do so we want to use the asymptotic from Corollary 2.1. Since (5.5) implies
that for k ≥ k0,
‖x‖ ≤ Ck4/7,
and
k−2‖x‖3 ≤ Ck−2/7,
there is C > 0 such that∣∣∣ r−1∑
j=0
p(x, k + j)− r(2π)−d/2(detQ)−1/2k−d/2 exp{−‖x‖2/(2k)}
∣∣∣
≤ Ck−d/2−2/7 exp{−‖x‖2/(2k)}
LIMIT THEOREMS FOR RANDOM WALKS 21
for all k > k0. Then, by setting
I(x, n) = r(2π)−d/2(detQ)−1/2
∑
k≥k0
k−d/2 exp{−‖x‖2/(2k)}P(τn = k),
we obtain∣∣S2(x, n) − I(x, n)∣∣ ≤ C ∑
k≥k0
k−d/2−2/7 exp{−‖x‖2/(2k)}P(τn = k)
≤ C1k−2/70 I(x, n).(5.7)
Next, for Gn(t) = 1− Fn(t) = P(τn > t) we can write
(5.8) I(x, n) = −r(2π)−d/2(detQ)−1/2
∫
[k0,∞)
t−d/2 exp{−‖x‖2/(2t)} dGn(t).
Let
I(x, n) = r(2π)−d/2(detQ)−1/2
∫ ∞
k0
d
dt
(
t−d/2 exp{−‖x‖2/(2t)}
)
Gn(t) dt.
Since in (5.8) the integrand is continuous and Gn is monotone, the integration by
parts yields ∣∣I(x, n)− I(x, n)∣∣ ≤ C1k−d/20 exp{−‖x‖2/(2k0)}
= o
(
‖x‖−dnψ(‖x‖−2)),(5.9)
where in the last step we have used the definition of k0. To find the asymptotic
behaviour of I(n, x) we compute
(5.10)
d
dt
(
t−d/2 exp{−‖x‖2/(2t)}
)
= −d
2
t−d/2−1 exp{−‖x‖2/(2t)}+ ‖x‖
2
2
t−d/2−2 exp{−‖x‖2/(2t)}.
Next, let us define two integrals
J1 =
d
2
∫ ∞
k0
t−d/2−1 exp{−‖x‖2/(2t)}Gn(t) dt,
J2 =
‖x‖2
2
∫ ∞
k0
t−d/2−2 exp{−‖x‖2/(2t)}Gn(t) dt.
Then, by (5.10), we have
I(x, n) = r(2π)−d/2(detQ)−1/2
(
J2 − J1
)
.
To show the asymptotic of J1 and J2 we need the following lemma.
Lemma 5.4. For any β > 1∫ ∞
k0
t−βℓ(t) exp{−‖x‖2/(2t)}Gn(t) dt
∼ 2β+α/2−1Γ(β + α/2− 1)
Γ(1− α/2) n‖x‖
−2(β−1)ψ
(‖x‖−2),
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as nψ
(‖x‖−2) tends to zero.
Proof of Lemma 5.4. First, we change variables by setting u = ‖x‖−2t
1
n‖x‖−2(β−1)ψ(‖x‖−2)
∫ ∞
k0
t−β exp{−‖x‖2/(2t)}Gn(t) dt
=
∫ ∞
‖x‖−2k0
u−β
Gn
(‖x‖2u)
nψ
(‖x‖−2u−1) ψ
(‖x‖−2u−1)
ψ
(‖x‖−2) exp{−1/(2u)} du.
To estimate the integrand, by (5.6) and Theorem 2.2, we have
Gn
(‖x‖2u)
nψ
(‖x‖−2u−1) ≤ C,
and, by (2.8)
ψ
(‖x‖−2u−1)
ψ
(‖x‖−2) ≤ Cu−α/2max{u−β−12 , u β−12 },
thus by applying the dominated convergence we obtain∫ ∞
‖x‖−2k0
u−β
Gn
(‖x‖2u)
nψ
(‖x‖−2u−1) ψ
(‖x‖−2u−1)
ψ
(‖x‖−2) exp{−1/(2u)} du
∼ 1
Γ(1− α/2)
∫ ∞
0
u−β−α/2 exp{−1/(2u)} du,
as nψ
(‖x‖−2) tends to zero, and the proof of the lemma is finished. 
We now return to showing the asymptotic of I(x, n). For J1, by applying Lemma
5.4, we obtain
(5.11) J1 ∼ d
2
2(d+α)/2
Γ ((d+ α)/2)
Γ(1− α/2) n‖x‖
−dψ
(‖x‖−2),
as nψ
(‖x‖−2) tends to zero. In the case of J2, we obtain
(5.12) J2 ∼ 2(d+α)/2Γ ((d+ α+ 2)/2)
Γ(1− α/2) n‖x‖
−dψ
(‖x‖−2),
as nψ
(‖x‖−2) approaches zero. Putting (5.11) and (5.12) together we conclude
(5.13) I(x, n) ∼ rCd,αn‖x‖−dψ
(‖x‖−2).
Now, by (5.7) and (5.9),
S2(x, n) =
(
I(x, n) + o
(
n‖x‖−dψ(‖x‖−2)))(1 + o(1)),
thus (5.13) yields
S2(x, n) = n‖x‖−dψ
(‖x‖−2)(rCd,α + o(1)),
what together with (5.4) gives the desired asymptotic (5.3).
To finish the proof of the theorem we need to justify Claim 3. First, by (2.8),
there is R > 0 such that for ‖x‖ ≥ R and n ∈ N
nψ
(‖x‖−2) ≥ ψ(‖x‖−2) ≥ ‖x‖−3α.
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Hence,
− log{nψ(‖x‖−2)} ≤ 3α log‖x‖,
and therefore
k0 ≥ C‖x‖2/ log‖x‖,
which easily implies (5.5).
For the proof of (ii), again using (2.8), there are R > 0 and C > 1 such that for
all n ∈ N and ‖x‖ ≥ R
ℓ(k0) ≤ Cℓ
(‖x‖2)(− log{nψ(‖x‖−2)})(1−α/2)/2.
Therefore we obtain
nψ
(
k−10
)
= nk
−α/2
0 ℓ(k0) ≤ C nψ
(‖x‖−2)(− log{nψ(‖x‖−2)})(1+α/2)/2
≤ C (nψ(‖x‖−2))(1−α/2)/2 ,
and the proof of Claim 3 is finished. 
Remark 2. One possible application of Theorem 5.3 would be to study the Green
function Gψ of the subordinate random walk
Gψ(x) =
∑
n≥0
pψ(x, n).
We have
Gψ(x) =
∑
k≥1
p(x, k)C(k)
where (C(k) : k ≥ 0) satisfies
C(0) = 1 and C(k) =
k∑
n=0
c(ψ, n)C(k − n), k ≥ 1.
Observe that the asymptotic formula of Theorem 5.3 does not provide enough
information to obtain asymptotic formula for the Green function Gψ(x) at infinity.
One way to study asymptotic decay of Gψ at infinity would be to study asymptotic
properties of the sequence (C(k) : k ≥ 0). Under certain special assumptions on
ψ this problem was solved in the recent paper of Bendikov and Cygan [3]. In this
connection we also mention the closely related paper of Williamson [22].
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