Compressive sensing (CS) shows that a sparse or compressible signal can be exactly recovered from its linear measurements at a rate significantly lower than the Nyquist rate. As an extreme case, 1-bit compressive sensing (1-bit CS) states that an original sparse signal can be recovered from the 1-bit measurements. In this paper, we intrduce a Fast and Accurate Two-Stage (FATS) algorithm for 1-bit compressive sensing. Simulations show that FATS not only significantly increases the signal reconstruction speed but also improves the reconstruction accuracy.
Introduction
The new emerging compressive sensing (CS) [1] , [2] technology is a sampling strategy which states that a sparse or compressible signal x ∈ R N can be exactly recovered from its linear measurements
where Φ ∈ R M×N with M < N is an underdetermined measurement system.
In practice, CS measurements must be quantized, i.e. mapping measurements from real values to discrete values over some finite range. As the extreme case of CS, 1-bit compressive sensing (1-bit CS) [3] has been developed to reconstruct sparse signals from 1-bit measurements, which only preserves the signs. Although the scale of a signal is abandoned during the quantization procedure, there is strong empirical evidence that signal reconstruction is possible. In fact, 1-bit quantization outperforms multi-bit quantization in some practical configurations. For example, it is shown that to acquire just one bit for each measurement is optimal in the presence of heavy noises. And in analogto-digital conversion (ADC), the acquisition of 1-bit measurements of an analogue signal only requires a comparator to zero, which is an inexpensive and fast piece of hardware that is robust to amplification of the signal and other errors [4] . The binary -stable embedding (B SE) [5] explains that the normalized Hamming distance between any two sets of measurements is within of the normalized angular distance between the original signals, for all unit-norm K-sparse signals, i.e. the B SE is the sufficient condition for stable recovery and guarantees robustness on any reconstruction algorithm for 1-bit compressive sensing.
In the 1-bit CS framework, measurements of a signal x ∈ R N are computed via
where sign(·) is an element-wise sign operator and operator A(·) is a mapping from R N to the Boolean cube B [3] , greedy methods such as Matching Sign Pursuit (MSP) [6] and Adaptive Outlier Pursuit (AOP) [7] , trust region methods such as Restricted Step Shrinkage (RSS) [8] , first-order methods such as Binary Iterative Hard Thresholding (BIHT) [4] , [5] . Among these algorithms, it is shown that BIHT can produce precise and consistent recovery from 1-bit measurements. Furthermore, all of these algorithms contain iterative procedures, which significantly increase the computation complexity. Althought One-step Thresholding (OHT) [9] is a non-iterative method, it needs the measurement matrix to be special, and can not be directly used in 1-bit CS.
In this paper, a Fast and Accurate Two-Stage (FATS) algorithm for 1-bit compressive sensing is developed. The FATS includes 2 stages: (a) finding the sparse support; (b) reconstructing the origin sparse signal. The core of FATS is the Unequal Probability Property (UPP), which will be described in Sect. 2. Section 3 presents the details of FATS, including the 2 stages and theoretical evidence for successful reconstruction. All the simulation results will be shown in Sect. 4, in which we find that compared with BIHT, FATS not only significantly increases the signal reconstruction speed but also improves the reconstruction accuracy. Section 5 concludes the paper.
Unequal Probability Property
Firstly the Unequal Probability Property, which is the basis Copyright c 2013 The Institute of Electronics, Information and Communication Engineers of the article, is introduced as follows, 
where the operator Pr(·) is the probability calculator.
, where 1 appears in the i th dimension, we have sign(v i · r) = sign(r i ), where r i is the i th element of r. Due to the fact that r is a normalized Gaussian random vector which is drawn uniformly from the unit 2 
where T is the whole support set of x, and T/i is the subset of
and because r i is independent with other elements in r, so Pr(sign(x·r) = sign(
Recall the 1-bit measurement system defined in (2), every row of Φ can be treated as a N-dimension vector r which is defined in Theorem 1. Define φ i as the i th column of Φ. We can treat φ i as the result set of v i · r, where v i is defined in Theorem 1. Moreover, we can treat y as the result set of sign(x · r). From (3), we can find that when the number of measurements is large,
where M is the length of y and φ ji is the j th element of φ i , i.e. the element on the j th row and i th column of Φ. So, whether x i = 0 or x i 0 can be determined by (4).
Fast and Accurate Two-Stage Algorithm
As the name suggests, the Fast and Accurate Two-Stage (FATS) algorithm has two stages, which are described as follows: §1 Find the sparse support set. Firstly, from (4) we can compute the probability Pr(sign(x · r) = sign(v i · r)) along the N elements in x. Define the N-dimension probability set as P ⊂ P N , where
As we have the sparsity of x, i.e. the number K, as the prior infomation, then we just need to find the K-size support set S UPP K , which makes the P i : i ∈ S UPP K farthest from 0.5, just as the hard thresholding method does. Then the S UPP K can be treated as the recovered support set. §2 Reconstruct the original signal. As the support set has been found, the rest procedure is to reconstruct the original signal in this set. There are many algorithms which can be used to solve this problem, such as the conjugate gradients, the gradient descent, the subspace pursuit algorithm (SP) [10] by Dai & Milenkovic, and the hard thresholding pursuit (HTP) [11] by Foucart. The simplest method to solve this problem is just use of
where Φ(:, S UPP K ) is the submatirx which only contains the S UPP K columns of Φ. Finally, normalize x * to the unit hyper-sphere, then the reconstructed signal will be obtained.
The whole Fast and Accurate Two-Stage algorithm is depicted as Algorithm 1, In step 4), H K (·) is the hard thresholding operator which only keeps the K largest numbers and sets other numbers to zero, ABS(·) is the operator to caculate the absolute value, and FindSupp(P 0) is the function to find the support set whereP i 0. Algorithm Complexity. In step 3), the procedure is composed of M * N times computation. In step 4), the hard thresholding operation needs N times computation, while the support finding operation also needs N times computation. In step 5), calculating h needs M times computation, while the normalization of x * needs N times computation. As a result, the algorithm complexity of FATS is O (MN) . The complexity analysis shows that FATS is a linear algorithm which runs much faster than the conventional reconstruction algorithms of 1-bit CS.
Experiments
In this section we explore the performance of FATS and compare it to the BIHT algorithm. The experimental setup is outlined. For each data point, we draw a length-N, Ksparse signal with the non-zero entries drawn uniformly at random on the unit sphere, and we draw a new M × N matrix Φ with each entry φ i j ∼ N(0, 1). We then compute the binary measurements y according to (2) . Reconstruction of x * is performed from y with FATS, BIHT-FS(Binary Iterative Hard Thresholding with Fixed Supports, which use BIHT in stage 2) and BIHT. Each reconstruction in this setup is repeated for 1000 trials. We set the parameters in two ways, (1) Reconstruction Accuracy. We then measure the Signal-to-Noise Ratio (SNR) over the 1000 trials. The results are depicted in Fig. 2 . We begin by comparing the reconstruction accuracy of the algorithms. The SNR of each algorithm appears to follow the same trend. In Fig. 2 (a) , N and K are fixed, when M/N is small, BIHT and BIHT-FS performs better than FATS, while at large M/N, the three algorithms have the same SNR. In Fig. 2 (b) , N and M are Reconstruction Speed. To compare the reconstruction speed of FATS, BIHT-FS and BIHT, we measure the reconstruction time over the 1000 trials. The results are depicted in Fig. 3 . There is a huge difference between the trends of the three algorithms. In Fig. 3 (a) , when N and K are fixed, with the increase of M/N, the reconstruction time of BIHT increases quickly, while the reconstruction time of FATS almost remains unchanged. Because BIHT-FS contains iterative procedure, the reconstruction time of BIHT-FS is much longer than FATS. And by finding out the supports in the first stage, BIHT-FS runs faster than BIHT. The Fig. 3 (b) has the same trend as Fig. 3 (a) , when N and M are fixed, with the increase of K/N, the reconstruction time of BIHT increases quickly while the reconstruction time of FATS, which is much low than BIHT, almost stay unchanged. The reconstruction time of BIHT-FS still stays between FATS and BIHT.
The plots demonstrate the performance advantage of FATS. When the number of measurements is low, BIHT can obtain higher SNR than FATS and BIHT-FS, but as the number of measurements increases, the three algorithms obtain similar SNR. However, FATS performs significantly faster than BIHT, where the reconstruction time of BIHT is at second order of magnitude, while the reconstruction time of FATS is at millisecond order of magnitude.
Conclusion
In this paper we have developed a Fast and Accurate TwoStage (FATS) algorithm to reconstruct the sparse signal x from a small amount of its 1-bit measurements. FATS first finds the sparse support set on which the non-zero values of x lie, and then recunstructs the original signal. Compared with other 1-bit CS reconstruction algorithms, the main significance of FATS is as follows: 1) it has linear reconstruction time and thus its speed is extremely faster than optimization based methods or iterative methods; 2) it has no iteration procedure so it is easy to implement not only in the simulations but also in the hardware design. Simulations show that FATS can be used in 1-bit compressive sensing and performs much better than other algorithms.
