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Aerostructural optimization is a keystone process to concurrently improve aerody-
namic performance and reduce the structural mass of an aircraft. However, gradient-
based multidisciplinary design optimization is efficient only if the computation of gra-
dients is fast and accurate. To this end, we propose two high-fidelity aerostructural
gradient computation techniques for strongly coupled aeroelastic systems. In the spe-
cific context of this work, we focus on design variables affecting structural stiffness
only. Scalar objective functions like aerodynamic performance criteria are considered,
as well as a field of structural grid forces. The most intrusive technique includes well-
established direct and adjoint formulations that require substantial implementation
effort. In contrast, we propose an alternative uncoupled non-intrusive approach easier
to implement and yet capable of providing accurate gradient approximations. The
accuracy of these methods is first demonstrated on the ONERA M6 Wing test-case.
Their efficiency and applicability are then illustrated via a mass minimization problem
applied to the Common Research Model (CRM). Both methods lead to very similar op-
timal designs and the detailed analysis of results promotes the non-intrusive approach
as a promising gradient computation alternative.
1 PhD candidate, Aerodynamics, Aeroelasticity and Acoustics Department, 29 Avenue de la Division Leclerc.
2 Research Scientist, Aerodynamics, Aeroelasticity and Acoustics Department, 29 Avenue de la Division Leclerc.
3 Professor, Structural Mechanics and Coupled Systems Laboratory, 2 rue Conté , AIAA Fellow.
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Nomenclature
Xa = aerodynamic grid
Xs = structural grid
Xa0 = reference aerodynamic grid
J = function of interest
p = structural design variables
W = fluid conservative variables
U = structural displacements
Ra = discrete aerodynamic residuals
Rs = discrete structural residuals
Qa = aerodynamic loads applied on the fluid grids belonging to the aeroelastic interface
Qs = structural loads applied on the structural grids belonging to the aeroelastic interface
TQsurf = linear load transfer operator
Tvol = volumic operator performing the deformation of the fluid interior domain
δXasurf = displacements of the fluid nodes at the aeroelastic interface
TUsurf = linear displacement transfer operator
Λa = aerodynamic adjoint vector
Λs = structural adjoint vector
Φ = structural eigenvectors
q = generalized coordinates
γ = generalized stiffness matrix
nΦ = number of retained eigensolutions
np = number of structural design parameters
Ures = residual structural displacements
GAF = generalized aerodynamic forces matrix
S = flexibility matrix
TFI = Transfinite Interpolation
IDW = Inverse Distance Weighting
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I. Introduction
To improve the aircraft efficiency, one can either do incremental improvements over standard
aircraft design (typically pylon fairing or winglet redesign from the A320 to the A320 neo) and
obtain safely some marginal improvements at each design step or go along a more risky path for
disruptive new configurations and get potentially higher improvements. However, in both cases a
way to get better or radical new designs relies on the aerostructural optimization of the aircraft to
find the proper trades between aerodynamic and structure disciplines.
Structural optimization with respect to sizing and shape parameters was developed during the
late 1960s (see review by Adelman and Haftka [1]). Aerodynamic optimization started in the 1970s,
essentially for subsonic flows, using low-fidelity models [2]. Aeroelastic optimization, defined as
the consideration of fluid-structure interactions during the aerodynamic optimization, appeared
in the late 1980s [3]. In the same period, the forward swept composite wing box design of the
Grumman X-29 marked the beginning of a new kind of structural sizing. Indeed, the need for
a proper optimization of the composite wing box structure was dictated by the static divergence
instability inherent to the forward-swept wing configuration. This instability was prevented by using
composite materials instead of metal alloys and by tailoring the composite stacking sequence in order
to generate a favorable aeroelastic interaction. This process lies under the well-known discipline of
aeroelastic tailoring [4].
When composite materials are used or more generally for large aspect ratio wings, the perfor-
mance of an aircraft naturally depends more heavily on the fluid-structure interactions. In this case,
the use of an aerostructural design optimization, that is the concurrent optimization of aerodynamic
and structure taking into account fluid-structure interactions, is recommended to capture all the
physics involved in the system. However, these interactions have been usually neglected due to
time constraints in the design cycle. Indeed, taking into account these interactions significantly in-
creases the computational time. This led designers to follow a sequential optimization process, with
each discipline gaining maturity separately. Unfortunately, this strategy can lead to a non-optimal
multidisciplinary design. Consequently, a strong coupling between the different disciplines in a mul-
tidisciplinary optimization loop is a key factor to identify sooner and in a reliable way the best
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potential configurations in the early design stage. For instance in 1988, Grossman et al. [5] showed
that the sequential aerostructural optimization applied on a sailplane wing was clearly less effective
than the integrated one (i.e. with a strong coupling). However, the counterpart of an integrated
gradient-based optimization process is the added difficulty associated to cross-sensitivities compu-
tation. These cross-terms are typically the derivatives of aerodynamic performance with respect to
structural sizes and the derivatives of structural response with respect to changes in aerodynamic
shape [5]. Similar conclusions were drawn by Chittick and Martins [6].
The simplest way to compute gradients is the finite differences method. It has been used
regularly since the beginning of numerical optimization (see [7, 8]), and is still used today, for
instance in the Jacobian Free Newton Krylov (JFNK) method to compute Jacobian-vector products
[9, 10]. However, this method has several issues concerning its accuracy and its cost. The value of
the gradient obtained can be very sensitive to the amplitude of the design perturbation, requiring
a fine tuning of the step size [11]. Furthermore, the cost of the method is directly indexed on
the number of design variables. Another easy gradient computation technique is the complex-step
method [12]. This method is robust with respect to numerical truncation, which is a great advantage
in terms of accuracy. However, the code should be able to handle complex arithmetic which is a
strong requirement.
Sobieszczanski-Sobieski proposed in 1990 [13] a computational framework to obtain the gradients
of coupled systems. It is a direct analytic method, based on the linearization of the functions
solution of the coupled system, leading to the so-called Global Sensitivity Equations. This gradient
computation method is independent of the number of responses, but dependent on the number
of design variables. It was applied by Maute et al. in 2001 [14] in an aeroelastic optimization
methodology for an aerostructural system, using high-fidelity CFD/CSM models.
For an aerodynamic optimization, there are usually few responses, but many design variables.
It is then preferable to compute gradients using the adjoint method, whose computational cost is
indexed to the number of responses and is quasi-independent of the number of design variables. In
1988, Jameson [15] introduced the adjoint method for aerodynamic shape optimization purposes.
It has been followed by numerous research works on aerodynamic shape optimization using the
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adjoint method, with a particular focus on increasing the fidelity of the models [16–21]. These
research works were based on manual implementation of the adjoint solver.
Hand-differentiating a code is a tedious and non-trivial task, in particular when the objective
is to obtain a coupled gradient computation capability. This is why some authors proposed the
concept of Automatic Differentiation (AD) [22]. This method is attractive due to its consistency
(the derivatives obtained are very close to the exact derivatives of the numerical model), and its
apparent simplicity. However, the source code is often partly differentiable only, and the resulting
code generated is modular but might be hardly readable. Nevertheless, it is a promising way which is
subject to active research [23]. For instance, it was used in 2012 by Kenway et al. [24] for developing
an aerostructural gradient computation module in combination with analytic differentiation of the
code. More recently, Sanchez et al. [25] proposed a general approach that applies AD to a full
partitioned fluid-structure solver, and implemented this solution in the open-source SU2 software.
At ONERA, active research work dedicated to aerostructural optimization was conducted during
the past decade. In 2008, Marcelet [26] developed a module capable of computing static aeroelas-
tic equilibrium and sensitivity analysis using the adjoint method. However, the structural model
behavior was limited to equivalent beam model kinematics, and the aeroelastic gradients were only
computed with respect to aerodynamic shape parameters. In a follow-on work, Ghazlane extended
this work to take into account structural parameters (typically stiffener cross-section, plate thick-
ness...) for aerostructural gradients computation [27]. Lastly, Viti [28] demonstrated a bi-step
aerostructural preliminary design of a forward-swept wing applying these gradient computation
tools. Nonetheless, the structural model was still limited to a beam model in all these works. Al-
though useful for preliminary design studies and design space exploration, this structural modeling
is not able to tackle complex aeroelastic couplings, nor deal with composite structures for efficient
aeroelastic tailoring design, and is obviously limited to high aspect ratio wings. Meanwhile, several
developments have been made over the last decade to compute high-fidelity aerostructural gradients
using adjoint method [24, 29, 30].
The objective of a previous work [31] by the authors was to relieve all these limitations by
re-developing an aerostructural gradient capability from scratch, by systematic hand-differentiation
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of discretized aeroelastic equations, and all associated operators, in the elsA aeroelasticity module
(elsA/Ael) [32]. This way, the new capability inherits the structural paradigm embedded into the
elsA/Ael module, the whole catalog of fluid-structure transfer methods, as well as the underlying
parallel architecture. The equations and the solving procedure for the aeroelastic and the aerostruc-
tural gradients have been discussed in [31], where only aeroelastic shape gradients computation
capability (i.e. gradients of aeroelastic functions of interest with respect to aerodynamic shape
parameters) was available. This module, named elsA/Aoc, has been recently extended in order to
take into account structural design parameters in the direct and the adjoint mode. This extension
is covered by the present paper.
The efficiency of the adjoint approach holds when a reduced number of responses is considered
compared to a large set of design parameters. However, an industrial wing box sizing for preliminary
design considers up to several hundreds of design parameters and up to several tens of thousands of
structural constraints. In order to still benefit from the elegant adjoint formulation, some authors
have used a constraint aggregation approach [33, 34] as an attempt to reduce the size of the set
of admissible constraints, thus the number of gradients to compute. However, this technique has
several drawbacks. Typically, the approximation quality of the classical Kreisselmeier-Steinhauser
(KS) aggregation function is controlled by an aggregation parameter ρ which has to be properly
tuned. If many constraints are active at the optimum, this aggregation technique may lead to
suboptimal designs [35, 36]. Nevertheless, recent research has shown that the use of new constraint
aggregation classes in conjunction with well-established practices could be efficient for structural
sizing [37].
Considering these difficulties, the authors have proposed in a previous paper [38] a new strategy
to compute high-fidelity gradients of aerodynamic functions of interest with respect to structural
parameters. This strategy is based on an uncoupled non-intrusive approach benefiting from the
existing linearized aerodynamic module dedicated to gradient computation. The main advantage of
the method is the independence of the computational cost with respect to the number of constraints
and potentially with respect to the number of structural design parameters. In addition this ap-
proach only requires rigid CFD computations. This new gradient computation method may be used
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in conjunction with the Force Approximation Method [39] to approximate the loads rather than the
design responses. Indeed, the loads are easier to approximate due to their smoother distribution.
Finally, the use of constraint screening, which only retains the salient constraints in the optimization
problem (violated, active, almost active) reduces further the computational cost.
The objective of this work is to compare the efficiency of the non-intrusive approach with
the classical intrusive direct or adjoint method for aerostructural gradient computation. Both ap-
proaches are investigated on the ONERA M6 Wing (see [40]) and the Common Research Model
(CRM) [41] test-cases. Criteria such as accuracy, efficiency and applicability on practical industrial
problems are discussed.
The remainder of this paper is organized as follows: Section II details the intrusive direct
and adjoint approaches. Section III presents an improved version of the non-intrusive method
originally proposed in [38]. The gradient results are shown in Sec. IV where the various approaches
are compared and discussed on the M6 Wing test-case. Finally, we consider in Sec. V a mass
minimization of the CRM wing box under stress constraints.
II. Intrusive approach
Let’s assume that a steady aeroelastic equilibrium has been previously computed. In the follow-
ing, we will denote the corresponding mesh as "flight shape", as opposed to the unloaded reference
mesh called "jig shape". This is illustrated in Fig. 1, where Xa is the equilibrium aerodynamic
mesh, Xs the structural mesh, and Xa0 the aerodynamic reference mesh. Our objective is to com-
pute the sensitivity of a function of interest J with respect to a set of structural design variables
p affecting the stiffness matrix only. To this end, direct and adjoint approaches derived from the
linearization of the aeroelastic equations around the equilibrium position will be used.
Fig. 1 Definition of the different meshes.
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Let’s denote the state variables of the coupled system W and U, representing the fluid conser-
vative variables and the structural displacements. At the aeroelastic equilibrium, the state variables
and the meshes satisfy the discretized equations of fluid and structural mechanics simultaneously:
Ra(Xa,W,U) = 0
Rs(Xs,W,U) = 0
(1)
where Ra is the discrete aerodynamic residual and Rs the discrete structure residual, forming
respectively a nonlinear and a linear system of equations. These two blocks of equations are coupled
through aerodynamic forces Qa loading the structure skin and the structural displacements U
deforming the fluid mesh. The structural loads Qs are obtained with a suitable load transfer
technique applied to Qa:
Qs(Qa(W,Xa),Xa0,Xs) = T
Q
surf (Xa0,Xs)Qa(W,Xa) (2)
where TQsurf (Xa0,Xs) represents a linear load transfer operator. The structural displacements alter
the fluid grid positions through the relation:
Xa = Xa0 + δXa(δXa,surf ,Xa0) = Xa0 +Tvol(Xa0)δXa,surf (3)
with Tvol(Xa0) the volume operator performing the deformation of the fluid interior domain. The
mesh deformation is a "one shot" technique based on a combination of an Inverse Distance Weighting
(IDW) step for fluid block boundaries followed by a linear TransFinite Interpolation (TFI) for the
fluid blocks interior. The vector δXa,surf corresponds to the displacements of the fluid nodes at the
aeroelastic interface:
δXa,surf = δXa,surf (Xa0,Xs,U) = T
U
surf (Xa0,Xs)U (4)
where TUsurf (Xa0,Xs) represents a linear displacement transfer operator.
A. Direct approach
Let’s consider the scalar aeroelastic objective function J(W,Xa,Xs) and a structural parameter
p. We assume that the implicit function theorem is applicable to our problem. In this case, the
state variables W and U can be expressed as implicit functions W(p) and U(p) of the optimization
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parameters and have the same regularity properties as Ra and Rs. Direct differentiation of system
1 with respect to p yields the tangent problem for the aerostructural gradient:
∂Ra
∂W
∂Ra
∂U
∂Rs
∂W
∂Rs
∂U


dW
dp
dU
dp
 =
 −
∂Ra
∂Xa
dXa
dp
−∂Rs
∂Xs
dXs
dp
− ∂Rs
∂p
 (5)
The system above has been simplified since there is no explicit dependency of the aerodynamic
residual Ra with respect to p. Neglecting the partial derivative ∂J/∂p, the total gradient of the
objective function J is then written as:
dJ
dp
=
∂J
∂W
dW
dp
+
∂J
∂Xa
dXa
dp
+
∂J
∂Xs
dXs
dp
(6)
Our objective is now to expand Eq. 5 and 6 with respect to the unknown vectors dW/dp
and dU/dp. First, we recall that p affects only the stiffness of the structure, so that the following
relations hold:
∂Xa0
∂p
=
∂Xs
∂p
= 0 (7)
We then differentiate Eq. 3 with respect to p, and using Eq. 4, we get:
dXa
dp
=
dδXa
dp
= TvolT
U
surf
dU
dp
(8)
Substituting these two equations into Eq. 6 yields the expression of the total gradient of the objective
function:
dJ
dp
=
∂J
∂W
dW
dp
+
∂J
∂Xa
TvolT
U
surf
dU
dp
(9)
Terms ∂J/∂Xa and ∂J/∂W only depend on the equilibrium steady state and are calculated ana-
lytically in a pre-processing step.
Let’s rewrite the second block of the system in Eq. 5 taking into account Eq. 7:
∂Rs
∂U
dU
dp
+
∂Rs
∂W
dW
dp
= −∂Rs
∂p
(10)
The structural residual can be written as Rs(p) = K(p)U(p) − Qs(p), where K is the stiffness
matrix, and Qs the structural loads. First recognizing that:
∂Rs
∂U
= K− ∂Qs
∂U
= K−TQsurf
∂Qa
∂U
(11)
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and using the functional dependency of the structural loads (see Eq. 2):
∂Qa
∂U
dU
dp
=
∂Qa
∂Wb
∂Wb
∂Xa,surf
dXa,surf
dp
+
∂Qa
∂Xa,surf
dXa,surf
dp
(12)
where Wb are the conservative variables at the boundary (aerodynamic skin), and Xa,surf is the
corresponding aerodynamic surface mesh. The partial derivative of the structural residual with
respect to the fluid states reads:
∂Rs
∂W
= −∂Qs
∂W
= −TQsurf
∂Qa
∂Wb
∂Wb
∂W
(13)
Using the relation ∂Rs/∂p = (∂K/∂p)U, and from Eq. 8 the relation dXa,surf/dp = TUsurf (dU/dp),
the structural block finally takes the following form:
K
dU
dp
= TQsurf
[
∂Qa
∂Wb
(
∂Wb
∂W
dW
dp
+
∂Wb
∂Xa,surf
TUsurf
dU
dp
)
+
∂Qa
∂Xa,surf
TUsurf
dU
dp
]
− ∂K
∂p
U (14)
In the expression above, all the partial derivatives are computed analytically. ∂Wb/∂W and
∂Wb/∂Xa,surf are obtained by linearizing the boundary conditions (typically wallslip in Euler and
no-slip in RANS) with respect to the conservative variables and the metric, respectively. It should
be noted that the no-slip condition simplifies the expression above. Indeed, ∂Wb/∂Xa,surf is null in
this case due to the flow attachment boundary condition. Similarly, ∂Qa/∂Wb and ∂Qa/∂Xa,surf
are obtained by linearizing the fluxes at the aerodynamic skin with respect to the conservative
variables and the metric, respectively.
Using relation 14, system 5 can be cast into the compact form:
∂Ra
∂W
∂Ra
∂Xa
[A]
−[B] K− [C]


dW
dp
dU
dp
 =
 0
−∂K
∂p
U
 (15)
Constant matrices [A],[B] and [C] are defined analytically with the following formulas
[A] = TvolT
U
surf
[B] = TQsurf
∂Qa
∂W
[C] = TQsurf
∂Qa
∂Xa,surf
TUsurf
(16)
Following the same notations, Eq. 9 becomes:
dJ
dp
=
∂J
∂W
dW
dp
+
∂J
∂Xa
[A]
dU
dp
(17)
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The coupled system in Eq. 15 is solved with an iterative block scheme similar to the lagged-
block strategy proposed in [14]. If superscript k refers to the current iteration number, Algorithm 1
details the Linear Block Gauss Seidel (LBGS) scheme used for the direct approach. The relaxation
parameter θ has been introduced on the gradient of the structural displacements dU/dp to improve
convergence of the coupled system solution.
Algorithm 1 LBGS scheme - Direct Approach
1: Initialize: U,W,Xa,Xs,Xa0,
dU0
dp
,
dW0
dp
,
∂S
∂p
Qs, θ, ncpl
2: if
dU0
dp
= 0 then
3:
dU0
dp
← ∂S
∂p
Qs
4:
dX0a
dp
← TvolTUsurf dU
0
dp
5: Approximate solving of the fluid problem:
∂Ra
∂W
dW1
dp
= −∂Ra
∂Xa
dX0a
dp
6: for k ← 1, ncpl do
7: Gradient of aerodynamic loads:
dQka
dp
←
(
∂Qa
∂Xa,surf
+
∂Qa
∂Wb
∂Wb
∂Xa,surf
)
dXk−1a,surf
dp
+
∂Qa
∂Wb
∂Wb
∂W
dW
dp
k
8: Gradient of structural loads:
dQks
dp
← TQsurf
dQka
dp
9: Gradient of structural displacements:
dU
dp
k
← ∂S
∂p
Qs + S
dQks
dp
10: Relaxation of structural gradient:
dUk
dp
← (1− θ)dU
k−1
dp
+ θ
dUk
dp
11: Splining on the aerodynamic skin and mesh deformation:
dXka
dp
← TvolTUsurf dU
k
dp
12: Approximate solving of the fluid problem:
∂Ra
∂W
dWk+1
dp
= −∂Ra
∂Xa
dXka
dp
13: Objective function gradient computation:
dJ
dp
=
∂J
∂W
dW
dp
+
∂J
∂Xa
dXa
dp
In Algorithm 1, the flexibility matrix S has been introduced. This matrix is obtained during a
pre-processing step on the Finite Element Model (FEM). Using this matrix, the structural residual
Rs = K(p)U(p)−Qs(p) actually reads Rs = U(p)− S(p)Qs(p). S is not to be confused with the
inverse of the full stiffness matrix. It is much like a transfer function which relates a set of structural
forces applied at selected nodes to a set of displacements on the aeroelastic interface. In practice,
the set of force nodes is designed to ensure a realistic load path into the structure (input to TQsurf )
and the set of displacement nodes contains the grids input to the displacement transfer operator
TUsurf . Thus, the size of S is small compared to the number of degrees of freedom in the FEM.
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B. Adjoint approach
In order to obtain the adjoint equations of the aerostructural gradient, the objective function
is formulated by adding the total variation of the residuals Ra and Rs to dJ/dp. These variations
with respect to the design variables being null, we can write for any vector Λa and Λs:
dJ
dp
=
∂J
∂W
dW
dp
+
∂J
∂Xa
[A]
dU
dp
+ΛTa
dRa
dp
+ΛTs
dRs
dp
(18)
Expanding dRa/dp and dRs/dp and factoring out the difficult terms dW/dp and dU/dp yields:
dJ
dp
=
(
∂J
∂W
+ΛTa
∂Ra
∂W
−ΛTs [B]
)
dW
dp
+
(
∂J
∂Xa
[A] +ΛTa
∂Ra
∂Xa
[A] +ΛTs (K− [C])
)
dU
dp
+ΛTs
∂K
∂p
U
(19)
where adjoint vectors Λa and Λs are chosen such that the following system is satisfied:
[
∂Ra
∂W
]T
−[B]T
[A]T
[
∂Ra
∂Xa
]T
KT − [C]T

Λa
Λs
 =
 −
[
∂J
∂W
]T
−[A]T
[
∂J
∂Xa
]T
 (20)
Finally, once adjoint unknown vectors are determined, the total gradient is obtained with:
dJ
dp
= ΛTs
∂K
∂p
U (21)
Practically, the adjoint system is solved using the flexibility matrix S rather than the stiffness
matrix K. In this case, system 20 reads:
[
∂Ra
∂W
]T
−[B]TST
[A]T
[
∂Ra
∂Xa
]T
I− [C]TST

Λa
Λs
 =
 −
[
∂J
∂W
]T
−[A]T
[
∂J
∂Xa
]T
 (22)
and the total gradient of the objective function writes:
dJ
dp
= −ΛTs
∂S
∂p
Qs (23)
The process for solving the adjoint system follows an iterative block scheme analogous to that
used for the direct system in Eq. 15. The relaxation factors θa and θs have been introduced on
the Lagrange multipliers Λa and Λs. Algorithm 2 details the Linear Block Gauss Seidel (LBGS)
scheme used for the adjoint approach.
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Algorithm 2 LBGS scheme - Adjoint Approach
1: Initialize: U,W,Xa,Xs,Xa0,Λ
0
a,Λ
0
s,
∂S
∂p
Qs, θa, θs, ncpl
2: if Λ0s 6= 0 then
3: RHSstru ←
(
TQsurf
∂Qa
∂Wb
∂Wb
∂W
)T
STΛ0s
4: First estimate of the gradient:
dJ
dp
← −ΛTs ∂S
∂p
Qs
5: else RHSstru ← 0
6: Approximate solving of the fluid problem:
∂RTa
∂W
Λ1a = −
[
∂J
∂W
]T
+ RHSstru
7: for k ← 1, ncpl do
8: Aerodynamic adjoint vector relaxation: Λka ← (1− θa)Λk−1a + θaΛka
9: Structure geometric adjoint: AXs,surf ←
(
∂Qa
∂Xa,surf
+
∂Qa
∂Wb
∂Wb
∂Xa,surf
)T
(TQsurf )
TSTΛk−1s
10: Aerodynamic geometric adjoint: AXa ← −
(
[Λka]
T ∂Ra
∂Xa
+
∂J
∂Xa
)T
11: Mesh deformation adjoint: AXa,surf ← (Tvol)TAXa
12: Structure adjoint vector: Λks ← (TUsurf )T (AXs,surf + AXa,surf )
13: Structure adjoint vector relaxation: Λks ← (1− θs)Λk−1s + θsΛks
14: Update: RHSstru ←
(
TQsurf
∂Qa
∂Wb
∂Wb
∂W
)T
STΛks
15: Approximate solving of the fluid problem:
∂RTa
∂W
Λk+1a = −
[
∂J
∂W
]T
+ RHSstru
16: Objective function gradient computation:
dJ
dp
← −ΛTs ∂S
∂p
Qs
Direct and adjoint equations have been written here for the particular case of a scalar aeroelastic
function of interest (lift or drag coefficient), with optimization parameters controlling only the
stiffness of the structure (e.g. stiffener cross-section, plate thickness). In a previous work by the
authors [31], these equations have been detailed for the more general case of parameters affecting
both the shape and stiffness sizes. The adjoint system of Eq. 20 is independent of the nature of the
design parameters. Only the objective function gradient assembly differs. This constitutes a major
advantage in the simultaneous optimization of both aerodynamic and structure.
III. Non-intrusive approach
The non-intrusive technique allows a complete decoupling of the structure and aerodynamic
analyses. The idea consists in building a projection of the static displacement field on the struc-
tural modeshapes in order to re-use the linearized kernel of the flow solver optimization module.
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This approach has been discussed in [38]. With this strategy, aerostructural gradients have been
computed on the ONERA M6 wing and then on the CRM configuration with satisfactory results.
In this section, we first establish the link between gradients of loads and gradients of structural dis-
placements through the linearized solver. Then, the equations leading to the modal reconstruction
of the aeroelastic load sensitivities are presented.
A. Working process with the linearized solver
Let’s consider the tangent system in Eq. 15. Solving the first block of equations and substituting
dW/dp in the structure block yields:
(
K− [Z])dU
dp
= −∂K
∂p
U
[Z] = −[B]
[
∂Ra
∂W
]−1
∂Ra
∂Xa
[A] + [C]
(24)
Matrix
(
K− [Z]) appearing in the first block of equations is the Schur complement of the matrix
block ∂Ra/∂W. We recall that direct differentiation of the static equilibrium equation KU = Qs
with respect to p gives:
∂K
∂p
U+K
dU
dp
=
dQs
dp
(25)
Comparing this expression with the first block of equation in system 24 yields the relation:
dQs
dp
= [Z]
dU
dp
(26)
where the linear operator [Z] embeds the kernel matrix of the linearized flow solver, which links the
gradients of structural displacements to the gradients of structural loads.
B. Modal reconstruction of aerostructural gradients from an aeroelastic configuration
The steady equilibrium corresponding to a fluid state W, a mesh position Xa and a structural
displacement field U takes the following form:
KU = Qs = [T
Q
surf ]Qa(W,Xa) (27)
where K is the stiffness matrix of the finite element model, Qs the nodal structural loads, and Qa
the aerodynamic loads computed on the aerodynamic skin. If the full set Φ of structural eigenvectors
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was available, the modal projection U = Φq would hold exactly. Then substituting in Eq. 27 gives
the corresponding generalized coordinates as:
q = γ−1ΦTQs (28)
where γ = ΦTKΦ denotes the diagonal generalized stiffness matrix. In practice only a restricted
set of first nΦ eigensolutions is computed and the modal approximation to U becomes:
U ≈ UΦ =
nΦ∑
i=1
Φiqi (29)
However, recall that U is computed exactly from Eq. 27 such that the residual term in Eq. 29 is
known from the simple difference Ures = U−UΦ. Equation 27 can now be reformulated as
K(UΦ +Ures) = Qs (30)
Inserting the modal decomposition of U in the expression of the gradient of structural loads (Eq.
26) leads to
dQs
dp
= ZΦ
dq
dp
+ Z(
∂Φ
∂p
q+
∂Ures
∂p
) (31)
The use of partial derivatives in the equation above means that Φ and Ures only depend on p.
The latter assumption is valid if Ures is considered as a static residual mode (i.e. a structural
displacement under an assumed prescribed load case). In order to exploit Eq. 31, the gradient of
the generalized coordinates has to be determined. With some algebraic manipulation, it is possible
to show that:
dq
dp
= [γ −GAF]−1
(
− ∂γ
∂p
q+ΦTZ
(∂Φ
∂p
q+
∂Ures
∂p
))
(32)
where the matrix of generalized aerodynamic forces is defined as GAF = ΦTZΦ.
The first part (ZΦ) of Eq. 31 costs one linearized computation per mode. The second part
(Z[(∂Φ/∂p)q + ∂Ures/∂p]) requires one linearized computation per parameter. Once these two
parts are determined, the gradient of the generalized coordinates is readily available.
Usually, few mode shapes are necessary to correctly approximate the structural displacements
(Eq. 29). However, many design variables can be defined in the optimization problem. In this case,
and in its current form, the method is no longer of interest since it is independent of the number
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of objective functions, but dependent on the number of design variables. In an attempt to reduce
the computational cost, gradients can be approximated by dropping the terms which scale with the
number of design variables. In this case Eq. 32 and 31 become:
dq
dp
= [γ −GAF]−1
(
− ∂γ
∂p
q
)
(33)
dQs
dp
= ZΦ
dq
dp
(34)
C. Extension to shape optimization
Initially the non-intrusive approach was intended to be used in a bi-level MDO formulation [42]
and to allow efficient structural sizing under high-fidelity CFD loads at the structure discipline level.
This is why in its current formulation and implementation it is devoted to structural design param-
eters only. However, this approach can easily be extended to shape design parameters provided that
additional partial derivatives like ∂Xa0/∂p for the aerodynamic contribution and ∂K/∂p, ∂Φ/∂p
and ∂γ/∂p for the structural contributions are provided by the user. We recall that Xa0 is the
reference aerodynamic grid (see Fig. 1). Although the structural grid coordinates also depend on
the shape design parameters, the sensitivity ∂Xs/∂p does not appear explicitely in the equations.
In this case, the coupled system in Eq. 15 exhibits additional contributions to its right-hand side,
associated to the aerodynamic grid parameterization:

∂Ra
∂W
∂Ra
∂Xa
[A]
−[B] K− [C]


dW
dp
dU
dp
 =
 −
∂Ra
∂Xa
Tvol
∂Xa0,surf
∂p
−∂K
∂p
U+TQsurf
∂Qa
∂Xa,surf
∂Xa0,surf
∂p
 (35)
The expression in Eq. 26 for the total derivative of structural loads is updated accordingly to
give:
dQs
dp
= [Z]
(
TUsurf
∂U
∂p
+
∂Xa0,surf
∂p
)
(36)
where a new linear mapping [Z] has been defined as:
[Z] = −[B]
[
∂Ra
∂W
]−1
∂Ra
∂Xa
Tvol +T
Q
surf
∂Qa
∂Xa,surf
(37)
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Finally, the sensitivity of the generalized coordinates becomes:
dq
dp
= [γ −GAF]−1
(
− ∂γ
∂p
q+ΦT [Z]
(
TUsurf (
∂Φ
∂p
q+
∂Ures
∂p
) +
∂Xa0,surf
∂p
))
(38)
where the new matrix of generalized aerodynamic forces is defined as: GAF = ΦT [Z]TUsurfΦ.
It is important to note that the computational cost does not change compared to the previous
formulation as the number of calls to the linearized aerodynamic solver remains identical. Therefore
the non-intrusive aproach can be equally effective in a full aerostructural optimization.
IV. M6 Wing test-case
In this section, we apply the intrusive and non-intrusive approaches to the ONERA M6 wing.
Our objective is to compute lift and drag coefficient sensitivities with respect to structural parame-
ters, as well as gradients of structural loads. As detailed in subsection VA, these latter can be used
to deduce the gradients of structural responses (such as displacements, strains and stresses) with
respect to structural design variables, for structural sizing purpose.
The fluid computational structured Euler mesh depicted in Fig. 2 (left) contains 1.11 million
cells divided into five blocks. The Mach number for this case is M=0.734 and the incidence is 2.8◦ .
The wing tip displacement is 6.57cm (i.e. 5.48% of span) and the associated flexible lift coefficient
is Cz=0.195. An upwind Roe scheme with a MUSCL interpolation associated to a Van Albada
limiting function is applied.
The finite element model presented in Fig. 2 (right) has a classical wing box layout with spars,
ribs and stiffeners. Member thicknesses and sections have been designed in a pre-processing op-
timization step. This model can be easily tuned in order to control flexibility and consequently
aeroelastic effects. Two design parameters have been defined for the structural model. First pa-
rameter p1 controls the thickness of the upper and lower skins, and second parameter p2 affects the
thickness of the three spar webs.
For the non-intrusive approach, the first six structural mode shapes have been retained in the
structural displacement approximation. These mode shapes are smoothed on the aerodynamic skin
and plotted in Fig. 3 below.
For the intrusive approach, the convergence of the discrete residual norm of the fluid block is
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Fig. 2 M6 wing Euler fluid mesh and structural mesh.
Fig. 3 First six structural mode shapes splined on the wetted surface.
reported in Fig. 4. In both direct and adjoint mode, two right hand sides are considered, i.e. one for
each design parameter for the direct mode, and one for each objective function for the adjoint mode.
Table 1 summarizes the total lift and drag coefficient derivative values, and allows a comparison
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between finite differences, intrusive approach and non-intrusive approach. Gradients obtained with
finite differences and those obtained with the tangent approach are very close, which proves that the
direct system has been correctly implemented. Moreover, the duality between tangent and adjoint
approach is numerically preserved up to 6 significant digits.
Fig. 4 Coupled-system sensitivity analysis. Convergence of the density residual for the
coupled-tangent system with two parameters (left) and for the coupled-adjoint system with
two functions (right).
Table 1 Gradients for lift and drag coefficients with respect to wing skin and spar thickness
Intrusive Non-Intrusive
FD Direct Adjoint Φ , ∂Φ/∂p Φ
dCL/dp
p1 +1.61837× 10−2 +1.61901× 10−2 +1.61901× 10−2 +1.41747× 10−2 +1.83039× 10−2
p2 −5.63572× 10−3 −5.62821× 10−3 −5.62821× 10−3 −5.14122× 10−3 −6.86650× 10−3
dCD/dp
p1 +8.81343× 10−4 +8.81777× 10−4 +8.81777× 10−4 +7.89735× 10−4 +9.77248× 10−4
p2 −2.29081× 10−4 −2.28703× 10−4 −2.28703× 10−4 −2.04991× 10−4 −3.01135× 10−4
These results validate the implementation of the direct and adjoint method into elsA to compute
gradients of aeroelastic functions of interest with respect to structural design variables. Finally, the
non-intrusive approach with and without the eigenvector derivatives contribution (∂Φ/∂p) gives
satisfactory results, since the sign and the order of magnitude are always well predicted compared
to the other approaches. We recall that without this contribution, the method is independent of
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the number of design variables, reducing dramatically the computational cost of the gradients.
For the particular case of aeroelastic coefficient derivatives with respect to structural parameters,
there are usually few objective functions but many design variables. Therefore, the adjoint method is
the preferred approach, since it requires one resolution of the adjoint system in Eq. 20 per objective
function.
Now considering the total derivatives of the structural loads (i.e. aerodynamic load derivatives
transferred on force nodes), the computational cost of the adjoint approach is indexed to the number
of individual force components. Usually, a realistic structural loading consists of up to several
hundred individual force components. This is comparable to the typical number of design parameters
for a realistic optimization process. In this context, neither the tangent or adjoint method really
stands out. However, computing the gradients of structural loads using the non-intrusive approach
without the eigenvector derivatives contribution requires significantly lower computational cost as
compared to the intrusive approaches. Again, in this case, aerostructural gradients only cost one
rigid linearized gradient computation per mode shape.
Figure 5 highlights this discussion. On this plot, the full non-intrusive approach takes into
account the eigenvector derivatives contribution, while its light version does not. Let nf be the
number of individual force components, and nΦ the number of modes retained in the modal basis
(nf  nΦ). In the full version, the non-intrusive method has a lower slope than the tangent
intrusive approach since only rigid linearized gradient computations are required to reconstruct the
total gradient. In our case, the cost of one rigid linearized gradient computation is 30% lower than
one aeroelastic linearized gradient computation. The choice of the gradient computation method
is therefore driven by the number of retained modes (usually few), design variables, and individual
force components. Finally, using the light non-intrusive approach will be in most cases the cheapest
choice, but also the less accurate.
In order to assess the accuracy of the non-intrusive approach, total derivatives of the structural
loads are computed with the tangent approach and compared to the non-intrusive approach (with
and without eigenvector derivatives). To have a representative example, gradients of transverse
forces with respect to p1 and p2 are considered. For sake of clarity, normalized gradients are plotted
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Fig. 5 Synthesis of the computational cost of the different gradient computation methods.
on nodes belonging to the front spar only (see Figs. 6-7). First of all, results for intrusive and non-
intrusive approach qualitatively match pretty well. Taking the intrusive approach as reference, it is
observed that the non-intrusive approach is always predictive, even without eigenvector derivatives
contribution. However, for some nodes close to the wing root, gradients of transverse force with
respect to p2 computed without eigenvector derivatives are wrong. This points out the relevancy
of adding the eigenvector derivatives contribution for some design variables. In [38], the authors
propose a criterion that measures the amount of relevant information contained in the eigenvector
derivatives compared to the information contained in the modal basis. It reveals whether a specific
parameter requires the addition of eigenvector derivatives in the load sensitivity reconstruction.
Nevertheless, it can be observed that these discrepancies occur mainly for low-valued gradients,
which do not significantly affect gradient-based optimization since the optimizer’s path is mostly
driven by high-valued sensitivities.
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Fig. 6 Gradients of transverse forces with respect to p1, computed with the non-intrusive ap-
proach (green and grey bars). Reference tangent approach values (red markers) are provided.
Fig. 7 Gradients of transverse forces with respect to p2, computed with the non-intrusive ap-
proach (green and grey bars). Reference tangent approach values (red markers) are provided.
V. Structural sizing of the CRM wing using high-fidelity aerostructural gradients
A. Force approximation method
High-fidelity structural sizing requires derivatives of structural responses (typically constraints)
with respect to structural parameters. These derivatives are costly, even when computed with the
adjoint method since it requires as many resolution of the adjoint system as the total number of con-
straints in the whole structure. In an attempt to reduce the size of the set of admissible constraints,
thus the number of gradients to compute, some authors have proposed to use a constraint aggrega-
tion technique in conjunction with the adjoint method. As already mentioned in the introduction,
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this approach needs to be tuned appropriately.
Approximating constraint responses is not easy, since they may exhibit an irregular distribution
in the structure. In contrast, the structural loads are easier to approximate due to their smoother
distribution. It is therefore proposed to use the force approximation method [39] as an alternative
to a constraint aggregation approach. Assuming a general linear elastic behavior, the relationship
between stresses and strains would be linear of the form σ = H(− 0) + σ0, where H denotes the
elasticity matrix and 0 and σ0 the initial strain and stress fields. The deformation field is obtained
from the nodal displacements through the usual relation  = SNU(p) = BU(p), S being a linear
differential operator and N the matrix of shape functions. Direct differentiation of σ with respect
to a scalar structural parameter p yields:
dσ
dp
=
∂σ
∂U
dU
dp
= HB
dU
dp
(39)
Deriving the static equation KU = Qs with respect to p gives the expression of the structural
displacement derivatives:
dU
dp
= −K−1 ∂K
∂p
U+K−1
dQs
dp
(40)
Equation 39 becomes:
dσ
dp
= HBK−1
(
− ∂K
∂p
U+
dQs
dp
)
=
dσU
dp
+
dσQ
dp
(41)
where dσU/dp is a constraint response under a standard static pseudo-load FU = −(∂K/∂p)U,
and dσQ/dp is a constraint response under the pseudo-load FQ = dQs/dp. Therefore, for each
static load Qs, a companion load dQs/dp must be defined. With this strategy, the total gradient
of a constraint response can be recombined from two separate standard static analyses. Then, by
linearity assumption, the two contributions in the right-hand side of Eq. 41 can be summed and
the total gradient of the constraints is directly obtained, leaving the computational burden to the
structural solver.
B. Aeroelastic configuration of the Common Research Model (CRM)
The aerodynamic skin of the selected wing/body/HTP (WBH) configuration is plotted in Fig. 8.
For all subsequent results, a RANS fluid model is used with an upwind Roe scheme and a MUSCL
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interpolation associated to a Van Albada limiting function. The Spalart-Allmaras one-equation
turbulence model is selected. In order to get a lift coefficient of 0.5 for a Mach number of 0.85 at
35000 ft, an angle of attack of 2.127◦ is applied.
Fig. 8 Jig and flight shape superimposed
Several finite element models of the CRM wing are available on the NASA CRM website. All
these models correspond to the flight shape of the CRM. The model "V14" exhibits an expected
static behavior, with a realistic vertical displacement of 2.15 m at the wing tip in nominal cruise
conditions. It is a simple finite element model of the wing box and centre box with spars, skins,
ribs, implicit stiffeners and a constant wing skin thickness of 8.89 mm (see Fig. 9). This FEM has
28092 degrees of freedom.
Fig. 9 Left: spars and ribs, right: lower skin and stringers.
This model can be considered as a good starting point for a structural sizing process. The
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provided CRM configuration corresponds to the 1 g cruise shape. In order to find the corresponding
jig shape, an inverse procedure has been set up and presented in [38]. To correctly predict the
structural displacement due to gravity, a realistic distribution of concentrated masses representing
the fuel in the wing is added, along with concentrated masses for the engine, pylon and landing
gear. The mass breakdown then corresponds to a realistic maximum take-off weight configuration.
C. Proposed strategy for an efficient structural sizing
Given a FEM of the CRM wing and the associated fluid mesh, our objective is to solve a mass
minimization problem under several load cases and constraints. This optimization problem can be
formulated as:
Minimize M(p) such that:

σVM (p) ≤ σmax
pmin ≤ p ≤ pmax
(42)
where M is the structural mass, and σVM are the Von Mises stresses. Figure 8 presents the 1 g
flight shape colored by pressure coefficients, and the corresponding jig shape. Two critical load cases
are considered in the structural optimization: a +2.5 g pull-up and a -1 g descent. The +2.5 g and
-1 g load cases are generated by simply applying a multiplicative coefficient to the 1 g aeroelastic
pressure distribution. This method is not an industrial practice, since it generates a conservative
estimate of the loads that could prevent from finding the best design. However, this assumption is
used here to obtain loads in a faster way.
The structure is assumed to be manufactured from Aluminum 2024. The corresponding limit
Von Mises stress is σmax = 260. MPa. The ultimate loads are derived using a safety factor of
1.5. We define Von Mises stress constraints in all the 780 shell elements of the skins. The set of
structural parameters p is defined as the thickness of 46 structural groups depicted in Fig. 10 and
controlling the lower and upper skins.
The optimization process presented in Fig. 11 relies on the aerodynamic software elsA for the
computation of aeroelastic loads and associated gradients, and on the MSC NASTRAN software
for the structural analysis and optimization part. The process has two levels of convergence: one
26
Fig. 10 Definition of the 46 structural design parameters (23 in each skin).
at the outer level on the load cases and one at the inner optimizer level on physical properties and
design objective function. The structural optimization process (step 1) solves Eq. 42 for a given set
of external non-linear aeroelastic loads. Then, the flexibility matrix S of the sized structural model
and the structural displacements due to gravity are automatically derived in order to perform the
adequate high-fidelity static aeroelastic and sensitivity analyses at the current iteration (step 2).
Once the new flexible non-linear loads and associated sensitivities are obtained, they are transferred
to the structural grid and a new optimization process is performed. This organization is very flexible
as it does not require any modification to the core of the structural solver.
Figure 11 presents different optimization processes to solve problem 42, according to the selected
strategy to compute the loads. If they derive from Doublet Lattice Method (DLM) only (first case),
then the optimization strategy merely relies on standard structural solver capabilities.
The second case named "DLM+Correction" corresponds to the DLM prediction corrected by
data from rigid CFD, thus requiring off-line elsA aerodynamic computations. This corresponds to
the standard industrial practice for loads prediction. The third case is based on an external CFD-
based Aeroelastic Analysis (A.A.) to estimate the loads. These aerodynamic loads are frozen during
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the internal optimization loop. Finally, the last case (Aeroelastic + Sensitivity Analysis) extends
the previous one with the contribution of high-fidelity load sensitivities with respect to structural
design variables. The structural optimizer then benefits from the additional contribution of these
load sensitivities using the first order force approximation method.
In the first two cases, a strong coupling exists between the aerodynamic and the structural
discipline, but the fidelity of the fluid model is limited. For the last two cases, of higher fidelity,
there is a weak coupling between these two disciplines, since the loads and their sensitivities are not
updated at each re-analysis of the FEM.
A strategy based on a strong coupling and high-fidelity models would involve the merge between
the re-analysis loop and the external loads loop. Consequently, for each re-analysis asked by the
structural optimizer, elsA would be invoked to compute the loads and their sensitivities for the
current set of structural parameters and to provide them to the structural optimizer. In Fig. 11,
this means to replace the 20 re-analysis per external iteration by only one re-analysis per external
iteration. However, this strategy is expected to be of higher computational cost.
As explained in section IV, the non-intrusive approach provides an efficient way to access gra-
dients of loads. However, for cross-gradients like aerodynamic coefficient derivatives with respect to
Fig. 11 Structural optimization workflow.
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structural parameters, the adjoint method is preferable. With both capabilities readily available,
an aerodynamic performance criterion can be considered during the sizing process, particularly by
taking into account dCD/dp or dCL/dp.
D. Results
In this section, we present the optimization results obtained by applying the process described
above. The strategy chosen is based on a weak coupling, i.e. the internal optimizer repeatedly
asks for structural analyses until convergence but using a first order approximation of the high-
fidelity aeroelastic loads. At each external iteration, the loads and their sensitivities computed with
the intrusive or non-intrusive approach are updated with high-fidelity analyses. This organization
corresponds to the fourth case in Fig. 11. This strategy is similar to that presented in [42]. For
information, the optimization method used in the NASTRAN SOL 200 is the Modified Method
of Feasible Directions (MMFD, [43]). In both cases, the optimal design satisfies the constraints
by increasing the structural mass. Starting with an initial skin mass of 4649.3 kg corresponding
to a uniform thickness distribution of 8.89 mm, the optimization process ends up after 4 external
iterations with a mass of 4831.8 kg for the intrusive approach, and of 4845.1 kg for the non-intrusive
one. The discrepancy between these optimal values is less than 0.3%.
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Fig. 12 Initial Von Mises stress distribution on the upper skin under .5 g load case.
Figure 12 presents the initial Von Mises stress distribution on the upper skin under the critical
2.5 g load case. The initial configuration is infeasible with 47 active constraints (i.e. constraint
values close to the true constraint boundary) and 379 violated.
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Fig. 13 Comparison of final Von Mises stress distribution on the upper skin sized using the
intrusive formulation (top) and the non-intrusive formulation (bottom).
Figure 13 compares the final stress distributions obtained with the two gradient computation
approaches under the 2.5 g load case. Both approaches lead to almost identical stress distributions,
and end up with a feasible design (no violated constraints). There are respectively 154 and 181
active constraints for the intrusive and non-intrusive approach.
Similarly, Fig. 14 compares the final thickness distributions obtained with the two gradient
31
computation approaches. Again, both approaches present very similar thickness distributions.
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Fig. 14 Final thickness distribution on the upper skin using the intrusive approach (left) and
the non-intrusive approach (right).
The new designs obtained with both gradient computation approaches are very close. This is
the demonstration that the non-intrusive approach is accurate enough to converge a realistic design
process such as a mass minimization problem. This approach is therefore a credible alternative to
the classical intrusive formulations.
In this optimization problem, 46 design variables are defined, and the total number of active
and violated constraints is always greater than 154. In such case, a constraint aggregation method
should be used to keep the efficiency of the adjoint approach. However, using the force approxi-
mation method associated with the intrusive or non-intrusive approach avoids the need for such an
aggregation. In this case, the CPU time is indexed at most on the number of design variables, and
no approximation on the constraint responses has been introduced. In practice, we recall that the
cost of one rigid linearized gradient computation is 30% lower than one aeroelastic linearized gra-
dient computation (see Fig. 5). A simple calculation indicates that for 20 design variables or more,
the total cost favors the full non-intrusive approach. In the present case, using the non-intrusive
approach requires less computational time than using the direct one.
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VI. Conclusions
In this paper two approaches are presented to compute high-fidelity aerostructural gradients.
The first one is based on the classical intrusive tangent and adjoint approaches, and the second one is
an uncoupled modal-based non-intrusive method benefiting from the existing linearized aerodynamic
module dedicated to gradient computation. Using both approaches, total derivatives of structural
loads along with lift and drag coefficients with respect to structural design parameters are computed
on the ONERA M6 Wing test-case.
Gradients obtained with the tangent approach have been taken as reference since the accu-
racy has been validated with finite difference results. The very low discrepancies between tangent
and adjoint gradient values demonstrate that the duality between the two methods is numerically
preserved. These results validate the implementation of the tangent and adjoint method into elsA.
The non-intrusive reconstruction gives satisfactory results compared to the other approaches.
The strength of this approach relies on its relatively low computational cost, but cannot overcome
the adjoint method for the particular case of aerodynamic coefficient derivatives. Still, it represents
a very promising alternative to compute gradients of structural loads for structural sizing. Usually,
for this purpose, constraint aggregation technique is used in conjunction with the adjoint method.
However, limiting the number of stress responses in the sizing process may oversimplify the problem
formulation, leading to poor designs. In contrast, considering a limited number of structural loads
can still lead to a realistic load path and then to a predictive set of stress responses. This fact
obviously favors the direct approach which in this specific case exhibits a comparable cost to the
adjoint approach. We red recall that computing the gradients of structural loads using the non-
intrusive approach requires only rigid linearized computations. This feature is essential for those who
do not have access to strongly coupled aerostructural tangent or adjoint solver. Finally, uncoupled
approaches are very interesting for MDO teams autonomy, which is a determining advantage in an
industrial optimization process.
As a demonstration, a mass minimization problem is set up on the CRM wing. To this end, an
efficient structural sizing using high-fidelity aerostructural gradients is proposed. This strategy is
based on the force approximation method, considered as a competitive alternative to a constraint
33
aggregation approach. Indeed, due to their smoother distribution, the structural loads are easier
to approximate than the stresses. Several optimization processes are envisaged, according to the
strategy selected to compute the loads. Results are presented in the context of a weak coupling
strategy, where the loads and their sensitivities are updated with high-fidelity analyses at each outer
iteration. Very close results are obtained using intrusive or non-intrusive approach. The potential
of the non-intrusive approach is therefore demonstrated, and can be now considered as a credible
alternative to the classical intrusive formulations.
VII. Future work
Improvements on the non-intrusive approach with respect to the methodology itself and the
associated numerical cost are currently under active investigation and will be detailed in a future
paper. More specifically, we will propose an enhanced hybrid tangent/adjoint formulation that will
completely remove the dependency of the non-intrusive approach to the number of design parameters
thus dramatically reducing the numerical cost.
In this paper, the efficiency of the non-intrusive approach has been demonstrated on a design
test-case limited to structural design variables only. However, we have shown in section III C that
the method can be extended to take into account shape design variables affecting aerodynamic and
structural grid coordinates at the same computional cost and is therefore expected to be equally
efficient in a full aerostructural optimization. This approach is also easier to implement if an
aerodynamic shape gradient computation module is already available as it then re-uses already
available software bricks. This extension is currently being implemented and will be applied to a
realistic aerostructural optimization in the near future.
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