This paper aims to study the asymptotic approximation of some functions defined by the q-Jackson integrals, for a fix q ∈]0, 1[. For this purpose, we shall attempt to extend the classical methods by giving their q-analogues. In particular, a q-analogue of the Watson's lemma is discussed and new asymptotic expansions of the q −j α Bessel function and of the q-complementary error function are established.
Introduction
The notion of asymptotic expansion was introduced by Poincaré in the 19th century and developed by both mathematicians and physicists, such as Riemann, Laplace, Stokes and Kelven, etc. So, different definitions and different notations were introduced. In this paper we will use the Poincaré's definition and the Landau's notations. This concept enables one to obtain numerical as well as qualitative results for many problems. When modeling physical phenomena, it is often useful to know the asymptotic behavior of functions defined by integrals. For example, many special functions have integral representations, as they are solutions of various kinds of differential equations. Also, if we use Laplace, Fourier or Hankel transformations to solve differential equations, we are often left with an integral representation of the solution. In classical analysis, many techniques and methods were introduced to derive asymptotic expansions of such functions. In this paper, we shall attempt to extend the classical theory and we shall try to derive asymptotic expansions of functions defined with the help of the q-Jackson integral. We are not in a situation to claim that all our results are new, but the methods used are direct and constructive, and have a good resemblance with the classical ones. This paper is organized as follows: in Sec. 2, we present some preliminaries results and notations that will be useful in the sequel. In Sec. 3, we discuss the method of qintegration by parts, through three examples. In Sec. 4, we state the asymptotic behavior of the Laplace q-integral and we give the q-analogue of the Watson's lemma. In Sec. 5, we discuss the asymptotic behavior of the Fourier q-integral. Finally, in Sec. 6, we discuss the asymptotic expansion of the third q-Bessel function and considering the asymptotic behavior at 0 of a function f , we give an asymptotic expansion of its q-Hankel transform and q-Cosine Fourier transform.
Notation and preliminaries
Throughout this paper, we will fix q ∈]0, 1[. We recall some usual notions and notations used in the q-theory (see [8] and [11] ).
Let a ∈ C, the q-shifted factorial are defined by (a; q) 0 = 1, (a; q) n = n−1 k=0
(1 − aq k ), n = 1, 2, . . . We also denote
The q-derivative D q f of a function f is given by
as q tends to 1.
For n ∈ N, we note
We remark that
and if f is n times continuously differentiable near 0, then (see also [3] ),
The q-Jackson integrals from 0 to a and from 0 to ∞ are defined by (see [10] ) 11) provided the sums converge absolutely. The q-Jackson integral in a generic interval [a, b] is given by (see [10] )
The improper integral is defined in the following way (see [13] )
We remark that for n ∈ Z, we have
14)
The q-integration by parts is given for suitable functions f and g by (see [1] , [11] )
absolutely.
We write L 1 (R q,+ ) the set of all functions that are q-integrable on [0, ∞[, where R q,+ is the set:
Proposition 1. (see [1] , [3] or [11] ) The q-analogue of the integration theorem by change of variable is given when u(x) = αx β , α ∈ C and β > 0 as follows
The q-analogues of the exponential function (see [8] , [11] ) are given by
18)
For the convergence of the second series, we need | z |< (1 − q) −1 ; however, because of its product representation, e q is continuable to a meromorphic function on C and has simple poles at z = q −n (1 − q) −1 , n ∈ N. They satisfy the relations (see [11] )
Jackson [10] defined the q-analogue of the Gamma function by
It is well-known that it satisfies for ℜ(x) > 0,
Moreover, it has the q-integral representations (see [1] )
Now, we give a new proof of the following result due to De Sole and Kac (see [1] ).
Proposition 2. We have
where
Proof. Using the Ramanujan's summation formula for 1 ψ 1 (a, b; q, z) (see [8] and [11] ) and simple calculus, we obtain for s ∈ C, with ℜ(s) > 0,
which achieves the proof.
Remark. Additionally, if log(1 − q)(log(q)) −1 ∈ Z, we obtain
where log(x) means log e (x).
We recall that the q-hypergeometric function 1 ϕ 1 satisfies the following properties (see [6] and [14] )
1. For all w, z ∈ C, we have (w, q) ∞ 1 ϕ 1 (0; w; q; z) = (z, q) ∞ 1 ϕ 1 (0; z; q; w).
(2.26)
2. For n ∈ N and z ∈ C, we have
3. Both sides of the above equation are majorized by
We recall the definition of the q-trigonometric functions q-cosine and q-sine (see [6] )
Using the properties of 1 ϕ 1 mentioned above, we can easily prove (see [6] ) that q-cosine and q-sine are majorized by ((q, q) 2 ∞ ) −1 and tend to 0 as x tends to ∞. Now, we can recall the q-analogue of the Riemann-Lebesgue lemma using the fact that for x ∈ R,
(2.31)
The second and the third equalities are proved in [6] , but the first equality seems new and can be proved in the same way, using (2.31).
q-Integration by parts' method
The method of q-integration by parts is a simple technique for deriving asymptotic expansions of definite q-integral. Each q-integration produces a term expansion, and the error term is given explicitly as q-integral. The following examples can clarify this idea.
Example 1. q-Complementary error function
We define the q-Complementary error function as
and we state the following proposition:
Proposition 3. For all n ∈ N, we have
Proof. Using the q-integration by parts rule, we obtain
Then, for all n ∈ N, we obtain
, the q−j α Bessel function has the following q-integral representation of Mehler type (see [7] )
.
We prove the following result.
Proposition 4.
For n ∈ N, we put f n = D n q f 0 . Then for all n ∈ N * and x ∈ R q,+ , we have
Proof. It is easy to see that f 0 is an even function and infinitely differentiable on a neighborhood of 0. Then
Thus by induction, we obtain for n = 0,1,2,. . . ,
As mentioned above, 1 0 f 2n (t) cos(xq n t; q 2 )d q t tends to 0 as x tends to +∞. This completes the proof.
Example 3. Another type of q-integral to which the method of q-integration by parts can be applied is the q-integral
where a, b are reals and f is an n-times continuously q-differentiable function in [a, b] . By successive q-integration by parts, we have
On the other hand, the q-Riemann-lebesgue lemma gives
4 Laplace q-integrals
In this section, we define the q-integral of Laplace type by
where ϕ is a real function and we assume x > 0. Typically x is a large parameter and we are interested in the asymptotic behavior of F (x) as x → +∞.
Proposition 5. Let f be a function defined on [0, ∞[, continuous at 0 and verifies for some α > 0 and n integer,
Proof. First, by q-integration by parts, we have for all n ∈ N and x > 0,
Then (4.2) is true for f constant, so it is sufficient to prove the result when f (0) = 0. For k ∈ N, we put x k = q −k (1 − q) −1 and we fix r ∈ N such that x r ≥ α. Let ε > 0, since f is continuous at 0, there exists p 0 ∈ N such that p 0 ≥ r and
For k ≥ p 0 , we have
The second sum of the right hand side of the above inequality is majorized by
The definition of x r leads to
And the properties of the q-shifted factorial give for all p ≤ p 0 ,
Together (4.4) and (4.7) yield
(1 − q)
Again, (4.3) and (4.8) yield: ∃k 0 ∈ N such that ∀k ≥ k 0 , we have
Thus,
Finally, since for all x ≥ 1 1−q , there exists k ∈ N such that
The formula (4.2) is then proved.
Using the q-Taylor formula (see [2] , [3] and [11] ) and the above result, we obtain the following Corollary 1. If f is a n-times continuously q-differentiable function on [0, +∞[, satisfying for some α > 0, the following condition
Proof. According to the q-Taylor formula , we have
where g(t) =
It is easy to see that g is continuous on [0, +∞[, g(0) = 0 and ∞ 0 t n e −αt q | g(t) | d q t < ∞. Then the previous proposition shows
After a simple calculus, we obtain
In the two following results, we study the important case ϕ(t) = −t 2 and we suppose that 1 − q 2 ∈ R q 2 ,+ .
Proposition 6. Let f be a function defined on [0, +∞[, continuous at 0 and satisfies
for some α > 0 and n integer, then
Proof. The change of variables rule gives for x ∈ R q 2 ,+ ,
, where K q 2 is given by (2.24). The rest of the proof can be obtained in the same way of Proposition 5.
Similarly to Corollary 1, the previous proposition and the q-Taylor formula give the following result.
Corollary 2.
If f is n-times continuously q-differentiable on [0, +∞[, satisfying the following condition
for some α > 0, then for all x ∈ R q 2 ,+ ,
The following proposition is a q-analogue of the Watson lemma and it is a simple and useful result to derive asymptotic expansion of Laplace q-integrals. with λ > 0 and µ > 0. Then, provided the q-integral converges for all sufficiently large x, we have
Proof. For a positive integer N and a positive real t, we put
, there exist constants C N and t N = q r ∈ R q,+ such that
Then for x ∈ R q,+ ,
By hypothesis,
q d q t exists and we have
Since for all integer n ≤ r, we have
Together (4.13) and (4.14) yield
Which, since q 
, as x → +∞ in R q,+ .
Fourier q-integrals
The q-integral of Fourier type has the form
where ϕ is a real function and we assume x to be a large parameter, and we are interested in the asymptotic behavior of F (x) as x → +∞. We start this section by the following useful result, in which we suppose that 1 − q ∈ R q,+ :
Proof. Using the Ramanujan's sum for 1 ψ 1 (a; b; q, z) (see [8] and [11] ),
Since 1 − q ∈ R q,+ , the change of variable u = t(1 − q) −1 completes the proof.
In the two following results, we study the case ϕ(t) = t 2 and we suppose that 1 − q ∈ R q,+ .
Proof. The change of variable t = u 
The proof will be completed by using Lemma 2 and the following result: for a sufficiently large x ∈ R q,+ , we have
To prove this result let r ∈ N such that 1 − q = q r and let x = q −N with N > 2r. We have
For n ≥ N , we have
Then for all n ≥ N , we have
Finally, the change of variable t = xu yields
Then, for sufficiently large x ∈ R q,+ ,
βx .
and f be a function two times continuously differentiable
Proof. We can write
, a q-integration by parts gives
Which completes the proof.
Let us now assume that f has an asymptotic expansion of the form
where ℜ(λ 0 ) > 0 and ℜ(λ k+1 ) > ℜ(λ k ) for k = 0, 1, 2, . . . . We suppose that f satisfies the following conditions:
2. For all j ∈ {0, 1, 2, . . . , m}, D
We state the following result Theorem 1. Let n be the smallest nonnegative integer such that ℜ(λ n ) > m. Then
4)
Proof. Define the function f n by
Observe that for all j = 0, 1, 2, . . . , m,
The equation (5.5) and Lemma 2 give for all x > 0. Then by q-integrations by parts we obtain
Note that
The definition of the integer n and Lemma 1 imply that the two first q-integrals in the right hand side of the above equality tend to 0 as x tends to ∞. Also, since for all x > 0, t > 1, we have 
q-Hankel transform
The third q-Bessel function is defined by (see [9] and [14] )
Taking into account (2.26), (2.27) and (2.28), one can easily prove (see [6] and [14] ), that for x = q −n ,n ∈ N,
which is majorized by
We summarize some properties of J α (x; q 2 ) in the following lemma:
where C α,m = (−q 2 ;q 2 )∞(−q 2(α+m+1) ;q 2 )∞ (q 2 ;q 2 )∞ . Which proves that for all k ∈ {0, . . . , n − 1},
. By integration of the equality (6.4) on [0, +∞[ and the fact (see [5] )
Additionally, if log(1 − q) log(q) ∈ Z, then from the well-known relations (see [5] , [14] )
cos(x; q 2 ) = Γ q 2 ( • If we add 1 − q ∈ R q,+ , 
