A relatively high level analytical model for computer systems serving both batch and interactive users is presented. The model is unusual in its employment of an endogenous priority scheme to represent a class of strategies for controlling service to the two types of customers.
INTRODUCTION
An increasing number of computer systems provide both batch and interactive service to their users.
In such systems, conflicts may arise between the two modes of service, since jobs of both types compete for the same set of resources. In particular, if the batch load is substantial, it can cause response times for interactive jobs to become intolerable. This effec~ tively reduces the interactive-batch system to a batchonly one unless some control is placed on the load imposed by the batch subsystem. Conversely, if jobs in the interactive subsystem are given absolute priority, turnaround for batch jobs may become unacceptably high. From the operating system's point of view, it is desirable that all jobs actually competing for the processor be treated equally, regardless of whether the computing request was initiated from an interactive terminal or a card reader. The actual resource requirements of jobs at a particular time provide a better basis for discriminating among them than their sources, since, for example, a heavily compute bound (or I/O bound) request may be initiated either interactively or via the batch stream. Nonetheless, it must be recognized that admitting a single additional batch job into competition for the processor will generally load the system much more heavily than admitting an additional interactive job: for the batch job, "think times" will be zero and input/output times will generally be shorter than for the interactive job. Moore (13) found that the load imposed by a single batch job was roughly equivalent to that of 5 to 15 terminal jobs.
These points suggest that a reasonable way to balance service between interactive and batch jobs is to control the entry of jobs into the race for the processor at least partially on the basis of the source of the job as well as on the current level of performance of the system.
In some respects this type of control algorithm corresponds to manipulating the degree of multiprogramming in order to keep the system from becoming saturated. Previous work directed toward this end is primarily represented by the development of the working set policy (5, 6, 7) in which the degree of multiprogramming at a given time is controlled by the size of the b a l a n c e s e t , that i s , the s e t of jobs all of whose working s e t s will fit into r e a l m e m o r y at a given t i m e . Although a n u m b e r of a p p r o x i m a t i o n s to working s e t r e p l a c e m e n t p o l i c i e s have b e e n i m p l e m e n t e d (8, 14, 16) , c u r r e n t l y a v a i l a b l e h a r d w a r e m a k e s p r e c i s e m e a s u r em e n t s of working s e t s i z e difficult. M o r e r e c e n t l y , an a n a l y t i c a l model which i n c l u d e s a c o n t r o l switch to r e g u l a t e the d e g r e e of m u l t i p r o g r a m m i n g has been d eveloped (3, 4) and extended to include an adaptive c o n - State transitions at departures are more complicated to specify, since when a service completion occurs, the decision algorithm must be used to determine whether a terminal or batch job will be chosen for service. We will now define this algorithm and indicate the motivation for it. 
BEHAVIOR OF THE MODEL UNDER TERMINAL SATURATION
If it is assumed that the terminal queue is always full and that the batch load is fairly heavy (i. e., the batch queue is rarely empty), then the Poilaczek-Khintchine theorem for the M/G/1 queue may be applied to find the mean "worst case" batch turnaround time.
Under these assumptions, a random variable can be the absolute error is not large, although there is a consistent underestimate of batch queue lengths in the predictions. In the lightly loaded periods, this tendency to underestimate is due in part to the single server assumption. Since the statistics were in fact collected from a dual-processor system, the single server in the model is defined to have twice the service rate of the actual CPU's. In lightly loaded periods, the actual system will have only one CPU busy, which will have a service rate half that of the model. When the CPU utilization is above 90%, the observed data become much more difficult to predict, and the values projected by the model vary in both directions from observed statistics. Figure 3 This is particularly true when the load is heavy, since other bottlenecks may appear in the system. In this case, the mean batch queue length may increase while CPU utilization stays fixed. Secondly, when the system is heavily loaded, the basic existence of a steady state distribution is called into question. A look at the actual structure of MTS heavy periods indicates that they are often characterized by a rising demand for interactive terminal service for several hours, during which time the batch queue grows in length, followed by a decrease in terminal use (around dinner time, for example.) As the arrival rate of terminal jobs declines, the batch queue is processed more quickly by the system, so the CPU utilization remains high until the batch queue is depleted. Thus, the heavily loaded periods may be dominated by several transient processes.
Finally, Figure 4 contrasts a smooth curve which fits the predicted data values with a jagged line produced by connecting the data points defined by the system measurements.
Despite the difference in detail, the model does reflect the global characteristics of the system.
ADDITIONAL PARAMETER STUDIES
After validating the model, several parameter studies were made to relate the expected system residence time (turnaround) for batch jobs to the arrival rates for batch and terminal jobs. The mean system residence time for batch jobs (E(WB)) can be obtained from the mean number in system via Little's Theorem (L = kW-). In each case, arrival and service rates were first determined from system statistics and the arrival rate for batch jobs was then varied. Statistics chosen for these" studies included two light, three moderate, and two heavy periods. Figure 5 shows the results of these studies. This graph discloses a sharp division of the system's performance into two apparent regions of operation. The first region, illustrated by the three steeply rising curves, corresponds to periods in which E(WB) is very sensitive to changes in batch arrival rate. This sensitivity is due to the relatively heavy interactive load on the system; so that if the batch arrival rate is increased, the queue lengths (and hence residence times) gro~rapidly. Conversely, in those cases in which E(WB) is relatively insensitive to the batch arrival rate, the interactive load is light and the system, as a whole, is underloaded. At such times, additional batch arrivals can be handled with only a small increase in E(WB).
It is also noteworthy that those cases originally classified as moderate periods fall in both regions of operation, indicating that the initial division of system states into three categories is finer than required. The resulting division of the operating region of the system into "good turnaround" and "bad turnaround" regions has considerable intuitive appeal, since MTS batch users often observe that turnaround is either very short (a few minutes) or else relatively long (an hour or more). F i g u r e 6. P a r a m e t e r Studies -M e a n Batch Wait vs. T e r m i n a l A r r i v a l Rate
