Abstract-This paper investigates the problem of fault detection for Takagi-Sugeno (T-S) fuzzy systems with intermittent measurements. The communication links between the plant and the fault detection filter are assumed to be imperfect (i.e., data packet dropouts occur intermittently, which appear typically in a network environment), and a stochastic variable satisfying the Bernoulli random binary distribution is utilized to model the unreliable communication links. The aim is to design a fuzzy fault detection filter such that, for all data missing conditions, the residual system is stochastically stable and preserves a guaranteed performance. The problem is solved through a basis-dependent Lyapunov function method, which is less conservative than the quadratic approach. The results are also extended to T-S fuzzy systems with time-varying parameter uncertainties. All the results are formulated in the form of linear matrix inequalities, which can be readily solved via standard numerical software. Two examples are provided to illustrate the usefulness and applicability of the developed theoretical results.
I. INTRODUCTION

I
N CONTROL systems, due to the unexpected variations in external surroundings, normal wear in components, or sudden changes in signals, there may appear different kinds of malfunction or imperfect behavior in normal operations, and people call them faults. Since a fault can degrade a system's performance and even cause catastrophic accidents, it is of great significance to detect it in time for the safety and reliability of control systems. The objective of fault detection is to detect the fault signal accurately whenever it appears. Many researchers have devoted themselves to investigating this problem, and a lot of methods have been established, mainly including the modelbased fault detection approach [2] , [4] , the parameter estimation approach [24] , and the generalized likelihood method [30] . Among these methods, the model-based one is very popular, which is to design a fault detection filter or observer generating a residual including a threshold to detect the fault signal. In virtue of the advancement of modeling and state estimation techniques [6] , [7] , [19] , [20] , model-based fault detection has been well developed [26] . To mention a few, fault detection problems have been investigated for sampled-data systems in [9] and [32] , uncertain systems in [1] , [11] , and [33] , systems with time delays in [10] , and Markovian jump linear systems in [14] . Most of the aforementioned results are concerned with linear models. But in reality, most physical systems are nonlinear, and thus, how to develop effective fault detection methods for nonlinear systems is an important and practical problem. However, the difficulty in modeling nonlinearities makes fault detection a hard task. To solve this problem, some researchers model the nonlinear plants as differential equations and solve the fault detection problem based on the conventional nonlinear system theory [16] , whose limitations often do not generalize the obtained results. Other researchers take the advantage of artificial intelligence techniques [23] , and use the conventional fuzzy models to represent the nonlinear systems by applying the inference engine. It is worth mentioning that there are no systematic and consistent approaches for the stability and performance analysis of those conventional fuzzy systems, and hence, the applicability of those results is also limited.
In recent years, Takagi-Sugeno (T-S) fuzzy models are playing more and more important roles in dealing with problems concerning nonlinear systems [3] . It has been proven that T-S fuzzy systems with affine terms can smoothly approximate any nonlinear functions to any specified accuracy within any compact set, which provides a theoretical foundation for using T-S fuzzy models to represent complex nonlinear systems approximately. Meanwhile, T-S fuzzy models formulate the complex nonlinear systems into a framework that interpolates some affine local models by a set of fuzzy membership functions. Based on this framework, a systematic analysis and design procedure for complex nonlinear systems can be possibly developed in view of the powerful control theories and techniques in linear systems. The T-S fuzzy model has attracted great interests from researchers, and a number of results have been reported in literatures, including stability analysis [13] , [27] , stabilizing and H ∞ control design [12] , [21] , [34] , and state estimation [35] . Since T-S fuzzy models have provided a convenient way to study nonlinear systems, a feasible solution of the fault detection problem for nonlinear systems can be converted to that of fault detection for T-S fuzzy systems [17] .
On the other hand, data packet dropout phenomena may often appear in many practical situations, i.e., some measurements or control inputs may be lost during the transmission. This problem has attracted more and more attention as the insertion of networked control systems (NCSs) in the control loops becomes popular [15] . Compared with the traditional point-topoint communication bus, NCSs have several advantages such as low cost, reduced weight and power requirements, simple installation and maintenance, and high reliability. However, in an NCS, since several components communicate over a shared network, information flows are prone to the curse of time sharing, and data loss always inevitably occurs from the plant to the filter or controller. Since data packet dropout can degrade a system's performance and even cause instability, it has been regarded as an important issue in the analysis and synthesis of network-based control systems, and some researchers have begun to study various problems of control systems, simultaneously considering this communication issue [28] . It is noted that most investigations concerning the data loss phenomenon are focused on the stability analysis and synthesis, and the plants are mostly linear. To the best of the our knowledge, there are no results about the fault detection problem for nonlinear systems with intermittent measurements.
Motivated by the aforementioned observations, in this paper, we investigate the problem of fault detection for T-S fuzzy systems with intermittent measurements. The measurements between the plant and the fault detection filter are assumed to be intermittent, and a stochastic variable is utilized to describe the imperfect communication links. Attention is focused on the fuzzy fault detection filter design such that the residual system is stochastically stable with the prescribed performance. A basis-dependent Lyapunov function is utilized in the derivative process, which renders the results to be potentially less conservative. Furthermore, the results are extended to T-S fuzzy systems with time-varying uncertainties. All the results are formulated in the form of linear matrix inequalities (LMIs). Two examples are illustrated to show the usefulness and applicability of the obtained results.
The remainder of the paper is organized as follows. Section II formulates the problem under consideration. Section III presents the fault detection filter design for the nominal fuzzy system, and the results are extended to the fuzzy system with timevarying uncertainties in Section IV. Two examples are illustrated in Section V to show the usefulness and applicability of the proposed approaches, and the paper is concluded in Section VI.
The notation used throughout the paper is fairly standard. The superscript "T " stands for matrix transposition, R n denotes the n-dimensional Euclidean space, 0 represents the zero matrix with appropriate dimensions, the notation P > 0 (≥ 0) means that P is real symmetric and positive definite (semidefinite), l 2 [0, ∞) is the space of square-integrable vector functions over [0, ∞), and · 2 stands for the usual l 2 [0, ∞) norm. In symmetric block matrices or complex matrix expressions, we use an asterisk ( * ) to represent a term that is induced by symmetry and diag{. . .} stands for a block-diagonal matrix. In addition, E{x} and E{ x| y} will, respectively, mean expectation of x and expectation of x conditional on y. Matrices, if their dimensions are not explicitly stated, are assumed to be compatible for algebraic operations.
II. PROBLEM FORMULATION
Consider the fault detection problem for T-S fuzzy systems with intermittent measurements. The physical plant is represented by a T-S fuzzy model, and the signal transmissions existing between the plant and the fault detection filter are intermittent.
A. Physical Plant
The nonlinear discrete-time system whose faults are to be detected is represented by the following T-S fuzzy model.
where M ij is the fuzzy set, x k ∈ R n p is the state vector; r is the number of IF-THEN rules,
m is the deterministic input vector, w k ∈ R p is the exogenous disturbance input that belongs to l 2 [0, ∞), and f k ∈ R q is the fault vector that is also deterministic. Without the loss of generality, we assume that the l 2 norms of u k and f k exist and are bounded.
, and F 2i are known constant matrices with appropriate dimensions, ∆A i (k) and ∆B i (k) denote the uncertainties in the model and are of the form (2) where N i ∈ R n p ×n z , Q ai ∈ R n z ×n p , and Q bi ∈ R n z ×m are known constant matrices, and Z(k) ∈ R n z ×n z is an unknown time-varying matrix with Lebesgue measurable elements bounded by
Given a pair of (x k , u k ), the overall fuzzy system is inferred as
where
B. Fault Detection Filter
One key step of fault detection is the generation of a residual signal, which must be sensitive to faults. This is often realized by utilizing fault detection observers [25] , [26] , [33] or filters [10] , [14] , [20] , [33] . Since disturbances often inevitably appear in many systems, the residual signal must also be capable of distinguishing faults from exogenous signals. H ∞ filter can not only describe the estimated signal accurately but also suppress the disturbance effectively. Thus, for the physical plant with disturbance in (1), we adopt the following fuzzy fault detection filter form, whose role is to generate residual signal based on the input y f k .
Filter Rule i:
Here,x k ∈ R n f and r k ∈ R q , and A f i , B f i , C f i , and D f i are to be determined. Thus, the filter can be represented by the following form:
C. Communication Links
In this paper, we assume that a communication medium exists between the physical plant and the fault detection filter, and the data packet dropout phenomenon happens intermittently. Therefore, the measurement of the plant is no longer equivalent to the input of the filter (i.e., y k = y f k ). A stochastic process is utilized to model the data loss phenomenon, i.e.
where α k is a Bernoulli process. When the link fails (i.e., data are lost), α k = 0, and when the transmission is perfect, α k = 1. A natural assumption on α k can be made as
whereᾱ is assumed to be known. Based on this, we havê
Remark 1: The description of imperfect communication links existing between the plant and the fault detection filter follows that in the previous literature [28] , [29] . The process of missing data considered is assumed to satisfy the Bernoulli distributed process. The probability distribution of the process is estimated based on experimental measurements of data transmitting from output of the plant to the input of the fault detection filter. This can be achieved by sending a sequence of indexed data through the communication medium and measuring the data dropout characteristics. The inferred statistics of the Bernoulli process will then be used for designing the fault detection filter.
D. Fault Weighting System
In fault detection, a reference residual model is usually needed to describe the desired behavior of the residual vector r k . In this paper, the reference model is chosen asf (z) = W (z) f (z) [33] , where W (z) is given a priori. The choice of W z is to impose frequency weighting on the spectrum of the fault signal for detection. Here, we choose a stable matrix W (z) to weight the fault signal f k [33] , whose state-space realization is
wherex k ∈ R n W and A W , B W , C W , and D W are priorly chosen.
E. Residual Evaluation
The residual evaluation function is to evaluate the generated residual. After the residual signal being constructed, a residual evaluation value will be computed through a prescribed evaluation function, and it will be compared with a predefined threshold. When the evaluation value is larger than the threshold, an alarm of fault is generated. Here, we consider the following evaluation function:
Choose a threshold J th > 0, and for the detailed discussion of the threshold J th , readers are referred to [1] and [5] . The residual evaluation function value and the threshold satisfy the following relationship:
r T > J th =⇒ with faults =⇒ alarm r T ≤ J th =⇒ no faults.
F. Residual System
From (4), (5), and (9), the residual system can be obtained as
The residual system presents the difference between the generated residual and the idealized reference residual signal. By minimizing the H ∞ norm of the difference, the effect of the disturbance can be minimized and the sensitivity of the residual to fault can be maximized [1] , [18] , [33] . Therefore, design of the fault detection filter can be converted as an H ∞ model matching problem [33] .
Then, the problem to be addressed in this paper is expressed as follows.
Problem: Fuzzy fault detection with intermittent measurements (FFDIMs): Consider the fuzzy system in (4), and suppose that the intermittent transmission parameterᾱ is known. Given a scalar γ > 0, design a fuzzy fault detection filter in the form of (5) such that: 1) the residual system in (10) is stochastically stable; and 2) under zero initial conditions, the residual error e k satisfies
. It is noted that the l 2 norm of ϑ k exists and is bounded since its constituent variables are all l 2 norm bounded. Before proceeding further, we first introduce the following definition.
Definition 1: The residual system in (10) is said to be stochastically stable in the mean square (ϑ k ≡ 0) if there exists a finite V > 0 independent of ξ 0 , such that for any initial condition
Remark 2: Different statements of stochastic stability definitions are presented in [22] , which serve for different systems. They have the same criterion that the expectation values of all the solutions of the system must be energy-bounded when the operation time is infinite. The solutions are generally dependent on initial conditions or other elements, and thus, the condition expectation is often used. The definition proposed here also obeys the criterion.
III. FUZZY FAULT DETECTION FILTER DESIGN FOR NOMINAL SYSTEMS
In this section, the FFDIM problem is solved for the nominal fuzzy system in (12) . The fault detection analysis problem is first solved, and then, based on that, a full-rank fault detection filter is designed (i.e., n f = n p + n W ). The fuzzy basis-dependent technique is utilized, which potentially reduces the conservatism of the obtained results.
The nominal system of (4) takes the following form:
and the nominal residual fuzzy system is given by
A. Fault Detection Analysis
In this section, we assume that the fault detection filter matrices in (5) are known, and the conditions are investigated under which the residual system is stochastically stable and guarantees the performance defined in (11) . The following theorem tells us that the performance of the residual system can be guaranteed if there exist some matrices satisfying certain LMIs.
Theorem 1: Consider the fuzzy system in (12) and suppose the fault detection filter matrices A f i , B f i , C f i , and D f i in (6) are known. The residual system in (13) is stochastically stable with a guaranteed performance γ if there exist n-dimensional matrices P l > 0 for l = 1, . . . , r, where n = n f + n W + n p , and an n-dimensional matrix G satisfying the following inequality:
where f = ᾱ (1 −ᾱ) and
Suppose there exist real symmetric positive definite matrices P l for l = 1, . . . , r and a nonsingular matrix G satisfying (14) . Noting the inequality 
Now, we first prove the stochastic stability of the residual system in (13) . Define an index as
(17) When ϑ k ≡ 0, along the nominal system in (13), J gives
Then, the derivative process in (18) 
Taking mathematical expectation and summing up the terms on both sides of (19) for k = 0, . . . , β, for any β > 1, we have
From the aforementioned inequalities, it is not difficult to conclude that, for i, j, l = 1, . . . , r and β, the following inequality is true:
Considering nonzero initial condition and E ξ T
and ξ 0 is the initial condition. From (1, 1) block in the left side of (16),Ψ ij l < 0 is obtained, and thus, σ > 0. According to Definition 1, the residual system is stochastically stable in the mean square. Next, we prove that the performance defined in (11) is guaranteed. To this end, assume zero initial condition and ϑ k = 0. An index is introduced as
Along the nominal system in (13), we have
By substituting (21) into (20) , the following holds:
which leads toJ ≤ 0 by consideration of (16), i.e.
Taking mathematical expectation on both sides of (22), we obtain
For k = 0, 1, 2, . . . , summing up both sides of the aforementioned inequality, considering zero initial condition and E{ξ
which is equivalent to the inequality in (11) , and thus, the proof is completed. Remark 3: Results of fault detection for fuzzy systems provide feasible solutions to the problem of fault detection for nonlinear systems [17] , which are useful in practice since most physical systems in the real world are nonlinear. Previous results are mostly concerned with the perfect communication links. Actually, in practice, the transmission is often imperfect between the plant and the filter, i.e., data packet dropout may occur intermittently, especially in systems based on the network communication links. In this paper, data missing is considered in the fuzzy model, which makes the obtained results more general and practical.
B. Fault Detection Filter Design
In this section, the fault detection filter design problem will be investigated based on Theorem 1, i.e., a method will be developed to determine the fault detection filter matrices in (5), such that the residual system in (13) is stochastically stable and the performance defined in (11) is guaranteed.
Theorem 2:
Consider the fuzzy system in (12) . For a given positive constant γ, if there exist n-dimensional matrices
where n = n f + n W + n p , matricesȂ f i ,B f i ,C f i , andD f i , for any i, l = 1, . . . , r, and (n p + n W )-dimensional matrices U, X, and W satisfy the following inequality:
then there exists a fuzzy fault detection filter in the form of (6), such that the residual system in (13) is stochastically stable with the performance γ defined in (11) . Moreover, if the aforementioned conditions are satisfied, the matrices for the fault detection filter in (6) are given by
with G 4 and V being nonsingular matrices and satisfying W = G T 4 V . Proof: Suppose there exist real symmetric positive definite matricesP l for l = 1, . . . r, matrices U, X, and W satisfy (23) .
From (23), we know thatP l < Ω + Ω T which implies Ω and W are nonsingular. One can always find square and nonsingular matrices G 3 and G 4 (26) and define a transposition matrix
Without loss of generality, we can assume
From (25) and (26), we know that
(29) Substituting (26)- (29) into (23), we have
Then, one can conclude that the inequality in (23) is equivalent to (30) , as shown at the bottom of this page, which clearly guarantees the inequality in (14) . Thus, the proof is completed.
Remark 4: Without loss of generality, we assume the number of rows in C W is n C W . Then, the two identity matrices in ( 
and (4, 4) blocks in the left side of (14) are n C W -dimensional, and the identity matrix in (6,6) block is (m + p + q)-dimensional, which are same as those of the identity matrices in (15) and (23) . Remark 5: After the variablesȂ f i ,B f i ,C f i , andD f i are obtained from the LMI in (23), we have to perform the decomposition on the matrix W to obtain the solution in (25) . Since by most matrix decomposition methods G 4 and V cannot be determined uniquely, the solution of (25) is not unique.
Remark 6: Theorem 2 presents the conditions under which the residual system is stochastically stable and satisfies the guaranteed performance γ. The result also covers the case of the perfect communication links existing between the physical plant and the fault detection filter, i.e., there is no data packet dropout andᾱ = 1, with Φ ij l modified as
Remark 7:
It is noted that (23) is an LMI over both the matrix variables and the scalar γ. Among those feasible solutions, the best performance scalar γ can be found by solving an optimization problem in which γ is included as an optimization variable. The minimum [in terms of the feasibility of (23)] attenuation level of the fault detection filter can be readily obtained by solving the following convex optimization problem using LMI Toolbox: minimize γ subject to (23) 
IV. FUZZY FAULT DETECTION FILTER DESIGN FOR UNCERTAIN SYSTEMS
In this section, the results obtained previously for nominal systems will be extended to fuzzy systems with uncertainties described in (2), i.e., the fuzzy fault detection filter is designed for the uncertain fuzzy system in (4), such that the residual system in (10) is stochastically stable with the performance defined in (11) .
Before proceeding further, we first give the following lemma that is needed for our subsequent derivation.
Lemma 1 [31] : Given matrices Φ = Φ T , N, Q, and R = R T > 0 of appropriate dimensions
for all F satisfying F T F ≤ R, if and only if there exists a scalar ε > 0, such that
Then, we are in a position to give the fault detection filter design for the fuzzy system with norm bounded uncertainties.
Theorem 3: Consider the fuzzy system in (4). For a given positive constant γ, if there exist n-dimensional matrices
where n = n f + n W + n p , matricesȂ f i ,B f i ,C f i , andD f i , scalars ε ij l for any i, j, l = 1, . . . , r, and n-dimensional matrices U, X, and W satisfying the following inequality:
wherẽ
and Φ ij l is defined in Theorem 2, then there exists a fuzzy fault detection filter in the form of (6), such that the residual system is stochastically stable with the performance γ defined in (11) . Moreover, if the aforementioned condition is satisfied, the matrices for the fault detection filter in (6) are given by
with G 
is an appropriate dimensioned block-diagonal matrix with entries Z(k). According to Lemma 1, the aforementioned inequality holds if
T iQi < 0 which, by Schur complement, is equivalent to the inequality in (31) . The proof is completed.
Remark 8: The conditions derived here are based on the basisdependent Lyapunov function method, which can potentially reduce the conservatism of the results. But the computation cost will be increased at the same time, especially when the number of fuzzy rules of the plant is large. One way to solve this problem is to try to reduce the rules in modeling of the physical plant. However, when the number of fuzzy rules for some complex nonlinear systems is large and cannot be reduced in fuzzy modeling, we can adopt the quadratic Lyapunov function approach in solving the fault detection problem. The quadratic approach can be found in [3] and [27] .
In this paper, we utilize the flexible and powerful LMI tool to solve the fault detection problem, which is preferred by many researchers [1] , [33] . The Schur complement and congruent transformation are used to convert the H ∞ norm constraints into LMIs feasibility conditions, which are actually convex optimization problems. Solutions can be determined by solving those optimization problems via MATLAB toolbox.
V. ILLUSTRATIVE EXAMPLES
In this section, two examples are presented to illustrate the usefulness and applicability of the fault detection filter design approaches developed previously.
A. Example 1
In this example, we will illustrate the applicability of the fault detection filter design method for the nominal fuzzy system.
Consider a tunnel diode circuit system whose model is established in [8] . With a sampling time T = 0.02 s, the discrete-time model is obtained as
where the state variables are chosen as x 1 (t) = v C (t) and 
We assume that there are faults on the capacitor voltage, and the fault matrices are given by
The aim is to design a fuzzy fault detection filter such that the residual system in the form of (13) is stochastically stable and the performance defined in (11) is guaranteed. The fault weighting system is in the form of (9) and the matrices are chosen as follows:
We first consider the perfect communication case, i.e., there is no data packet dropout between the physical plant and the fault detection filter, and thus,ᾱ = 1. By solving the LMI in Theorem 2, the matrix variables are obtained as 
From the figure, we can see that the designed filter can detect the fault effectively when it occurs. Then, we assume the disturbance Fig. 2 shows the residual response and the residual evaluation function response with the disturbance w k , respectively, which indicate that the residual can not only reflect the fault in time, but also recognize the fault without confusing it with the disturbance w k . Next, we consider the fault detection problem with imperfect communication links. The parameter is assumed to beᾱ = 0.8, which means that there are 20% data lost during the transmission and the guaranteed performance is γ * = 0.1216. By assuming the same fault as in (34) and zeros disturbance w k , Fig. 3 shows the residual response of r k and the evaluation function response, which clearly tell us that the fault can be detected effectively when it appears.
Then, assume the same disturbance as that in (35) . Fig. 4 shows the residual response and the evaluation function response, which clearly indicate that the residual can also detect the fault without confusing it with the disturbance.
It is worth noting that the obtained minimum-guaranteed performance γ * will change as the different values ofᾱ, which is shown in Table I . From the table, we know that as the values ofᾱ become larger, the higher γ * can be obtained. This is true since the largerᾱ means the less missing measurements; therefore, the better disturbance attenuation performance γ * can be obtained.
B. Example 2
In this example, we will design a fuzzy fault detection filter for the fuzzy system with uncertainties. We still consider the fuzzy system in Example 1. For simulation, we assume there are some uncertainties in the form of (2) , and the parameters are given by First, we consider the perfect communication condition (ᾱ = 1). By solving the inequalities in Theorem 3, the minimum performance value is obtained as γ * = 0.1043, and the fuzzy fault detection filter is also effective for the uncertain fuzzy system with missing measurements.
VI. CONCLUDING REMARKS
In this paper, the problem of fault detection for T-S fuzzy systems with intermittent measurements has been investigated. The communication links between the plant and the fault detection filter are assumed to be imperfect, and a stochastic variable satisfying the Bernoulli random binary distribution is utilized to model the unreliable communication links. A fuzzy fault detection filter has been designed such that, for all data missing conditions, the residual system is stochastically stable and preserves a guaranteed performance. The results have been extended to the T-S fuzzy systems with time-varying parameter uncertainties. All the results are formulated in the form of LMIs. Two examples have been provided to illustrate the usefulness and applicability of the results.
