Abstract. This paper discusses a new solution to university course timetabling problems. The problems that belong to the NP-hard class are very difficult to solve using conventional optimization techniques. Our solution methodology is based on a genetic algorithm which uses an installed knowledge base and an infection operation. The knowledge base here is a set of candidate partial solutions of the final solution, and is built from timetables used in past years and teachers' requests relating to how they can work more efficiently. Consequently, the timetable obtained may satisfy teachers' requests and can preserve the advantages of past timetables. Experiments using timetables of University of Tsukuba showed that this approach is an effective solution method. The proposed method includes general techniques concerning the use of problem-specific knowledge that can be applied to a variety of large-scale real-life combinatorial optimization problems.
Introduction
University course timetabling problems (UCTPs) are search problems to assign timeslots to subjects so that existing constraints are satisfied [1, 2, 3, 4] . The problems are generally characterized as constraint satisfaction problems to minimize the total penalty for constraint violations and generate feasible but not optimal solutions [5] . The problems that belong to the NP-hard class are quite complex in nature and very difficult to solve using conventional optimization techniques. These include Constraint Logic Programming [6] , Tabu Search [7] , Simulated Annealing [8] , Case-Based Reasoning [9] , Graph Based Hyperheuristics [10] , Ant Algorithms [8, 11] , and Evolutionary Algorithms (EAs) [8, [12] [13] [14] [15] [16] [17] 24] .
EAs are being increasingly applied to obtain optimal or near-optimal solutions to many complex real-world optimization problems. However, it is also being increasingly realized that EAs in the absence of additional problem-specific knowledge incorporation do not perform as well as mathematical-programming-based algorithms on certain classes of problems [18] . Bonissone et al. pointed out that this knowledge may be incorporated either implicitly, in the design of data structures, encoding, and constraints representations, or explicitly, via the initialization of the first population and in the control of EAs parameters [18] .
In this paper, we propose a general technique to use knowledge in the construction of university timetables. Our solution methodology is based on genetic algorithms (GAs) [19] . A knowledge base (KB) is installed in the GAs in the proposed method. The KB here is a set of facts and each fact is a candidate partial solution of the final solution. While constraints restrict the values of variables, partial solutions assign values to variables. The proposed method is aimed at a quick accumulation of partial solutions by using the KB.
The Virus GA [20, 22] is proposed as a method which introduced the population of partial solutions into GAs. This method has the following feature: a population of viruses is created in addition to a population of individuals; partial solutions of the objective problem are considered to be viruses; the infection operator substitutes the genes of a virus for individuals' loci decided by the virus. The proposed method has the same feature as the Virus GA, but the partial solutions in the method are generated at random and are evolved in the successive generation [20] or generated from given constraints [22] . So, it cannot be considered that the Virus GA uses problem-specific knowledge.
We call the KB-installed GA a Knowledge-Based GA (KBGA). We previously reported the KBGA for a UCTP [21] . In this paper we describe the detailed algorithms, especially the infection and the local search, and the evaluation of the proposed method. The proposed method includes general techniques concerning the use of problem-specific knowledge that can be applied to a variety of large-scale real-life combinatorial problems.
In the following sections, we first discuss the objective problem and related works. Next, we describe knowledge representation, the algorithm of the proposed method, and the interactive system. Finally, we give the results of experiments done using timetables of University of Tsukuba in Japan. 
Problem description and related works

Objective problem
The timetables to be treated in this paper are constructed for the undergraduate courses of the College of Engineering Systems at University of Tsukuba in Japan. The College includes two Systems, four grades, and three terms. There are five interconnected timetables. Table 1 shows the sizes (i.e., the numbers of subjects) of the timetables. Since students belonging to a System can attend the classes of another System, we need to construct the timetables at the same time.
The problem is defined using four terms: Problem = (X, D, C, W), where X = {x 1 , …, x n } is a set of subjects; D = {t 1 , …, t m } is a set of timeslots for allocation and t i = (term T, day of the week d, time period P); C = {c 1 , …, c p } is a set of constraints; and W = {w 1 , …, w p } is a set of weights (i.e., penalties) for the constraints (w i corresponds to c i ). In addition, each subject x i has attributes such as a subject name, a System, a grade, the number of time periods, whether it is required or an elective, the teacher in charge, and whether computers are used. Table 2 shows examples of them. Each timeslot consists of a term, a day of the week, and a time period, where the term is 1 to 3, the day of the week is Monday to Friday, and the time period is 1 to 6. There are 450 timeslots and 241 subjects in the problem but some of the subjects have lectures for two time periods (timeslots) in a week (see x 2 , x 6 , and x 7 in Table 2 ). These are henceforth called two-period subjects.
Constraints
The constraints we treat are classified as hard or soft [5, 8] . Hard constraints are those to which a timetable has to adhere in order to be feasible. Soft constraints are those that should preferably be satisfied, but which can be acceptably broken with a penalty associated with their violation. The twelve constraints shown in Table 3 are applied to the problems. The weights for hard constraints are large numbers (i.e., 20) , and the weights for soft constraints are less than or equal to 20. The same subjects (two-period subjects) should be allocated to sequential time periods on a day. 10 c 7 Subjects that are assigned in their order of priority should keep their orders. 7 c 8 More than one subject should not be allocated to the same time period. 6 c 9 Lunch break should not be between subjects with lectures over two or more time periods in a row. 5 c 10 Required subjects should not be allocated to more than four time periods per day. 4 c 11 The subjects taught over two terms should be allocated to the same time period and day of the week. 4 c 12 Subjects should not be allocated to the sixth time period. 1
Related works
Many versions of GAs have been successfully applied to real-life situations. The general approach in applying GAs to timetabling problems is to use a GA to evolve an appropriate permutation and then use a heuristic method to construct a subsequent solution according to the permutation so as to satisfy the hard constraints [19] . This approach, however, needs a heuristic operation that is dependent on individual problems. In this paper, we propose a general technique concerning the use of domain specific knowledge that can be applied to various timetabling problems. We adopt the direct representation of a timetable as a chromosome that needs no such heuristic operation.
Many applications use memetic algorithms to handle educational timetabling problems. Burke and Silva had the following to say about memetic algorithms [16] : many different ways in which knowledge of the problem domain can be incorporated into memetic algorithms is very helpful to design effective strategies to deal with the infeasibility of solutions, the addition of local search helpers into genetic algorithms is the most common approach. In contrast to this, a knowledge base is built as a way in which knowledge of the problem domain can be used in our method.
Kubota et al. proposed a virus-evolutionary genetic algorithm (VEGA) based on a virus theory of evolution regarding trajectory planning of a cellular manipulator system [20] . The VEGA is composed of two populations: a host and a virus. The host and virus populations are defined as a set of candidate solutions and a substring set of the host population. The procedure of the VEGA is as follows: initialization; repeat until a terminal condition is true {selection; crossover; mutation; virus-infection}. Initialization generates an initial host population randomly, and then a virus individual is generated as a substring of a host individual. Crossover and mutation are genetic operators that correspond to the problem to be optimized. Coevolution of a host population and a virus population enable solving optimization problems rapidly. As mentioned in the introduction, the VEGA is not considered to use problem-specific knowledge.
Kanoh et al. proposed a genetic algorithm adopting viral infection (GAVI) to solve constraint satisfaction problems [22] . The procedure of the GAVI is about the same as VEGA's except for the method of generating the population of viruses. Only partial solutions that satisfy some of the constraints can be considered to be viruses, while the VEGA randomly generates initial viruses. The proposed method, in contrast, uses not constraints but a set of facts acquired through experience as problem-specific knowledge.
Kanoh also proposed a virus GA applied to dynamic route planning for a car navigation system [23] . The population of viruses in this method is generated from commonly used knowledge, so it cannot be considered as a knowledge base.
Proposed method
Knowledge base
Use of domain specific knowledge is essential to obtain real-life timetables that are satisfactory to users within a practical time. Much of the knowledge is usually represented as constraints to be reflected in a search, but this is not sufficient. Some other knowledge is introduced as heuristic operations, but their algorithms depend on individual problems. Two examples of situations where solutions are difficult to realize under the conventional CSP framework are when we want to make the search more efficient by using timetables from past years and when we want to satisfy teachers' personal requests relating to how they can work more efficiently. The conventional CSP framework is of limited Fig. 3 Example of a set of facts converted from teachers' requests shown in Table 4 .
use in such situations because the past timetables and teachers' requests can be more easily represented by partial solutions than by constraints. Also, they have the following characteristics.
• They are described in the form of a fact such as x i is t j .
• Candidate solutions that do not satisfy some of them should not have penalties imposed upon them.
In this paper, a KB is built from past timetables and teachers' requests. Consequently, the timetable obtained may satisfy teachers' requests and can preserve the advantages of timetables used in past years. Figure 1 shows the Knowledge-Based GA (KBGA) structure. The timetables used in past years and teachers' requests are input to the system in the form of text files, and then separately converted to sets of facts (i.e., partial solution populations); in the following, we call the former KB1 and the latter KB2. Each fact can be represented as expression (1) . This means that subject x i1 is allocated to timeslot t j1 , subject x i2 is allocated to timeslot t j2 , and so on. Figure 2 shows the form of a fact whose length is l, where each timeslot consists of a term, a day of the week, and a time period (see Section 2.1). The facts are randomly selected from the text files. The length of a fact is a random number less than l max , where l max = 5 in the experiments described in section 5. Figure 3 shows an example of a set of facts converted from teacher's requests shown in Table 4 . The lengths of the upper and lower facts are 4 and 3, respectively. Table 4 Examples of teachers' requests on a text file Figure 4 shows the structure of a chromosome in the proposed method. We use direct coding for the chromosome representation, where a locus corresponds to a subject and a gene represents a timeslot. As mentioned in Section 2.1, five timetables have to be constructed at the same time, so a chromosome consists of five timetables as shown in Fig. 4 . A two-period subject uses two separate loci, and they are treated as independent time slots.
Chromosome representation
Fitness function
The fitness of each individual in the population is measured by the degree to which the timetables in the individual meet the constraints. The fitness of the k-th individual F k can be expressed by expression (2) , where W k is the total penalty of the individual, W max and W min are respectively the maximum and the minimum values of the total penalty in the population, and n ki is the number of subjects to which the k-th individual violates the constraint c i .
Algorithm
We use a one-point order crossover (OX) [19] and a swap mutation to avoid a duplicate gene being generated by crossover and/or mutation. Also, we add a local search so that two-period subjects can be allocated sequential time slots (see c 6 in Table 3 ). The individuals which do not satisfy hard constraints are removed from the population in the last generation. The use of knowledge is enabled through an infection operation.
The algorithm of the proposed method is as follows, where p m , p ls , and p i are respectively the probabilities of mutation, local search, and infection. Genetic operations are detailed in the following sections. Fig. 4 . Chromosome representation.
Crossover
We used a modified OX as a crossover. Figure 5 shows an example of producing offspring 1 and 2 from parents 1 and 2, where alphabets A to K are timeslots. In addition, the crossover operation is conducted for every unit and all units are handled as being independent in this case. The procedure of the crossover is as follows:
Step1. Select two individuals as parents using roulette wheel selection and set a crossover sites at random. The genes in the left of the crossover site of parent 1 are copied to offspring 1's same loci. Step2. If some genes are not assigned to offspring 1 yet in the right of the crossover site of parent 2, they will be copied to offspring 1's same loci. Step3. The genes of parent 2 that are not used yet are copied to offspring 1's unassigned loci toward the right from the left. Step4. Offspring 2 is produced by the same operation as offspring 1. Figure 6 shows an example of mutation. We use two types of exchange operations as mutations:
Mutation
• Selecting two loci randomly and exchanging their genes ( Fig. 6(a) ).
• Selecting two pairs of sequential loci and exchanging pairs of their genes (Fig. 6(b) ) One of the two operations is conducted with probability p m for every unit. Probability 0.5 decides which operation is selected.
Infection of knowledge
We adopt a partially matched crossover (PMX) [19] used like an algorithm as an infection operation, because the PMX is a kind of two-point crossover and can partially operate a target chromosome. Partial solutions in knowledge bases can infect individuals as follows. Select an individual at random from the population; Substitute the timeslots of the partial solution for those of the individual; If (the fitness of the individual decreases) This infection is canceled; Figure 7 shows an example of timetables before and after infection. As the partial solution is on subjects x 2 and x 3 , those of the timetable define a matching section that is used to effect an infection. First, as the partial solution is mapped to the timetable before infection, timeslots A and E of the partial solution are allocated to x 2 and x 3 of the timetable, respectively. Next, as A and E of the timetable are respectively overlap, the A of x 1 and the E of x 5 are rewritten to B and C. After these steps we get the timetable shown in the bottom of Fig. 7. 
Local search
When applying a GA to real word problems, a local search is widely used to obtain practical performance. Our method introduces a local search allocating the same subjects to sequential time periods. Figure 8 shows examples of applying the local search, where y and z are two-period subjects, and w is a one-period subject. This operation dissolves constraint c 3 , which is shown in Table 3 . The reason for which we use c 3 is that most individuals are in violation of c 3 in the initial population.
Let the time slots which the subjects x i and x j are currently allocated be (T a , d a , P a ) and (T b , d b , P b ), respectively, where (T, d, P) = (term, day of the week, time period). The procedure of the proposed local search is as follows.
Procedure Local-Search() Select a subject from the individual at random; Let the subject be x i ; if (x i is a two-period subject) { Let the mate of Figure 9 shows the structure of the proposed system. In this figure, subject data, past timetables, and teachers' requests are first inputted to the search system. Next, this system constructs timetables using the KBGA described in section 3 and outputs the top N e elite individuals to the interactive system. The interactive system has functions that can improve the individuals as follows.
Interactive system
• A user can select a favorite individual from the elite individuals on a screen.
• A screen can display each timetable in the individual with the penalties for each subject.
• A user can use a mouse to move or change subject(s) in a timetable while watching the resultant increase or decrease of the penalty for the subject(s). Figures 10 and 11 show an example of the system's use. The following is a description of it.
Step1. Timetables from t = (1, Mon, 1) to (3, Fri, 6) are displayed on the screen. The total penalty and the penalty of each subject are indicated on the top of the screen and the right of the subject, respectively (Fig. 10) , where the number in the parentheses corresponds to the penalty for hard constraints. Step2. A user selects a subject to move and clicks on it with the mouse.
Step3. Then the screen changes: Step4. The timeslot to which the subject is allocated turns purple ( Fig. 11(a) ).
Step5. The change in the total penalty when the subject is moved to a timeslot is indicated on the center of the timeslot with yellow background (Fig. 11(b) ). Step6. If the subject is the same as the selected one, the timeslot to which the same subject is allocated turns purple (Fig. 11(c) ). Step7. The user decides where to move the selected subject by dragging and dropping it there. Step1. All penalties are renewed. (5)  3  2  3  -1 7  -7  2 3  3  3  2 3  2 Fig. 11 . Example of system's use (screen after selecting a subject to move).
Experiments
Parameter dependence
We examined the dependence of the total penalty on the parameters through four experiments; Table 5 shows the experimental conditions. The number of calculations of the fitness function in each experiment was always 10,000 from the standpoint of fairness, so the upper limit of the generation might not have been constant for all the experiments. The other parameters were population size N = 100 and the maximum length of partial solutions, l max = 5. Figures 12 to 15 show the experimental results. Each point in these figures indicates the average of 10 trials. Table 6 shows the range of the parameters where the total penalty is within 10% of the minimum value (e.g., stable range), the optimal value of the parameters obtained by the experiments, and the rate of decrease in the total penalty as the parameters increased from 0 to the optimal value. Table 6 shows that the performance of our method was improved by introducing mutation, local search, and infection. It also shows that each parameter has a stable range, meaning that parameter tuning works effectively when our method is used in a practical situation. . Relationship between infection probability and total penalty.
Comparative study
To evaluate the performance of the proposed method (KBGA), we compared it with a man-made timetable (MM), an iterated hill climbing method starting from randomly generated initial values (IHC), and a hill climbing method starting from a past timetable (KB1HC). The algorithm of the hill climbing is as follows: select a subject that is in conflict, and allocate (move/exchange) it a timeslot that minimizes the penalty for conflicts (break ties randomly). As for IHC, when the penalty does not decrease even if the hill climbing step is repeated a given member of times, it is regarded as a local optimum, and the procedure restarts with another randomly generated initial value. Besides, to evaluate the effectiveness of knowledge base, we compared the KBGA with genetic algorithms using no knowledge base (GA), using only KB1 (KB1GA), and using only KB2 (KB2GA). The number of calculations of the fitness function was always 1,000,000 for all the experiments in this section. The other parameters were fixed through preparatory experiments (see Table 6 ).
We first compared the search rates of the GA and the KBGA. Figure 16 shows the processes of evolution for these methods. Each point indicates the average of 10 trials. We found that the search rate of the KBGA was obviously faster than that of the GA. Actually, the number of evaluations for the KBGA required to obtain the total penalty of 128 which is the last value for the GA in Fig. 16 was 1/7 times as small as that for the GA. Table 7 shows all experimental results. In this table: W B means the total penalty of the best individual in the final generation; and the request reflection ratio R means the number of facts of the KB2 contained in the timetables, divided by the number of facts of the KB2. The suffixes 'MIN', 'MEAN', and 'MAX' indicate respectively the minimum, mean, and maximum value in 10 experimental trials. The KB2GA corresponded to the problem when no past timetable existed. As shown in Table 7 , we found that:
•
The KBGA enabled the lowest total penalty among the methods, and a higher request reflection ratio than the methods using no knowledge base (IHC and GA).
• Request reflection ratios of the KB1HC and the KB1GA were higher than those of the IHC and the GA, because the KB1 includes past teachers' requests indirectly.
• The penalty of the KB2GA was similar to that of the GA. However, the KB2GA gave an R MEAN of 80%, while the GA gave an R MEAN of 4%. This leads to the effectiveness of the KBGA when no past timetable exists. Table 8 shows the number of unsatisfied constraints in each method. The KGBA had the fewest violations of high penalty constraints (c 4 to c 6 ), even if it had the highest violations of the low penalty constraint (c 12 ); resulting in the lowest total penalty. In KB1HC, it was difficult for one climbing step to satisfy c 11 because three subjects were connected to c 11 . As a result, the KB1HC had the maximum number of violations for c 11 . The man-made timetable gave many violations to most constraints. Since the constraints of UCTPs are quite complex, it is difficult to be satisfied only by human.
Interactive system
Next, we tried to revise the best timetables obtained by the KBGA using the interactive system. Table 9 shows examples of the results when using a 2.26 GHz PC. We obtained a penalty of 50 within 10 minutes, and a penalty of 4 after 110 minutes. The final one had four subjects which do not satisfy c 12 (penalty = 1). This means that the KBGA does not find the best solution but the combination of the KBGA and the interactive system is useful to the problem.
Conclusions
In this paper, we solved university course timetabling problems using knowledge-based GAs. Experiments using timetables of University of Tsukuba showed that this approach is an effective solution method. We do not claim that the KGBA is the best method to solve the problem. This study is a case study, but the proposed method includes general techniques concerning the use of problem-specific knowledge that can be applied to a variety of large-scale real-life combinatorial optimization problems and CSPs. This study gives the following suggestion. When it is difficult to apply the evolutionary algorithms only using heuristic search to those problems and obtain the solution which satisfies a user, it is useful to express the past examples and demands of users in the form of partial solutions.
In our forthcoming study, we will make a detailed comparison with other solutions and will apply our method to other scheduling problems such as employee timetabling problems and office layout problems. 
