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There are numerous applications where there is a critical need to reason about mov-
ing object plans under uncertainty. Previous work on spatio-temporal logics is limited
to qualitative approaches and the work on spatio-temporal databases focus on the obser-
vations ignoring the intended movements of the objects. This thesis presents a Logic of
Motion (LOM), a novel theory and algorithms that combine logic, constraint satisfaction
and geometric reasoning. LOM provides a declarative syntax and model theory and for-
malizes how to reason about planned movements of objects, when there is uncertainty.
LOM is the first quantitative logical treatment of moving objects that can account for the
fact that we are not always sure when an object will leave or arrive a given location, and
what its velocity will be.
The thesis includes the following contributions:
• LOM, the first quantitative logic to reason about flexible plans for moving objects.
• An analysis of the computational complexity of reasoning with flexible plans for
moving objects. This analysis includes an important theoretical result showing that
complexity of consistency checking for LOM theories is at least NP-hard. I also
provide algorithms to check consistency of a fraction of LOM theories called go-
theories.
• A class of motion theories, called Simple Go-Theories that are tractable.
• Efficient algorithms to answer ground and non-ground queries in LOM concerning
the possible location of the object and its proximity to other objects.
• A study of default reasoning for motion-theories. It presents a motion closed world
assumption for LOM that restrict the reasoning within a class of preferred models
of the theory. Motion closed world assumption allows us to make more intelligent
and customized inferences.
• An investigation of deconfliction of motion-theories with respect to some integrity
constraints. A deconfliction of a theory is a modification to the theory such that
any model of the modified theory will entail the integrity constraints. I present an
algorithm for efficiently computing a deconfliction of a theory.
• Extensive empirical evaluation to demonstrate the efficiency of consistency check-
ing, query answering and deconfliction algorithms.
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Reasoning about plans for moving objects is an important problem for many applications,
such as air traffic management, transportation applications and military mission planning.
Here are two examples to illustrate the kinds of reasoning tasks that are required
and the representational capabilities that are needed in the plans:
Air traffic management Airlines come up with flight plans for their planes; they decide
on the the destination, the origin of the flights and the routes of these flights are determined
by one of the FAA established air corridors. The flight plan contains the tentative schedule
of the plane, but the tentative schedule can not always be met. For example, it is common
for planes to take off later than their scheduled time due to the air traffic or severe weather
conditions. However, a late takeoff does not automatically translate into a late landing, as
the planes can sometimes fly fast enough to make up for the time lost on the ground. Thus
the flight plans actually are more flexible than they seem on our tickets. They inherently
contain some temporal flexibility with respect to departure and arrival times as well as
flexibility on the the speed of the planes. For such flight plans one may want to answer
questions such as:
• Is there a way to achieve all the flight plans with temporal and speed uncertainties?
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• Given new information, e.g. a storm, which of the planes need to change their flight
plans in order to avoid the storm?
• Which flights will be closer than a certain distance during the severe weather?
• How should the flight plans be modified to prevent the planes from entering a region
during a storm?
Amphibious Mission Planning An amphibious operation [1] is a military operation
launched from the sea by naval and landing forces embarked in ships or craft involving a
landing on a hostile or potentially hostile shore. The complexity of amphibious operations
and the vulnerability of forces engaged in these operations require an exceptional degree
of unity of effort and operational coherence both in the planning and execution levels.
Amphibious missions are planned by various number of officers. They plan ship-to-shore
movement routes and schedules, which can involve a large number of (air and surface)
vehicles and are subject to many constraints (e.g., minimum inter-ship distances, vehicle
landing orderings). As a result of multiple plan editing, the merged plan often contains
constraint violations, e.g. ships passing too close to each other. These violations are
detected and fixed manually by looking at a visualization of the execution simulation for
the plan. During the execution of the plan, the conditions may change due to enemy
activity and/or weather, hence the plans need to be flexible enough to accommodate those
changes. The landing times as well as the speeds of the vehicles are constrained by the
mission parameters and the physical properties of the vehicles. The plans must be able to
represent these constraints. Also, given new intelligence and the plans in execution, it is
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often important to examine the possible locations of the vehicles and their proximity to
enemy. The following are examples of frequently encountered tasks in this application:
• Check if it is possible for all ships to get their destination without violating the
mission constraints.
• Given an estimated position for an enemy ship, find all the ships that might be in
danger, i.e. within the firing range of enemy.
• Modify the plans so that all ships will stay out of a critical no-go region, e.g.,
possibly a region containing an enemy submarine.
• During a critical time period , e.g. an air assault, check if all small ships will be
close enough to a destroyer that can offer them protection?
• Determine whether ships will be far away from a certain enemy vehicle whose path
has just been discovered.
As both of these examples clearly demonstrate, a general framework for reasoning
about plans for moving objects will need to
• Represent moving object plans such that temporal and speed uncertainties can be
expressed and modeled explicitly.
• Check the executability of these plans, i.e. is there a schedule that will accommo-
date all movement constraints in the plans?
• Answer several kinds of queries related to the location of th object and its proximity
to other objects
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• Deconflict these plans with respect to some constraints.
Of the previous work on spatio-temporal reasoning that has been done by logic
and database researchers, none is adequate to address the challenges raised by reasoning
about plans for moving objects. On one hand, the existing work done by logicians on
spatio-temporal logics are all qualitative [4, 54, 87, 18], i.e. they concentrate on symbolic
reasoning instead of numeric and geometric reasoning. It is impossible to represent the
constraints of the movements such as the temporal and speed intervals which is critical
for many real world applications. Moreover, existing logics fail to provide any efficient
algorithms to perform consistency checking or answer any queries. On the other hand,
spatio-temporal database researchers focus on designing data structures to enable efficient
storage and querying of previously recorded observations. The main characteristic of
the existing spatio-temporal databases is that they do not acknowledge the intent of the
objects, i.e. that the objects are moving according to a plan. Instead they deal with
observed locations and times, and make short-term future estimates on the locations of
objects based on observations. Majority of the work addresses uncertainty about the route
of the object, but ignores temporal or speed uncertainty.
1.2 Proposed Solution
This thesis presents a novel theory that combines logic, constraint satisfaction and geo-
metric reasoning. It presents a quantitative Logic of Motion (LOM) with a formal syntax
and model theoretic semantics. LOM models the temporal and speed uncertainty of the
object movements explicitly. The thesis investigates the computational complexity of
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reasoning with such uncertainties and aims to identify tractable classes of the problem.
As a first step toward developing a more expressive language it identifies three kinds of
queries and provides very efficient algorithms that uses complex geometric reasoning: (i)
in queries ask if a vehicle is guaranteed to be inside a given region in a given time interval.
(ii) near queries ask if two objects are guaranteed to be within a given distance of each
other throughout a given interval. (iii) far queries ask if two objects are guaranteed to
be sufficiently apart from each other throughout a given interval. Note that these three
queries cover most of the important queries in the motivating examples.
Finally the thesis provides a general theory and algorithms to deconflict the move-
ment plans with respect to a set of integrity constraints. The idea is to make sure that
every execution of the given plans would achieve the integrity constraints. When plans
do not guarantee the satisfaction of integrity constraints, we must check to see if there is
a way of strengthening the plans (i.e. make the plans less flexible than the original one)
so that the integrity constraints are always satisfied.
The declarative semantics of LOM makes it suitable for many applications and al-
lows it to be open to various extensions such as addition of new queries and customization
for different applications. Moreover the semantics of LOM lets us couple it with already
existing logics, to create more expressive languages. For example if we couple LOM with
a description logic and spatial logic we can express queries of the form: “Find me all the
commercial planes flying over France” where the concept of a commercial plane is given
in the description logic and coordinates of France is described in a spatial logic.
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1.3 Contributions
The contributions of this thesis are as follows:
• It provides a general framework for reasoning about plans for moving objects under
uncertainty which is critical in many applications such as air traffic management
and military mission planning. Using the declarative semantics it is also possible to
customize this framework for different applications and couple it with other existing
logics to create a more powerful theory.
• It describes the first quantitative logic to represent movements of objects while ex-
plicitly modeling temporal and speed uncertainty. Thus it bridges the gap between
geometric reasoning and spatio-temporal logics.
• It presents theoretical results regarding the complexity of the problem and identifies
a tractable class of problems.
• It provides very efficient algorithms to reason about the flexible movement plans
and an implementation that shows the effectiveness of the algorithms.
• It presents a default reasoning mechanism for incomplete theories thus allowing
more intelligent inferences.




This thesis is organized as follows:
• Chapter 2 presents a formal syntax for motion theories called LOM and a fragment
of motion theories called go-theories. Also in Chapter 2 a formal model theory for
motion theories is presented
• Chapter 3 provides a sound and complete algorithm to check consistency of go-
theories together with a result that checking consistency of go-theories is NP-
complete.
• Chapter 4 identifies a subclass of go-theories called simple go-theories for which
consistency checking and query answering takes polynomial time. It also presents
sound and complete algorithms for checking consistency of simple go-theories.
• Chapter 5 defines the notions of temporal and positional certainty intervals which
are the building block for query answering algorithms.
• Chapter 6 presents sound and complete algorithms to verify entailment of ground
atoms by go-theories.
• Chapter 7 shows how to compute answer substitutions for certain types of non-
ground queries.
• Chapter 8 defines a Motion Closed World Assumption for a default reasoning with
theories that do not cover all time points. It provides algorithms to reason with the
closed world assumption
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• Chapter 9 augments go-theories with integrity constraints and defines deconfliction
of theories with respect to these integrity constraints. It also presents an algorithm
to find deconflictions.
• Chapter 10 describes a prototype implementation and presents numerous experi-
ments that show the that go-theories are practical to use.
• Chapter 11 discusses related work
• Finally Chapter 12 concludes with the summary, impact of the thesis and discus-
sions about the future work.
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Chapter 2
Syntax and Semantics of LOM
2.1 Syntax
We assume the existence of three sets of constant symbols: R is the set of all real numbers,
OID is the set of all object ids and P is the set of all points in a three dimensional cartesian
space. We assume the existence of three disjoint sets VR, VOID, VP of variables ranging
over R, OID and P, respectively. We also assume the existence of four special predicate
symbols go, near, far, in, of arities 9, 5, 5, 5 respectively. As usual a real (resp. object)
term t (resp. o) is any member of R ∪ VR (resp. OID ∪ VOID). A point term p is any
member of P ∪ VP and px, py, pz represents the values of the x, y and z components of p
respectively.







−, v+, d, t1, t2 be real terms;
and let o, o1, and o2 be object terms. Then the following are LOM atoms:
near(o1, o2, d, t1, t2);
far(o1, o2, d, t1, t2);
in(o, P1, P2, `, h);










Ground terms and ground atoms are defined in the usual way.







−, v+) is true if object o leaves location P1
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at some time point in the interval [t−1 , t
+
1 ], goes along the straight line connecting P1
and P2 at a speed between v− and v+, and arrives at location P2 at some time point in
the interval [t−2 , t
+
2 ]. Note that the object is not allowed to stray from the straight line
connecting P1 and P2 - moreover, our semantics will prevent the object from making
strange movements (such as travelling part way from P1 to P2, reversing direction for a
bit, and then re-reversing direction and heading towards P2).
Intuitively, in(o, P1, P2, t1, t2) is true if o is guaranteed to be inside the cuboid vol-
ume whose lower-front left corner is P1 and whose upper-back right corner is P2 (with
edges parallel to x, y, z axes) at some time point between t1, t2.
near(o1, o2, d, t1, t2) is true if objects o1 and o2 are within distance d of each other
at all times t, t1 ≤ t ≤ t2.
Finally, far(o1, o2, d, t1, t2) is true if objects o1 and o2 are not within distance d of
each other at all times t, t1 ≤ t ≤ t2
Note that unlike most existing studies of motion (whether in the AI or database),
this framework allows us to express uncertainty about when an object leaves a given
location, when it arrives at its destination, and what its velocity is. This is consistent with
the real world where the velocity of an object may vary (e.g. with traffic in the case of
road vehicles, with wind speed in the case of aerial vehicles, with oceanographic currents
in the case of marine vehicles, etc.). This in turn has an impact on exactly when a vehicle
will reach its destination - that too is uncertain. There is no existing treatments of this
uncertainty in reasoning about moving objects.
Definition 1 (LOM-formula) LOM formulas are inductively defined as follows:
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• Every LOM atom is a LOM formula;
• if F1, F2 are LOM formulas, then so are F1 ∧ F2, F1 ∨ F2 and ¬F1.
Definition 2 (Motion/Go Theory) A motion theory is a finite set of LOM formulas. A
go-theory is a finite set of ground go-atoms.
Notation. If










then we will let
obj(g) = o, v−(g) = v−, v+(g) = v+,
loc1(g) = P1, t
−




1 (g) = t
+
1 ,
loc2(g) = P2, t
−




2 (g) = t
+
2 .
Also LS(g) is the line segment [P1, P2]. We use dist(P1, P2) to denote the Euclidean dis-
tance between P1 and P2, i.e. dist(P1, P2) =
√





2 + (P z2 − P z1 )2.







−, v+) be a go atom. The direction of
g is a unit vector ~v(g) = [x, y, z] such that
• x = (P x2 − P x1 )/d
• y = (P y2 − P
y
1 )/d
• z = (P z2 − P z1 )/d
where d = dist(P1, P2)
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2.2 Semantics: Model Theory
In this section, we define a formal model theoretic semantics for LOM. A LOM-interpre-
tation I is a continuous1 function from OID×R to P. Intuitively, I(o, t) is the location
of object o at time t.







−, v+) be an atom and I be an inter-
pretation. I satisfies g over a time interval T = [t1, t2] iff:
• t1 ∈ [t−1 , t+1 ] and I(o, t1) = P1
• t2 ∈ [t−2 , t+2 ] and I(o, t2) = P2
• ∀t ∈ [t1, t2], I(o, t) is on the line segment [P1, P2]
• ∀t, t′ ∈ [t1, t2], t < t′ implies dist(I(o, t), P1) < dist(I(o, t′), P1)
• For all but finitely many times in [t1, t2], v = d(|I(o, t)|)/dt is defined and v−(g) ≤
v ≤ v+(g).
The above definition intuitively says that I |= g over a time interval T = [t1, t2] iff o starts
moving at t1, stops moving at t2 and during this interval, the object moves away from P1
towards P2 without either stopping or turning back or wandering away from the straight
line connecting P1 and P2.
Definition 5 (Satisfaction) Suppose F is a formula and I is a LOM-interpretation. We
say that I satisfies F , denoted I |= F , iff:
1Continuity is w.r.t. classical real fields [29] rather than, say, the discrete notion of continuity used in
logic programming [50].
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−, v+), then I |= F iff there exists an interval T
such that I |= F over the interval T
2. If F = near(o1, o2, d, t1, t2), then I |= F iff dist(I(o1, t), I(o2, t)) ≤ d for every
t1 ≤ t ≤ t2.
3. If F = in(o, P1, P2, t1, t2), then I |= F iff there are reals t ∈ [t1, t2], x ∈ [P1x, P2x],
y ∈ [P1y, P2y] and z ∈ [P1z, P2z] such that I(o, t) = (x, y, z).
4. I |= F ∧ G iff I |= F and I |= G.
5. I |= F ∨ G iff I |= F or I |= G.
6. I |= ¬F iff I does not satisfy F .
I satisfies a motion theory MT iff I satisfies every F ∈ MT.
MT is consistent iff there is a LOM interpretation I such that I |= MT. F is a logical
consequence of MT, denoted MT |= F , iff every LOM interpretation I that satisfies MT
also satisfies F .
Suppose G = {g1, g2}, where


























Suppose the points P11, P12, P21, P22 are all distinct and t−21 > t
+
12. Then the above def-








Checking consistency of a go-theory is complicated by the fact that a single go atom
can be inconsistent. For instance, consider go(o, P1, P2, 44, 48, 50, 52, 4, 5), where P1 =
(0, 0, 0) and P2 = (0, 60, 0). This go atom is inconsistent because there is no way to
get from P1 to P2 within the prescribed speed limits of 4-5 miles per hour within the
prescribed time frame (leave sometime in the [44, 48] interval and arrive at some time in
the [50, 52] interval). In addition, consider the go-atom go(o, P1, P2, 35, 50, 40, 55, 6, 10)
with same P1 and P2 as before. The distance between the origin and destination is 60.
If the object leaves at time 35, the earliest time at which it can arrive at the destination
(given the max speed of 10) is at time 41. Thus the lower bound on the arrival time which
is 40 in the above go-atom can be tightened to 41. Likewise, the upper bound may also
be amenable to tightening. The following definition generalizes this idea to define the
normalization of a go atom, such that normalization of a go atom has exactly same set of
solutions but tighter bounds on arrival and departure times.

















−, V +) be two go atoms. g∗ is the normalization of
g iff the following hold:
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• t−1 ≤ T−1 ≤ T+1 ≤ t+1
• t−2 ≤ T−2 ≤ T+2 ≤ t+2
• v− ≤ V − ≤ V + ≤ v+
• I is a model of g iff I is a model of g∗
• If g′ = go(o, P1, P2, T−3 , T+3 , T−4 , T+4 , V −3 , V +3 ) is a go-atom that satisfies all
the above conditions, then [T−1 , T
+
1 ] ⊆ [T−3 , T+3 ] and [T−2 , T+2 ] ⊆ [T−4 , T+4 ] and
[V −, V +] ⊆ [V −3 , V +3 ].
Clearly every go atom in a consistent go-theory has a normalization.
Assumption. Throughout the rest of this thesis, we will assume, without loss of general-
ity, that all go-atoms are normalized.
Assumption. Given a go-theory G and an object o, let Go denote the set of all atoms
g ∈ G such that obj(g) = o. It is clear that G is consistent iff Go is consistent for all
objects o. Therefore, throughout the rest of this chapter, without loss of generality, we
assume that for all gi, gj ∈ G, obj(gi) = obj(gj). In other words, all atoms in G are
about the same object.
3.2 Complexity
The following theorem describes the computational complexity of checking consistency.
Theorem 1 The problem of checking whether an input motion theory is consistent is NP-
hard. The problem is NP-complete if the input theory is a go-theory.
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Proof The proof of NP-hardness is obtained by polynomially reducing the problem of
sequencing with release times and deadlines (SRD) which is known to be NP-complete
[34]. For this problem
• Input: A set T of tasks; for each task t in T : a positive integer length len(t); a
positive integer release time r(t); and a positive integer deadline d(t).
• Question: Is there a one-processor schedule for the tasks, T, that satisfies the release
time constraints and meets all of the deadlines, i.e. a one-to-one function σ from
the set of tasks to positive integers such that all of the following hold:
– For any two distinct tasks t and w if σ(t) > σ(w) then σ(t) ≥ σ(w)+ len(w).
– For all tasks t in T, σ(t) ≥ r(t).
– For all tasks t in T, σ(t) + len(t) ≤ d(t)?
Let o ∈ OID then for any given SRD-problem with T = {t1..tk}, the correspond-
ing go-theory G = {g1...gk} can be constructed as follows:
For all 1 ≤ i ≤ k
• obj(gi) = o
• loc1(gi) = P1i and loc2(gi) = P2i where P1i andP2i are arbitrary points
• t−1 (gi) = r(ti) and t+1 (gi) = d(ti)− len(ti)
• t−2 (gi) = r(ti) + len(ti) and t+2 (gi) = d(ti)
• v1(gi) = v2(gi) = dist(P1i, P2i)/len(ti)
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Clearly if G is consistent than there is a one processor schedule for the tasks in T
that satisfy the properties above.
Later in this chapter, Section 3.5 presents a nondeterministic polynomial time algo-
rithm that checks the consistency of a go-theory. The existence of the algorithm proves
that checking consistency of a go-theory is NP-complete.

3.3 Movements
Consider the following question: Given a set G of go-atoms, is it possible for G to de-
scribe the movement of a single object o on a single line segment over a single continuous
time interval? In this case, we say that the set G of atoms describes a coherent movement.
Consider the case where G consists of two go-atoms g1, g2:
1. Suppose t+2 (g1) < t
−
1 (g2). Then the answer is no, because g1 must end before g2
starts.
2. Suppose t−1 (g1) ≤ t+2 (g2), t−1 (g2) ≤ t+2 (g1) and the line segments LS(g1) and
LS(g2) are either not collinear or do not intersect or have different directions. Then
the answer is no because even though g1 and g2 overlap temporally, they define
incompatible trajectories for o during the overlapping time.
3. Suppose t−1 (g1) ≤ t+2 (g2), t−1 (g2) ≤ t+2 (g1) and the line segments LS(g1) and
LS(g2) are collinear and their intersection is nonempty and they have the same
direction. Then the answer may be either yes or no, depending on whether the
minimum and maximum speeds v−(g1), v+(g1), v−(g2), v+(g2) are compatible and
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if the common line segment can be visited at the same time by both g1 and g2.
Since o’s actual speed does not need to be constant, those conditions are rather
complicated.
Definition 7 (Compatibility/Concurrency) Suppose o is an object and suppose g, g′ ∈
Go. g and g′ are compatible iff there is an interpretation I and there are time intervals
[t1, t2] and [t′1, t
′
2] such that
• I satisfies g over [t1, t2]
• I satisfies g′ over [t′1, t′2]
• t2 > t′1 and t′2 > t1
If I is such an interpretation, then I is said to concurrently satisfy both g and g′.
Example 1 Let g1 = go(o, (40, 10, 55), (40, 60, 55), 1, 5, 6, 14, 5, 10) and g2 = go(o,
(40, 30, 55), (40, 90, 55), 8, 10, 13, 18, 6, 12). g1 and g2 are compatible because there is
a LOM interpretation I that satisfies g1 over time interval [4, 13] and g2 over [8, 16].
Hence I satisfies g1 and g2 concurrently.
The following lemma presents the necessary conditions for two go atoms to be
compatible.
Lemma 1 If two go atoms g1, g2 are compatible then
• The directions of g1 and g2 are the same (i.e ~v(g1) = ~v(g2)) and
• The intersection of LS(g1) and LS(g2) is a line segment, and
• The atoms temporally overlap, i.e. t−1 (g1) ≤ t+2 (g2) and t−1 (g2) ≤ t+2 (g1)
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• The speed intervals overlap, i.e. v−(g1) ≤ v+(g2) and v−(g2) ≤ v+(g1)
The above conditions are called compatibility conditions.
Example 2 Let g1 and g2 be the two compatible atoms defined in Example 1. g1 and g2
satisfy all the compatibility conditions because:
• The directions of g1 and g2 are the same: ~v(g1) = ~v(g2) = (0, 1, 0),
• LS(g1) ∩ LS(g2) is the line segment [(40, 30, 55), (40, 60, 55)],
• The atoms temporally overlap: 1 ≤ 18 and 8 ≤ 14
• The speed intervals overlap: 5 ≤ 12 and 6 ≤ 10.
We are now going the generalize the notion of compatibility and concurrency to a set of
go atoms using the concept of a concurrency graph.
Definition 8 (Concurrency graph and movements) Let G = {g1, g2 . . . gn} be a go
theory. A graph Γ = 〈V, E〉 is a concurrency graph for G iff V = G and E ⊆ {(gi, gj) ∈
E | gi and gj are compatible }.
Any connected component γ of Γ is called a movement of Γ.
Intuitively a concurrency graph of a go theory G groups together all atoms in G that can
be achieved in one continuous movement during a single time interval. It is important
to note that there may be many concurrency graphs for G - this is because E can be any
subset of the set of compatible pairs of go-atoms.
Example 3 Let G = {g1, g2, g3} be a go theory where g1 and g2 are the two compatible
atoms in Example 1 and g3 = go(o, (40, 60, 55), (40, 120, 55), 15, 18, 25, 28, 6, 6). Then
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Γ1 = 〈G, {(g1, g2)}〉, Γ2 = 〈G, ∅〉 and Γ3 = 〈G, {(g1, g2), (g3, g2)}〉 are all concurrency
graphs of G. Furthermore Γ1 has two movements, {g1, g2} and {g3}, whereas Γ2 has
three movements, {g1}, {g2} and {g3}. Finally, Γ3 has only one movement {g1, g2, g3}.
Definition 9 [satisfaction of movements w.r.t. a time interval] Let G be a go theory and
Γ = 〈V, E〉 be a concurrency graph for G. Let γ = {g1, . . . gn} be a movement of
Γ. An interpretation I satisfies γ over a time interval [T1, T2] iff there exist intervals
[t11, t12], . . . [tn1, tn2] such that
• ∀gi ∈ γ, I satisfies gi over [ti1, ti2]
• ∀gi, gj ∈ γ and (g1, g2) ∈ E, ti2 > tj1 and tj2 > ti1
• [T1, T2] = [t11, t12],∪ · · · ∪ [tn1, tn2]
Example 4 Let G be the go theory and Γ1 be the concurrency graph in Example 3. The
two movements of Γ1 are γ1 = {g1, g2} and γ2 = {g3}. As shown in Example 1, there is
an interpretation I that satisfies γ1 over [4, 16]. The reader can easily verify that there is
also an interpretation I ′ that satisfies γ2 over [17, 27].
Definition 10 (Coherent concurrency graph) Let G be a go theory and Γ be a concur-
rency graph of G. Let γ be a movement of Γ. γ is coherent iff there exists an interpre-
tation I and a time interval [T1, T2] such that I |= γ over [T1, T2]. Γ is coherent iff every
movement γ of Γ is coherent.
Example 5 Let G be the go theory and let Γ1,Γ2 and Γ3 be the concurrency graphs in
Example 3. As the preceding example demonstrates, both movements of Γ1 are coherent
and hence Γ1 is coherent. It is easy to verify that Γ2 is also coherent because each atom
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in it is coherent. However, Γ3 is not coherent because there is no way to achieve all three
atoms in a single movement.
We will show later that checking consistency of a go-theory requires finding a co-
herent concurrency graph Γ of the theory. Before presenting the coherence constraints
associated with a movement, we define the start point, end point, and direction of a move-
ment.
Definition 11 (Start/end points and direction of a movement) Let Γ be a concurrency




is a single line segment L = [P1, P2] and suppose {p1, . . . , pn} = {loc1(gi), loc2(gi) | 1 ≤
i ≤ k}. Without loss of generality, assume that the points p1, . . . , pn are listed in ascend-
ing order of their distance from P1. Then:
• The origin of γ is loc1(γ) = P1
• The destination of γ is loc2(γ) = P2
• The line segment of γ is LS(γ) = [P1, P2]
• The direction of γ is ~γ = ~v(g1)
• The check points of γ in ascending order of their distance from the origin of γ is the
set CheckPoints(γ) = [p1, . . . , pn].
The following example illustrates the concepts defined above.
Example 6 Let G be the go theory and Γ1 be the concurrency graph in Example 3.
γ = {g1, g2} is a movement of Γ1. The origin of γ is (40, 10, 55). The destination of γ is
(40, 90, 55). The line segment of γ is LS(γ) = [(40, 10, 55), (40, 90, 55)]. The direction
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of γ is ~v(γ) = (0, 1, 0). The check points of γ are CheckPoints(γ) = [(40, 10, 55),
(40, 30, 55), (40, 60, 55), (40, 90, 55)].
We are now ready to present the concept of coherence constraints - these will be
used later to derive necessary and sufficient conditions for a movement to be coherent.
Definition 12 (Coherence Constraints) Let G be a go theory and Γ be a concurrency
graph of G. Let γ = {g1, . . . , gk} be the movement of Γ and let CheckPoints(γ) =
[p1, . . . , pn]. The coherence constraints, L(γ), of γ, is the set:
1. t−1 (gj) ≤ Ti ≤ t+1 (gj) for every i, j such that pi = loc1(gj);
2. t−2 (gj) ≤ Ti ≤ t+2 (gj) for every i, j such that pi = loc2(gj);
3. dist(pi, pi+1) ≤ (Ti+1 − Ti)× v+i , i = 1, . . . , n− 1;
4. (Ti+1 − Ti)× v−i ≤ dist(pi, pi+1), i = 1, . . . , n− 1;
where
• T1, . . . , Tn are variables;
• v−i = max{v−(g) | [pi, pi+1] is a subsegment of the line segment LS(g)};
• v+i = min{v+(g) | [pi, pi+1] is a subsegment of the line segment LS(g)}.
Intuitively, Ti denotes the actual time at which the object o leaves/arrives point pi. The
first constraint above says that if gj is any go-atom involving leaving from location pi,
then Ti must lie within the earliest departure time and the latest departure time from point
pi according to gj . The second constraint says that if g is any go-atom that describes
when o arrives at pi then Ti must lie within the times at which o can reach pi as well.
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The third and fourth constraints say that the arrival time of object o at pi+1 from point
pi must be compatible with the distance between these two points and the velocity of the
object. Note that if multiple go-atoms cover the line segment between pi and pi+1, then
the velocities in question must all apply to the movement of o from pi to pi+1.
Note that as L(γ) only contains linear constraints, there are Linear Programming
(LP) solvers [46, 45] that can solve L(γ) in polynomial time.1
Example 7 Let G be the go theory and Γ1 be the concurrency graph in Example 3. Once
again, γ = {g1, g2} is a movement of Γ1. The set L(γ) of coherence constraints is shown
below:
1 ≤ T1 ≤ 5 8 ≤ T2 ≤ 10
6 ≤ T3 ≤ 14 13 ≤ T4 ≤ 18
dist(p1, p2) ≤ (T2 − T1)× 10 dist(p2, p3) ≤ (T3 − T2)× 10
dist(p3, p4) ≤ (T4 − T3)× 12 (T2 − T1)× 5 ≤ dist(p1, p2)
(T3 − T2)× 6 ≤ dist(p2, p3) (T4 − T3)× 6 ≤ dist(p3, p4)
where p1 = (40, 10, 55), p2 = (40, 30, 55), p3 = (40, 60, 55) and p4 = (40, 90, 55). A
solution to the constraints above is T1 = 4, T2 = 8, T3 = 13, T4 = 16 - hence, L(γ) is
satisfiable.
The following lemma establishes a necessary and sufficient condition for a movement and
concurrency graph to be coherent.
1 Later in this chapter, we will show that an even better time bound can be achieved. L(γ) can be
transformed into a Simple Temporal Problem (STP) [25], and the satisfiability of the STP can be checked
in O(n3).
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Lemma 2 Let G be a go theory, Γ be a concurrency graph of G and let γ be movement
of Γ. Then (i) γ is coherent iff L(γ) has a solution (ii) Γ is coherent iff for all movements
γ of Γ, L(γ) is solvable.
At various points in this thesis, we will need to refer to the specific variables inL(γ)
and the speed limits in certain portions of the line segment LS(γ) for a given movement
γ. The following definition associates variables of L(γ) with checkpoints of γ and defines
the speed limits over subsegments of LS(γ).
Definition 13 (Min/max speed allowed in a movement) Let P be a point and Γ be a
concurrency graph for a go-theory G. Let γ = {g1, . . . , gk} be a movement of Γ such that
CheckPoints(γ) = [p1, . . . , pn]. Suppose P = pi for some 1 ≤ i ≤ n. Then the variable
representing P in γ, denoted by V ar(γ, P ), is the variable Ti in L(γ).
Let P1 and P2 be two points on the line segment LS(γ).Then:
• The minimum speed allowed in γ on [P1, P2] is v−(γ, P1, P2) = max{v−(g) | g ∈
γ and [P1, P2] ∩ [loc1(g), loc2(g)] is a line segment }.
• The maximum speed allowed in γ on [P1, P2] is v+(γ, P1, P2) = min{v+(g) | g ∈
γ and [P1, P2] ∩ [loc1(g), loc2(g)] is a line segment }.
The following example illustrates the above speed bounds.
Example 8 Let γ be the movement and L(γ) be the coherence constraints in Example 7.
In this case, the checkpoints of γ are [(40, 10, 55), (40, 30, 55), (40, 60, 55), (40, 90, 55)].
Let P1 = (40, 10, 55), P2 = (40, 30, 55), Q1 = (40, 15, 55) and Q2 = (40, 50, 55). Then:
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• V ar(γ, P1) is T1 and V ar(γ, P2) is T2. V ar(γ, Q1) and V ar(γ, Q2) are undefined
because Q1 and Q2 are not checkpoints of γ.
• v−(γ, P1, P2) = 5 and v+(γ, P1, P2) = 10
• v−(γ, Q1, Q2) = 6 and v+(γ, Q1, Q2) = 10
3.4 Ordering Movements and Plans
Consider a pair of go-atoms g1, g2. Intuitively, there are three cases in which {g1, g2} is
consistent:
1. if it is possible to end g1 before g2 starts, which can happen iff t−2 (g1) < t
+
1 (g2);
2. if it is possible to end g2 before g1 starts, which can happen iff t−2 (g2) < t
+
1 (g1);
3. if it is possible for g1 and g2 to overlap, which can happen iff g1 and g2 are compat-
ible.
We will generalize this intuition with the help of the concurrency graph notion for arbi-
trary go theories.
Definition 14 (Ordering on movements) Let G be a go theory, and let Γ be a concur-
rency graph for G. We define a partial order on Γ’s movements as follows. γ  γ′
iff
(∀g ∈ γ)( ∀g′ ∈ γ′) t+2 (g) ≤ t−1 (g′).
A total order v on movements of Γ is compatible with Γ iff v is a topological sort of .
We now associate a set of linear constraints with each total ordering compatible with Γ.
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Definition 15 (Linear constraints of a totally ordered concurrency graph) Suppose
G is a go theory, Γ is a concurrency graph for G, and v is a total order compatible with
Γ. Then C(G, Γ,v) is set of linear constraints such that
• for every movement γ of Γ, C(G, Γ,v) contains L(γ),
• for every pair γ, γ′ of movements in Γ such that γ v γ′ and loc2(γ) = loc1(γ′) ,
C(G, Γ,v) contains the constraint
V ar(γ, P ) ≤ V ar(γ′, Q) where P = loc2(γ) and Q = loc1(γ′);
• for every pair γ, γ′ of movements in Γ such that γ v γ′ and loc2(γ) 6= loc1(γ′) ,
C(G, Γ,v) contains the constraint
V ar(γ, P ) < V ar(γ′, Q) where P = loc2(γ) and Q = loc1(γ′);
Intuitively, a plan for G is a way of sequentially executing the movements in the concur-
rency graph of G.
Definition 16 (Plan) Suppose G is a go theory, Γ is a concurrency graph for G and v is
a total order compatible with Γ such that C(G, Γ,v) has a solution. Then π = 〈Γ,v〉 is
a plan for G.
A subset γ of G is a movement in π iff γ is a movement of Γ.
The following theorem states that a go theory is consistent iff it is possible to find a plan
for it.
Theorem 2 A go theory G is consistent iff there is a plan π for G.




In this section I will present a nondeterministic polynomial time algorithm for checking
consistency of go-theories. I will also demonstrate how we can implement this algorithm
as an exponential-time deterministic procedure.
3.5.1 Nondeterministic Polynomial-time Algorithm
We are now ready to present the Consistent(G) algorithm (see Algorithm 3.1) to check
consistency of an arbitrary go-theory. Consistent(G) runs in nondeterministic polyno-
mial time.
Algorithm Consistent(G)
1. Let C be a set of linear constraints that is initially empty.
2. Let Γ be a concurrency graph of G whose edges are chosen nondeterministically
from the set {(gi, gj) | gi and gj are compatible}.
3. If Γ is not coherent then return “no”
4. For every pair of movements γ, γ′ of Γ, nondeterministically select γ v γ′ or γ′ v γ
5. If v is not compatible with Γ then return “no”.
6. For every movement γ of Γ, insert L(γ) into C.
7. For every pair of movements γ v γ′ of Γ do
• If loc2(γ) = loc1(γ′) then insert the following constraint into C
V ar(γ, P ) ≤ V ar(γ′, Q) where P = loc2(γ) and Q = loc1(γ′)
• If loc2(γ) 6= loc1(γ′) then insert the following constraint into C
V ar(γ, P ) < V ar(γ′, Q) where P = loc2(γ) and Q = loc1(γ′)
8. If C has a solution then return “yes,” else return “no.”
Algorithm 3.1: Nondeterministic consistency checking algorithm
To see that the algorithm runs in nondeterministic polynomial time, note that in
every execution trace, first 7 steps end after a polynomial number of steps, while Step 8
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Algorithm CheckConsistency(G)
1. Let O = {(gi, gj) | gi and gj are compatible go-atoms }
2. Let Γ be a graph with no edges whose vertex set is G
3. Let C = ∅ be an empty set of constraints
4. return SolveConstraints(O, Γ,∅,C)
Algorithm 3.2: Deterministic consistency checking algorithm, top level procedure
can be implemented using a polynomial-time linear programming solver.
3.5.2 Deterministic Algorithm
Just as with any nondeterministic polynomial-time algorithm, Consistent(G) can be
translated into a sound and complete deterministic algorithm that runs in exponential time.
We now present the deterministic version of Consistent(G), CheckConsistency(G)
(see Algorithm 3.2).
The CheckConsistency(G) algorithm calls the SolveConstraints(O, Γ,SP ,C)
procedure (see Algorithm 3.3), which performs a depth-first search over all possible alter-
natives. It is a recursive algorithm which in the first phase builds the graph Γ, then in the
second phase selects an ordering over all movements of Γ and finally checks to see if the
set C of constraints is solvable (complexity of this step will be discussed in detail later
in this section). If at any point the algorithm returns “yes” all recursive calls return “yes”
and the algorithm stops searching. On the other hand SolveConstraints(O, Γ,SP ,C) re-
turns “no” only when all choices return “no.” The reader can verify that at every decision
point there are only 2 choices and the depth of the recursion can be at most O(n2), thus
the time complexity for CheckConsistency(G) is O(2n2).
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Algorithm SolveConstraints(O, Γ,SP ,C)
1. if O 6= ∅ then
• (gi, gj)= is any element of O and O′ = O − {(gi, gj)}
• if SolveConstraints(O′, Γ,SP ,C) then return “yes”
• else
– Γ′ = Γ with additional edge (gi, gj)
– return SolveConstraints(O, Γ′,SP ,C)
2. elseif C = ∅ then
• Let S be the set of all movements of Γ and SP ′ be the set of all pairs in S
• Let C ′ = {L(s) | s ∈ S}
• return SolveConstraints(O, Γ,SP ′,C ′)
3. elseif SP = ∅ then return if C is solvable
4. else
• (s1, s2)=any element of SP and SP ′ = SP − {(s1, s2)}
• C ′ = C+ constraints of s1 before s2
• if SolveConstraints(O, Γ,SP ′,C ′) then return “yes”
• else
– C ′ = C+ constraints of s1 after s2
– return SolveConstraints(O, Γ,SP ′,C ′)
Algorithm 3.3: Deterministic consistency checking algorithm
Example 9 Let
g1 = go(o, (200, 300, 169), (200, 500, 169), 10, 20, 30, 70, 4, 10);
g2 = go(o, (200, 400, 169), (200, 600, 169), 20, 25, 40, 60, 5, 10);
g3 = go(o, (40, 10, 300), (40, 60, 300), 1, 5, 6, 14, 5, 10).
Then only g1 and g2 satisfy the compatibility conditions in Lemma 1.
Figure 3.1 shows the execution trace of the algorithm SolveConstraints(O, Γ, SP ,
C) when it is invoked by CheckConsistency(G) with the parameters shown in the root
node. In the left subtree, SolveConstraints explores the cases where g1 and g2 are
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not concurrent and Γ contains 3 movements. Each leaf of the left subtree corresponds
to a different possible ordering of the movements; none of these leaves have solvable
constraints. In the right subtree SolveConstraints explores the cases where g1 and g2 do
overlap and Γ contains 2 movements. A solution exists only when the combined motion of
g1 and g2 comes after g3.
Figure 3.1: Trace of CheckConsistency(G) for Example 9
Theorem 3 Algorithm Consistent(G) is correct, i.e., G is consistent iff there is a way
to make the nondeterministic choices in Step 2 and 4 such that the algorithm returns
“yes.” Likewise, Algorithm CheckConsistency(G) is correct, i.e. G is consistent iff
CheckConsistency(G) returns “yes.”
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3.5.3 Complexity of the Algorithm
Checking the solvability of the set of constraints C(G, Γ,v) is the last step in consistency
checking. Once again we remind that all constraints in C(G, Γ,v) are linear hence the
system can be solved by any linear constraint solver. However we can do better by using
the algorithm for solving Simple Temporal Problems [25]. A simple temporal problem
(STP) is a set of temporal constraints of the form dmin ≤ ti ≤ dmax or dmin ≤ ti − tj ≤
dmax where ti and tj are either constant or variables representing start or end time of an
activity and dmin, ti, tj and dmax are reals. An STP contains at most one constraint per
ti, tj pair. Fortunately the constraints in C(G, Γ,v) are of the same form as in a STP and
there is at most one constraint per variable. The next example demonstrates the types of
constraints allowed in STP’s and how to represent them as a directed graph used in the
algorithm.
Example 10 A ship s leaves city A sometime during the [4, 5] interval and arrives at B
sometime in [15, 30]. Then s leaves city B sometime at [25, 50] and arrives at C sometime
during [40, 55]. If it takes [10, 20] unit time to go from A to B and [15, 30] to go from B to
C and [5, 8] unit time to load s in B, is there a schedule for s that will be consistent with
all these constraints
This problem can be converted to a directed graph as in Figure 3.2. In this figure
t0 represents the beginning of time, t1 and t2 are leaving time from A and arriving time to
B. Similarly t3 and t4 are the departure/arrival time from B /to C.
It is shown in [25] that existence of a temporal assignment for each ti such that all
temporal constraints are satisfied can be checked in O(n3) time where n is the number of
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Figure 3.2: Graphical representation of STP in Example 10
temporal constraints. The algorithm creates a directed graph representing the constraints
and then applies Floyd-Warshall’s shortest path algorithm to detect any negative cycles in
the graph. For a consistent STP, consistency checking algorithm also outputs the minimal
network, which has the minimum and maximum possible values for each temporal vari-
able.Hence a minimal solution domain for all variables in C(G, Γ,v) can be computed in





A class of go-theories called simple go-theories can be defined for which the problem of
checking consistency is polynomially solvable. In addition, given an arbitrary go-theory
G, it is possible to check whether G is simple or not in polynomial time.
The consistency check algorithm described in the preceding section makes two non-
deterministic choices: (i) creating the concurrency graph Γ whose movements represent
atoms to be satisfied concurrently and (ii) imposing an ordering on each pair of move-
ments in Γ. In this section, we define a class of go-theories called simple go-theories for
which these nondeterministic steps can be eliminated. As a result, checking consistency
of simple go-theories will be polynomial. We provide the CheckSimple algorithm to
check if a given go theory is simple, while our CheckSimpleConsistency algo-
rithm checks if a simple go theory is consistent. Once again, throughout this section we
assume all atoms in a go-theory are about a single object.
Definition 17 (MinEnd and MaxStart) Suppose G is a go theory and Γ is a coherent
concurrency graph for G. If γ is a movement of Γ such that P = loc1(γ) and Q = loc2(γ),
then
1. MaxStart(γ) = min{t+1 (g) | loc1(g) = loc1(γ)}
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2. MinEnd(γ) = max{t−2 (g) | loc2(g) = loc2(γ)}
Intuitively MaxStart(γ) (resp.MinEnd(γ)) represent the latest possible start time (resp.
earliest end time) for the movement represented by combination of atoms in γ.
Example 11 Consider the go theory G = {g1, g2, g3} in example 9 where:
g1 = go(obj1, (200, 300, 169), (200, 500, 169), 10, 20, 30, 70, 4, 10);
g2 = go(obj1, (200, 400, 169), (200, 600, 169), 20, 25, 40, 60, 5, 10);
g3 = go(obj1, (40, 10, 300), (40, 60, 300), 1, 5, 6, 14, 5, 10).
Let Γ = 〈G, {(g1, g2)}〉 be a coherent concurrency graph of G. Γ has two movements
namely γ1 = {g3} and γ2 = {g1, g2}. The latest start time for γ1, MaxStart(γ1) is 5,
while the earliest end time for γ1, MinEnd(γ1) is 6. For γ2, MaxStart(γ2) is 20, while
MinEnd(γ2) is 40.
Definition 18 (Necessary/maximal concurrency graph) Let G be a go theory. The nec-
essary concurrency graph of G is a concurrency graph Γ∗ = 〈V ∗, E∗〉 of G such that
(g, g′) ∈ E∗ iff:
• g and g′ are compatible.
• It is not possible for g to finish before g′, i.e. t−2 (g) ≥ t+1 (g′)
• It is not possible for g′ to finish before g, i.e. t−2 (g′) ≥ t+1 (g)
Furthermore Γ∗ is the maximal concurrency graph of G iff for every concurrency graph
Γ = 〈V, E〉 of G, E ⊆ E∗.
We provide an example of these concepts below.
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Example 12 Let G = {g1, g2, g3} be as in Example 11. Suppose Γ = 〈G, {(g1, g2)}〉 and
Γ′ = 〈G, ∅〉 are two concurrency graphs of G. Γ is the necessary concurrency graph of
G because it contains all and only the edges for all atoms that has to overlap. Γ′ on the
other hand is not because it is missing the edge (g1, g2). Furthermore Γ is the maximal
concurrency graph of G since there is no pair of atoms that are compatible and can be
performed separately.
We are now ready to formally define simple go theories.
Definition 19 (Simple go-theory) Let G be a go-theory and Γ∗ be the necessary con-
currency graph of G. G is a simple go-theory if all of the following hold:
1. Γ∗ is the maximal concurrency graph of G
2. If Γ∗ is coherent then for any two movements γ1, γ2 of Γ∗, at most one of the follow-
ing holds:
(a) It is possible for γ1 to finish before γ2, that is MinEnd(γ1) < MaxStart(γ2)
(b) It is possible for γ2 to finish before γ1, that is MinEnd(γ2) < MaxStart(γ1)
4.2 Identifying Simple Go-Theories
Basically a go theory is simple if for any two atoms gi, gj , there is only one way to achieve
them both - either concurrently or one after another. Furthermore for any two movements
it is possible to decide which one comes before the other.
Example 13 The go theory in Example 11 is a simple theory.
The CheckSimple(G) algorithm (see Algorithm 4.4) checks if a go theory is simple.
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Algorithm CheckSimple(G)
1. E = ∅
2. for each pair of go-atoms gi, gj ∈ G do
• poss = 0
• if t−2 (gi) < t+1 (gj) then poss=poss+1
• if t−2 (gj) < t+1 (gi) then poss=poss+1
• if gi, gj satisfy compatibility conditions and L({gi, gj}) is solvable
– if poss > 0 then return false else E = E ∪ {gi, gj}
3. if Γ∗ = 〈G, E〉 is not coherent then return true
4. for each pair of movements γi, γj of Γ∗ do
• poss = 0
• if MinEnd(γi) < MaxStart(γj) then poss=poss+1
• if MinEnd(γj) < MaxStart(γi) then poss=poss+1
• if poss > 1 then return false
5. return true
Algorithm 4.4: CheckSimple algorithm
4.3 Consistency Checking
The following lemma states that when checking consistency of a simple go theory, it is
enough to consider only the maximal concurrency graph of G.
Lemma 3 A simple go theory G is consistent iff there exists a plan π = 〈Γ∗,v〉 for G
where Γ∗ is the maximal concurrency graph of G.
Lemma 3 is intuitive. The maximal concurrency graph contains all the necessary move-
ments and for a simple go theory there are no other possible movements to consider.
Lemma 3 allows us to eliminate over half the search space in example 9 because we do
not have to consider the left branch which has a non maximal concurrency graph.
Definition 20 (v∗-ordering on movements) Let G be a simple go theory and let Γ∗ be
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the maximal concurrency graph of G. Suppose Γ∗ is coherent. Then for any movements
γ, γ′ of Γ∗, we say that γ v∗ γ′ iff MinEnd(γ) < MaxStart(γ′).
The following theorem presents a necessary and sufficient condition for a simple go theory
to be consistent.
Theorem 4 Let G be a simple go theory, Γ∗ be the maximal concurrency graph of G and
v∗ be the ordering in Definition 20. G is consistent iff
• Γ∗ is coherent, and
• v∗ is a total order, and
• C(G, Γ∗,v∗) has a solution
Algorithm CheckSimpleConsistency(G) (see Algorithm 4.5) checks the consis-
tency of simple go-theories. In the first step, the algorithm builds the minimal concurrency
graph - if it is not coherent, it returns false. It then checks if v∗ is a total order - if not,
it returns false. Finally, if C(G, Γ∗,v∗) has a solution, CheckSimpleConsistency(G)
returns true - otherwise it returns false.
4.4 Computational Properties of Simple Go-Theories
Other than polynomial time consistency checking, for simple go-theories answering en-
tailment queries can be done in polynomial time. The section presents the theoretical
reasoning leading to this result.
First we are going to define a model being an instance of a plan and then equality
of plans. Using this definition we will show that all plans for a simple theory are equal.
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Algorithm CheckSimpleConsistency(G)
1. Let C = {} and Γ∗ be the maximal concurrency graph of G
2. for each movement γ of Γ∗ do
• if L(γ) has no solution then return false else C = C ∪ L(γ)
3. if ∃γ, γ′ such that neither γ v∗ γ′ or γ′ v∗ γ then return false
4. for each movement pair γ v∗ γ′ of Γ∗ do
• P = loc2(γ) and Q = loc1(γ′)
• if P = Q then C = C ∪ {V ar(γ, P ) ≤ V ar(γ′, Q)}
• else C = C ∪ {V ar(γ, P ) < V ar(γ′, Q)}
5. if C has a solution then return true
6. else return false
Algorithm 4.5: CheckSimpleConsistency algorithm
Definition 21 [satisfaction of a movement w.r.t. a plan, instance of a plan] Let G be a go
theory and π = 〈Γ,v〉 be a plan for G. Let γ1 v γ2 · · · v γn be the movements in π. An
interpretation I is an instance of π iff there are time intervals [t11, t12], . . . [tn1, tn2] such
that
• I satisfies γi over [ti1, ti2] and
• ∀γi v γj , ti2 < tj1
Furthermore I satisfies γi w.r.t. π over [ti1, ti2]
Basically an interpretation is an instance of a plan iff it satisfies the atoms in the
theory as directed by the plan.
Definition 22 Let G be a consistent go theory. Two plans for G π and π′ are equal iff
• ∀I such that I is an instance of π, I is an instance of π′
• ∀I such that I is an instance of π′, I is an instance of π
38
Theorem 5 Suppose G is a consistent simple go theory. Then all plans for G are equal
to the plan π = 〈Γ∗,v∗〉 where Γ∗ is the maximal concurrency graph of G and v∗ is the
total order given in definition 20.
We call π the main plan of G.
This is a powerful theorem. Using this result we can answer entailment queries in
polynomial time as well. This is because it as enough to check if all instances of the main
plan satisfy a LOM formula. The following theorem states this result.
Theorem 6 Suppose G is a consistent simple go theory, π is the main plan for G and F
is a LOM formula. G |= F iff all instances of π satisfy F .
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Chapter 5
Temporal, Positional and Speed Certainty Intervals
This chapter, defines the concepts of temporal, positional and speed certainty intervals
for an object given a consistent go-theory G. Intuitively, the temporal certainty interval
is a time interval when we are sure about an object being within a certain region, while
a positional certainty region is a segment of a movement where the object is guaranteed
to be at a given time. This chapter also provides lemmas showing how to compute these
concepts effectively. Certainty intervals are useful for pruning when answering queries.
5.1 Temporal Certainty Interval
We now declaratively define the earliest and latest times when a given object can be at a
given location.
Definition 23 (Earliest/latest arrival time at a point) Let P be a point, G be a go the-
ory, o be an object, and π be a plan for Go. Suppose γ is a movement in π such that
P ∈ LS(γ). Then o’s earliest arrival time at point P with respect to γ and π, denoted by
T−(Go, π, γ, P ), is min{t | I(o, t) = P and I satisfies γ w.r.t. π over a time interval that
contains t}.
Similarly o’s latest arrival time at point P with respect to γ and π, denoted by
T+(Go, π, γ, P )), is max{t | I(o, t) = P and I satisfies γ w.r.t. π over a time interval
that contains t}.
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Figure 5.1: Minimum and maximum arrival times for every point on LS(γ) in Example
14. Since LS(γ) changes only in one dimension the constant dimensions are omitted.
T−(Q1) and T+(Q1) are the minimum and maximum arrival time for point Q1 in Example
14, similarly T−(Q2) and T+(Q2) are for point Q2. Positional certainty region at time 25
as discussed in Example 16.
Example 14 Let G be the go theory in Example 9. Let π be the plan for G such that
{g3} v {g1, g2}. Let γ = {g1, g2} be a movement in π. Figure 5.1 shows T−(G, π, γ, P )
and T+(G, π, γ, P ) for every point P on the line segment LS(γ). For simplicity, we only
display the y-coordinate of the points - the x, y coordinates do not change.
Suppose Q1 = (200, 500, 169) and Q2 = (200, 560, 169) are two points in LS(γ).
An inspection of the figure reveals that:
• T−(Go, π, γ, Q1) = 30 and T+(Go, π, γ, Q2) = 45
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• T−(Go, π, γ, Q2) = 36 and T+(Go, π, γ, Q2) = 56
The following lemmas show how we can use linear programming to compute the earliest
and latest arrival times of an object w.r.t. a plan and a movement.
Lemma 4 Let P be a point, G be a go theory, o be an object, and π be a plan for Go. Let
γ be a movement in π such that P ∈ LS(γ) and CheckPoints(γ) = [p1 . . . pn].
1. If P = pi for some i, then T−(Go, Γ,v, γ, P ) is the solution of the linear program-
ming problem: minimize V ar(γ, P ) subject to C(π)
2. If the previous case does not apply and P is on line segment [pi, pi+1] for some i,
then T−(Go, π, γ, P ) is the maximum of:
• T−(Go, π, γ, pi) + dist(P, pi)/v+(γ, pi, pi+1)
• T−(Go, π, γ, pi+1)− dist(P, pi+1)/v−(γ, pi, pi+1)
The intuition for the second case is that the earliest arrival time at P occurs when we start
as early as possible from pi, i.e. at T−(Go, π, γ, pi), and move as fast as possible, i.e. at
v+(γ, pi, pi+1). However, this may not be a solution because the rest of the movement
needs to satisfy the arrival time constraints at pi+1. The earliest the object can arrive at
pi+1 is at T−(Go, π, γ, pi+1) - travel between P and pi+1 takes the most time when it is
traveresd at the slowest possible speed v−(γ, pi, pi+1).
Similarly we can compute T+(Go, π, γ, P ) which gives the latest arrival time for
the object at the given point P .
Lemma 5 (T+(Go, π, γ, P )) Let P , G, o, π and γ be as defined in Lemma 4. Suppose
CheckPoints(γ) = [p1 . . . pn].
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1. If P = pi for some i, then T+(Go, π, γ, P ) is the solution of the following linear
program: maximize V ar(γ, P ) subject to C(π)
2. If the previous case does not apply and P is on line segment [pi, pi+1] for some i,
then T+(Go, π, γ, P ) is the minimum of the following two items:
• T+(Go, π, γ, pi) + dist(P, pi)/v−(γ, pi, pi+1)
• T+(Go, π, γ, pi+1)− dist(P, pi+1)/v+(γ, pi, pi+1)
We are now ready to define the temporal certainty interval of an object w.r.t. a plan and a
movement.
Definition 24 (TCI(Go, π, γ)) Let G be a go theory, o be an object, and π be a plan for
Go. The temporal certainty interval, TCI(Go, π, γ), of a movement γ in π is the time
interval [T1, T2] where
• T1 is T+(Go, π, γ, loc1(γ))
• T2 is T−(Go, π, γ, loc2(γ)).
TCI(Go, π, γ) is undefined if T1 > T2.
Intuitively, TCI(Go, π, γ) is the interval when we know for sure that object o is within
the line specified in movement γ. When G = {g} contains a single go atom we will use
T−(g, P ), T+(g, P ) and TCI+(g) as short hand notations.
Example 15 Let G,π and γ be as in the example 14. Then TCI(G, π, γ) = [15, 40].
Figure 5.1 also depicts the temporal certainty interval of γ.
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5.2 Positional Certainty Region
We have thus far studied the problem of when a given object will be at a given point.
Conversely, given a time point t and a movement γ, we may wish to know the potential
segment of LS(γ) where the object associated with γ could possibly be. To find this, we
need another set of definitions.
Definition 25 (Min/max point of advancement; positional certainty region) Let G be
a go theory, o be an object, and π be a plan for Go. Let γ be a movement in π such that
TCI(Go, π, γ) is defined and t be any time point in TCI(Go, π, γ). Then o’s minimum
point of advancement with respect to γ, and π, denoted P−(Go, π, γ, t), is the closest
point P to loc1(γ) such that I(o, t) = P where I satisfies γ w.r.t. π over a time interval
including t.
Similarly o’s maximum point of advancement with respect to γ, and π, denoted by
P+(Go, π, γ, t), is the furthest point P to loc1(γ) such that I(o, t) = P where I satisfies
γ w.r.t. π over a time interval including t.
The positional certainty region, PCR(Go, π, γ, t), on γ w.r.t. π and t is the line
segment from P−(Go, π, γ, t) to P+(Go, π, γ, t)
When G = {g} contains a single go atom we will use P−(g, t), P+(g, t), PCR(g, t)
as short hand notations.
Example 16 Let G,π and γ be as in example 14. Let t = 25 be a time point in TCI(G, π,
γ) = [15, 40]. By consulting Figure 14, we can see that:
• P−(G, π, γ, t) = (200, 400, 169)
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• P+(G, π, γ, t) = (200, 450, 169)
• PCR(G, π, γ, 25) = [(200, 400, 169), (200, 450, 169)]
The following lemma demonstrates how to compute P−(Go, π, γ, t) and P+(Go, π,
γ, t). It uses the fact that time and position act as inverses of each other during the tem-
poral certainty interval of a movement.
Lemma 6 Let G be a go theory, o be an object, and π be a plan for Go. Let γ be a move-
ment in π such that TCI(Go, π, γ) is defined and let t be any time point in TCI(Go, π, γ).
Then
• P−(Go, π, γ, t) = P such that T+(Go, π, γ, P ) = t.
• P+(Go, π, γ, t) = P , such that T−(Go, π, γ, P ) = t.
Lemma 7 Let G be a go theory, o be an object, and π be a plan for Go. Let γ be a move-
ment in π such that TCI(Go, π, γ) is defined and let t be any time point in TCI(Go, π, γ).
If I is an instance of π, then I(o, t) is on the line segment PCR(Go, π, γ, t).
5.3 Speed Interval
Similar to the earliest and latest times we can define maximum and minimum speed of an
object during a movement.1
Definition 26 (Min/max speed on a line segment) Let [P1, P2] be a line segment, G be
a go theory, o be an object, and π be a plan for Go. Suppose γ is a movement in π such
1This is different than the max/min speed allowed which only take into account the speed limits given
in the atoms.
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that [P1, P2] ∈ LS(γ). Then o’s maximum speed on [P1, P2] with respect to γ and π,
denoted V +(Go, π, γ, P1, P2) is the maximum value of dI(o, t)/dt over the time interval
[T1, T2] where I(o, T1) = P1 and I(o, T2) = P2 I satisfies γ w.r.t. π over a time interval
that contains [T1, T2]}.
Similarly o’s minimum speed on [P1, P2] with respect to γ and π, denoted by
V −(Go, π, γ, P1, P2), is the minimum value of dI(o, t)/dt over the time interval [T1, T2]
where I(o, T1) = P1 and I(o, T2) = P2 I satisfies γ w.r.t. π over a time interval that
contains [T1, T2]}.
We will use the short hand notations V +(G, P1, P2) and V −(G, P1, P2) when G has
only one atom.
At first this definition might seem redundant however while answering queries
(specifically go-queries) we need the speed interval to be as tight as possible. Although
pruning the speed interval given in the atom is not needed as frequent as pruning the time
intervals, it does happen under certain conditions. We’ll try to show this with a simple ex-
ample and then present a lemma that shows when maximum/minimum speed are different
than max/min speed allowed.
Example 17 Let g1 = {go(o, (0, 0, 0), (50, 0, 0), 3, 3, 13, 13, 5, 10)}, g2 = {go(o,
(0, 0, 0), (50, 0, 0), 3, 3, 8, 8, 5, 10)} and g1 = {go(o, (0, 0, 0), (50, 0, 0), 3, 3, 9, 9, 5, 10)}
be three theories. All tree move on X-axis for 50 units and all three allow a minimum
speed 5 and maximum speed 10. However min/max speed on [(0,0,0),(50,0,0)] differs for
each of them:
• V +(g1, (0, 0, 0), (50, 0, 0)) = 5 and V −(g1, (0, 0, 0), (50, 0, 0)) = 5 because all
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models of g1 has to move with an average speed of 5 between times 3 and 13 and
given the speed limits this can only be achieved by a constant speed of 5.
• V +(g2, (0, 0, 0), (50, 0, 0)) = 10 and V −(g2, (0, 0, 0), (50, 0, 0)) = 10 because all
models of g2 has to move with an average speed of 10 between times 3 and 8 and
given the speed limits this can only be achieved by a constant speed of 10.
• V +(g3, (0, 0, 0), (50, 0, 0)) = 10 and V −(g1, (0, 0, 0), (50, 0, 0)) = 5. This is differ-
ent from the previous two cases. We need an average speed of 8.33 during times 3
and 9 which does not enforce any constant speed constraint on its models.
Lemma 8 Let π be a plan for a go-theory G. Let γ be a movement of π such that
CheckPoints(γ) = [p1, . . . , pn]. Suppose [P, Q] is a line segment such that [P, Q] ⊆
LS(γ). Then,
V +(Go, π, γ, P, Q) = max{V +(Go, π, γ, pi, pi+1) | [P, Q] ∩ [pi, pi+1] is line segment }
where V +(Go, π, γ, pi, pi+1) is equal to the following:
• V +(Go, π, γ, pi, pi+1)=v−(γ, P, Q) when
– T−(Go, π, γ, pi) = T+(Go, π, γ, pi) and
– T−(Go, π, γ, pi+1) = T+(Go, π, γ, pi+1) and
– v−(γ, pi, pi+1) = dist(pi, pi+1)/(T+(Go, π, γ, pi+1)− T+(Go, π, γ, pi))
• V +(Go, π, γ, pi, pi+1)=v+(γ, P, Q) otherwise
Similarly we can compute V −(Go, π, γ, P, Q) using the following lemma:
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Lemma 9 Let π be a plan for a go-theory G. Let γ be a movement of π such that
CheckPoints(γ) = [p1, . . . , pn]. Suppose [P, Q] is a line segment such that [P, Q] ⊆
LS(γ). Then,
V −(Go, π, γ, P, Q) = max{V −(Go, π, γ, pi, pi+1) | [P, Q] ∩ [pi, pi+1] is line segment }
where V −(Go, π, γ, pi, pi+1) is equal to the following:
• V −(Go, π, γ, pi, pi+1)=v+(γ, P, Q) when
– T−(Go, π, γ, pi) = T+(Go, π, γ, pi) and
– T−(Go, π, γ, pi+1) = T+(Go, π, γ, pi+1) and
– v+(γ, pi, pi+1) = dist(pi, pi+1)/(T+(Go, π, γ, pi+1)− T+(Go, π, γ, pi))
• V −(Go, π, γ, pi, pi+1)=v−(γ, P, Q) otherwise
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Chapter 6
Answering Ground Atomic Queries
In this section we present algorithms to answer ground atomic queries - answering con-
junctive ground queries is a straightforward combination of the answers to ground queries
and hence we do not discuss that here.
6.1 Ground Atomic go Queries








v+) is a logical consequence of a go-theory G. Without loss of generality we assume g
is a normalized go-atom. Given a concurrency graph, Γ, of G, we will first identify the
movements that are the spatially and temporally relevant to g.







−, v+) be a go-atom,
and G be a go-theory. Suppose Γ is a concurrency graph of Go. A movement γ of Γ is
related to g if:
• γ is spatially relevant to g, i.e. if:
– [P1, P2] is a subsegment of LS(γ) and
– ~v(γ) =~v(g), i.e. they both have the same direction, and
• γ is temporally relevant to g if:
– ∃g′ ∈ γ | t+2 (g′) > t−1 (g),i.e. not all the atoms in γ end before g and
49
– ∃g′ ∈ γ | t−1 (g′) ≤ t+2 (g),i.e. not all the atoms in γ start after g.
Given a plan π for G, we now identify some necessary condition for G to entail g. The
idea is to ensure that there is a movement γ in π relevant to g such that when achieving
γ, o always arrives at P1 sometime in [t−1 , t
+




2 ], and that o’s
speed is in the range [v−, v+]. The following lemma formally states these conditions.







−, v+) be a go-atom and
G be a go-theory. Suppose π is a plan for Go. All instances of π satisfy g iff all the
following conditions hold:
1. There is a movement γ in π that is relevant to g
2. t−1 ≤ T−(Go, π, γ, P1) ≤ T+(Go, π, γ, P1) ≤ t+1 .
3. t−2 ≤ T−(Go, π, γ, P2) ≤ T+(Go, π, γ, P2) ≤ t+2
4. v− ≤ V −(γ, P1, P2) ≤ V +(γ, P1, P2) ≤ v+.
We are now ready to define the CheckGo algorithm (see Algorithm 6.6) to check
if all instances of a plan for a go theory entails a ground go atom.








be a ground go atom. Then: g is a logical consequence of G iff for every plan π for Go
CheckGo(G, Γ,v, g) returns “true”.
The above theorem tells us that in order check if G |= g, we must execute the CheckGo
algorithm for each plan π.
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Algorithm CheckGo(G, π, g)








2. if C(π) has no solution then return true
3. for each movement γ ∈ π do
• if γ is not relevant to g then continue
• elseif t−1 ≤ T−(Go, π, γ, P1) ≤ T+(Go, π, γ, P1) ≤ t+1 and
t−2 ≤ T−(Go, π, γ, P2) ≤ T+(Go, π, γ, P2) ≤ t+2 and
v− ≤ V −(γ, P1, P2) ≤ V +(γ, P1, P2) ≤ v+ then return true
• else continue
4. return false
Algorithm 6.6: CheckGo algorithm
Example 18 Let G be the following simple go theory:
g1 = go(obj1, (200, 300, 169), (200, 500, 169), 10, 20, 30, 70, 4, 10);
g2 = go(obj1, (200, 400, 169), (200, 600, 169), 20, 25, 40, 65, 5, 10);
g3 = go(obj1, (40, 10, 300), (40, 60, 300), 1, 5, 6, 14, 5, 10).
Let P1 = (200, 400, 169) and P2 = (200, 500, 169). obj1 will arrive at P1 sometime dur-
ing [20, 25] and it will arrive at P2 sometime during [30, 45] (subject to consistency con-
straints). Furthermore the minimum and maximum speeds between P1 and P2 are 5 and
10 respectively. Consider the atoms q1 = go(obj1, (200, 400, 169), (200, 500, 169), 10, 25,
30, 45, 4, 15) and q2 = go(obj1, (200, 400, 169), (200, 500, 169), 10, 30, 20, 46.67, 6, 20).
q1 is a logical consequence of G because its temporal and speed constraints are satisfied
by each model of G:
• Departure constraint: 10 ≤ 20 ≤ 25 ≤ 25
• Arrival Constraint: 30 ≤ 30 ≤ 45 ≤ 45
• Speed Constraint: 4 ≤ 5 ≤ 10 ≤ 15
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On the other hand, q2 is not a logical consequence of G because of its higher minimum
speed. For example if obj1 arrives at P1 at time 20 and travels with a constant speed of
5, then it will arrive at P2 at time 40, thus satisfying both g1 and g2. However it will not
satisfy q2 because q2 requires the speed of obj1 to be at least 6.
6.2 Ground Atomic in Queries
In this section, we show how to check whether an atom of the form a = in(o,Q1, Q2, t1, t2)
is a logical consequence of a go-theory G. First we define the cuboid volume that a ground
in() atom represents.
Definition 28 Let a = in(o,Q1, Q2, t1, t2) be a ground atom. The volume a represents,
denoted V ol(a), is the set of points P such that
Qx1 ≤ P x ≤ Qx2 and Q
y




1 ≤ P z ≤ Qz2
Consider the simple case when G has a single atom g (later, we will show how to deal
with arbitrary G’s). The following lemma specifies necessary and sufficient conditions
for entailment of a ground in()-atom.







−, v+) is a go-atom, G = {g} is a
go-theory and a = in(o,Q1, Q2, t1, t2) is a ground in()-atom. a is a logical consequence
of G iff:
• V ol(a) intersects the line segment LS(g) and
• o’s latest arrival time at point P ′1 is less than or equal to t2 and
• o’s earliest arrival time at point P ′2 greater than or equal to t1.
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Here, P ′1 and P
′




2] is the longest sub-segment of
LS(g) inside V ol(a) and dist(loc1(g), P ′1) ≤ dist(loc1(g), P ′2).
The lemma above says that G |= a if and only if the object o is guaranteed to be inside
V ol(a) at some time in the interval [t1, t2]. This intuition can therefore be used to check
if a is a logical consequence of an arbitrary go-theory. For an arbitrary go-theory G and a
given a concurrency graph of G, there may be more than one movement that might be of
interest for a ground in() query. We first define the movements that are related to a ground
in() atom.
Definition 29 (Movements related to a in atom) Suppose G is a go-theory, o is an ob-
ject, Γ is a concurrency graph of Go and γ is a movement of Γ.
1. The extent of γ is given by the interval [min{t−1 (g) | g ∈ γ}, max{t+2 (g) | g ∈ γ}].
2. γ is related to a = in(o, P1, P2, t1, t2) iff
• LS(γ) ∩ V ol(a) 6= ∅ and
• extent(γ) ∩ [t1, t2] 6= ∅.
For an arbitrary go-theory G and an object o, we need to consider all plans for Go because
such plans determine the positional and temporal intervals for the object. The following
lemma specifies necessary conditions for a go theory to entail a ground in()-atom with
respect to a specific plan.
Lemma 12 Suppose a = in(o,Q1, Q2, t1, t2) is a ground in()-atom and G is a go-theory,
and π is a plan for Go. All instances of π satisfy a iff there is a movement γ in π such that
all the following conditions hold:
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Algorithm CheckIn(G, o, π, a)
1. Suppose a = in(o,Q1, Q2, t1, t2);
2. Suppose π = 〈Γ,v〉;
3. if C(π) has no solution then return true
4. Let γ1 v γ2 · · · v γn be the movements in π
5. for i from 1 to n do
• if γi is not related to a then continue
• Suppose [P1, P2]= LS(γi) ∩ V ol(a) and
dist(loc1(γi), P1) ≤ dist(loc1(γi), P2)
• if T+(Go, π, γi, P1) > t2 then return false
• elseif T−(Go, π, γi, P2) ≥ t1 then return true
• else continue
6. return false
Algorithm 6.7: CheckIn algorithm
• γ is related to a
• T+(Go, π, γ, P1) ≤ t2
• T−(Go, π, γ, P2) ≥ t1
Where P1 and P2 are points on LS(γ) such that L = [P1, P2] is the longest sub-
segment of LS(γ) inside V ol(a) and dist(loc1(γ), P1) ≤ dist(loc1(γ), P2).
Algorithm CheckIn (see Algorithm 6.7) uses the above lemma directly.
Theorem 8 Suppose G is a consistent go-theory and a = in(o, P1, P2, t1, t2) is a ground
atom. Then: a is a logical consequence of G iff for every plan π for Go algorithm
CheckIn(G, o, π, a) returns “true”.
The above theorem implies that we merely need to run CheckIn on each plan in order to
check for entailment of a ground in atom.
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Example 19 Suppose we have a go theory G and an object o such that Go={g1, g2, g3}.
Suppose a = in(o, q1, q2, t1, t2). Figure 6.1 depicts the volume V ol(a) and three lines
`1, `2, `3 representing LS(g1), LS(g2) and LS(g3) respectively. Let π = 〈Γ,v〉 be a plan
for Go such that Γ =< {g1, g2, g3}, ∅ > and {g1} v {g2} v {g3}. Suppose [t1, t2] is wide
enough so that both g1 and g3 are relevant to a. then the algorithm CheckIn performs the
following steps:
• o’s latest arrival time at P1 after t2: then CheckIn returns NO
• o’s latest arrival time at P1 before t2 and
– o’s earliest arrival time at P2 after t1: then CheckIn returns YES
– o’s earliest arrival time at P2 before t1 and
∗ o’s latest arrival time at P3 after t2: then CheckIn returns NO
∗ o’s latest arrival time at P3 before t2 and
· o’s earliest arrival time at P4 after t1: then CheckIn returns YES
· o’s earliest arrival time at P4 before t1: then CheckIn returns NO
6.3 Ground Atomic near Queries
We are going to explain how to answer near queries for cases with increasing complexity.
We first consider the case when there are only two atoms per object and the near atom
defines a single time point instead of an interval. We then explain how to generalize the
idea for arbitrary near atoms with intervals. Finally we present the case where the go
theory may contain more than one atom per object and we have arbitrary near atoms.
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Figure 6.1: Graphical representation of G and V ol(a) in Example 19
6.3.1 Binary go theories and a single time point ground near atom.
In this case we have a go-theory G containing two go-atoms g1 and g2 for objects o1 and
o2 respectively, and we want to know if the distance between o1 and o2 is at most d at
a given time t. Let b = near(o1, o2, d, t, t). The following lemma states necessary and
sufficient conditions for G to entail b.
Lemma 13 Let G = {g1, g2} be a go theory such that obj(g1) = o1 and obj(g2) = o2.
G |= near(o1, o2, d, t, t) iff:
1. TCI(g1) and TCI(g2) are defined and
2. t ∈ TCI(g1) and t ∈ TCI(g2) and
3. dist(P−(g1, t), P−(g2, t)) ≤ d and
4. dist(P−(g1, t), P+(g2, t)) ≤ d and
5. dist(P+(g1, t), P−(g2, t)) ≤ d and
6. dist(P+(g1, t), P+(g2, t)) ≤ d.
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Intuitively we cannot be sure of the positions of the two objects unless t is the temporal
certainty interval of both objects. Furthermore the distance between any two points in the
positional certainty regions of o1 and o2 at time t should be less than or equal to d. Note
that the positional certainty region of an object at a given time is a line segment and the
maximum distance between two line segments is achieved at one of the end points of the
line segments. Items (3)–(6) in Lemma 13 ensure that the maximum distance between
positional certainty regions of objects is less than or equal to d.
6.3.2 Binary go theories and an arbitrary near atom
The following lemma shows how to generalize the preceding reasoning to the case when
near atoms have time intervals.
Lemma 14 Let G = {g1, g2} be a go theory such that obj(g1) = o1 and obj(g2) = o2.
G |= near(o1, o2, d, t1, t2) iff:
1. TCI(g1) and TCI(g2) are defined and
2. [t1, t2] ∈ TCI(g1) and [t1, t2] ∈ TCI(g2) and
3. ∀t ∈ [t1, t2] dist(P−(g1, t), P−(g2, t)) ≤ d and
4. ∀t ∈ [t1, t2] dist(P−(g1, t), P+(g2, t)) ≤ d and
5. ∀t ∈ [t1, t2] dist(P+(g1, t), P−(g2, t)) ≤ d and
6. ∀t ∈ [t1, t2] dist(P+(g1, t), P+(g2, t)) ≤ d.
The computation of items (3)–(6) of the above Lemma 14 is not straightforward because
we are dealing with continuous time. If we can come up with simple equations that
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represent the change of P−(g, t) and P+(g, t) change w.r.t. time then we can effectively
check the the items three to six of Lemma 14. The following lemma shows that for a
given go atom g, P−(g, t) and P+(g, t) are piecewise linear functions.







−, v+) be a normalized go atom such




−(t− t+1 )~g if t < t∗
P2 + v




+(t− t−1 )~g if t < T ∗
P2 + v
−(t− t−2 )~g if T ∗ ≤ t
where t∗ ∈ R such that P1 + v−(t∗ − t+1 )~g = P2 + v+(t∗ − t+2 )~g and T ∗ ∈ R such that
P1 + v
+(T ∗ − t−1 )~g = P2 + v−(T ∗ − t−2 )~g.
The following example illustrates the use of this lemma.
Example 20 Let
g = go(o1, (100, 100, 0), (100, 700, 0), 5, 50, 130, 180, 4, 6);
g′ = go(o2, (100, 500, 0), (100, 1300, 0), 50, 70, 180, 200, 5, 8).
Let b = near(o1, o2, 580, 80, 120). Figure 6.2 shows the positional certainty region for o1
and o2 for every time point in their temporal certainty interval. In addition, the piecewise
linear functions P−(g, t), P+(g, t), P−(g′, t) and P+(g′, t) in the interval [80, 120] are
also displayed on the figure. An inspection of the figure allows us to conclude that the
two objects are maximally far apart when o1 is on P−(g, t) and o2 is on P+(g′, t). Fur-
thermore there are times when the distance is greater than 580 (e.g. at time 120). Hence
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Figure 6.2: Graphical representation of positional certainty regions in Example 20
b is not a logical consequence of the go-theory G = {g, g′}. We could however say that
near(o1, o2, 700, 80, 120) is a logical consequence of G.
6.3.3 Arbitrary go theories and arbitrary ground near atom.
We now extend this intuition to arbitrary go-theories and ground near atoms of the form
near(o, o′, d, t1, t2). For an arbitrary go-theory G, we need to consider all pairs of plans
for Go and Go′ because they determine the positional and temporal intervals for the two
objects. Given an object o, for every plan π, we need to consider two problems:
1. Can we predict the possible locations of o not only in the temporal certainty interval
of a movement in π, but also during a time interval that spans several movements?
2. How can we represent the change in maximal and minimal advancement points
during the interval [t1, t2]?
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The short answer to the first question is “yes” – in some cases, we can predict the
possible locations of o not only in the temporal certainty interval of a movement in π,
but also during a time interval that spans over several several movements. The following
lemma gives necessary and sufficient conditions when this can be done.
Lemma 16 Let G be a go-theory, o be an object, and π = 〈Γ,v〉 be a plan for Go.
Suppose γ1 v γ2 . . . v γn are the movements in π with TCI(Go, π, γk) = [T−k , T
+
k ].
TCI(Go, π, γi) ∪ TCI(Go, π, γi+1) . . . ∪ TCI(Go, π, γj) is a single time interval iff for
every 1 ≤ i ≤ k < j ≤ n the following are true
• T+k = T
−
k+1
• loc2(γk) = loc1(γk+1)
The following definition specifies when a set of movements is temporally relevant to a
given time interval.
Definition 30 Let G, o, π be as in Lemma 16. Suppose S is a subset of the set of all move-
ments in π which satisfy the conditions in lemma 16. Then S is a series of continuous
movements w.r.t. π. Let γ1 v γ2 · · · v γn be the elements of S. Furthermore S is tempo-
rally relevant to time interval [t1, t2] iff t1 ∈ TCI(Go, π, γ1) and t2 ∈ TCI(Go, π, γn)
We now generalize Lemma 15 to show that P−(Go, π, γ, t) and P+(Go, π, γ, t) are piece-
wise linear functions as well.
Lemma 17 Let G be a go-theory, o be an object, and π be a plan for Go. Suppose γ is a
movement in π such that TCI(Go, π, γ) is defined and CheckPoints(γ) = [p1, p2 . . . pn].
Then for every time point t in TCI(Go, π, γ), P+(Go, π, γ, t) satisfies the following:
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P+(Go, π, γ, t) =

`−1 (t) if T
−
1 ≤ t ≤ T−2 ∧ t < t∗1
`+1 (t) if T
−
1 ≤ t ≤ T−2 ∧ t ≥ t∗1
...
`−i (t) if T
−
i ≤ t ≤ T−i+1 ∧ t < t∗i
`+i (t) if T
−




n−1 ≤ t ≤ T−n ∧ t < t∗n−1
`+n−1(t) if T
−
n−1 ≤ t ≤ T−n ∧ t ≥ t∗n−1
where
• T−i = T−(Go, π, γ, pi)
• `−i (t) = pi + ~γ [(t− T−i )× v+(γ, pi, pi+1)]
• `+i (t) = pi+1 + ~γ [(t− T−i+1)× v−(γ, pi, pi+1)]
• t∗i ∈ R such that `−i (t∗i ) = `+i (t∗i )
Similarly P−(Go, π, γ, t) is piecewise linear.
We are now ready to present necessary conditions for a go theory to entail a ground
near()-atom with respect to a specific plan for each object.
Theorem 9 Let G be a go-theory, o, o′ be objects, π, π′ be plans for Go and Go′ respec-
tively and b = near(o, o′, d, t1, t2) be a ground atom. All instances of π and π′ satisfy b iff
all the following conditions hold:
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1. there is a subset S of the set of movements in π such that S is temporally relevant
to [t1, t2]
2. there is a subset S ′ of the set of movements in π′ such that S ′ is temporally relevant
to [t1, t2]
3. ∀t ∈ [t1, t2] ∃γ ∈ S∧∃γ′ ∈ S ′ such that t ∈ TCI(Go, π, γ) and t ∈ TCI(Go′, π′, γ′)
and
• dist(P−(Go, π, γ, t), P−(Go′, π′, γ′, t)) ≤ d and
• dist(P−(Go, π, γ, t), P+(Go′, π′, γ′, t)) ≤ d and
• dist(P+(Go, π, γ, t), P−(Go′, π′, γ′, t)) ≤ d and
• dist(P+(Go, π, γ, t), P+(Go′, π′, γ′, t)) ≤ d and
The algorithm CheckNear (see Algorithm 6.8) checks if a ground near atom near(o, o′, d, t1, t2)
is entailed by G w.r.t. plans pi, π′.
Theorem 10 Suppose G is a consistent go-theory and b = near(o, o′, d, t1, t2) is a ground
atom. b is a logical consequence of G iff for every plan π for Go, and π′ of Go′ algorithm
CheckNear(G, π, π′, b) returns “true”.
The above theorem says that to check if G |= near(o, o′, d, t1, t2), we need to execute the
CheckNear algorithm on all pairs of plans π, π′ for these two objects.
6.4 Ground Atomic far Queries
Finding an algorithm to solve the far-entailment problem is a complex task. We are going
to explain the algorithm using three cases in increasing complexity. We first consider the
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Algorithm CheckNear(G, π, π′, b))
1. Suppose b = near(o, o′, d, t1, t2)
2. if C(pi) or C(pi′) have no solution then return true
3. S= subset of set of movements in π that is temporally relevant to [t1, t2]
4. S ′= subset of set of movements in π′ that is temporally relevant to [t1, t2]
5. if S or S ′ not exists then return false
6. Let T = {t | is an end point of TCI(Go, π, γ) ∧ γ ∈ S ∧ t1 ≤ t ≤ t2}
7. Let T ′ = {t | is an end point of TCI(Go′, π′, γ′) ∧ γ′ ∈ S ′ ∧ t ∈ [t1, t2]}
8. Let T1 ≤ T2 ≤ · · · ≤ Tn be the elements of T ∪ T ′ ∪ {t1, t2}
9. for i from 1 to n− 1 do
• Let γ ∈ S such that [Ti, Ti+1] ∈ TCI(Go, Γ,v, γ)
• Let γ′ ∈ S ′ such that [Ti, Ti+1] ∈ TCI(Go′, Γ′,v′, γ′)
• if ∃t | dist(P−(Go, π, γ, t), P−(Go′, π′, γ′, t)) > d
and Ti ≤ t ≤ Ti+1 then return false
• if ∃t | dist(P−(Go, π, γ, t), P+(Go′, π′, γ′, t)) > d
and Ti ≤ t ≤ Ti+1 then return false
• if ∃t | dist(P+(Go, π, γ, t), P−(Go′, π′, γ′, t)) > d
and Ti ≤ t ≤ Ti+1 then return false
• if ∃t | dist(P+(Go, π, γ, t), P+(Go′, π′, γ′, t)) > d
and Ti ≤ t ≤ Ti+1 then return false
10. return true
Algorithm 6.8: CheckNear algorithm
case when there are only two atoms per object and the far atom defines a single time point
instead of an interval. We then explain how to generalize the idea for arbitrary far atoms
with intervals. Finally we present the case where the go theory may contain more than
one atom per object and we have arbitrary far atoms.
6.4.1 Binary go-theories about a single time point
A binary go-theory is one which contains two go-atoms G = {g, g′} where obj(g) =
o, obj(g′) = o′. Consider a ground far() query far(o, o′, t1, t2, d) where t1 = t2. We need
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to check if the distance between o and o′ is guaranteed to be greater than d at time t.
The following lemma presents necessary and sufficient conditions for entailment of such
queries under the above assumptions.
Lemma 18 Let G = {g, g′} be a go-theory such that obj(g) = o and obj(g′) = o′ and
let f = far(o, o′, d, t, t) be a ground atom. G |= f iff
• t ∈ TCI(g) and t ∈ TCI(g′) and
• The minimum distance between line segments PCR(g, t) and PCR(g′, t) is greater
than d.
Note that the minimum distance between two line segments can be computed in constant
time [51].
Example 21 Let g = go(o, (40, 10, 0), (70, 50, 0), 12, 13, 21, 21, 4, 10) and
g′ = go(o′, (55, 20, 0), (45, 80, 0), 17, 18, 32, 33, 2, 6) be two atoms. Let G = {g, g′}
and f = far(o, o′, 5, 19, 19). TCI(g) = [13, 21] and TCI(g′) = [18, 32] both include
the time point 19. At time 19, o is somewhere on the line segment PCR(g, 19) =
[(58, 34, 0), (65.2, 43.6, 0)] and object o’ is on the line segment PCR(g′, 19) =
[(54.67, 21.97, 0), (53.08, 31.84, 0)]. The minimum distance between these two lines is
33.73 which is greater than 5 so G |= f .
Consider the atom near(o, o′, d, t, t) atom instead of far(o, o′, d, t, t) then the second
bullet of Lemma 18 becomes: “The maximum distance between line segments PCR(g, t)
and PCR(g′, t) is less than or equal to d”. This maximum distance is achieved at the end
points of PCR(g, t) and PCR(g′, t), e.g. P−(g, t) and P+(g′, t). However the minimum
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distance between PCR(g, t) and PCR(g′, t) is not necessarily at the end points hence its
computation is more complex.
6.4.2 Binary go-theories with temporal intervals
The complexity of computing far queries gets magnified even more when we consider the
case t1 ≤ t2. For the near atom, this is easy because it is enough to check the distance
at the end points of PCR(g, t) and as shown in section 6.3 end points of PCR(g, t) are
piecewise linear functions over a time interval. This is not enough for the far atom. For
this reason answering far queries over time intervals requires a different approach then
the one in Section 6.3.
We first define the space envelope of a go-atom. Intuitively, the space envelope of
a go-atom g is the set of all (x, y, z, t)-quadruples such that there exists a model I of g in
which I(obj(g), t) = (x, y, z). In other words, it defines where and when it is possible
for object o to be.
Definition 31 Let g be a ground go-atom such that TCI(g) is defined and let T = [t1, t2]
be any time interval such that T ⊆ TCI(g). The space envelope, SE(g, T ) of g during
interval T is {(x, y, z, t) | t ∈ T and (x, y, z) ∈ PCR(g, t)}.
Lemma 19 SE(g, T ) is a convex set.
Example 22 Let g′ = go(o′, (55, 20, 0), (45, 80, 0), 17, 18, 32, 33, 2, 6) be a go atom. The
space envelope of g′ over time interval [19, 21], is shown in Figure 6.3. It is easy to see
that SE(g′, [19, 21]) is convex.
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Figure 6.3: The polygon on the left is the space envelope of g′ during [19, 21] and the
volume on the right is 5-neighborhood of g during time interval [19, 21]. g and g′ are as
defined in Examples 22,23 and 24.
We now define the set of points that are closer than a given distance d to any possible
location of an object at a given time.
Definition 32 (d-neighborhood) Let g be a ground go-atom such that TCI(g) is defined.
Let d be a real number and let T = [t1, t2] be a time interval such that T ⊆ TCI(g). The
d-neighborhood of g during T , denoted Nbr(g, T, d) = {(x, y, z, t) | t1 ≤ t ≤ t2
and (x, y, z) ∈ NearPts(g, t, d)} where NearPts(g, t, d) = {(x, y, z) | ∃(x′, y′, z′) ∈
PCR(g, t) and dist((x, y, z), (x′y′, z′)) ≤ d}.
Intuitively NearPts(g, t, d) is the set of all points p such that all points on the
line segment PCR(g, t) which are d units or less in distance from p at time t. Similarly
Nbr(g, T, d) is the set of all points (x, y, z, t) such that it is possible for obj(g) to be
within d units of (x, y, z) at some time t in interval T .
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Lemma 20 (i) Nbr(g, T, d) is a convex set. (ii) If d = 0, then Nbr(g, T, d) = SE(g, T ).
Example 23 Let g = go(o, (40, 10, 0), (70, 50, 0), 12, 13, 19, 21, 4, 10) be a go atom. The
5-neighborhood of g over time interval [19, 21] is shown on the far right hand side of
Figure 6.3. It is easy to see that it is a convex set.
The following lemma states the necessary and sufficient conditions under which the bi-
nary theory models a ground far atom (i.e. {g, g′} |= f ).
Lemma 21 Let f = far(o, o′, d, t1, t2) and G = {g, g′} be a go theory where obj(g) = o
and obj(g′) = o′. G |= f iff
• [t1, t2] ⊆ TCI(g) and [t1, t2] ⊆ TCI(g′)
• Nbr(g, [t1, t2], d) ∩ SE(g′, [t1, t2]) = ∅
Thus, an algorithm to solve the far()-entailment problem only needs to check both these
conditions. [52] provides polynomial algorithms to check for the intersection of two
convex sets — these can be used directly to check the second condition above.
Example 24 Let g = go(o, (40, 10, 0), (70, 50, 0), 12, 13, 21, 21, 4, 10) and g′ = go(o′,
(55, 20, 0), (45, 80, 0), 17, 18, 32, 33, 2, 6) be two go atoms. Let G = {g, g′} and f =
far(o, o′, 5, 19, 21). Then TCI(g) = [13, 21] and TCI(g′) = [18, 32]. Both include the
time interval [19, 21]. Figure 6.3 shows Nbr(g, [19, 21], 5) and SE(g′, [19, 21]). It is
apparent from the figure that the two do not intersect: hence G |= f .
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6.4.3 Arbitrary Go-theories with temporal intervals
We now remove the restriction that G is a binary go-theory. Doing so introduces several
complications. For any single o, there may be many plans of Go. We now generalize def-
initions 31 and 32 to accommodate non-binary go-theories with possibly multiple plans.
Definition 33 (SE(Go, π, T )) Let G be a go-theory, o be an object, and π be a plan
for Go. If T = [t1, t2] is a time interval there is a subset S of movements in π that is
temporally relevant to T , then SE(Go, π, T ) is the set of all points (x, y, z, t) such that
• t ∈ T and t ∈ TCI(Go, π, γ) for some γ ∈ S,
• (x, y, z) is on PCR(Go, π, γ, t).
SE(Go, π, T ) is not defined if there is no series of continuous movements S w.r.t. π, that
is temporally relevant to T .
Note that SE(Go, π, T ) is not necessarily convex when T spans over multiple
movements.
We can generalize Nbr to Nbr(Go, π, T, d) in a similar manner.
Definition 34 (Nbr(Go, π, T, d)) Let G be a go-theory, o be an object, and π be a plan
for Go. Suppose T = [t1, t2] is a time interval and there is a subset S of movements in π
that is temporally relevant to T . Then given a real number d,
Nbr(Go, π, T, d) = {(x, y, z, t) | t ∈ T and (x, y, z) ∈ NearPts(Go, π, t, d)}
where NearPts(Go, π, t, d) = {(x, y, z) | ∃(x′, y′, z′) ∈ PCR(Go, π, γ, t) for some
γ ∈ S such that t ∈ TCI(Go, π, γ) and dist((x, y, z), (x′y′, z′)) ≤ d}.
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Figure 6.4: The space envelope of o′ with respect to G and 5-neighborhood of o w.r.t. G,
π and π′ during time interval [19, 30]. G, π and π′ are as defined in Example 25
Just like the space envelope in arbitrary theories when T spans over multiple move-
ments , Nbr(Go, π, T, d) is not necessarily convex.
We now state a theorem describing the conditions under which a go theory G entails
a far() atom.
Theorem 11 Suppose G is a go-theory and o, o′ are objects.Let π and π′ be plans of Go
and Go
′
. The ground atom f = far(o, o′, d, t1, t2) is satisfied in all instances of π and π′
iff all the following hold:
• ∃S ⊆ π such that S is temporally relevant to [t1, t2]
• ∃S ′ ⊆ π′ such that S ′ is temporally relevant to [t1, t2]
• Nbr(Go, π, [t1, t2], d) ∩ SE(Go
′
, π′, [t1, t2]) = ∅.
Example 25 Let f = far(o, o′, 5, 19, 30) and G = {g1, g2, g′} such that
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Algorithm CheckFar(G, π, π′, f )
1. Suppose f = far(o, o′, d, t1, t2)
2. Let So ⊆ π such that So is temporally relevant to [t1t2]
3. Let So′ ⊆ π′ such that So′ is temporally relevant to [t1t2]
4. if no such So or So′ exists then return false
5. Let T1, T2 . . . Tn be the convex partition of [t1, t2]
6. for each i ≤ n do
• if Nbr(Go, π, Ti, d) ∩ SE(Go
′
, π′, Ti]) 6= ∅ then return false
7. return true
Algorithm 6.9: CheckFar algorithm
• g1 = go(o, (40, 10, 0), (70, 50, 0), 12, 13, 21, 21, 4, 10),
• g2 = go(o, (70, 50, 0), (30, 80, 0), 20, 21, 30, 31, 4, 10),
• g′ = go(o′, (55, 20, 0), (45, 80, 0), 17, 18, 32, 33, 2, 6).
If g1 v g2 are the movements in π (plan for Go) and π′ (plan for Go
′
) has the single
movement {g′} then Figure 6.4 shows Nbr(Go, π, [19, 30], 5) and SE(Go′ , π′, [19, 30]).
The figure also shows that the sets intersect - hence G 6|= f .
As Nbr(Go, π, T, d) and SE(Go′ , π′, T ) are not always convex, computing their in-
tersection is tricky. We may however partition T into subintervals T1, T2, . . . , Tn (we call
this a convex partition of T ) such that for all i < n, the end point of Ti is T+(G, π, γ, P )
or T−(G, π, γ, P ) for some P = loc1(g) or P = loc2(g) where g ∈ Go ∪ Go
′ . It is easy
to verify that n ≤ |Go| + |Go′|. For each Ti, Nbr(Go, π, Ti, d) and SE(Go
′
, π′, Ti) are
convex and this is used in the CheckFar algorithm (see Algorithm 6.9).
Theorem 12 Suppose G is a go-theory and f = far(o, o′, d, t1, t2) is a ground atom.
Then: f is entailed by G iff for every plan π and π′ of Go and Go
′
, the algorithm
CheckFar(G, π, π′, f ) returns “true”.
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Chapter 7
Answering Non-ground Atomic Queries
In this chapter, we present algorithms to answer selected non-ground queries w.r.t. simple
go theories. We believe the queries we consider constitute the bulk of the interesting types
of queries users will ask. Our algorithms return answer substitutions defined below.
7.1 Solution of a Non-ground Query
Definition 35 (Substitution) A substitution1 φ is a set of pairs (X, v) where X is a vari-
able and v is a value such that if X ranges over R (resp. OID,P), then v ∈ R (resp.
OID,P).
The application of substitution φ to an atom A, denoted φ(A), is obtained by the
replacement of all the occurrences of variable X in A by v iff (X, v) ∈ φ.
Definition 36 (Satisfaction of constraints by a substitution) Let Θ be a set of con-
straints and X1, X2 . . . Xn be the variables in Θ. A substitution φ = {(X1, v1), (X2, v2)
. . . (Xn, vn)} satisfies Θ iff all the constraints in Θ are satisfied when each Xi in Θ is
replaced with vi.
Definition 37 (Solution to an atom) Let G be a go theory and A be an atom contain-
ing variables. A set of constraints Θ is a solution to A with respect to G iff for every
1In classical logic, a substitution can allow variables to be replaced by other variables - we do not permit
this.
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substitution φ that satisfies Θ, φ(A) is ground and G |= φ(A).
7.2 go Queries
Algorithm CheckGo applies only to ground go atoms - in this section, we show how to
build upon it to answer some (but not all) types of non-ground go atoms. The following
result on ground go-atoms states that when all the time and velocity intervals of the first
go-atom are subsets of the corresponding intervals of the second, then entailment of the
first go-atom by a go-theory implies entailment of the second.







−, v+) be a normalized







−, V +) be a ground go atom
such that:
T1
− ≤ t1− ≤ t1+ ≤ T1+ and T2− ≤ t2− ≤ t2+ ≤ T2+ and V − ≤ v− ≤ v+ ≤ V +
If G |= q then G |= Q.
The following definition associates a set of constraints with a go-atom, a go-theory,
a plan and a movement of the plan.







−, v+) be a
go atom, G be a consistent simple go theory, and let π be the main plan for Go. Suppose
γ is a movement in π such that LS(γ) = [P1, P2]. The set of constraints Θq,Go,γ contains
the following
• 0 ≤ d1 ≤ d2 ≤ dist(P1, P2), where d1, d2 are variables in VR
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• p1 = P1 + d1 ∗ ~γ
• p2 = P1 + d2 ∗ ~γ
• t−1 ≤ T−(Go, π, γ, p1) ≤ T+(Go, π, γ, p1) ≤ t+1
• t−2 ≤ T−(Go, π, γ, p2) ≤ T+(Go, π, γ, p2) ≤ t+2
• v− ≤ V −(Go, π, γ, p1, p2) ≤ V +(Go, π, γ, p1, p2) ≤ v+
The following theorem states that there is a one to one correspondence between
the solutions of the above constraints and the substitutions that satisfy a given (ground or
non-ground) query.







v−, v+) be a go atom. Suppose π is the plan for Go. There is a solution to q w.r.t. G
iff there is a movement γ in π such that Θq,Go,γ is satisfiable. Furthermore Θq,Go,γ is a
solution to q w.r.t. G.
An immediate consequence of this theorem is that given a go-theory G we can find a
solution to a non-ground go atom q by: (i) first fixing an o, (ii) then finding a movement γ
for π, and (iii) checking if Θq,Go,γ is solvable. If so, the satisfying substitution is an answer
to query q. Repeating this for different o’s and γ’s yields the entire set of solutions to q.
Though the number of satisfying assignments for each solution is infinite, there are
at most n solutions to q w.r.t. G where n is the number of go atoms in Go. When p1
and/or p2 are bounded in q, the number of solutions will significantly decrease since the
only solvable Θq,Go,γ are those for movements γ such that [p1, p2] ∈ LS(γ).
We now consider the problem of checking if there is a substitution that satisfies
Θq,Go,γ . Θq,Go,γ is solvable when only the object term is ground in q. If this is not so, we
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Algorithm Solve(G, Θq,Go,γ)
1. If γ is not spatially related to q then return fail
2. T−1 = T
−(Go, π, γ, p1) and T+1 = T
+(Go, π, γ, p1)
3. if not t−1 ≤ T−1 ≤ T+1 ≤ t+1 then return fail
4. T−2 = T
−(Go, π, γ, p2) and T+2 = T
+(Go, π, γ, p2)
5. V − = V −(Go, π, γ, p1, p2) and V + = V +(Go, π, γ, p1, p2)
6. Θ∗q,Go,γ has the following constraints:
• ?t−2 ≤ T−2 ≤ T+2 ≤?t+2
• ?v− ≤ V − ≤ V + ≤?v+
7. return Θ∗q,Go,γ
Algorithm 7.10: Algorithm for go-queries with fixed locations.
can easily check satisfiability of Θq,Go,γ because T−(Go, π, γ, p1) and T+(Go, π, γ, p1) are
piecewise linear functions 2 and V −(Go, π, γ, p1, p2) and V +(Go, π, γ, p1, p2) are piece-
wise constant functions.
We now present some example algorithms that check if Θq,Go,γ is solvable when
some terms in the query are ground.






−, ?v+) where any ?x is a variable. Let G be a simple go theory, π be the main
plan for Go andγ be a movement in π. The Algorithm 7.10 can be used to check if Θq,Go,γ
has a consistent substitution. Note that if the algorithm does not fail at steps 1 or 3 then the
first four constraints in Θq,Go,γ are always satisfied. The algorithm returns the tightened
constraint set Θq,Go,γ subject to the ground variables which are always satisfiable.
2As shown in Section 7.3 the maximum/minimum advancement points which are inverse functions of
T−(Go, π, γ, p1) and T+(Go, π, γ, p1) are piecewise linear functions.
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Algorithm Solve(G, Θq,Go,γ)
1. if γ is not temporally related to q then return fail
2. if T−(Go, π, γ, loc1(γ)) ≥ t−1 then p− = loc1(γ)
else find p− such that T−(Go, π, γ, p−) = t−1
3. if T+(Go, π, γ, loc2(γ)) ≤ t+1 then p+ = loc2(γ)
else find p+ such that T+(Go, π, γ, p+) = t+1
4. if p− is after p+ then return fail
5. if T−(Go, π, γ, loc1(γ)) ≥ t−2 then q− = loc1(γ)
else find q− such that T−(Go, π, γ, q−) = t−2
6. if T+(Go, π, γ, loc2(γ)) ≤ t+2 then q+ = loc2(γ)
else find q+ such that T+(Go, π, γ, q+) = t+2
7. if q− is after q+ then return fail
8. Θ∗q,Go,γ has the following constraints:
• dist(loc1(γ), p−) ≤ d1,π ≤ d2,π ≤ dist(loc1(γ), q+)
• p1 = P1 + d1,π ∗ ~γ
• p2 = P1 + d2,π ∗ ~γ
• v− ≤ V −(Go, π, γ, p1, p2) ≤ V +(Go, π, γ, p1, p2) ≤ v+
9. return Θ∗q,Go,γ
Algorithm 7.11: Algorithm for go-queries with fixed time.






−, ?v+) where any ?x is a variable. Let G be a simple go theory, π be the main plan
for Go, γ be a movement in π. The Algorithm 7.11 can be used to check if Θq,Go,gamma
has a consistent substitution. The algorithm also tightens the constraint set Θq,Go,γ subject
to the ground variables.
7.3 in Queries
In this section, we develop algorithms to find answer substitutions to in() queries w.r.t.
simple go-theory. We will initially assume that the object in an in()-atom is ground.
Subsequently, we will show how to relax this assumption.
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The following lemmas are not hard to prove.
Lemma 23 Let G be a go theory, q = in(o, p1, p2, t1, t2) and Q = in(o, P1, P2, t1, t2) be
ground atoms such that:
• P1x ≤ p1x and P1y ≤ p1y and P1z ≤ p1z.
• P2x ≥ p2x and P2y ≥ p2y and P2z ≥ p2z.
If G |= q then G |= Q.
Lemma 24 Let G be a go theory, q = in(o, p1, p2, t1, t2) and Q = in(o, p1, p2, T1, T2) be
ground atoms such that T1 ≤ t1 and T2 ≥ t2. If G |= q then G |= Q.
As the lemmas suggest, there are infinitely many ground in() atoms that can be a
logical consequence of a go theory. We represent those solutions finitely by defining min-
imal solutions. To do this, we now define minimal volumes and minimal time windows.
Definition 39 (Minimal Volume) Let G be a go theory and q = in(o, p1, p2, t1, t2) be a
ground atom such that G |= q. The volume V ol(q), is a minimal volume for time interval
[t1, t2] if there does not exist a ground atom Q = in(o, P1, P2, t1, t2) such that G |= Q and
• p1x ≤ P1x and p1y ≤ P1y and p1z ≤ P1z and
• p2x ≥ P2x and p2y ≥ P2y and p2z ≥ P2z.
Definition 40 (Minimal Time Window) Let G be a go theory and q = in(o, p1, p2, t1, t2)
be a ground atom such that G |= q. The time interval [t1, t2] is a minimal time window
for volume V ol(q), if there does not exist a ground atom Q = in(o, p1, p2, T1, T2) such
that G |= Q and [T1, T2] ⊂ [t1, t2].
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For a consistent simple go theory, we know that all plans are equal to the main plan π.
In this case, any volume that encloses a subsegment of LS(γ) where γ is a movement in
π, and any time window that contains the time interval in which the object is traveling
on L, will be a logical consequence of G. The following definition associates a set of
constraints with a given in()-query, an object, a plan, and a movement in the plan.
Definition 41 Let G be a simple consistent go theory and q = in(o, P,Q, t1, t2) be an
atom. Suppose π is the main plan for Go and suppose γ is a movement in π such that
LS(γ) = [P1, P2].We define the set Ωq,Go,γ of constraints to consist of the following:
• 0 ≤ d1 ≤ d2 ≤ dist(P1, P2), where d1, d2 ∈ R
• p1 = P1 + d1 ∗ ~γ and p2 = P1 + d2 ∗ ~γ
• t1 ≤ T−(Go, π, γ, p2) and T+(Go, π, γ, p1) ≤ t2 and t1 ≤ t2,





z ≤ min(pz1, pz2),





z ≥ max(pz1, pz2),
The following theorem tells us that to find a solution, Ω, to a in() atom q, we merely need
to find a movement w.r.t. q which has a solvable set of associated constraints.
Theorem 14 Let G be consistent simple go theory and let q = in(o, P,Q, t1, t2) be an
atom. Suppose π is the main plan for Go. There is a solution to q w.r.t. G iff there is
a movement γ in π such that there exists a substitution that satisfies the constraints in
Ωq,Go,γ . Furthermore Ωq,Go,γ is a solution to q w.r.t. G.
Notice that although the set of substitutions for each solution Ω is infinite, there will
be at most n solutions where n is the number of go atoms in Go. Checking if Ωq,Go,γ has
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Algorithm Solve(G, Ωq,Go,γ)
1. if t1 > T−(Go, π, γ, loc2(γ)) or t2 < T+(Go, π, γ, loc1(γ))
then return fail
2. if T−(Go, π, γ, loc1(γ)) ≥ t1 then q = loc1(γ)
else find q such that T−(Go, π, γ, q) = t1
3. if T+(Go, π, γ, loc2(γ)) ≤ t2 then p = loc2(γ)
else find p such that T+(Go, π, γ, p) = t2
4. if p is after q then Ω∗q,Go,γ has the following constraints:
• dist(loc1(γ), q) ≤ d ≤ dist(loc1(γ), p)
• p1 = loc1(γ)) + d ∗ ~γ
• ?P x ≤ px1 ≤?Qx, ?P y ≤ p
y
1 ≤ Qy, ?P z ≤ p1 ≤ Qy,
else Ω∗q,Go,γ has the following constraints:
• ?P x ≤ min(px, qx), ?P y ≤ min(py, qy), ?P z ≤ min(pz, qz),
• ?Qx ≥ max(px, qx), ?Qy ≥ max(py, qy), ?Qz ≥ max(pz, qz),
5. return Ω∗q,Go,γ
Algorithm 7.12: Algorithm for in-queries with fixed region.
a solution is easy given that all constraints are linear. The following algorithms illustrate
how to do this for a partially instantiated query templates:
In-queries with fixed region These queries have the form q = in(o, ?P, ?Q, t1, t2)
where any ?x is a variable. Let G be a simple go theory, π be the main plan for G,
and let γ be a movement in π. The Algorithm 7.12 can be used to check if Ωq,Go,γ has
a consistent substitution. The algorithm also tightens the constraint set Ωq,Go,γ subject to
the ground variables.
In-queries with fixed time: These queries are of the form q = in(o, P,Q, ?t1, ?t2)
where any ?x is a variable. Let G be a simple go theory, π be the main plan for G, and γ
be a movement in π. The Algorithm 7.13 can be used to check if Ωq,Go,γ has a consistent
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Algorithm Solve(G, Ωq,Go,γ)
1. if γ is not spatially related to q then return fail
2. Let [R1, R2] = LS(γ) ∩ V ol(q) such that dist(loc1(γ)), R1) ≤ dist(loc1(γ)), R2)
3. Ω∗q,Go,γ has the following constraints:
• ?t1 ≤?t2
• ?t1 ≤ T−(Go, π, γ, R2)
• T+(Go, π, γ, R1) ≤?t2,
4. return Ω∗q,Go,γ
Algorithm 7.13: In-queries with fixed time
substitution. Note that as long as the movement is spatially relevant to q, Ωq,Go,γ has
a solution. The algorithm also tightens the constraint set Ωq,Go,γ subject to the ground
variables.
Let us now revisit the case where the object o in an atom a = in(o, P,Q, t1, t2) is
a variable. A straightforward solution is to use the approach described in this section by
instantiating o to all possible objects in the go-theory. If for any instantiation, oi, there is
a solution, then o = oi will be inserted into the solution. Notice that this simple approach
will produce an algorithm that is linear in the number of objects in the go theory. We can
improve this result by pruning objects that are not relevant for a.
Using Indexes. We can define an index for the case when o is a variable and some of
P, Q, t1 and t2 are ground. The Temporal envelope of Go is a time interval [T1, T2] where
• T1 = min{t−1 (g) | g ∈ Go}.
• T2 = max{t+2 (g) | g ∈ Go}.
The bounding box for Go is a minimal volume that contains the set {[loc1(g), loc2(g)]| g ∈
Go} of line segments.
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Consider the query a = in(o, P,Q, t1, t2) where o is a variable and all other param-
eters are known. Clearly, we only need to consider the objects satisfying two conditions:
(i) the object should have a bounding box which intersects the query volume [P, Q] and
(ii) the object’s temporal envelope must intersect the query interval [t1, t2]. Hence we will
not do any computation for objects that are not relevant to the query. Using bounding
boxes and temporal envelopes as indexes can be useful even when only some of P, Q, t1
and t2 are known. For example if P and Q are known, the bounding box will be effective
in pruning.
7.4 near Queries
In order to answer near queries with variables, we can generalize the approach we used
when answering ground queries. Once again, we assume initially that the object terms o
and o′ are ground. If we can express the maximum distance between any two object as a
function of time, then we can express constraints with respect to the distance and the time
interval specified in the query.
Definition 42 (Max distance between objects) Let o and o′ be two objects in a consis-
tent go-theory G, and let t be a real number representing a point in time. The maximum
distance between o and o’ with respect to G is:
∆G(o, o
′, t) = max{dist(I(o, t), I(o′t)) | I |= G}.
We now address the problem of computing ∆G(o, o′, t)?. When G is a simple go theory,
we know that there is a main plan π for Go and a main plan π′ for Go′ . Suppose γ is
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a movement of π and γ′ is a movement of π′. Then we can compute ∆G(o, o′, t) in the
following manner:
• For every t in TCI(Go, π, γ) and TCI(Go′ , π′, γ′)
∆G(o, o
′, t) = max( dist(P−(Go, π, γ, t), P−(Go
′
, π′, γ′, t)),
dist(P−(Go, π, γ, t), P+(Go
′
, π′, γ′, t)),
dist(P+(Go, π, γ, t), P−(Go
′
, π′, γ′, t)),
dist(P+(Go, π, γ, t), P+(Go
′
, π′, γ′, t)))
• ∞, otherwise.
It is easy to show that ∆G(o, o′, t) is a piecewise quadratic function. This is due to the
fact that each P−(Go, π, γ, t) and P−(Go, π, γ, t) is piecewise linear. We now define the
critical time points for ∆G(o, o′, t).
Lemma 25 Let G be a simple go theory and let o, o′ be two objects. Then there are
disjoint time intervals T1, T2, . . . , Tn and quadratic functions f1(t), f2(t), . . . fn(t) such
that ∆G(o, o′, t) = d iff fi(t) = d for some i such that t ∈ Ti.
The following definition specifies critical time points that need to be considered when
answering near queries.
Definition 43 (Critical time points for ∆G(o, o′, t)) Let G be a simple go theory and
o, o′ be two objects. Suppose time intervals T1, T2, . . . , Tn and quadratic functions f1(t),
f2(t), . . . fn(t) satisfy the condition in Lemma 25. Then each end point of Ti is a critical
time point of ∆G(o, o′, t).
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The following lemma states that the total number of critical time points of ∆G(o, o′, t)
is linear with respect to the total number of go atoms in Go and Go′ when G is a simple
theory.
Lemma 26 Let G be a simple go theory and o, o′ be two objects. The total number of
critical time points in ∆G(o, o′, t) is bounded by O(n) where n is the total number of go
atoms in Go and Go
′
.
As in the case of in queries, near-queries can have infinitely many answers. Our
notion of a solution to a near query needs to capture all these answers. The following
lemma demonstrates two characteristics of ground near queries which lead to an infinite
number of answers for the non-ground case.
Lemma 27 Let G be a go theory and q = near(o, o′, D, T1, T2) be a ground near atom
such that G |= q. Then the following are true:
• G |= near(o, o′, d, T1, T2) where D ≤ d.
• G |= near(o, o′, D, t1, t2) where T1 ≤ t1 ≤ t2 ≤ T2.
The following result defines a set of constraints whose solutions precisely capture
the answers to a near-query.
Theorem 15 Let G be consistent, simple go theory and q = near(o, o′, d, t1, t2) be a
near atom. Suppose Ψq,G is a constraint set containing the following constraints:
• T1 ≤ t1 ≤ t2 ≤ T2
• D ≤ d
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Algorithm Solve(G, Ψq,G)
1. Let π be the plan for Go and π′ be the plan for Go′
2. if there is no set of movements in π that is temporally relevant to [t1, t2] or there is
not a set of movements in π′ that is temporally relevant to [t1, t2] then return fail
3. Let T be the set of be the critical points of ∆G(o, o′, t)
4. D = max{∆G(o, o′, t) | t ∈ {t1, t2} ∪ T and t1 ≤ t ≤ t2}
5. return the constraint D ≤?d
Algorithm 7.14: Algorithm for near-queries with fixed time
• ∀t ∈ [T1, T2], ∆G(o, o′, t) ≤ D.
Ψq,G is a solution to q w.r.t. G iff there is a substitution that satisfies Ψq,G.
Checking if Ψq,G has a satisfying substitution can be efficiently done as ∆G(o, o′, t) is a
piecewise quadratic function with O(n) critical time points where the function changes
behavior.
We now illustrates how to do this for certain partially instantiated near queries:
Near-queries with fixed time: These queries are of the form q = near(o, o′, ?d, t1, t2)
where any ?x is a variable. The Algorithm 7.14 can be used to check if Ψq,G has a satisfy-
ing substitution when G is a simple go theory. The algorithm finds the maximum distance,
D, between the two objects during the given time interval [t1, t2]. Any substitution of ?d
that is greater than or equal to D will be a solution for Ψq,G.
Near-queries with fixed distance: These queries are of the form q = near(o, o′, d, ?t1,
?t2) where any ?x is a variable. The Algorithm 7.15 can be used to check if Ψq,G has
a satisfying substitution when G is a simple go theory. The algorithm finds the time
intervals during which the distance between the two objects is less than or equal to d.
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Algorithm Solve(G, Ψq,G)
1. Let S be an empty list
2. Let T1, . . . Tn be the critical time points of ∆G(o, o′, t)
3. For T1, . . . Tn−1 do
• Let fi(t) be the quadratic function with domain [Ti, Ti+1] and
fi(t) = ∆G(o, o
′, t)
• Solve for the time intervals that satisfy the inequality-system:
{fi(t) <= d ∧ Ti ≤ t ≤ Ti+1}
• Insert these solutions into S
4. Merge the intervals in S if they form a single interval
5. return S
Algorithm 7.15: Algorithm for near-queries with fixed time
Any substitution of ?t1, ?t2 that is within one of the computed time intervals will be a
solution for Ψq,G. Note that there can be more than one time interval and the following
algorithm computes all such intervals.
Variable objects and indexing. Indexing can be useful for near(o, o′, d, t1, t2) queries
with object variables. When o and o′ are variables, a naive algorithm can iteratively bind
o, o′ to all possible objects and check solvability of the resulting constraints - this will
yield an algorithm that is quadratic in the number of atoms.
We can do better. Using the same index (bounding box and temporal envelopes)
as for in()-queries, we can reduce the number of pairs of objects to be considered via
two steps. In the first step, we prune any object if it’s temporal interval and the query’s
temporal interval [t1, t2] do not intersect. In the second step, for all remaining objects,
prune the pair (o, o′) if the minimum distance between the bounding box of o and the
bounding box of o′ is greater than d.
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Chapter 8
Motion Closed World Assumption
8.1 Problem Definition and Motivation
Using the syntax and semantics defined in Chapter 2, one can make statements of the form
“Object o is expected to leave location P1 at some time point in the interval [t−1 , t
+
1 ] and
reach location P2 at some time point in the interval [t−2 , t
+
2 ] traveling at a velocity between
v1 and v2. Go theories can be used, for example, to make statements such as “Plane p22
is expected to take off from Paris at some time between 10 and 12 and land at Boston at
some time between 18 and 23 traveling at a speed between 10 to 20.” Figure 8.1 shows
the spatial layout of one such go-theory (the go theory is written in text at the top).
Example 26 The Planes go-theory of Figure 8.1 is consistent as the interpretations
I1, I2 below both satisfy it.
• I1 : p22 leaves Paris at time 11, flies to Boston at a constant speed of 14.85 and
arrives in Boston at 19. p22 waits in Boston until 32, then it departs for Paris with a
constant speed of 13.2 arriving in Paris at 41. The other plane, p34 leaves London
at time 25 and flies to Delhi at a constant speed of 18.52, arriving in Delhi at 38.
• I2 : p22 leaves Paris at time 10, flies to Boston at constant speed of 14.85 and
reaches Boston at 18. It waits in Boston until 19, when it takes off for Detroit where
it arrives at time 21. It immediately departs and reaches Boston at time 29. At time
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Figure 8.1: Planes example
30, p22 leaves Boston and flies to Paris at a constant speed of 11.88, arriving in
Paris at time 40. The other plane, p34 leaves London at time 25 and flies to Delhi
at a constant speed of 18.52, arriving in Delhi at 38.
It is important to note that even though I2 satisfies the Planes go theory, it is an
interpretation that allows plane p22 to wander around in ways that were not explicitly
stated in the Planes go theory. In particular, it lets the plane wander to Detroit which was
never mentioned in the go-theory. In many applications it is important to exclude such
“wandering” interpretations as they prevent us from making the intuitive (non-monotonic)
inference that Plane p22 was never in Detroit.
The goal of this chapter is to ensure that intelligent negative inferences of this kind
can be made from go-theories. In this chapter, a class of models of go-theories called
coherent models are defined. Coherent models do not allow objects to move unless ex-
plicitly stated by the go theory. Next using this concept a motion closed world assumption
(MCWA) and a notion of MCWA-entailment are defined. A major theoretical result is
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checking if a go-theory has a coherent model is NP-complete. Finally sound and com-
plete algorithms to check if an in literal (positive or negative in atom) can be inferred from
a go-theory using the MCWAare presented.
8.2 Coherence Definition
In this section, we define the concept of a coherent interpretation. We start by defining
precedence of time intervals.
Definition 44 (Precedence) Let S = {T1, . . . Tn} be a set of time intervals, where Ti =
[ti1, ti2] for each i. Ti immediately precedes Tj in S if ti2 ≤ tj1 and for every Tk ∈ S,
either tk2 ≤ ti2 or tk1 ≥ tj1.
Intuitively, I is a coherent interpretation of a go theory G if for each object o, there
is a time interval T such that for every time point t ∈ T , I(o, t) either satisfies a go-atom
in G or keeps the object at the destination of the last satisfied go-atom in G .
Definition 45 (Coherent Model and Theory) Let I be a model of the go theory G. Let
G[o] = {g1, g2, . . . , gn} be the set of all go-atoms in G about object o. I is coherent w.r.t.
o and G iff
(i) There are time intervals T1 = [t11, t12], T2 = [t21, t22], . . ., Tn = [tn1, tn2] such that
for each i, I satisfies gi over Ti and
(ii) For every pair of time intervals Ti, Tj such that Ti immediately precedes Tj in
{T1, T2, . . . , Tn} the following holds:
∀t ∈ [ti2, tj1] I(o, t) = loc2(gi), i.e. destination of gi.
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I is a coherent model of G iff I is coherent w.r.t. o and G for all objects o.
G is a coherent go-theory iff G has a coherent model.
Example 27 Let G be the go theory in Figure 8.1. Let I1 and I2 be the two interpretations
in Example 26. I1 is coherent with respect to G and p22 because it satisfies g1 over
[11, 19], g2 over [32, 40] and in between [19, 32] plane p22 is in Boston. I2 is not coherent
with respect to G and p22 because although it satisfies g1 over [10, 18], g2 over [30, 41]
during [18, 30], p22 does not stay in Boston which is the destination of g1.
We now define the concept of coherent entailment.
Definition 46 (MCWA entailment) Let L be a ground literal and G be a go theory. G
entails L via MCWA, denoted G|=mcwaL, iff every coherent model of G also satisfies L.
The MCWA is inspired by Minker’s generalized closed world assumption [55] where a
class of models is used to check if a given literal is true. We do the same here. The fol-
lowing example shows that the MCWA can handle examples such as the Planes example.
Example 28 Let G be the go theory in Figure 8.1. Let I1 and I2 be the interpretations
in Example 26. Suppose a = in(p22, (75, 200), (85, 210), 23, 30). G|=mcwaa since in all
coherent models of G, during [23, 30] plane p22 is in Boston which is inside the rectangle
of the atom a.
Suppose b = in(p22, (55, 185), (80, 200), 23, 30). Then G|=mcwa¬b since in all co-
herent models of G, during [23, 30] plane p22 stays in Boston which is not in the rectangle
of the atom b.
Also note that G 6|= a and G 6|= ¬b because according to the semantics in [89]
plane p22 can be anywhere during [23, 30].
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8.3 Checking Coherence
The following lemma and definition are useful in checking whether a go-theory has a
coherent model or not.
Definition 47 Suppose G is a go theory, o is an object and π is a plan for Go. Let
γ1 v γ2 · · · v γn be the movements of π. π is spatially continuous iff for every i,
1 ≤ i < n, loc2(γi) = loc1(γi+1), i.e., γi’s destination is γi+1’s origin;
Lemma 28 A go theory G is coherent iff for every object o there is a spatially continuous
plan πo for Go.
The following theorem shows that checking the coherence of a go-theory is NP-
complete.
Theorem 16 Checking the coherence of a go theory is NP-complete.
Proof: NP-hardness can be demonstrated by reducing the NP-complete problem se-
quencing with release times and deadlines [34] to coherence-checking for a go theory. Let
S = {(t1, r1, d1, `1) . . . (tn, rn, dn, `n)} be an instance of the sequencing problem where
every ti is a task with release time ri, deadline di and length `i then a go theory G induced
by S is defined as follows: Arbitrarily select two points P0, P ′0 and an object o. Initially
G = {go(o, P0, P ′0, D,D,D + 1, D + 1, v, v)} where D is the maximum of deadlines for
any task in S and v is the distance between P0 and P ′0 . For any task ti ∈ S, arbitrarily
pick a point Pi such that dist(P0, Pi) = `i and there is no j < i such that P0,Pi and Pj
are collinear. Add two atoms gi1, gi2 to G where gi1 = go(o, P0, Pi, ri, di, ri, di, 2, 2) and
gi2 = go(o, Pi, P0, ri, di, ri, di, 2, 2).
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Membership in NP can be demonstrated by modifying the Consistent(G) algo-
rithm. As shown in Lemma 28 we need to find a spatially continuous plan for each ob-
ject. Thus in Consistent(G) before returning yes we need to check if the plan is spatially
continuous and it should return yes, only when the plan is spatially continuous. Note that
this check can be implemented in O(n) time. Hence the modified algorithm also runs in
nondeterministic polynomial time.
8.4 Coherent Query Answering
Since incoherent theories entail everything the following algorithms are designed for co-
herent go theories. This section provides algorithms to check for MCWA-entailment of
both positive and negative ground-in literals.
8.4.1 Ground in Queries
In this section, we show how to check whether a ground atom a = in(o, q1, q2, t1, t2) is
MCWA-entailed by a go-theory G.
First, consider a go theory G={g1, g2} about an object o, and a ground atom a =
in(o, q1, q2, t1, t2). Assume Figure 8.2 depicts V ol(a) and the two line segments [P1, P3],
[P3, P5] representing movements defined by g1 and g2. In any coherent model of G, g1
will be satisfied before g2. Hence the object enters V ol(a) at P2 and leaves V ol(a) at P4.
If o always arrives at P2 before t2 and always leaves P4 after t1 subject to the constraints
in G, then we can say that G|=mcwaa.
For an arbitrary go theory, an object might enter and leave V ol(a) multiple times.
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Figure 8.2: Spatial layout of two go atoms going from P1 to P3 and P3 to P5 and the
volume R. In a coherent model, o stays in R between the points P2 and P4.
We need to identify these entrance and exit points as well as the atoms that contain them.
Definition 48 Let L be a sequence of line segments `1 = [P11P12], `2 = [P21P22],. . .,
`n = [Pn1Pn2] such that for 1 ≤ i < n, Pi2 = P(i+1)1. Let V be a cuboid volume. An
entry-exit of L for V is (i, j) iff
• `i ∩ V 6= ∅ and i > 1 =⇒ Pi1 6∈ V
• `j ∩ V 6= ∅ and j < n =⇒ Pj2 6∈ V
• ∀k ∈ [i, j) Pk2 ∈ V
The following lemma gives necessary and sufficient conditions for G|=mcwaa when the
atoms in G are satisfied w.r.t. a specific plan and the object enters and exits V ol(a)
multiple times.
Lemma 29 Let G be a coherent go theory, o be an object and π be a spatially continuous
plan for Go. Let γ1 v γ2 · · · v γn be the movements of π. Let a = in(o, q1, q2, t1, t2) be
an atom. All instances of π that are coherent satisfy a iff there is an entry-exit (i, j) of
LS(γ1) . . . LS(γn) for V ol(a) such that
T+(Go, π, γi, Pi) ≤ t2 and t1 ≤ T−(Go, π, γj, Qj).
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Algorithm CheckCoherentIn(G, π, a)
1. Suppose a = in(o, q1, q2, t1, t2);
2. Let γ1 v γ2 · · · v γn be the movements of π
3. if pi is not spatially continuous then return true
4. for each entry-exit (i, j) of LS(γ1) . . . LS(γn) for V ol(a)
• Let [Pi, Qi] = LS(gi) ∩ V ol(a) and [Pj, Qj] = LS(gj) ∩ V ol(a)
• if T+(Go, π, γi, Pi) ≤ t2 and t1 ≤ T−(Go, π, γj, Qj) then return true
5. return false
Algorithm 8.16: CheckCoherentIn algorithm
where [Pk, Qk] = LS(γk) ∩ V ol(a),
The CheckCoherentIn algorithm (see Algorithm 8.16) uses this lemma to check
for MCWA-entailment w.r.t. a specific plan.
Theorem 17 Suppose G is a coherent go-theory and a = in(o, q1, q2, t1, t2) is a ground
atom. Then: a is entailed by G via MCWA iff for every plan of Go, the algorithm
CheckCoherentIn(G, π, a) returns “true”.
8.4.2 Ground ¬in Queries
We now address the problem of checking whether¬in(o,Q1, Q2, t1, t2) is MCWA-entailed
by a go-theory G.
Consider a coherent go theory G={g1, g2} about an object o, and an atom a =
in(o, q1, q2, t1, t2). As before Figure 8.2 depicts V ol(a) and two line segments [P1, P3],
[P3, P5] representing the movements defined by g1 and g2. Note that in any coherent
model of G, g1 is satisfied before g2. Hence the object enters V ol(a) at point P2 and
leaves V ol(a) at point P4. G|=mcwa¬a iff
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Algorithm CheckCoherentNotIn(G, π,¬a)
1. Suppose a = in(o, p1, p2, t1, t2)
2. Let γ1 v γ2 · · · v γn be the movements of π
3. if π is not spatially continuous then return true
4. if t1 < T+(Go, π, γ1, loc1(γ1)) return false
5. if t2 > T−(Go, π, γn, loc2(γn)) return false
6. for each entry-exit (i, j) of LS(γ1) . . . LS(γn) for V ol(a)
• Let [Pi, Qi] = LS(gi) ∩ V ol(a) and [Pj, Qj] = LS(gj) ∩ V ol(a)
• if T−(Go, π, γi, Pi) ≤ t2 and t1 ≤ T+(Go, π, γj, Qj) then return false
7. return true
Algorithm 8.17: CheckCoherentNotIn algorithm
• t1 is greater than or equal to the start time of g1 in any coherent model of G.
• t2 is smaller than or equal to the end time of g2 in any coherent model of G.
• Let T1 be the earliest arrival time to P2 and T2 be the latest arrival time to P4 in any
coherent model of G then T1 > t2 or T2 < t1.
The following lemma gives necessary and sufficient conditions for G|=mcwaa when
the atoms in G are satisfied w.r.t. a specific plan and the object enters and exits V ol(a)
multiple times.
Lemma 30 Let G be a coherent go theory, o be an object and π be a spatially continuous
plan for Go. Let γ1 v γ2 · · · v γn be the movements of π. Let a = in(o, q1, q2, t1, t2) be
an atom. All instances of π that are coherent satisfy ¬a iff all of the following hold:
• T+(Go, π, γ1, loc1(γ1)) ≤ t1
• T−(Go, π, γn, loc2(γn)) ≥ t2
• ∀ entry-exit (i, j) of LS(γ1) . . . LS(γn) for V ol(a),
T−(Go, π, γi, Pi) > t2 or T+(Go, π, γj, Qj) < t1
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where [Pk, Qk] = LS(γk) ∩ V ol(a).
Theorem 18 Suppose G is a coherent go-theory and L = ¬in(o, q1, q2, t1, t2) is a ground
literal. Then L is entailed by G via MCWA iff for every plan of Go, the algorithm





There are numerous applications where we develop plans for moving objects and expect
those moving objects to achieve various goals and satisfy various constraints. For in-
stance, we have built an application with the US Navy in which motion plans for ships
need to ensure that certain regions are avoided (constraints) and certain other regions are
visited (goals). Likewise, air traffic controllers need to ensure that airplanes do not stray
into the airspace of another airplane, while still being able to achieve their goals in a
timely fashion. Go theories provide a logical framework to reason about sets of moving
object plans however they do not support goals and/or constraints of the types mentioned
above.
The primary goal in this chapter is to develop a theory which allows a user to exam-
ine a set of movement plans (i.e. go theories), together with a specification of the goals
(e.g. to reach Seattle by 3pm) of the vehicles and any constraints (e.g. to avoid no-fly
zones) and to check if the set is consistent and whether the goals (resp. constraints) are
achieved (resp. satisfied). There is no conflict if the answer is “yes.” On the other hand,
if the answer is “no,” then we must deconflict the plans — this can be done in many
ways. The deconfliction problem is the problem of finding a way by which the plans can
be reorganized so that (i) all the vehicles can achieve their goals and (ii) so that all the
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constraints are satisfied. A deconfliction may not always exist. This chapter presents a
formal definition of the deconfliction problem, and the DECON algorithm which checks
if a deconfliction exists (and if so finds one).
9.2 Integrity Constraints and Deconfliction
We will first define ordered-go-theories which is basically a set of go atoms and a set of
total orders imposed on all atoms relating to the same object. This is an important class
that covers a wide range of applications, e.g. transportation applications.
Definition 49 Let G be a go theory andv be a partial order on G such thatv= ∪o∈O vo
where O is the set of all objects referenced in G and vo is a total order on Go which is
spatially continuous. Then 〈G,v 〉 is an ordered-go-theory.
Throughout the rest of the chapter the notation vo denotes the total order on atoms
of Go in an ordered-go-theory 〈G,v 〉. Also if Π = 〈G,v 〉 is an ordered-go-theory and
o is an object then Πo = 〈Go,vo 〉 denotes the restriction of Π to o.
Next we will define satisfaction of an ordered-go-theory:
Definition 50 Let Π = 〈G,v 〉 be an ordered-go-theory and o be an object. Suppose
g1 vo g2 · · · vo gn are the atoms in Go. An interpretation I satisfies Π w.r.t. o iff there
are time intervals [t11, t12] . . . [tn1, tn2] such that
• ∀ gi I satisfies gi over [ti1, ti2]
• ∀ gi, gj ti2 ≤ tj1
An interpretation I satisfies Π iff for every object o, I satisfies Π w.r.t. o.
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Each object plan must satisfy some constraints. For example, a plane might have a
goal (“Be in Boston by 5pm.”). Likewise, there may be some “nogo” regions that must
be avoided - moreover, these nogo regions may change with time. For example, military
airspace has this feature. Likewise, shuttle launches from Cape Canaveral can temporally
modify no-fly zones.
Definition 51 An integrity constraint is either a goal or an nogo region where:
• A goal is an atom of the form c = in(o, P1, P2, t1, t2) (saying that o should be in the
volume V ol(c) at some time in the [t1, t2] interval).
• A nogo region is a literal of the form c = ¬in(o, P1, P2, t1, t2) (saying that object o
is not in the volume V ol(c) at any time in the [t1, t2] interval).
For a plane to satisfy these constraints, there must be no possible way that the go-theory
associated with it can cause the plane to either miss its goal or accidentally stray into a no
go region. Therefore, these constraints must be logical consequences of the ordered-go-
theory in order for them to be satisfied.
Definition 52 A coherent ordered-go-theory 〈G,v 〉 is safe w.r.t a set C of integrity
constraints iff for every c ∈ C, 〈G,v 〉|=mcwac.
Note that MCWA entailment is used above so that we avoid some of the undesirable
interpretations mentioned in the preceding chapter1. The example below illustrates the
concept of safety.
1Coherence and motion closed world entailment definitions can trivially be modified for ordered-go-
theories
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Example 29 Let G1 = {go(o, (0, 0, 0), (12, 16, 0), 3, 6, 7, 10, 4, 10)} and G2 = {go(o′,
(10, 50, 0), (90, 50, 0), 5, 9, 45, 49, 2, 2)} be two go theories. C1 = {in(o, (12, 16, 0), (12,
16, 0), 7, 9)} and C2 = {¬in(o′, (30, 40, 0), (40, 60, 0), 12, 17)} are two sets of integrity
constraints.
• 〈G1, ∅〉 is not safe w.r.t. C1 because there is a model I of G1 which satisfies the
go-atom in G1 over [5, 10], thus arriving at the goal (12, 16, 0) too late.
• 〈G2, ∅〉 is not safe w.r.t. C2 because there is a model I of G2 such that I satisfies
the atom in G2 over [5, 45], which requires o′ to be in the nogo region from time 15
to 20. Thus I does not satisfy the nogo region in C2.
Suppose G′1 = {go(o, (0, 0, 0), (12, 16, 0), 3, 6, 7, 9, 4, 10)} and G′2 = {go(o′, (10, 50, 0),
(90, 50, 0), 8, 9, 48, 49, 2, 2)} are slightly different from G1 and G2 respectively.
• 〈G′1, ∅〉 is safe w.r.t. C1 because in every model I, I satisfies the atom in G′1 over
[t1, t2] such that 7 ≤ t2 ≤ 9.
• 〈G′2, ∅〉 is also safe w.r.t. C2 because in every model I, I(o′, t) is on the line segment
[(10, 50, 0), (29, 50, 0)] for every t ∈ [12, 17] which is outside the nogo region in C2.
The above Example shows that when an ordered-go-theory G is not safe w.r.t. a set
of integrity constraints, we may be able to “restrict” atoms in G so that safety is achieved.
Definition 53 A restriction of a consistent go-atom g is a consistent go-atom g′ such that:
• obj(g) = obj(g′), loc1(g) = loc1(g′) and loc2(g) = loc2(g′)
• t−1 (g) ≤ t−1 (g′) ≤ t+1 (g′) ≤ t+1 (g)
• t−2 (g) ≤ t−2 (g′) ≤ t+2 (g′) ≤ t+2 (g)
98
• v−(g) ≤ v−(g′) ≤ v+(g′) ≤ v + (g).
Note that every model of g′ is also a model of g.
Definition 54 Let 〈G,v 〉 be coherent ordered-go-theory which is not safe w.r.t. a finite
set C of integrity constraints. A deconfliction of 〈G,v 〉 w.r.t. C is a coherent ordered-
go-theory 〈G′,v′ 〉 such that
• There is a bijection f from G to G′ such that if f(g) = g′ then g’ is a restriction of
g.
• 〈G′,v′ 〉 is safe w.r.t. C and
• If g1 vo g2, then f(g1) v
′o f(g2).
Intuitively, deconfliction is obtained from G by replacing each atom in G by a restriction
of that atom in a way that preserves order, coherence and entails the desired goals without
straying into nogo regions.
Example 30 Let G1 , G2, G′1, G′2 and C1, C2 be as in Example 29. Then 〈G′1, ∅〉 is a
deconfliction of 〈G1, ∅〉 w.r.t. C1. Then 〈G′2, ∅〉 is a deconfliction of 〈G2, ∅〉 w.r.t. C2.
9.3 A Deconfliction Algorithm
This section presents the DECON deconfliction algorithm. The algorithm is quite com-
plex - we proceed to define the algorithm via the following steps. First, we show how to
associate a set of linear constraints with each ordered-go-theory and each object and use
these linear constraints for consistency checking (polynomial time). Second, we iden-
tify spatial candidates for a given object - these are parts of the theory that, if restricted,
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can potentially deconflict the theory. Third, a spatial candidate is a candidate for restric-
tion if it also satisfies temporal requirements. Finally, the algorithm cycles through the
candidates in an attempt to find one that actually works.
9.3.1 Linear Constraints
Given a go-atom g, let `(g) be the length of LS(g). Given an in()-literal c, V ol(c) is the
set of all points that lay in the volume defined in c.
Suppose 〈G,v 〉 is an ordered-go-theory and o is an object. We associate a set
L(G, o,v) of constraints as follows. For each go-atom g = go(o, P1, P2, t−1 , t+1 , t−2 , t+2 ,
v−, v+) ∈ Go, let Sg denote the actual start time when this motion is executed, and let vg
be the reciprocal of the average velocity with which the object travels during this motion
2. Then
• for every g ∈ Go L(G, o,v) contains:
– t−1 ≤ Sg ≤ t+1
– 1/v+(g) ≤ vg ≤ 1/v−(g)
– t−2 ≤ Sg + `(g) ∗ vg ≤ t+2 ,
• for every g, g′ ∈ Go s.t. g vo g′, L(G, o,v) contains: Sg + `(g) ∗ vg ≤ Sg′ .
The first two constraints are obvious. The third constraint just says that it should
be possible to reach the destination during the specified interval at the average velocity of
travel. The last constraint merely ensures that the vo ordering is preserved. It is easy to
see that 〈G,v 〉 is consistent iff L(G, o,v) is solvable for all objects o.
2Using the reciprocal is necessary to maintain linearity of the equations
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Figure 9.1: Spatial layout of two go atoms (related to object o) going from P1 to P3 and
P3 to P5 and a rectangle R.
9.3.2 Spatial Candidates
Suppose Go is unsafe. A spatial candidate identifies portions of the path of o that can be
restricted further to ensure deconfliction. Let us start with an example.
Example 31 Figure 9.1 shows two go-atoms. g1 is a movement from P1 to P3, while g2 is
a movement from P3 to P5. Suppose the box in the figure represents a goal (i.e. we want
the object to be in this box at some time). In this case, the portions of g1, g2 that are in the
rectangle form a spatial candidate (because it satisfies the goal of being in the region).
On the other hand, suppose the box represents a nogo region. In this case, the portions
of g1, g2 that are outside the box represents a spatial candidate (because it satisfies the
requirement of not being in the region).
Formally, a spatial candidate is a four tuple that contains the segments identified above,
as well as the relevant go-atoms. If C is a set of integrity constraints, then C[o] denotes
the constraints in C that refer to object o.
Definition 55 Suppose 〈G,v 〉 is a coherent ordered-go-theory, C is a finite set of in-
tegrity constraints and o is an object. Suppose g1 vo g2 vo · · · vo gn are the atoms in
Go and suppose c is a constraint in C[o].
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The quadruple 〈P, gi, Q, gj〉 is a spatial candidate for c = in(o,R1, R2, t1, t2) w.r.t.
〈G,v 〉 iff gi vo gj and:
• LS(gi) ∩ V ol(c) 6= ∅ and i > 1 =⇒ loc1(gi) 6∈ V ol(c)
• LS(gj) ∩ V ol(c) 6= ∅ and j < n =⇒ loc2(gj) 6∈ V ol(c)
• ∀k ∈ [i, j) loc2(gk) ∈ V ol(c)
• P is the closest point to loc1(gi) in LS(gi) ∩ V ol(c). Q is the closest point to
loc2(gj) in LS(gj) ∩ V ol(c).
Suppose c is of the form ¬in(o,R1, R2, t1, t2) and θ1 = 〈P1, g11, Q1, g12〉 . . . θz =
〈Pz, gz1, Qz, gz2〉 are the spatial candidates of in(o,R1, R2, t1, t2) such that g11 vo g21 . . .
vo gz1. 〈P, gi, Q, gj〉 is a spatial candidate for c iff one of the following holds:
• i = 1 and P = loc1(gi) and P 6∈ V ol(c) and θ1 = 〈Q, gj, Q1, g12〉 or
• j = n and Q = loc2(gj) Q 6∈ V ol(c) and θz = 〈Pz, gz1, P, gi〉 or
• ∃θk, θk+1 such that θk = 〈Pk, gk1, P, gi〉 and θk+1 = 〈Q, gj, Qk+1, g(k+1)2〉.
An example of spatial candidates is given below.
Example 32 Let us return to Example 31. If the box in Figure 9.1 denotes a goal, then
〈P2, g1, P4, g2〉 is a spatial candidate (representing the segment from P2, P4). If the box is
a nogo region, then 〈P1, g1, P2, g1〉 and 〈P4, g2, P5, g2〉 are spatial candidates.
9.3.3 Candidates
Spatial candidates do not consider time requirements. We now define “candidates” that
do. For an integrity constraint c = ±in(o, P1, P2, t1, t2) (positive or negated), we use
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Extent(c) to denote the interval [t1, t2].
Definition 56 Let 〈G,v 〉, o and v be as defined in Definition 55. Suppose g1 vo g2 vo
· · · vo gn are the atoms in Go and c ∈ C[o]. A spatial-candidate 〈P, gi, Q, gj〉 for c w.r.t.
〈G,v 〉 is a candidate for c w.r.t. 〈G,v 〉 iff
• Extent(c) ∩ [t−1 (gi), t+2 (gj)] 6= ∅ when c is a goal
• Extent(c) ⊆ [t−1 (gi), t+2 (gj)] when c is an nogo region.
The definition says that for a spatial candidate 〈P, gi, Q, gj〉 to be a candidate w.r.t.
a goal, the extent of the goal atom must intersect the interval defined by the earliest start
time of gi and the latest end time of gj - otherwise there is no hope. Likewise, for a nogo
region, the extent of the ¬in() atoms should be a subset of the interval defined by the
earliest start time of gi and the latest end time of gj . As this spatial candidate keeps the
object out of the region, it now ensures it does so temporally as well.
The following result now states that if a deconfliction of a ordered-go-theory w.r.t.
a set of integrity constraints exists, then there is a candidate for each integrity constraint.
This means that focusing on candidates is enough to find deconflictions.
Lemma 31 Let 〈G,v 〉 be a coherent ordered-go-theory and C be a set of integrity con-
straints. If there is a deconfliction of 〈G,v 〉 w.r.t. C then for every integrity constraint
c ∈ C there is a candidate w.r.t. 〈G,v 〉.
9.3.4 The DECON Algorithm
The following very important theorem says that when we look for a deconfliction, it is
enough to restrict go-atoms so that the departure time is a point (not an interval), the
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arrival point is a point (not an interval) and the velocity is fixed (not in an interval). This
greatly reduces our search space.
Theorem 19 Let 〈G,v 〉 be a coherent ordered-go-theory and o be an object and C be a
set of integrity constraints. Suppose g1 vo g2 · · · vo gn are the atoms of Go. There is a de-
confliction of 〈G,v 〉 w.r.t. C[o] iff there is a Go =
⋃
i{go(o, loc1(gi), loc2(gi), ti1, ti1, ti2,
ti2, vi, vi)} such that 〈Go,v 〉 is a deconfliction of 〈Go,vo 〉 w.r.t. C[o].
For any object o, L(G, o,vo) contains the precise constraints describing coherence.
We need additional constraints that will ensure that the object is in one of the “candidates”
defined above.
Definition 57 Let 〈G,v 〉, C, o, and c be as in Definition 56. Suppose g1 vo g2 vo
· · · vo gn are the atoms in Go. Let θ = 〈P, gi, Q, gj〉 be a candidate for c w.r.t. 〈G,v 〉.
If Extent(c) = [t1, t2] then C(θ,G,v, c) is the set of constraints:
• {XiP ≤ t2 ∧ t1 ≤ XjQ} when c is a goal.
• {XiP ≤ t1 ∧ t2 ≤ XjQ} when c is a nogo region.
where XiP ,XjQ are variables. Intuitively XiP represents when o will be at point P while
satisfying gi.
The Algorithm 9.18 checks if there is a deconfliction of an ordered-go-theory w.r.t
integrity constraints and an object. Using Theorem 19, it searches for a constant speed,
constant departure/arrival time restriction of the theory that will entail the integrity con-
straints.
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Algorithm DECON(Π = 〈G,v 〉, C, o)
1. Let g1 vo g2 · · · vo gn be the atoms of Go
2. if ∃c ∈ C[o] such that π[o]|=mcwa¬c then return NO
3. Let D = L(G, o,v) and M = ∅
4. for each c ∈ C[o] such that Π[o] 6 |=mcwac
• If there is no candidate for c w.r.t π then return NO
• Nondeterministically select a candidate θ for c
• Insert C(θ, Π, c) into D and M = M∪ {(c, θ)}.
5. for each variable XiP ∈ D
• add XiP = Sgi + vgi ∗ dist(P, loc1(gi)) to D
• if D has a solution return YES
• else return NO
Algorithm 9.18: DECON algorithm
We can modify the DECON algorithm to construct a deconfliction via the lemma
below.
Lemma 32 Let 〈G,v 〉 be a coherent ordered-go-theory and o be an object. Suppose
g1 vo g2 · · · vo gn are the atoms of Go. Let φ be a solution of constraints D associated
with a trace of DECON(〈G,v 〉, C, o) that returns “YES”. Suppose Go = g′1 vo g′2 · · · vo
g′n where gi = go(o, loc1(gi), loc2(gi), ti1, ti1, ti2, ti2, Vi, Vi) and
• Vi = 1/φ(vi)
• ti1 = φ(Si)
• ti2 = ti1 + φ(vi) ∗ dist(gi)).
Then 〈Go,vo 〉 is a deconfliction for 〈Go,vo 〉 w.r.t C[o].
Finally we state that the algorithm DECON is sound and complete.
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Theorem 20 〈G,v 〉 has a deconfliction w.r.t. C iff for every object o such that Go 6= ∅,





We have built a prototype system called LOM in Matlab a mathematical programming
language. The LOM system provides a user interface to input and query go-theories.
Figure 10.1: A screen shot of LOM user interface - Theory input view.
The interface has two views. The first view (which is seen in Figure 10.1) allows the
user to load a map and enter the paths in of the go atoms using mouse clicks. Alternatively
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the user may load a previously saved theory. The atoms are organized with respect to the
objects they refer to. The user may select to display these atoms on the map or not. This
allows simplified views for the theory. It is possible to save the created theory. In this
view the user can check the consistency of the theory that is being updated or created.
Figure 10.2: A screen shot of LOM user interface - Query view.
The second view (which is seen in Figure 10.2) allows the user to load/save or create
queries and evaluate then w.r.t. the currently loaded go-theory. For non-ground theories
the satisfiers are displayed at the left-bottom corner. If the related movements option is
selected, only the atoms that entail the query are displayed on the map.
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10.2 Consistency Checking Performance
This section presents the performance of consistency checking algorithm for simple go
theories. The experiments are conducted on a Pentium 4 (3.80GHz) processor running
under Windows XP and with 2GB of memory. The algorithm is implemented in Matlab.
The theories are created randomly with the following parameters: All atoms are
within a rectangular region 500 by 600, the maximum speed of any object is less than 50,
the difference between earliest and latest start time for any go atom is less than 10. In
order to assure the randomly created theories are simple we enforced that each generated
atom starts after the end time of previously generated atom.
Figure 10.3: Running time for CheckSimpleConsistency
Figure 10.3 presents the running time for CheckSimpleConsistency algo-
rithm for up to 2000 atoms per object in the theory (theories contain atoms about a single
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Figure 10.4: Time to answer ground in-queries Q1, Q2 and Q3
object). The data points are an average of 30 runs. As the theoretical analysis predicted
the running time of the algorithm is O(n3) where n is the number of atoms in the the-
ory. For 2000 atoms, the time to check consistency is around 130 seconds. Although this
number is high in a real-world application we do not expect to have 2000 movements on a
single object. For example consistency checking on a theory containing only 200 atoms,
which is more likely to happen in an application, takes only milliseconds.
10.3 Ground Query Experiments- Efficiency
We have tested the performance of the ground query answering algorithms for simple
theories. The experiments are conducted on a mobile Athlon XP 1800 processor with
256 MB memory running Windows XP. The simple theories are generated using the same
parameters described in the previous section. We used several different query templates
to test the algorithms. The following summarizes our results.
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• In queries: in(o,R, T ) We investigated the effect of query time interval and query
rectangle size on performance of in queries. The following rectangle and intervals
are used for this experiment: (1)Q1: R is 400 by 500 rectangle and T is a time
interval of size horizon/4 where horizon is the difference between the earliest start
time of any atom and latest end time of any atom. (2)Q2: R is 100 by 100 rectangle
and T is a time interval of size 50 (3) Q3: R is 10 by 10 rectangle and T is a
time interval of size 10. Figure 10.4 displays the running time of CheckIn for
theories containing up to 5000 atoms per object. The data points are an average of
50 runs. As seen in Figure 10.4, Q3 takes the least time because the size of the
query rectangle and query interval are too small and the algorithm quickly realizes
this. Q1 takes slightly more than Q3 for a different reason. This time the rectangle
and the interval are too large and the algorithm quickly returns a positive answer.
The middle case, represented by Q2, takes longer than Q1 and Q3 because there are
many related movements to the query and none of them leads to a trivially positive
or negative result. Hence the algorithm has to examine almost all of the related
movements.
• Near vs. Far queries: This experiment has two goals: 1) show the efficiency
of ground and near entailment algorithms 2) show that the computation of a far-
atom entailment is slightly higher than near-atom entailment when the atoms have
the same parameters. We used two queries: Qn = near(o, o′, 100, 5) and Qn =
far(o, o′, 100, 5) and evaluated them on the same go theories. Figure 10.5 confirms
the second hypothesis. This is due to the fact that once related movements are iden-
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Figure 10.5: Running time for two near and far queries
tified near algorithm only checks the end points of the the space envelope whereas
far algorithm has to build the neighborhood volume and perform intersection oper-
ation. Nevertheless both algorithms behave mostly similar because the dominating
factor is the time spent in identifying the movements that are related to the queries.
Thus the results can be further improved by using some spatio-temporal indexing.
For theories containing up to 5000 atoms both near and far entailment algo-
rithms take less than 0.9 seconds, proving the efficiency of the algorithms.
10.4 Non- Ground Query Experiments- Efficiency
We have tested the performance of our algorithms on a mobile Athlon XP 1800 processor
with 256 MB memory running Windows XP.
When generating simple go-theories, we ensured that for any two go atoms g1 and
g2 about the same object, either t−1 (g1) ≥ t+2 (g2) or t−1 (g2) ≥ t+2 (g1) — this is a suffi-
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cient condition for being a simple go-theory. The following parameters control the data
generation:
• Number of objects: Up to 100.
• Number of atoms per object: Up to 5000.
• Entire Region: A rectangular region of size 5000× 6000.
• Local Region: A rectangular region of size 100 × 200 within the entire region —
all go atoms for the same object are in a given local region.
• Earliest Start Time: A time interval from 0 to 5000 such that for any object and any
go atom g, 0 ≤ min(t−1 (g)) ≤ 5000.
• Uncertainty: Maximum value of t+1 (g)− t−1 (g) for any go atom.
• Speed: Maximum value of v+ for any go atom.
10.4.1 go Queries
We used the following query templates:
• Q1:go(o1, ?P1, ?P2, t1, t2, t3, t4, ?v1, ?v2) – Given the start and time constraint find
all line segments along with the speed constraints such that object o1 will be trav-
eling on. Figure 10.6a displays the running time in seconds vs. number of atoms
per object for 3 variations of Q1 where the t4 − t1 changes. As the length of the
time interval increases the running time of the query increases. This is due to the
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fact that the number of go atoms relevant to the query increases. For 5000 atoms,
the query takes approximately 6 seconds to complete.
(a) (b)
Figure 10.6: (a)Running time for three Q2 queries Q2a, Q2b and Q2c with time intervals
[t1a, t2a] ⊃ [t1b, t2b] ⊃ [t1c, t2c] respectively. (b)Running time for query Q3 for 20,40 and
60 objects.
• Q2:go(?o, p1, p2, t1, t2, t3, t4, v1, v2) – Find all objects that travel from P1 to P2
with the given time and speed constraints. Figure 10.6b displays the running time
in seconds vs. number of atoms per object for 3 cases where the number of objects
in the theories vary. Clearly, the running time of Q2 is linear in the number of atoms
and in the number of objects. For 1000 atoms and 60 objects, the running time is a
little over 2 seconds.
10.4.2 in Queries
We used the following query templates: for in queries
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• Q3:in(o1, ?R, t1, t2)– Find all minimal rectangles such that the object o1 will be in
that rectangle at some time in [t1, t2]. Figure 10.7a displays the running time in
seconds vs. number of atoms per object for 3 variations of Q3 where the value of
t2 − t1 changes. As the length of the time interval increases, the running time of
the query increases. This is due to the fact that the number of go atoms relevant to
the query increases. For 5000 atoms, the query takes approximately 8 seconds to
complete.
(a) (b)
Figure 10.7: (a)Running time for three Q3 queries Q3a, Q3b and Q3c with time intervals
[t1a, t2a] ⊃ [t1b, t2b] ⊃ [t1c, t2c] respectively. (b)Running time for three Q4 queries Q4a,
Q4b and Q4c with rectangles Ra ⊃ Rb ⊃ Rc respectively.
• Q4:in(o1, R, ?t1, ?t2)– Find all minimal time intervals such that at some time in
that interval, o1 will be in R. Figure 10.7b displays the running time in seconds
vs. number of atoms per object for 3 variations of Q4 where the size of R changes.
As the size of the rectangle increases the running time of the query also increases.
This is because the number of go atoms spatially relevant to the query increases.
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For 5000 atoms the query takes approximately 5 seconds to complete.
• Q5:in(?o1, R, t1, t2)– Find all objects that will be in R at some time in [t1, t2].
Figure 10.8 displays the running time in seconds vs. number of atoms per object
for Q5 with 20,60 and 100 objects. The figure includes the running time for same
query and same number of objects discussed earlier - however, we discuss index
utilization as well. The figure shows that when no index is used, the running time
is linear in the number of atoms and number of objects. However, when an index is
used, it takes very low order constant time for the query to run. For 100 objects and
1000 atoms per object, it takes 16 seconds without an index, and under a second
with the index.





Figure 10.9: (a)Running time for three Q6 queries Q6a Q6b and Q6c with distance values
da, db and dc respectively where da ≥ db ≥ dc. (b)Running time for two Q7 queries Q7a
and Q7b with time intervals [t1a, t2a] and [t1b, t2b] respectively where [t1b, t2b] is a certainty
interval for both o1 and o2 and [t1a, t2a] is not.
We used the following templates:
• Q6: near(o1, o2, d, ?t1, ?t2)– Find all time intervals during which the distance be-
tween objects o1 and o2 is at most d. We ran this query for three different values
of d and examined how the running time of the query changed with respect to the
number of atoms per object and the value of d. Figure 10.9a displays the running
time in seconds vs. number of atoms per object for Q6 with with different d val-
ues. For all cases, the running time is linear with the number of atoms per object.
An interesting result is that as d gets smaller, the running time increases slightly.
An explanation for this is that when d is large, the the maximum distance between
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objects will always satisfy the nearness requirement and hence there is less compu-
tation. When d is small, the algorithm needs to solve a set of quadratic equations
to determine if/when the closeness constraints will be satisfied. Despite this, the
running time for the query Q6 is under 1.6 seconds when there are 5000 atoms per
object.
• Q7 : near(o1, o2, ?d, t1, t2)– Find the maximum distance between objects o1 and o2
during [t1, t2]. We ran this query for two different values of t1 and t2: one that has
only∞ as a solution and one that is a certainty interval for both of the objects hence
has a different solution then ∞. Figure 10.9b displays the running time in seconds
vs. number of atoms per object and shows that running time is approximately linear
in the number of atoms per object. When [t1, t2] is not a certainty interval for either
object, the query time is longer. In this case, the algorithm examines all atoms for
the two objects and realizes that the only solution is ∞. In the second case, the
algorithm terminates as soon as a pair of relevant atoms is discovered: this usually
takes less time then the first case. Even for the first case, the query Q7 takes only
0.18 seconds for 5000 atoms.
• Q8 : near(o1, ?o2, d, t1, t2) – Find all objects that are at most d units from o1 during
the interval [t1, t2]. We ran this query for 20,40 and 60 objects both with and without
the indexing. Figure 10.10 displays the number of atoms per object vs running time
in seconds for Q8 with with different number of objects and indexing. The reader
can verify that running time is linear with respect to number of objects and number
of atoms when no index is used. In this case query Q8 takes 0.7 seconds when there
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Figure 10.10: Running time for query Q8 for different number of objects and with/without
indexing
are 60 objects and 500 atoms per object. On the other hand when the index is used,
the same query takes under 0.1 seconds.
10.5 Motion Closed World Experiments: Efficient query answering
Determining MCWA-entailment is co-NP complete because the number of orderings spa-
tially continuous w.r.t. Go can be exponential. However, in the real world, we expect a
go-theory to allow only a small number of orderings compatible with Go. In other words,
the respective order of movements an object is going to perform is mostly known. For
example we might not know exactly when the plane p22 will land but we usually know
119
where it is going to fly next. Thus, in practice there is a bound on the number of compat-
ible total orderings per object.
For our experiments we generated random go theories with at most 256 spatially
continuous orderings. This is not a hard-coded limit of our implementation. Generating
random go-theories such that more than one spatially continuous ordering exists is a little
bit tricky. Here is one method to generate a go theory G = {g1, g2, g3, g4, g5} with two
spatially continuous orderings.
• Randomly pick points P1, P2, P3 and P4
• Set loc1(g1) = P1 and loc2(g1) = P2,
• Set loc1(g2) = P2, loc2(g2) = P3
and loc1(g3) = P3, loc2(g3) = P2,
• Set loc1(g4) = P2, loc2(g4) = P4
and loc1(g5) = P4, loc2(g5) = P2,
• Set temporal and speed intervals of every gi so that g1 is always first and the rest
can be done in any order.
We have generalized the reasoning above to create random go theories with an arbitrary
bound on the number of spatially continuous orderings.
We have implemented the two algorithms CheckCoherentIn and CheckCoher-
entNotIn in Matlab and conducted experiments on a mobile Athlon XP 1800 processor
running under Windows XP and having 256MB of memory. Figure 10.11 shows the com-
putation time of four types of queries for coherent go theories with at most 256 spatially
continuous orderings and have the following properties: all points are selected randomly
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Figure 10.11: Time to answer queries Q1, Q2, Q3 and Q4 when total number of spatially
continuous orderings is at most 256.
from the rectangle [(0, 0), (1000, 1200)] and the speeds allowed for any object less than
100. The four query templates we used are:
Q1: in(o, (500, 500), (550, 600), 0.5 ∗ h, 0.75 ∗ h)
Q2: in(o, (100, 150), (350, 400), h− 100, h− 10)
Q3: ¬Q1
Q4: ¬Q2
where h is the latest end time for any atom related to o in the given theory. The data
points in Figure 10.11 are an average of 300 runs.
The implementation performs very well, executing most queries in less than 0.3
seconds even when there are as many as 1,000 go-atoms per object. In the query Q1
where CheckCoherentIn returns true in almost every compatible orderings the algorithm
runs in linear time with respect to number of atoms per object and takes up to 0.9 seconds
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Figure 10.12: Running time of DECON for 5 and 10 integrity constraints with different
time intervals and varying region sizes. h is the horizon and c is the number of constraints.
when there are 1,000 go-atoms per object. Consequently Q3, the complement of Q1, takes
almost no time because CheckCoherentNotIn returns false for any compatible ordering.
10.6 Deconfliction Experiments
We implemented a 2D- version of DECON in Matlab. We conducted the experiments on
a Pentium 4 (3.80GHz) processor running under Windows XP and with 2GB of memory.
To investigate the behavior of DECON we created random coherent go theories and tested
the algorithm with varying number of integrity constraints, with different region sizes and
time intervals. Our go-theories contain 50 atoms referring to the same vehicle and each
atom lies in a 200 by 200 rectangle. The maximum speed is 20 and the difference between
the latest start time and earliest start time in any atom is 100.
In our experiments we varied the region size from 20 by 20 to 200 by 200. We
define horizon of a theory to be the difference between latest end time for any atom and
earliest start time for any atom. Figure 10.12 shows different curves for the different time
intervals which ranges from horizon/80 to horizon/10 and curves for different number
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of constraints. The points on the graphs are an average of 500 runs. The constraints were
labeled as goals or nogo regions randomly. The following summarizes our results:
• As expected increasing the number of constraints, increases the running time expo-
nentially. DECON finds a deconfliction under 5 seconds with 10 constraints and
under 0.25 seconds with 5 constraints.
• When the region size is too small or too large checking for deconfliction takes
almost no time. The problems become harder when the region size is between 60
by 60 to 140 by 140 depending on the size of the constraint interval.
• When the time interval in the constraints is too large (e.g. horizon/10), the running
time is always less than 0.05. Otherwise time to find a deconfliction depends on the





There has been extensive work on spatio-temporal logics in both the AI community and
the philosophy community. Many of these are a product of combining a spatial logic,
such as RCC− 8 [24], BRCC− 8 [85] and S4u [10], with propositional temporal logics
(PT L). The work on spatioi-temporal reasoning is mostly qualitative [4, 54, 87, 18], and
focuses on relations between spatio-temporal entities while dealing with discrete time. In
contrast the work in this thesis is heavily continuous and rooted in a mix of geometry and
logic rather in just logic alone.
The following paragraphs summarize these spatial logics and the the temporal logic
(PT L).
• RCC-8 is a tractable subset of a more general spatial representation called RCC. In
RCC regions are are primitives. Given two regions x and y, the relation C(x, y)
is true if the closures of the regions share a point. Intuitively C(x, y) says that the
regions x and y are connected. A formal semantics of RCC has been presented in
[37, 78]. In RCC-8 the regions are closed and the connectivity relation leads to eight
jointly exhaustive and pairwise disjoint relations. These relations are illustrated in
Figure 11.1.
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Figure 11.1: RCC-8 relations
Just like Allen’s temporal interval algebra, reasoning with RCC-8 can be achieved
via composition [3] or transitivity [28] tables. Thus we can deduce given R1(a, b)
and R2(b, c) whether or not R3(a, c) holds. The satisfiability of RCC-8 is NP-
complete [70].
• BRCC-8 is an extension of RCC-8 with boolean region terms, i.e. combination
of region variables using intersection, union and complement. The computational
behavior of BRCC-8 is similar to RCC-8 [86].
• S4u is an extension of the modal logic S4 [60, 35] interpreted over topological
spaces. Besides the boolean connectives and region variables, there are two modal
operators: I (necessary) and C(possible). S4 is a logic of topological spaces when I
is the interior and C is the closure operator. S4u adds existential and universal quan-
tifiers to S4. S4u contains both RCC-8 and BRCC-8 as fragments. The satisfiability
of S4 formulas in topological models is PSPACE-complete [59, 5].
Before moving into the hierarchy of spatio-temporal logics we will briefly look at
the propositional temporal logic PTL whose fragments are often used as the temporal
component of these spatio-temporal logics.
PTL is a point based linearly ordered logic interpreted over various flows of time
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such as 〈N, <〉 , 〈Z,<〉 and 〈R,<〉. The PTL formulas contain propositional variables,
boolean operators (¬, ∧, ∨) and two temporal operators U (until) and S (since). Using U
and S we can other important operators such as sometimes and always. It was shown in
[76, 72, 71] that reasoning with PTL is PSPACE-complete over 〈N, <〉 , 〈Z,<〉 and 〈R,<
〉. Reasoning with a weaker fragment of PTL, PTL that contains only sometimes,always
and their counter parts as operators but leave out the original operators S and U is only
NP-Complete [84, 76].
Here is a summary of spatio temporal logics based on the spatial logics discussed
earlier and PTL as presented in [33, 32, 88].
• PST is a combination of S4u and PTL. PST is undecidable.
• ST2 is a combination of BRCC-8 and PTL. ST2 is EXPSPACE-complete.
• ST−2 is a combination of RCC-8 and PTL.ST−2 is in EXPSPACE.
• ST1 is a combination of BRCC-8 and PTL but temporal operators can only be
applied to BRCC-8 formulas and only next time operator (deriven from S and U)
can be applied to region terms. ST1 is EXPSPACE-complete.
• ST−1 same as ST1 except instead of BRCC-8 we have RCC-8. ST−1 is PSPACE-
complete.
• ST0 s a combination of BRCC-8 and PTL but temporal operators can only be ap-
plied to BRCC-8 formulas, no operator can be applied to region terms. ST0 is
PSPACE-complete.
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Despite much work on qualitative spatio-temporal theories very little work has been
done on motion in such frameworks. [56, 57] describes a first order logic for reasoning
about motion in a qualitative framework. It uses spatio-temporal primitives (RCC-8 and
interval algebra) as the building blocks. It axiomatizes the continuity of motion and the
expressive power of the theory allows for the definition of complex motion classes such
as leave, hit, reach, cross, external and internal. However as [17] Muller’s work allows
temporal pinching, i.e. a history can disappear and reappear instantaneously. To address
this [17] introduces firm connectedness and provide a hierarchy of conceptual neighbor-
hood diagrams. These works however are purely symbolic hence has a different nature
than our work.
Logics of Metric Spaces, a quantitative logic to reason about distances is introduced
in [48]. Using this logic we can express statements such as: “The distance between X and
Y should be less than D.” or “There should be a shopping plaza closer than 1 mile but not
far than 3 miles to my house.”. It has shown in [48] the first order language and the two
variable fragment of it that requires the triangular equality to hold is undecidable. Weaker
two variable fragments of this logic is shown to be NExpTime complete. In an effort to
embed temporal reasoning into metric logics, dynamic metric logics are introduced in [6].
In dynamic metric logics, it is possible express statements of the form “Starting form a
point in P one can never reach a neighborhood of some unsafe region Q”. Reasoning with
dynamic metric logics is decidable but the decision problem is not elementary. The major
difference between our work and dynamic metric logics is we are not using distances as
our primitives and we have finitely many objects. Furthermore we explicitly model the
movement of objects and unlike dynamic metric logics we deal with temporal and speed
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uncertainties.
There are also some work on different aspects of motion such as:
• [66] focuses on relative position and orientation of objects with existing methods for
qualitative reasoning in a Newtonian framework. We are interested in identifying
all objects within a given geometric region at a given point in time or within a given
distance of another object at a given point in time. We also allow nondeterminacy
and uncertainty via the use of time intervals and velocity intervals.
• [75] discusses the frame problem when constructing a logic-based calculus for rea-
soning about the movement of objects in a real-valued co-ordinate system. It rea-
sons about the change of the position of the objects holding a certain shape through
Move(object, to−location) actions. There is no explicit representation of time and
other than continuity the work does not specify any characteristics of the motion.
Our work on the other hand explicitly represents time, speed and related uncer-
tainty. Moreover our go atoms commits the object on a specific path (a straight line
between source and destination).
• Representing vagueness and uncertainty in spatial reasoning is investigated in a se-
ries of papers [19, 20, 21, 22, 23]. These work introduce a new primitive called
“crisp” for explicitly identifying the crisp boundaries of the regions and give ax-
iomatizations for the new predicate. Furthermore they describe egg-yolk calculus
to reason with vague regions. In all these work the term uncertainty is used for the




The database literature includes work on moving-object databases, from the point of view
of developing data structures to specify where objects are and what their current velocity
and efficient query algorithms. The two approaches are modeling moving points and
moving regions [30, 38, 31, 77, 14].
Among those the MOST data model [77] capture the continuous movement of the
objects as points by defining location as a dynamic attribute that change with time even
though the DB is not explicitly updated. In other words instead of the location of the
object the velocity vector of the object is stored. This property enables the system to
query about future states as well as the past states. However the validity of the answers
concerning future are contingent on objects keeping their original velocity vector. Thus
the results are volatile. This work is extended to MOD data model in [83, 82] to handle
positional uncertainty of the objects. The main idea is to define a circular region around
the object with a preset uncertainty radius and assume the object can anywhere in this
circle. The method however does not handle speed or temporal uncertainties as we do in
go-atoms
The work in [81] also handles the uncertainty in the trajectory of the objects. They
model trajectories as 3D cylindrical bodies (2 dimensions for space and one dimension
for time) which represents a 3D poly-line for path along with a threshold of deviation
from the path. The representation requires exact start and end times for the path and not
able to specify a speed interval for the motion.
There are many differences between these works and ours: They do not provide a
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formal model theory, and they do not worry about consistency because they always record
observed information about where the vehicles were observed in the past (presumably
such a theory is consistent because if the vehicle was at one location at time t and another
location at time t′ there was a physical way for it to get from the first location to the
second). These work do not allow uncertainty about starting times, ending times, and
velocities as our framework does.
Constraint databases [44] can be seen relevant to our work since go-atoms tempo-
rally and spatially pose constraints on the object. Constraint databases have been applied
to the temporal constraints ([9, 15]), and to the spatial constraints [62] separately. The
integrated application for modeling moving objects has been studied in [79] where the
paths are estimated as piecewise line segments. Also using differential geometry the rela-
tionships between objects are identified in terms of position and velocity (such as moving
toward each other, in opposite directions, catching up each other etc.). This work does
not address the temporal and speed uncertainties as go-atoms do. Furthermore unlike in
constraint databases where all the tuples that satisfy the constraints are in the database
simultaneously, our models are continuous functions where given a time point there is
only one location for the object.
An important body of work is done on indexing the moving object databases to
efficiently answer various queries. [80] use PMR-Quadtrees [74] for indexing the tra-
jectories extended some fixed number of time units in the future. The trajectories are
one-dimensional and the index needs to be rebuilt periodically. The main drawback of
the approach is extensive data replication. [47] transforms a line to a point and uses of
regular spatial indexes such as Kd-trees.This method also works for only one dimensional
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movement. [7, 2] propose kinetic main-memory data structures for indexing mobile ob-
jects. The idea is to identify critical events and update the index only when those events
occur, e.g., when two points pass each other. The index is not usable for queries related to
time points before the last update point. Indexes using time-parameterized bounding rect-
angles include [65, 11].In this approach the indexed points and the bounding rectangles
are augmented with velocity vectors thus they can be computed for different time points.
Finally [73] extends this approach for expiring data.
In this work we proposed a simple yet effective indexing mechanism for the atoms
of a go theory. We would like to note that it is a starting point but can be enhanced with
the ideas from indexing moving object databases.
11.3 Collision Detection
In some respect our far-atoms detect the possible collision or proximity violation between
two objects. Collision detection and proximity queries are studied in many previous work
regarding robot navigation, mechanical engineering and geometric solid modeling. The
three main approaches used in these work are :
• bounding volume hierarchies [16, 39, 8]
• swept volumes [12, 40]
• incremental distance computation [63, 64].
A rich survey of previous collision detection/proximity query algorithms can be
found in [49]. To the best of our knowledge there is no previous work that addresses
the kinds of uncertainties a go atom can represent. That is previous work on collision
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detection and proximity queries assume either the location of an object at a given time
is known or in the case where there is no closed formula for the location of the object
collision detection is performed only for sampled time points. Our work is different in
many ways. The velocity of the object, the start and end times for the movement may
not be known a priory. We have however an estimate interval for each of these variables.
Using these estimates and the assumption of linear trajectories we were able to reduce
the proximity queries under such uncertainties into spatio-temporal volume intersection
problem with simple boundary equations.
11.4 Motion Planning
In some aspect deconfliction w.r.t. some integrity constraints can be seen as obstacle
avoidance where each integrity constraint represents an obstacle in space-time. Although
our deconfliction definition restricts us to existing paths we use modifications on the speed
and time intervals to avoid or collide obstacles (for the case of goal constraints). Hence
in space-time we are searching for a path from a set of points to another set of points
that would avoid undesired regions in the related time interval. However for the goal
constraints an object need to collide with the obstacle in a specific way (not every colli-
sion yields to entailment) so our paths not only avoids but sometimes seeks the obstacle.
Immense amount of work has been done in the area of path planning, robot motion plan-
ning for obstacle avoidance. [36, 41, 13, 67] are excellent surveys for the algorithms and
complexity of some problems, most general case of which is PSpace complete. However
none of these algorithms are directly applicable to our case. For example the obstacles in
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our problems appear and disappear, we are not looking for a path between two points in
space-time, instead due to spatio-temporal uncertainty encoded in the go-theories, we are
searching for a path between a set of source points (possibly infinite) and a set of desti-
nation points (possibly infinite). Also the speed requirement on the objects complicates
the problem even more. As discussed thoroughly in [26] kinodynamic motion planning is
harder than non-constrained motion planning.
11.5 Default Reasoning
In a monotonic logic when new rules are added to a knowledge base, all the inferences
still hold, thus the set of beliefs grow monotonically. In non-monotonic reasoning, the
set of beliefs does not grow monotonically over time which means when new knowledge
is gained, some previous conclusions may be retracted. For most of the reasoning tasks
humans use non monotonic reasoning. That is we jump to conclusions and perform some
default reasoning when there is not enough information.
In logics default reasoning can be formalized in one of two ways: (1) deal with
arbitrary default assumptions as done in default logic and answer set programming (2)
Formalize the specific default assumption that facts that are not known to be true can be
assumed false by default as done in closed world assumption and circumscription.
Default logic is a non-monotonic logic proposed by Ray Reiter [69] to formalize
reasoning with default assumptions. Default logic introduces a new inference rule which
states if A is deducible and it is consistent to assume B then conclude C. This way of
reasoning seems to be useful in explanation finding. For our purposes it is not possible to
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write default rules that would minimize the change in our interpretations w.r.t. time.
The Closed World Assumption (CWA) proposed by [68] holds that anything that
cannot be entailed by a theory is false. Minker [55] extended the CWA to a Generalized
CWA (GCWA) that accounts for disjunction. GCWA states that a formula is false if
it is false in all minimal models of the theory. The go-theories proposed in this work
are disjunctive because the start and end times and object velocities are all known to
be within a given range. The notion of a coherent model of a go-theory selects certain
models (much like Minker selected minimal models in GCWA) and uses these to make
closed world inferences.
The only example of applying closed world assumption to moving objects is [42,
43]. They have used the CWA to track moving objects in football games using computer
vision algorithms. They use CWA to adaptively select and weight image features used for
correspondence. No motion reasoning of the type we perform in MCWA is done in this
work.
Circumscription is a non-monotonic logic introduced by John McCarthy [53] It is a
rule of conjecture that allows you to jump to the conclusion that the objects you can show
that posses a certain property, p, are in fact all the objects that posses that property. This
minimization is similar to the closed world assumption that what is not known to be true
is false. Circumscription is not adequate for LOM predicates as our models refer to time
and we are interested in minimization of changes in models with respect to time.
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11.6 Resolving Inconsistencies in Logical Theories
There has been extensive work on resolving inconsistencies in logical theories — efforts
include belief revision [27], knowledge-base revision [61] and answer set programming
[58]. In all these efforts, an inconsistent theory is weakened to recover the consistency. In
our deconfliction framework, the theory must entail the integrity constraints. Hence, we
study methods to strengthen the theory so that it entails the integrity constraints. Conse-






The thesis presents LOM for reasoning about flexible plans for moving objects. LOM
is rooted in logic, constraint satisfaction and geometric reasoning. It is the first quanti-
tative logic that explicitly represents the uncertainty about the start and end times of the
movements as well as the speed of the movements. The thesis investigates the computa-
tional complexity of reasoning with such plans and provides efficient algorithms to check
the consistency, i.e. realizability of these plans. It also identifies a tractable class of the
problem which has a large number of applications.
Query answering with respect to flexible plans are also investigated throughly. The
thesis introduces three different query atoms, namely: in, near and far which ask the pos-
sible locations of the object and its proximity to other objects respectively. The thesis
provides very efficient algorithms to answer ground and non ground queries. The effi-
ciency of the algorithms are verified by extensive empirical evaluation.
For plans that are temporally incomplete, i.e. does not specify what to do for some
time intervals, a motion closed world assumption (MCWA) is proposed as a default rea-
soning mechanism. MCWArestricts the reasoning within a class of preferred models thus
allows us to make more intelligent inferences.
Finally a theory for deconflicting plans for moving objects with respect to some
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integrity constraints is presented. The idea is to modify the existing theory so that any
model of the theory would satisfy the integrity constraints. Based on this notion the
deconfliction of a theory is defined. Finally the thesis presents an algorithm for efficiently
computing a deconfliction.
12.2 Impact and Contributions
The contributions of this thesis are as follows:
• It provides a general framework for reasoning about plans for moving objects under
uncertainty which is critical in many applications such as air traffic management
and military mission planning. Using the declarative semantics it is also possible to
customize this framework for different applications and couple it with other existing
logics to create a more powerful theory.
• It describes the first quantitative logic to represent movements of objects while ex-
plicitly modeling temporal and speed uncertainty. Thus, it bridges the gap between
geometric reasoning and spatio-temporal logics
• It presents theoretical results regarding the complexity of reasoning with flexible
plans for moving objects and identifies a tractable class of the problem.
• It provides very efficient algorithms to reason about the flexible movement plans
and an implementation that shows the effectiveness of the algorithms.
• It presents a default reasoning mechanism for incomplete theories thus allowing
more intelligent inferences.
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• It describes a theory and algorithms to deconflict plans for moving objects w.r.t.
certain integrity constraints which is a critical task in many applications.
The declarative semantics of LOM makes it suitable for many applications and
allows it to be open to various extensions such as the addition of new queries and cus-
tomization for different applications. Moreover, the semantics of LOM lets us couple it
with already existing logics, to create more expressive languages. For example, if we cou-
ple LOM with a description logic and spatial logic, we can express queries of the form,
“Find me all the commercial planes flying over France.”, where the concept of a commer-
cial plane is given in the description logic and France is described in a spatial logic. Thus
the theory presented in this thesis is a first step towards building a general-purpose plan
management system for moving objects.
12.3 Future Work
This thesis provides the basic frame work for reasoning about plans for moving objects.
There are several different research directions which can improve and extend this work.
• An obvious way to extend this work is to introduce additional atoms into the theory.
Examples of such atoms would be (i) wait atom, which would enforce the object
to wait a certain location and or a region through out an interval. (ii) Existential
near and far atoms which would ask proximity queries for any point in a given time
interval, rather than throughout the entire interval.
• In this work we estimated the routes in the go atoms to be line segments. While
this is enough for most of the applications (any curve can be modeled as piecewise
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continuous line segments ) for some applications the path can be as vague as a
region. For these cases a more general path model is needed.
• The motion closed world assumption introduced in this work is one of many. De-
pending on the application the desired set of models can be different from the co-
herent models we investigated. For example another closed world assumption could
limit the objects the objects to a certain region centered at their previous locations.
• The deconfliction problem investigated in this work is limited to goal regions and
no-go regions. However there are many applications for which deconfliction with
respect to proximity to other objects are important. This work does not address
such problems.
• A major extension to LOM would be incorporating probabilistic reasoning so that
we will be able to answer queries of the form: With what probability is my ship
going to encounter an enemy in this region?.
• Finally an important future work will be generating flexible plans for moving ob-
jects in the context of LOM. Although several aspects of motion planning is studied
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[30] M. Erwig, R. H. Güting, M. Schneider, and M. Vazirgiannis. Spatio-temporal data
types: An approach to modeling and querying moving objects in databases. GeoIn-
formatica, 3(3):269–296, 1999.
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This appendix gives the proofs of the theorems and the lemmas in the main text. Lemmas
and corollaries that have a label starting with a letter, does not appear in the text. They
are used for proving the complex theorems presented in the text.
Consistency Checking
Lemma 1 If two go atoms g1, g2 are compatible then
1. Direction of g1 and g2 are same, i.e ~v(g1) = ~v(g2),
2. The intersection of LS(g1) and LS(g2) is a line segment,
3. The atoms temporally overlap, i.e. t−1 (g1) ≤ t+2 (g2) and t−1 (g2) ≤ t+2 (g1)
4. The speed intervals overlap, i.e. v−(g1) ≤ v+(g2) and v−(g2) ≤ v+(g1)
Proof If g1 and g2 are compatible then by definition of compatibility (Definition 7) there
is an interpretation I and there are time intervals T = [t1, t2] and T ′ = [t′1, t′2] such that I
satisfies g over T and g′ over T ′. Furthermore, by the same definition, t2 > t′1 and t
′
2 > t1.
Thus there is a time interval A = [a, b] such that A = T ∩ T ′ and a < b. This means
that A can not contain a single time instant. Then the following are trivial by Definition 9
(satisfaction of a movement w.r.t. an interval):
1. During T the object has to move in the direction of ~v(g1) and similarly during T ′
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it has to move along ~v(g2). Hence during A it has to move both in the direction of
~v(g1) and ~v(g2), which is possible only when the two directions are same.
2. For all time points in A the object can only be at points that are in the intersection
of LS(g1) and LS(g2). The intersection can not be a single point P (i.e. end points
of LS(g1) and LS(g2) meet) because that would imply the object stays at P during
A which contradicts the satisfaction definition. Thus LS(g1) ∩ LS(g2) is a line
segment.
3. By definition of satisfaction of a go atom over a time interval (Definition 5):
t−1 (g1) ≤ t1 ≤ t+1 (g1) and t−2 (g2) ≤ t′2 ≤ t+2 (g2) and by definition of compatibility
t1 ≤ t′2 hence t−1 (g1) ≤ t1 ≤ t′2 ≤ t+2 (g2). We can show that t−1 (g2) ≤ t+2 (g1) holds
similarly.
4. Again by Definition 5; v−(g1) ≤ dI/dt ≤ v+(g1) and v−(g2) ≤ dI/dt ≤ v+(g2)
during A. Hence v−(g1) ≤ dI/dt ≤ v+(g2) and v−(g2) ≤ dI/dt ≤ v+(g1).

Lemma A-1 Let G be a go theory and Γ be a concurrency graph of G. Let γ be movement
of Γ. Suppose g1 . . . gn are the go atoms in γ then for all gi, gj ~v(gi) = ~v(gj).
Proof Assume there are g and g’ such that ~v(g) 6= ~v(g′). Let S(g) be the set of all gi
such that ~v(gi) = ~v(g). Let S(g′) be the set of all gi such that ~v(gi) = ~v(g′). Clearly S(g)
and S(g′) are disjoint. It follows from Lemma 1 that every edge (gi, gj) in Γ satisfy the
compatibility conditions. By the same lemma if (gi, gj) is an edge in Γ and gi ∈ S(g)
then gj ∈ S(g). Thus there can not be a path from g to g′. This is a contradiction because
γ is a connected component of Γ. 
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Lemma A-2 Let G be a go theory and Γ be a concurrency graph of G. Let γ be movement
of Γ. Suppose g1 . . . gn are the go atoms in γ then
(1) LS(g1) . . . LS(gn) are collinear; i.e. on the same infinite line.
(2) LS(g1) ∪ . . . LS(gn) is a line segment.
Proof (1) Assume there are g and g’ such that LS(g) and LS(g′) are not collinear. Let
S(g) be the set of all gi such that LS(g) and LS(gi) are collinear. Similarly let S(g′) be the
set of all gi such that LS(g′) and LS(gi) are collinear. Clearly S(g) and S(g′) are disjoint.
It follows from Lemma 1 that every edge (gi, gj) in Γ satisfy the compatibility conditions.
Furthermore LS(gi) and LS(gj) are collinear because they share a line segment. Hence,
when (gi, gj) is an edge in Γ and gi ∈ S(g) then gj ∈ S(g). Thus there can not be a path
from g to g′. This is a contradiction because γ is a connected component of Γ.
Next we are going to show that (2) holds. Let P1 + (P2 − P1) ∗ s be the parametric
equation of a line L where P1 = loc1(g∗) and P2 = loc2(g∗) for an arbitrary g∗ ∈ G. By
(1), LS(g) ⊂ L for all g ∈ γ. Furthermore for any point Q on L, there is a unique sq such
that Q = P1 + (P2 − P1) ∗ sq.
Let {p1, . . . , pk} = {loc1(gi), loc2(gi)}ni=1. Without loss of generality, assume that
for any pi, pj; i < j implies spi < spj .
Assume (2) is wrong, then there is a line segment [pi, pi+1] such that 1 ≤ i < k and
∀g ∈ γ LS(g) ∩ [pi, pi+1] = ∅. Then for every g ∈ γ either of the following holds:
(i) loc2(g) = pj for some j ≤ i
(ii) loc1(g) = pj for some j > i
Then there are 3 cases to examine:
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(Case 1) For every g, condition (i) holds. Then pi+1is not an end point for any go atom in γ
which is a contradiction.
(Case 2) For every g, condition (ii) holds. Then piis not a start point for any go atom in γ
which is a contradiction.
(Case 3) Let Sa be the set of atoms that satisfy condition (i) and Sb be the set of atoms that
satisfy (ii). Clearly Sa ∪ Sb contains all the atoms in γ and Sa ∩ Sb = ∅. For any
atom g ∈ Sa and g′ ∈ Sb; LS(g) ∩ LS(g′) = ∅ because all atoms in Sa is before
pi and all atoms in Sb is after pi+1. By definition of compatibility conditions and
concurrency graph any edge (g,g’) in Γ such that g ∈ Sa implies that g′ ∈ Sa as
well. Hence there can not be a path form any atom in Sa and to any atom in Sb
contradicting the assumption that γ is a connected component of Γ.

Lemma A-3 Let G be a go theory and Γ be a concurrency graph of G. Let γ be movement
of Γ. If I satisfies γ over T then
1. ∀t ∈ T , I(o, t) ∈ LS(γ)
2. ∀t, t′ ∈ T | t < t′ =⇒ dist(loc1(γ), I(o, t)) < dist(loc1(γ), I(o, t′))
3. ∀g, g′ ∈ γ such that g and g′ are compatible I satisfies them concurrently.
Proof
1. It follows from definition 9 that for every time point t ∈ T there is a go atom
g ∈ γ such that I|=T gg and t ∈ T g. Also by Definition 5, for every t ∈ T g,
I(o, t) ∈ LS(g). Thus ∀t ∈ T , I(o, t) ∈ LS(γ).
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2. It follows from definition 9 that for every time point t ∈ T there is a go atom g ∈ γ
such that I|=T gg and t ∈ T g. Also by Definition 5,
∀t, t′ ∈ T g | t < t′ =⇒ dist(loc1(g), I(o, t)) < dist(loc1(g), I(o, t′)). Since
all atoms are collinear and move in the same direction I(o, t) moves away from
loc1(γ) at evey time point in T .
3. Assume g and g′ are compatible and I does not satisfy them concurrently. Then I
has to satisfy them one after another, assume g before g′. By Lemma 1, LS(g) ∩
LS(g′) is a line segment. Hence after finishing g, i.e. arriving to loc2(g) , object
has to move in the reverse direction to reach loc1(g′). But this contradicts (2) which
says at all time points the object moves in one direction, i.e. away from the start
point of the movement. Thus all compatible atoms in γ are satisfied concurrently,
whether or not there is an edge in Γ.

Corollary A-1 Let G be a go theory and Γ be a concurrency graph of G. Let γ be
movement of Γ. If I satisfies γ over T then for every g ∈ γ there is a unique interval
T g ⊂ T such that I satisfies g over T g. [t1, t2] where t1, t2 ∈ T , I(o, t1) = loc1(g),
I(o, t2) = loc2(g).
Proof Since I satisfies γ over T by definition there is a time interval T g = [T1, T2] over
which I satisfies g. Again by definition I(o, T1) = loc1(g) and I(o, T2) = loc2(g). It
follows from lemma A-3 that I is a monotonic function during T so ∀t, t′ ∈ TI(o, t) =
I(o, t′) =⇒ t = t′ hence there can not be another time point t1 ∈ T such that T1 6= t1
and I(o, t1) = loc1(g) . Thus there can not be another interval over which g is satisfied.
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Lemma 2 Let G be a go theory and Γ be a concurrency graph of G. Let γ be movement
of Γ. Then (i) γ is coherent iff L(γ) has a solution (ii) Γ is coherent iff for all movement
γ of Γ, L(γ) is solvable.
Proof We are going to prove (i)-the first part of the lemma as (ii) trivially follows from
(i).
If part: First we will show that if there is a solution of L(γ) then there is a time
interval T and an interpretation I such that I satisfies γ over T .
Let g1 . . . gn be the atoms in γ. Let p1, p2 . . . pk be the check points of γ and T1 . . . Tk
be the variables associated with check points in L(γ). Let t1 . . . tk be reals such that when
every Ti is replaced with ti in L(γ), all constraints are satisfied. Given t1 . . . tk and L(γ)
we construct a LOM interpretation I as follows:
• ∀i, 1 ≤ i < k and ∀t ∈ [ti, ti+1] I(o, t) = pi + (t− ti) ∗ vi ∗~(γ)
• ∀t < t1, I(o, t) = p1
• ∀t > tk, I(o, t) = pk
where vi = dist(pi, pi+1)/(ti+1 − ti).
Basically o moves along the straight line from p1 to pk with piecewise constant
speed in between check points during the time interval [t1, tk]. Before and after the inter-
val it stays put at the origin and destination of γ.
Let TI1 . . . T In be time intervals such that TIi = [tj, th] and loc1(gi) = pj and
loc2(gi) = ph for some j < h. The existence of such intervals follow from the definitions
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of check points and L(γ). Next we are going to show that I |= g over [t1, tk]. By
definition 9, it is enough to show the following three items:
1 I satisfies gi ∈ γ over TIi = [tj, th] because
– t−1 (gi) ≤ tj ≤ t+1 (gi) by definition of L(γ) and tj is a solution for Tj .
– t−2 (gi) ≤ th ≤ t+2 (gi) for the same reason as above.
– By construction of I ∀t ∈ [tj, th] I(o, t) ∈ LS(gi) and o is moving in the
direction gi.
– By construction of I the speed of o is vj, . . . vh−1 during the intervals [tj, tj+1]
. . . [th−1, th] respectively. By the constraints in L(γ), v−(gi) ≤ vl ≤ v+(gi)
for all j ≤ l < h.
2 If gi and gj are movements of γ and (gi, gj) is an edge of Γ then TIi ∩ TIj 6= ∅.
Let TIi = [tx, ty] and TIj = [tw, tz]. We need to show that [tx, ty] ∩ [tw, tz] 6= ∅.
By definition of compatibility conditions L = LS(gi) ∩ LS(gj) is a line segment.
Furthermore L = [pa, pb] for some a < b such that x ≤ a ≤ b ≤ y and w ≤ a ≤
b ≤ z. Clearly [tx, ty] ∩ [tw, tz] = [ta, tb].
3 [t1, tk] = TI1,∪ · · · ∪ TIn.
By definition of TIi every TIi ⊆ [t1, tk] hence TI1,∪ · · · ∪ TIn ⊆ [t1, tk]. For
equality we need to show that for all [ti, ti + 1] there is a TIj such that [ti, ti + 1] ⊆
TIj . By Lemma A-2, for every [pi, pi+1] there is a gj ∈ γ such that [pi, pi+1] ⊆
LS(gj). Hence for every [ti, ti+1] there is a TIj such that [ti, ti+1] ⊆ TIj .
1,2 and 3 proves that I satisfies γ over [t1, tk].
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Only if part: We will show that if there is a time interval T and an interpretation I
such that I satisfies γ over T then there is a solution of L(γ). Let g1 . . . gn be the atoms
in γ.
Let p1 . . . pk be the check points of γ. As shown in Lemma A-3 I is a monotonic
function over T hence there are unique time points t1 < t2 · · · < tk such that ti ∈ T
and I(o, ti) = pi. We are going to show that if we replace each Ti in L(γ) with ti every
constraint in L(γ) is satisfied.
Assume there is a constraint C in L(γ) that is not satisfied then C is one of the 4
types of constraints:
(C1) t−1 (gj) ≤ Ti ≤ t+1 (gj) for some i, j such that loc1(gj) = pi;
This is not possible because as shown in Corollary A-1 I satisfies gj over a unique
interval [ti, tx] which by definition of satisfaction of a go atom t−1 (gj) ≤ ti ≤ t+1 (gj)
holds.
(C2) t−2 (gj) ≤ Ti ≤ t+2 (gj) for some i, j such that pi = loc2(gj);
This is not possible because as shown in Corollary A-1, I satisfies gj over a unique
interval [tx, ti] which by definition of satisfaction of a go atom t−2 (gj) ≤ ti ≤ t+2 (gj)
holds.
(C3) dist(pi, pi+1) ≤ (Ti+1 − Ti) × v+i , for some i = 1, . . . , k − 1; where v+i =
max{v+(g) | [pi, pi+1] is a subsegment of the line segment [loc1(g), loc2(g)]}.
So this constraint is equivalent to:
∀g ∈ γ|[pi, pi+1] ⊆ LS(g) dist(pi, pi+1) ≤ (Ti+1 − Ti)× v+i (g).
If C s violated then there is a g ∈ γ such that [pi, pi+1] ⊆ LS(g) and dist(pi, pi+1) >
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(ti+1 − ti)× v+i (g). It follows from Lemma A-3 and Corollary A-1 that I satisfies
g over a unique interval T such that [ti, ti+1] ⊆ T . By definition of satisfaction
over a time interval (Definition 5), for all t ∈ T , v−(g) ≤ dI
dt
≤ v+(g). Hence
between any two time points in T the average speed of the object is less than or
equal to v+(g). Thus there can not be any g that violates constraint dist(pi, pi+1) ≤
(Ti+1 − Ti)× v+(g) proving that C must hold.
C4 (Ti+1 − Ti)× v−i ≤ dist(pi, pi+1) for some i = 1, . . . , k − 1 where
v−i = max{v−(g) | [pi, pi+1] is a subsegment of the line segment LS(g).
This leads to a contradiction and the proof is similar to (C3).
Thus t1 . . . tk is a solution to L(γ). 
Theorem 2 A go theory G is consistent iff there is a plan π for G.
Proof The theorem has two parts.
If part: We are going to prove that if G is consistent then there is a plan π = 〈Γ,v〉 for
G.
We are going to show that for any interpretation I |= G there is a concurrency graph
ΓI of G and a total order vI compatible with ΓI such that C(G, ΓI ,vI) has a solution.
Let g1 . . . gk be the atoms in G and I be an interpretation such that I |= G. Then
by definition of satisfaction of a go theory there are time intervals TIg1 . . . T Igk such that
I |= gi over TIgi . Suppose for every g ∈ G TIg is of the form [TIg1TIg2].
• Let ΓI be a graph such that the nodes are the atoms in G and (g, g′) is an edge in
ΓI iff TIg ∩ TIg′ 6= ∅. Note that by definition of compatibility any g, g′ such that
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I satisfies concurrently are compatible. ΓI is a concurrency graph of G because
every edge is between two compatible atoms.
• Let γ1 . . . γn be the movements in ΓI . Let  be a partial order on movements of ΓI
such that γi  γj iff ∀g ∈ γi ∀g′ ∈ γj t+2 (g) ≤ t−1 (g′).
Let vI be a total order on movements of ΓI such that γi vI γj iff ∀g ∈ γi∀g ∈
γj TIg2 ≤ TIg′1.
By definition of satisfaction of a go atom for all g the following hold: TIg1 ≥ t−1 (g)
and TIg2 ≤ t+2 (g).
It follows γi  γj implies ∀g ∈ γi∀g′ ∈ γjTIg2 ≤ t+2 (g) ≤ t−1 (g′) ≤ TIg′1.
Hence γi  γj implies γi vI γj . Thus vI is a topological sort of . Then by
definition of compatible order vI is a total order compatible with ΓI .
Next step is to show that C(G, ΓI ,vI) has a solution. Fist we will prove the fol-
lowing propositions:
(i) Let γ be a movement of ΓI then Tγ =
⋃
g∈γ TIg is a single time interval.
Assume Tγ is not a single time interval. Then there are three time points t− <
t < t+ such that t− ∈ Tγ , t+ ∈ Tγ and t 6∈ Tγ .Then ∀g ∈ γ, t 6∈ TIg. Then
atoms can be partitioned into two sets; containing atoms whose TIg is before or
after t respectively. There can be no edge between atoms in different partitions.
Which means the two partitions are not connected. This is a contradiction because
by definition γ is a connected component of ΓI
(ii) I satisfies γ over the interval Tγ .
I satisfies every g ∈ γ over TIg. By definition of ΓI , I concurrently satisfies every
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g, g′ such that (g, g′) is an edge in ΓI . Finally by (i) Tγ =
⋃
g∈γ TIg.
Let γ be a movement of ΓI such that I satisfies γ over Tγ . Now suppose that
Checkpoints(γ) = [pγ1 , . . . , p
γ
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By corollary A-1 such tγi exists and unique. Then as shown in proof of Lemma 2, θγ is a
solution for γ.
Next we will show that θ =
⋃
γ∈ ΓI θγ is a solution for C(G, ΓI ,vI). Clearly for
any movement γ, θ is a solution to constraints in L(γ). So it is sufficient to show that θ
satisfies the following constraints:
• for every movement pair γ, γ′ of ΓI such that γ vI γ′ and loc2(γ) = loc1(γ′) ,
V ar(γ, P ) ≤ V ar(γ′, Q) where P = loc2(γ) and Q = loc1(γ′);
Assume this is violated for some pair of movements γ and γ′ such that γ vI γ′.
By definition of θ every variable in C(G, ΓI ,vI) related to a movement γ has
a domain Tγ . If for some check point P of γ and some check point Q of γ′,
θ(V ar(γ, P )) > θ(V ar(γ′, Q)) then γ 6vI γ′ which is a contradiction.
• for every movement pair γ, γ′ of ΓI such that γ vI γ′ and loc2(γ) 6= loc1(γ′) ,
V ar(γ, P ) < V ar(γ′, Q) where P = loc2(γ) and Q = loc1(γ′);
Assume this is violated for some pair of movements γ and γ′ such that γ vI γ′.
If for some check point P of γ and some check point Q of γ′, θ(V ar(γ, P )) >
θ(V ar(γ′, Q)) then γ 6vI γ′ which is a contradiction.
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It follows from Lemma A-3 and definition of θ, θ(V ar(γ, P )) = θ(V ar(γ′, Q)) = t
can only happen iff P = loc2(γ) and Q = loc1(γ′). In this case, by definition of an
interpretation I(o, t) = P and I(o, t) = Q hence P = Q which is a contradiction
for this type of constraint.
Only if part: If there is a plan π = 〈Γ,v〉 for G then G is consistent.
By definition of a plan C(G, Γ,v) has a solution. We are going to show that for any
solution of C(G, Γ,v) there is an interpretation I |= G.
Let γ be a movement in Γ and Checkpoints(γ) = pγ1 , . . . , p
γ
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γ
k
be the variables in L(γ) such that T γi = V ar(γ, P
γ
i ). Let θ be a solution for C(G, Γ,v).
Then we build an interpretation I as follows:
• I(o, t) = pγi + (t− t
γ
i ) ∗ v
γ
i ∗ ~v(γ), when t
γ
i ≤ t ≤ t
γ
i+1 and 1 ≤ i < k where
– γ is a movement in Γ
– k is the total number of points in Checkpoints(γ)
– pγi is the i
th point in Checkpoints(γ)
– tγi is the value of variable T
γ
i in θ









• I(o, t) is any point such that I is continuous, otherwise.
Next we will to show that I |= G. It suffices to show that for every movement γ ,
I |= γ over some interval. We are going to show this using the proof of Lemma 2. Let
θγ be a subset of θ that contain only the mappings for the variables in L(γ). Then I is
an interpretation that can be created in proof of Lemma 2 given the solution θγ . Then
163
it follows from the first part proof of Lemma 2 that there is a time interval T such that
I |= γ over T. 
Theorem 3 Algorithm Consistent(G) is correct, i.e., G is consistent iff there is a way to
make the nondeterministic choices in Step 2 and 4 such that the algorithm returns “yes.”
Proof First we will prove the statement “If there is a way to make the nondeterministic
choices such that the algorithm Consistent(G) returns “yes.” then G is consistent.”
In step 2 the algorithm nondeterministically creates a concurrency graph of G. In
step 4 it nondeterministically imposes a total ordering v on the movements of Γ. If v is
not compatible with Γ it returns false. The algorithm only returns true when the constraint
set C has a solution. By theorem 2 when C = C(G, Γ,v) has a solution, G is consistent.
Now we will prove the statement “If G is consistent then there is a way to make
the nondeterministic choices such that the algorithm Consistent(G) returns “yes.”.”
If G is consistent then there is a a plan 〈Γ,v〉 for G. The nondeterministic steps 2
and 4 create every possible concurrency graph and the total order on the movements of
the graph, hence one of the nondeterministic traces of the algorithm will build Γ and v.

Simple Go-theories
Lemma 3 A simple go theory G is consistent iff there exists a plan π = 〈Γ∗,v〉 for G
where Γ∗ is the maximal concurrency graph of G.
Proof If there exists a plan π = 〈Γ∗,v〉 for G then G is consistent follows from Theorem
2.
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By Theorem 2 we know that if G is consistent then there is a plan 〈Γ,v〉 for G.
Assume Γ = 〈V, E〉 and Γ∗ = 〈V, E∗〉 are different. Since the V = G for all concurrency
graphs of G there are two cases to consider:
• There is a pair of atoms g, g′ such that (g, g′) ∈ E and (g, g′) 6∈ E∗: This is a
contradiction because by definition of maximal graphs (Definition 18) Γ∗ contains
all possible edges.
• There is a pair of atoms g, g′ such that (g, g′) ∈ E∗ and (g, g′) 6∈ E: In this case we
need to investigate two cases again:
– If Γ and Γ∗ have the same movements then 〈Γ∗,v〉 is also plan for G. This is
because by definition 15, C(G, Γ,v) and C(G, Γ∗,v) contain the same con-
straints.
– If Γ and Γ∗ do not have the same movements then w.r.t. plan 〈Γ,v〉 either g or
g’ is satisfied before the other one. Thus by definition of necessary/maximal
graphs Γ∗ can not contain the edge (g, g′) which leads to a contradiction.

Theorem 4 Let G be a simple go theory, Γ∗ be the maximal concurrency graph of G and
v∗ be the ordering in Definition 20. G is consistent iff
• Γ∗ is coherent, and
• v∗ is a total order, and
• C(Γ∗,v∗) has a solution
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Proof Once again the proof has two parts. We will first show that if the three conditions
are satisfied G is consistent. For that we need to show the following:
• Γ∗ is a concurrency graph of G. This is true by definition of maximal graphs.
• v∗ is compatible with Γ∗. Remember that for compatibility v∗ has to be a topolog-
ical sort of the partial order  in Definition 14. Let γ and γ′ be two movements of
Γ∗. It is easy to see that whenever γ  γ′, γ v∗ γ′ is also true.
Hence if all the conditions are true, it follows from the definition of a plan that
〈Γ∗,v∗〉 is a plan for G. Finally by Theorem 2, G is consistent.
Next we are going to show that if G is consistent then the three conditions hold.
• By Lemma 3 if G is consistent then there is a plan 〈Γ∗,v〉 for G. If Γ∗ is incoherent
then C(G, Γ∗,v) has no solution which leads to a contradiction.
• Assume v∗ is not a total order. Then there are two movements γ, γ′ in Γ∗ such that
either of the following is true:
– γ v∗ γ′ and γ′ v∗ γ : If this is the case than by Definition 19, G can not be a
simple go theory.
– Neither γ v∗ γ′ nor γ′ v∗ γ: In this case none of the two movements can
finish before the other one starts. Hence there is no way to achieve both of
them in an order so G has to be inconsistent which contradicts our initial
assumption.
• From Lemma 3 we know that there is a plan 〈Γ∗,v〉 for G. Assume v is different
from v∗. Then there are movements γ, γ′ such that γ v γ′ and γ′ v∗ γ. Further-
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more since 〈Γ∗,v〉 is a plan, C(G, Γ∗,v) has a solution. Thus by Definition 15
the constraint {V ar(γ, P ) < V ar(γ′, Q) where P = loc2(γ) and Q = loc1(γ′)}
has a solution. This constraint ensures γ’s end time is before the start time of γ′.
Thus it is possible for γ to finish before γ′ and vice versa because γ′ v∗ γ. But this
contradicts with the definition of a simple theory, hence we need to conclude that
v=v∗. This demonstrates that C(G, Γ∗,v∗) has a solution.

Theorem 5 Suppose G is a consistent simple go theory. Then all plans for G are equal
to the plan π∗ = 〈Γ∗,v∗〉 where Γ∗ is the maximal concurrency graph of G and v∗ is the
total order given in definition 20.
Proof Let π = 〈Γ,v〉 be a plan for G such that π is not equivalent to π∗ then either of
the following holds:
• There is an I such that I is an instance of π and not an instance of π∗: This might
be caused by one of the following:
– π and π∗ have different movements. This leads to a contradiction as shown in
Lemma 3.
– π and π∗ have same movements but v and v∗ are different. This means that
there are movements γ, γ′ such that γ v γ′ and γ v∗ γ′. Thus it is possible
for γ to finish before γ′ and vice versa. But this contradicts with the definition
of a simple theory, hence the case can not be true.
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• There is an I such that I is an instance of π∗ and not an instance of π: This is also
not possible and the proof is similar to the previous case.

Temporal,Positional and Speed Certainty Intervals
Lemma 4 Let P be a point, G be a go theory, o be an object,π be a plan for Go. Let
γ be a movement in π such that P ∈ LS(γ) and CheckPoints(γ) = [p1 . . . pn]. Then
T−(Go, π, γ, P ) satisfies the following:
(A) If P = pi for some i then T−(Go, Γ,v, γ, P ) is the solution of the following linear
programming problem : minimize V ar(γ, P ) subject to C(Go, Γ,v)
(B) If the previous case does not apply and P is on line segment [pi, pi+1] for some i
then T−(Go, π, γ, P ) is the maximum of the following two items:
(i) T−(Go, π, γ, pi) + dist(P, pi)/v+(γ, pi, pi+1)
(ii) T−(Go, π, γ, pi+1)− dist(P, pi+1)/v−(γ, pi, pi+1)
Proof (A) follows from the definition of T−(Go, π, γ, P ) and the proof of Theorem 4.1.3
which shows that for every solution of C(Go, Γ,v) there is a model I satisfying Go and
for every I |= Go there is a solution for C(Go, Γ,v).
(B) If P is not a check point of γ then there is no variable in C(Go, Γ,v) that repre-
sents o’s arrival time to P . Then P is on the line segment [pi, pi+1] for some consecutive
check points of γ. First we will show that T−(Go, π, γ, P ) is greater than or equal to (i)
and (ii). It follows from satisfaction of a go atom and satisfaction of a movement that for
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all interpretation I that satisfy γ w.r.t. π over a time interval T , ∃ti, ti+1, tp ∈ T such that
ti < tP < ti+1 and I(o, ti) = pi, I(o, tP ) = P and I(o, ti+1) = pi+1. Furthermore as the
proof of the Lemma 2 establishes the speed of the object between pi and pi+1 is always
within v−(γ, pi, pi+1) and v+(γ, pi, pi+1). Hence the average speed of the object between




≤ v+(γ, pi, pi+1) and dist(pi+1,P )tP−ti+1 ≥ v
−(γ, pi, pi+1)




≤ tP and ti+1 − dist(pi+1,P )v−(γ,pi,pi+1) ≤ tP
By definition of earliest arrival time, the following also are true: T−(Go, π, γ, pi) ≤
ti and T−(Go, π, γ, pi+1) ≤ ti+1. Combining these with the inequalities above we get:
T−(Go, π, γ, pi) +
dist(pi,P )
v+(γ,pi,pi+1)
≤ tP and T−(Go, π, γ, pi+1)− dist(pi+1,P )v−(γ,pi,pi+1) ≤ tP
So in any I, tP is grater than or equal to (i) and (ii). Hence by definition of earliest
arrival time, T−(Go, π, γ, P ) is also grater than or equal to (i) and (ii).
Next we will show that there is an I for which tP is equal to maximum of (i)
and (ii) and I is an instance of π. For readability let’s assume T−(Go, π, γ, pi) =
Ti, T−(Go, π, γ, pi+1) = Ti+1, v−(γ, pi, pi+1) = v− and v+(γ, pi, pi+1) = v+ .
By definition of earliest arrival time we know that there are interpretations I1 and
I2 such that
• I1(o, Ti) = pi, I1(o, ti+1) = pi+1 and I1 satisfies γ w.r.t. π oven an interval includ-
ing Ti and ti+1.
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• I2(o, ti) = pi, I2(o, Ti+1) = pi+1 and I2 satisfies γ w.r.t. π oven an interval includ-
ing ti and Ti+1.
Using I1 and I2 we will define a LOMinterpretation I as follows:
I(o, t) =

I1(o, t) if t ≤ Ti
pi + v
+(t− Ti)~γ if Ti < t < Ti+1 ∧ t < t∗
pi+1 − v−(Ti+1 − t)~γ if Ti < t < Ti+1 ∧ t∗ ≤ t
I2(o, t) if t ≥ Ti+1
where t∗ ∈ R such that pi + v+(t∗ − Ti)~γ = pi+1 − v−(Ti+1 − t∗)~γ
The continuity of I is not trivial so we will demonstrate that I is continuous before
we continue with the rest of the proof. For this we need to show Ti ≤ t∗ ≤ Ti+1 which is
eliminates the only possible source of discontinuity in I.
1. ti ≥ Ti and ti+1 ≥ Ti+1 by definition of earliest arrival time
2. dist(pi,pi+1)
v+
≤ ti+1 − Ti ≤ dist(pi,pi+1)v− by definition of satisfaction of a movement
and interpretation I1
3. Ti+1 − Ti ≤ dist(pi,pi+1)v− by 1 and 2.
4. dist(pi,pi+1)
v+




≤ Ti+1 − Ti by 1 and 4.
6. t∗ = Ti×v
+−Ti+1×v−+dist(pi,pi+1)
v+−v− by definition of t
∗ and some simple algebra
7. t∗ ≥ Ti by 3 and 6
8. t∗ ≤ Ti+1 by 5 and 6
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Now that we have established the continuity of I, we need to show that I is an
instance of π. It is trivial to see that because of the way I is constructed, all movements
before and after γ are still satisfied. The only question is then to show that γ is still satis-
fied. The construction of I trivially satisfies the second and third conditions in Definition
9 (satisfaction of a movement). The first condition that states every go atom should be
satisfied needs to be worked on, because between Ti and Ti+1, I differs both from I1 and
I2. Specifically we need to show that for all atoms g ∈ γ such that [pi, pi+1] ⊂ LS(g)
the speed constraints are satisfied throughout [Ti,Ti+1]. By definition of max/min speed
allowed (Definition 13) for every such g: v−(g) ≤ v−(γ, pi, pi+1) ≤ v+(γ, pi, pi+1) ≤
v+(g). Hence by construction of I throughout [Ti,Ti+1] the speed of the object satisfies
the speed limits in every atom g ∈ γ such that [pi, pi+1] ⊂ LS(g).
Finally we need to demonstrate that for any point P on [pi, pi+1] if I(o, tp) = P
and Ti ≤ tp ≤ Ti+1 then tp = max(Ti + dist(P, pi)/v+, Ti+1 − dist(P, pi+1)/v−). Let
I(o, t∗) = p∗ then:
9. t∗ = Ti +
dist(pi,p∗)
v+
= Ti+1 − dist(pi+1p
∗)
v−
; by definition of I and t∗.
10. dist(pi, P ) ≤ dist(pi, p∗) implies Ti + dist(pi,P )v+ ≤ t




from 9 and the definition of I.
11. dist(pi, P ) ≤ dist(pi, p∗) implies Ti+1 − dist(pi+1,P )v− ≤ Ti +
dist(pi,P )
v+
When P = pi, (11) follows from (3). Since both Ti+1− dist(pi+1,P )v− and Ti +
dist(pi,P )
v+
are monotonically increasing linear functions which have the same value when P =
p∗ we can also conclude that (11) is true for any point on [pi, p∗].




It follows from a similar reasoning that leads to (11).
13. tp = max(Ti+1 − dist(pi+1,P )v− ≤ Ti +
dist(pi,P )
v+
) follows from (11)

Lemma 5 (T+(Go, π, γ, P )) Let P , G, o, π and γ be as defined in Lemma 4. Suppose
CheckPoints(γ) = [p1 . . . pn]. Then T+(Go, π, γ, P ) satisfies the following:
1. If P = pi for some i then T+(Go, π, γ, P ) is the solution of the following linear
programming problem : maximize V ar(γ, P ) subject to C(Go, Γ,v)
2. If the previous case does not apply and P is on line segment [pi, pi+1] for some i
then T+(Go, π, γ, P ) is the minimum of the following two items:
• T+(Go, π, γ, pi) + dist(P, pi)/v−(γ, pi, pi+1)
• T+(Go, π, γ, pi+1)− dist(P, pi+1)/v+(γ, pi, pi+1)
Proof The proof is very similar to the proof of Lemma 4 so it will be omitted. 
Lemma 6 Let G be a go theory, o be an object,π be a plan for Go. Let γ be a movement
in π such that TCI(Go, π, γ) is defined and t be any time point in TCI(Go, π, γ). Then
(1) P−(Go, π, γ, t) = P iff T+(Go, π, γ, P ) = t.
(2) P+(Go, π, γ, t) = P iff T−(Go, π, γ, P ) = t.
Proof We are going to prove (1) as the proof for (2) is very similar to proof of (1).
If P−(Go, π, γ, t) = P then in all instances of π at time t, o advanced to at least
to P . Then there is no instance of π such that o is at P after t. Then by definition of
T+(Go, π, γ, P ) we get T+(Go, π, γ, P ) ≤ t. By definition of P−(Go, π, γ, t) = P we
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know that there is at least one instance I of π such that I(o, t) = P and I satisfies γ
w.r.t. π in an interval including t. Hence T+(Go, π, γ, P ) can not be less than t. Thus
T+(Go, π, γ, P ) = t.
If T+(Go, π, γ, P ) = t then in all instances of π; o arrives P no later than t. Then
there is no instance I of π such that o is at P after t hence for any time point after t the
distance between I(o, t) and loc1(γ) is at least as much as the distance between P and
loc1(γ) . Then by definition of P−(Go, π, γ, t) we get P−(Go, π, γ, P ) ∈ [P, loc2(γ)].
By definition of T+(Go, π, γ, t) = P we know that there is at least one instance I of
π such that I(o, t) = P and I satisfies γ w.r.t. π in an interval including t. Hence
P−(Go, π, γ, P ) can not be further than P . Thus P−(Go, π, γ, t) = P . 
Corollary A-2 Let G be a go theory, o be an object,π be a plan for Go. Let γ be a
movement in π such that TCI(Go, π, γ) is defined. Then
(i) If I satisfies is γ w.r.t π over [t1, t2] then TCI(Go, π, γ) ⊂ [t1, t2]
(ii) If I is an instance of π then ∀t ∈ TCI(Go, π, γ) I(o, t) ∈ LS(γ).
Proof Let P = loc1(γ) and Q = loc2(γ).
(i) By definition TCI(Go, π, γ) = [T+(Go, π, γ, P ), T−(Go, π, γ, Q)]. If
– T+(Go, π, γ, P ) < t1 then T+(Go, π, γ, P ) is not the latest time to be at P
which contradicts the definition of T+(Go, π, γ, P ).
– T−(Go, π, γ, Q) > t2 then T−(Go, π, γ, Q) is not the earliest time to be at Q
which contradicts the definition of T−(Go, π, γ, Q).
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(ii) It follows trivially from (i) and Definition 5 (satisfaction of a go atom over an inter-
val)

Lemma 7 Let G be a go theory, o be an object, π be a plan for Go. Let γ be a movement
in π such that TCI(Go, π, γ) is defined and t be any time point in TCI(Go, π, γ). If I is
an instance of π, then I(o, t) is on the line segment PCR(Go, π, γ, t).
Proof Let I(o, t) = Q, it follows from corollary A-2 that Q ∈ LS(γ).
Let P− = P−(Go, π, γ, t) and P+ = P+(Go, π, γ, t).
Then by definition of P−(Go, π, γ, t), dist(loc1(γ), P−) ≤ dist(loc1(γ), Q).
Similarly by definition of P+(Go, π, γ, t), dist(loc1(γ), P+) ≥ dist(loc1(γ), Q).
Since P−, P+ and Q are all on LS(γ) we get Q ∈ [P−, P+]. Thus I(o, t) is on the line
segment PCR(Go, π, γ, t). 
Lemma 8 Let π be a plan for a go-theory G. Let γ be a movement of π such that
CheckPoints(γ) = [p1, . . . , pn]. Then for any i:1 ≤ i < n, V +(Go, π, γ, pi, pi+1) is
equal to the following:
1. V +(Go, π, γ, pi, pi+1)=v−(γ, pi, pi+1) when
(i) T−(Go, π, γ, pi) = T+(Go, π, γ, pi) and
(ii) T−(Go, π, γ, pi+1) = T+(Go, π, γ, pi+1) and
(iii) v−(γ, pi, pi+1) =
dist(pi,pi+1)
T+(Go,π,γ,pi+1)−T+(Go,π,γ,pi)
2. V +(Go, π, γ, pi, pi+1)=v+(γ, pi, pi+1) otherwise
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Suppose [P, Q] is a line segment such that [P, Q] ⊆ LS(γ). Then,
V +(Go, π, γ, P, Q) = max{V +(Go, π, γ, pi, pi+1) | [P, Q] ∩ [pi, pi+1] is line segment }
Proof The last part of the lemma is trivial for any subsegment [P, Q] of LS(γ), by
definition of maximum speed (Defintion 26), V +(Go, π, γ, P, Q) has to be the maximum
of the maximum speed on any subsegment of [P, Q]. As shown in Lemma 2 between
every consecutive check points the object is subject to different speed constraints that are
independent form the other check points. Thus V +(Go, π, γ, P, Q) has to be equal to the
maximum of V +(Go, π, γ, pi, pi+1) for any [pi, pi+1] that shares a common segment with
[P, Q].
Now we are going to show that for any consecutive check points pi and pi+1, the
maximum speed on [pi, pi+1], V +(Go, π, γ, pi, pi+1), is equal to (1) or (2) depending on
the conditions (i), (ii) and (iii). For readability let’s assume T−(Go, π, γ, pi) = T−i ,
T−(Go, π, γ, pi+1) = T
−
i+1, T
+(Go, π, γ, pi) = T
+
i and T
+(Go, π, γ, pi+1) = T
+
i+1,
Assume the conditions (i), (ii) and (iii) are all true then
(iv) By (i), in all models the object arrives at pi at T−i
(v) By (ii), in all models the object arrives at pi+1 at T−i+1
(vi) By (iii),(iv) and (v), in all models the average speed of the object, between T−i and
T−i+1 is equal to v
−(γ, pi, pi+1).
(vii) It follows from Lemma 2 that in any model the speed of the object can not be less
than v−(γ, pi, pi+1) at any time point in [T−i , T
−
i+1]. Thus if at any time point the
speed of the object is more than v−(γ, pi, pi+1) then the average speed between
T−i and T
−
i+1 has to be more than v
−(γ, pi, pi+1) which contradicts (vi). Hence the
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maximum speed on the segment [pi, pi+1] has to be v−(γ, pi, pi+1).
This proves that if conditions (i), (ii) and (iii) are all true then V +(Go, π, γ, pi, pi+1),
is equal to (1). Next we are going to show that if any of (i), (ii) and (iii) is not true than
there is an instance of π such that V +(Go, π, γ, pi, pi+1), is equal to (2). There are three
cases to consider:
(a) When (i) is false, T−i < T
+
i .
As proven in Lemma 4 there is an instance of π, I, such that I(o, T−i ) = pi and
I(o, T−i+1) = pi+1. Similarly there is an instance of π, I ′, such that I ′(o, T+i ) = pi
and I ′(o, T+i+1) = pi+1. Assume for I the average speed of o during [T−i , T−i+1]
is more than v−(γ, pi, pi+1). Then it is possible for I to have a constant speed of
v+(γ, pi, pi+1) for some time and then switch to constant speed of v−(γ, pi, pi+1)
for the rest of the time in a way to achieve the desired average speed. Hence there
can be a model in which o’s speed is as fast as v+(γ, pi, pi+1). We can reach the
same conclusion for I ′ if the average speed of o in I ′ during [T−i , T−i+1] is more than
v−(γ, pi, pi+1).









. It is clear that v < v−(γ, pi, pi+1).
Once again there are two cases to consider:
– Case 1: v+(γ, pi, pi+1) ≤ v. Then we can use the same method above to
construct an instance of π, I ′′ such that I ′′(o, T+i ) = pi and I ′′(o, T−i+1) =
pi+1. Hence (2) is satisfied.




v+(γ, pi, pi+1) ≤ dist(pi,pi+1)T−i+1−t . Once again we can use the same method above
to construct an instance of π, I∗ such that I∗(o, t) = pi and I∗(o, T−i+1) =
pi+1. Hence (2) is satisfied.
(b) When (ii) is false, T−i+1 < T
+
i+1. We can show that V
+(Go, π, γ, pi, pi+1), is equal
to (2) using the same arguments in [a].
(c) When (iii) is false We can show that V +(Go, π, γ, pi, pi+1), is equal to (2) using the
first paragraph in proof of (a).

Lemma 9 Let π be a plan for a go-theory G. Let γ be a movement of π such that
CheckPoints(γ) = [p1, . . . , pn]. Then for any i:1 ≤ i < n, V −(Go, π, γ, pi, pi+1) is
equal to the following:
1. V −(Go, π, γ, pi, pi+1)=v+(γ, pi, pi+1) when
(i) T−(Go, π, γ, pi) = T+(Go, π, γ, pi) and
(ii) T−(Go, π, γ, pi+1) = T+(Go, π, γ, pi+1) and
(iii) v+(γ, pi, pi+1) =
dist(pi,pi+1)
T+(Go,π,γ,pi+1)−T+(Go,π,γ,pi)
2. V −(Go, π, γ, pi, pi+1)=v−(γ, pi, pi+1) otherwise
Suppose [P, Q] is a line segment such that [P, Q] ⊆ LS(γ). Then,
V −(Go, π, γ, P, Q) = min{V −(Go, π, γ, pi, pi+1) | [P, Q] ∩ [pi, pi+1] is line segment }
Proof The proof is very similar to the proof of Lemma 8 so it will be omitted. 
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−, v+) be a go-atom and
G be a go-theory. Suppose π is a plan for Go. All instances of π satisfy g iff all the
following conditions hold:
1. There is a movement γ in π that is relevant to g
2. t−1 ≤ T−(Go, π, γ, P1) ≤ T+(Go, π, γ, P1) ≤ t+1
3. t−2 ≤ T−(Go, π, γ, P2) ≤ T+(Go, π, γ, P2) ≤ t+2
4. v− ≤ V −(γ, P1, P2) ≤ V +(γ, P1, P2) ≤ v+.
Proof The lemma has two parts.
If part: If all the instances of π satisfy g then the conditions hold.
Since in all instances of π the only time the object is forced to move on a line segment
with a specific direction is during the satisfaction of a movement, the existence of at least
one movement related to g is obvious.
If there is only one related movement than conditions 2,3 and 4 follow from def-
initions: satisfaction of a go atom, earliest/latest arrival time and min/max speed. For
example assume condition (2) does not hold. Then there is an instance of π, say I that
travels on [P1, P2] during [t1, t2] such that t1 is before t−1 or after t
+
1 so I does not satisfy
g over [t1, t2]. Since γ is the only movement related to g then in I can avoid satisfying
g in another time interval as well. Thus it will not satisfy g, contradicting the initial as-
sumption. Similar reasoning can be used to prove conditions (3) and (4) must hold as
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well.
If there is more than one related movement then we need to show at least for one
of them the conditions 2 to 4 must hold. We are going to illustrate this using two related
movements γ and γ′ such that γ is ordered before γ′ in π. Assume for both movements
either condition 2 or 3 does not hold. We have the following cases:
a) Condition 2 does not hold for both movements. Then the subcases are:
– t−1 > T
−(Go, π, γ, P1) and t−1 > T
−(Go, π, γ′, P1). Then there is an instance
I of π such that while satisfying γ′, o travels on [P1, P2] during [t1, t2] where
t1 = T
−(Go, π, γ′, P1) and t1 is before t−1 . Hence I does not satisfy g over
[t1, t2]. I can avoid satisfying g in another time interval after t2 because there
is no other movement after γ′ that is related to g. Furthermore it can not satisfy
g before t1 since t1 is already before t−1 .
– t−1 > T
−(Go, π, γ, P1) and t+1 > T
+(Go, π, γ′, P1). Then there is an in-
stance I1 of π such that while satisfying γ, o travels on [P1, P2] during T1 =
[T−(Go, π, γ, P1), t2]. Hence I1 does not satisfy g over T1. There is also an
instance I2 of π such that while satisfying γ′, o travels on [P1, P2] during
T2 = [T
+(Go, π, γ′, P1), t
′
2]. Hence I2 does not satisfy g over T2. Then there
is another instance of π, say I that while satisfying γ, o travels on [P1, P2] dur-
ing T1 and while satisfying γ′, o travels on [P1, P2] during T2. This is possible
because first one requires earliest start of γ and second one requires latest start
of γ′ and these two requirements cannot contradict each other. Clearly I does
not satisfy g during γ or γ′ thus it can avoid satisfying g in other times.
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– t+1 > T
+(Go, π, γ, P1). Then there is an instance I of π such that while sat-
isfying γ, o travels on [P1, P2] during [t1, t2] where t1 = T+(Go, π, γ, P1) and
t1 is after t+1 . Hence I does not satisfy g over [t1, t2]. I can avoid satisfying g
in another time interval after t2 because there is no other movement before γ
that is related to g. Furthermore it can not satisfy g after t2 since t1 is already
after t+1 .
b) Condition 2 does not hold for γ and condition 3 does not hold for γ′
– t−1 > T
−(Go, π, γ, P1) and t−2 > T
−(Go, π, γ′, P2). Then there is an in-
stance I1 of π such that while satisfying γ, o travels on [P1, P2] during T1 =
[T−(Go, π, γ, P1), t2]. Hence I1 does not satisfy g over T1. There is also an
instance I2 of π such that while satisfying γ′, o travels on [P1, P2] during
T2 = [t1, T
−(Go, π, γ′, P2)]. Hence I2 does not satisfy g over T2. Then there
is another instance of π, say I that while satisfying γ, o travels on [P1, P2] dur-
ing T1 and while satisfying γ′, o travels on [P1, P2] during T2. This is possible
because first one requires earliest start of γ (consequently allows earliest end
time of γ) and second one requires earliest termination of γ′ (possible when γ
ends earliest allowing the earliest start of γ′) and these two requirements can
be combined without contradicting each other. Clearly I does not satisfy g
during γ or γ′ thus it can avoid satisfying g in other times.
– t−1 > T
−(Go, π, γ, P1) and t+2 > T
+(Go, π, γ′, P2). Using similar reasoning
we can show the existence of an instance of π, say I that while satisfying γ,
o travels on [P1, P2] during T1 = [T−(Go, π, γ, P1), t2] and while satisfying
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γ′, o travels on [P1, P2] during T2 = [t1, T+(Go, π, γ′, P2)]. This is possi-
ble because first one requires earliest start of γ and second one requires latest
termination of γ′ and these two requirements can be combined without con-
tradicting each other. Clearly I does not satisfy g during γ or γ′ thus it can
avoid satisfying g in other times.
– t+1 > T
+(Go, π, γ, P1). Same as explained in case (a3)
c) Condition 3 does not hold for γ and condition 2 does not hold for γ′
– t−2 > T
−(Go, π, γ, P2) and t−1 > T
−(Go, π, γ′, P1). Same as in case (a1).
– t−2 > T
−(Go, π, γ, P2) and t+1 > T
+(Go, π, γ′, P1). Using similar reasoning
we can show the existence of an instance of π, say I that while satisfying γ,
o travels on [P1, P2] during T1 = [t1, T−(Go, π, γ, P2)] and while satisfying
γ′, o travels on [P1, P2] during T2 = [T+(Go, π, γ′, P1), t2]. This is possible
because first one requires termination start of γ and second one requires latest
start of γ′ and these two requirements can be combined without contradict-
ing each other. Clearly I does not satisfy g during γ or γ′ thus it can avoid
satisfying g in other times.
– t+2 > T
+(Go, π, γ, P2). Same as explained in case (a3)
d) Condition 3 does not hold for both movements This case is symmetric to case (a).
Only if part: If all the conditions hold then all the instances of π satisfy g. This
part is easy.
i By condition (1) we know that γ is related to g thus in all instances of π there is a
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time interval such that γ is satisfied hence there a time interval [t1, t2] such that o
moves on the line segment [P1, P2] from P1 to P2.
ii By definition of earliest/latest arrival times and (i) we have T−(Go, π, γ, P1) ≤ t1 ≤
T+(Go, π, γ, P1).
iii By condition (2) and (ii) we have t−1 ≤ t1 ≤ t+1 .
iv Similarly by condition (3) and definition of earliest/latest arrival times we have
t−2 ≤ t2 ≤ t+2 .
v By definition of max/min speed and (i) for any instance I of π we have
V −(γ, P1, P2) ≤ d(I(o, t))/d(t) ≤ V +(γ, P1, P2) when t ∈ [t1, t2].
vi By condition 4 and (v) for any instance I of π we have v− ≤ d(I(o, t))/d(t) ≤ v+
when t ∈ [t1, t2].
vii By (i),(iii), (iv) and (vi) and definition of satisfaction of a go atom, every instance
of π satisfies g.








v−, v+) is a ground go atom. Then: g is a logical consequence of G iff for every plan
π for Go CheckGo(G, Γ,v, g) returns “true”.
Proof It is easy to see that Algorithm CheckGo(G, π, g) returns true only when the
conditions in Lemma 10 are all true.
If part: If G |= g then for every plan π for Go CheckGo(G, π, g) returns “true”.
Assume there is a plan π for Go such that algorithm returns false. Then by Lemma 10
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there is an interpretation I that is an instance of π and I 6|= g. By definition of instance
(Definition 21), I |= G. But this contradicts G |= g.
Only if part: If for every plan π for Go CheckGo(G, π, g) returns “true” then
G |= g. Assume G 6|= g. Then there is a model of G, I∗ such that I∗ 6|= g. As shown
in Theorem 2, for every model I ′ of G there is a plan π′ such that I ′ is an instance of π′.
Assume I∗ is an instance of π∗. Then by Lemma 10, CheckGo(G, π∗, g) returns false
but this contradicts the initial assumption of for every plan π for Go CheckGo(G, π, g)
returns “true”. Hence I∗ can not exist. 
Ground Atomic in Queries







−, v+) is a go-atom, G = {g} is a
go-theory and a = in(o,Q1, Q2, t1, t2) is a ground in()-atom. a is a logical consequence
of G iff the following conditions hold:
a) V ol(a) intersects the line segment LS(g)
b) o’s latest arrival time at point P ′1, T
+(g, P ′1) ≤ t2
c) o’s earliest arrival time at point P ′2, T
−(g, P ′2) ≥ t1
Where P ′1 and P
′




2] is the longest sub-segment
of LS(g) inside V ol(a) and dist(loc1(g), P ′1) ≤ dist(loc1(g), P ′2).
Proof If a is a logical consequence of G then there conditions (a),(b) and (c) hold.
• Assume V ol(a) does not intersect LS(g). Then one can create an interpretation I
such that I |= g and ∀t ∈ [t1, t2] I(o, t) = P ∧ P 6∈ V ol(q). This is possible
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because only constraint on I is to place the object on LS(g) (which is outside of
V ol(a)) in the time interval [t−1 (g), t
+
2 (g)]. Thus if V ol(a) does not intersect LS(g)
then ∃I |= g such that I 6|= q. This is a contradiction.
• If there is a model I of g such that arrives P ′1 later than t2, then it will be inside
V ol(a) after t2 in which case a will be false. This will contradict the assumption
that a is a logical consequence of g. Hence T+(g, P ′1) ≤ t2
• Similarly if a model of g lets the object arrive P ′2 before t1 than the object passed
through V ol(a) before t1 and the same model can place the object outside of V ol(a)
until t2. This will contradict the assumption that a is a logical consequence of g.
Thus T−(g, P ′2) ≥ t1
If the conditions (a),(b) and (c) hold then a is a logical consequence of G. Assume a is
not a logical consequence of G, then this implies
(i) ∃I |= g such that ∀t ∈ [t1, t2] I(o, t) = P 6∈ V ol(a).
Then by definition of I |= g and condition (a) we get,
(ii) ∃T1, T2 such that T1 < T2 ∧ I(o, T1) = P ′1 ∧ I(o, T2) = P ′2.
(iii) ∀ t, T1 ≤ t ≤ T2, I(o, t) ∈ V ol(a).
Combining (i) and (iii) we get
(iv) T1 < T2 < t1 ∨ t2 < T1 < T2.
By definition of earliest/latest arrivals and (iv) we get
(v) T−(g, P ′2) ≤ T2 < t1 ∨ t2 < T1 ≤ T+(g, P ′1).
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(v) contradicts (b) and (c) hence interpretation I can not exist. 
Corollary A-3 Suppose a = in(o,Q1, Q2, t1, t2) is a ground in()-atom and G is a go-
theory, π is a plan for Go. If G |= a then there is a movement γ in π that is related to
a.
Proof Let γ1 v γ2 . . . γn be the movements of π and I be an instance of π. Then by
definition of an instance there exists time intervals [t11t12], [t21t22] . . . [tn1tn2] such that I
satisfies γi over [ti1ti2] and ti2 ≤ tj1 whenever γi v γj . Furthermore let for all t such
that t ∈ [t1, t2] and 6 ∃ i | t ∈ [ti1ti2], I(o, t) = P | P 6∈ V ol(a). This assumption is
valid since I(o, t) can be any point when not satisfying a go atom. Assume there is no
movement γ of π such that γ is related to a then it follows from movement satisfaction
definition that
(i) ∀ γi | [t1, t2] ∩ [ti1ti2] 6= ∅ =⇒ extent(γi) ∩ [t1, t2] 6= ∅
Using (i) and definition of a related movement and we get:
(ii) ∀ γi | [t1, t2] ∩ [ti1ti2] 6= ∅ =⇒ LS(γi) ∩ V ol(a) = ∅
Combining (ii) and I we get
(iii) ∀ i, t ∈ [t1, t2] ∩ [ti1ti2], I(o, t) 6∈ V ol(a)
Finally from (iii) and I it folows:
(iv) ∀t ∈ [t1, t2], I(o, t) 6∈ V ol(a)
But (iv) entails that I 6|= a which contradicts that G |= a and I |= G. Thus there
has to be a movement in π that is related to a. 
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Lemma 12 Suppose a = in(o,Q1, Q2, t1, t2) is a ground in()-atom and G is a go-theory,
π is a plan for Go. All instances of π satisfy a iff there is a movement γ in π such that all
the following conditions hold:
(i) γ is related to a
(ii) T+(Go, π, γ, P1) ≤ t2
(iii) T−(Go, π, γ, P2) ≥ t1
Where P1 and P2 are points on LS(γ) such that L = [P1, P2] is the longest sub-segment
of LS(γ) inside V ol(a) and dist(loc1(γ), P1) ≤ dist(loc1(γ), P2).
Proof The lemma has two parts.
If part: If all the instances of π satisfy a then the conditions hold.
It follows from Corollary A-3 that (i) holds. So there is at least one movement in π
that is related to a. Assume for all related movements, (ii) or (iii) do not hold. Let S1 and
S2 be two sets of movements such that:
S1 = {γ | γ is a movement in π and is related to a and does not satisfy (ii) } and
S2 = {γ | γ is a movement in π and is related to a and does not satisfy (iii) }.
Let γ1 v γ2 . . . γn be the ordered elements of S1 ∪ S2 which are the all the move-
ments in π that are related to a. We are going to examine three cases:
• If γ1 ∈ S1 then by definition of maximum arrival time there is an instance of π
such that I(o, t) = P1 and I|=T γ1 and t ∈ T and t > t2. Since none of the
movements in π that are before γ1 are not related to a and the portion of LS(γ1)
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that is inside V ol(a) is going to be visited after t2, in the instance I, it is possible
for the object to stay out of V ol(a) throughout the time interval [t1, t2]. Then I 6|= a
which contradicts the initial assumption that all instances of π satisfy a.
• If γn ∈ S2 then by definition of minimum arrival time there is an instance of π
such that I(o, t) = P2 and I|=T γn and t ∈ T and t < t1. Since none of the
movements in π that are after γn are not related to a and the portion of LS(γn) that
is inside V ol(a) has to be visited before t1, in the instance I, it is possible for the
object to stay out of V ol(a) throughout the time interval [t1, t2]. Then I 6|= a which
contradicts the initial assumption that all instances of π satisfy a.
• Let γi be the first movement in S1 such that i > 1. Then γi−1 ∈ S2. By definition of
maximum arrival time there is an instance of π such that I1(o, t) = P i1 and I1|=T γi
and t ∈ T and t > t2. Similarly by definition of minimum arrival time there is an
instance of π such that I2(o, t′) = P i−12 and I2|=T
′
γi−1 and t′ ∈ T ′ and t′ < t1.
Note that t′ < t1 ≤ t2 < t. It is easy to see that using I1 and I2 we can construct
another instance of π, I3 such that in I3, the object stays out of V ol(a) throughout
the time interval [t1, t2]. Then I3 6|= a which contradicts the initial assumption that
all instances of π satisfy a.
This proves the if-part of the lemma.
Only-if part: If all the conditions hold then all the instances of π satisfy a.
1. By condition (i) the a path of the movement γ and the query volume has a nonempty
intersection, which is a line segment from P1 to P2, i.e. [P1, P2] = LS(γ)∩V ol(a)
2. By definition of an instance: for every instance I of π there is a time interval T over
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which I satisfies γ. Then there are time points T1 and T2 such that I(o, T1) = P1
and I(o, T1) = P2 and [T1, T2] ∈ T . It follows from satisfaction of a movement
that ∀t ∈ [T1, T2], I(o, t) ∈ [P1, P2].
3. By definition of earliest/latest arrival times and (2);
T1 ≤ T+(Go, π, γ, P1) and T2 ≥ T−(Go, π, γ, P2)
4. By (3) and conditions (ii) and (iii) we have:
T1 ≤ T+(Go, π, γ, P1) ≤ t2 and T2 ≥ T−(Go, π, γ, P2) ≥ t1.
It is trivial to see that neither [t1, t2] nor [T1, T2] can terminate before the other
one starts. Thus the intervals [t1, t2], [T1, T2] have a non empty intersection for any
instance of π. Furthermore by (2), during [T1, T2] the object is always in the query
volume. Hence all instances of π satisfy a.

Theorem 8 Suppose G is a consistent go-theory and a = in(o, P1, P2, t1, t2) is a ground
atom. Then: a is a logical consequence of G iff for every plan π for Go algorithm
CheckIn(G, o, π, a) returns “true”.
Proof It is easy to see that Algorithm CheckIn(G, π, a) returns true only when the
conditions in Lemma 12 are all true.
If part: If G |= a then for every plan π for Go CheckIn(G, π, a) returns “true”.
Assume there is a plan π for Go such that algorithm returns false. Then by Lemma 12
there is an interpretation I that is an instance of π and I 6|= a. By definition of instance
(Definition 21), I |= G. But this contradicts G |= a.
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Only if part: If for every plan π for Go CheckIn(G, π, a) returns “true” then G |=
a. Assume G 6|= a. Then there is a model of G, I∗ such that I∗ 6|= a. As shown in
Theorem 2, for every model I ′ of G there is a plan π′ such that I ′ is an instance of π′.
Assume I∗ is an instance of π∗. Then by Lemma 12, CheckIn(G, π∗, a) returns false but
this contradicts the initial assumption of for every plan π for Go CheckIn(G, π, a) returns
“true”. Hence I∗ can not exist. 
Ground atomic near queries
Lemma 13 Let G = {g1, g2} be a go theory such that obj(g1) = o1 and obj(g2) = o2.
G |= near(o1, o2, d, t, t) iff:
1. TCI(g1) and TCI(g2) are defined and
2. t ∈ TCI(g1) and t ∈ TCI(g2) and
3. dist(P−(g1, t), P−(g2, t)) ≤ d and
4. dist(P−(g1, t), P+(g2, t)) ≤ d and
5. dist(P+(g1, t), P−(g2, t)) ≤ d and
6. dist(P+(g1, t), P+(g2, t)) ≤ d.
Proof Only if part: Show that when these conditions hold G |= near(o1, o2, d, t, t). If
t ∈ TCI(g1) then by Lemma 7, for every model I of G, I(o1, t) is on the line segment
PCR(g1, t). Similarly if t ∈ TCI(g2) then for every model I of G, I(o2, t) is on the
line segment PCR(g2, t). By definition of positional certainty interval; PCR(g1, t) =
[P−(g1, t), P
+(g1, t)] and PCR(g2, t) = [P−(g2, t), P+(g2, t)]. The maximum distance
between two line segments is achieved at one of the end points of each line segments.
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Since conditions (3) to (6) are true; the maximum distance between PCR(g1, t) and
PCR(g2, t) is less than d. Hence in any model I of G the distance between I(o1, t) and
I(o2, t) is less than or equal to d. Thus every model of G also satisfies near(o1, o2, d, t, t)
If part: Show that if G |= near(o1, o2, d, t, t) then all the conditions are satisfied.
(i) Assume TCI(g1) is not defined. Then by Definition 24, we have:
T+(g1, loc1(g1)) ≥ T−(g1, loc2(g1)). By definition of earliest and latest arrival
times there is an interpretation I1 that satisfy g1 over [T+(g1, loc1(g1)), t2], for some
t2. Similarly there is an interpretation I2 that satisfy g1 over [t1, T−(g1, loc2(g1))],
for some t1. If t < T+(g1, loc1(g1)) then I1(o1, t) can be any point that is more
than d distant to I1(o2, t). If t > T−(g1, loc2(g1)) then I2(o1, t) can be any point
that is more than d distant to I2(o2, t).Thus either I1 6|= near(o1, o2, d, t, t) or I2 6|=
near(o1, o2, d, t, t), which contradicts the assumption that G |= near(o1, o2, d, t, t).
As a result of similar reasoning TCI(g2) should be defined and (1) has to hold.
(ii) Assuming (2) is not true leads to a contradiction using the similar arguments in (i).
(iii) Assume (3) is not true. By definition of minimal advancement point there is a
model of G, say I such that I(o1, t) = P−(g1, t) and I(o2, t) = P−(g2, t). Then
the distance between o1 and o2 is more than d hence I 6|= near(o1, o2, d, t, t), which
contradicts the assumption that G |= near(o1, o2, d, t, t).
We can use the same arguments to show that (4), (5) and (6) are also true.

Lemma 14 Let G = {g1, g2} be a go theory such that obj(g1) = o1 and obj(g2) = o2.
G |= near(o1, o2, d, t1, t2) iff:
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1. TCI(g1) and TCI(g2) are defined and
2. [t1, t2] ∈ TCI(g1) and [t1, t2] ∈ TCI(g2) and
3. ∀t ∈ [t1, t2] dist(P−(g1, t), P−(g2, t)) ≤ d and
4. ∀t ∈ [t1, t2] dist(P−(g1, t), P+(g2, t)) ≤ d and
5. ∀t ∈ [t1, t2] dist(P+(g1, t), P−(g2, t)) ≤ d and
6. ∀t ∈ [t1, t2] dist(P+(g1, t), P+(g2, t)) ≤ d.
Proof It follows from Lemma 13 and Definition 5 (satisfaction of a near atom) that
G |= near(o1, o2, d, t1, t2) if and only if for every time point t in [t1, t2] Lemma 13 holds.
If we aggregate the conditions in Lemma 13, we get exactly the conditions in Lemma 14.








−, v+) be a normalized go atom such




−(t− t+1 )~g if t < t∗
P2 + v




+(t− t−1 )~g if t < T ∗
P2 + v
−(t− t−2 )~g if T ∗ ≤ t
where t∗ ∈ R such that P1 + v−(t∗ − t+1 )~g = P2 + v+(t∗ − t+2 )~g and T ∗ ∈ R such that
P1 + v
+(T ∗ − t−1 )~g = P2 + v−(T ∗ − t−2 )~g.
Proof The proof is very similar to proof of Lemma 4. Because g is normalized we know
that there are two models of g, I1 and I2 that satisfy g over time intervals [t−1 , t] and [t′, t−2 ]
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respectively. As shown in proof of Lemma 4 there is an interpretation I that satisfies g
over [t−1 , t
−
2 ]. Using I1 and I2 we can define a I as follows:
I(o, t) =

I1(o, t) if t ≤ t−1
P1 + v
+(t− t−1 )~g if t−1 < t < t−2 ∧ t < t∗
P2 − v−(t−2 − t)~g if t−1 < t < t−1 ∧ t∗ ≤ t
I2(o, t) if t ≥ t−2
where t∗ ∈ R such that P1 + v+(t∗ − t−1 )~g = P2 − v−(t−2 − t∗)~γ.
As shown in Lemma 4, I |= g and for every P ∈ [P1, P2], I(o, T−(g, P )) =
P . It follows from Lemma 6, that T−(g, P ) and P+(g, t) are inverse functions hence
P+(g, t) = I(o, t). Using Lemma 5 and Lemma 6, we can prove that P−(g, t) is the
piecewise linear function given in the lemma. 
Lemma 16 Let G be a go-theory, o be an object, and π = 〈Γ,v〉 be a plan for Go.
Suppose γ1 v γ2 . . . v γn are the movements in π with TCI(Go, π, γk) = [T−k , T
+
k ].
TCI(Go, π, γi) ∪ TCI(Go, π, γi+1) . . . ∪ TCI(Go, π, γj) is a single time interval iff for
every 1 ≤ i ≤ k < j ≤ n the following are true
(i) T+k = T
−
k+1
(ii) loc2(γk) = loc1(γk+1)
Proof The lemma has two parts.
Only if part: If (i) and (ii) hold then TCI(Go, π, γi) ∪ TCI(Go, π, γi+1) . . .
∪ TCI(Go, π, γj) is a single time interval. This result follows trivially from (i)
If part: If TCI(Go, π, γi)∪TCI(Go, π, γi+1) . . .∪TCI(Go, π, γj) is a single time
interval then (i) and (ii) are true.
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Assume (i) is not true. Then for some k, either of the following should hold:
• T+k < T
−
k+1
This case is not possible because it implies there is a gap between T+k and T
−
k+1
which contradicts the assumption that [T−i , T
+
j ] is a single interval.
• T+k > T
−
k+1
This case is not possible either. It follows from Corollary A-1 that if for some γ
t ∈ TCI(Go, π, γ) then every instance of π, satisfies γ w.r.t. π over a time interval
that includes t. If T+k > T
−
k+1 then in some instance of π both γk and γk+1 has to
be satisfied over intersecting time intervals which is contradicts the assumption that
γk v γk+1.
Now suppose (ii) is false. Then for some k, loc2(γk) 6= loc1(γk+1). We have already
shown that (i) has to be true. Thus T+k = T
−
k+1.
1. T+k = T
−(Go, pi, γk, loc2(γk)) and T−k+1 = T
+(Go, pi, γk+1, loc1(γk+1));
By definition of temporal certainty interval (Defintion 24).
2. By definition of earliest and latest arrival times; for every instance of π, say I,
(a) I satisfies γk w.r.t. π over a time interval [tk1, tk2] such that tk2 ≥ T+k .
(b) I satisfies γk+1 w.r.t. π over a time interval [tk+11 , tk+12 ] such that tk+11 ≤ T 1k+1.
3. tk2 = T
+
k
Assume tk2 > T
+









Definition 21 contradicts the assumption in (2) that I is an instance of π. Hence T+k
is the only valid value for tk2.
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4. tk+11 = T
−
k+1
Assume tk+11 < T
−









by definition 21 contradicts the assumption in (2) that I is an instance of π.
5. I(o, T−k ) = loc2(γk)
By 3 and Definition 9 (satisfaction of a movement).
6. I(o, T−k+1) = loc1(γk+1)
By 4 and Definition 9 (satisfaction of a movement).
7. By defintion of a LOM interpretation I is a function thus loc2(γk) = loc1(γk+1)
must hold when T+k = T
−
k+1.
Thus such a k can not exist and for all k, loc2(γk) = loc1(γk+1).

Lemma 17 Let G be a go-theory, o be an object, and π be a plan for Go. Suppose γ is a
movement in π such that TCI(Go, π, γ) is defined and CheckPoints(γ) = [p1, p2 . . . pn].
Then for every time point t in TCI(Go, π, γ), P+(Go, π, γ, t) satisfies the following:
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P+(Go, π, γ, t) =

`−1 (t) if T
−
1 ≤ t ≤ T−2 ∧ t < t∗1
`+1 (t) if T
−
1 ≤ t ≤ T−2 ∧ t ≥ t∗1
...
`−i (t) if T
−
i ≤ t ≤ T−i+1 ∧ t < t∗i
`+i (t) if T
−




n−1 ≤ t ≤ T−n ∧ t < t∗n−1
`+n−1(t) if T
−
n−1 ≤ t ≤ T−n ∧ t ≥ t∗n−1
where
• T−i = T−(Go, π, γ, pi)
• `−i (t) = pi + ~γ [(t− T−i )× v+(γ, pi, pi+1)]
• `+i (t) = pi+1 + ~γ [(t− T−i+1)× v−(γ, pi, pi+1)]
• t∗i ∈ R such that `−i (t∗i ) = `+i (t∗i )
Similarly P−(Go, π, γ, t) is piecewise linear.
Proof The proof is very similar to proof of Lemma 4 which constructs an instance of π
such that for any two consecutive check points pi and pi+1, I(o, T−(Go, π, γ, pi)) = pi
and I(o, T−(Go, π, γ, pi+1)) = pi+1. For this proof we need to show that we can construct
a model which arrives at every check point at the earliest possible arrival time. We are
going to iteratively construct such a model.
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For readability let’s assume T−(Go, π, γ, pi) = T−i , T
−(Go, π, γ, pi+1) = T
−
i+1,
v−(γ, pi, pi+1) = v
−
i and v
+(γ, pi, pi+1) = v
+
i .
Basic Step Let I0 and I12 be interpretations such that
• I0(o, T−1 ) = p1, I0(o, t2) = p2 and I0 satisfies γ w.r.t. π oven an interval including
T−1 and ti+1.
• I12(o, t1) = p1, I12(o, T−2 ) = p2 and I12 satisfies γ w.r.t. π oven an interval includ-
ing ti and T−2 .
Using I0 and I12 define a LOM interpretation I1 as follows:
I1(o, t) =

I0(o, t) if t ≤ T−1
p1 + v
+
1 (t− T−1 )~γ if T−1 < t < T−2 ∧ t < t∗
p2 − v−1 (T−2 − t)~γ if T−1 < t < T−2 ∧ t∗ ≤ t
I12(o, t) if t ≥ T−2
where t∗ ∈ R such that pi + v+1 (t∗ − T−1 )~γ = pi+1 − v−1 (T2 − t∗)~γ
As shown in Lemma 4, I1 is an instance of π and for every P ∈ [p1, p2], we have
I(o, T−(Go, π, γ, P ))) = P .
Iterative Step For every consecutive check points pi, pi+1 such that 2 ≤ i < n in
order, construct Ii using Ii−1 and any model Ii2, such that Ii2(o, ti) = pi, Ii2(o, T−i+1) =
pi+1 and Ii2 satisfies γ w.r.t. π oven an interval including ti and T−i+1. Using Ii−1 and Ii2




Ii−1(o, t) if t ≤ T−i
pi + v
+
i (t− T−i )~γ if T−i < t < T−i+1 ∧ t < t∗i
pi+1 − v−i (T−i+1 − t)~γ if T−i < t < T−i+1 ∧ t∗i ≤ t
Ii2(o, t) if t ≥ T−i+1
where t∗i ∈ R such that pi + v+i (t∗i − T−i )~γ = pi+1 − v−i (T−i+1 − t∗i )~γ
By induction and proof of Lemma 4 we can show that In−1 is an instance of π
and furthermore for every P ∈ LS(γ), In−1(o, T−(Go, π, γ, P ))) = P . It follows
from Lemma 6, that T−(Go, π, γ, P ) and P+(Go, π, γ, t) are inverse functions hence
P+(Go, π, γ, t) = In−1(o, t) which is by construction equal to the piecewise linear func-
tion in the lemma throughout [T−1 , T
−
n ]. 
Theorem 9 Let G be a go-theory, o, o′ be objects, π, π′ be plans for Go and Go′ respec-
tively and b = near(o, o′, d, t1, t2) be a ground atom. All instances of π and π satisfy b iff
all the following conditions hold:
1. There is a subset S of the set of movements in π such that S is temporally relevant
to [t1, t2]
2. There is a subset S ′ of the set of movements in π′ such that S ′ is temporally relevant
to [t1, t2]
3. ∀t ∈ [t1, t2] ∃γ ∈ S ∧ ∃γ′ ∈ S ′ such that t ∈ TCI(Go, π, γ) and
t ∈ TCI(Go′, π′, γ′) and
a) dist(P−(Go, π, γ, t), P−(Go′, π′, γ′, t)) ≤ d and
b) dist(P−(Go, π, γ, t), P+(Go′, π′, γ′, t)) ≤ d and
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c) dist(P+(Go, π, γ, t), P−(Go′, π′, γ′, t)) ≤ d and
d) dist(P+(Go, π, γ, t), P+(Go′, π′, γ′, t)) ≤ d and
Proof The theorem has two parts.
If part: If all instances of π and π′ satisfy b then all of the conditions hold. Assume
condition (1) is false. Then there is at least one time point t ∈ [t1, t2] such that t is not in
the temporal certainty interval o for any movement in π. Since the location of the object
is only bounded for the time points in temporal certainty interval of a movement, there
can be an instance where o is more than d apart form o′, which does not satisfy the atom
b. This contradicts the initial assumption. Same reasoning proves that condition (2) must
hold. By conditions 1 and 2 every time point in [t1, t2] is also in the temporal certainty
interval of some movement in π and π′. Hence in all instances of π and π′ the locations of
both objects are restricted within the positional certainty region of the movements that are
being satisfied. Then as shown in Lemma 14, the maximum distance between the objects
can not be more than the distance on the end points of the positional certainty region.
Since in all instances of π and π′, b is satisfied then the distance between two objects is
always less than or equal to d. Thus the conditions (3a) to (3d) must hold.
Only if part: If all of the conditions hold then all instances of π and π′ satisfy
b. This part is trivial. By conditions 1 and 2 every time point in [t1, t2] is also in the
temporal certainty interval of some movement in π and π′. Furthermore by Lemma 16,
for every t ∈ [t1, t2] this movement is either unique or t is at the meeting point of temporal
certainty intervals of two movements (in which case in all instances I(o, t) is equal to the
same point, so it does not matter which movement is chosen). Hence in all instances of
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π and π′ the locations of both objects are restricted within the positional certainty region
of the movements that are being satisfied. Then as shown in Lemma 14, the maximum
distance between the objects can not be more than the distance on the end points of the
positional certainty region. Since the conditions (3a) to (3d) hold then in all instances
of π and π′ the distance between two objects is always less than or equal to d. Thus all
instances of π and π′ satisfy the atom b. 
Theorem 10 Suppose G is a consistent go-theory and b = near(o, o′, d, t1, t2) is a ground
atom. b is a logical consequence of G iff for every plan π for Go, and π′ of Go′ algorithm
CheckNear(G, π, π′, b) returns “true”.
Proof It is easy to see that Algorithm CheckNear(G, π, π′, b) returns true only when
the conditions in Lemma Theorem 9 are all true.
If part: If G |= a then for every plan π of Go,π′ of Go′ CheckNear(G, π, π′, b)
returns “true”. Assume there is a pair of plans π for Go and π′ for Go′ such that algorithm
returns false. Then by Theorem 9 there is an interpretation I that is an instance of π and
π′ and I 6|= b. By definition of instance (Definition 21), I |= Go and I |= Go′. Since G is
consistent there is a model of G, say I ′. We construct another model I∗ of G as follows:
• ∀t ∀ obj, I∗(obj, t) = I(obj, t) when obj = o or obj = o′
• ∀t ∀ obj, I∗(obj, t) = I ′(obj, t) otherwise.
It is trivial to see that I∗ |= G and I∗ 6|= b. But this contradicts G |= b.
Only if part: If for every pair of plans π for Go and π′ for Go′, the algorithm
CheckNear(G, π, π′, b) returns “true” then G |= b. Assume G 6|= b. Then there is a
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model of G, I∗ such that I∗ 6|= b. As shown in Theorem 2, for every model I ′ of G
there is a plan π′ such that I ′ is an instance of π′. Let Io and I ′o be the restrictions of
I∗ to o and o′ respectively. Assume Io is an instance of π∗ and Io is an instance of π′.
Then by Theorem 9, CheckNear(G, π, π′, b) returns false but this contradicts the initial
assumption of for every pair of plans the algorithm returns “true”. Hence I∗ can not exist.

Ground atomic far() queries
Corollary A-4 Let g be a go- atom such that TCI(g) is defined. If t ∈ TCI(g), then for
every point P ∈ PCR(g, t) there is a model I of G such that I(o, t) = P .
Proof Suppose P1 = loc1(g) and P2 = loc2(g). Also let S− = T−(g, P1) and S+ =
T+(g, P1) and E− = T−(g, P2) and E+ = T+(g, P2). By definition of satisfaction of
a go atom, it is enough to show the following two conditions hold for any point P ∈
PCR(g, t).
(1) [t− d1/v−(g), t− d1/v+(g)] ∩ [S−, S+] 6= ∅
(2) [d2/v+(g) + t, d2/v−(g) + t] ∩ [E−, E+] 6= ∅
where d1 = dist(P, P1) and d2 = dist(P, P2).
Let P− = P−(g, t) and P+ = P+(g, t). By definition of minimum/maximum
advancement point there are models I1 and I2 of G such that I1(o, t) = P− and I2(o, t) =
P+. The following four conditions hold:
(i) [t− d1−/v−(g), t− d1−/v+(g)] ∩ [S−, S+] 6= ∅
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(ii) [d2−/v+(g) + t, d2−/v−(g) + t] ∩ [E−, E+] 6= ∅
(iii) [t− d1+/v−(g), t− d1+/v+(g)] ∩ [S−, S+] 6= ∅
(iv) [d2+/v+(g) + t, d2+/v−(g) + t] ∩ [E−, E+] 6= ∅
where d1− = dist(P−, P1), d2− = dist(P−, P2) and d1+ = dist(P+, P1), d2+ =
dist(P+, P2).
Since P ∈ [P−, P+]; d1− ≤ d1 ≤ d1+. Thus it follows from (i) and (iii) that (1) holds.
Since P ∈ [P−, P+]; d2+ ≤ d2 ≤ d2−. Thus it follows from (ii) and (iv) that (2) holds.

Lemma 18 Let G = {g, g′} be a go-theory such that obj(g) = o and obj(g′) = o′ and
let f = far(o, o′, d, t, t) be a ground atom. G |= f iff
(1) t ∈ TCI(g) and t ∈ TCI(g′) and
(2) The minimum distance between line segments PCR(g, t) and PCR(g′, t) is greater
than d.
Proof The lemma has two parts.
Only if part: Show that when these conditions hold G |= far(o, o′, d, t, t). If t ∈ TCI(g)
then by Lemma 7, for every model I of G, I(o, t) is on the line segment PCR(g, t).
Similarly if t ∈ TCI(g′) then for every model I of G, I(o′, t) is on the line segment
PCR(g′, t). If the minimum distance between any point on PCR(g, t) and PCR(g′, t)
is more than d then for every model I of G, dist(I(o, t), I(o′, t)) > d.Thus every model
of G also satisfies far(o, o′, d, t, t)
If part: Show that if G |= far(o, o′, d, t, t) then all the conditions are satisfied.
Assume TCI(g) is not defined. Then by Definition 24, T+(g, loc1(g)) ≥ T−(g, loc2(g)).
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By definition of earliest and latest arrival times there is an interpretation I1 that satisfy g
over [T+(g, loc1(g)), t2], for some t2. Similarly there is an interpretation I2 that satisfy
g over [t1, T−(g1, loc2(g))], for some t1. If t < T+(g, loc1(g)) then I1(o, t) can be any
point that is less than d distant to I1(o′, t). If t > T−(g, loc2(g)) then I2(o, t) can be
any point that is less than d distant to I2(o′, t).Thus either I1 6|= far(o, o′, d, t, t) or I2 6|=
far(o, o′, d, t, t), which contradicts the assumption that G |= far(o, o′, d, t, t).
As a result of similar reasoning TCI(g′) should be defined and (1) has to hold.
Assume (2) is false. By (1) and corollary A-4 for every point P on PCR(g, t) there
is a model I of G such that I(o, t) = P . Let P and Q be two points on PCR(g, t) and
PCR(g′, t) respectively such that dist(P, Q) ≤ d (this is possible because we assumed
(2) is false). Then there is a model I such that I(o, t) = P and I(o′, t) = Q hence
I 6|= far(o, o′, d, t, t), which contradicts the assumption that G |= far(o, o′, d, t, t). 
Lemma 21 Let f = far(o, o′, d, t1, t2) and G = {g, g′} be a go theory where obj(g) = o
and obj(g′) = o′. G |= f iff
(1) [t1, t2] ⊆ TCI(g) and [t1, t2] ⊆ TCI(g′)
(2) Nbr(g, [t1, t2], d) ∩ SE(g′, [t1, t2]) = ∅
Proof The lemma has two parts.
Only if part: If all the conditions are satisfied then G |= f .
Assume G 6|= f then
(i) There is a t ∈ [t1, t2] and a model I of G such that dist(I(o, t), I(o′, t)) ≤ d.
(ii) By condition (1) and Lemma 7; I(o, t) ∈ PCR(g, t) and I(o′, t) ∈ PCR(g′, t).
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(iii) By definition of d-neighborhood and (i); I(o′, t) ∈ Nbr(g, [t, t], d).
Thus (I(o′, t), t) ∈ Nbr(g, [t, t], d) ∩ SE(g′, [t, t]).
(iv) By definition of d-neighborhood and space envelope;
Nbr(g, [t, t], d) ⊆ Nbr(g, [t1, t2], d) and SE(g′, [t, t], d) ⊆ SE(g, [t1, t2], d).
(v) By (iv) and (iii); Nbr(g, [t1, t2], d) ∩ SE(g′, [t1, t2]) 6= ∅, which is a contradiction.
If part: If G |= f then all the conditions are satisfied.
Assume (1) is not true leads to a contradiction. The proof is very similar to the
second part of the proof for Lemma 18. Assume (2) is not true. Then there is a point
P and a time point t ∈ [t1, t2] such that (P, t) ∈ Nbr(g, [t1, t2], d) ∩ SE(g′, [t1, t2]). By
definition of space envelope and d-neighborhood there is a model of G, say I such that
I(o′, t) = P and I(o, t) = Q where dist(P, Q) ≤ d. Thus I 6|= f which is a contradiction.

Theorem 11 Suppose G is a go-theory and o, o′ are objects.Let π and π′ be plans of Go
and Go
′
. The ground atom f = far(o, o′, d, t1, t2) is satisfied in all instances of π and π′
iff all the following hold:
(1) ∃S ⊆ π such that S is temporally relevant to [t1, t2]
(2) ∃S ′ ⊆ π′ such that S ′ is temporally relevant to [t1, t2]
(3) Nbr(Go, π, [t1, t2], d) ∩ SE(Go
′
, π′, [t1, t2]) = ∅.
Proof The theorem has two parts.
If part: If all instances of π and π′ satisfy f then all of the conditions hold. Assume
condition (1) is false. Then there is at least one time point t ∈ [t1, t2] such that t is not in
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the temporal certainty interval o for any movement in π. Since the location of the object
is only bounded for the time points in temporal certainty interval of a movement, there
can be an instance where o is less than d apart form o′, which does not satisfy the atom
f . This contradicts the initial assumption. Same reasoning proves that condition (2) must
hold. By conditions 1 and 2 every time point in [t1, t2] is also in the temporal certainty
interval of some movement in π and π′. Hence in all instances of π and π′ the locations
of both objects are restricted within the positional certainty region of the movements that
are being satisfied. Then as shown in the proof of Lemma 21, Nbr(Go, π, [t1, t2], d) ∩
SE(Go
′
, π′, [t1, t2]) = ∅.
Only if part: If all of the conditions hold then all instances of π and π′ satisfy f .
This part is trivially follows from Lemma 21. 
Theorem 12 Suppose G is a go-theory and f = far(o, o′, d, t1, t2) is a ground atom.
Then: f is entailed by G iff for every plan π and π′ of Go and Go
′
, the algorithm
CheckFar(G, π, π′, f ) returns “true”.
Proof It is easy to see that Algorithm CheckFar(G, π, π′, f) returns true only when the
conditions in Theorem 11 are all true.
If part: If G |= f then for every plan π of Go,π′ of Go′ CheckFar(G, π, π′, f)
returns “true”. Assume there is a pair of plans π for Go and π′ for Go′ such that algorithm
returns false. Then by Theorem 11 there is an interpretation I that is an instance of π and
π′ and I 6|= f . By definition of instance (Definition 21), I |= Go and I |= Go′. Since G is
consistent there is a model of G, say I ′. We construct another model I∗ of G as follows:
• ∀t ∀ obj, I∗(obj, t) = I(obj, t) when obj = o or obj = o′
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• ∀t ∀ obj, I∗(obj, t) = I ′(obj, t) otherwise.
It is trivial to see that I∗ |= G and I∗ 6|= f . But this contradicts G |= f .
Only if part: If for every pair of plans π for Go and π′ for Go′, CheckFar(G, π, π′, f)
returns “true” then G |= b. Assume G 6|= f . Then there is a model of G, I∗ such that
I∗ 6|= f . As shown in Theorem 2, for every model I ′ of G there is a plan π′ such
that I ′ is an instance of π′. Let Io and I ′o be the restrictions of I∗ to o and o′ respec-
tively. Assume Io is an instance of π∗ and Io is an instance of π′. Then by Theorem 11,
CheckFar(G, π, π′, f) returns false but this contradicts the initial assumption of for every
pair of plans the algorithm returns “true”. Hence I∗ can not exist. 
Answering Non-Ground Atomic Queries
go Queries







−, v+) be a normalized







−, V +) be a ground go atom
such that:
T1
− ≤ t1− ≤ t1+ ≤ T1+ and T2− ≤ t2− ≤ t2+ ≤ T2+ and V − ≤ v− ≤ v+ ≤ V +
If G |= q then G |= Q.
Proof If q is a logical consequence of G then by definition ∀I |= G, I |= q. To prove
the lemma it is sufficient to show that ∀I |= q, I |= Q as the rest will follow from the
definition of logical consequence. Let I be a LOM interpretation that satisfies q then by
definition the following are true;
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1. ∃ t1 ∈ [t−1 , t+1 ] such that I(o, t1) = P1,
2. ∃ t2 ∈ [t−2 , t+2 ] such that I(o, t2) = P2
3. I(o, t) maps the interval [t1, t2] one-to-one onto the line segment [P1, P2].
4. At all but finitely many points in [t1, t2], the derivative v(t) = d(|I(o, t)|)/dt (which
represents o’s speed) is defined, and v− ≤ v(t) ≤ v+.
Moreover I also satisfies the following ;
i. ∃ t1 ∈ [T−1 , T+1 ] such that I(o, t1) = P1, by 1 and a
ii. ∃ t2 ∈ [T−2 , T+2 ] such that I(o, t2) = P2, by 2 and b
iii. I(o, t) maps the interval [t1, t2] one-to-one onto the line segment [P1, P2], by 3.
iv. At all but finitely many points in [t1, t2], the derivative v(t) = d(|I(o, t)|)/dt (which
represents o’s speed) is defined, and v− ≤ v(t) ≤ v+, by 4 and c.
Hence I satisfies Q as well. Thus Q is a logical consequence of G if q is a logical
consequence of G. 







v−, v+) be a go atom. Suppose π is the plan for Go. There is a solution to q w.r.t. G
iff there is a movement γ in π such that Θq,Go,γ is satisfiable. Furthermore Θq,Go,γ is a
solution to q w.r.t. G.
Proof The theorem has two parts.
If part If there is a solution to q w.r.t. G then there is a movement γ in π such that Θq,Go,γ
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is solvable. Without losing any generality we will consider a solution to q w.r.t. G that
has only one satisfying substitution φ. Then by lemma 10, the following conditions hold:
(i) There is a movement γ in π that is relevant to φ(q)
(ii) φ[t−1 ] ≤ T−(Go, π, γ, φ[p1]) ≤ T+(Go, π, γ, φ[p1]) ≤ φ[t+1 ].
(iii) φ[t]2− ≤ T−(Go, π, γ, φ[p2]) ≤ T+(Go, π, γ, φ[p2]) ≤ φ[t+2 ]
(iv) φ[v−] ≤ V −(γ, P1, P2) ≤ V +(γ, P1, P2) ≤ φ[v+].
where φ[X] is the value assigned to variable X in φ. If X is a constant then φ[X] is X.
By condition (i) we know that there is a movement γ that is relevant to φ(q) . Let
P1 = loc1(γ) and P1 = loc2(γ). Then condition (i) translates to the following three
conditions:
-0 ≤ d1 ≤ d2 ≤ dist(P1, P2)
-φ[p1] = P1 + d1 ∗ ~γ
-φ[p2] = P1 + d2 ∗ ~γ
These constraints mark the line segment on LS(γ) that is also in LS(φ(q)). Note that
Θq,Go,γ also contains these constraints and the conditions (ii) to (iv) with a replacement of
every φ[X] to X. Thus φ also satisfies Θq,Go,γ .
Only if part If there is a movement γ in π such that Θq,Go,γ is solvable then there
is a solution to to q w.r.t. G. For this part we are going to show that Θq,Go,γ is a solution
to q w.r.t. G . Let φ be a substitution that satisfies Θq,Go,γ such that (d1, v1) and (d2, v2)
is in φ for some values v1, v2. Given v1, v2, the constraints in Θq,Go,γ basically selects a
subsegment of LS(γ). Furthermore the earliest/latest arrival times to these points set the
minum and maximum values for temporal variables. Note that the temporal constraints in
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Θq,Go,γ (i.e. the constraints related to t1 and t2) is same as in Lemma 10 which are proven
to be necessary and sufficient for a ground go atom entailment. Thus for any substitution
φ that satisfy Θq,Go,γ , G |= φ(q). Hence Θq,Go,γ is a solution to q w.r.t. G. 
in() Queries
Lemma 23 Let G be a go theory, q = in(o, p1, p2, t1, t2) and Q = in(o, P1, P2, t1, t2) be
ground atoms such that:
(i) P1x ≤ p1x and P1y ≤ p1y and P1z ≤ p1z
(ii) P2x ≥ p2x and P2y ≥ p2y and P2z ≥ p2z
If G |= q then G |= Q.
Proof If q is a logical consequence of G then by definiton ∀I |= G, I |= q. To prove
the lemma it is sufficient to show that ∀I |= q, I |= Q as the rest will follow from the
definition of logical consequence. Let I be a LOM interpretation that satisfies q then by
definition of satisfaction of an in atom there is a time t and a point P such that ;
1. I(o, t) = P and
2. t ∈ [t1, t2] and
3. P x ∈ [p1x, p2x], and P y ∈ [p1y, p2y] and P z ∈ [p1z, p2z] such that I(o, t) =
(x, y, z).
Moreover by (3), (i) and (ii); the following is also true ;
(4) P x ∈ [P1x, P2x], and P y ∈ [P1y, P2y] and P z ∈ [P1z, P2z]
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Hence by definition of satisfaction of an in atom with (1), (2) and (4) I satisfies Q
as well. Thus Q is a logical consequence of G if q is a logical consequence of G. 
Lemma 24 Let G be a go theory, q = in(o, p1, p2, t1, t2) and Q = in(o, p1, p2, T1, T2) be
ground atoms such that T1 ≤ t1 and T2 ≥ t2. If G |= q then G |= Q.
Proof If q is a logical consequence of G then by definiton ∀I |= G, I |= q. To prove
the lemma it is sufficient to show that ∀I |= q, I |= Q as the rest will follow from the
definition of logical consequence. Let I be a LOM interpretation that satisfies q then by
definition of satisfaction of an in atom there is a time t and a point P such that ;
1. I(o, t) = P and
2. t ∈ [t1, t2] and
3. P x ∈ [p1x, p2x], and P y ∈ [p1y, p2y] and P z ∈ [p1z, p2z] such that I(o, t) =
(x, y, z).
Moreover since T1 ≤ t1 and T2 ≥ t2 the following is also true:
(4) t ∈ [T1, T2]
Hence by definition of satisfaction of an in atom with (1), (3) and (4) I satisfies Q
as well. Thus Q is a logical consequence of G if q is a logical consequence of G. 
Theorem 14 Let G be consistent simple go theory and let q = in(o, P,Q, t1, t2) be an
atom. Suppose π is the main plan for Go. There is a solution to to q w.r.t. G iff there is a
movement γ in π such that Ωq,Go,γ is solvable (i.e. there exists a substitution that satisfies
the constraints in Ω).
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Proof The theorem has two parts.
If part If there is a solution to q w.r.t. G then there is a movement γ in π such that Ωq,Go,γ
is solvable. Without losing any generality we will consider a solution to q w.r.t. G that
has only one satisfying substitution φ. Then by lemma 12, the following conditions hold:
(i) There is a movement γ in π that is related to φ(a)
(ii) T+(Go, π, γ, p1) ≤ φ[t2]
(iii) T−(Go, π, γ, p2) ≥ φ[t1]
where [p1, p2] = LS(γ) ∩ V ol(φ(q)) and φ[X] is the value assigned to X in φ when X is
a variable. If X is a constant then φ[X] is X.
By condition (i) we know that there is a movement γ that is spatially related. Let
P1 = loc1(γ) and P1 = loc2(γ). Then condition (i) translates to the following four
conditions:
-0 ≤ d1 ≤ d2 ≤ dist(P1, P2)
-p1 = P1 + d1 ∗ ~γ and p2 = P1 + d2 ∗ ~γ





z ≤ min(pz1, pz2),





z ≥ max(pz1, pz2)
The first two constraints set the line segment on LS(γ) that is also in V ol(φ(q)). Last two
states that V ol(φ(q)) is actually at least as big as to contain [p1, p2]. Note that Ωq,Go,γ also
contains these constraints and the conditions (ii), (iii) with a replacement of φ[X] to X.
Thus φ also satisfies Ωq,Go,γ .
Only if part If there is a movement γ in π such that Ωq,Go,γ is solvable then there
is a solution to to q w.r.t. G. For this part we are going to show that Ωq,Go,γ is a solution
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to q w.r.t. G . Let φ be a substitution that satisfies Ωq,Go,γ such that (d1, v1) and (d2, v2)
is in φ for some values v1, v2. Given v1, v2, the constraints in Ωq,Go,γ basically selects a
subsegment of LS(γ) whose end points set the minimal volume. Furthermore the earli-
est/latest arrival times to these points set the minimal time window. The minimal volume
ensures that the assigned query volume will contain the line segment. Note that the tem-
poral constraints in Ωq,Go,γ (i.e. the constraints related to t1 and t2) is same as in Lemma
12 which are proven to be necessary and sufficient for a ground in atom entailment. Thus
for any substitution φ that satisfy Ωq,Go,γ , G |= φ(q). 
near() Queries
Lemma 25 Let G be a simple go theory and let o, o′ be two objects. Then there are
disjoint time intervals T1, T2, . . . , Tn and quadratic functions f1(t), f2(t), . . . fn(t) such
that ∆G(o, o′, t) = d iff fi(t) = d for some i such that t ∈ Ti.
Proof When G is a simple go theory, we know that there is a main plan π for Go and a
main plan π′ for Go′ . Suppose γ is a movement of π and γ′ is a movement of π′. Then we
can compute ∆G(o, o′, t) in the following manner:
• For every t in TCI(Go, π, γ) and TCI(Go′ , π′, γ′)
∆G(o, o
′, t) = max( dist(P−(Go, π, γ, t), P−(Go
′
, π′, γ′, t)),
dist(P−(Go, π, γ, t), P+(Go
′
, π′, γ′, t)),
dist(P+(Go, π, γ, t), P−(Go
′
, π′, γ′, t)),
dist(P+(Go, π, γ, t), P+(Go
′
, π′, γ′, t)))
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• ∞, otherwise.
For any time point that is not in the temporal certainty interval of both objects for
unique movements ∆G(o, o′, t) will be constant. For the other case obviously the maxi-
mum distance will be the euclidean distance between a pair of piecewise linear functions
parametrized by time, hence ∆G(o, o′, t) will be quadratic w.r.t. time. For any subin-
terval T of the temporal certainty intervals the behavior of ∆G(o, o′, t) will be same as
one of the four distance equations. We can break the common temporal certainty interval
into disjoint subintervals such that during each subinterval the maximum of four distance
equations is always the same equation. 
Lemma 26 Let G be a simple go theory and o, o′ be two objects. The total number of
critical time points in ∆G(o, o′, t) is bounded by O(n) where n is the total number of go
atoms in Go and Go
′
.
Proof Let γ and γ′ be two movements in the main plans of Go and Go′ such that temporal
certainty intervals of γ and γ′ overlap. For any time point t in the common temporal
certainty interval DeltaG(o, o′, t) is the maximum of one of the following:
f1) dist(P−(Go, π, γ, t), P−(Go′ , π′, γ′, t))
f2) dist(P−(Go, π, γ, t), P+(Go′ , π′, γ′, t))
f3) dist(P+(Go, π, γ, t), P−(Go′ , π′, γ′, t))
f4) dist(P+(Go, π, γ, t), P+(Go′ , π′, γ′, t))
It follows from Lemma 17, in the most general case the functions P− and P+ have at
most 2n line segments where n is the number of go atoms in the movement. Hence
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the functions (f1) to (f4) are composed of at most 4n quadratic functions where n is the
maximum number of atoms in γ and γ′. DeltaG(o, o′, t) might change behavior when the
following functions change sign: f1−f2, f1−f3, f1−f4, f2−f3, f2−f4 and f3−f4.
It is clear to see that each function fi−fj is composed of at most 8n pieces. Sign change
can happen at the roots of each piece which are quadratic. Thus for any fi− fj there are
at most 16n time points where function might change its sign. Since we have 6 of these
functions the total number of critical time points will be bounded by 96n. (Note that this
is a very relaxed bound and not every sign change would trigger a behavior change for
DeltaG(o, o
′, t).) Finally we generalize this calculation trivially for the entire theory. 
Lemma 27 Let G be a go theory and q = near(o, o′, D, T1, T2) be a ground near atom
such that G |= q. Then the following are true:
• (i)G |= near(o, o′, d, T1, T2) where D ≤ d.
• (ii) G |= near(o, o′, D, t1, t2) where T1 ≤ t1 ≤ t2 ≤ T2.
Proof (i) Since G |= q then in all models of G the distance between o and o’ is less than
or equal to D throughout the interval [T1, T2]. Then for any d ≥ D; in all models of G the
distance between o and o’ is less than or equal to d throughout the interval [T1, T2]. Thus
G |= near(o, o′, d, T1, T2).
(ii) Since G |= q then in all models of G the distance between o and o’ is less
than or equal to D throughout the interval [T1, T2]. Then for any [t1, t2] ∈ [T1, T2]; in
all models of G the distance between o and o’ is less than or equal to D throughout the
interval [t1, t2]. Thus G |= near(o, o′, D, t1, t2). 
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Theorem 15 Let G be consistent, simple go theory and q = near(o, o′, d, t1, t2) be a
near atom. Suppose Ψq,G is a constraint set containing the following constraints:
• T1 ≤ t1 ≤ t2 ≤ T2
• D ≤ d
• ∀t ∈ [T1, T2], ∆G(o, o′, t) ≤ D.
Ψq,G is a solution to q w.r.t. G iff there is a substitution that satisfies Ψq,G.
Proof The theorem has two parts.
If part: If Ψq,G is a solution to q w.r.t. G then there is a substitution that satisfies Ψq,G:
This follows from the definition of a solution for a non-ground query.
Only if part: If there is a substitution that satisfies Ψq,G then Ψq,G is a solution to
q w.r.t. G. This basically can be shown by the fact that the constraints in Ψq,G are the
necessary and sufficient conditions for satisfaction of a near atom. Let φ be a substitution
that satisfy Ψq,G such that (t1, v1), (t2, v2) and (d, v3) are in φ. Since φ satisfies Ψq,G, the
constraints in Ψq,G ensures that during the time interval [v1, v2] the maximum distance
between o and o’ is less than or equal to v3. It follows from the definition of satisfaction
of a near atom that G |= φ(g). This is true for any φ that satisfies Ψq,G hence, Ψq,G is a
solution to q w.r.t. G. 
Motion Closed World Assumption
Lemma 28 A go theory G is coherent iff for every object o there is a spatially continuous
plan πo for Go.
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Proof The proof trivially follows from Theorem 2 which requires for consistency the
existence of a plan and Definition 45 requires for coherence the spatial continuity. 
Lemma 29 Let G be a coherent go theory, o be an object and π be a spatially continuous
plan for Go. Let γ1 v γ2 · · · v γn be the movements of π. Let a = in(o, q1, q2, t1, t2) be
an atom. All instances of π that are coherent satisfy a iff there is an entry-exit (i, j) of
LS(γ1) . . . LS(γn) for V ol(a) such that
T+(Go, π, γi, Pi) ≤ t2 and t1 ≤ T−(Go, π, γj, Qj).
where [Pk, Qk] = LS(γk) ∩ V ol(a),
Proof The proof of this lemma is very similar to proof of Lemma 12. It is a generalization
of the case investigated in Lemma 12 for multiple movements. We omit the details to
prevent repetition. 
Theorem 17 Suppose G is a coherent go-theory and a = in(o, q1, q2, t1, t2) is a ground
atom. Then: a is entailed by G via MCWA iff for every plan of Go, the algorithm
CheckCoherentIn(G, π, a) returns “true”.
Proof The proof of this theorem is very similar to proof of Theorem 8. It is a generaliza-
tion of the case investigated in Theorem 8 for multiple movements. We omit the details
to prevent repetition. 
Lemma 30 Let G be a coherent go theory, o be an object and π be a spatially continuous
plan for Go. Let γ1 v γ2 · · · v γn be the movements of π. Let a = in(o, q1, q2, t1, t2) be
an atom. All instances of π that are coherent satisfy ¬a iff all of the following hold:
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• T+(Go, π, γ1, loc1(γ1)) ≤ t1
• T−(Go, π, γn, loc2(γn)) ≥ t2
• ∀ entry-exit (i, j) of LS(γ1) . . . LS(γn) for V ol(a),
T−(Go, π, γi, Pi) > t2 or T+(Go, π, γj, Qj) < t1
where [Pk, Qk] = LS(γk) ∩ V ol(a).
Proof The proof of this lemma follows from the definition of ¬in and Lemma 29. 
Theorem 18 Suppose G is a coherent go-theory and L = ¬in(o, q1, q2, t1, t2) is a ground
literal. Then L is entailed by G via MCWA iff for every plan of Go, the algorithm
CheckCoherentNotIn(G, π, L) (see Algorithm 8.17) returns “true”.
Proof The proof of this theorem is very similar to proof of Theorem 8. It is a generaliza-
tion of the case investigated in Theorem 8 for multiple movements. We omit the details
to prevent repetition. 
Deconfliction
Lemma 31 Let 〈G,v 〉 be a coherent ordered-go-theory and C be a set of integrity con-
straints. If there is a deconfliction of 〈G,v 〉 w.r.t. C then for every integrity constraint
c ∈ C there is a candidate w.r.t. 〈G,v 〉.
Proof Suppose there is a deconfliction, but there is a goal c with Extent(c) = [t1, t2]
which has no candidate. This could be because there is no spatial candidate or there is
a spatial candidate which is not a candidate. In the first case, all go atoms have paths
that are outside of V ol(c). Since being a coherent model of 〈G,v 〉 requires satisfying
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atoms in 〈G,v 〉 and waiting at the end points of the atoms and it poses no additional
constraint on where the vehicle will be at other times (i.e. before the first or after the
last atom), we can easily construct a model of 〈G,v 〉 that stays out of V ol(c) at all
times. Any restriction of 〈G,v 〉 will have the same property so there can not be any
restriction, that would entail c. Consider the second case where for all spatial candidates
c, Extent(c) ∩ [t−1 (gi), t+2 (gj)] = ∅. Then in all models of 〈G,v 〉, the vehicle will pass
through V ol(c) either before t1 or after t2. Thus there will always be a model that will
stay out of V ol(c) throughout [t1, t2]. This is also true in any restriction of 〈G,v 〉 so
there can not be a deconfliction. Similar reasoning can be used for nogo regions. 
Theorem 19 Let 〈G,v 〉 be a coherent ordered-go-theory and o be an object and C be
a set of integrity constraints. Suppose g1 vo g2 · · · vo gn are the atoms of Go. There is a
deconfliction of 〈G,v 〉 w.r.t. C[o] iff there is a G′[o] =
n⋃
i=1
go(o, loc1(gi), loc2(gi), ti1, ti1,
ti2, ti2, vi, vi) such that 〈G′[o],v 〉 is a deconfliction of 〈Go,vo 〉 w.r.t. C[o]
Proof Let Π∗ be a deconfliction of 〈G,v 〉 w.r.t. C[o] and I be an interpretation such
that I |= Π∗. Then by Definition 4 and definition of a restriction, there are time in-
tervals [t11, t12] . . . [tn1, tn2] such that I satisfies gi over [ti1, ti2]. Let 〈G′[o],vo 〉 be an
ordered-go-theory such that G′[o] =
n⋃
i=1
go(o, loc1(gi), loc2(gi), ti1, ti1, ti2, ti2, vi, vi) and
vi = dist(gi)/(ti2 − ti1). Clearly 〈G′[o],vo 〉 is a deconfliction of 〈Go,vo 〉 w.r.t. C[o].
The other direction of the statement trivially follows from definitions. 
Lemma 32 Let 〈G,v 〉 be a coherent ordered-go-theory and o be an object. Suppose
g1 vo g2 · · · vo gn are the atoms of Go. Let φ be a solution of constraints D associated
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with DECON(〈G,v 〉, C, o). Suppose Go =
n⋃
i=1
go(o, loc1(gi), loc2(gi), ti1, ti1, ti2, ti2,
Vi, Vi) is a set of go atoms where
• Vi = 1/φ(vi)
• ti1 = φ(Si)
• ti2 = ti1 + φ(vi) ∗ dist(gi)).
Then 〈Go,vo 〉 is a deconfliction for 〈Go,vo 〉 w.r.t C[o].
Proof Since the constraint set D, includes all the constraints in L(G, o,vo), it is clear
that Π′ = 〈Go,vo 〉 satisfies the first condition of being a deconfliction. That is: all
atoms in Go is a restriction of another atom in Go. Furthermore in every model I of Π′,
I satisfies gi over the time interval [ti1, ti2]. Next we need to show that the candidate
constraints added into D, ensures that Π′ |= C[o]. Let c be a goal constraint such that
Extent(c) = [t1, t2] and 〈P, gi, Q, gj〉 be the candidate selected in the algorithm. Then for
any model I of Π′, I(o, Tp) = P and I(o, TQ) = Q where TP = ti1+dist(P, loc1(gi))/Vi
and TQ = tj1 + dist(Q, loc1(gj))/Vj . The constraints in D enforces that TP ≤ t2 and
TQ ≥ t1 and candidate definition ensures that that any point between P and Q will be in
the V ol(c) thus Π′ |= c. Using a similar reasoning we can show that every nogo region in
C[o] is also entailed by 〈Go,vo 〉. 
Theorem 20 〈G,v 〉 has a deconfliction w.r.t. C iff for every vehicle o such that Go 6= ∅,
DECON(G,v, C, o, ∅) returns “YES” for some nondeterministic trace. .
Proof As shown in Lemma 32, when DECON(G,v, C, o) returns Y ES the set of con-
straints D has a solution. Let g1 vo g2 · · · vo gn be the atoms in Go. It follows from
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Theorem 19 that if a deconfliction for 〈Go,vo 〉 exists, then there is a constant speed,
constant time restriction of Go. Let Π′ = 〈G′[o],vo 〉 be a deconfliction such that, for all
g ∈ G′[o], t−1 (g) = t+1 (g) and t−2 (g) = t+2 (g) and v−(g) = v+(g). Let g′1 vo g′2 · · · vo g′n
be the atoms in G′[o]. Because of these restrictions, every I that models Π′, satisfies
every g′i ∈ G′[o] over [t−1 (gi), t+2 (gi)]. Suppose c is a goal and Extent(c) = [t1, t2].
Since Π′ |= c and every model of Π′ satisfy the atoms in the same intervals; there is a
time point t ∈ [t1, t2] such that for all I |= Π′, I(o, t) = X and X ∈ V ol(c). Fur-
thermore there is a g′x ∈ G′[o] such that X ∈ LS(g′x) and t ∈ [t−1 (g′x), t+2 (g′x)]. Let
θ = 〈P, gi, Q, gj〉 be the candidate such that gi v gx v gj . Such a candidate exists be-
cause g′x is a restriction of gx and at least the point X ∈ LS(gx) is in V ol(c). Also since
t ∈ [t−1 (g′x), t+2 (g′x)], Extent(c) ∩ [t−1 (gx), t+2 (gx)] 6= ∅. Note that for any model I of
Π′, I(o, Tp) = P and I(o, TQ) = Q where TP = t−1 (gi) + dist(P, loc1(gi))/v−(gi) and
TQ = t
−
1 (gj) + dist(Q, loc1(gj))/v
−(gj). Given this and the order on the atoms; we can
conclude that TP ≤ t2 and TQ ≥ t1. It is easy to see that for every g ∈ Go when the
variables Sg is t−1 (g
′) and vg is 1/v−(g′) the constraints in L(Go, o,vo) are satisfied. Fur-
thermore when XP = TP and XQ = TQ the constraints in C(θ,G,v, c) are also satisfied.
It is trivial to generalize this reasoning for other unsafe integrity constraints. Thus when
Π′ exists we can construct a constraint set D which has a solution. 
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