Abstract. A concrete aspect of Grothendieck Duality is used to give local cohomology proofs of combinatorial identities including MacMahon's master theorem, Grosswald identity, identity of Shoo, Tepper identity, and others.
Residues
Let κ be a field. Formal power series rings over κ can be characterized without referring to variables. Assume that a Noetherian local ring (R, m) containing κ is a formal power series ring of n variables over κ, that is, the following three conditions are satisfied.
• R is complete and is of Krull dimension n.
• R is m-smooth over κ.
• The induced map κ → R/m is an isomorphism.
Choose a regular system of parameters X 1 , · · · , X n of R (that is, n elements which generate m). Then elements in R can be written uniquely as an infinite sum i1,··· ,in≥0
The universal separated differential module (Ω R/κ , d) of R over κ is freely generated by dX 1 , · · · , dX n . Elements in the top local cohomology module H n m (∧ nΩ R/κ ) of ∧ nΩ R/κ supported at m can be described using generalized fractions: Definition 1. Let f 1 , · · · , f n be a system of parameters of R (that is, n elements which generate m up to radical). We define
to be the image of
under the canonical map
A proof of the above theorem is sketched in [4, (2.2)]. As a consequence of the above theorem, we may write generalized fractions without subscript. Generalized fractions enjoy the following properties: 
Note that elements in H n m (∧ nΩ R/κ ) can be written uniquely as a finite sum i1,··· ,in>0
So we can make the following definition.
Definition 2. The residue map
Many of our applications are based on the following theorem which is a special case of [4, (5. 3)].
Theorem 2. Let Y 1 , · · · , Y n be another regular system of parameters of R. Then res X1,··· ,Xn = res Y1,··· ,Yn .
So we can write res X1,··· ,Xn simply as res. Using modules of zero dimensional support, the notion of residues can be extended to power series rings over a complete local ring [4, Chapter 5] . In such general context, residue maps are transitive. Here we only state a special case which will be used later.
Property 4 (transitivity law). For
f 0 , f 1 , f 2 · · · ∈ κ[[X]], res X,Y (f 0 + f 1 Y + f 2 Y 2 + · · · )dXdY X n , Y m = res X f m−1 dX X n .
Applications
Example 1 (MacMahon's Master Theorem). Let κ be a field, let
and let m 1 , m 2 , · · · , m n be non-negative integers. Then the coefficient of
is equal to the coefficient of w
in the inverse of
Proof (cf. [2] ). Consider the powers series ring κ[[x 1 , · · · , x n ]] in which the theorem is properly stated. Let Y i = 1 + X i . Then the required coefficient is equal to
. By the transformation law, we have
we get 
will be used.
Proof.
(linearity and vanishing law)
Example 3 (Grosswald identity; cf. [1] , (1.42)). Assume n − r ≡ 0 (mod 2).
Proof. Replacing ν by n − r − ν, we have
Using the transformation law and the linearity law, we have
Using the linearity law and the definition of residues, we have 
