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DECIDING POSITIVITY OF MULTISYMMETRIC POLYNOMIALS
PAUL GÖRLACH, CORDIAN RIENER, AND TILLMANN WEIßER
Abstract. The question how to certify non-negativity of a polynomial function
lies at the heart of Real Algebra and also has important applications to Optimiza-
tion. In this article we investigate the question of non-negativity in the context
of multisymmetric polynomials. In this setting we generalize the characterization
of non-negative symmetric polynomials given in [24, 19] by adapting the method
of proof developed in [20]. One particular case where our results can be applied
is the question of certifying that a (multi-)symmetric polynomial defines a convex
function. As a direct corollary of our main result we deduce that in the case of
a fixed degree it is possible to derive a method to test for convexity which makes
use of the special structure of (multi-) symmetric polynomials. In particular it
follows that we are able to drastically simplify the algorithmic complexity of this
question in the presence of symmetry. This is not to be expected in the general
(i.e. non-symmetric) case, where it is known that testing for convexity is NP-hard
already in the case of polynomials of degree 4[1].
1. Introduction
A real polynomial is called positive (non-negative) if its evaluation on every real
point is positive (non-negative). The study of this property of polynomials func-
tions is one of the aspects that separates Real Algebraic Geometry from Algebraic
Geometry over algebraically closed fields. Indeed, Real Algebraic Geometry devel-
oped building on Hilbert’s problem of characterizing non-negative polynomials via
sums of squares. On the complexity side, it is know that the problem to algorith-
mically decide whether a given polynomial assumes only positive or non-negative
values is NP-hard in general (see for example [16, 6]) and is essential for example
to understand global optimization of polynomial functions. Besides the general re-
sults some authors have studied particular cases of polynomials which are invariant
under group actions, for example by permuting the variables. In particular, symmet-
ric polynomials, i.e. polynomials invariant under all permutations of the variables,
exhibit some interesting properties that behave differently over real closed and al-
gebraically closed fields. For example, in [3] the authors show, that the number of
connected components of the orbit space of a complex variety which is defined by
symmetric polynomials of a given maximal degree is bounded by a quantity which
(for a large number of variables) only depends on this maximal degree. In contrast to
that there are examples of real varieties where this does not hold, i.e., this quantity
actually grows with the number of variables. Therefore, the geometry of symmetric
real varieties and semi-algebraic sets can be much more complicated.
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Combining Artin’s solution to Hilbert’s 17th problem with Hermite’s quadratic form,
which characterizes real univariate polynomials with only real roots, Procesi [17] was
able to give a Positivstellensatz characterizing all symmetric non-negative polyno-
mials. However, this characterization is not very advantageous in situations, where
the degree of the polynomials is much smaller than the number of variables. For
this situations, Timofte [24] was able to provide a characterization of symmetric
non-negative functions of a fixed degree that can be used to algorithmically cer-
tify non-negativity: He could establish that a symmetric polynomial of degree 2d is
non-negative if and only if it is non-negative on all points with at most d distinct
coordinates. This observation, which generalized an earlier statement by Harris [12],
leads to a number of interesting consequences. For example, it provides an essen-
tial part to the description of the asymptotical behavior of the cone of symmetric
non-negative forms of a given degree when the number of variables grows [5]. Algo-
rithmically, this result allows to show that the complexity of deciding non-negativity
of a symmetric function with a fixed degree only grows polynomially in the number
of variables. Following the work of Timofte, the second author was able to provide
short proofs of this characterization of symmetric non-negative polynomials [19, 20].
Contributions: In this article we extend the previous results on symmetric poly-
nomials to arrive at a similar characterization of multisymmetric polynomial func-
tions that assume only positive (non-negative) values. The class of multisymmetric
polynomials naturally generalizes the symmetric polynomials. Whereas symmet-
ric polynomials are invariant by all permutations of the variables, multisymmetric
polynomials can be thought of as functions which are invariant under simultaneously
permuting k-tuples of variables. Similar to the case of symmetric polynomials, we are
able to show that when the degree of such a polynomial is sufficiently smaller than
the number of variables, also for these multisymmetric polynomials non-negativity
can be checked on a lower-dimensional subset consisting of points whose orbit length
is not maximal. As in the case of the usual action of the symmetric group, these
points lie on linear subspaces.
Our main result is Theorem 14 which bounds the dimension of subspaces one has
to consider to decide non-negativity of a multisymmetric polynomial. Besides this
general bound the idea of the proof can be adjusted in particular situations to derive
stronger bounds. We give several other bounds to illustrate this.
As an application of our results we investigate the question of deciding if a given
symmetric or multisymmetric polynomial defines a convex function. It is straight-
forward to observe that the question of convexity of a k-symmetric polynomial in
kn many variables leads to the question of certifying whether a 2k-symmetric poly-
nomial in 2kn variables is non-negative. Consequently, we show in Theorems 26
and 28 that our results on non-negativity of multisymmetric polynomials imply in
particular that for (multi-)symmetric polynomials of a fixed degree the complexity
of deciding convexity does depend polynomially on the number of variables.
The article is structured as follows. In the next section we will give a brief introduc-
tion to the theory of multisymmetric polynomials and provide a relation between
k-symmetric polynomials and k-variate polynomials which will play a crucial role
DECIDING POSITIVITY OF MULTISYMMETRIC POLYNOMIALS 3
in our arguments. With these preliminaries at hand we are able to state and prove
the main result in Section 3. The last section is then devoted to the application
of the non-negativity result to the problem of deciding convexity. This section also
includes some refinements of our main results which apply to this setting.
2. Multisymmetric Polynomials
For n ∈ N let Sn denote the symmetric group on n elements which acts on the
n-dimensional vector space V := Rn by permuting coordinates. For every k ∈ N we
can consider the diagonal action of Sn on the vector space
V k :=
k⊕
i=1
V
of k-tuples of vectors from V . The action of Sn extends to the ring R[V k], which
is just the polynomial ring R[X11, . . . , Xnk] after identifying Xi1, . . . , Xik with the
standard basis of the i-th direct summand of V k. It is convenient to think of these
variables as an n× k array as indicated in the following notation.
Notation 1. Throughout this paper let
X :=

X11 X12 . . . X1k
X21 X22 . . . X2k
... ... · · · ...
Xn1 Xn2 . . . Xnk

denote an n× k array of variables. By Xi· and X·j we denote the i-th row of X and
the j-th column of X, respectively.
Following this notation, Sn permutes the rows of X. The invariant ring of the poly-
nomial ring R[V k] = R[X11, . . . , Xnk] with respect to this action is the algebra of k-
symmetric polynomials, denoted by R[V k]Sn . Alternatively, R[V k]Sn can be thought
of as the n-fold symmetric product of the polynomial R-algebra in k variables, which
is a classically studied object (see [21, 14]). Note that for k = 1 this is the algebra
of symmetric polynomials, which is a polynomial ring, i.e., there are n algebraically
independent polynomials p1, . . . , pn such that R[X1, . . . , Xn]Sn = R[p1, . . . , pn]. In
the case k > 1, n > 1 the symmetric group Sn is not operating as a finite reflection
group. Therefore, it follows from the classical Chevalley-Shephard-Todd Theorem
(see for example [8]) that whenever k > 1 and n > 1 the algebra of k-symmetric
polynomials in nk variables is no longer a polynomial ring. However, for all k it is
finitely generated as R-algebra [7, 10]. For our purposes the representation in terms
of so called multisymmetric power sums will be crucial.
Definition 2. Given a polynomial f ∈ R[V k], we denote its symmetrization, that
is, the sum over its Sn-orbit, by sym(f) ∈ R[V k]Sn. For all α ∈ Nk we define the
(multisymmetric) power sum
pα := sym(Xα1·),
where Xα1· := Xα111 · · ·Xαk1k .
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This is is a generalization of the power sum polynomials used in [20], where the
symmetric case k = 1 is considered. In that case, the first n power sum polyno-
mials form an algebraically independent set generating the R-algebra of symmetric
polynomials. In the k-symmetric case, this statement does not generalize, i.e., the
generators are no longer algebraically independent.
In the following, we study the k-symmetric power sums and their connection to
k-symmetric functions.
Definition 3. Let w := (w1, . . . , wk) be a k-tuple of positive integers. We consider
the grading on the R-algebra R[Y1, . . . , Yk] given by defining Yj to be homogeneous
of degree wj. This grading also induces a grading on the R-algebra R[V k] by the
algebra-homomorphism ϕ : R[V k] → R[Y1, . . . , Yk], Xij 7→ Yj. Alternatively, the
latter grading is given by defining each Xij to be homogeneous of degree wj.
The degree degw(f) of an element f ∈ R[Y1, . . . , Yk] (resp. f ∈ R[V k]) with respect
to the above grading is called the w-weighted degree, or simply w-degree, of f .
Alternatively, one can define the w-degree on the monomials of R[Y1, . . . , Yk] and
R[V k] by degw(Y α) :=
∑k
j=1wjαj and degw(Xα
(1)
1· · · ·Xα(n)n· ) :=
∑n
i=1
∑k
j=1wjα
(i)
j
, respectively, where α, α(1), . . . , α(n) ∈ Nk. After that, one extends this definition
to a polynomial f by taking the maximal w-degree of all monomials of f . Note that
we retrieve the usual degree from this definition by setting all weights wj equal to 1.
Example 4. Fix n ∈ N rather large and consider for all (nonzero) parameters
γ ∈ R7 the 2-symmetric polynomial given by
f(X) := γ1
∑
i
X4i1 + γ2
∑
i
∑
j
Xi1Xj1
2 − γ3
∑
i
∑
j
Xi1Xj1
(∑
i
Xi1Xi2
)
−γ4
(∑
i
X3i1
)(∑
i
Xi2
)
−γ5
(∑
i
Xi1
)(∑
i
Xi2
)2
+γ6
(∑
i
Xi1
)2
+γ7
(∑
i
Xi1Xi2
)
,
where all sums go from 1 to n. We have deg(1,1)(f) = deg(f) = 4. Recognizing that
the exponents of the column X·2 are small compared to the exponents of X·1 one
could give more weight to the second column, e. g. by considering the (3, 5)-degree:
deg(3,5)(f) = 14.
Notation 5. Fix some weights w. For a polynomial f ∈ R[V k] we define Mf ⊂
R[V k] to be the set of monomials of f . By construction, ϕ : R[V k]→ R[Y1, . . . , Yk],
Xij 7→ Yj is a morphism of graded R-algebras, considering the gradings as above.
Thus,
degw(f) = max{degw(m) | m ∈ ϕ(Mf )} = max{wTα | α ∈ Ef},
where Ef ⊂ Nk is the set of exponent tuples of all monomials in ϕ(Mf ). Note
however, that in general degw(f) 6= degw(ϕ(f)), as ϕ(Mf ) may differ from Mϕ(f).
Let degw(f) = d. Then the interpretation above gives rise to a very useful view on
the w-degree as a hyperplane defining a simplex {y ∈ Rk≥0 | wTy ≤ d} enclosing Ef .
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0
w(1) = (1, 1)
w(2) = (3, 5)
Figure 1. Visualization of w-weighted degree
Applied to Example 4, where k = 2, we can consider Figure 1. Note that ϕ(Mf ) =
{Y 41 , Y 31 Y2, Y 21 , Y1Y 22 , Y1Y2} and hence, Ef = {(4, 0), (3, 1), (2, 0), (1, 2), (1, 1)}. Both
choices of the weights w in Example 4 define a triangle enclosing Ef .
In the following Theorem, we see that the lattice points contained in the simplex
which is given by some weights w have an emerging meaning when we consider the
according power sums.
Theorem 6. Let w = (w1, . . . , wk) be a k-tuple of positive integers and let d ∈ N.
The R-algebra generated by all power sums pα with |α|w := wTα ≤ d contains all
k-symmetric polynomials of w-degree at most d.
Proof. Reviewing the proof of [10, Thm. 1.2] yields the assertion:
It is enough to show that the first power sums generate all k-symmetric monomial
functions
mα(1),...,α(`) := sym(Xα
(1)
1· · · ·Xα
(`)
`· )
of w-degree at most d, where ` ∈ {1, . . . , n}. For α(0), . . . , α(`) ∈ Nk and some
positive integer c the following equality holds:
c ·mα(0),...,α(`) = pα(0)mα(1),...,α(`) −
∑`
i=1
mα(1),...,α(i)+α(0),...,α(`) .
Since degw(mα(0),...,α(`)) =
∑`
j=0 |α(j)|w ≤ d , there are only polynomials of w-degree
equal or less than d on the right-hand side of this identity. Hence, we can write a
monomial function with ` + 1 exponent tuples as combination of a power sum of
w-degree at most d and some monomial functions with ` exponent tuples, both of
w-degree at most d. Noticing that a monomial function with only one exponent
tuple is a power sum ends the proof. 
Reconsider Figure 1. Taking the lattice points contained in the simplices given by
w1 and w2, respectively, we get two sets of power sums, each of them sufficient to
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describe f as a polynomial expression in its elements. In fact, the proof of Theorem 6
shows even more.
Remark 7. Let f ∈ R[V k]Sn. For all k-tuples w let dw := degw(f). Then f can be
written as a polynomial expression in the power sums associated to the lattice points
that are contained in the intersection ⋂
w
{y ∈ Rk≥0 | wTy ≤ dw}. In particular, for
fixed dw, one can deduce that the number of coefficients in a representation of such
a polynomial will (for large values of n ) be bounded by a constant.
The reason why we are interested in a different way of describing k-symmetric poly-
nomials is illuminated by the following observation. For all α ∈ Nk the partial
derivative with respect to Xij of pα is a polynomial in the variables Xi·. Moreover,
for every j ∈ {1, . . . , k} there exists one polynomial rj ∈ R[Y1, . . . , Yk] such that
∂ijpα = rj(Xi·).
Note that rj does not depend on i. This makes the derivatives of power sums
easier to handle than the derivatives of the usual generaing set, that is the set of
monomials of w-degree at most d. We immediately conclude the following result for
linear combinations of power sums:
Proposition 8. Let w = (w1, . . . , wk) be a k-tuple of positive integers. Denote
Nd := {α ∈ Nk | |α|w ≤ d} and let u ∈ RNd. Then there are k polynomials
q˜1, . . . , q˜k ∈ R[Y1, . . . , Yk] such that for all 1 ≤ i ≤ n, 1 ≤ j ≤ k we have
∂ij
 ∑
α∈Nd
uαpα
 = q˜j(Xi·)
and q˜j is of w-degree at most d− wj for each j ∈ {1, . . . , k}.
We will use this fact in the proof of Theorem 14.
3. Positivity of multisymmetric polynomials
Definition 9. For a positive integer m let Am denote the subset of Rn×k consisting
of all points x = (xij) with at most m distinct rows:
Am :=
{
x ∈ Rn×k | # {x1·, . . . , xn·} ≤ m
}
.
For f ∈ R[V k] or, more generally, f ∈ C0(V k) we define κ(f) to be the smallest
positive integer such that
min
x∈Br
f(x) = min
x∈Br∩Aκ(f)
f(x)
holds for all r ≥ 0, where Br := {x ∈ Rn×k | ∑ni=1∑kj=1 x2ij = r}.
Note that we always have κ(f) ≤ n and that by the definition above we see that
low values of κ(f) imply that non-negativity of f can be checked on sets of small
dimension. In particular the above generalizes the previous setup of symmetric
polynomials and in this case it is known that κ(f) ≤ max{2,
⌊
deg f
2
⌋
} (see [24, 19]). In
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Theorem 14 below we will show a bound for a k-symmetric polynomial f ∈ R[V k]Sn
in terms of the (weighted) degree of f . For technical reasons in the proofs to come
we observe that κ is lower semi-continuous:
Proposition 10. Let (f`)`∈N ⊂ C0(V k) be a sequence of continuous functions con-
verging uniformly on compact sets to some f ∈ C0(V k). Then
κ(f) ≤ lim inf
`→∞
κ(f`).
Proof. The sequence f`|Br converges uniformly to f |Br .This implies that for all m ∈
N, minx∈Br f`(x) and minx∈Br∩Am f`(x) converge to minx∈Br f(x) and minx∈Br∩Am f(x),
respectively. 
By definition of κ(f) we immediately see:
Proposition 11. Let f ∈ R[V k].
(i) If f ≥ 0 on Aκ(f), then f ≥ 0 on Rn×k.
(ii) If f > 0 on Aκ(f), then f > 0 on Rn×k.
(iii) If f 6= 0 on Aκ(f), then f 6= 0 on Rn×k.
Definition 12. Let n ∈ N. A tuple λ := (λ1, . . . , λ`) of ` positive integers such that
λ1 ≥ λ2 ≥ . . . ≥ λ` and n = λ1 + . . .+λ` is called an `-partition of n. We will write
λ `` n to say that λ is such a partition.
The following Proposition gives a rough estimate on the number of `-partitions for
a fixed natural number n.
Proposition 13. Let n ∈ N. Then for every ` ∈ N the number of `-partitions of n
is bounded by n`.
Algorithmically checking for the global properties in Proposition 11 is an instance
of a decision problem. As mentioned, it is known that deciding global positivity of
a multivariate polynomial is NP-hard in general (see for example [16]). Our aim is
to exploit the structure of k-symmetric polynomials f by bounding κ(f).
Observe that Am is a union of km-dimensional subspaces, each of which corresponds
to one particular way of assigning the m distinct rows. It follows that modulo the
action of Sn on the rows each of these choices is uniquely represented by an m-
partition of n. Therefore, the statements in Proposition 11 amount to saying that
all of the mentioned global properties can be checked by verifying them on each
of the k · κ(f)-dimensional subspaces corresponding to the various κ(f)-partitions
of n. The number of such partitions can be bounded by nκ(f), so if κ(f) can be
bounded by a quantity independent of n for a certain family of polynomials f , this
implies that the complexity of testing for those global properties for k-symmetric
polynomials grows only polynomially in the number of variables – in contrast to the
general case.
Our main result is now presented in the following Theorem.
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Theorem 14. Let w = (w1, . . . , wk) be a k-tuple of positive integers. Let d ≥
max{2wj | 1 ≤ j ≤ k} and let f ∈ R[V k]Sn be a k-symmetric polynomial of w-
weighted degree at most d. Then
κ(f) ≤
k∏
j=1
⌊
d
wj
⌋
.
Before we give the proof of Theorem 14 in detail, we shortly outline the main idea.
The proof relies essentially on the classical Lagrange multiplier rule. For every
r > 0 we minimize the given multisymmetric function on a sphere of radius r. Since
every sphere is smooth we can infer the existence of Lagrange multipliers. Using
a perturbation we can guarantee that the system of polynomial equations, which
certify this existence, describe a zero-dimensional variety. Finally, the bound on
κ(f) given in the Theorem above follows by analysing the finitely many solutions.
Proof. Set dj := bd/wjc and µ := ∏kj=1 dj. Define g := ∑ni=1∑kj=1Xdj+1ij . By
Proposition 10 it suffices to show that κ(fε) ≤ µ for all ε > 0, where fε := f + εg.
Fix r > 0 and let ε > 0. Consider a point z∗ ∈ Br where fε|Br is minimized. We
have to show z∗ ∈ Aµ.
Henceforth, we denote Nd := {α ∈ Nk | |α|w ≤ d} and In,k := {1, . . . , n}×{1, . . . , k}.
Define p := ∑ni=1∑kj=1X2ij and denote
∇ : R[V k]→ R[V k]In,k , h 7→ (∂11h, . . . , ∂nkh) .
Since z∗ is a minimum point of fε on Br = {x ∈ Rn×k | p(x) = r} and ∇p(z∗) is not
zero, there exists a Lagrange multiplier λ ∈ R such that
(3.1) ∇fε(z∗) + λ∇p(z∗) = 0.
Since f, p ∈ R[V k]Sn , by Theorem 6 there are polynomials F, P ∈ R[(Zα)α∈Nd ] such
that f = F ((pα)α∈Nd) and p = P ((pα)α∈Nd). We define the matrix polynomial
M ∈ R[V k]Nd×In,k by
Mα,(i,j) := ∂ijpα.
Let c ∈ RNd be such that cα := pα(z∗). Then by the chain.rule we can write (3.1) as
ε∇g(z∗) + (∇F (c) + λ∇P (c))M(z∗) = 0.
In other words, if we set u := (∇F (c) + λ∇P (c))T ∈ RNd , then z∗ is a solution to
the system of polynomial equations
(3.2) ε∇g(X) + uTM(X) = 0.
By Proposition 8 there are polynomials q˜1, . . . , q˜k ∈ R[Y1, . . . , Yk] such that the
(i, j)-th entry of uTM(X) is q˜j(Xi·) and degw(q˜j) ≤ d − wj. Thus, (3.2) can be
rewritten as qj(Xi·) = 0 for all (i, j) ∈ In,k, where
qj := ε(dj + 1)Y djj + q˜j ∈ R[Y1, . . . , Yk] for all j ∈ {1, . . . , k}.
In other words, each row z∗1·, . . . , z∗n· of z∗ is a point of the complex zero set
V(q1, . . . , qk) = {y ∈ Ck | q1(y) = 0, . . . , qk(y) = 0} ⊂ Ck.
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However, the coordinate ring C[Y1, . . . , Yk]/(q1, . . . , qk) is a C-vector space of dimen-
sion at most ∏kj=1 dj = µ. Indeed, because of degw(Y djj ) > degw(q˜j) all monomials
Y α with αj > dj for some 1 ≤ j ≤ k can be rewritten as a sum of monomials of
smaller w-degree. Hence, #V(q1, . . . , qk) ≤ µ, so at most µ of the rows z∗1·, . . . , z∗n·
can be different, that is, z∗ ∈ Aµ. 
Remark 15. Note that the proof of Theorem 14 given above works in exactly
the same manner for a more general setting: If f ∈ C1(V k) and there exists
F ∈ C1(RNd) such that f = F ((pα)α∈Nd), then we get the same bound for κ(f).
Additionally, we can further extend this bound by Proposition 10 to functions of the
form f = F ((pα)α∈Nd) with F ∈ C0(RNd).
Example 16. We consider the case k = 2. The family of polynomials
fm,`1 := pm(2,1)p2(1,1) − p`(0,3) (m, ` ∈ N)
is not bounded with respect to any weighted degree. However, all fm,`1 can be
written in terms of the power sum polynomials of (usual) degree at most 3. Thus,
by the preceding remark, we still get the bound κ(fm,`1 ) ≤ 9 for all m, ` ∈ N. Even
for the rational function f2 := (p(3,0) − 2p(1,2)p(2,1))/(p2(2,0) + 1) and the functions
fm3 (x) := | exp(f2(x))− 2|+ fm,m1 (x) (m ∈ N) we get that the κ-value is at most 9.
Remark 17. Note that in the proof of Theorem 14 the bound for κ(f) is given by an
upper bound on the number of complex solutions of a certain system of polynomial
equations. Since in fact we are only interested in the number of real solutions, µ
might be chosen significantly smaller depending on the specific representation F . If,
for instance, f is a polynomial with only few monomials but of high degree, it could
be advantageous to argue with Khovanskii’s fewnomial bound. This result bounds the
number of isolated real solutions of a polynomial system by a function of the number
of distinct monomials which are involved rather than by the a function of the degree
(see e.g., [23, Theorem 3.7]).
For a very rough estimation of κ(f) we can just use the usual degree and get the
following upper bound without any effort.
Corollary 18. If f ∈ R[V k]Sn is a k-symmetric polynomial of degree d ≥ 2, then
κ(f) ≤ dk.
However, Theorem 14 is much stronger. Recall that, using Notation 5, the condition
that f is of w-degree at most d can be expressed as Ef ⊂ {y ∈ Rk≥0 | wTy ≤ d} and
note that the hyperplane {y ∈ Rk | wTy = d} defining this enclosing simplex inter-
sects the j-th coordinate axis at the point (d/wj)ej (where e1, . . . , ek is the standard
basis of Rk). This gives the following geometric reformulation of the Theorem 14.
Theorem 19. Let f ∈ R[V k]Sn be a k-symmetric polynomial and let a1, . . . , ak ∈
Q≥2 such that Ef is contained in the simplex
∆(a1, . . . , ak) := conv(0, a1e1, . . . , akek)⊂ Rk.
Then κ(f) is bounded by ∏kj=1bajc, i.e. the number of lattice points in [0, a1 − 1]×
· · · × [0, ak − 1].
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Figure 2. Visualization of Theorem 19
Note that this number of lattice points is approximately k! vol(∆(a1, . . . , ak)). There-
fore, finding a good bound for κ(f) via Theorem 19 roughly amounts to finding the
smallest simplex ∆(a1, . . . , ak) enclosing Ef .
Example 20 (Example 4 continued). Reconsider Figure 1. The triangle described
by w(2) = (3, 5) minimizes the number of lattice points. Counting the lattice points
in the rectangle drawn in Figure 2 gives the upper bound κ(f) ≤ 8. This bound
holds for all n and for all choices of the parameters in Example 4.
In the case k > 2 drawing a picture and fitting the right simplex might not be that
easy. However, we can provide a further bound on κ(f). Note that this bound is
better than the bound given in Corollary 18 in the case that the degree of some
columns X·j is much smaller than the others.
Corollary 21. Let k ≥ 2 and let f ∈ R[V k]Sn be a k-symmetric polynomial such
that each column X·j occurs only with degree at most dj ≥ 1. Then
κ(f) ≤ kk
k∏
j=1
dj.
Proof. Note that Ef ⊂ [0, d1]× · · · × [0, dk] ⊂ ∆(kd1, . . . , kdk) and use Theorem 19
to deduce the claim. 
4. Deciding Convexity of multisymmetric polynomials
In this section we apply Theorem 19 to the problem of algorithmically deciding
convexity of a polynomial of fixed degree. Already for general quartic (i.e. degree
4) polynomials deciding convexity is an NP-hard problem (see [1]). However, we
will see that in the case of symmetric (or, more generally, k-symmetric) polynomials
of a bounded degree, a convexity test can be provided whose complexity is mainly
determined by the degree in the sense that for a fixed degree it is polynomial in the
number of variables. Recall that convexity of a function is defined as follows.
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Definition 22. Let C ⊂ Rm be a convex set and f : C → R be a real valued
function. Then f is called convex if
∀x1, x2 ∈ C, ∀t ∈ [0, 1] : f(tx1 + (1− t)x2) ≤ tf(x1) + (1− t)f(x2).
We remark that convexity is of particular interest also for the question of deciding
if a polynomial is non-negative.
Proposition 23. Let f ∈ R[V k]Sn. If f is convex, then κ(f) = 1.
Proof. Let ξ ∈ V k. Then
f(ξ) =
∑
σ∈Sn
1
n!f(σ(ξ)) ≥ f

∑
σ∈Sn
1
n!σ(ξ)︸ ︷︷ ︸
:=ζ
 .
Since ζ ∈ A1, the statement follows. 
Using the classical definition above we remark the following characterizations which
will allow the use of our main theorem.
Proposition 24. Let f : Rm → R be a polynomial function.
(1) Then f is convex if and only if the polynomial function gf : R2m → R,
gf (x, x˜) := x˜TD2f(x)x˜ =
m∑
i=1
m∑
j=1
x˜ix˜j∂ijf(x)
is non-negative.
(2) If f ∈ R[V k]Sn is a k-symmetric polynomial, then gf ∈ R[V k ⊕ V k] is a
2k-symmetric polynomial.
(3) Let f ∈ R[V k]Sn be a k-symmetric polynomial and consider κ(gf ) for the
2k-symmetric function gf defined in (1). Then f is convex if and only if the
restriction of f onto each of the linear subspaces defining Aκ(gf ) is convex.
Proof. The first assertion is a direct consequence of Taylor’s theorem. For the second
statement observe that for each σ ∈ Sm such that f(σ(x)) = f(x) for all x ∈ Rm,
we get gf (σ(x), σ(x˜)) = gf (x, x˜) for all x, x˜ ∈ Rm, from which the assertion follows.
The last statement follows directly from (1) and (2) and the definition of κ(gf ).

Now we fix k and d ≥ 2 and consider a k-symmetric polynomial f of degree d.
By Proposition 24, it follows that convexity of f can algorithmically be checked
using Theorem 14. Let c(`, d) be an upper bound for the complexity of deciding
if a polynomial in ` variables of degree at most d is convex. Then, we can con-
clude with Propositions 11 and 13 that the complexity of deciding convexity of f is
bounded by c(k · κ(f), d) · nκ(gf ). Since deg(gf ) ≤ d, we can directly deduce from
Corollary 18 that κ(gf ) ≤ d2k, which implies that the complexity (for fixed k and d)
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grows polynomially in the number of variables. Additionally, since for each of the
resulting k · κ(f)-dimensional polynomials convexity can be decided independently,
this approach can be parallelized.
However, the bound for κ(gf ) can be improved considerably by exploiting the specific
structure of gf . Note that for any x, x˜ ∈ Rn×k the polynomial gf (X, x˜) is of degree
at most d − 2 and gf (x, X˜) of degree at most 2. So, Corollary 21 can be used to
infer that
κ(gf ) ≤ 8kk2k(d− 2)k,
which is a better bound in case d ≥ 8k2. In fact, we will prove below (Corollary 29)
that the term k2k is superfluous.
For this purpose, we examine the non-negativity of gf using the reformulation in
terms of lattice points presented in Theorem 19. In the following Proposition we
examine the possible exponent vectors of gf . We make use of Notation 5 to formulate
our result.
Proposition 25. Let f ∈ R[V k]Sn be a k-symmetric polynomial. For i, j ∈ {1, . . . , k}
we consider τij : Rk → Rk, x 7→ x− ei − ej (where e1, . . . , ek is the standard basis of
Rk). Then we have
(4.1) Egf ⊂
k⋃
i=1
k⋃
j=1
(τij(Ef ) ∩ Rk≥0)× {ei + ej} ⊂ Rk × Rk.
In particular,
Egf ⊂ Hf ×∆(2, . . . , 2),
where Hf :=
⋃
i,j τij(Ef ) ∩ Rk≥0.
Proof. This immediately follows by examining the definition of gf : Just note that
if h is a second partial derivative of f with respect to variables in columns i and j,
then Eh ⊂ τij(Ef ) ∩ Rk≥0. 
The above observations now yield the following Theorem.
Theorem 26. Let f ∈ R[V k]Sn be a k-symmetric polynomial and let a1, . . . , ak ∈
Q≥1 be such that ∆(a1, . . . , ak) is a simplex enclosing Hf (as defined in Proposi-
tion 25). Then
κ(gf ) ≤ 3k
k∏
j=1
b2ajc.
In particular, κ(gf ) ≤ 6kk! vol(∆(a1, . . . , ak)).
Proof. This follows directly from Theorem 19 with the preceding Proposition by
noting that there exist ε, δ ∈ (0, 1) such that ∆(a1, . . . , ak)×∆(2, . . . , 2) is contained
in ∆(2a1 + δ, . . . , 2ak + δ, 4 − ε, . . . , 4 − ε) and such that b2aj + δc = b2ajc for all
j ∈ {1, . . . , k}. 
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Figure 3. Visualization of Theorem 26
Example 27 (Example 4 continued). Consider again the family of 2-symmetric
polynomials f which was studied in Example 4. By reading Ef from Figure 1 we
can easily constructHf (see Proposition 25). We need to fit a w-degree line such that
the originating triangle encloses Hf . With a view to Theorem 26, we should choose a
triangle ∆(a1, a2) that minimizes b2a1c·b2a2c. With the choice indicated in Figure 3
we get a1 < 2.5 and a2 < 2. Hence, κ(gf ) ≤ 108. However, it turns out that the
bound can be improved by taking a closer look at Egf using (4.1). By solving a small
optimization problem we are able to find that Egf ⊂ ∆(9− ε, 3− ε, 4− ε, 2− ε) for
a small ε > 0. From this observation one can deduce the better bound κ(gf ) ≤ 48.
Apart from this geometrical view we provide a formulation in terms of weighted
degrees. Note that this formulation is a bit weaker than Theorem 26, but it might
still be useful as we need less information about the function in question in order to
calculate the resulting bound.
Theorem 28. Let w = (w1, . . . , wk) be a k-tuple of positive integers. Let d ≥
2 min1≤j≤k wj + max1≤j≤k wj and let f ∈ R[V k]Sn be a k-symmetric polynomial of
w-weighted degree at most d. Set d˜ := d− 2min1≤j≤k wj. Then
κ(gf ) ≤ 3k
k∏
j=1
⌊
2d˜
wj
⌋
.
Proof. Since f is of w-weighted degree at most d, we have Ef ⊂ ∆(d/w1, . . . , d/wk).
Hence, by definition of d˜, we have Hf ⊂ ∆(d˜/w1, . . . , d˜/wk). Finally, note that
d˜/wj ≥ 1, since d ≥ 2 min1≤j≤k wj + max1≤j≤k wj. 
Choosing all weights equal to 1 we get the following Corollary,
Corollary 29. Let f ∈ R[V k]Sn be a k-symmetric polynomial of degree d ≥ 3. Then
κ(gf ) ≤ 6k(d− 2)k.
The following Corollary is just a reformulation of our results, which we include to
emphasize the results in the case of convexity of symmetric polynomials.
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Corollary 30. Let f ∈ R[V ]Sn be a symmetric polynomial of degree d ≥ 3. Then
f is a convex function if and only if it is convex on each of the subspaces of points
with at most 6(d− 2) distinct coordinates.
Finally, we shortly illustrate our results with the following example.
Example 31. We consider the symmetric polynomial
f(X1, . . . , X25) = −12
25∑
i=1
X4i +
25∑
i,j=1
X2iX
2
j +
1
2
25∑
i,j,k,l=1
XiXjXkXl +
25∑
i=1
X2i .
It can now be deduced from Proposition 24 that in order to verify that f defines
a convex function it suffices to check non-negativity of the 2-symmetric polynomial
gf ∈ R[X1, X˜1, . . . , X25, X˜25], given by
gf =
25∑
k=1
X˜2k
(
−6X2k + 4
25∑
i=1
X2i + 2
)
+
25∑
k,`=1
X˜kX˜`
8XkX` + 6 25∑
i,j=1
XiXj
 .
Corollary 29 allows us to reduce the problem size: Indeed, we find κ(gf ) ≤ 12, and
hence it is sufficient to test non-negativity of gf (X, X˜) on all points of the form

x1 x˜1
... ...
... ...
... ...
... ...
x25 x˜25

=

y1 y˜1
... ...
y1 y˜1
y2 y˜2
... ...
y2 y˜2
... ...
y12 y˜12
... ...
y12 y˜12

λ1 timesλ2 times
λ12 times
This in turn implies that f(X1, . . . , X25) is convex if and only if, for all λ `12 25,
the polynomial g(λ)f ∈ R[Y1, Y˜1, . . . , Y12, Y˜12] resulting from the above described sub-
stitution, namely
g
(λ)
f =
12∑
k=1
λkY˜
2
k
(
−6Y 2k + 4
12∑
i=1
λiY
2
i + 2
)
+
12∑
k,`=1
λkY˜kλ`Y˜`
8YkY` + 6 12∑
i,j=1
λiYiλjYj

is non-negative.
Now observe that the number of 12-partitions of 25 is 100. Hence the various sub-
stitutions described above produce 100 polynomials each of which only involves 24
DECIDING POSITIVITY OF MULTISYMMETRIC POLYNOMIALS 15
variables. Thus the problem of testing non-negativity of gf , which is a polynomial in
50 variables reduces to checking if all of the 24-variate polynomials are non-negative.
Whereas the authors were not directly able to verify the non-negativity of gf , it was
possible to numerically verify the non-negativity of the 100 resulting polynomials in
fewer variables using a standard numerical sums-of-squares implementation.
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