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Abstract. For a one-parameter exponential family of distributions, a
method to ﬁnd the uniformly minimum variance unbiased (UMVU)
estimator based on the complete su‰cient statistic is given in Jani
and Dave [1] by change of the expression of the unbiasedness
condition. But, it heavily depends on the concrete form of the
distribution of the statistic in obtaining indeed the UMVU estimator.
In this paper, from the di¤erent point of view, the construction of
the UMVU estimator for a one-parameter exponential families of
distributions and certain two-parameter family of distributions is
discussed. Some examples are also given.
1. Introduction
In the problem of estimating a function of parameter, there are some ways
to obtain the uniformly minimum variance unbiased (UMVU) estimator (see, e.g.
Lehmann and Casella [4], Zacks [7]). One of them is to use the information
inequality like Crame´r-Rao one which gives the lower bound for the variance of
unbiased estimators. Another way is to obtain an unbiased estimator which is a
function of the complete su‰cient statistic if it exists (see, e.g. Voinov and
Nikulin [6], Jani and Dave [1], Kim and Akahira [3]). To do so, it is important to
consider how to construct the UMVU estimator. Jani and Dave [1] proposed a
way to ﬁnd the UMVU estimator based on the complete su‰cient statistic for
a one-parameter exponential family of distributions by change of the expression
of the unbiasedness condition. But, in order to obtain indeed the UMVU es-
timator, we need the concrete form of the distribution of the statistic. It is not, in
AMS 2000 subject classiﬁcation. 62F10, 62B05.
Key words and phrases. Uniformly minimum variance unbiased estimator; Exponential family of
distributions; Complete su‰cient statistic.
Received October 21, 2009.
general, so easy to obtain the distribution, but, in special cases, it is given (see,
e.g. [6]).
In this paper, from the di¤erent viewpoint based on the complete su‰cient
statistic from [1], we consider the construction of the UMVU estimator of a
function of parameter for a one-parameter exponential families of distributions
and certain two-parameter family of distributions. Some examples also are given.
2. A Construction of the UMVU Estimator in a One-Parameter
Exponential Family of Distributions
Suppose that X1; . . . ;Xn are independent and identically distributed (i.i.d.)
random variables with a probability density function (p.d.f.) (with respect to the
Lebesgue measure)
pðx; yÞ ¼ aðxÞbðyÞecðyÞdðxÞ; x A XHR1; y A YHR1 ð2:1Þ
where aðxÞ > 0 for all x A X, cðÞ is a real-valued function and cðyÞ0 0 for some
y A Y and
bðyÞ ¼
ð
X
aðxÞecðyÞdðxÞ dx
 1
:
Denote ðX1; . . . ;XnÞ by X . Here, we assume that the range of cðÞ involves an
open interval in R1. Then it is well known that the statistic ZðXÞ :¼Pni¼1 dðXiÞ is
a complete su‰cient statistic for y and has the p.d.f.
fZðz; yÞ ¼ ~BnðzÞfcnðyÞg1ecðyÞz; z AZHR1; y A YHR1;
where
cnðyÞ ¼
ð
X
aðxÞecðyÞdðxÞ dx
 n
and ~BnðÞ satisﬁes
cnðyÞ ¼
ð
Z
~BnðzÞecðyÞz dz:
(see, e.g. Jani and Dave [1]).
Let T ¼ TðXÞ ¼ knZðXÞ with a constant kn0 0, and suppose that its range
is an interval ða; bÞ, where a and b are independent of y and may include y
and y, respectively. Then the p.d.f. of T (with respect to the Lebesgue measure)
is given by the form of
fTðt; yÞ ¼ BnðtÞfcnðyÞg1ehnðyÞtwða;bÞðtÞ; t A R1; y A Y ð2:2Þ
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Here, for a natural number k, let BnðtÞ be k-times di¤erentiable in t and assume
the following condition.
(C1) For j ¼ 0; 1; . . . ; k  1
lim
t!aþ0
Bð jÞn ðtÞehnðyÞt ¼ 0; lim
t!b0
Bð jÞn ðtÞehnðyÞt ¼ 0;
where B
ð jÞ
n ðtÞ ¼ ðd j=dt jÞBnðtÞ for j ¼ 1; . . . ; k  1, and Bð0Þn ðtÞ ¼ BnðtÞ.
Then, we have the following.
Theorem 2.1. Assume that the condition (C1) holds. Then
h^k;nðTÞ :¼ ð1Þk B
ðkÞ
n ðTÞ
BnðTÞ wða;bÞðTÞ
is an unbiased estimator of fhnðyÞgk.
Proof. Using integration by parts and the condition (C1), we obtain for
each n and each y A Y
Ey½h^k;nðTÞ ¼ Ey ð1Þk B
ðkÞ
n ðTÞ
BnðTÞ wða;bÞðTÞ
" #
¼ ð1ÞkfcnðyÞg1
ð b
a
BðkÞn ðtÞehnðyÞt dt: ð2:3Þ
Here,
Jn;kðyÞ :¼
ð b
a
BðkÞn ðtÞehnðyÞt dt
¼ ½Bðk1Þn ðtÞehnðyÞtba 
ð b
a
Bðk1Þn ðtÞhnðyÞehnðyÞt dt
¼ hnðyÞJn;k1ðyÞ
¼ ð1ÞkfhnðyÞgkJn;0ðyÞ
¼ ð1ÞkfhnðyÞgk
ð b
a
BnðtÞehnðyÞt dt:
Then it follows from (2.2) and (2.3) that for each y A Y
Ey½h^k;nðTÞ ¼ fcnðyÞg1fhnðyÞgk
ð b
a
BnðtÞehnðyÞt dt ¼ fhnðyÞgk:
Hence, h^k;nðTÞ is an unbiased estimator of fhnðyÞgk. r
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Remark 2.1. For k ¼ 1, Suzuki [5] also discussed the above, and extended
to the multiparameter case.
Corollary 2.1. If the condition (C1) holds, then h^k;nðTÞ is a UMVU es-
timator of fhnðyÞgk.
The proof is straightforward from Theorem 2.1, since T is a complete
su‰cient statistic for y.
Corollary 2.2. Assume that, for each k ¼ 1; . . . ;K , the condition (C1)
holds. Let gKðyÞ :¼
PK
k¼1 ckfhnðyÞgk with constants ck0 0 ðk ¼ 1; . . . ;KÞ. ThenPK
k¼1 ckh^k;nðTÞ is a UMVU estimator of gKðyÞ.
The proof is straightforward from Corollary 2.1.
Remark 2.2. Let inﬁnite series
Py
k¼1 ckfhnðyÞgk,
Py
k¼1 ckh^k;nðTÞ andPy
k¼1 jckj be convergent. Put hK;nðTÞ :¼
PK
k¼1 ckh^k;nðTÞ, and assume that there is
a measurable function hn such that jhK ;nðtÞja hn ðtÞ for all K ¼ 1; 2; . . . and all
t A R1 and E½hn ðTÞ <y. If the condition (C1) holds for all k ¼ 1; 2; . . . , then
the result of Corollary 2.2 is extended to the case when K !y.
Example 2.1. Let X1; . . . ;Xn be i.i.d. random variables from the normal
distribution Nðy; s20Þ, with s20 known. Since the statistic T ¼ X :¼ ð1=nÞ
Pn
i¼1 Xi
has the normal distribution Nðy; s20=nÞ, the p.d.f. of T is given by
fTðt; yÞ ¼
ﬃﬃﬃ
n
pﬃﬃﬃﬃﬃ
2p
p
s0
exp  ny
2
2s20
 !
exp  nt
2
2s20
 
exp
ny
s20
t
 
:
Now, letting
hnðyÞ ¼ ny
s20
; BnðtÞ ¼ exp  nt
2
2s20
 
;
in the form (2.2), we have
Bð1Þn ðtÞ ¼ 
nt
s20
exp  nt
2
2s20
 
;
Bð2Þn ðtÞ ¼ 
n
s20
þ n
2t2
s40
 
exp  nt
2
2s20
 
;
Bð3Þn ðtÞ ¼
3n2t
s40
 n
3t3
s60
 
exp  nt
2
2s20
 
;
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and so on. Hence, for j ¼ 0; 1; . . . ; k  1
lim
t!Gy B
ð jÞ
n ðtÞehnðyÞt ¼ limt!Gy Pj;nðtÞ exp 
nt2
2s20
þ nyt
s20
 
¼ 0;
where Pj;nðtÞ is certain j-polynomial of t for each j ¼ 0; 1; . . . ; k  1, which
implies that the condition (C1) is satisﬁed. Also, since T is a complete su‰cient
statistic, it follows from Corollary 2.1 that h^k;nðTÞ is a UMVU estimator of
fhnðyÞgk ¼ ðny=s20Þk. For example, in the case when k ¼ 3,
T 3  3s
2
0
n
T
is seen to be a UMVU estimator of y3.
Example 2.2. Let X1; . . . ;Xn be i.i.d. random variables from the normal
distribution Nð0; yÞ for y > 0, where nb 3. Since the p.d.f. of the statistic T :¼Pn
i¼1X
2
i is given by
fTðt; yÞ ¼
tðn=2Þ1
2 n=2Gðn=2Þ
et=ð2yÞ
y n=2
for t > 0;
0 for ta 0;
(
letting
hnðyÞ ¼  1
2y
; BnðtÞ ¼ tðn=2Þ1;
in the form (2.2), we have
BðkÞn ðtÞ ¼
n
2
 1
 
   n
2
 k
 
tðn=2Þðkþ1Þ:
Then, for a natural number k with k < n=2,
lim
t!0þ0
Bð jÞn ðtÞehnðyÞt ¼ lim
t!0þ0
n
2
 1
 
   n
2
 j
 
tðn=2Þð jþ1Þet=ð2yÞ ¼ 0;
lim
t!y B
ð jÞ
n ðtÞehnðyÞt ¼ limt!y
n
2
 1
 
   n
2
 j
 
tðn=2Þð jþ1Þet=ð2yÞ ¼ 0
for 0a ja k  1, hence, the condition (C1) is satisﬁed. Also, since T is a com-
plete su‰cient statistic, it follows from Corollary 2.1 that
ðn 2Þ    ðn 2kÞTkwð0;yÞðTÞ
is a UMVU estimator of 1=yk.
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3. A Construction of the UMVU Estimator in a Two-Parameter
Exponential Family of Distributions
Let T1 ¼ T1ðXÞ and T2 ¼ T2ðXÞ be statistics based on a random vector X :¼
ðX1; . . . ;XnÞ, and T ¼ ða1ðyÞ; b1ðyÞÞ  ða2ðyÞ; b2ðyÞÞ be the range of T :¼ ðT1;T2Þ,
where a1ðyÞ and a2ðyÞ may include y, and b1ðyÞ and b2ðyÞ may include y.
Now, deﬁne the p.d.f. of T as
fTðt; yÞ ¼ BnðtÞfcnðyÞg1½expfc11ðyÞt21 þ c12ðyÞt1t2 þ c22ðyÞt22
þ c10ðyÞt1 þ c01ðyÞt2 þ c00ðyÞgwTðtÞ
for t :¼ ðt1; t2Þ A R2; y :¼ ðy1; y2Þ A YHR2; ð3:1Þ
where BnðtÞ is twice di¤erentiable with respect to t2 and BnðtÞ > 0 in T, cnðyÞ > 0
in Y, and c11ðyÞ, c12ðyÞ, c22ðyÞ, c10ðyÞ, c01ðyÞ, c00ðyÞ are functions of y. Let
AyðtÞ :¼ c11ðyÞt21 þ c12ðyÞt1t2 þ c22ðyÞt22 þ c10ðyÞt1 þ c01ðyÞt2 þ c00ðyÞ;
Bð0;1Þn ðtÞ :¼
q
qt2
BnðtÞ
and, further, assume the following condition.
(C2) For y A Y and t1 A ða1ðyÞ; b1ðyÞÞ
lim
t2!a2ðyÞþ0
BnðtÞ expfAyðtÞg ¼ 0; lim
t2!b2ðyÞ0
BnðtÞ expfAyðtÞg ¼ 0:
Then, we have the following.
Theorem 3.1. Assume that the condition (C2) holds. Then for any y A Y
Ey
B
ð0;1Þ
n ðTÞ
BnðTÞ
" #
¼ c12ðyÞEyðT1Þ  2c22ðyÞEyðT2Þ  c01ðyÞ;
provided that all the expectations on both sides exist.
Proof. By the condition (C2), we obtain for any y A Y
Ey
B
ð0;1Þ
n ðTÞ
BnðTÞ
" #
¼ fcnðyÞg1
ð b1ðyÞ
a1ðyÞ
ð b2ðyÞ
a2ðyÞ
q
qt2
BnðtÞ
 
expfAyðtÞg dt2dt1
¼ fcnðyÞg1
 ð b1ðyÞ
a1ðyÞ
½BnðtÞ expfAyðtÞg t2¼b2ðyÞt2¼a2ðyÞ dt1

ð b1ðyÞ
a1ðyÞ
ð b2ðyÞ
a2ðyÞ
BnðtÞ q
qt2
AyðtÞ
 
expfAyðtÞg dt2dt1
!
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¼ fcnðyÞg1
ð b1ðyÞ
a1ðyÞ
ð b2ðyÞ
a2ðyÞ
BnðtÞ
 fc12ðyÞt1 þ 2c22ðyÞt2 þ c01ðyÞg expfAyðtÞg dt2dt1
¼ c12ðyÞEyðT1Þ  2c22ðyÞEyðT2Þ  c01ðyÞ: r
Next we assume the following condition.
(C3) For y A Y and t1 A ða1ðyÞ; b1ðyÞÞ
lim
t2!a2þ0
Bð0;1Þn ðtÞ expfAyðtÞg ¼ 0; lim
t2!b20
Bð0;1Þn ðtÞ expfAyðtÞg ¼ 0:
Here we put
Bð0;2Þn ðtÞ :¼
q2
qt22
BnðtÞ:
Then we have the following.
Theorem 3.2. Assume that the condition (C3) holds. Then for any y A Y
Ey
B
ð0;2Þ
n ðTÞ
BnðTÞ
" #
¼ c12ðyÞEy T1 B
ð0;1Þ
n ðTÞ
BnðTÞ
" #
 2c22ðyÞEy T2 B
ð0;1Þ
n ðTÞ
BnðTÞ
" #
þ c01ðyÞfc12ðyÞEyðT1Þ þ 2c22ðyÞEyðT2Þ þ c01ðyÞg;
provided that all the expectations on both sides exist.
Proof. By the condition (C3), we obtain for any y A Y
Ey
B
ð0;2Þ
n ðTÞ
BnðTÞ
" #
¼ fcnðyÞg1
ð b1ðyÞ
a1ðyÞ
ð b2ðyÞ
a2ðyÞ
q2
qt22
BnðtÞ
( )
expfAyðtÞg dt2dt1
¼ fcnðyÞg1
 ð b1ðyÞ
a1ðyÞ
q
qt2
BnðtÞ
 
expfAyðtÞg
  t2¼b2ðyÞ
t2¼a2ðyÞ
dt1

ð b1ðyÞ
a1ðyÞ
ð b2ðyÞ
a2ðyÞ
q
qt2
BnðtÞ
 
q
qt2
AyðtÞ
 
expfAyðtÞg dt2dt1
!
¼ fcnðyÞg1
ð b1ðyÞ
a1ðyÞ
ð b2ðyÞ
a2ðyÞ
q
qt2
BnðtÞ
 
 fc12ðyÞt1 þ 2c22ðyÞt2 þ c01ðyÞg expfAyðtÞg dt2dt1:
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From Theorem 3.1 we have
Ey
B
ð0;2Þ
n ðTÞ
BnðTÞ
" #
¼ c12ðyÞEy T1 B
ð0;1Þ
n ðTÞ
BnðTÞ
" #
 2c22ðyÞEy T2 B
ð0;1Þ
n ðTÞ
BnðTÞ
" #
 c01ðyÞEy B
ð0;1Þ
n ðTÞ
BnðTÞ
" #
¼ c12ðyÞEy T1 B
ð0;1Þ
n ðTÞ
BnðTÞ
" #
 2c22ðyÞEy T2 B
ð0;1Þ
n ðTÞ
BnðTÞ
" #
þ c01ðyÞfc12ðyÞEyðT1Þ þ 2c22ðyÞEyðT2Þ þ c01ðyÞg: r
Example 3.1. Let X1; . . . ;Xn be i.i.d. random variables from the normal
distribution Nðm; s2Þ, where nb 6. Assume that m and s2 are unknown. Now,
let
T1 ¼ X ¼ 1
n
Xn
i¼1
Xi; T2 ¼ S2 ¼ 1
n
Xn
i¼1
ðXi  XÞ2:
Then, the p.d.f. of T ¼ ðT1;T2Þ is given by
fTðt; yÞ ¼ n
n=2t
ðn3Þ=2
2ﬃﬃﬃ
p
p
Gððn 1Þ=2Þð2s2Þn=2
exp  n
2s2
fðt1  mÞ2 þ t2g
 
;
for t ¼ ðt1; t2Þ A R1  Rþ; y :¼ ðm; s2Þ A Y :¼ R1  Rþ
where Rþ ¼ ð0;yÞ. In the form (3.1),
c01ðyÞ ¼  n
2s2
; c12ðyÞ ¼ c22ðyÞ ¼ 0; ð3:2Þ
and also
EyðT1Þ ¼ m; EyðT2Þ ¼ 1 1
n
 
s2:
On the other hand, since
AyðtÞ ¼  n
2s2
fðt1  mÞ2 þ t2g;
BnðtÞ ¼ tðn3Þ=22 ;
ð3:3Þ
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we have for y A Y and t1 A R
1,
lim
t2!0þ0
BnðtÞ expfAyðtÞg ¼ lim
t2!0þ0
t
ðn3Þ=2
2 exp 
n
2s2
fðt1  mÞ2 þ t2g
 
¼ 0;
lim
t2!y
BnðtÞ expfAyðtÞg ¼ 0;
which implies that the condition (C2) is satisﬁed. By Theorem 3.1, we obtain
Ey
B
ð0;1Þ
n ðTÞ
BnðTÞ
" #
¼ n
2s2
: ð3:4Þ
Since
Bð0;1Þn ðtÞ ¼
q
qt2
BnðtÞ ¼ n 3
2
t
ðn5Þ=2
2 ;
it is seen from (3.3) that
B
ð0;1Þ
n ðtÞ
BnðtÞ ¼
n 3
2t2
: ð3:5Þ
Hence, it follows from (3.4) and (3.5) that for any y A Y
Ey
n 3
nT2
 
¼ 1
s2
;
that is, ðn 3Þ=ðnT2Þ is an unbiased estimator of 1=s2. Also, since T is a
complete su‰cient statistic for y, ðn 3Þ=ðnT2Þ is a UMVU estimator of 1=s2.
Since, for y A Y and t1 A R
1,
lim
t2!0þ0
Bð0;1Þn ðtÞ expfAyðtÞg ¼ lim
t2!0þ0
n 3
2
t
ðn5Þ=2
2 exp 
n
2s2
fðt1  mÞ2 þ t2g
 
¼ 0;
lim
t2!y
Bð0;1Þn ðtÞ expfAyðtÞg ¼ 0;
the condition (C3) is satisﬁed. From Theorem 3.2 and (3.2) we have
Ey
B
ð0;2Þ
n ðTÞ
BnðTÞ
" #
¼ n
2
4s4
: ð3:6Þ
Since, by (3.3),
Bð0;2Þn ðtÞ ¼
q2
qt22
BnðtÞ ¼ 1
4
ðn 3Þðn 5Þtðn7Þ=22 ;
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it follows from (3.3) that
B
ð0;2Þ
n ðTÞ
BnðTÞ ¼
ðn 3Þðn 5Þ
4T 22
: ð3:7Þ
Hence it is seen from (3.6) and (3.7) that ðn 3Þðn 5Þ=ðn2T 22 Þ is a UMVU
estimator of 1=s4.
Example 3.2. Let X1; . . . ;Xn be i.i.d. random variables from the exponential
distribution with the p.d.f.
pðx; m; sÞ ¼
1
s
eðxmÞ=s for x > m;
0 for xa m;

where nb 4, and y :¼ ðm; sÞ A Y :¼ R1  Rþ. Assume that m and s are unknown.
Then, the maximum likelihood estimator of y is given by
y^ :¼ ðm^; s^Þ ¼ ðXð1Þ;X  Xð1ÞÞ
where Xð1Þ ¼ min1aia n Xi and X ¼ ð1=nÞ
Pn
i¼1 Xi. Here, the p.d.f. of T1 :¼ m^ is
given by
fT1ðt1; m; sÞ ¼
n
s
exp
 n
s
ðt1  mÞ
	
for t1 > m;
0 for t1a m;

and the p.d.f. of T2 :¼ s^ is given by
fT2ðt2; m; sÞ ¼
1
Gðn1Þ
n
s

 n1
tn22 e
ðn=sÞt2 for t2 > 0;
0 for t2a 0:
(
Now, since T1 and T2 are independent (see Johnson et al. [2], pp. 506, 507), the
p.d.f. of T ¼ ðT1;T2Þ ¼ ðm^; s^Þ is given by
fTðt; yÞ ¼
1
Gðn1Þ
n
s

 n
tn22 exp  ns t1  ns t2 þ nms

 
for ðt1; t2Þ AT;
0 otherwise;
(
where T ¼ ðm;yÞ  ð0;yÞ, y A Y. Let
c01ðyÞ ¼  n
s
; c12ðyÞ ¼ c22ðyÞ ¼ 0 ð3:8Þ
in the form (3.1). Also, we have
EyðT1Þ ¼ mþ s
n
; EyðT2Þ ¼ n 1
n
s:
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On the other hand, since
BnðtÞ ¼ tn22 ; ð3:9Þ
for y A Y and t1 A ðm;yÞ, we have
lim
t2!0þ0
BnðtÞ expfAyðtÞg ¼ lim
t2!0þ0
tn22 exp 
n
s
t1  n
s
t2 þ nm
s
 
¼ 0;
lim
t2!y
BnðtÞ expfAyðtÞg ¼ 0;
hence, the condition (C2) is satisﬁed. By Theorem 3.1 and (3.8) we obtain for any
y A Y
Ey
B
ð0;1Þ
n ðTÞ
BnðTÞ
" #
¼ n
s
: ð3:10Þ
Since,
Bð0;1Þn ðtÞ ¼
q
qt2
BnðtÞ ¼ ðn 2Þtn32 ;
it follows from (3.9) that
B
ð0;1Þ
n ðtÞ
BnðtÞ ¼
n 2
t2
:
Therefore, by (3.10), ðn 2Þ=ðnT2Þ is seen to be an unbiased estimator of 1=s.
Also, since T is a complete su‰cient statistic for y, ðn 2Þ=ðnT2Þ is a UMVU
estimator of 1=s.
The above discussion may be extended to the equality on Ey½Bði; jÞn ðTÞ=BnðTÞ
where B
ði; jÞ
n ðtÞ :¼ ðq iþ j=qti1qt j2ÞBnðtÞ ði; j ¼ 0; 1; 2; . . .Þ. A similar one may be
done.
4. Conclusion
In the previous sections, we argue about the construction of the UMVU
estimator in one-paremeter and two-parameter exponential families of distribu-
tions. In the one-parameter exponential family case, the form of the UMVU
estimator is directly obtained from the factor of the p.d.f. independent of y. In
the two-parameter family case, the UMVU estimator is similarly derived from the
equation based on the factor.
57The construction of the uniformly minimum variance unbiased estimator
Acknowledgements
I would like to express my sincere gratitude to Professor M. Akahira for his
kind guidance and constant encouragement. I also thank the referee for useful
remarks.
References
[ 1 ] Jani, P. N. and Dave, H. P. (1990). Minimun variance unbiased estimation in a class of
exponential family of distributions and some of its applications. Metron 48, 493–507.
[ 2 ] Johnson, N. L., Kotz, S. and Balakrishnan, N. (1994). Continuous Univariate Distributions,
Vol. 1, 2nd ed. Wiley, New York.
[ 3 ] Kim, H. G. and Akahira, M. (2009). On the minimum variance unbiased estimation. Proc.
Symps. Res. Inst. Math. Sci., Kyoto Univ., 1621, 29–41. (In Japanese).
[ 4 ] Lehmann, E. L. and Casella, G. (1998). Theory of Point Estimation. 2nd ed. Springer, New
York.
[ 5 ] Suzuki, K. (2000). Minimum variance unbiased estimation for the multiparameter exponential
family of distributions. Proc. Symps. Res. Inst. Math. Sci., Kyoto Univ., 1161, 27–45.
(In Japanese).
[ 6 ] Voinov, V. G. and Nikulin, M. S. (1993). Unbiased Estimators and Their Applications, Vol. 1:
Univariate Case. Kluwer Academic Publishers, Dordrecht.
[ 7 ] Zacks, S. (1971). The Theory of Statistical Inference. Wiley, New York.
Graduate School of Pure and Applied Sciences
University of Tsukuba
Ibaraki 305-8571, Japan
E-mail: hgkim83@math.tsukuba.ac.jp
58 Kim Hyo Gyeong
