Introduction and statement of the results.
There are many tools to deal with the idea of "complex dynamical behaviour" for the family C(I) of continuous maps on a compact interval I.
Among them topological entropy enjoys a steady popularity, one of the reasons being that it can be used as an indicator of the "size" of this dynamical complexity which, contrary to measure-theoretic approaches, is preserved under topological conjugacy. DEFINITION 1.1 (see [1] , [8] ). -Let (X, d) be a compact metric space, let f : X -X be continuous and let A = denote a (non necessarily strictly, but unbounded) increasing sequence of positive integers.
Let Y C X and set E &#x3E; 0. We say that a set E C Y is (A, m, E, Y, f)-separated (by f ) if for any x, y E E, x =I y, there exists i G {1,2,..., m} such The [19] and Misiurewicz and Szlenk [22] (cf. also the previous but little known work by Rothschild [23] ).
It is interesting to recall the substance of the above results in the simpler case of unimodal maps, that is, maps from C(I), I = [a, b], satisfying f (a) = {~ bl and for which there is a point c C (a, b) such that the restrictions of f to [a, c] and [c, b] [16] , [14] . Recall that a map f E C(I) is said to be chaotic in this sense if it possesses two points x, y satisfying simultaneously A natural and more accurate lens to look at these maps is topological sequence entropy, which is emphasized by the following result by Franzova and Smftal: THEOREM 1.3 (see [7] ). -Let f E C(I). Then it is chaotic if and only if its topological sequence entropy hA(f) is positive respect to some appropriate increasing sequence A.
In this context we must concentrate our attention on maps of type 2°°, since they are the only entropy zero maps which are apt to enclose chaos [24] , [15] (cf. also [25] , pp. 73-74), [4] , [20] . Recall here that p is a periodic point for f if there is some (minimal) 1 (which is called the period of p) satisfying f ~ (p) -p, and that f is said to be of type 2°i
f it has periodic points of periods exactly all powers of 2. Here the use of the sequence D = (2"2-1)°°=1 suggests itself. For instance the following was conjectured in [7] (and later disproved in [10] ):
(1) Let f E 0(1). [12] , an extension of the well known idea of the "adding machine" [9] (although here it makes more sense to speak about a "substracting" machine), the essential of which we presently recall (see also Section 2). Let us emphasize that the reader can find (sometimes implicit) proofs of all non-trivial results on maps from W(I) stated below (except of course those concerning sequence entropy) in [12] . [6] has been recently proved that hA ( f ) log 2 for any sequence A and any piecewise monotone map f E C(I)), which is similar to the well known fact that h( f ) log 2 for any unimodal map. Observe also that Card s(0, nz) = 2'~'2, so: [13] , [18] . It is important then to stress that is still a very "natural" map belonging to W( ~0,1~ ) [21] for which hD ( f ) = log 2 by Corollary A.1. Let us also remark that combining some results from [12] and [17] it can be proved that if f E W (I ) consists of a finite number of "smooth" (possibly constant) pieces (the word "smooth" is used here in the same sense as in [17] Let f E W(I), I = [a, b], and let AP(f) be the set of asymptotically periodic points of f. In [12] This proves (i) and (13) .
(ii) Put Observe that in the first case j -i &#x3E; 2, while in the second case j -i &#x3E; 3 (n + 1)n elements, we get the second inequality in (20) .
On the other hand suppose that ,S' C ~ 1, . 
