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Abstract
We show a new functional limit theorem for weakly dependent regularly
varying sequences of random vectors. As it turns out, the convergence takes
place in the space of Rd valued ca`dla`g functions endowed with the so-called
weak M1 topology. The theory is illustrated on two examples. In particular,
we demonstrate why such an extension of Skorohod’s M1 topology is actually
necessary for the limit theorem to hold.
Keywords: Functional limit theorem, Regular variation, Stable Le´vy
process, Weak M1 topology
1. Introduction
Literature in theoretical probability and statistics abounds with studies
of the limiting behaviour of partials sums, mostly in the case of stationary
sequences with so-called light tails. On the other hand, many applied proba-
bilistic models, in teletraffic and insurance modelling for instance, frequently
produce distributions with heavy tails and even infinite variance. Regularly
varying distributions underlying some of these models fit various data sets
particularly well (see Embrechts et al. [14] for examples of financial/actuarial
data fitting such a hypothesis).
We consider a stationary sequence of Rd valued random vectors (Xn)n>1
and its accompanying sequence of partial sums Sn = X1 + · · · + Xn, n > 1.
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If the Xn are i.i.d. and regularly varying with index α ∈ (0, 2), then
Sn − b′n
a′n
d−→ Sα in Rd, (1.1)
for some sequences a′n > 0 and b
′
n and some non-degenerate α–stable random
vector Sα, see Rvacˇeva [27] (the univariate result goes back to Gnedenko and
Kolmogorov). Weakly dependent sequences, satisfying strong mixing condi-
tion for instance, can exhibit a very similar behavior. From the large litera-
ture on this phenomenon we refer here to Durrett and Resnick [13], Davis [9],
Denker and Jakubowski [12], Avram and Taqqu [1], Davis and Hsing [10]
and Bartkiewicz et al. [2] in the one-dimensional case, and Phillip [23], [24],
Jakubowski and Kobus [17] and Davis and Mikosch [11] in the multi-dimensional
case.
In this paper we are interested in the functional generalization of (1.1).
For infinite variance i.i.d. regularly varying sequences (Xn) in the one-
dimensional case functional limit theorem was established in Skorohod [29].
A very readable proof of this result in the multivariate case can be found in
Resnick [26] using Skorohod’s J1 topology onD([0, 1],Rd). Tyran-Kamin´ska [30]
recently studied the problem for a more general class of weakly dependent
stationary sequences using the same topology. However, this choice of topol-
ogy excludes many processes used in applications. To study such models we
are forced to use a weaker topology.
Our main theorem extends the main result in Basrak et al. [5] to the mul-
tivariate setting. In [5] a functional limit theorem has been obtained for sta-
tionary, regularly varying sequence of dependent random variables for which
clusters of high-threshold excesses can be broken down into asymptotically
independent blocks, using the Skorohod’s M1 topology. Direct generalization
of this result to random vectors fails in standard M1 topology, as illustrated
by an example in Section 4. It turns out that the limit theorem still holds
but in the weak M1 topology. This topology is strictly weaker than the stan-
dard M1 topology on D([0, 1],Rd) for d > 2 (cf. Whitt [31]). Our main result
seems to be the first generic functional limit theorem which holds in weak M1
topology, but fails in other more frequently used topologies on D([0, 1],Rd).
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2. Assumptions
2.1. Regular variation
Denote E = [−∞,∞]d\{0}. The space E is equipped with the topology in
which a set B ⊂ E has compact closure if and only if it is bounded away from
zero, that is, if there exists u > 0 such that B ⊂ Eu = {x ∈ E : ‖x‖ > u}.
Denote by C+K(E) the class of all nonnegative, continuous functions on E with
compact support.
We say that a strictly stationary process (Xn)n∈Z is (jointly) regularly
varying with index α ∈ (0,∞) if for any nonnegative integer k the kd-
dimensional random vector X = (X1, . . . , Xk) is multivariate regularly vary-
ing with index α, i.e. there exists a random vector Θ on the unit sphere
Skd−1 = {x ∈ Rkd : ‖x‖ = 1} such that for every u ∈ (0,∞) and as x→∞,
P(‖X‖ > ux, X/‖X‖ ∈ · )
P(‖X‖ > x)
w−→ u−α P(Θ ∈ · ), (2.1)
the arrow “
w−→” denoting weak convergence of finite measures.
Theorem 2.1 in Basrak and Segers [6] provides a convenient characteriza-
tion of joint regular variation: it is necessary and sufficient that there exists
a process (Yn)n∈Z with P(‖Y0‖ > y) = y−α for y > 1 such that as x→∞,(
(x−1 Xn)n∈Z
∣∣ ‖X0‖ > x) fidi−→ (Yn)n∈Z, (2.2)
where “
fidi−→” denotes convergence of finite-dimensional distributions. The
process (Yn)n∈Z is called the tail process of (Xn)n∈Z. Writing Θn = Yn/‖Y0‖
for n ∈ Z, we also have(
(‖X0‖−1Xn)n∈Z
∣∣ ‖X0‖ > x) fidi−→ (Θn)n∈Z, (2.3)
see Corollary 3.2 in [6]. The process (Θn)n∈Z is independent of ‖Y0‖ and is
called the spectral (tail) process of (Xn)n∈Z. The law of Θ0 = Y0/‖Y0‖ ∈ Sd−1
is the spectral measure of the common distribution of the random vectors
Xi. Regular variation of this distribution can be expressed in terms of vague
convergence of measures on E as follows: for an as such that
nP(‖X1‖ > an)→ 1, (2.4)
as n→∞,
nP(a−1n Xi ∈ · ) v−→ µ( · ), (2.5)
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where the limit µ is a nonzero Radon measure on E that satisfies µ([−∞,∞]d\
Rd) = 0. Further, the measure µ satisfies the following scaling property
µ(u · ) = u−αµ( · ), (2.6)
for every u > 0, where α is the same sa in relation (2.1).
2.2. Point processes and dependence conditions
We define the time-space point processes
Nn =
n∑
i=1
δ(i/n,Xi/an) for all n ∈ N, (2.7)
with an as in (2.4). In this section we find a limit in distribution for the
sequence (Nn)n in the state space [0, 1] × Eu for u > 0 under appropriate
dependence assumptions. The limit process is a Poisson superposition of
cluster processes, whose distribution is determined by the law of the tail
process (Yi)i∈Z.
To control the dependence in the sequence (Xn)n∈Z we first have to assume
that clusters of large values of ‖Xn‖ have finite mean size, roughly speaking.
Condition 2.1. There exists a positive integer sequence (rn)n∈N such that
rn →∞ and rn/n→ 0 as n→∞ and such that for every u > 0,
lim
m→∞
lim sup
n→∞
P
(
max
m6|i|6rn
‖Xi‖ > uan
∣∣∣∣ ‖X0‖ > uan) = 0. (2.8)
Put M1,n = max{‖Xi‖ : i = 1, . . . , n} for n ∈ N. In Proposition 4.2 in
[6], it has been shown that under Condition 2.1 the following holds
θ = lim
r→∞
lim
x→∞
P
(
M1,r 6 x
∣∣ ‖X0‖ > x)
= P(supi>1‖Yi‖ 6 1) = P(supi6−1‖Yi‖ 6 1) > 0. (2.9)
By Remark 4.7 in [6], alternative expressions for θ in (2.9) are
θ =
∫ ∞
1
P
(
sup
i>1
‖Θi‖α 6 y−α
)
d(−y−α)
= E
[
max
(
1− sup
i>1
‖Θi‖α, 0
)]
= E
[
sup
i>0
‖Θi‖α − sup
i>1
‖Θi‖α
]
.
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Moreover we have P(lim|n|→∞ ‖Yn‖ = 0) = 1. Also, for every u ∈ (0,∞)
P(M1,rn 6 anu | ‖X0‖ > anu) =
P(M1,rn > anu)
rn P(‖X0‖ > anu) + o(1)→ θ (2.10)
as n→∞.
In the sequel, the point processes
rn∑
i=1
δ(anu)−1Xi conditionally on M1,rn > anu ,
are called cluster processes. We use them to describe a cluster of extremes
occurring in a relatively short time span. Theorem 4.3 in [6] yields the weak
convergence of the sequence of cluster processes in the state space E:( rn∑
i=1
δ(anu)−1Xi
∣∣∣∣M1,rn > anu) d−→ (∑
j∈Z
δYj
∣∣∣∣ sup
i6−1
‖Yi‖ 6 1
)
. (2.11)
Note that since ‖Yn‖ → 0 almost surely as |n| → ∞, the point process∑
n δYn is well-defined in E. By (2.9), the probability of the conditioning
event on the right-hand side of (2.11) is nonzero.
To establish convergence of Nn in (2.7), we need to impose a certain mix-
ing condition calledA′(an) which is slightly stronger than the conditionA(an)
introduced in Davis and Hsing [10] and Davis and Mikosch [11].
Condition 2.2 (A′(an)). There exists a sequence of positive integers (rn)n
such that rn → ∞ and rn/n → 0 as n → ∞ and such that for every
f ∈ C+K([0, 1]× E), denoting kn = bn/rnc, as n→∞,
E
[
exp
{
−
n∑
i=1
f
(
i
n
,
Xi
an
)}]
−
kn∏
k=1
E
[
exp
{
−
rn∑
i=1
f
(
krn
n
,
Xi
an
)}]
→ 0.
(2.12)
It can be shown that Condition 2.2 is implied by the strong mixing prop-
erty, see Krizmanic´ [20].
The proof of Theorem 2.3 in Basrak et al. [5] carries over to the multi-
variate case with some straightforward adjustments. Hence, we obtain the
following result describing exceedences in the sequence (Xn) outside of the
ball of radius u around the origin.
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Theorem 2.3. Assume that Conditions 2.1 and 2.2 hold for the same se-
quence (rn), then for every u ∈ (0,∞) and as n→∞,
Nn
∣∣∣∣
[0,1]×Eu
d−→ N (u) =
∑
i
∑
j
δ
(T
(u)
i ,uZij)
∣∣∣∣
[0,1]×Eu
,
in [0, 1]× Eu and
1.
∑
i δT (u)i
is a homogeneous Poisson process on [0, 1] with intensity θu−α,
2. (
∑
j δZij)i is an i.i.d. sequence of point processes in E, independent
of
∑
i δT (u)i
, and with common distribution equal to the weak limit in
(2.11).
3. Functional limit theorem
In the main result in the article, we show the convergence of the partial
sum process Vn to a stable Le´vy process in the space D([0, 1],Rd) equipped
with Skorohod’s weak M1 topology. As in the one dimensional case (cf. Bas-
rak et al. [5]) we first represent the partial sum process Vn as the image of the
time-space point process Nn in (2.7) under a certain summation functional.
Then, since this summation functional enjoys the right continuity properties,
by an application of the continuous mapping theorem we transfer the weak
convergence of Nn in Theorem 2.3 to weak convergence of Vn.
3.1. The weak M1 topology
For a = (a1, . . . , ad), b = (b1, . . . , bd) ∈ Rd, let [[a, b]] be the product
segment, i.e.
[[a, b]] = [a1, b1]× [a2, b2]× · · · × [ad, bd].
For x ∈ D([0, 1],Rd) the completed graph of x is the set
Gx = {(t, z) ∈ [0, 1]× Rd : z ∈ [[x(t−), x(t)]]},
where x(t−) is the left limit of x at t. We define an order on the graph Gx by
saying that (t1, z1) 6 (t2, z2) if either (i) t1 < t2 or (ii) t1 = t2 and |xj(t1−)−
zj1| 6 |xj(t2−)− zj2| for all j = 1, . . . , d. Clearly, the relation 6 induces only
a partial order on the graph Gx. A weak parametric representation of the
graph Gx is a continuous nondecreasing function (r, u) mapping [0, 1] into Gx,
with r ∈ C([0, 1], [0, 1]) being the time component and u = (u1, . . . , ud) ∈
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C([0, 1],Rd) being the spatial component, such that r(0) = 0, r(1) = 1 and
u(1) = x(1). Let Πw(x) denote the set of weak parametric representations of
the graph Gx. For x1, x2 ∈ D([0, 1],Rd) define
dw(x1, x2) = inf{‖r1 − r2‖[0,1] ∨ ‖u1 − u2‖[0,1] : (ri, ui) ∈ Πw(xi), i = 1, 2},
where ‖x‖[0,1] = sup{‖x(t)‖ : t ∈ [0, 1]}. Now we say that xn → x in
D([0, 1],Rd) for a sequence (xn) in the weak Skorohod’s M1 (or shortly WM1)
topology if dw(xn, x) → 0 as n → ∞. The WM1 topology is weaker than
the standard M1 topology on D([0, 1],Rd). Note, however that for d = 1 two
topologies coincide. The WM1 topology coincides with the topology induced
by the metric
dp(x1, x2) = max{dM1(xj1, xj2) : j = 1, . . . , d}
for xi = (x
1
i , . . . , x
d
i ) ∈ D([0, 1],Rd) and i = 1, 2 (here dM1 denotes the
standard Skorohod’s M1 metric on D([0, 1],R)). The metric dp induces the
product topology on D([0, 1],Rd). For detailed discussion of the weak M1
topology we refer to Whitt [31].
3.2. Continuity of summation functional
Fix 0 < v < u < ∞. The proof of our main theorem depends on the
continuity properties of the summation functional
ψ(u) : Mp([0, 1]× Ev)→ D([0, 1],Rd)
defined by
ψ(u)
(∑
iδ(ti, (x1i ,...,xdi ))
)
(t) =
(∑
ti6t
xji 1{u<|xji |<∞}
)
j=1,...,d
, t ∈ [0, 1].
Observe that ψ(u) is well defined because [0, 1] × Eu is a relatively compact
subset of [0, 1]×Ev. The space Mp of Radon point measures is equipped with
the vague topology and D([0, 1],Rd) is equipped with the weak M1 topology.
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Figure 1: Completed graph of a ca´dla´g function in R2.
We will show that ψ(u) is continuous on the set Λ = Λ1 ∩ Λ2, where
Λ1 = {η ∈Mp([0, 1]× Ev) : η({0, 1} × Eu) = 0 and
η([0, 1]× {x = (x1, . . . , xd) : |xi| ∈ {u,∞} for some i}) = 0},
Λ2 = {η ∈Mp([0, 1]×Ev) : for all t ∈ [0, 1], η({t}×
d∏
j=1
Aj) = 0 for all except
at most one set
d∏
j=1
Aj where Aj = (0,+∞] or Aj = [−∞, 0)}.
Lemma 3.1. Assume that with probability one, the tail process (Yi)i∈Z in
(2.2) satisfies the property that for every j = 1, . . . , d, (Y ji )i∈Z has no two
values of the opposite sign. Then P(N (v) ∈ Λ) = 1.
Proof. Recall that we can write Y ji = ‖Y0‖Θji for all indices i and coor-
dinates j, see (2.3). Observe that random variable ‖Y0‖ is continuous and
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independent of all Θji ’s to obtain
P(|Y ji | = u/v for some j = 1, . . . , d) = 0.
Therefore, in light of Theorem 2.3 it holds that
P
(∑
j
δvZij({x = (x1, . . . , xd) : |xk| = u for some k}) = 0
)
= P
(∑
j
δZij({x : |xk| = u/v for some k}
)
= 0)
= P
(∑
j
δYj({x = (x1, . . . , xd) : |xk| = u/v for some k}) = 0
∣∣∣ sup
i
‖Yi‖ 6 −1
)
= 1.
Hence
P(N v([0, 1]× {x = (x1, . . . , xd) : |xk| = u for some k}) = 0) = 1.
We obtain the same result if above we replace u by +∞, and this together
with the fact that P(
∑
i δT (v)i
({0, 1}) = 0) = 1 implies P(N (v) ∈ Λ1) = 1.
Second, the assumption that with probability one (Y ji )i∈Z has no two
values of the opposite sign for every j = 1, . . . , d yields P(N (v) ∈ Λ2) = 1. 
Lemma 3.2. The summation functional ψ(u) : Mp([0, 1]×Ev)→ D([0, 1],Rd)
is continuous on the set Λ, when D([0, 1],Rd) is endowed with Skorohod’s
weak M1 topology.
Proof. Suppose that ηn
v−→ η in Mp([0, 1]×Ev) for some η ∈ Λ. We need to
show that ψ(u)(ηn)→ ψ(u)(η) in D([0, 1],Rd) according to the WM1 topology.
By Theorem 12.5.2 in Whitt [31], it suffices to prove that, as n→∞,
dp(ψ
(u)(ηn), ψ
(u)(η)) = max
j=1,...,d
dM1(ψ
(u) j(ηn), ψ
(u) j(η))→ 0,
where ψ(u)(ξ) = (ψ(u) j(ξ))j=1,...,d for ξ ∈Mp([0, 1]× Ev).
Now one can follow, with small modifications, the lines in the proof of
Lemma 3.2 in Basrak et al. [5] to obtain dM1(ψ
(u) j(ηn), ψ
(u) j(η)) → 0 as
n → ∞. Therefore dp(ψ(u)(ηn), ψ(u)(η)) → 0 as n → ∞, and we conclude
that ψ(u) is continuous at η. 
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3.3. Main theorem
Let (Xn)n be a strictly stationary sequence of random vectors, jointly
regularly varying with index α ∈ (0, 2) and tail process (Yi)i∈Z. The main
theorem gives conditions under which its partial sum process satisfies a non-
standard functional limit theorem with a non-Gaussian α–stable Le´vy process
as a limit. Recall that the distribution of a Le´vy process V ( · ) is character-
ized by its characteristic triple, i.e. the characteristic triple of the infinitely
divisible distribution of V (1). The characteristic function of V (1) and the
characteristic triple (A, ν, b) are related in the following way:
E[ei〈z,V (1)〉] = exp
(
−1
2
〈z, Az〉+i〈b, z〉+
∫
Rd
(
ei〈z,x〉−1−i〈z, x〉1{‖x‖261}
)
ν(dx)
)
for z ∈ Rd, where 〈x, y〉 = ∑di=1 xiyi and ‖x‖2 = √∑di=1(xi)2 for x =
(x1, . . . , xd), y = (y1, . . . , yd) ∈ Rd. Here A is a symmetric nonnegative-
definite d× d matrix, ν is a measure on Rd satisfying
ν({0}) = 0 and
∫
Rd
(‖x‖22 ∧ 1) ν(dx) <∞,
(that is, ν is a Le´vy measure), and b ∈ Rd. For a textbook treatment of
Le´vy processes we refer to Bertoin [7] and Sato [28]. The description of the
characteristic triple of the limit process will be in terms of the measures ν(u)
(u > 0) on E defined by
ν(u)((x, y]) = u−α P
(
u
∑
i>0
(
Y ji 1{|Y ji |>1}
)
j=1,...,d
∈ (x, y], sup
i6−1
‖Yi‖ 6 1
)
,
(3.1)
for x = (x1, . . . , xd), y = (y1, . . . , yd) ∈ E such that (x, y] = (x1, y1] × · · · ×
(xd, yd] is bounded away from zero.
Our main result considers the limiting behavior of the partial sum stochas-
tic process
Vn(t) =
bntc∑
k=1
Xk
an
− bntcE
((
Xj1
an
1{ |Xj1 |
an
61
})
j=1,...,d
)
, t ∈ [0, 1], (3.2)
It turns out that in the case α ∈ [1, 2), we need to assume that the
contributions of the smaller increments to this partial sum process is close
to their expectation.
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Condition 3.3. For all δ > 0,
lim
u↓0
lim sup
n→∞
P
[
max
16k6n
∥∥∥∥ k∑
i=1
(
Xji
an
1{ |Xj
i
|
an
6u
}−E(Xji
an
1{ |Xj
i
|
an
6u
}))
j=1,...,d
∥∥∥∥ > δ] = 0.
Theorem 3.4. Let (Xn)n∈N be a strictly stationary sequence of random vec-
tors, jointly regularly varying with index α ∈ (0, 2), and such that the con-
ditions of Theorem 2.3 and Lemma 3.1 hold. If 1 6 α < 2, suppose further
that Condition 3.3 holds. Then
Vn
d−→ V, n→∞,
in D([0, 1],Rd) endowed with the weak M1 topology, where V ( · ) is an α–
stable Le´vy process.
Remark 3.5. The condition about the tail sequence in Lemma 3.1 and The-
orem 3.4 although restrictive, holds trivially for all random vectors with
nonnegative components. In such a case, random variables (Y ji )i∈Z are all
nonnegative a.s. as well. Therefore, they cannot have values with the op-
posite sign for any j = 1, . . . , d. This means that the limit theorem applies
directly for many sequences appearing in applications, such as claim or file
sizes in insurance or teletraffic modelling for instance.
Remark 3.6. In general technical Condition 3.3 is particularly difficult to
check. One sufficient condition for condition 3.3 to hold can be given using
the notion of ρ-mixing. Recall that a strictly stationary sequence (Zi)i∈Z is
ρ-mixing if
ρn = sup{| corr(U, V )| : U ∈ L2(F0−∞), V ∈ L2(F∞n )} → 0 as n→ 0.
Note that ρ-mixing implies strong mixing, whereas the converse in general
does not hold, see Bradley [8]. Using a slight modification of the proof of
Lemma 4.8 in Tyran-Kamin´ska [30] (see also Corollary 2.1 in Peligrad [22])
one can show the following: For a strictly stationary sequence (Xn)n of reg-
ularly varying random vectors with index α ∈ [1, 2), and a sequence (an)
satisfying (2.4), Condition 3.3 holds if (Xn)n is ρ-mixing with∑
j>0
ρ2j <∞.
This further means that for an m–dependent sequence of random vectors,
Condition 3.3 always holds.
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Remark 3.7. The characteristic Le´vy triple (0, ν, b) of the limiting process
V in the theorem is given by the limits in
ν(u)
v−→ ν,
(∫
x:u<‖x‖61
xj ν(u)(dx)−
∫
x:u<|xj |61
xj µ(dx)
)
j=1,...,d
→ b
as u ↓ 0, with ν(u) as in (3.1) and µ as in (2.5).
Proof (Theorem 3.4). Note that from Theorem 2.3 and the fact that
‖Yn‖ → 0 almost surely as |n| → ∞, the random vectors
u
∑
j
(
Zkij1{|Zkij |>1}
)
k=1,...,d
are i.i.d. and almost surely finite. Define
N̂ (u) =
∑
i
δ
(T
(u)
i , u
∑
j(Z
k
ij1{|Zk
ij
|>1})k=1,...,d)
.
Then by Proposition 5.3 in Resnick [26], N̂ (u) is a Poisson process (or a
Poisson random measure) with mean measure
θu−αλ× F (u), (3.3)
where λ is the Lebesgue measure and F (u) is the distribution of the ran-
dom vector u
∑
j(Z
k
1j1{|Zk1j |>1})k=1,...,d. But for 0 6 s < t 6 1 and x, y ∈ E
such that (x, y] is bounded away from zero, using the fact that the distri-
bution of
∑
j δZ1j is equal to the one of
∑
j δYj conditionally on the event
{supi6−1 ‖Yi‖ 6 1}, after standard calculations we obtain
θu−αλ× F (u)([s, t]× (x, y]) = λ× ν(u)([s, t]× (x, y]).
Thus the mean measure in (3.3) is equal to λ× ν(u).
Consider now 0 < v < u and
ψ(u)(Nn | [0,1]×Eu)( · ) = ψ(u)(Nn | [0,1]×Ev)( · ) =
∑
i/n6 ·
(Xki
an
1{ |Xk
i
|
an
>u
})
k=1,...,d
,
which by Lemma 3.2 converges in distribution in D[0, 1] under the WM1
topology to
ψ(u)(N (v))( · ) d= ψ(u)(N (v) | [0,1]×Eu)( · ).
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However, by the definition of the process N (u) in Theorem 2.3 it holds that
N (u)
d
= N (v)
∣∣∣∣
[0,1]×Eu
,
for every v ∈ (0, u). Therefore the last expression above is equal in distribu-
tion to
ψ(u)(N (u))( · ) =
∑
T
(u)
i 6 ·
∑
j
u(Zkij1{|Zkij |>1})k=1,...,d.
But since ψ(u)(N (u)) = ψ(u)(N̂ (u))
d
= ψ(u)(N˜ (u)), where
N˜ (u) =
∑
i
δ
(Ti,K
(u)
i )
is a Poisson process with mean measure λ× ν(u), we obtain
bn · c∑
i=1
(Xki
an
1{ |Xk
i
|
an
>u
})
k=1,...,d
d−→
∑
Ti6 ·
K
(u)
i , as n→∞,
in D([0, 1],Rd) under the WM1 topology. From (2.5) we have, for any t ∈
[0, 1], as n→∞,
bntcE
((
Xk1
an
1{
u<
|Xk1 |
an
61
})
k=1,...,d
)
=
bntc
n
(∫
{x :u<|xk|61}
xknP
(
X1
an
∈ dx
))
k=1,...,d
→ t
(∫
{x :u<|xk|61}
xk µ(dx)
)
k=1,...,d
.
This convergence is uniform in t and hence
bn · cE
((
Xk1
an
1{
u<
|Xk1 |
an
61
})
k=1,...,d
)
→ ( · )
(∫
{x :u<|xk|61}
xk µ(dx)
)
k=1,...,d
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in D([0, 1],Rd). Since the latter function is continuous, applying an analogue
of Corollary 12.7.1 in Whitt [31] but for the metric dp, we obtain, as n→∞,
V (u)n ( · ) =
bn · c∑
i=1
(
Xki
an
1{ |Xk
i
|
an
>u
})
k=1,...,d
−bn · cE
((
Xk1
an
1{
u<
|Xk1 |
an
61
})
k=1,...,d
)
d−→ V (u)( · ) :=
∑
Ti6 ·
K
(u)
i − ( · )
(∫
{x :u<|xk|61}
xk µ(dx)
)
k=1,...,d
. (3.4)
The limit (3.4) can be rewritten as
∑
Ti6 ·
K
(u)
i − ( · )
(∫
{x :u<‖x‖61}
xk ν(u)(dx)
)
k=1,...,d
+ ( · )
(∫
{x :u<‖x‖61}
xk ν(u)(dx)−
∫
{x :u<|xk|61}
xk µ(dx)
)
k=1,...,d
.
Note that the first two terms, since ν(u)({x : ‖x‖ 6 u}) = 0, represent a
Le´vy–Ito representation of the Le´vy process with characteristic triple (0, ν(u), 0),
see Resnick [26, p. 150]. The remaining term is just a linear function of the
form t 7→ t bu. As a consequence, the process V (u) is a Le´vy process for each
u < 1, with characteristic triple (0, ν(u), bu), where
bu =
(∫
{x :u<‖x‖61}
xk ν(u)(dx)−
∫
{x :u<|xk|61}
xk µ(dx)
)
k=1,...,d
.
By Proposition 3.3 in Davis and Mikosch [11], for t = 1, V (u)(1) converges
to an α–stable random vector. Hence by Theorem 13.17 in Kallenberg [18],
there is a Le´vy process V ( · ) such that, as u→ 0,
V (u)( · ) d−→ V ( · )
in D([0, 1],Rd) with the WM1 topology. It has characteristic triple (0, ν, b),
where ν is the vague limit of ν(u) as u → 0 and b = limu→0 bu, see Theo-
rem 13.14 in [18]. Since the random vector V (1) has an α–stable distribution,
it follows that the process V ( · ) is α–stable.
If we show that
lim
u↓0
lim sup
n→∞
P[dp(V
(u)
n , Vn) > δ] = 0
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for any δ > 0, then by Theorem 3.5 in Resnick [26] we will have, as n→∞,
Vn
d−→ V
in D([0, 1],Rd) with the WM1 topology. Since the metric dp on D([0, 1],Rd)
is bounded above by the uniform metric on D([0, 1],Rd) (see Theorem 12.10.3
in Whitt [31]), it suffices to show that
lim
u↓0
lim sup
n→∞
P
(
sup
06t61
‖V (u)n (t)− Vn(t)‖ > δ
)
= 0.
Recalling the definitions, we have
lim
u↓0
lim sup
n→∞
P
(
sup
06t61
‖V (u)n (t)− Vn(t)‖ > δ
)
= lim
u↓0
lim sup
n→∞
P
[
max
16k6n
∥∥∥∥ k∑
i=1
(
Xji
an
1{ |Xj
i
|
an
6u
} − E(Xji
an
1{ |Xj
i
|
an
6u
}))
j=1,...,d
∥∥∥∥ > δ].
Therefore we have to show
lim
u↓0
lim sup
n→∞
P
[
max
16k6n
∥∥∥∥ k∑
i=1
(
Xji
an
1{ |Xj
i
|
an
6u
}−E(Xji
an
1{ |Xj
i
|
an
6u
}))
j=1,...,d
∥∥∥∥ > δ] = 0.
(3.5)
For α ∈ [1, 2) this relation is simply Condition 3.3. Therefore it remains to
show (3.5) for the case when α ∈ (0, 1). Hence assume α ∈ (0, 1). For an
arbitrary (and fixed) δ > 0 define
I(u, n) = P
[
max
16k6n
∥∥∥∥ k∑
i=1
(
Xji
an
1{ |Xj
i
|
an
6u
} −E(Xji
an
1{ |Xj
i
|
an
6u
}))
j=1,...,d
∥∥∥∥ > δ].
Using stationarity, Chebyshev’s inequality and the fact that |xj| 6 ‖(x1, . . . , xd)‖ 6
15
∑d
j=1 |xj| we get the bound
I(u, n) 6 P
[ n∑
i=1
∥∥∥∥(Xjian 1{ |Xji |an 6u} − E
(
Xji
an
1{ |Xj
i
|
an
6u
}))
j=1,...,d
∥∥∥∥ > δ]
= δ−1nE
[∥∥∥∥(Xj1an 1{ |Xj1 |an 6u} − E
(
Xj1
an
1{ |Xj1 |
an
6u
}))
j=1,...,d
∥∥∥∥]
6 2δ−1n
d∑
j=1
E
( |Xj1 |
an
1{ |Xj1 |
an
6u
})
=
2n
δ
d∑
j=1
[
E
( |Xj1 |
an
1{ |Xj1 |
an
6u, ‖X1‖
an
>u
})+ E( |Xj1 |
an
1{ |Xj1 |
an
6u, ‖X1‖
an
6u
})]
6 2n
δ
d∑
j=1
[
uP
(‖X1‖
an
> u
)
+ E
(‖X1‖
an
1 ‖X1‖
an
6u
})]
=
2du
δ
· nP(‖X1‖ > an) · P(‖X1‖ > uan)
P(‖X1‖ > an) ·
[
1 +
E(‖X1‖ 1{‖X1‖6uan})
uan P(‖X1‖ > uan)
]
.
(3.6)
Since X1 is a regularly varying random variable with index α, it follows
immediately that
P(‖X1‖ > uan)
P(‖X1‖ > an) → u
−α,
as n→∞. By Karamata’s theorem
lim
n→∞
E(‖X1‖ 1{‖X1‖6uan})
uan P(‖X1‖ > uan) =
α
1− α.
Thus from (3.6), taking into account relation (2.4), we get
lim sup
n→∞
I(u, n) 6 2dδ−1u1−α
(
1 +
α
1− α
)
.
Letting u→ 0, since 1− α > 0, we finally obtain
lim
u↓0
lim sup
n→∞
I(u, n) = 0,
and relation (3.5) holds. Therefore Vn
d−→ V as n → ∞ in D([0, 1],Rd)
endowed with the weak M1 topology. 
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4. Two examples
Example 4.1. (A q-dependent process). Consider an i.i.d. sequence (Zt)t∈Z
of regularly varying random variables with index α ∈ (0, 2), and construct a
lagged process
X
(q)
t = (Zt, . . . , Zt−q), t ∈ Z ,
for some fixed q ∈ N. Take a sequence of positive real numbers (an) such
that
nP(|Z1| > an)→ 1 as n→∞.
By an application of Proposition 5.1 in Basrak et al. [4] it can be seen that the
random process (Xt) is jointly regularly varying. Since the sequence (X
(q)
t )
is q–dependent, it is also strongly mixing, and therefore Condition 2.2 holds
for any positive integer sequence (rn)n∈N such that rn → ∞ and rn/n → 0
as n → ∞. By the same property using Remark 3.6 one can easily see that
Conditions 2.1 and 3.3 hold.
It is not much more difficult to check the condition on the tail process
(Yi)i∈Z given in the statement of Theorem 3.4. Fix j ∈ {1, . . . , q + 1}, k, l ∈
Z, k 6= l, and arbitrary r > 0. From relation (2.2), using a standard regular
variation argument, we obtain
P(Y jk > r, Y
j
l < −r) = limn→∞P
(
X
(q) j
k
an
> r,
X
(q) j
l
an
< −r
∣∣∣∣ ‖X0‖ > an)
= lim
n→∞
P
(
Zk+1−j
an
> r,
Zl+1−j
an
< −r
∣∣∣∣ ‖X0‖ > an)
6 lim inf
n→∞
P(Zk+1−j > ran, Zl+1−j < −ran)
P(‖X0‖ > an)
= lim inf
n→∞
nP(Zk+1−j > ran) P(Zl+1−j < −ran)
nP(‖X0‖ > an)
= 0.
Since r > 0 was arbitrary, it holds that P(Y jk > 0, Y
j
l < 0) = 0, i.e. (Y
j
i )i∈Z
almost surely has no two values of the opposite sign.
Thus, (X
(q)
t ) satisfies all the conditions of Theorem 3.4, and the corre-
sponding partial sum processes Vn( · ) converge in distribution to an α–stable
Le´vy process V ( · ) under the weak M1 topology.
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Since the sequence (X
(q) j
t )t∈Z = (Zt+1−j)t∈Z consists of i.i.d. random
variables, by the univariate functional limit theorem (see Basrak et al. [5]),
for every j = 1, . . . , q + 1, the univariate partial sum processes
V jn (t) =
bntc∑
k=1
Zk+1−j
an
− bntcE
(
Z1
an
1{ |Z1|
an
61
}), t ∈ [0, 1],
converge in distribution as n → ∞, in D[0, 1] under the M1 topology, to an
α–stable Le´vy process with characteristic triple (0, µ, 0) where the measure
µ is the vague limit of nP(Z1/an ∈ ·) as n→∞. The last convergence holds
also in the J1 sense.
Next we show that Vn( · ) does not converge in distribution under the
standard (or strong) M1 topology on D([0, 1],Rq+1). For simplicity take
q = 1. Then X
(1)
t = (Zt, Zt−1) and Vn(t) = (V
1
n (t), V
2
n (t)) where
V 1n (t) =
bntc∑
k=1
Zk
an
− bntcE
(
Z1
an
1{ |Z1|
an
61
})
and
V 2n (t) =
bntc∑
k=1
Zk−1
an
− bntcE
(
Z1
an
1{ |Z1|
an
61
}).
Observe
(V 1n − V 2n )( · ) =
bn ·c∑
k=1
Zk − Zk−1
an
=
Zbn ·c − Z0
an
fidi−→ 0,
as n→∞, but this convergence can not be replaced by the convergence in the
M1 topology on D([0, 1],R), since as it is known, supt∈[0,1] Zbntc/an converges
in distribution to a nonzero limit, and supt∈[0,1] is a continuous functional
in the M1 topology. Therefore V
1
n − V 2n does not converge in distribution in
D([0, 1],R) endowed with the M1 topology.
However, if Vn would converge in distribution to some V in the standard
M1 topology, then using the fact that linear combinations of the coordinates
are continuous in the same topology (see Theorem 12.7.1 in Whitt [31]) and
the continuous mapping theorem, we would obtain that V 1n −V 2n converges to
V 1 − V 2 in D([0, 1],R) endowed with the M1 topology, which is impossible.
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Our example shows that the standard M1 convergence in the multivariate
functional limit theorem excludes some very basic models. The difference
with the weak M1 convergence in this example can be explained by different
behavior of linear functions of the coordinates in the two topologies: they are
continuous in the standard M1 topology, but not in the weak M1 topology.
One can also show that Lemma 3.2 does not hold if the weak M1 topology
is replaced by the standard M1 topology.
Example 4.2. (Stochastic recurrence equation). Another standard class of
processes satisfying our main theorem is a class of multivariate stationary
solutions to stochastic recurrence equations. Here, we suppose that a d–
dimensional random process (Xt) satisfies a stochastic recurrence equation
Xt = AtXt−1 +Bt, t ∈ Z, (4.1)
for some i.i.d. sequence ((At, Bt)) of random d × d matrices At and d–
dimensional vectors Bt. One can view (Xt) as a multivariate random co-
efficient AR(1) processes. For simplicity, we assume that components of
(Xt), (At) and (Bt) are all nonnegative. For instance, the process of condi-
tional factor variances of a factor GARCH model considered in Hafner and
Preminger [15] satisfies (4.1) (cf. also Basrak and Segers [6]). It is known by
the work of Kesten [19], see also Basrak et al. [4], Theorem 2.4, that under
relatively general conditions there exists a stationary causal solution (Xt)
to the stochastic recurrence equation (4.1) which satisfies the multivariate
regular variation condition. It is known further (cf. [4]) that such a process
(Xt) is jointly regularly varying and satisfies Condition 2.1. If we assume
that the process (Xt) is µ–irreducible, then according to Theorem 16.1.5 in
Meyn and Tweedie [21], it is also strongly mixing with geometric rate (cf.
Theorem 2.8 in Basrak et al. [4]). Consider now time series of this form for
which the index of regular variation α ∈ (0, 2). Since the components of Xt
are assumed to be nonnegative, it trivially holds that the tail process (Yi) of
(Xt) satisfies the condition that (Y
j
i )i has no two values of the opposite sign
for every j = 1, . . . , d. Therefore, if additionally Condition 3.3 holds when
α ∈ [1, 2), then by Theorem 3.4 the partial sum stochastic process
Vn(t) =
bntc∑
k=1
Xk
an
− bntcE
((
Xj1
an
1{ |Xj1 |
an
61
})
j=1,...,d
)
, t ∈ [0, 1],
converges in D([0, 1],Rd) with the weak M1 topology to an α–stable Le´vy
process V ( · ).
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