Abstract. We consider a time inhomogeneous perturbation of the classical renewal equation with continuous time that can be reduced to the integral Volterra equation with a nonnegative bounded kernel. We assume that the kernel is approximated for large time intervals by a convolution kernel generated by a probability distribution. We prove that the limit of the solution of the perturbed equation exists if the corresponding perturbation of solutions of the perturbed equation is small.
Introduction
The risk processes in an inhomogeneous environment are studied in the papers [2] - [16] . We consider a time inhomogeneous generalization of the classical renewal equation with continuous time that can be reduced to the integral Volterra equation with a nonnegative bounded kernel. The main assumption is that, for large time intervals, the kernel is approximated in variation by a convolution kernel generated by a probability distribution.
The setting of the problem arose from the studies of the asymptotic behavior of the ruin function for a risk process with variable premium rates considered in [16] . We essentially improve the conditions imposed on the asymptotic behavior of the perturbation; namely, we assume the linear behavior of the perturbation in contrast to [16] where the behavior is exponential.
The proofs in the first part of the paper use the ideas of an unpublished author, paper [17] and those of Schmidli [13] . It is assumed in [13] that the perturbed kernel is subordinate to the limit convolution kernel. Another assumption in [13] is the direct Riemann integrability. The results proved below hold without these two assumptions.
We prove that the limit at infinity of a solution of the perturbed equation exists if the corresponding perturbation is small in a certain sense.
In the second part of the paper, we show some applications by obtaining the asymptotic behavior of the ruin function for the classical ruin process where the premium rate depends on the current capital of an insurance company. We prove that the risk function is exponential with the Lundberg index evaluated from the limit premium rate. This generalization of the Lundberg-Cramér theorem is proved under a minimal assumption that the difference between the premium rate and the limit rate is integrable at infinity.
Perturbed renewal equation
Let G be a probability measure on R = (−∞, ∞). The integral equation (1) x(t) = y(t) + R
x(t − s) G(ds), t∈ R,
with an unknown function x considered in the class
is called the renewal equation on R generated by the measure G. We also consider the following class of functions:
Recall that [19] 
Then, for every function y ∈ L 0 1 (R), equation (1) has a unique solution x in the class B 0 (R). Moreover, the limit
This result can be proved for the case of G(R + ) < 1 by applying the method of ladder heights [20, Chapter XII.3] . See [23, Appendix 2, Theorem 6] or [24, 25] .
Definition. The generalized integral Volterra equation
for the function x ∈ B 0 (R) is called an inhomogeneous perturbation of a renewal equation (1) if the kernel F is measurable, nonnegative, and asymptotically approaches the probability distribution G in variation, that is,
where the perturbation δ of the kernel G is equal to
The following result requires a restriction on the boundedness of a solution of equation (4).
Theorem 1.
Let a probability distribution G be of the absolutely continuous type and have a finite mean value (2) . Assume that (4) is bounded. Then the limit lim t→∞ x(t) exists and is finite.
The uniqueness of a solution of equation (4) follows from the following result.
Theorem 2. Let one of the following conditions hold:
(a) there exists the density f t (s) of the measure F (t, ds) bounded in t and s and moreover
is of the absolutely continuous type and satisfies condi- 
that uniformly converges on finite intervals. Here F n is the n-fold product of the bounded integral operator F acting on B 0 (R) as follows:
Remark. If y ∈ B 0 (R) is nonnegative and series (8) converges, then its sum is the minimal solution of equation (4).
The boundedness of the solution x follows if the kernel is substochastic and the rate of convergence of the perturbation to zero is sufficiently high.
Theorem 3.
Assume that the probability distribution G is of the absolutely continuous type and has the finite mean value (2) . Let x ∈ B 0 (R) be a solution of the inhomogeneous renewal equation (4) represented by the sum of absolutely convergent series (8) . Let the following conditions hold:
, where the weighted perturbation ∆ 1 is given by (7)) of the weighted perturbation ∆ 1 (t) defined by (10) is sufficiently small, then the limit lim t→∞ x(t) is nonzero.
Then the limit lim t→∞ x(t) exists and is finite. Further, if
Remark. All the restrictions imposed on x in the first part of Theorem 3 hold under the assumptions of Theorem 2. Conditions (a) and (b) of the second part of the theorem imply condition (3).
Inhomogeneous risk processes
Let c(x), x ∈ R + , be a Borel function bounded and separated from zero, that is,
Define the following compound Poisson process:
where (ξ n , n ≥ 1) are independent nonnegative identically distributed insurance claims that are independent of the Poisson process ν(t). Consider a right continuous Markov process determined by the following stochastic equation:
The ruin probability is defined as
Let the Cramér condition hold:
If condition (15) holds for Re s < γ, then the moment generating function
is well defined and analytic. Let the premium rate function have the limit c > 0 at infinity satisfying the balance equation (17) lim
Consider the Lundberg index for the risk problem with the constant premium rate c:
The positivity of α is a consequence of (17) and (15), while the boundedness of α follows from the representation
Since the function f (s) is left continuous and convex in [0, γ], we derive from the Lundberg condition
that the number α = α(c) is a unique positive solution of the equation
Notice that (19) always holds if α < γ.
Theorem 4.
Let a Markov process (X t , t ≥ 0) be defined by equation (12) . Assume that Cramér's condition (15) and the boundedness condition (11) hold. We also assume that the balance condition (17) and Lundberg's condition (19) are satisfied for some constant c > 0, where the numbers α ≤ γ are defined by (18) and (15), respectively. Note that the second term in the exponent of (22) is o(x) as x → ∞. Thus α is the exact index of the exponential asymptotics for the derivative of the risk function q (x).
We derive the following three results concerning the necessity of the main assumption of Theorem 3 from representation (22) .
Proposition (a). Assume that the perturbation c(x) − c does not change its sign. In order that the limit lim x→∞ exp(αx)q(x) exist and be finite and nonzero it is necessary and sufficient that
(c(x) − c, x ≥ 0) ∈ L 0 1 (R + ).
Proposition (b). The limit lim t→∞ exp(αx)q (x) exists and is finite and nonzero if and only if the improper integral
is finite.
Proposition (c). If the integral I(∞) is finite, then
lim x→∞ exp(αx)q(x) = γα −1 exp(−βI(∞)).
The proof of generalized renewal theorems
Recall that the perturbation kernel δ is defined by relation (6).
Proof of Theorem 1. We rewrite (4) according to (6) in the form of a renewal equation, namely
where the function
is estimated by (5) as follows:
We derive from the assumptions of the theorem that y 1 ∈ L 0 1 (R). Applying the above Renewal Theorem for distributions of the absolutely continuous type to equation (24) we complete the proof.
Proof of Theorem 2.
Applying the successive iterations we obtain the following equation from (4): Denote by δ[x] the integral operator of the form (9) which is generated by the perturbation kernel (6) .
Equation (4) is equivalent to
where U = n≥0 G n is the renewal measure. Using the Stone representation [24, 25] and [19, Theorem 1, the implication (K, M ) =⇒ (S)] we represent the measure U as the sum U = V + H, where V is a finite measure and the measure H has a bounded density. Since y ∈ L 0 1 (R), the function U * y is bounded. If the norm (7) is sufficiently small, then the total variation of the kernel U * δ(x, B) is less than 1/2 uniformly in x. Considering the uniformly convergent Neumann series for the solution of equation (28) we prove that the solution exists and is unique in the class B 0 (R + ). The above transformations are equivalent, whence we derive the corresponding statement for equation (4) .
If y ∈ L 0 1 (R) is nonnegative, the monotone limit as n → ∞ in (26) is a solution of (4), since
by the monotone convergence theorem. Thus the limit of the second term on the right hand side of (26) equals zero by the uniqueness proved above. This proves (8) .
Comparison Lemma. Let x, x ∈ B 0 (R) be solutions of equation (4) corresponding to the functions y, y ∈ B 0 (R) and let x and x equal the sums of the corresponding absolutely convergent series (8) .
If y(t) ≤ y(t) for all t, then x(t) ≤ x(t), t ∈ R.
This result follows from the comparison theorem for absolutely convergent series, since the kernel F is nonnegative, whence
Proof of Theorem 3. Let x ∈ B 0 (R) be a solution of equation (4) 
ds).
Since |t 
The first term on the right hand side of (29) is positive in view of assumption (3) of the theorem. Thus (30) and the inclusion y ∈ L 0 1 (R) imply that the right hand side of (29) is not less than c for t ≥ T uniformly for all a > 0 where T > 0 and b > 0 are some numbers. Taking into account assumption (3) of the theorem and the following upper bound,
|s||δ|(t, ds) < ∞,
the right hand side of equality (29) is not less than c for t < T if a is sufficiently large. Thus y(t) ≥ c ≥ y(t) for all t ∈ R and some a, b > 0.
Note that y is nonnegative. Thus the series n≥0 F n [y] is absolutely convergent, since its partial sums do not decrease and are bounded and since the function x(t) is bounded:
.
Reasoning in the same way but with −x instead of x, we prove the inequality
Consider equation (24) for x. By definition (25),
According to the assumptions of the theorem, the right hand side of (31) belongs to the class L 0 1 (R). Applying the Renewal Theorem for distributions of the absolutely continuous type we prove that the limit lim t→∞ x(t) exists and is finite.
Notice that the last statement of the theorem implies condition (3) of the theorem for small perturbations ∆:
Equality (3) of the Renewal Theorem for distributions of the absolutely continuous type and (24) yield (32) lim
where we used definition (25) and a lower bound for y 1 that is analogous to (31). The reasoning concerning (29) proves also that the constant a is a nonincreasing functional of sup t∈R ∆ 1 (t). Thus one can assume that a does not depend on the perturbation δ in a certain uniform neighborhood of zero. The first term on the right hand side of (32) is positive by the assumption of the theorem. Therefore if ∆ is sufficiently small, then the right hand side is positive (that is, nonzero).
Proof of generalized Cramér-Lundberg's Theorem
Below we recall some necessary results for the inhomogeneous risk processes proved in [16] . Note that the proofs do not use the assumption on the exponential asymptotic behavior of c(x) − c, x → ∞.
Lemma 2 ([16]). The ruin function q(x) is nondecreasing and q(x) → 0 as x → ∞.

Lemma 3 ([16]). For almost all x ≥ 0, the function q(x) is differentiable and such that
Consider the function r(x) ≡ −q (x) ≥ 0.
Lemma 4 ([16]). The function r(x) is a solution of the equation
and is such that
Note that equation (34) differs from the result of [16] by the notation: the variable y is used in [16] instead of x − y and G stands for F in the integral (34).
Proof of Theorem 4. Let α be the Lundberg index as defined in (18) . For t ≥ s ≥ 0, we define the following Borel functions and measures:
(36)
We extend the domain of the functions by assuming that they are zero in (−∞, 0). Changing x and y for t and s in (34) and multiplying the result by exp(αt)/c we prove that the functions x and y and the measure G are such that 
(t)c(t)/c = y(t)c(t)/c + t 0 x(t − s) G(ds).
Dividing (37) by c(t)/c we show that the functions x and y and the kernel F satisfy the perturbed renewal equation (4):
To prove that the limit
exists we use Theorem 1. The boundedness condition (11) and equation (34) imply that x is a Borel function and x is bounded on finite intervals, since r(t) = −q (t) is integrable and the function F defined in (14) is nonincreasing.
Note that (34) implies condition (a) of Theorem 2, whence we obtain (8) .
The inclusion y ∈ L 0 1 (R) follows from the boundedness (11) and Lundberg's condition (19), whence we conclude that f (α) < ∞ and
We derive from (20) and definition (16) that
Therefore G is a probability measure. It follows from (19) that the mean (2) is finite and equals λc −1 f (α).
The averaged perturbation (5) is given by
by the main assumption of the theorem. It remains to check the condition that the solution x is bounded, and then we are ready to apply Theorem 1.
We rewrite equation (37) in the form of the renewal equation
Denote by U the renewal measure corresponding to the renewal equation, where the distribution of the regeneration time is G. Since x and the function on the right hand side of (41) belong to the class B 0 (R), the unique solution of (41) in the class B 0 (R) can be represented [20] as the convolution of the above function and U ; namely,
where
y(t − s)(c(t − s)/c) U (ds).
The function y 0 on the right hand side of (42) Moving the term x(t)e(t) to the left hand side and then dividing both sides by 1 − e(t) we obtain the following equation:
|h(t)| c/c(t).
Then it follows from (45) that
Since α ∈ B 0 (R) and the right hand side of (47) is a nonnegative integral Volterra operator, we follow the idea of the proof of the Comparison Lemma and conclude from (47) that α does not exceed the solution of the equation obtained from (47) by changing the inequality by an equality there, namely
By definition, ε = |e| ∈ L 0 1 (R). Thus inequality (48) implies the bound
Therefore the solution x of the perturbed renewal equation (38) is bounded and, moreover, all the assumptions of Theorem 1 hold.
Thus the limit (39) exists and is finite. Since Hence all the assumptions of the last statement of Theorem 3 hold. Also, bound (40) implies that the perturbation ∆ is small. Therefore the last statement of Theorem 4 follows from the last statement of Theorem 3, indeed.
Proofs for Example. Dividing (34) by c, substituting F , changing the variables x and y for t and t − s, and multiplying both sides by exp(αt) we obtain the following integral equation for the normalized derivative x(t) ≡ exp(αt)r(t): The first factor in the integral is bounded, separated from zero, and approaches 1 as x → ∞. The second term in the exponent is a monotone function. Thus one can interchange the signs of the limit as x → ∞ and the integral. This means that the limit (23) is incorporated in the exponent for the integral. Therefore this limit is finite if and only if the limit on the left hand side of (50) 
