In a Hamiltonian system with impacts (or "billiard with potential"), a point particle moves about the interior of a bounded domain according to a background potential, and undergoes elastic collisions at the boundaries. When the background potential is identically zero, this is the hard-wall billiard model. Previous results on smooth billiard models (where the hard-wall boundary is replaced by a steep smooth billiardlike potential) have clarified how the approximation of a smooth billiard with a hardwall billiard may be utilized rigorously. These results are extended here to models with smooth background potential satisfying some natural conditions. This generalization is then applied to geometric models of collinear triatomic chemical reactions (the models are far from integrable n-degree of freedom systems with n ≥ 2). The application demonstrates that the simpler analytical calculations for the hard-wall system may be used to obtain qualitative information with regard to the solution structure of the smooth system and to quantitatively assist in finding solutions of the soft impact system by continuation methods. In particular, stable periodic triatomic configurations are easily located for the smooth highly-nonlinear two and three degree of freedom geometric models.
Introduction
The theory of smooth Hamiltonian systems with soft impacts is concerned with a point particle that travels inside a domain with some given (usually integrable) dynamics, and is repelled from the boundary by a steep smooth potential, essentially as if undergoing an elastic collision with this boundary segment [5, 7] . It is sometimes beneficial to think of the impact system as the limit of smooth soft impact systems. This approach is particularly useful when studying billiards with inelastic collisions and weak energy dissipation; it is also used as a regularization tool, leading to important persistence results [7] . The limiting case, in which the soft impacts are replaced by elastic collisions, has been utilized as a model 1 impact-like dynamics. ) and undergoing elastic reflections at ∂D \ Γ * . These reflections occur according to the reflection law p out = p in − 2 p in , n(q) n(q), where p in and p out are the incoming and outgoing velocity vectors, and n(q) is the inward unit normal vector to ∂D at q. The billiard flow can be formally considered as a Hamiltonian system of the form
Billiards and smooth billiard-like potentials
for some E > 0, and the motion occurs on an energy level H b = H * ∈ (0, E). Let V (q; ) be a C r+1 -smooth billiard-like potential : a potential satisfying conditions I-IV listed in Appendix A. The smooth billiard flow is defined by the Hamiltonian H(q, p) = p 
Roughly, V (q; ) is assumed to tend to zero inside D as → 0 and to grow steeply to energies equal to or larger than E on ∂D, thus creating the repulsion from the boundary. Consider a collision point q c ∈ ∂D \ Γ * belonging to a smooth part of the billiard boundary. Denote by Q(q; ) a pattern function, a function that has a regular limit as → 0 and has the same level sets as the potential V (q; ). Choose the coordinates (x, y) so that the hyperplane x is tangent to the potential level surface Q(q; ) = Q(q c ; ) (see Conditions I and IIa in Appendix A) and the y-axis is the inward normal to this surface at q = q c .
Definition.
A reflection at a point q c ∈ ∂D \ Γ * is called a regular billiard reflection if p y = 0, and a non-degenerate tangent billiard reflection if p y = 0 and p T x Q xx p x > 0. In particular, non-degenerate tangent billiard reflections always satisfy p x = 0.
Under a set of conditions (Conditions I-IV, Appendix A), the billiard flow approximates the smooth billiard flow in the C r -topology for regular reflections and in the C 0 -topology for non-degenerate tangent reflections (see [15, 12] for the two-dimensional and n-dimensional cases, respectively):
Smooth Billiards Theorem 1. [12] Let the potential V (q; ) in the equation b t in the C r topology in a small neighborhood of ρ 0 , and for all t close to T .
The soft impact system
Our main results are A) extending the above theorem to the soft impact case and B) providing insights regarding the structure of the Hill's region for the soft impact system. Let U (q) be a C r+1 -smooth potential bounded in the C r+1 topology on an open set D where D ⊂ D, and letÛ = min q∈∂D U (q). In particular, since |∂D| is finite,Û is finite. Let V (q; ) be a billiard-like potential, as defined in the previous section. Recall that the minimal barrier height of the billiard-like potential is denoted by E. To ensure that the particle cannot escape from D, we consider energy levels H = H * < E +Û ,and to have motion, we require thatÛ > −E:
The impact flow ω t is formally defined as the Hamiltonian flow at an energy level H = H * < E +Û :
and similarly, the smooth impact flow h t is the Hamiltonian flow defined by
on an energy level H = H * < E +Û .
Closeness of impact and smooth trajectories.
We now formulate the extension of the Smooth Billiards Theorem to the smooth impact setting. In order to do this, the definition of "non-degenerate tangent reflection" needs to be modified, to account for the curved trajectories under the impact flows:
Definition. A reflection at a point q c ∈ ∂D \ Γ * is called a regular reflection if p y = 0, and a non-degenerate tangent reflection if p y = 0, p x = 0, and p
When U (q) ≡ 0, this definition coincides with the definition in the billiard systems. In the billiard case, the non-degeneracy condition excludes nearly-tangent collisions with a concave boundary, whereas here, if U y is sufficiently negative, such collisions are allowed; see Figure  1 . Notice that regular and non-degenerate tangent collisions must be bounded away from ∂D Hill (H * ) ∩ ∂D, where the velocity vanishes. 
and assume that V (q; ) and U (q) satisfy Conditions I-V (see Appendix A). Let ρ 0 and ρ T = ω T ρ 0 be two inner phase points belonging to the energy level H * < E +Û , where T is a finite value. Provided that on the time interval [0, T ] the impact trajectory {ω t ρ 0 : t ∈ (0, T ]} has a finite number of collisions, and all of them are either regular reflections or non-degenerate tangent reflections, then h t ρ → →0 ω t ρ in the C 0 topology for all ρ close to ρ 0 and all t close to T . Moreover, if all collision points are non-tangent, then the above statement is true in the C r topology.
The proof is similar to the proof of the soft billiard theorem of [12] and is presented in section 4.
The Hill's region
The Hill's region of a mechanical Hamiltonian system at a given energy level H * is defined as the region of allowed motion in the configuration space. This is the region in which the kinetic energy is non-negative, namely, the region in which the potential energy is less than or equal to H * . The qualitative dependence of the Hill's region on H * provides a crude insight into the highly non-trivial behavior of the flow. Here, we are interested in characterizing
for small by utilizing the impact limit. In the steep billiard-like potential framework (i.e., when U (q) ≡ 0), for any H * ∈ (0, E), the Hill's region of the smooth flow limits, as → 0, to the billiard domain D. The appearance of the smooth potential U (q) in the impact system leads to the emergence of energy-dependent Hill's regions of the limiting impact system. Let
denote the Hill's region of the smooth Hamiltonian H = p 2 2 + U (q), and let us define the Hill's region of the impact system as:
Notice that if the potential attains its global minimum inside D, and H * ∈ (min q∈D U (q),Û ), the region of allowed motion is strictly inside D (so its boundary is bounded away from ∂D), and
. Then, no impacts occur at the energy level H * and the smooth system trivially limits to the impact system as → 0 by Condition I of Appendix A. Thus, we consider here only the cases when H * ∈ (Û , E +Û ). 
These boundary surfaces meet at the Hill's region corner set Γ Hill (H * ) = ∂D bndry (H * ) ∩ ∂D int (H * ). Define the problematic set as the points near the billiard boundary which are also near the Hill's region boundary or in N (Γ * ), the set of small neigborhoods around the billiard corners: P Hill (H * ) = {q| |U (q) − H * | < ς and |q − ∂D| < ξ} ∪ N (Γ * ) for some small ς and ξ; see Figure 8 . If all of the intersections in the Hill's region corner set are transverse,
is simply an open neighborhood of Γ Hill (H * ) ∪ Γ * , the Hill's region corner set and the billiard corner set.
The main observation here is that away from the problematic set, for sufficiently small , the boundary of the impact Hill's region D Hill (H * ) provides a good smooth approximation to the boundary of the smooth Hill's region D Hill (H * ). Near transverse intersections of the corner set, the boundaries are C 0 -close. At non-transverse intersections, we define two types of non-transverse boundary points: Consider a non-transverse intersection of the corner set at a point q c . Let (x,ȳ) be a fixed local coordinate system with q c = (x * , 0), so that the hyperplanex is tangent to the billiard boundary at q c and theȳ-axis is the inward normal to this boundary at q c . The point q c At non-transverse boundary points, the boundaries are also C 0 -close. At bifurcating boundary points, one expects more complex behavior, for which bifurcation sequences in (H, ) space need to be considered. (ii) Near transverse intersections of the corner set, the smooth Hill's region boundary is C 0 -close to the corresponding corner region of ∂D Hill (H * ).
(iii) Near interior non-transverse boundary points the smooth Hill's region boundary is C 0 -close to ∂D Hill (H * ).
Proof : See section 4.
Collinear triatomic reaction model
In this section, we present an example of a smooth impact system for which the computationallyfaster hard-wall calculations can be used as a first approximation to the smooth dynamics. This approach allows, for example, to use the impact flow solutions as first guesses for solutions of the smooth system in continuation methods. In [10] , collinear triatomic chemical reactions are modelled as smooth impact systems. First, we briefly describe the model. Then we present its generalization and detect a new type of stable periodic motion in the generalized system. For the triatomic collinear reaction A + BC → AB + C, let r i and M i (i ∈ {A, B, C}) denote the positions and masses, respectively, of the three atoms. Letê be the unit vector aligned with the molecules. Since the reaction is collinear, let r 1 = (r A − r B ) ·ê and r 2 = (r B − r C ) ·ê. Passing to mass-weighted Jacobi coordinates leads to the Hamiltonian [14] H(q, p) = p
where V r (q 1 , q 2 ) is the potential field,
The potential V r (q 1 , q 2 ) of eq (7) is just the potential energy surface (PES) at the collinear configuration. Much effort has been dedicated in recent years to finding a good form for the PES [8] .
The reaction region is defined to be the region where both r 1,2 are bounded, whereas large r 1 and bounded r 2 (respectively, large r 2 and bounded r 1 ) correspond to the reactant (respectively, product) channel. A trajectory with initial conditions in the reactant channel enters the reaction region and then may exit through either channel. If it exits through the product channel, the reaction is realized. Finding the reaction rates analytically, even in this highly simplified model, is practically impossible as it is typically chaotic. Transition state theory attempts to approximate these rates by examining the local dynamics near a saddle point of the potential, and is known to be problematic. One should also note that relating the numerically-calculated reaction rates of such a single molecular reaction model (classical, semi-classical or quantum, for collinear or for the three dimensional reaction model) to the kinematic reaction rates is also an open problem [16] . Nonetheless, understanding the qualitative features of the collinear model may help to shed light on these challenging open problems.
Thus, here, as in [10] , we concentrate on qualitative features of the dynamics, without addressing the practical aspects of reaction rate calculations. In [10] it was suggested that in triatomic collinear reactions in which there is a single unstable triatomic configuration, the level sets of V r (q 1 , q 2 ) may be modeled by the following potential form that has three components, each having a distinct geometrical meaning:
The first term, bV b , corresponds to the strong nuclear repulsion of the diatoms at small distances (at very small r i , i = 1, 2), and is thus modeled by a smooth billiard-like potential. The second term, aV a , represents the local interactions near the transition state (the unstable triatomic configuration), and is modeled in [10] by the quadratic potential
where A is a symmetric 2x2 matrix with negative determinant. Then, the unstable triatomic configuration corresponds to a saddle-center fixed point in the phase space. The last term, cV f arf ield , is assumed to be small in the reaction region, and is chosen to have the correct asymptotic form at the reactant and product channels (large r 1 or large r 2 ). Since the main interest here and in [10] is in studying the dynamics in the reaction region, no specific form for this term is needed here. The Hamiltonian (8) is put into normal form by rotating the (q, p) coordinates into the coordinates that are aligned with the center and the saddle subspaces, so that in these coordinates the saddle-center (the reaction barrier) linear part is diagonal. Then, the smooth Hamiltonian model is of the form:
with quadratic background potential
and the billiard-like potential is taken here to be symmetric in the wedge and of the form:
In [10] this geometrical model (in a generalized asymmetric form) was introduced and several results regarding the motion at energies close to the barrier energy (such as the existence of homoclinic bifurcations and, consequently, of elliptic islands near some asymmetric configurations) were established by utilizing the impact limit and relying on the smooth impact theorem (Theorem 1 of section 2). Figure 2 demonstrates the validity of Theorem 2. In particular, it is seen that when D Hill (H * ) has corners, the smooth Hill's region converges towards the singular domain in the C 0 topology. Here we consider the behavior near a particular type of symmetric periodic orbit (see Figure 3 ) which is far from the saddle-center point. The existence and stability of such an orbit is established first in the impact system and then, by continuation, in the smooth case. In fact, we consider here a higher-dimensional version of the geometric model by adding a "group of oscillators" -a standard extension used in chemistry to reflect the effect of small oscillatory modes [3] . Specifically, we add n − 2 separable nonlinear oscillators and a weak coupling term:
In the numerical computations we let n = 3, take a quartic symmetric potential
with κ chosen to be irrational, and define
First let δ = 0. In this case, u 3 and v 3 do not affect the behavior of the system, so we consider only u 1 , u 2 , v 1 , and v 2 . By the smooth impact theorem, we can approximate this system by the impact flow, where the steep smooth billiard-like potential is replaced by a hard-wall billiard in a wedge with upper (respectively, lower) boundary defined by the unit vector [cos β/2, sin β/2] T (respectively, [cos β/2, − sin β/2] T ). The particle undergoes elastic collisions at the upper billiard boundary according to the reflection law
and at the lower billiard boundary according to
In the interior, the integrable linear system
can be solved analytically. Here we consider the symmetric case, where the saddle point lies on the u 1 -axis, so u 2s = 0. Then the linear flow is
Consider initial conditions on the u 1 axis, to the right of the saddle point, with positive initial velocity only in the perpendicular u 2 direction (i.e., u 10 > u 1s , u 20 = 0, v 10 = 0, v 20 > 0). For every such initial position (u 10 , 0), we propose that by the symmetry of the problem, there is some v 20 such that the trajectory with initial conditions (u 10 , 0, 0, v 20 ) is 2-periodic: it hits the upper boundary at a right angle.
2 Below, we find such orbits for = 0, show that these orbits can be continued for > 0, and determine their stability. An example of such an orbit for = 0 and = 0.1 is shown in Figure 3 .
We can now calculate analytically the linearized Poincare map at the periodic orbits for this hard-wall case. By Theorem 1, this will approximate the map for the smooth impact system. Clearly, for the smooth case, finding the periodic orbit and its stability is computationally expensive, whereas here (the hard-wall case), everything can be done analytically up to some Newton iterations. Let the Poincare section Σ be the positive u 1 -axis. By computing the eigenvalues of the return map to this section (see Appendix B for detailed calculations), we can now study the stability of the periodic orbit of the impact system for a variety of parameter values, and conclude that for sufficiently small , hyperbolic and elliptic periodic orbits will persist. For the impact system, we find numerically that for a fixed ω/λ, the periodic orbit is hyperbolic if u 10 ∈ (u 1s , u c (ω/λ, β, u 1s )) and is elliptic if u 10 > u c (ω/λ, β, u 1s ) (we did not detect another change of stability as u 10 is increased further); see Figure 4 for a typical bifurcation diagram of the impact system in the (ω/λ, u 10 ) space and the corresponding diagram for the smooth system with = .0001, .001, .01, .1, .2, .3. The hyperbolic or elliptic impact trajectory may be used as an initial condition for finding the corresponding periodic orbit of the smooth impact flow by a continuation scheme in . In the continuation scheme one may choose to fix either u 10 , the energy, or the Floquet multiplier Λ of the periodic orbit. Figures 5 and 6 show the Poincare maps at Σ = {u 2 = 0, v 2 > 0, H = H((u, v) periodic )} for different values of . In Figure 5 the Floquet multiplier Λ of the linearized Poincare map is kept fixed for all , and one observes that the map structure around the periodic orbit is preserved-the orbit simply shifts to the right. In Figure 6 the energy h is kept fixed for all values. We see that here, for some ∈ (0.1, 0.2), the periodic orbit undergoes a bifurcation, in accordance with Figure 4 .
Finally, we demonstrate that the construction works also for the 3 d.o.f. system. In the coupled 3 d.o.f. case (δ > 0), the return map is 4d. We project the Poincare return map to the 2d plane by restricting to the slab where ξ = 0.1. The projections of the Poincare return maps for δ = 0 and δ = 0.1 are shown in Figure 6 . Note that the blurriness in the plot for δ = 0.1 is due to projecting the u 3 ∈ [−ξ, ξ]. The analytical calculations for the hard-wall system were used to find an initial guess for the computations of the smooth system, leading to a dramatic decrease in computation time.
Finally, we note that in this example, a linear background potential is used. However, a similar structure would emerge if we replaced this potential with any smooth bounded separable potential having a single saddle-center fixed point (satisfying the conditions of Theorem 1) (U (u 1 , u 2 ) = U 1 (u 1 ) + U 2 (u 2 ), with U 1 (u 1s ) = 0, U 1 (u 1s ) > 0, U 2 (u 2s ) = 0, and U 2 (u 2s ) < 0). This approximation can now be applied to a much wider class of problems, many of which are relevant to chemistry and physics, greatly reducing computation times for standard calculations such as finding periodic orbits and Poincare return maps.
Proofs of Theorems 1 and 2
Proof of Theorem 1: The proof is similar to [12] , with modifications arising when dealing with the potential term U . For any given compact region K ⊂ D, the Hamiltonian flow is C r -close to the impact flow by Condition I. Since T is finite, we need only consider the behavior of the Hamiltonian flow inside a boundary layer that is close to ∂D. Note that by choosing H * < E +Û and by condition V we ensure that the point mass cannot escape over the barrier at ∂D. Indeed, to cross the barrier H * − U (q) − V (q; )| ∂D must be positive at + . Take sufficiently small. Hence, by the assumption on ρ T , all collisions with the boundary occur with non-zero velocity. The smooth impact trajectory enters N δ at some time t in (δ, ) at a point q in (δ, ) close to q c with velocity p in (δ, ) close to p 0 = 0, and then exits N δ at the time t out (δ, ) at a point q out (δ, ) with velocity p out (δ, ). Now, proving the theorem is equivalent to proving the following statements (where k = 0 for non-degenerate tangent collisions and k = r for regular collisions):
which guarantees that the trajectory does not travel along the boundary, and
where p out = p in − 2 p in , n(q) n(q) and n(q) is the unit inward normal to the level surface of Q at the point q.
Without loss of generality, assume that Q(q; 0) increases as q moves from ∂D towards int(D). The partial derivatives of Q satisfy
By (4) and Condition II, near the boundary the equations of motion have the forṁ
First, we prove (10) and (11) for k = 0 (i.e., the C 0 part of the theorem, for regular or non-degenerate tangent reflections). Suppose that ξ( ) → 0 sufficiently slowly, and that the orbit remains in N δ for all t ∈ I = [t in , t in + ξ]. Then for all t ∈ I,
This follows from p being uniformly bounded by
= H − W (Q; ) − U ≤ H * −Û and from (13) and (14) . By (15) and the smoothness of U , we have that for all t ∈ I,
And for ξ( ) → 0 sufficiently slowly, (15) also implies that
since q in − q c tends to zero as O(δ) for regular trajectories and O( √ δ) for non-degenerate tangent trajectories.
In addition, assuming ξ( ) → 0 sufficiently slowly, we claim that 3 , for some α ∈ (0, 1),
and
for all t ∈ I. First consider (18). Note that (12) and (17) imply that
for all t ∈ I. Given a sufficiently small 0 , where
It follows from the smoothness of U and (17) that as → 0, K 2U y (q(t)), t ∈ I. Divide the interval I into two sets: I < where |W (Q; )| < K = K( ) and I > where |W (Q; )| ≥ K = K( ). In I < , we havė (13), (15) and (20). In I > , since |W (Q; )| ≥ K and Q y = 0, we have thatṗ y is bounded away from zero, so we can divideṗ x in (13) byṗ y in (14): dp x dp
The change in p x on I can be estimated from above as the sum of an O(ξ) term (the contribution from I < ) plus a term of O(ξ α ) times the total variation in p y (the contribution from I > ). Recall that p y is uniformly bounded (|p y | ≤ 2H * from the energy constraint) and monotone (as W (Q) < −K, Q y ≈ 1, and K > max U y , we haveṗ y > 0, see (14) ) everywhere on I > so its total variation is indeed uniformly bounded. This implies that the total variation in p y is uniformly bounded on I > , completing the proof of (18). Now consider (19). From (18) and the conservation of H =
+W (Q(q; ); )+U (q), we have
And (19) follows from (16) and (21). Now we claim that the time τ δ that the trajectory spends in the boundary layer N δ tends to zero as → 0. We treat the non-tangent and non-degenerate tangent cases separately. First, consider the non-tangent trajectories (so p y (t in ) is bounded away from zero). The value of W in = W out = W (Q = δ; ) goes to zero as → 0 + by Condition III; thus, (19) implies that if t ∈ I and W (Q; ) < ν
, then p y (t) is bounded away from zero. Divide N δ into two parts: N < := {W : W (Q; ) ≤ ν} and N > := {W : W (Q; ) > ν}. First, the trajectory enters N < . Since the value of d dt Q(q) = p x Q x + p y Q y is negative and bounded away from zero in N < (because Q x is small, p y < 0 and Q y ≈ 1), the trajectory must reach the inner part N > by a time proportional to the width of N < , which is O(δ). And if the trajectory leaves N > after some time t > , it must have p y > 0; thus,
We claim that t > → 0 as → 0 + . We showed already that the total variation on p y is uniformly bounded. This, along with (14) and Condition IV (which implies that for small , Q (W ≥ ν) → 0 as → 0, so −W (Q) is large in N > and, in particular, −W − U y > 0), implies
for some constants C andC. Thus, τ δ tends to zero as → 0 in the non-tangent case. Now consider the non-degenerate tangent trajectories. First we note that the proof for the non-tangent case holds for p y,in tending to zero sufficiently slowly, meaning here that
is sufficiently large with respect to |U y |. So we now prove the result for nearlytangent trajectories, for which p y,in tends to zero as → 0. First, we claim that, while the trajectory is in the boundary layer N δ and t − t in is small, p y (t) remains small. This follows from (19) since W (Q; ) > W in = W (δ, ) (since W is monotone by condition IIc). Using this and (18), we get that p x (t) is bounded away from zero as long as q(t) ∈ N δ and t − t in is small.
Next we claim that, for a bounded away from zero interval of time starting with t in ,
) is positive and remains bounded away from zero.Q is small, sincė
by (13), (14) . Recall that, by the definition of non-degenerate tangency, p T x Q xx p x > U y and is bounded away from zero. We also know that p y is small, W (Q; ) is negative, Q y ≈ 1, and Q x is small. Thus,
is positive and bounded away from zero for a bounded away from zero time interval starting with t in .
This gives, for some constant C 1 > 0, on this time interval,
We now claim that the maximum time that the nearly-tangent trajectory spends in in ) ) and from the fact that q in − q c = O( √ δ). We have shown that, in both the non-tangent and non-degenerate tangent cases, the time the trajectory spends in the boundary layer tends to zero as goes to zero. Thus, the proof of the theorem in the C 0 case is completed by substituting the time τ δ → 0 for ξ in the right-hand sides of (15), (18), and (19) to get (10) and (11) for k = 0.
in ) (which tends to zero). This follows from (24) (which implies that this time is
For non-tangent trajectories, we need to prove convergence in the C r topology. Define N > and N < for small ν, as in the proof of the C 0 -convergence. SinceQ = 0 in N < , we can divide (13), (14) byQ:
Rewrite equations (25), (26), and (27) in integral form:
where F q , F p , F s , and F t denote some functions of (q, p) which are uniformly bounded in the C r -topology. In (29), the first term corresponds to the integral of −W (Q)∇Q Q x p x + p y Q y , for which the change of variables is needed since W may be large, whereas the second term associated with the potential has regular behavior. Note that the integrals are smal in N < , since the change in Q is bounded by δ and the change in W is bounded by ν. Applying the successive approximation method, the Poincaré map (the solution to (28), (29), and (30)) from Q = Q 1 to Q = Q 2 limits to the identity map (along with all derivatives with respect to initial conditions) as δ, ν → 0. Thus, to prove (10) and (11) for k = r, we need to prove
where (q in , p in , t in ) and (q out , p out , t out ) correspond now to the intersections of the orbit with the cross-section W (Q(q; ), ) = ν. Now we claim thatṗ y is bounded away from zero. For any ν bounded away from zero, Q(Q; ) tends to zero uniformly in the C r -topology as → 0 for ν ≤ W ≤ H * (Condition IV). This is also true if ν → 0 sufficiently slowly. W (Q; ) = (Q (W ; ) −1 ) is bounded away from K = 2U y (q c ) in N > , so by (14) , the claim follows. Dividing (13) and (14) by dp
we obtain dq dp
dt dp
dp x dp y = −(Q (W ; ))
where
. By Condition IV, the C r -limits as → 0 of (33), (34), and (35) are dq dp y = 0, dt dp y = 0, dp x dp
Note that (33), (34), and (35) are all bounded. Therefore, the solution to (36) is the C r -limit of the solution of the system (33), (34), and (35), since the change in p y is finite. (36) implies that
when → 0, completing the proof to (31). Also,
when → 0, by (36), which is equivalent to
(37) completes the proof.
Proof of Theorem 2:
(i) Recall that in the neighborhoodÑ i of the billiard boundary component Γ i we defined the pattern and barrier functions Q i (q; ), W i (Q; ), and assumed (Condition II) that there exists 
topology and thus, in K δ ( ) the level sets of U + V are C r+1 close to those of U , as claimed. In each of the thick neighborhoods N 2δ i ( ), for ≤ 0 , the level sets of Q i (q; ) may be viewed locally as graphs of the billiard boundary: one may set normal coordinates (x, y) in each of the boundary layers, where x parameterizes the billiard boundary and y aligns with ∇Q (hereafter we suppress the dependence on i for abbreviation). In particular, we set y( ) = Q(q; ). In these coordinates, V (x, y; ) = W (Q(x, y; ), ) = W (y( ); ), for all y ∈ [0, 2δ]. Notice that W (y; ) are monotone decreasing functions, satisfying W (0; ) > E (where W (0; ) may be infinite) and, by Condition
, away from the problematic set P Hill (H * ), U (x, 0) < H * (see eq. (5)). Thus, by the monotonicity and the above observations regarding the boundary values of W, for such x value there exists a uniqueŷ( ) ∈ (0, 2δ) such that W (ŷ(x, ); ) = H * −U (x, 0). Indeed, recall that in the boundary layer N i , for positive values of W , W has an inverse Q(W ; ) which converges to zero along with all of its derivatives (see Condition IV). Thus, y(x, ) = Q(H * − U (x, 0); ) andŷ(x, ) → 0 as → 0. Expanding y =ŷ(x, ) +ỹ, and recalling that U (x, y) is C r+1 near the boundary of D we need to findỹ(x; ) such that
Since Q (W (ŷ))U y (x, 0)(ŷ+ỹ) is small, we may solve this equation by the method of successive approximation:
Thus, for any x value for which H * − U (x, 0) > ξ, the smooth and impact boundaries of the Hill's region are C r+1 -close, and, in particular, there exists 1 (ξ) such that for every such x
Discussion
We have extended a theorem on approximating smooth billiards with hard-wall billiards [12] , to the smooth impact case, in which free motion in the interior of the domain is replaced by motion according to a smooth bounded background potential satisfying some natural conditions. Roughly, the theorem states that regular reflections of the smooth impact system are close to those of the hard-wall impact system. The result allows us to, under certain conditions, approximate a smooth impact system using the limit impact system. This is particularly useful, given the relative ease of computation for the hard-wall case. We have applied this theorem to a geometric model for collinear triatomic chemical reactions [10] , demonstrating that the simpler hard impact calculations can be used both to get qualitative information about the behavior of the smooth system, and as a tool to reduce the computation time required to find solutions in the smooth system using continuation methods. The results presented here suggest two main future directions: singular-like results for general smooth impact systems (to be compared with those for the smooth billiard systems [12] ), and specific physical applications. Notably, the results regarding the smooth billiard-like potentials are divided into two types: persistence-like results and singular-like results; see the recent review [13] which summarizes these works. The persistence-like results show that near regular reflections, the billiard limit and the soft steep potential are close in the C r topology, hence that their local behavior near hyperbolic trajectories is similar. On the other hand, the singular-like results show that near billiard orbits which are tangent to the boundary or go to corners, the system with the soft potential may have very different behavior than the limit system. Nonetheless, techniques for studying this singular limit by utilizing the billiard limit have been developed. Using these techniques, it was established, for example, that the soft system may have elliptic periodic orbits for arbitrarily steep potential even in cases where the hardwall billiard is hyperbolic [12] . Here, we explored only the persistence-like results in the soft-impact case. It turns out that this extension by itself is quite rich. Further exploration of the singular-like results for the soft impact case may provide new insights with regard to the validity and applicability of the naive impact-like system.
In applications where the Hamiltonian is of the form (4) and the steep potential is unbounded (or E >> |U |) [10] , one expects that at very high energies the billiard model will provide a good approximation to the dynamics [12, 13] . Here, we extend this methodology to lower energies, where the background potential is non-negligible, yet the reflection from some boundaries is well approximated by impacts. We expect that this approach will be particularly relevant to molecular dynamics problems. There, the Pauli repulsion term is very steep and is dominant at short range at all energy levels, whereas the van der Waals or dispersion forces are smoother and contribute to a background potential that affects the motion only at energies that are of the order of the barrier energies. In [10] we provided one example for this general approach, and here, in section 3, we further explored some of the possibilities to utilize it. We believe this direction may provide qualitative insights of the dynamics in other molecular dynamics problems that are inherently non-linear and far from being integrable. Moreover, as demonstrated, the results for the limit systems may be used to reduce computation time for calculations of various entities such as stable periodic orbits of the smooth system, and possibly, stable and unstable manifolds.
Finally, Theorem 1 could possibly be extended to other important cases; for example, cases in which the potential and the billiard boundary move in time and cases in which the kinetic energy depends on the position, as when the particles are charges and are subjected to a magnetic field (see [1, 2, 5] ). Such extension will further enhance the applicability of this methodology to additional fields of physics and chemistry.
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Appendix A: Conditions for the C r -and C
-closeness theorems
There are five conditions needed for proving Theorem 1. Conditions I-IV are concerned with the billiard-like potential V (q; ) and its limiting behavior and are identical to those formulated in [12, 15] (repeated here in order to set up the notation for the proof). The last condition, concerned with the smooth potential U (q), is new.
Condition I: For any fixed compact region K ⊂ D, the potential V (q; ) diminishes along with all its derivatives as → 0:
We assume that the level sets of V may be realized by some finite function near the boundary. Let N (Γ * ) denote the fixed (independent of ) neighborhood of the corner set and N (Γ i ) denote the fixed neighborhood of the boundary component Γ i in the R d topology.
, and assume thatÑ i ∩Ñ j = ∅ when i = j. Assume that for all small ≥ 0 there exists a pattern function Q(q; ) :
which is C r+1 with respect to q in each of the neighborhoodsÑ i and it depends continuously on (in the C r+1 topology, so it has, along with all its derivatives, a proper limit as → 0). Further assume that in each of the neighborhoodsÑ i the following is fulfilled. Condition IIa: The billiard boundary is composed of level surfaces of Q(q; 0):
In the neighborhoodÑ i of the boundary component Γ i (so Q(q; ) is close to Q i ), define a barrier function W i (Q; ), which is C r+1 -smooth in Q, continuous in , and does not depend explicitly on q. Also assume that there exists 0 such that the Conditions IIb-c are satisfied: Condition IIb: For all ∈ (0, 0 ] the potential level sets inÑ i are identical to the pattern function level sets and thus Adopt the convention that Q > Q i corresponds to the points near Γ i inside D. Condition III: There exists a constant E i > 0 (E i may be infinite) such that as → +0 the barrier function increases from zero to E i across the boundary Γ i :
Condition IV: As → +0, for any fixed W 1 and W 2 such that 0 < W 1 < W 2 < c, for each boundary component Γ i , the function Q i (W ; ) tends to zero uniformly on the interval [W 1 , W 2 ] along with all of its (r + 1) derivatives. The last condition is concerned with the addition of the smooth component of the potential U (q), assuring that together with the billiard-like potential, particles that are initially in D cannot escape. Denoting the minimal barrier height by E:
and the minimal value of U on the billiard boundary byÛ :
To ensure that particles cannot escape from D, we require thatÛ > −E. We thus impose the following condition on U (q):
Condition V : U (q) is a C r+1 -smooth potential bounded in the C r+1 topology on an open set D where D ⊂ D. The minimum of U on the boundary ∂D satisfies −E <Û .
and substituting, we get
tan(β/2)
Now let r up denote the reflection at the upper boundary. By the reflection law at the upper boundary,
with det= 1. Letf At time t c , h u 2 = 0, and
so we condisder the 2 × 2 system h u 1 := u 1s + (ĝ u 1 − u 1s ) cos(ωt c ) +ĝ .
The linearization of the Poincare map at a periodic orbit is
Using the Matlab symbolic math package, it was checked that it is indeed symplectic.
