Based on the explicit coupling property, the ergodicity and the exponential ergodicity of Lévy driven Ornstein-Uhlenbeck processes are established.
Introduction and main results
Let (X x t ) t≥0 be a d-dimensional Ornstein-Uhlenbeck process, which is defined as the unique strong solution of the following stochastic differential equation
Here A is a real d × d matrix, and (Z t ) t≥0 is a Lévy process in R d . It is well known that (X x t ) t≥0 is a strong Markov process with the following form
The associated Markov semigroup acting on B b (R d ), the class of all bounded measurable functions on R d , is given by
where π t is the law of Let us recall that a Lévy process Z = (Z t ) t≥0 with values in R d is a R d -valued process defined on some stochastic basis (Ω, F , (F t ) t≥0 , P), continuous in probability, having stationary independent increments, càdlàg trajectories, and such that Z 0 = 0, P-a.s. It is well known that the characteristic exponent or the symbol Φ of (Z t ) t≥0 , 1 − e i ξ,z + i ξ, z 1 B(0,1) (z) ν(dz),
where Q ∈ R d×d is a positive semi-definite matrix, b ∈ R d is the drift vector and ν is the Lévy measure, i.e. a σ-finite measure on R d \{0} such that z =0 (1∧|z| 2 ) ν(dz) < ∞.
Our main reference for Lévy processes is the monograph [10] .
The starting point of our paper is the following result about the existence of invariant measure for Ornstein-Uhlenbeck processes, which was proven in [9, Theorem 4.1].
Theorem 1.0 Let X = (X x t ) t≥0 be a d-dimensional Ornstein-Uhlenbeck process determined by (1) , where the real parts of all eigenvalues of A are negative. If the Lévy measure ν of Lévy process Z satisfies {|z|≥1} log(1 + |z|) ν(dz) < ∞, then there exists an invariant measure µ such that for any A ∈ B(R d ),
where P t (x, dz) is the transition kernel of the process (X t ) t≥0 .
We are very much interested in the ergodicity and the exponential ergodicity of Ornstein-Uhlenbeck processes. The standard method yielding the ergodicity is to verify that the process is strong Feller and irreducible, cf. see [4, 6, 15] . The strong Feller property of Ornstein-Uhlenbeck processes has been studied in [3, 5, 7, 14] . In particular, according to [7, Z is infinite and has a density with respect to the Lebesgue measure, then the associated Ornstein-Uhlenbeck process (X t ) t≥0 determined by (1) is strong Feller. We refer the readers to see [8, Section 3] for some discussions about the irreducibility of OrnsteinUhlenbeck processes. The novelty of this paper is the direct use of coupling property in the proof of the ergodicity (and the exponential ergodicity) for Ornstein-Uhlenbeck processes. The coupling property of Ornstein-Uhlenbeck processes has been studied in [13, 16] . As we will see in the last section, an obvious advantage of the coupling method lies in the succinctness of the proof, which yields both the ergodicity and the exponential ergodicity simply via the Lévy measure ν.
Before stating our main results, we first introduce some necessary notations. Let ν be the Lévy measure of the Lévy process (Z t ) t≥0 , see (4) . For every ε > 0, define ν ε on R d as follows: for any B ∈ B(R d ),
Recall that for any two bounded measures µ 1 and
where (µ 1 − µ 2 ) ± refers to the Jordan-Hahn decomposition of the signed measure µ 1 − µ 2 . In particular, µ 1 ∧ µ 2 = µ 2 ∧ µ 1 , and
where · var stands for the total variation norm. Denote by P t (x, ·) the transition kernel of the process X. 
for some constants ε, ρ > 0, then the process X is ergodic, i.e. there is a unique invariant measure µ such that for any
(2) If the Lévy measure ν of Lévy process Z satisfies {|z|≥1} |z| ν(dz) < ∞ and
for some constant ε > 0, then the process X is exponentially ergodic. More explicitly, there are a unique invariant measure µ and two constants κ, C > 0 such that for any x ∈ R d and t > 0,
Remark 1.
(1) Under (7) and for fixed ε > 0, there exists ρ > 0 such that
and so
This shows that (7) implies (6).
(2) We mention that in many applications the condition (6) is weak. For example, it is proven in [13, Proposition 1.5] that (6) is satisfied, when Lévy measure ν of (Z t ) t≥0 satisfies ν(dz) ≥ ρ(z) dz such that {|z−z0|≤ε} dz ρ(z) < ∞ holds for some z 0 ∈ R d and some ε > 0. such that ν(dz) ≥ ρ(z) dz.
The following result presents the exponential ergodicity for Ornstein-Uhlenbeck processes, under weaker integral conditions for the Lévy measure ν on the range 
and {|z|≥1} |z| α ν(dz) < ∞ for some constant 0 < α ≤ 1, then there are a unique invariant measure µ and two constants κ, C > 0 such that for any x ∈ R d and t > 0,
It is clear that Theorem 2 can apply to study the exponential ergodicity for OrnsteinUhlenbeck processes driven by α-stable processes with α ∈ (0, 2).
The remaining part of this paper is organized as follows. Section 2 is devoted to the coupling property of Ornstein-Uhlenbeck processes, which is key to our main results.
In Section 3, we will present the proofs of Theorems 1 and 2. Here, a general conclusion for the exponential ergodicity of Ornstein-Uhlenbeck processes is given (see Theorem 5 below), which improves the second assertion in Theorem 1.
Coupling property
In this section, we are mainly concerned with the coupling property for the OrnsteinUhlenbeck process X = (X x t ) t≥0 given by (2) . Recall that the process X has successful couplings (or has the coupling property) if and only if for any
where P t (x, dz) is the transition kernel of the process X and · var stands for the total variation norm. The coupling property has been intensively studied for Lévy processes on R d and Ornstein-Uhlenbeck processes driven by Lévy processes on R d , see [2, 11, 12, 13, 16] . Recently, by using the lower bound conditions for the Lévy measure with respect to a nice reference probability measure, we have successfully Let ν be the Lévy measure corresponding to the Lévy process (Z t ) t≥0 , see (4) . For every ε > 0, define a finite measure ν ε on R d as that in (5). For a d×d matrix A, we say that an eigenvalue λ of A is semisimple if the dimension of the corresponding eigenspace is equal to the algebraic multiplicity of λ as a root of characteristic polynomial of A.
Note that for symmetric matrices all eigenvalues of them are real and semisimple.
The following result generalizes [13, Theorem 1.1], and it presents the exponential rate for the coupling property of Ornstein-Uhlenbeck processes. 
then there exists a constant C 1 > 0 such that for all x, y ∈ R d and t > 0,
Furthermore, suppose that the real parts of all eigenvalues of A are negative. If (9) is strengthened by
then there exist two constants κ, C 2 > 0 such that for all x, y ∈ R d and t > 0,
Remark 2. A condition (9) has been used to study the coupling property for Lévy 
]).
Proof of Theorem 3. The first required assertion has been proven in [13, Theorem 1.1], and so it suffices to prove the second one. For simplicity, denote by T t = e tA for t ≥ 0. Since the real parts of all eigenvalues of A are negative,
|T t x| ≤ ce −λt for all t > 0 and some constants c, λ > 0, e.g. see [9, (2.8) ]. For any ε > 0, let (Z 
are well defined on R d and are independent for any ε > 0 and t ≥ 0.
Denote by
We will rewrite X ε,0 t as follows. Construct a sequence (τ i ) i≥1 of i.i.d. random variables which are exponentially distributed with intensity C ε = ν ε (R d ), and introduce a further
We will assume that the random variables (U i ) i≥1 are independent of the sequence (τ i ) i≥1 . Then, according to [10, Theorem 4.3] ,
for every t ≥ 0, where (N t ) t≥0 is a Poisson process of intensity C ε , i.e.
and here we set i∈∅ = 0 by convention. Therefore, it is not difficult to check that
it holds that on the set {N t ≥ 1},
Next, we will make use of the decomposition:
where
According to all the statements above, we know that for any g ∈ B b (R d ) and x ∈ R d ,
Therefore, for any x, y ∈ R d ,
Here, in the first inequality we have used the facts that P(N t ≥ 1) = 1 − e −Cεt for t ≥ 0, and T t R d →R d ≤ c for all t ≥ 0; and in the last inequality we set
which is finite due to (10) and the fact that
On the other hand, we have
Combining all the estimates with (11), we get that for any x, y ∈ R d ,
Having all the conclusions above at hand, we can follow the proof of [18, Theorem 1.3] to get the desired assertion. Since T t R d →R d ≤ ce −λt for all t ≥ 0 and some constants c, λ > 0, it follows from (2) that
Therefore, for any 0 < s < t and x, y ∈ R d ,
holds for some constant c 1 > 0. Setting s = λt Cε+λ , we get the required assertion.
According to the proof above, under condition (10) one can get the following gradient estimates for a modified version (P 1 t ) t≥0 of (P t ) t≥0 (see (12) ): 
then there exist two constants κ, C > 0 such that for all x, y ∈ R d and t > 0,
The following estimate P t (x, ·) − P t (y, ·) var for large values of t is based on the characteristic exponent Φ(ξ) of the Lévy process (Z t ) t≥0 . Then there exist t 1 , C > 0 such that for any x, y ∈ R d and t ≥ t 1 ,
where for t, ρ > 0, Proof. We first assume that the Lévy process (Z t ) t≥0 is a pure jump process, i.e. This proves the required assertion.
Next, we consider the general case. Let (Y t ) t≥0 and (Z t ) t≥0 be two independent Lévy processes, whose symbols are Ornstein-Uhlenbeck process driven by pure jump Lévy process. Then,
This, along with the conclusion above for Q(x, dz), completes the proof.
Proofs
In the section, we will apply the results in Section 2 to study the ergodicity and the exponential ergodicity for Ornstein-Uhlenbeck processes. It is well known that the coupling property along with the existence of an stationary measure can yield the ergodicity for the process, which gives us the motivation of the proof of Theorem 1.
Proof of Theorem 1. As mentioned in Theorem 1.0, according to [9, Theorem 4.1] or [5, Proposition 2.2], the process X has an invariant measure µ. In particular, µP t (·, dz) = µ(dz) for any t > 0, where P t (x, dz) is the transition kernel of the process X. On the other hand, by Theorem 3, (6) and the condition that the real parts of all eigenvalues of A are negative imply that there exists C 1 > 0 such that for any t > 0 and x, y ∈ R d ,
That is, when t → ∞, P t (x, ·)−P t (y, ·) var converges to zero uniformly for all x, y ∈ R d with bounded |x − y|. Note that for any x ∈ R d and t > 0,
This along with the statement above gives us that for any
We mention here that the proof above also yields the uniqueness of invariant measure.
Indeed, let µ 1 and µ 2 be invariant measures for the process X. Then,
Combining with the proof above and letting t → ∞ show that µ 1 = µ 2 . This proves the first required assertion.
For the second assertion, by (7) and Theorem 3, we know that there exist θ, C 2 > 0 such that for any t > 0 and x, y ∈ R d ,
We will claim that, under the assumption {|z|≥1} |z| ν(dz) < ∞, |x| µ(dx) < ∞.
If this holds, then following the argument above, we have
The required assertion follows.
Next, we turn to prove (13) . For t > 0, set T t = e tA and Y t = (where ds is the Lebesgue measure on [0, ∞)) such that
Hence, the integral Y t is defined by
Since the real parts of all eigenvalues of A are negative,
t > 0 and some constants c, λ > 0, e.g. see [9, (2.8) ]. Thus, for any t > 0,
and, by using the Cauchy-Schwarz inequality and the fact that N (ds, dz) is a square integrable martingale measure, cf. see [1, Chapter 4.2] ,
On the other hand, noting that the integral 
Thus,
That is, for any t > 0, the Lévy measure ν t is a finite measure. 
where ν * t n is the n-fold convolution of ν t and ν * t 0 = δ 0 . By using the fact that for any
we arrive at
Combining with all the conclusions above, we get that E Y t is bounded uniformly for all t > 0, i.e. sup t>0 E Y t ≤ C 0 for some absolutely constant C 0 .
Furthermore, by (2), for any m ≥ 1 and t > 0,
Integrating this inequality with µ(dx), we get that
Letting first t → ∞ and then m → ∞, we prove the required assertion (13) . The proof is finished.
We note that the argument of Theorem 1 above yields that: 
Furthermore, according to Corollary 1 and the proof of Theorem 1, we have the following conclusion for the exponential ergodicity of Ornstein-Uhlenbeck processes, which improves the second assertion in Theorem 1. 
The proof of Theorem 2 is based on the following lemma. 
If there exists a constant 0 < α ≤ 1 such that the Lévy measure ν of Lévy process Z satisfies {|z|≥1} |z| α ν(dz) < ∞, then there are a unique invariant measure µ and two constants κ, C > 0 such that for any x ∈ R d and t > 0,
Proof. For t, ρ > 0, define
According to Theorem 4 and the Markov property, there exists a constant t 1 > 0 such that for any t ≥ t 1 , s > 0 and g ∈ B b (R d ),
|P t g(x) − P t+s g(x)| =|E(P t g(x) − P t g(X On the other hand, under the assumption that {|z|≥1} |z| α ν(dz) < ∞, one can follow the proof of (13) to verify that E|Y s | α is uniformly bounded for all s > 0, i.e. sup s>0 E|Y s | α < ∞. Therefore, there exists a constant C 0 > 0 such that
Combining with all the conclusions above, we get that
That is, P t (x, ·) − P t+s (x, ·) var ≤ 2 1−α C 0 (1 + |x| α )C α t .
Letting s → ∞ and noting that µ is the invariant measure of the process X, P t (x, ·) − µ var ≤ 2 1−α C 0 (1 + |x| α )C α t .
As mentioned above, T t R d →R d ≤ ce −λt for all t > 0. On the other hand, since for t ≥ t 1 , ϕ t (ρ) ≥ ϕ t1 (ρ) and lim ρ→∞ ϕ t1 (ρ) = ∞, it holds that ϕ −1
t1 (1) < ∞ for any t ≥ t 1 . Therefore, there exists C > 0 such that for any t ≥ t 1 , C α t ≤ Ce −λt , which along with the conclusion above yields the required assertion.
Proof of Theorem 2. According to Lemma 1, it is sufficient to verify that (8) implies that (14) . For any ξ ∈ R d with |ξ| large enough,
1 − cos ξ, z ν(dz)
where in the second inequality we have used the inequality that 1 − cos r ≥ cos 1 2 r 2 , |r| ≤ 1.
This follows the desired assertion.
