Procesador concurrente para bases de datos by Ruz Ortiz, José Jaime
UNIVERSIDAD COMPLUTENSE DE MADRID
 FACULTAD DE CIENCIAS FÍSICAS
TESIS DOCTORAL
MEMORIA PARA OPTAR AL GRADO DE DOCTOR
 PRESENTADA POR 
 José Jaime Ruz Ortiz
DIRECTOR:
 Emilio Luque Fadón
Madrid, 2015
© José Jaime Ruz Ortiz, 1980
Procesador concurrente para bases de datos 
 Departamento de Informática y Automática
José Jaime Ruz Ortiz
TP
iiiiiiiiim
' 5 3 0 9 8 5 8 0 9 7 *
UNIVERSIDAD COMPLUTENSE
PROCESADOR CONCURRENTE PARA BASES DE DATOS
Departamento de Tnforitiatica y Autonrftica 
Facultad de Ciencias Fisicas 
Universldad Cotnplutense de Madrid 
1982
n»BJ.'OTI-CA
@  José Jaime Ruz Ortiz
Edita e imprime la Editorial de la Universldad
Complutense de Madrid. Servid o  de Reprograffa
Noviciado, 3 Madrid-8
Madrid, 1981
Xerox 9200 XB 480
Depésito Legal: M-36683-1981
Rutor! JOSE J. RUZ ORTIZ
PROCESADOR COMCURRENTE PARA BASES DE DATOS
Director: Emilio Luque Fadon
f Doctor er Ciencias Fisicas, Prof. Rgregado de 
Fîslca Industrial (Automatica)
UNIVERSIDAD COMPLUTENSE DE MADRID 
Facultad de Ciencias Fisicas 
Departamento de Informatica y 
Automâtlca
Ano 1980

A mis paires
Deseo expresar mi agradecimiento al Prof. Dr. D. 
Emilio Luque Fadon por el entuslasmo y dedicacion con que 
ha dirigido el presente trabajo.
A D*. Ana Ripoll Aracil por la inestimable ayuda 
prestada en la fase preliminar de estudio y recopilacion de 
informaciSn, sin duda la mâs critica y decisiva de todas.
A D. Alfredo Bautista Paloma por ]as valiosas su- 
gerencias a lo largo de todo el tred>ajo.
A la Sta. Rosa Fernandez de las lieras que llevo a 
cabo la fase de realizaciGn ffsica.
A D. RonSn Hermida Correa cuyas crîticas y valio­
sas estlmaclones han aclarado buen numéro de las ideas que 
aqui exponemos.
Al Prof. Dr. D. Francisco Tirado FemSndez por su 
constante colaboraciân.
A todos.los companeros del Departamento y muy es- 
peclalmente a su Director, el Prof. Dr. D. Mariano Mellado 
Rodriguez, que desde su incorporacion al mismo nos ha brin- 
dado todo su apoyo para llevar a buen termine la presente 
Memorla.
Finalmente, a D*. Margarita Perez-Mosso por.el 
esroero mostrado en el mecanograflado de la memorla.
I N D I C E
Proposito y desarrollo de la présente memorla
pGg.
vil
CAPITULO I.- Base de D a t o s ................................ 1
1.1.- Concepto general de Base de Datos . . .   ........  1
1.2.- Evoluclén de la gestiôn de datos: bases de datos 
computarizados . ................................ 3
1.3.- Modelos loglcos de datos y sublenguajes de manipu- 
laciân asociadrs ................................ 9
1.3.1<- Modelo jerârquico   . . . .  12
1.3.2.- Modelo r e d .............................. 17
1.3.'3.- Modelo relational...............   21
1.3.3.1.- Algebra relational ............  25
1.3.3 2.- Calcule relational............ 34
1.4.- Hormalizaciân...........    36
1.4.1.- Dependencia funcional ....................  37
1.4.2.- Claves candidates y clave primaria . . . .  38
1.4.3.- Dependencia funcional compléta y partial . 39
1.4.4.- DefiniciSn de segunda forma normal (2NF). . 42
1.4.5.- Dependencia transitiva .................. 43
1.4.6.- Definition de tercera forma normal (3NP). . 46
1.5.- Integridad de una base de datos..................  47
1.6.- Seguridad de una base de d a t o s ..................  48
Referenclas...................................... 49
—iv—
p&g.
CAPITULO II.- Concepcion, Arquitectura y Organization del
Procesador................. ...............  51
11.1.- Maqulnas para bases de datos .................. 51
11.2.- Ideas générales que inspiran la organizaciSn del
P C B D .........................................  54
11.2.1.- Concepto de "back-end" ................ 54
11.2.2.- Principle de logica distribuida . . . .  56
11.2.3.- Elementos de procesamiento especializa-
dos  .................   57
11.2.4.- Implementation directa del modelo Ingico 59
11.2.5.- Capacidad de concurrencia ............ 61
11.3.- Organization general del P C B D ............: . . 62
11.3.1.- Relaciones con el ordenador principal . 63
11.3.2.- Estructura de bloques: funciones . . . .  65
11.3.3.- RepresentaciSn de datos . . ............  67
11.4.- Arquitectura general del PCBD ................ 70
11.4.1.- Répertorie de instrucclones .......... 72
11.4.1.1.- Formate de las instrucclones 73
11.4.1.2.- DescrlpciGn de los dlferentes
grupos de instrucclones . . .  76
11.4.1.3.- Utilization del repertorio . 84
11.4.1.4.- Potencla selective del reper­
torio ...................... 88
11.5.- Funcionamiento concurrente del PCBD ............. 99
11.5.1.- Comportamiento funcional de una celula . 102
11.5.1.1.- Frimitivas de célula . . . .  105
11.5.1.2.- Dependencies entre los proce-
sos celulares.............. Ill
p&g.
II.5.2.- Gestiôn de los recursos de procesoi Üni-
dad de Coordination...............   114
11.5.2.1.- Controlador de Salida . . . .  116
11.5.2.2.- Controlador de Recursos . . .  118
Referencias............................ 124
CAPITULO III.- Iraplementaciôn fîsica del Procesador ........  127
III. 1.- Introducciôn........... .... ...............  127
111.2.- Estructura interna de las células .............. 128
111.2.1.- Elementos de memoria ...............  130
111.2.2.- Elementos de procesamiento .......... 130
111.3.- Unidad de Cualificaciôn: busqueda por contexto . 133
111.3.1.- Detector de tuples actives ........  . 135
111.3.2.- Evaluador de termines de marca . . . .  137
111.3.3.- Evaluador de termines de datos . . . .  139
* III.3.4.- Registres de retenciôn .............. 147
111.4.- Unidad Aritmética . . .  ......................  149
111.5.- Unidad de Intercambio..............    154
111.6.- Unidad de Salida ............................  163
111.7.- Unidad de Escritura ..........................  166
111.8.- Comunicaciôn de las células con la Unidad de Coor- 
dinaciôn.....................................  172
111.9.- Unidad de Coordination : Ejecucion del Programs 
Operative.....................................  175
Referencias................... ...............  177
-vl-
Paq.
CAPITULO IV.- Estudio comparative del rendimlento (perfor­
mance) del procesador...........    179
IV.1.- Introduction .................................  179
IV.2.- Caracterlsticas de los criterios selectivos de 
datos que afectan a la eficiencia de su evalua­
tion .........................................  181
IV.3.- Formulacion analftica de los tiempos de selec­
tion de d a t e s ...............................  183
IV.3.1.- Sistema Conventional ................ 183
IV.3.2.- Procesador R A P .................   187
rv.3.3.- Procesador PCBD.................   189
IV.4.- Valores comparatives de los paramétrés que inti- 
den en el tiempo de ejecucion de los accesos pa­
ra los tres sistemas  ...................  190
IV.5.- Recupejraciôn booleana sonre una ünica relac.'.On . 192
IV.5.1.- RecuperaciSn bc?leana por contenido . . 193
IV.5.2.- Recuperaciôn booleana por contexte . . 197
IV.6.- Recuperation booleana cruzada sobre dos relacio­
nes   201
IV.7.- Accesos de modification   . 208
Referencias................................   209
CONCLUSIONES Y PRINCIPALES APORTACIONES.................   210
v u
PR0P03IT0 Y DESARROLLO DE LA PRESENTE MEMORIA
El trabajo que exponemos en la presents memoria tiene como ob- 
jetivo fundamental la concepciôn y diseno de un Procesador para gestion 
de Bases de Datos que supere las limitaciones que los ordenadores conven- 
cionales iraponen a este tipo de aplicaciones.
Para ello, teniendo siempre présenté las actuales posibilidades 
de la tecnologîa hardware, las diferentes fases de desarrollo giran en 
torno a la consecuciôn de dos objetivos;
a) Identificaciôn e implementacidn directa sobre el Procesador 
de las funciones propias del almacenamiento y recuperaciôn de inforroa- 
ciôn.
b) Adaptaciôn de su organizacidh interna a la naturaleza multi- 
usuario de una Base de Datos.
Las distintas etapaa de investigation y desarrollo las expone­
mos divididas en cuatro capitulos.
En el primero, tras describir brevemente los objetivos que se 
persiguen con el establecir.iento de una Base de Datos y estudiar compa- 
rativair.ente los diferentes modelos lôgicos utilizados en la actualidad, 
se ponen de manifiesto las ventajas del modelo relational. Por la clari- 
dad conceptual e Independencia de los factores de implementaciôn con que 
esta alternative plantea la problemâtica de la modelaciôn y acceso a una 
Base de Datos, ampliamente expuestas en el capitule, el modelo relational 
se escoge como forma de representation interna de datos para el Procesa­
dor,
En el capitulo segundo, se exponen los principios basicos que 
inspiran la organization general del Procesador propuesto; principles
-vlii-
que vienen a superar las principales causas estructurales del bajo ren- 
dimiento de los ordenadores convencionales. Se estudia su arquitectura 
general, haciendo especial enfasis en el carScter complete de su reper­
torio de instrucclones. Se describe el ccmportamiento funcional de las 
células intégrantes a fin de poner de manifiesto la ejecucion concurren­
te de los accesos. Finalmente, se esbozan las lïneas générales de las po> 
Ifticas de concurrencia utilisables.
El capitulo tercero recoge todo lo concerniente a la fase de 
implementaciôn fisica. En él se describen, de forma exahustiva, los me- 
canismos especificos de las diferentes unidades’de las células componen- 
tes del Procesador. Especial atenciôn se presta al dispositivo de eva- 
luaciôn de cualificaciones, responsable directe de la capacidad selec­
tive de datos del Procesador.
Finalmente, en el cuarto capitulo se hace un estudio compara­
tive de rendimiento del Procesador propuesto frente a un sistema conven­
tional y frente a otro procesador, especificamente disenado para gestiôn 
de Bases de Datos. Se obtienen fôrmulas anallticas de los tiempos pro- 
medlos de respuesta respectives para diferentes tipos de accesos, y se 
muestran en forma gréflca los resultados obtenidos.
M E M O R I A

C A P I T U L O  I
BASES DE DATOS
1,1.- CONCEPTO GENERAL DE BASE DE DATOS
La adoption de declsiones respecto a los fenômenos, cada vez mâs 
complejos, del mundo real, demanda la dlsponibllldad de grandes cantidades 
de information relatlva a los factores déterminantes de la evoluciôn de 
taies fenômenos. La informaciôn represents la interpretation de los datos 
obtenidos por observaciôn y medida de la realidad. Los mécanismes de inter- 
pretacidn de datos pueden ser de tnuy variada naturaleza, pero, la validez 
de la Informaciôn résultante, en cuanto a su utilidad para la toma de una 
mejor decisiôn, serâ tanto mayor cuanto môs fiables sean los sistemas de 
obtenciôn de datos y menor el tiempo transcurrldo entre la generation de 
ôstos y su disponibilidad en los centros de décision.
Entendiendo por sistema real aquella parte del mundo fisico que 
se considéra de interôs para la elaboration de decisiones, una Base de Da­
tes (BD) constituye, en un sentido ampllo, una representation abstracts y 
esquemStica de un sistema real que, facilitando la disponibilidad de sus 
datos asociados, ayuda a un conjunto de usuarlos en la adopciôn de decisio­
nes. La utilidad de una BD descansa, pues, en el hecho de que las cuestio- 
nes relatives a ciertos aspectos de un sistema real, pueden responderse 
consultando los datos de la base que representan dichos aspectos. Para que 
en todo momcnto la roprcsentaciôn sea fiel, una BD debe reflejar todos los 
cambioB habidos en el sistema real, es decir, debe ser factible su actua-
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llzacién. Consulta y actuallzacion serân, pues, las dos formas de interac- 
ciôn entre una BD y su entorno. En la figura 1-1 se resumen, en forma grâ- 
flca, estas interacclones.
La representaciôn del sistema real en la BD se lleva a efecto 
por medio de un modelo de datos. Se trata, no de un modelo de comporta­
miento, pues la dimension tiempo no forma parte de su definicion, sino de 
una descripcién estatica de los objetos y relaciones que componen el sis­
tema y cuyo conocimiento résulta de interês para la inferencia de infor­
maciôn por los usuarios de la base.
Las funciones de actualizaciôn y consulta se realizan por medio 
de un lenguaje de manipulaclôn asociado al modelo de datos.
Modelo de datos y lenguaje de manipulaclôn asociado definir&n 
la estructura conceptual y el comportamiento funcional de una BD.
BASE DE 
DATOS
ENTRADA DE 
DATOS
ACTUALIZACION CONSULTA
USUARIOS
CENTROS DE
DECISION
OBSERVACION SISTEMA
REAL ACCIONES
HEDIDA
F/g. I - J .  KitacÂonu entre un« BP ij m  entorno
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1-2.- EVOLUCIOM DE LA GESTION DE DATOS; BASE DE DATOS C0MPUTARI2ADA
Las actuales Bases de Datos computacizadas son el resultado de 
una serie de esfuerzos tendantes a facilitar la gestiôn automatizada de 
grandes cantidades de informaciôn. Su origen podemos situarlo en los pri­
mitives métodos manuales^ y su evoluciôn ha sido propiciada por las innova- 
ciones de la tecnologîa informâtica (hardware y software). La disponibili­
dad de recursos tecnolôgicos, cada vez mâs potentes, ha hecho posible la 
concepciôn de sistemas cada vez mâs complejos en el campo de la gestiôn de 
informaciôn. A veces, los nuevos conceptos han estado fuertemente influen- 
ciados por la metodologîa Impuesta por la filosofîa de funcionamiento del 
ordenador digital. Este hecho ha dificultado en muchos casos una definiciôn 
précisa de los objetivos finales que se persegulan con el establecimiento 
de una base de datos en la que no apareciesen detalles de implementaciôn.
Mo obstante, los recientes esfuerzos en el estudio de la semântica de Ba­
se de Dates, especialmente a raîz de la apariciôn del modelo relational 
de Codd, permiten, en la actualidad, una formulaciôn conceptualmente Cla­
ra del problema.
Los primeros sistemas mecanizados de gestiôn de datos que pode­
mos considerar son los que se basaban en la tecnologîa de programs cablea- 
do. Se trataba de clasificadoras, generadores de informes, etc., que uti- 
lizaban fichas perforadas como soporte de datos. Aunque esta tecnologîa 
proporcionaba considerables ventajas frente a los procedimientos manuales, 
la rigidez del procesamiento, baja velocidad impuesta por la naturaleza 
mecânica de los dispositivos y limitaciôn de la capacidad de almacenamien­
to, ha^îa difîcil su evoluciôn.
Con la apariciôn del ordenador de programs almacenado, utilizan- 
do dispositivos de cinta magnetics como medio de almacenamiento masivo de
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datos, la gestiôn de informaciôn experlmentô una majora considerable. La 
velocidad se incrementô de 4 a 5 ôrdenes de magnitud; la capacidad de al­
macenamiento aumentô a igualdad de volumen fisico, y la complejidad del pro­
cesamiento creciô como consecuencia de la flexibilidad introducida por el 
programa almacenado. A pesar de todo, el cambio fue mâs de tipo cuantita- 
tivo que cualitativo ya que, como en la anterior etapa, el procesamiento 
continuô siendo secuencial. Un detalle de esta similitud cualitativa lo 
constituye la utilizaciôn de idântica terminologie: archivo, registre y 
campo son termines surgidos en la tecnologîa de fichas que se siguen uti- 
lizando con la misma significaciôn.
La primera orientaciôn del ordenador a la gestiôn de datos tuvo 
lugar en el campo del software al independizarse la descripciôn de los ar­
chives del programa de tratamiento. En la etapa anterior, la descripciôn 
iba impllcita en la lôgica del programa, lo que hacla extremadamente com- 
plejo el procesamiento de un archivo por diferentes programas. Los Siste­
mas de Gestiôn de Ficheros permitieron la separaciôn entre descripciôn de 
dates y descripciôn de procesamiento, facilitando la comparticiôn de archi­
ves por distintos programas. La DATA DIVISION de COBOL pone de manifiesto 
esta caracterlstica.
La apariciôn de los Dispositivos de Almacenamiento de Acceso Di­
recte (DAAD), en forma de grandes discos y tambores magnéticos, capaces de 
almacenar cientos de millones de caractères, produjo un cambio cualitativo 
en la metodologîa del procesamiento y potencia de los sistemas de gestiôn. 
En un DAAD cualquier registre puede ser accedido en menos de un segundo. 
Evidentemente, este no supone mayor velocidad que la conseguida en el acce­
so secuencial a registres adyacentes, pero la posibilidad de accéder en 
forma aleatoria, reduce el numéro de accesos necesarios en la mayorla de
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las aplicaciones y posibilita la consulta "on-line" de los registres.
On obstâculo que bubo que superar en los DAADs fue el relative a 
la direccionabilidad por contenido. Al ser dispositivos de acceso por direc- 
ciôn, la accesibilidad por contenido oblige a disponer de un mctodo que, a 
partir de dicho contenido, obtenga la direccion fisica del registre. La so- 
luciôn de este problema die origen a las tâcnicas de organizaciôn de archi­
ves. Bâsicamente consistes en la utilizaciôn de dos tipos de informaciôn: 
la propiamente dicha del archivo, distribuida segôn un orden, y una infor­
maciôn Indice o estructural conteniendo la forma de distribuciôn de la in­
formaciôn principal. El acceso a un registre determinado va precedido por 
el procesamiento de la informaciôn Indice.
El têrmino Base de Dates (BD) aparece para designer a los siste­
mas con control centralizado de dates surgidos del proceso de integraciôn 
de archives independientes. La adopciôn de este control confiere las si- 
guientes caracterlsticas:
- Reducciôn de la redundancia de datos.- En los sistemas anteriores al ad- 
venimiento de las BDs, cada aplicaciôn mantenla sus propios archives par- 
ticulares, cuando, con frecuencia, mâs de una aplicaciôn necesitaba datos
* comunes. Ocurria, pues, que los mismos datos aparecîan duplicados en ar­
chives diferentes con el consiguiente desaprovechamiento de memoria. En 
una BD, al integrarse los archives de diferentes aplicaciones, los dates 
se almacenan una sola vez.
- Eliminaciôn de dates inconsistantes.- Se trata de una consecuencia inme- 
diata de la anterior. En efecto, al no existir dates redondantes, se éli­
mina la posibilidad de inconsistencia entre elles, este es, que los mismos 
dates aparezcan con diferentes valores en distintos archives, por el hecho 
de no actualizarse simultâneamente.
- Posibilidad de la comparticiôn de datos.- Aunque esta caracterlstica es 
una consecuencia directa del proceso de integraciôn, las nuevas aplicacio­
nes de la base han de poder operar sin introducir datos nuevos, si los ne- 
cesitados por estas estân ya .contenidos en aquélla. No obstante, para que 
la comparticiôn sea eficiente, una BD debe garantizar la independencia de 
sus datos en un doble aspecto:
a) independencia ffsica que garantiza la posibilidad de introdu­
cir modificaciones en los soportes fïsicos y métodos de acce­
so sin modificar la interface externa y, por tanto, los pro­
gramas de aplicaciôn existantes. La independencia fisica exi­
ge la diferenciaciôn de dos niveles en una BD: 1) nivel fisi­
co, que contempla la forma de almacenamiento de datos sobre 
los dispositives de memoria y 2) nivél lôgico, que recoge la 
forma con que los datos se presentan al usuario.
b) independencia lôgica que garantiza la posibilidad de introdu­
cir nuevos datos y lazos semânticos a nivel lôgico (con su
repercusiôn a nivel fisico) sin afectar a los ya existantes 
y, por tanto, a los programas de aplicaciôn. Surge, pues, la 
necesidad de diferenciar dos subniveles dentro del nivel lô­
gico: 1) nivel externo o subesquema, particular para cada apli­
caciôn o conjunto de aplicaciones afines y 2) nivel general
o esquema, que contempla la totalidad de datos y lazos semân­
ticos de la base.
- Control de la seguridad de los datos.- Caracterlstica muy importante en 
determinadas aplicaciones que necesitan protéger sus datos contra usos des- 
autorizados.
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- Hantenimlento de la Integridad.- Asegura el cumplimiento de determinadas 
restricciones que garantizan la precisiôn semântica de los datos.
El conjunto de programas y estructuras de datos que en una BD
mantiene la correspondencia entre los diferentes niveles, as£ como las res­
tricciones de integridad y seguridad y otras caracterlsticas establecidas,
recibe el nombre de Sistema de Gestiôn de Base de Datos (SGBD). Desde un
u
punto de vista funcional el SGBD proporciona las herramientas para la des­
cripciôn de datos en cada uno de los niveles de la base.
Considerando los tres niveles anteriormente definidos, una BD 
corputarizada tendrîa los componentes mostrados en la figura 1-2(1).
LOS usuarios acceden a la base desde un programa codificado con 
un lenguaje de programaciôn (P-I) que podrâ ser convencional o especîfico 
de interrogaciôn (querry language). En cualquier caso, se denomina sublen- 
guaje de datos al subconjunto que résulta de eliminar lo.i recursos de pro­
ceso del lenguaje utilizado. Es decir, un sublenguaje de datos sôlo consi­
déra aquellos aspectos relacionados directamente con los accesos a la base 
(recuperaciôn y almacenamiento). Cada usuario dispone de un ârea de traba­
jo (AT-I) para realizar sus interacciones con la base (transmisiôn y recep- 
ciôn). Los accesos hacen referenda al subesquema particular de cada usua­
rio, esto es, al sutsmodelo de datos extraïdo del esquema y definido con el 
correspondiente lenguaje de definiciôn del subesquema. La correspondencia 
subesquema-esquema es mantenido por el SGBD.
El esquema représenta la informaciôn total contenida en la base 
y definida, segfin un modelo lôgico, por niedio de un lenguaje de definiciôn 
del esquema. La correspondencia entre esquema y estructura fisica de alma­
cenamiento -que habrâ de tener en cuenta la forma de distribuciôn de datos 
sobre los soportes de memorla asî como las estrategias de acceso a los mis­
mos- es mantenida por el SGBD.
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USUARIO-1 USUARIO-2 UGUARIO-3 UGnARIO-4
LENGUAJE DË 
MANIPULATION 
DE DATOS
p-1 P-2 P-3 P-4
AT-1 AT-2 AT-3 AT-4
LENGUAJE DE 
DEFINICION 
DEL MODELO
LENGUAJE DE 
DEFINITION DEL 
SUBMODELO
SUBMODELO DE DATOS 
(SUBESQUEMA)
SUBMODELO DE DATOE 
(SUBESQUEMA)
CORRESPONDENCIA
SUBMODELOt-*MODELO
CORRESPONDENCIA
SUBHODELO<->MODELO
MODELO DE DATOS 
(ESOUEMA)
CORRESPONDENCIA
MODELO->■ ALMACENAMIENTO 
FISICO
ftLHACENA-
HIEKTO
FISICO
SISTEtIA DE 
GESTION DE 
BASE DE 
DATOS
S
s
Figura 1-2.- Componentes <le una BD conputatizada
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Coino pondremos de manifiesto en el capitule II, muchos de los 
conceptos llgados al estudio de una BD derivan directamente de las necesi- 
dades inpuestas por la filosofîa de funcionamiento del ordenador convencio­
nal. Teniendo en cuenta el objetivo del presents trabajo y la prolijidad 
de taies conceptos, tan s6lo consideraremos, en lo que resta del présente 
capitulo, los aspectos de mâs alto nivel relatives a una BD, esto les, los 
que hacen referenda a sus posibilidades de utilizaciôn y que, en defini­
tive, definen su estructura conceptual y su comportamiento funcional.
»
1-3.- MODELOS LOGICOS DE DATOS Y SOBLENGUMES DE HANIPUUVCION ASOCIADOS
Estudiaremos en este apartado los tres modelos lôgicos utiliza­
dos en la actualidad para representar un sistema real sobre una BD, asi 
como los sublenguajes de manipulaclôn que permiten su consulta y actuali­
zaciôn.
Comenzaremos definiendo, de una manera formai, los elementos del 
sistema real que se contemplan en cualquier modelo lôgico. A continuaciôn, 
describiremos la forma particular que estos elementos adoptan en cada uno 
de los modelos: jerârquico, red y relacional.
Définiremos una entidad (c^ ) como "algo" que existe y puede iden- 
tificarse univocamente» una persona o un suceso son ejemplos de entidades. 
Mediante predicados podemos agrupar las diferentes entidades -de interés 
en el sistema real- en conjuntos o tipos de entidades (E^l, taies como "em- 
pleados", "departamentos", "proyectos", etc. Estos conjuntos no tienen por 
que ser mutuamente disjuntos, por ejemplo, una entidad que pertenece al 
conjunto de entidades "jefes", también pertenece al conjunto de entidades 
"empleados" (ya que "jefes" es un subconjunto de "empleados").
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Las entidades de un sistema real pueden estar relacionadas a tra- 
ves de conexiones, por ejemplo, "padre-hijo" es una conexion entre dos enti­
dades "personas". FormaImente, dados n conjuntos de entidades (no nece- 
sariamente distintos) una conexion (c_^ ) es un n-tuple ordenado de la forma 
Itj, Eg,... 6 (-i- 1, m| . Es decir, una conexion es un elemen-
to del producto cartesiano Ej X Eg X...E^. A cualquier subcon junto C X.
X Eg X...E^ se le denomina conjunto de conexiones o lazo semantico. Es im­
portante hacer notar que los n conjuntos E^ no tienen por que ser diferen­
tes; un "matrimonio" es un lazo semantico entre dos entidades del mismos 
conjunto "personas".
Cuando en la definiciôn de una conexiôn intervienen conjuntos de 
entidades repctidos, es necesario diferenciar la funciÔn desempenada por 
cada uno de ellos. Esto se hace asociando un rol diferente a cada entidad.
Por ejemplo, "marido" y "mujer" son los roles respectives de dos 
entidades "personas" en la conexiôn "matrimonio". El orden de las entida­
des, en la definiciôn de conexiôn, puede définir de forma impllcita los 
roles de las diferentes entidades. Si el orden se omite, los roles hay que 
explicitarlos.
Atendiendo al tipo de correspondencia que un lazo semantico de­
fine entre dos conjuntos de entidades Ej y Eg distinguiremos(^)s
- lazo semântico del tipo [I’D, una entidad de Ej estâ conectada con una, 
sola entidad de Eg y viceversa: Ej Eg
- lazo semântico del tipo |î:N|, una entidad de Ej estâ conectada a varias 
entidades de Eg: Ej Eg
- lazo semantico del tipo varias entidades de Ej estân conectadas 
a una sola entidad de Eg: Ej
-11-
- lazo semantico del tipo varias entidades de Ej estan conectadas
a varias entidades de Eg: Ej Eg
Asl, el lazo somSntico "inatrimonio" entre los dos tipos de enti­
dades "hombre" y "imijer" podrfa ser, segun todas las posibles formas de 
concebir un matrlmonio, de les siguientes tipos;
hombre mujer (matrimonio convencional
hombre mujer (poligamia)
hombre mujer (poliandria)
hombre mujer (matrimonio grupal)
La informacion acerca de una entidad o una conexiSn se obtiene 
por observaclén o medida y se expresa por un conjunto de pares (atributo, 
valor). Asl, "3", "rojo" y "Pedro" son posibles valores de posibles atri- 
butos de entidades. Los valores se clasifican en conjuntos de valores (do- 
minios) [V^ ] por medio de predicados asociados; "medida","color" y "nombre" 
son conjuntos de valores. Un atributo (A) puede definirse formalmente como 
una aplicacion de un conjunto de entidades o un conjunto de conexiones so­
bre un conjunto de valores: E^ o V^} los atributos manifies-
tan propiedades de las entidades o conexiones de interés en el contexte de 
utilizaciôn de la base.
La decision de considerar un objeto determinado del sistema real 
como entidad o conexiân en una base de datos, es una tarea del disenador 
logico de la base y no estâ sujeta a reglas fijas. Asl, un "vuelo" en una 
companîa aérea se podrïa considerar como una entidad con sus atributos 
correspondientes (avicn, ciudad de partida, ciudad de llegada, piloto, 
etc.) o como una conexion entre los conjuntos de entidades "aviones" y 
"pilotes".
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DefInlrcmos, a continuaclon, un ejemplo de sistema real que re-
presentaremos, en los subapartados siguientes, segCn los tres modelos lo-
gicos mas utillzados en la actualldad y citados al comienzo del apartado.
Be trata de las actividades de una companîa aérea en la que se 
contemplas tres tipos de objetos: aviones, pllotos y vuelos. De cada obje­
to se considéras de interés para la base las siguientes caracterlsticasi
AVION: n" (AV#), nombre (AVNOM), capacidad (CAP) y ciudad base (CB)
PILOTO: n“ (PI#), nombre (PINOM), ciudad de residencla (CB)
VUELO: n" (VU#), piloto (PI#), avion (AV#), ciudad de origen (CO),
ciudad de destine (CD), hora de partida (HP) y hora de llegada (HL).
Entre los tres objetos existes los siguientes lazos semânticos:
(1) un piloto puede conducir cualquier avién: PILOTO AVION
(2) un piloto puede cubrir cualquier vuelo: PILOTO VUELO
(3) un avion puede ser conducido por cualquier piloto: AVION piLOTO
(4) un avién puede cubrir cualquier vuelo: AVION VUELO
Los lazos semânticos (1) y (3) son équivalentes a:
(5) cualquier piloto puede conducir cualquier avién: PILOTO AVION
1V3.1.- Modélo jerârquico
Por razones histéricas, el modelo jerârquico es muy popular. Su 
utilizacién estâ bastante extcndida en los sistemas actuales de BD, siendo 
IMS (Information Management System) de IBM (^ ) su mâs caracterizado repré­
sentante. Surgio por evoluciôn de las estructuras de datos que se utiliza- 
ban cûando la mayor parte del procesamiento de datos se reallzaba sobre '
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dlspositlvos de almacenanlento secuenclal y existia una minima distincion 
entre modelo l6gico de datos y estructura fîsica de almacenamlento.
Adoptando la terminologie que IBM utilize en IMS, las entidades 
se denominan en este modelo segmentos, los conjuntos de entidades tipos 
de segmentes y los atributos campos. La conexiones permitidas entre segmen­
tos son de tipo arbol o jerSrquicas, como se muestra en la figura 1-3.
Figura 1-3.- Estructura jerarquica 
Cada nodo del ârbol es un segmente. El nivel mâs alto de la je- 
rarquîa tiene un solo nodo que se llama raiz. Con excepciân de la raïz, 
todo nodo estâ vinculado a jotro de nivel mâs alto que se denomina predece- 
Eor inmediato. Ningûn segmente puede tener mâs de un predecesor inmediato. 
En ceumbio, todo segmento puede tener une o mâs segmentos conectados en un 
nivel mâs bajo y dênomlnados sucesores inmediatos.
Como puede observarse, el modelo jerârquico solo permite la re- 
presentaciân directa de lazos semânticos tipo {I.’M). Los de tipo (MîMI han 
de exprosarse en termines de aquéllos.. Asï, para la representacion del sis­
tema real propuesto en el apartado anterior, segun el modelo jerârquico, 
podemos considerar dos tipos de entidades: piloto y aviôn-vuelo, y définir 
consecuentemente dos tipos de segmentos: PILOTO y AVION-VUELO con sus res-
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peotivos canpos. De esta forma, los lazos semânticos pueden representarse 
con un arbol de dos niveles (figura 1-4).
PILOTO PI# PINOM CR
AVION - VT%:LO AV# AVNOM CAP CB VU# CO CD HP HL
Figura 1-4
El numéro de jerarquïas de este tipo (ocurrencias) o lo que es 
lo mismo, el nümero de segmentos rafz sera igual al numéro de pilotos. En 
la figura 1-5 se muestran los correspondientes a los pilotos n* 1 y n* 2. 
Cada segmento piloto estâ conectado a tantos segmentos avidn-vuelo como 
vuelos diferentes realice dicho piloto.
1 JUAN MADRID
2 B707 200 MADRID IB 100 MADRID SEVILLA 11 12
8 B747 350 NEW YORK IB110 MADRID NEW YORK 10 18
4 B707 200 MADRID IB 120 MADRID PARIS 10 12
2 PEDRO SEVILLA
2 B707 200 MADRID IB101 SEVILLA MADRID 22 23
4 CARA 200 MADRID IB 109 MADRID ROMA 16 19
Figura 1-5
El sublenguaje de datos asociado a este modelo se compone de un 
conjunto de sentencias que nermiten recorrer las estructuras jerârqüicas
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para accéder al dato deseado. La unldad de acceso, es declr, la minima can- 
tidad de informacidn que puede transferirse por una sentencia es un segmen­
to. Las sentencias se utilizan desde el lenguaje de programaci6n en el cual 
se codifica el proceso que accede a la base. En IMS de IBM, el sublenguaje 
de datos se denomina DL/I (^ ) y puede utilizarse desde los lenguajes PL/I, 
COBOL o ASSEMBLER del S/360. Las sentencias DL/I mâs importemtes son las 
siguientes:
- GU {GET UNIQUE). Récupéra directamente un segmento
- Oi (GET NEXT). Récupéra el segmento siguiente en secuencia
- GNP (GET NEXT WITHIN PARENT). Récupéra el segmento siguiente en secuen­
cia bajo el predecesor inmediato actual
- GHU, GHN, GHNP (GET HOLD). Equivalentes a las tres anteriores cuando la
siguiente sentencia es DLET o REPL
- DLET (DELETE). Borrra un segmento al que se llega por alguna sentencia
GET HOLD
- REPL (REPLACE). Actualize un segmento al que se llega por alguna senten­
cia GET HOLD
- ISRT (INSERT). Inserta un nuevo segmento
Cada sentencia, en general, va acompanada de dos tipos de parâ- 
metros: la direcciôn del ârea de E/S a través de la cual se realiza el in- 
tercambio y una o mas condiciones de cualificaci6n (cc). Una CC consta de 
un nombre de segmento opcionalmente seguido por una condicidn. Si la con- 
diciôn se omite cualquier ocurrencia del segmento indicado satisface la C.C. 
Una condiciôn consta de un conjunto de expresiones de comparaciôn conecta­
dos por los operadores booleanos "Y" y "O". Cada expresidn de comparacidn 
es un triplete <campo, operador de comparaciôn, valor> donde el campo debe
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pertenecer al segmento especificado y el operador de comparaciôn puede ser 
uno cualqulera del conjunto { = , i, <, <, ÿ., >}. Todas las operaciones de 
comparaciôn se realizan bit a bit de izquierda a derecha. Las sentencias 
GU y ISRT necesitan especificar, ademâs de la CC, el carnino jerârquico com­
plète desde la ralz. GN y GVP no necesitan especificar ningun carnino jerâr­
quico, pero, en caso de hacerlo, este puede comenzar en cualquier "ivel y 
no necesariamente en la raiz.
La principal ventaja del modelo jerârquico aparece cuando las 
conexiones a représentât-son por naturaleza jerârqüicas. Sin embargo, en 
la mayoria de los casos esto no ocurre. En general, aparecen conexiones 
del tipo (NsM) que, al expresarlas impllcitamente con la repeticiôn de 
datos, como hicimos con el ejemplo propuesto, ocasionan anomalies de al- 
macenamiento. Ademâs, las estructuras jerârqüicas presentan distinto gra­
de de dificultad a la expresiôn de preguntas anâlogas. Asl, considérâmes 
los procedimlentos DL/I necesarios para responder a las dos pregunta: si­
guientes :
RI £Cuâles son los aviones con- 
ducidos por el piloto n” 27
P2s iCuâles son los pilotos que 
conducen el aviôn n° 4
GU PILOTO (PI f ’2*) GU PILOTO (al comienzo de la
jerarqula)
P GNP AVION-VUELO P GN PILOTO
NO NO
< SEGMENTO ENCONTRADO>-- HFINl (SEGMENTO ENCONTRADO)---- i|FIN|
IMPRIMIR AV/ GNP AVION-VUELO (AV/ = '4')
GO TO P (SEGMENTO ENCONTRADO)— >GO TO P
IMPRIMIR PI/
GO TO P
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Se puede observer que, aunque las preguntas PI y P2 son simetri- 
cas en el sentldo de ser una la Inversa de la otra, los procesimientos DL/I 
son asimétricos. Elio pone de manlflesto una de las principales desventajas 
del modelo jerârquico: una complejidad innecesaria. El usuario se ve obliga- 
do a invertir tiempo y esfuerzo para resolver problemas propios del modelo 
y extrînsecos a la naturaleza de las preguntas formuladas.
Para poner de manlflesto las anomallas de almacenamlento presen- 
tadas por el modelo jerârquico, consideremos las tres operaciones tfpicas 
de modificacion de una base:
- Insercion.- No es posible insertar un segmento sin que exista su prede­
cesor inmediato. Asl, refiriendonos al ejenplo, no serla posible almacenar 
la informaciôn referente a un vuelo, si previamente no se ha fijado el pi­
loto que lo cubrirâ.
- Borrado.- Si se necesita eliminar un segmento, se eliminan con âl todos 
los sucesores inmediatos. Asl, si el piloto n* 1 deja de former parte de 
la companîa y se élimina de la base, desaparecerâ toda la information re­
ferente a los vuelos que reallzaba.
- Actualizaciôn.- Si se necesita actualizar algün campo de un segmento si, 
sucesor de otro s2; existiendo entre sus respectives entidades un lazo se- 
mântico del tipo Ej Eg, habrîa que recorrer la estructura compléta a
la busqueda de todos los segmentos si, si se quiere evitar el riesgo de in- 
consistencia. Asl, si la ciudad base del avién n° 2 se cambia de Madrid a 
Sevilla, habrîa que actualizar todos los segmentos aviôn-vuelo donde apa- 
rezca dicho aviôn.
1.3.2.- Modelo Red
Este modelo viene tipificado por el sistema propuesto por el
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Data Base Task Group (DDTG) de CODASYL (®) . Las entidades so represen-
tan mediante registres, los atributos por Items de datos y los conjuntos de 
entidades por tipos de registres. Para la definiciôn do conexiones se utili­
zan estructuras reticulares (redes). La red (network) es una estructura mâs 
general que la jerârquica, ya que cada nodo puede tener uno o mâs predece- 
sores inr°diatos (as! como uno o mâs sucesores inmediatos, igual que en la 
estructura jerârquica). El modelo red permite, pues, la représentation di­
recta de lazos semânticos del tipo (M:N|.
Para la construcciôn de redes, este modelo utiliza el concepto 
de conjunto (set); estructura jerârquica de dos niveles. On tipo de conjun­
to se compone de un tipo de registre, denominado propietario, (nodo de la 
estructura jerârquica de dos niveles) y uno o mâs tipos de registres, de- 
nominados mlembros (2° nivel de la estructura jerârquica). Las reglas de 
definiciôn de conjuntos permiten construit redes de gran complejidad. Asl, 
un tipo de registre puede ser miembro de uno o mâs tipos de conjuntos; un 
tipo de registre puede ser miembro de un tipo de conjunto y propietario de 
otro, etc., son reglas de definiciôn de conjuntos. .
Para représenter el sistema real propuesto con el modelo red, 
podemos définir tres tipos de registres; PILOTO, AVION y VUELO» y dos ti­
pos de conjuntos: PI-VU (propietario: PILOTO» miembro: VUELO) y AV-VO 
(propietario: AVION; miembro: VUEIX» como se muestra en la figura 1-6.
Todos los registros miembros conectados a un registre propieta­
rio estân recorridos por una cadena lôgica que comienza y finalize en di­
cho registre propietario. En la figura 1-7 se representan los registros y 
cadenas lôgicas para los mismos datos utilizados en el modelo jerârquico.
Bâsicamente, el sublenguaje de datos asociado al modelo red per­
mite al usuario recorrer las diferentes cadenas lôgicas de conexion y obte-
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AV-VUPI-VU
VUELOPILOTO
AVION — >• VUELO 
PILOTO AVION
AVIONPILOTO
VUELO
Figura 1-6
ner de los nodos accedidos su infonnaciôn. El recorrido a través de la red 
ce realiza por medio de las diferentes formas del comando FIND) las mâs im­
portantes son:
FIND - accede de forma directa a un registre propietario.
FIND NEXT - accede secuencialmente al siguiente registre de una ca­
dena légica.
FIND OWNER - accede a un registre propietario desde un registre de 
su cadena légica.
La obtencién de la informacion contenida en un registre accedi- 
do por los anteriores ccmandos se realiza con el comando GET.
De la mlsma forma, un registre accedido puede modificarse o bo- 
rrarse con los comandos MODIFY y DELETE. También pueden introducirse nuevos 
registros en nodos accedidos con el comando INSERT.
Veamos la expresiôn con este sublenguaje del procedimicnto que 
responds a las dos preguntas planteadas en el modelo jerârquico.
PEDRO SEVILLAJTJAK MADRID
PI-VD
III l) IBIOOl SCVj MAP| 111IB110| MApfNE-zi 11115120| MAp| PARho| T2r ^ 2 [ 2| IBIOlj SEV|MM) |22123| 14 m  IB 1 osImao I romIi 019
AV-VD AV-VÜ
B707 B747MADRID MADRID
Figura I-?.- Eja^ plo da aodalo Rad
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PI: ^Cuâles son los aviones <n”)
conducldos por el piloto n“ 27
P2: (Cuâles son los pllotos (n”) 
que conducen el avién n®47
FIND PILOTO CON PI# = 2 FIND AVION CON AV# = 4
P FIND NEXT VUELO WITHIN PL-VU P FIND NEXT VUELO WITHIN AV-VU
NO NO
<REGISTRO ENCONTRADO>--- H FINI < REGISTRO ENCONTRADO>---?! FItj
FINU OWNER WITHIN AV-VU FIND OWNER WITHIN PL-VU
GET AVION GET PILOTO
GO TO P GO TO P
Se puede ver que en el modelo red preguntas simétricas requie- 
ren procedimlentos de respuesta slmétrlcos, consecuencla Inmedlata de la 
poslbllldad de représentât directamente conexiones del tipo (N;M). Por otra 
parte, las dlflcultades de almacenamlento, puestas de manlflesto en el mo­
delo jerârquico, desaparecen. No obstante, ello no signifies la ausencla 
total de este tipo de problemas, pues, como veremos en el apartado 1.4, se 
trata realmente de un problems de normalization. Es importante poner de ma­
nlflesto la complejidad que, para el usuario de la base, supone el conocl- 
mlento de todas las cadenas de conexiones de la red cuando accede a la ba­
se. El sublenguaje obllga a especificar al sistema el COMO accéder al dato 
demandado, en lugar de permltlr, como séria mâs l6glco, expresar QUE es lo 
que se desea obtener, con un lenguaje mâs proximo a las necesldades del 
usuario.
1.3.3.- Modelo relacional
■ 7
El modelo relacional de datos fue Introducldo por Codd ( } en 
1970 con la Intention de proporclonar soluclones viables a varlos proble­
mas de la gestlôn de bases de datos. En particular, Codd se planteô el
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problema de crear un modelo de datos que nada tuviese que ver con las di­
ferentes condiciones de Implementation y poner a dlsposlcldn de los usua- 
rlos un sublenguaje de datos asociado.
Este modelo se basa en la teorfa matemâtlca de las relaclones, 
lo que signifies que todos los resultados de esta teorîa pueden apllcarse 
a la resoluclén de problemas relaclonados con dicho modelo, especlalmente 
al diseno de un sublenguaje de datos asociado.
El termine relaclén se utiliza aquï en su sentido matematlco. 
Dados los conjuntos {■i ' 1,.,, ,n] no necesariamente dlstlntos, R es una 
relation sobre ellos si es un conjunto ordenado de n-tuples de la forma 
fdj,... fdfij taies que î,... ,n). Mâs conclsamente, R es una relaclén
sobre los M conjuntos si es un subconjunto de su producto carteslano;
R £  X ... X Pjj.
A los conjuntos P^ n) se les denomina domlnlos de R.
El valor de n es el grado de R. Las relaclones de grado 1 se denominan mo- 
narlas, las de grado 2 binaries y, en general, las de grado n n-arlas.
Una relation estâ normalIzada (INF) si sus domlnlos son simples, 
esto es, sus elementos no son a su vez conjuntos. Por razones de exposition 
se Buele utilizer la representaclân tabular (matriciel) de una relaclôn 
normallzada, pero esta representacion particular no es esenclal para el mo­
delo relacional. Por ello, hay que tener en cuenta que cada tabla represen- 
tando una relation n-aria R tlene las siguientes propiedades:
1) Cada fila représenta un n-tuple de R
2) El ordenamlento de las filas no es significative
3) Todas las filas son dlstlntas
4) El ordenamlento de las columnas es significative si corres­
ponde al ordenamlento de los domlnlos. Si cada columna se
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etiqueta con el nombre del correspondiente domlnio, el orde- 
namlcnto de las columnas no es slgnificativo.
Las propiedades 2) y 3) son consecuencla Inmedlata del hecho de 
que una relacIon es un conjunto.
Por ejemplo, la representacion tabular de una relation ternarla 
R(A, B, C| definida sobre los domlnlos A = {dj, dg,...), B = 6g,...)
y C '{Cj, Cg,... j podrla sen
R A B C
*’3 '=1
=2 ^2
“3 ‘>2
*8 N *^ 10
La relation normalIzada se utiliza en el modelo relacional para 
representar tanto a las entidades como a las conexiones entre ellas. Cada 
flla (que denomlnareraos sImplements tuple) de una relaclën normallzada re­
présenta los diferentes valores de los atributos de una entidad o conexion; 
la relaclën compléta representarâ los valores de un conjunto de entidades 
o un conjunto de conexiones. Cada columna (que denomlnaremos domlnlo) re­
présenta el conjunto de valores que un atributo toma en las diferentes en­
tidades o conexiones de la relaclën. Dos o mas atributos de una relaclën 
podrân tomar valores de un mismo domlnlo; por ello, se represents en una 
relaclën el nombre de los atributos y no el de los domlnlos subyacentes.
(En la terminologîa relacional usual se suele utllizar ccxno équivalentes 
los termines atributo y domlnlo).
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Una base de datos relacional es, pues, una colecclon de relaclo­
nes normallzadas de diferentes grades y conectadas a través de domlnlos co- 
nunes. Las relaclones varlarén con el tiempo como resultado de la Interac- 
cl6n de los usuarlos con la base. Asl, podrân ellmlnarse tuples, modlficar- 
ae o Insertarse.
El ejemplo de sistema real dsflnldo en el apartado 1.3, podemos 
representarlo segun el modelo relacional con tres relaclones:
PILOTO (PI#, PINOM, CR)
AVION (AV#, AVNOM, CAP, CB)
VUELO (VU#, PI#, CO, CD, HP, HL)
los dos prlmeros para los tipos de entidades piloto y avion y la tercera 
para la conexion entre estas entidades (vuelos) y sus atributos correspon­
dientes .
La representaclân tabular de estas relaclones, para los mismos 
valores utillzados en los modelos jerârquico y red, serâ (Fig. 1-8):
VUELO VU# PI# AV# CO CD HP HL
IB100 1 2 MADRID SEVILLA 11 12
IB101 2 2 SEVILLA MADRID 22 23
IB 109 2 4 MADRID ROMA 16 19
IB110 1 8 MADRID NEW YORK 10 18
IB120 1 2 MADRID PARIS 10 12
1 PILOTO PI# PINOM CR
1 JUAN MADRID
2 PEDRO SEVILLA
AVION AV# AVNOM CAP CB
2 B707 200 MADRID
4 CAPA 200 MADRID
8 B747 350 NEW YORK
Figura 1-8
-25-
En una BD relacional la respuesta a un pregunta dada se entien- 
de como la formaciôn de una nueva relacion derivada de las que constituyen 
la base. Los sublenguaje» de datos asociados a este modelo deberân, pues, 
permitir la definition de la relaclën respuesta correspondiente a una pre- 
gunda determlnada. Codd propuso dos fornas de especificar tal deflnlclôn:
1 ) Por medlo de una secuencia de operaciones del algebra l'ola- 
clonal sobre las relaclones de la base.
2) Por medlo de un predlcado del câlculo relacional.
La dlferencla entre estos dos enfoques es anâloga a la existan­
te entre (1) définir un conjunto especiflcando una secuencia de operaciones 
(unl6n, Intersecclôn, etc.,) y (2) définir un conjunto por medlo de una pro- 
pledad (predlcado) que deben cumpllr sus elementos. Serâ, pues, posible aso- 
clar al modelo relacional un sublenguaje de datos basado en el âlgebra re­
lacional ("procédural") o un sublenguaje basado en el câlculo relacional 
("no-procedural").
1.3.3.1,- Algebra relacional
El propëslto de este âlgebra (®) es proporclonar un conjunto de 
operaciones sobre relaclones normallzadas de cualquier grado aproplado para 
la selecclân de datos en una base relacional. Este algebra, ademâs de poder- 
se utllizar como base para la deflnlclën de un sublenguaje de datos asocia­
do al modelo relacional, constltuye una herramlenta teôrlca âtll para medlr 
la potencla selectlva de un sublenguaje de datos cualqulera.
Las operaciones relaclonales podemos dlvldlrlas en dos grupos: 
los tradlclonales entre conjuntos (union, dlferencla, Intersecclén y pro­
ducto carteslano) y las especiflcas sobre relaclones (proyecclôn, compos1-
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ciôn, restrlcciôn y division). Las relatives a presentaclôn de datos, taies 
como el ordenamlento de una relaclën por valores de uno de sus cominlos, etc., 
no se tratan en este algebra ya que este tipo de operaciones no afectan al 
contenido de informaclën de los datos recuperados.
Daremos una deflnlclën précisa de cada una de las operaciones pa­
ra poder, en el capîtulo II, demostrar el carâcter complète del répertorie 
de Instrucclones del procesador que proponemos.
- UNION.- La unlën de una relaclën R de grado rt con otra relaclën S del mis­
mo grado y domlnlos compatibles, es una nueva relaclën RUS de grado H defl- 
nlda por:
Rlk = {f: f e R V  f e S)
- INTERSECCION.- La Intersecclën de una relaclën R de grado n con otra re­
laclën 5 del mismo grado y domlnlos compatibles es una nueva relaclën rAs 
de grado n definida port
RAS = (f: f G R A 4 G 3}
- DIFEREHCIA.- La dlferencla de una relaclën R de grado n con otra rela­
cion S del mismo grado y domlnlos compatibles es una nueva relaclën R- S 
de grado n deflnlda por:
R - S - (f: f e R A < g S}
- PRODUCTO CARTESlANO.- El producto carteslano de una relaclën R de grado 
n con una relaclën S de grado nt es una nueva relaclën R6S de grado n*m de­
flnlda por:
R^S = {(Ai)! A e R A 4 C S) 
siendo A4 la concatenaclën de estos dos domlnlos.
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- PROYECCIOW .- Sea R una relaciôn de grado n y L un subconjunto de m domi- 
nlos de R (m < «I. 6 R la notacion representara el conjunto de va­
lores de los m domlnlos de L en el tuple K,
La proyecclon de la relaclon R sobre los m domlnlos de L se de­
fine como una nueva relaclon R[L] de grado m dada por:
R[L] » : A G R)
Es declr, la relacl6n proyecclon se obtiene seleccionando los domlnlos es- 
peclficados en la deflnlclon, ordenandolos segun la ordenacl6n en L y ell- 
mlnando los tuples redundantes que aparezcan.
Ejemplo 
Siendo:
serSn:
1'A B C
a 2 f
b 1 g
c 3 f
d 3 g
e 2 g
a 2 g
r [a] A
a
b
c
d
e
r [b] B
2
1
3
r [b .a] B A r [a ,c] A c
2 a a f
1 b b g
3 c o f
3 d d g
2 e e f
a g
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- ÇM1POSICION (JOIN) .- Siendo 0G{ = , /, <, 4, >), la 0-composicion de
dos relaclones -R de grado n sobre un domlnlo A- y -5 de grado m sobre un 
domlnlo B- es un nueva relaciôn de grado n+m definida por:
r[A0b] S = * e R A 4 e s * (^ [A] 0 i[B]n
En la definiciôn se supone que cada elemento de R[A] es 0-comparable con 
cada elemento S[b].
Résulta inmediato de la definiciôn que R[A0B] S  RfS y ademâs
R[c<p]sl/ R[c=p]s U  R[c>p]s = nés.
La operaclôn de composlciôn mas corriente es 1s que utiliza el 
operador denomlnada equi-composiclôn. En este caso, dos de los domlnlos
de la relaciôn résultante (sobre los que se realiza la composlciôn) son 
idéntlcos; si uno de ellos se élimina por proyeéclôn el resultado es la 
composlciôn natural.
Ejemplo 
Siendo:
R A B C
a 1 1
a 2 1
b 1 2
c 2 5
c 3 3
S D E
2 u
3 V
4 u
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r [c=d]s A B C D E
b 1 2 2 U
c 3 3 3 V
r [c >d]s A B C D E
C 2 5 2 U
c 2 5 3 V
c 2 5 4 u
c 3 3 2 u
La 0-composici6n puede generallzarse a un conjunto de domlnlos 
(>1). SI A={Aj,...,Ap} y B={Bj,...,Bp} son dos subconjuntos de domlnlos de 
R y S respectlvamente( y A^ es 0-comparable con 8^ la 6-compo-
slciôn de R y S sobre A y B se define por:
R[A0B]S « {(-O)! A G R A i e S A  (a [Aj]0 4[Bj])/'... A(A[Ap]e i[Bp])
- RESTRICCION.- Siendo 0G{=, /, <, >), la 0-restrlcclôn de una rela­
ciôn R, sobre dos de sus domlnlos A y B, es una nueva relaciôn del mismo 
grado deflnlda por:
R[AeB] = U: Æ c R A (a [A]g A.[b])}
se supone que los elementos A. [A] son S-ccmpatibles con los /i[B] .
Ejemplo
Siendo:
R A B C
a 3 7
b 5 4
a 5 5
c 1 2
serSn: r [b=c] A B C
a 5 5
r [c>b] A B C
a 3 7
c 1 2
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De la misma forma que la G-composicion, la G-restricciôn se pue­
de generalizar a dos conjuntos de domlnlos. Siendo A = { A j , . . , j A ^ )y B j , . . .  
...,Bp) con A^ G-comparable con B^ y A^,B^ domlnlos de R ( t = p )  la 
G-restrlcclSn de R sobre A y B se define por:
R [A r B ] = U :  a  c  r  a  ( A [ A j ] e  a [B j] ) a , . ,  a ( / t [ A p ] e  4 . [B p ] )
- division.- La division relacional es una operaclôn entre dos relaclones 
(dividende y divisor) que da como resultado una tercera relaciôn (coclen- 
te). Por motlvos de clarldad dcfInlremos,en primer lugar, la divlsiôn en 
su forma mas simple, esto es, cuando el dividende es una relaciôn blnarla 
y el divisor y coclente moi.arlas.
Siendo R(A,B) la relaciôn dividende, SIC) la relaciôn divisor y 
los domlnlos B y  C ccmpat'bJ-'S, se define la relaciôn coclente T|A) (sobre 
el primer domlnlo de R) como:
T|A) •  R(A,B| î  SIC) • {a :  (a ,b l  € R K fa G S}
es declr, un valor a  perteneclente al domlnio A de R pertenece a la relaciôn 
coclente, sî y sôlo si para todos los valores fa^  perteneclentes al domlnlo 
del divisor |c| exlsten pares la,b^ j perteneclentes a la relaciôn dividende. 
Definiendo el conjunto Iraagen de un valor a G A sobre R como:
Sglal .  (fa: la,fa) 6 R)
la relaciôn coclente T|A) puede expresarse como: *
T lÂ) '  RIA.B) + S ic )  = (a: a G A a S ic )  S  g^(a))
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Ej emploi 
Siendo:
R A B
1 a
1 b
1 c
1 d
1 e
2 a
3 e
4 a
4 e
5 e
3 f
ü C
a
e
serân:
Rts A
1
3
4
5
Rtü A
1
4
RtZ A
1
RtY A
e relaciôn
vacla
Para generalizar la divlsiôn al caso de una relaciôn dlvidlendo 
R de grado n, generallzaremos previamente la definiciôn de conjunto Imagen 
sobre R, y para ello Introduclremos la siguiente terminologîa. Si R es una 
relaciôn de grado n deflnlda sobre un conjunto V  de domlnlos y L es un sub­
con junto de P, T  designarâ el complemento de L respecte de P, es declr,
l l V  I  . p) A I L n i  -
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El conjunto imagen de una serie de valores - perteneclentes a do­
mlnlos de R- sobre R, se define por:
U[L]). - i a [l] : (2[t], a [Ï]| e R)
es obvlo  de l a  d e f ln lc lo n  que 3| j ( a [ Ï ] |  S  R [ l ]  6 R
Siendo R una relaclon de grado m, S una relaciôn de grado n, A 
un subconjunto de los domlnlos de R, B un subconjunto de los domlnlos de S 
Ÿ las proyecclones R[A] y S [B ]  coiqiatlbles, la divlsiôn de -la relacion R 
sobre A- entre -S sobre B- se define por:
R[A t  B] S •  ( a [Â] : A C R A s [ 8 ] S g p  ( / i [Â ] ) }
Ejemplo:
Siendo:
R A B C
1 9 a
2 9 b
3 9 c
4 0 a
S D F
a 1
a 2
b 1
serâ: r [bc] [c +d] S
Para poner de manlflesto la utilizaciôn del âlgebra relacional, 
pasamos a expresar, en termines de sus operaciones, las dos preguntas formu­
ladas en anteriores modelos:
PI: iCuâles son los aviones (n“) conducldos por el piloto n" 2? 
Definiendo la relaciôn constante PI2 como
PI2 PI#
2
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la expresiôn relacional serïa:
VUELO [PI« = PI#] PI2 [AV#]
es declr, realizamos la composlciôn de las relaclones VUELO y PI2 sobre el 
domlnlo PI# en ambas y con el operador =; despues proyectamos la relaciôn 
résultante sobre el domlnlo AV#. (Memos supuesto tâcitaroente que la compo- 
slclon es de mayor prioridad que la proyecclôn en la evaluaclôn de una ex­
presiôn relacional). <
La relaciôn respuesta serïai
AV#
l[para los datos de la figura 1-8) .
P2» iCuâles son los pllotos (n*) que conducen el aviôn n® 47. 
Definiendo la relaciôn constante AV4 como
AV4 AV#
4
la expresiôn relacional serïa:
VUELO [AV# = AV#] AV4 [pi#]
y la respuesta:
PI#
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Puede observarse, ademâs de la simetrîa de las expresiones, la 
concisiôn que el âlgebra relacional présenta en la formulaciôn de accesos. 
La inserciôn y eliminaciôn de tuples a una relaciôn puede realizarse con 
las operaciones de uniôn y dlferencla, respectlvamente de esta relaciôn con 
relaclones constantes que contengan los tuples insertados o ellmlnados. La 
modlflcaclôn puede efectuarse por una secuencia de las operaciones dlferen- 
cia y union.
1.3.3.2.- câlculo relacional
El câlculo relacional es una notaciôn matemâtlca, basada en el 
câlculo de predicados, que slrve para définir una relaciôn en forma Inten­
sive a partir de las existantes en la base.
La forma general de una expresiôn de este câlculo es: {L:P} don­
de P es un predlcado que define un conjunto de tuples (una relaciôn)y L una 
lista objeto de domlnlos -con indlcaclôn de la relaciôn de procedencla- so­
bre los cuales se proyecta la relaciôn global definida por P. En general, 
un predicado puede ser de una complejidad arbltrarla, pero, formulado de 
acuerdo con las reglas usuales (®). Los operadores utilizados en la formu­
lae lôn de un predlcado son los de comparaciôn (=, jt, <,4, 5., >) y los 
booleanos ( A, V ,1 ) . Se utilizan paréntesls para alterar el orden de eva- 
luaciôn normal, de Izquierda a derecha, de los operadores. La utilizaciôn, 
en la formulaciôn de predicados, de tuples variables para conectar rela- 
ciones y cunatlficadores (existenclal 3 y universal V) para cuantlflcar su 
range de varlaclôn, confiera a las expresiones del câlculo relacional una 
alta potencla selective.
Para poner de manlflesto la formulaciôn de expresiones, veamos 
la forma que adoptan, en câlculo relacional, las respuestas a las dos pre-
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guntas planteadas en anteriores apartados.
Pis ôcuâles son los aviones (n®) conducldos por el piloto n® 27
{VUELO.AV# : VUELO.PI# = '2'}
El predlcado de esta expresiôn selecclona de la relaciôn VUELO todos los 
tuples cuyo atributo PL# (n® de piloto) es 2. La lista objeto proyecta es­
tos tuples sobre el atributo AV# (n® de aviôn).
P2: iCuâles son los pllotos (n®) que conducen el aviôn n® 47
{VUELO.PI# : VUELO.AV# ■= "4")
cuya Interpretaciôn es analogs a la anterior.
Preguntas mâs complejas requleren el uso de cuantificadores, asl, 
la pregunta: iCuâles son los nombres de los pilotos que cubren los vuelos 
entre Madrid y Sevilla?, se formularïa:
(PILOTO.PINOM : J VUELO (VUELO.PI# “ PILOTO.PI# A  VUELO.CO -
“ 'MADRID' A  VUELO.CD «= 'SEVILLA' }
En este caso, para que un tuple de relaciôn PILOTO ses selecclonado por el
predlcado se le exige que exista un tuple en la relaciôn VUELO que, ademâs
de tener Igual valor que aquél en el atributo PI#, contenga los valores Ma­
drid y Sevllla en los atributos respectives CO y CD.
Un sublenguaje de datos capaz de expresar cualquier pregunta cuya 
informaclôn de respuesta esté semântlcamente contenido en la base se dice 
que es complete. Codd ha propuesto una medida de la "completltud" (potencla 
selectlva) de un sublenguaje de datos: "completltud relacional", y llega a 
la concluslôn de que el câlculo es relaclonalmente complete. Ademâs, demues- 
tra que cualquier pregunta expresable en câlculo es también expresable en 
âlgebra, es declr, el âlgebra relacional tlene, al menos, la mlsma poten-
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cia selective que el calcule (®). Esta propiedad la utilizareraos en el Ca­
pitule II para demostrar la "completitud" relacional del répertorie de ins- 
trucciones del procesador que prepenemes.
Per le que respecta a la utilization, el calcule, al ser un sub- 
lenguaje ne-"procedural", présenta frente al Slgebra un mayor grade de in- 
dependencia de dates, asî corne una mayor legibilidad de las expresiones 
respectives.
Un sublenguaje de dates basade directamente en el calcule relacio­
nal fue propuesto per Codd con el nombre de lenguaje ALPHA (^). Présenta, 
ademSs de todas las caracterfsticas selectivas del câlrulo. la posibilidad 
de utilizer funcienes de agregaciôn taies corne "premedio", "maxime", "raîni- 
me", etc., en la fermulaci6n de predicades. Otros sublenguajes de dates pro- 
puestos taies corne SEQUEL C'®), SQUARE (11), etc., estân basados, de forma 
mâs e menes directs, en el calcule relational.
I.4.- NORMALIZACION
Para que una BD relacional tenga la mâxima pretecciSn trente a 
las operaciones de alraacenamiento y cambios futures de su contenide, no es 
suficiente que sus relaciones sean normales en el sentido que précisâmes 
en su definition (INF). La presencia de restricciones semânticas en sus 
dates hace necesarie définir nuevas formas normales. El proceso de normali- 
zaciôn que estudiaremos para bases relacionales es aplicable, tamblén, a 
bases ne relacionales que agrupen sus Items de datos en estructuras planas 
corne, per ejemplo, los segmentes del DBTG.
Cuando las relaciones de una base cumplen la definition dada en
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el apartado 1.3.3., se dice que estân en su primera forma normal (1NP). Es­
ta forma élimina todos los dominios no simples. En lo que sique, definiremos 
la segunda (2NF) y tercera (3NF) formas normales introducidas por Codd (13),
(14).
1.4.1.- Dependeneia funcional
En una relaciân R diremos que un atributo B es funcionalmente de- 
pendlente de otro atributo A, si en todo instante de tiempo cada valor en A 
tiene asociado un valor unico de 8 en todos los tuples de R. Esta dependen­
eia funcional entre dos atributos la representaremos por R.A. ---*• R.B. Si
8 no depende funcionalmente de A escribiremos R.A —/ —«- R.B. Y .si se cumple
(R.A ------ >- R.B) A  (R.B -------► R.A) en todo instante de tiempo A y B mantie-
nenuna correspondencia biunîvoca y escribiremos R.A ♦-- ► R.B.
La definiciSn anterior puede generalizarse a sulconjuntos de atri­
butos (atributos compuestos). Asf, si P y F son dos subconjuntos diferentes 
de atributos de R, diremos que E es funcionalmente dependiente de P si en 
todo instante de tiempo cada valor / l [P ]  tiene un vamor unico a [E] asociado
y A 6 R. La dependeneia funcional R.P  R.E. cuando E'CLp la llamaremos
dependeneia trivial.
El reconocimiento de las dependencias funcionales en una base re­
lacional es esencial p>ara entender el significado o semântica de los datos. 
AsI, en la relaciôn;
R (E#, DE#, DI#) donde E# = n* de empleado
DE# «= n“ de departamento
DI# = n° de division
la dependeneia funcional R.E*  R.PE* signifies que cada empleado perte-
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nece a un ûnico departamento.
Las dependencias funcionales representan restricciones semânticas 
de los datos del sistema real que se modelan en una BD.
Si en el ejemplo anterior, ademâs, cada departamento nunca perte- 
nece a mâs de una division, se darân las siguientes dependencias funcionales;
R.E#  R.DE# (vista anteriormente)
R.DE#  K R.DI#
R.E# — — *- R.DI# (consecuencia de las dos anteriores)
R. (E#,DE#) ---•-R.DI# (consecuencia de la anterior)
Si ademâs suponemos que normaImente existen muchos empleados per- 
tenecientes a un departamento dado y muchos departamentos pertenecientes a 
una division dada, se cumplirâ;
R.DE# -{-*■ R.E#
R.DI# —f— f R.DE#, '
Como ejemplo de dependeneia trivial tendrlamos: R.(E#,DE#)-+ R.E# 
Todas las dependencias funcionales del ejemplo anterior podemos 
representarlas grâficamente, como muestra la figura 1.9.
r- R.E# -]
R.DE#-I
II
‘-•R.DI#
Figura 1-9
1.4.2. Claves candidates y clave primaria
Una clave candidats K de una relacion R es, por definicion, todo
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subconjunto de atributos (en particular puede ser uno solo) de R que cumple 
las siguientes propiedades:
1.- Identificacion unica, esto es, en cada tuple dfe R el valor de K
lo identifies unfvocamente. En termines de dependeneia fun­
cional R.K ---• R.n donde 0 es el conjunto de todos los atri­
butos de R.
2.- No redundancia, esto es, ningun atributo de K puede suprimirse
sin dejar de cumplirse la propiedad 1.
Es obvio que en una relaciën R siempre existirâ, al menos, una cla­
ve candidats ya que, por definiciën de relacion, el conjunto de todos los 
atributos de R poseen la propiedad 1.
De entre todas las claves candidatas de una relaciôn R se elige 
arbitrariamente una, llamada clave primaria, para identificar sus tuples.
En la relaciôn R(E#, DE#, DI#), vista anteriormente, la ûnica cla­
ve candidats serS el atributo E# y, por tanto, serâ la clave primaria de R.
La clave primaria de una relaciôn se suele indicar subrayando los atributos 
que la componen.
A todo atributo que participe de una clave candidats le llamaremos 
atributo primo. Los restantes atributos serSn atributos no-primos. Asî, en 
la anterior relaciôn, el unico atributo primo es E#i siendo DE# y DI# atri- 
t>utos no-primos.
1.4.3.- Dependeneia funcional compléta y parcial
Supongamos que D y E son dos subconjuntos diferentes de atributos
de la relaciôn R que cumplen: R.P. *■ R.E. Diremos que E es completamente
dependiente de D en R, si E no es funcionalmente dependiente de ningun sub- 
conjunto de D (eliminando obviamente el propio D).
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Fonnalmente, podeinos decir que E es completamente dependiente de
D si y solo si P 5 C P  A 5 /P  se cumple (R.P ------ *• R.E) A  (R.S ■ /  ► R .E ) .
Si se cum ple que (R.P --- *■ R.E) A  (R.T ------ •  R.E) A  (TCP) a  (T/P)
diremos que el dorainio compuesto E es parcialmente dependiente de D.
Con objeto de ilustrar el concepto de dependeneia funcional com­
pléta y motivar la definicion de segunda forma normal (2NF) consideremos la 
siguiente relaciôn;
R(S#, PI#, PR, CA, es )
donde:
S# •= n® de suministrador
PI# “ n® de pieza que suministra
PR# = n® de proyecto al que suministra
CA = cantidad suministrada
es = ciudad donde suministra
Es decir, el tuple It, tl, V, X, z) pertenece a R, si el suministrador n® t_ 
suministra la pieza n® u al proyecto r.® en la cantidad x, siendo su ciu­
dad de suministro la ciudad z^.
Ademâs supondremos que se dan las siguientes dependencias y no-de- 
pendencias funcionales:
(1) R.(S#, PI#, PR#) --- ► R.CA (Para una combinaciôn de estos très atributos
existe una ûnica cantidad)
(2) R.S# --- *- R.CS (On suministrador suministra en una ûnica
ciudad)
(3) R/S#, PI#) --->• R.PR# (Ont combinaciôn de S#, PI# puede ser aso-,
ciada con mâs de un proyecto)
(4) R.(PI#, PR#) ---► R.S# (Una combinaciôn de PI#, PR# puede ser aso-
ciada con mâs de un suministtador).
(5) R. (PR#, S#)
(6) R.(S#, PI#)
(7) R.(PI#, PR#)
(8) R.(PR#, S#)
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R.PI# (Una combinaciôn de PR#, S# puede ser asocia-
da con mâs de una pieza)
R.CA (La cantidad no viene determlnada por S#,PI#)
+ R.CA (La cantidad no viene determinada por PI#,PR#)
R.CA (La cantidad no viene determinada por PR#,S#)
De (2) se deduce que R. (S#, PI#, PR#) --->■ R.CS. Esta dependeneia
funcional junto con (1), (6), (7) y (8) determinan el carâcter de clave can­
didate para la combinaciôn de atributos (S#, PI#, PR#). Al ser, ademâs, uni­
ca, se trata también de la clave primaria: R(S#,PI#,PR#,CA,CS). Los atribu­
tos primes sera, pues. S#, PI# y PR#; y los no-primos CA y CS. La dependen­
eia funcional (1) es compléta; la dependeneia R.(S#, PI#, PR#) ---► R.CS es
parcial, pues, al cumplirse (2), CS depende funcionalmente de un subconjun- 
to de los atributos (S#, PI#, PR#).
Este tipo de dependencias parciales de atributos no-primos, como 
CS, de una clave primaria, como (s#, PI#, PR#) y, en general, de cualquier 
clave candidate, introducen las siguientes anomalies de almacenamiento (su- 
pondremos que la relaciôn R représenta en un cierto instante de tiempo los 
valores mostrados en la figura 1-10):
R S# PI# PR# CA CS
SI PII PR1 3 Cl
SI PI2 PR2 2 Cl
SI PI3 PR2 2 Cl
S2 PII PR1 3 C2
S2 PI2 PR2 2 C2
Figura 1-10
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- Inserciôn: Si se desea introducir la informaciôn correspondiente a la ciu­
dad C3, donde operarâ el suministrador S3, ello no serâ posible hasta que 
se asigne alguna pieza a suministrar, a un determinado proyecto y en una 
determinada cantidad.
- Borrado: Si el suministrador S2 cesa de suministrar las piezas PII y PI2 
y se eliminan los tuples correspondientes, se perderâ la informaciôn re- 
lativa a su ciudad de operaciones.
- Actualizaciôn: Si se asigna a un suministrador una nueva ciudad para rea- 
lizar sus operaciones, en general, mâs de un tuple debe ser actualizado 
con el consiguiente riesgo de inconsistencia.
Estas anomalies de almacenamiento se resuelven introduciendo la 
segunda forma normal.
1.4.4.- Definicion de segunda forma normal (2NF)
Una relaciôn R diremos que estâ en la segunda forma normal (2HF) 
si lo estâ en la primera (INF) y cada uno de sus atributos no-primos mantie- 
nen una dependeneia funcional compléta sobre cada clave candidate de R.
La conversiôn de une relaciôn INF a otras 2NF se realiza sustitu- 
yendo la primera por proyecciones de esta sobre determinados atributos, de 
forma que se ellminen las dependencias parciales de atributos no-primos.
As!, la relaciôn R(S#, PI#, PR#, CA, CS) anteriormente estudiada, podemos 
sustituirla por las proyecciopes RJ ' R[R*, PI*, PR*, CA] y R? « R[R*, CS] 
(figura 1-11), que como puede observerse, no presentan las anteriores ano­
malies por encontrarse en la 2NF. El contenido semântico de RI y R2 sigue 
siendo el mismo que tenîa R.
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R1 S# PI# PR# CA
81 PI1 PR1 3
SI PI2 PR2 2
SI PI3 PR2 2
S2 PI1 PR1 3
S2 PI2 PR2 2
R2 S# CS
51
52
Cl
C2
Flgura 1-11
I.4.5.- Dependeneia transitive
Si A, B y C son tres conjuntos de atributos de una relaciôn R de 
grado mayor o igual que tres y se cumple:
R.A
R.B
R.B
R.B
R.A
R.C
diremos que C es transitivamente dependiente de A en la relaciôn R.
Las dependencias transitives introducen en una BD anomalies de 
almacenamiento que vamos a poner de manifiesto estudiando la siguiente re­
laciôn:
R(E#, D#, J#, TC) donde: E# ■> n* de empleado (diferente para
cada uno)
D# = n® de departamento donde trabaja 
el empleado
J5 •= n® del jefe del empleado
TC = tipo de contrato (oficial o no 
oficial) bajo el que se desarro- 
11a el trabajo que el departamen­
to, al que pertenece el empleado, 
realiza.
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con las siguientes dependencias y no dependencias funcionales:
(1) R.E# ---» R.D#
(2) R.D# -y-* R.E#
(3) R.D# ---» R.J#
(4) R.J# ---► R.D#
(5) R.D# ---» R.TC
trato)
Todas estas dependencias, junto con las que de ellas se deducen 
(exceptuando las triviales) podemos representarlas como muestra la figura 
1-12.
R.E.
(2) (4),(2)
R.D# R.Jff(4),(5)
(4) (3)
(S) (4),(5)
R.TC
Figura 1-12
De este esquema de dependencias se deducen las siguientes depen­
dencies transitives:
TC es transitivamente dependiente de E h  consecuencia de (1), (2) y (5)
D# es transitivamente dependiente de E#» consecuencia de (1)<3), (4)(2) y
(4) (S)
J# es transitivamente dependiente de E#> consecuencia de (1), (2) y (3)
Si suponemos que R présenta en un cierto instante de tiempo los
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valorcs mostrados en la figura 1-13, analicemos las anomalfas de almacena­
miento;
R E# D# J# TC
1 d1 11 OFIC
2 d1 11 OFIC
3 d2 12 HCX3F
4 d1 11 OFIC
5 d2 12 NOOF
6 d2 12 NOOF
7 d3 13 NOOF
Figura 1-13
- Inserciôn: Si se desea introducir informaciôn relative al departamento n® 
d4, como puede ser su nômero, jefe o tipo de contrato bajo el que trabajarS, 
ello no serâ posible hasta que exista algôn empleado adscrito a dicho depar­
tamento. ^
- Borrado: Si se produce la baja del empleado n* 7, eliroinSndose el corres­
pondiente tuple de la relaciôn, se pierde toda la informaciôn referente al 
departamento al que pertenecla (D#, J# y TC).
- Actualizaciôn: Si el jefe de un departamento cambia, todos los tuples co­
rrespondientes a los empleados que trabajan en ese departamento (en general. 
m&3 de uno) det>en actualizar el dominio J#. Lo mismo ocurre si se altera el 
tipo de contrato (TC) o n* de departamento (D#). La probabilldad de incon­
sistencia aumenta.
La introducciôn de una nueva forma normal, la tercera (3NF), su- 
pararS estas anomalfas.
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1-4.6.- DefinlciSn de tercera forma normal (3NF)
Una relaciôn R esta en la tercera forma normal (3NF) si lo estâ 
en la 2NF (y por tanto en la INF) y cada uno de sus atributos no-primos, 
no dcpenden transitivamente de cada clave candidate de R.
Obviamente, la relaciôn R(Eft, D#, J#, TC), estudiada en el ante­
rior apartado, no estâ en la 3NF ya que, los atributos D#, J# y TC depen- 
den transitivamente de la ûnica clave candidate (clave primaria) E#. Es ob­
vio, también, que R estâ en la 2NF, puesto que al ester la ûnica clave can­
didats compuesta por un ûnico atributo, no pueden existir dependencias par­
ciales.
El paso de la 2NF a la 3NF se realiza por proyecciôn sobre deter­
minados atributos, de forma que desaparezcan todas las dependencias transi­
tives . Asî, la relaciôn R es semânticamente équivalente a RI ' R[E*, P**] y 
RZ « R[P*, J*, TC] que estân en la 3NF. La figura 1-14 muestra los valores 
correspondientes.
RI E# D#
1 d1
2 d1
3 d2
4 d1
5 d2
6 d2
7 d3
R2 D# J# TC
d1 11 OFIC
d2 12 NOOF
d3 13 NOOF
Figura 1-14
Un procedimiento para sintotizar algorxtmicamente una BD relacio­
nal, con todas sus relaciones en la 3NF, conteniendo el menor n" de ellas y 
partiendo de las dependencies funcionales, se describe en (14).
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I.5.- INTEGRIDAD DE UNA BASE DE DATOS
La intogridad de una BD refiere la exactitud semantlca de sus da­
tos, esto es, el cumpllmiento de un conjunto de restricciones impuestas por 
la naturaleza del sistema real que modela. Asî, una BD que almacena informa­
ciôn relative a las actividades de una empresa que sôlo emplea titulados su- 
periores, viola su integridad cuando, por ejemplo, aparece en el atributo 
"titulaciôn" de la entidad "empleado” el valor "ingeniero tecnico".
Las perdidas de integridad en una BD pueden estar cuasadas por fa- 
llo del hardware, del software o por errores en las interacciones (accesos). 
El sistema de control de integridad, con ffecuencia, sôlo se ocupa de las 
violaciones de integridad ocaslonadas por sus usuarios. Este control de lle- 
va a efecto permitiendo, en la fase de creaciôn de la base, la especifica- 
ciôn de las restricciones semânticas de sus datos por medio de un conjunto 
de declaraciones (declaraciones de integridad). El sistema se encargarâ de 
rechazar cualquier acceso de actualizaciôn (modificaciôn, inserciôn y eli- 
minaciôn) que viola estas declaraciones.
Las declaraciones de integridad pueden referirse a estados vâli- 
dos de la base (declaraciones de estado) o a transiciones vâlidas (declara­
ciones de transiciôn)(15). Por ejemplo, la declaraciôn "ningân empleado pue­
de ganar menos de 10.000", es una declaraciôn de estado; en cambio, la de­
claraciôn "ningân empleado puede sufrir una disminuciôn de su salario", es 
una declaraciôn de transiciôn.
Por otra parte, las declaraciones de integridad pueden referirse 
a datos reales de la base o a funciones de agregaciôn sobre datos reales.
Los dos ejemplos anteriores pcrtenecen al primer tipo. En cambio, la decla­
raciôn de estado "el salario promedio de los empleados de cualquier depar­
tamento no puede exceder de 20.000", y )a declaraciôn de transiciôn "el sa-
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larlo tnâxlmo de un empleado no puede aumentar mâs de un 10% anual* son ejem­
plos de declaraciones de integridad referidas a funciones de agregaciôn.
En general, las declaraciones de integridad sôlo pueden verificar- 
se después que el correspondiente acceso de actualizaciôn ha afectado al con­
tenido de la base (verificaciôn post-ejecuciôn). Si el acceso viola alguna 
declaraciôn de integridad, el sistema tendrâ que recuperar el estado de la 
base previo a la realizaciôn del mismo. Las declaraciones de integridad de 
estado sobre datos reales de la base pueden verificarse antes que el acce­
so modifique los datos (verificaciôn pre-ejecuciôn) evitândose los procesos 
de recuperaciôn.
1.6.- SEGORIDAD DE UNA BASE DE DATOS
En general, el concepto de seguridad de una BD se refiere a la pro- 
tecciôn de sus datos contra cualquier tipo de alteraciôn o consulta desauto- 
rizada. Las causas que pueden atentar contra la seguridad de una BD pueden 
ser muy variadas. Asï, fallos de hardware o software pueden provocar pérdi- 
das irréparables de informaciôn. No obstante, el sistema de control de so- 
guridad en una BD se ocupa, en particular, de garantizar el control selec­
tive de accesos, relegando la responsabilidad de los demâs aspectos de la 
seguridad a otras funciones del sistema.
El rango de flexibilidad requerido por un sistema de control de 
accesos es, en general, bastante amplia. Asî, habrâ usuarios que puedan ac­
céder a la totalidad de los datos de la base para cualquier tipo de opéra­
tion; otros tan sôlo tendrên acceso a una parte, también para cualquier ti­
po de operaciôn; otros podrân consultât una parte sin posibilidad de cam- 
biarlos o insertar datos nuevos. En ocasiones, la naturaleza de la base pue-
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de exigir contrôles a nlvel de valores concretes de los datos consultados. 
Asî, a determinados usuarios les estarâ permitida la consulta de determina­
dos datos si sus valores estân comprendidos en un determinado intervalo.
Una BD con control selectivo de accesos ha de disponer, pues, de 
un sistema de identificaciôn de usuarios. La sofisticacion de estos siste- 
mas deponlerâ del grado de seguridad requerido en cada caso particular. No 
obstante, en la maybrîa de los casos se compone de un proceso de identifi­
caciôn inicial o condicional en el que el usuario déclara al sistema deter­
minada clave, seguido de un proceso de autentifleaciôn en el que el usuario
debe responder a determinadas preguntas planteadas por el sistema, por ejem­
plo, el valor que résulta de aplicar determinada funciôn matemâtica a un nu­
méro aleatorio generado por el sistema.
Cuando un usuario supera con âxito eunbos procesos, queda en dispo-
slciôn de utilizer la base con las restricciones de acceso a êl asociadas.
Las restricciones de acceso son definidas en la fase de creaciôn de la base 
o cuando un nuevo usuario entra a formar parte de la comunidad que de ella 
se sirve.
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C A P I T U L O  I I  
CONCEPCION, ARQUITECTURA Y ORGANIZACION GENERAL DEL PROCESADOR
II. 1.- MflpUINAS PARA BASES PE DATOS
La utillzaclôn de ordenadores y dispositlvos de memorla secun­
daria convencionales para soportar SGBDs plantea sérias dificultades 
a la hora de incorporar los nuevos conceptos que, en torno a tales sis- 
temas, se han venido desarrollando en los dltimos anos: modelos y sublen- 
guajes de datos de alto nivel, integridad, seguridad, etc.
Estas dificultades provienen de una incompatibilidad esencial 
entre la arquitectura del ordenador convencional y las exigencies de la 
gestiôn de BD. No hay que olvidar que la concepciôn de la arquitectura ti­
po Von Neimann de los ordenadores convencionales obedecio a exigencies en 
la autonidtizaciôn del câlculo numérico y consecucion de autonomie en la 
toma de decisiones lôgicas que este câlculo conlleva. A pesar de esta fi- 
losofla de origen, los ordenadores se han utilizado en la resoluciôn de 
problèmes esencialmente no nuiréricos como son los planteados por una BD. 
Para ello, ha sido necesario expresar, en términos de operaciones elemen- 
tales de câlculo y un sistema de referenciacidn de datos positional, pro­
cesos no numéricos, fundamentalmente de bâsqueda, que exigen sistemas de 
referenciacion de datos asociativos o basados en el contenido. Esta forma
t
de procéder, impuesta por la filosofla de funcionamiento del ordenador con­
vencional, origina la apariciôn de problèmes colaterales, extrînsecos a la 
propia naturaleza de una BD, que exigen una alta conç)lejidad en el software 
que lof! resuelve y que limitan las posibilidades de prestaciôn de los sis-
- 5 2 -
temas, especialmentc aquéllas que dependen de una alta velocldad de respues- 
ta (tiempo real).
La reclente apariciôn de.las llamadas naqulnas o procesadores de 
BD pretende dar una soluciôn, desde el campo de la arquitectura de ordena­
dores, a las limitaciones de los SGBDs impuestas por la naturaleza del hard­
ware convencional. Se trata de procesadores especializados en la gcstiôn de 
BOs cuya concepcion es hoy posible debldo a dos razones fondamentales: a) 
el desarrollo experimentado en los âltimos anos por la tecnologîa hardware, 
especialmente en el campo de la integraciôn de circuitosi y b) la clarifi- 
caciôn y formalizaciôn, llevada a calx> en la âltima década, de las exigen­
cies propias de una BD, traducidas en la formulaciôn de modelos logicos 
de datos y sublenguajes' asociados independientes de los detalles de imple­
mentation y que expresan, de forma concis a y directe, la problematical es- 
peclfica del almacenamiento y recuperaciôn de informaciôn.
Varios han sido los procesadores de BD propuestos en los ûlti- 
mos anos. Algunos sôlo son proyectos teôricos que no han sido aûn implemen- 
tados; otros se han estudiado a nivel de simulaciôn para cuantificar los 
parâmetros de "performances % y de muy pocos se han construido prototipos.
Teniendo en cuenta que la transmisiôn de datos, entre memoria 
secundaria y ordenador, es uno de los factures que mâs inciden en el bajo 
rendimiento de los sistemas convencionales, los trabajos tendentes a dotar 
la CPU de un ordenador con recursos especiales para ejecutar mâs eficiente- 
mente las funciones de BD, no han conseguido resultados muy satisfactorios. 
Fundamentalmente, estas investigaciones se han desarrollado en dos frentes 
bien diferenciados: a) el de la microprogramaciôn, definiendo repertories 
de instrucciones ajustados a las caracterfsticas especîficas de la gestion 
de datos y b) el de las memories asociativas, formando parte de la estruc-
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tura operacional del ordenador a fin de facilitar los procesos de busque- 
da.
La tendencia general, en la casi totalidad de los procesadores 
de BD que presentan mejoras substanciales de "performances", ha sido jus- 
to la contraria: delegar funciones relacionadas con la gestiôn de datos a 
procesadores, mas o menos especializados, asociados a la memoria secunda­
ria que soporta la informaciôn de la base. Desde esta perspectiva, el des­
arrollo de las maquinas de BD podemos verlo como un intento de elevar el 
nivel semântico de la interfase de comunicaciôn de la memoria secundaria 
respecto de la CPU del ordenador principal que la gestiona. De esta forma, 
los protocoles de comunicaciôn expresarân, de forma mâs directs, las nece- 
sidades finales de los accesos a la base.
La medida del desnivel semântico entre ordenador y memoria se­
cundaria, o lo que serfa equivalents, el nûmero e importancia de las fun­
ciones delegadas por la CPU, permitirfa situar a las diferentes mâquinas 
propuestns dentro de un espectro que irfa desde las memorias secundarias 
que incorporan en su contrelador simples funciones de detecciôn y correc- 
ciôn de errores, posicionamlento de cabezas, etc.(^ ), hasta los procesado­
res de BD que incorporan las funciones mâs complejas de seguridad e inte­
gridad (^), pasemdo por las llamadas memorias secundarias inteligentes, 
capaces de realizar funciones parciales de BD (^)(^)(®).
Respecto a los valores de performances (tiempo de respuesta y 
capacidad de procesamiento) que una mâquina de BD es capaz de alcanzar, 
un factor mâs importante que el comportamiento funcional extemo es el gra­
do de especializaciôn de su organizaciôn interna. En efecto, cuanto mâs di­
recte sea el pla iteamiento de los objetivos finales que se tratan de con- 
seguir, menores serân los procedimientos interraedios de correspondencia
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software que haya que utilizer. En este aspecto y debido a la cscasa infor- 
macion que se suministra, résulta difîcil una clasificaciôn séria de las 
alternatives propuestas. Tan sôlo se pueden entresacar principios générales 
que, en cierta medida, han inspirado la organizaciôn de un buen numéro de 
procesadores. De algunos de estos principios -de los que participa el pro­
cesador que proponemos- se tratarâ en el apartado siguiente.
II.2.- IDEAS GENERALES QUE IMSPIRAW LA ORGANIZACION DEL PCBD
Los principios générales en torno a los cuales se ha desarrolla­
do la organizaciôn del Procesador Concurrente de Base de Datos (PCBD) que 
proponemos, pretenden conseguir, dentro de las posibilidades actuales de 
la tecnologîa hardware, dos objetivos fundamentales:
- Iirplementar las funciones de gestiôn de BD siguiendo la alternative, con- 
ceptualmente précisa, presentada por el modelo relacional.
- Conseguir mayor adecuaciôn a la naturaleza multiusuario de una BD que la 
alcanzada por otros procesadores propuestos.
II.2.1.- Concepto de "back-end"
La idea de descentralizar las funciones de gestiôn de BD del or­
denador principal peura soportarlas sobre un procesador independiente, de- 
nominado "back-end", fue propuesta por Canaday en el sistema experimental 
XDMS (®). Un "back-end" es un procesador semiautônomo acoplado a un orde­
nador de propôsito general (host) y que tiene acceso a una memoria secun­
daria sobre la que reside una BD (figura II-1). Su funciôn es la do propor- 
cionar servicios de gestiôn de BD al ordenador principal. El térraino "back­
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end" se utlllzô por analogla con los ordenadores "front-end" que sirven de 
interfase entre un ordenador principal y sus entradas externes (terminales, 
redes, etc.).
USUARIOS
ORDENADOR
PRINCIPAL
(HOST) BACK-END
MEMORIA
SECUNDARIA
Figura II-1. Configuraciôn back-end
La utillzaclôn de un procesador back-end lilsera a la CPU del 
ordenador principal de las conmutaciones de trabajos (switctiing task) ne- 
cesarias para iniciar las mûltiples operaciones de E/S implicitas en las 
funciones de gestiôn de BD. El ordenador principal dispondrâ de mas tiem­
po para realizar sus funciones tradicJonales de preparaciôn y ejecuciôn de 
programas. Por otra parte, el "back-end" podrâ especializarse al objeto de 
conseguir mâs alto rendimiento en la realizàciôn de sus funciones. Ya en 
el sistema XDMS, Canaday utilizô un miniordenador microprogramable (META- 
4) que le permitia ensayar diferentes tipos de instrucciones y ajuster asi 
- su répertorie a las tareas propias de la gestiôn de datos. Mientras el 
XDMS demostrô la conveniencia de la alternative "back-end", sus mejoras 
futuras de "performances" estaban muy limitadas como consecuencia de su 
arquitectura SISD (Single Instruction, Single Data).
El PCBD, siguiendo esta idea de la descentralizaciôn, se orga­
nize como un procesador "back-end" de un ordenador de propôsito general 
con un alto grado de especializaciôn.
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II.2.2.- Principlo de loqlca dtstrlbuida
Para ellmlnar la necesldad de mantener y procesar la informaciôn 
indice o estruotural que en los sistemas convencionales permite simular por 
software el comportamiento asociativo de la memoria secundaria, hemos apli- 
cado el principle de lôgica distribuida como idea base en la organizaciôn 
especializada del PCBD. Se trata de dividir la memoria secundaria en blo­
ques y asociar un elemento de procesamiento independiente a cada bloque 
(Figura II-2). El alto paralellsmo de esta configuraciôn permite la reali­
zaciôn simultônea de la misma funciôn de acceso sobre diferentes bloques 
de memoria, es decir, conseguir el comportamiento hardware asociativo de 
la memoria secundaria. Ademâs, al distribuir la capacidad de procesamiento, 
lus datos se procesan alll donde se encuentrem, obviando la necesidad de 
su transmisiôn a un unico procesador y, por tanto, disminuyendo el tiempo 
de respuesta de los accesos.
EP
ORDENADOR
CONTROl.ADORPRINCIPAL MEMORIA
SECUNDA­
RIA
EP
USUARIOS
Figura II-2. Principle de lôgica distribuida
Este principle fue utilizado priraeramente por SlotniK (^ ) que 
asociô un elemento de lôgica a cada pista de un dispositivo convencional 
de discos con una cabeza por pista (logic-per-track). Posteriormente su
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uso se ha generallzado en vlrtud del abaratamlente de los componentes hard­
ware. Ha sido empleado en los procesadores RAP (®), RARES (^), CASSM 
RAPID y DEC con diferencias sustanciales que derivan fundamental­
mente del modelo de datos utilizado, funciones asignadas a los elementos 
de procesamiento y capacidad de comunicaciôn entre ellos.
II.2.3.- Elementos de procesamiento especializados
La complejidad de las funciones que los elementos de procesamien­
to realizan sobre los datos de sus respectives bloques de memoria, asi cchdo 
el grado de rendimiento (medido en velocidad de proceso) alcanzado en su 
ejecuciôn, determinarân la capacidad de procesamiento global de un disposi­
tivo de lôgica distribuida. En las diferentes alternatives que se han pro- 
puesto, la compleji-dad de estos elementos ha sido muy diversa. Asï, mien­
tras que en el prototipo de Slotnik se utilizaron simples dispositlvos de 
lôgica, en el procesador DIRECT (^ )^ se han empleado microprocesadores 
bit-slice LSI-11/03 {PDP-11/03) con 28 K palabras de memoria para soportar 
los procedimientos que realizan las operaciones del âlgebra relacional. Aun- 
que los microprocesadores convencionales, debido a su flexibilidad de uso, 
resultarïcui adecuados para soportar funciones elementales de base de datos 
de diversa complejidad, su rendimiento, a causa de su arquitectura tipo Von 
Neumann, es muy bajo. En este punto, hay que tener muy en cuenta, ademâs, 
la naturaleza de las memorias que actualmente y a plazo medio pueden utili- 
zarse como soporte de una BD. Un anâlisis de las mismas révéla una caracte- 
rïstica comun: son memorias de naturaleza serie rotante, es decir, se com- 
portan, desde el punto de vista lôgico, como registres serie de desplaza-
-58-
mlento cerrado a los quo se accede por un dnico punto. Y para ello, basta 
cltar los dispositlvos magneticos actualmente en uso, como son los tcunbo- 
res y discos, as! como las memorias de reclente apariciôn MBM (1*) y cCD .
Esta caracteristica de los bloques de memoria exige en los elemen­
tos de procesamiento asociados una arquitectura adecuada, es decir, capaz 
de procesar un flujo serie de datos a la velocidad de rotaciôn que la tec- 
nologfa de la memoria imponga. Y es aquï donde los microprocesadores actua­
les presentan su mayor inconvénients.
Se han propuesto algunas arquitecturas para microprocesadores 
no-numéricos de tipo general. Se trata de procesadores ’’gulados" por da­
tos (data driven) que ejecutan un conjunto de acciones genéricas, dentro 
del contexte del tratamlento no-numëtico, sobre memorias serie rotante (^®). 
Sin embargo, al no considérât especificamente las exigencies de BD ni es­
tar bien definidas sus funciones y pretenciones, su uso résulta bastante 
problemâtico, sobre todo al considérât cl tema de la velocidad.
Todo lo anterior nos ha llevado à utilizer como elementos de 
proceso en el PCBD microprocesadores no-numéricos de propôsito especial, 
es decir, que soportan directamente en su estructura un conjunto de dpera- 
ciones (primitivas) adecuadas a las exigencies globales del procesador (fi­
gura 11-3). De entre estas operaciones cabe destacar la bûsqueda por con­
texte, responsable de la capacidad selective del procesador. Cada micropro- 
cesador irS asociado a un elemento de memoria rotante, formando ambos una 
célula. El primero, en el perlodo de revoluciôn del segundo, procesarâ to­
dos sus datos en la forma especificada por la primitiva en ejecuciôn.
Los procesadores CASSM (^ )^ y RAP (®) también utilizan micropro­
cesadores de propôsito especial con caracterfsticas funcionales adecuadas
-59-
a sus respectivas concepciones.
USUARIOS
COHTROLADOR
ORDENADOR
PRINCIPAL
Figura II-3
II.2.4.- Implementacion directa del modelo l6qico
A fin de simplificar al maximo el mantenimiento y procesamiento 
de estructuras de datos auxiliares que en los SGBDs convencionales permiten 
establecer la correspondencia (mapping) entre modelo lôgico de datos y re- 
presentacion fisica del mismo, hemos implementado directamente sobre las 
memorias rotantes el modelo relacional: modelo lôgico del PCBD. A pesar de 
esta decisiôn de diseno, el PCBD podria utilizarse para un sistema no rela­
cional (red o jerârquico) sin mSs que establecer la adecuada corresponden­
cia en el ordenador principal.
Én general, la representaciôn de datos relativos,a una entidad, 
en cualquier modelo lôgico, exige tres tipos de informaciôn asociada que, 
con frecuencia, se almacenan sobre el mismo soporte de memoria secundaria:
- la relativa a la localizaciôn en la estructura lôgica del modelo. En el 
jerârquico, por ejemplo, esta informaciôn define la posiciôn nodal de los 
correspondientes datos.
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- la descriptive de su contenido y formato. Esto es, numéro de campos, lon- 
gitud, etc.
- la relativa a la localizaciôn fisica sobre los soportes de memoria como 
punteros. Indices, etc.
En el PCBD hemos eliminado la necesidad de almacenar sobre los 
elementos rotantes de memoria estos tres tipos de informaciôn. En efecto, 
la localizaciôn lôgica de una entidad eh el modelo relacional queda defini- 
da por la pertenencia del correspondiente tuple a una relaciôn determinada. 
En el PCBD cada célula almacena tuples de una unica relaciôn, por lo que 
dicha informaciôn va impllcita en la localizaciôn celular del tuple.
Al tener todos los tuples de una relaciôn idéntico formato (nu­
méro de dominios, longitud, etc.) la correspondiente informaciôn va asocia­
da a los microprocesadores de las células que la soportan, obviando su al­
macenamiento repetitive sobre los elementos de memoria.
Por ultimo, los dispositlvos de busqueda por contexte de los mi­
croprocesadores hacen innecesario el almacenamiento de cualquier tipo de in­
formaciôn relativa a la localizaciôn de tuples en una célula. Estos se alma­
cenan en forma aleatoria sobre los elementos de memoria.
Esta tendencia a la representaciôn directa del modelo lôgico se 
observa en otros procesadores de BD propuestos. AsI, CASSM utiliza un mode­
lo jerârquico simple (de dos niveles) que le permite représenter con faci- 
lidad los tres modelos lôgicos utilizados en la actualidad: relacional, red 
y jerârquico. RAP utiliza el modelo relacional aunque manteniendo la infor­
maciôn descriptive de formato junto a los tuples almacenados.
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II.2.S.- Capacldad de concurrencia
El comportamiento externo como memorla secundaria asociativa que 
el principle de logica distribuida confiera a clertos procesadores de BD pro- 
puestos élimina la necesidad de mantener y procesar todo tipo de
Informaciôn estructural (informéeion referente a la localizacion de los da­
tes) . Se trata de procesadores celulares con una organizacidn tipe SIMD 
(Single Instruction, Multiple Data), este es, todas las células del proce- 
sador ejecutan la misma bdsqueda en paralele.
Un anâlisis de esta erganizaciôn pene de manifieste una importan­
te limitacifin; no se aprovecha toda la capacidad de proceso que le confiera 
su alto paralelismo. En efecto, todas las células cuyos datos no pertenez- 
can al espacio de bûsqueda referenciado por una funcién de acceso aportarSn 
un proceso inutil a la ejecucién de tal funclon.
Una utilizacién selective de las células permitirfa la ejecucién 
concurrente o simultânea de un conjunto de funciones de acceso con espacios 
de busqueda disjuntos. Ello obligarîa a mantener informacion de la distri- 
bucién celular de los datos a nivel de la unidad encargada de gestionarlos. 
Sin embargo, teniendo en cuenta que otras exigencies de diseno, al obliger 
a una distribuciôn controlada de datos sobre las células, simplifican la 
Informacion relative a su localizacion, résulta légico su mantenimiento a 
cambio de un mejor aprovechamiento de los recursos de proceso totales.
Si a lo anterior unimos el hecho de que una BD integrada es un 
recurso a compartir por muchos usuarios, con exigencies simulténeas de ac­
céder a ella, podemos concluir diciendo que una organizaciôn*tipo MIHD 
(Multiple Instruction, Multiple Data) para los procesadores celulares de 
BD résulta mas adccuada que la SIMD.
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El PCBD, al organizarse como un procesador celular MIMD, podra 
ejecutar concurrentemente un conjunto de accesos. Sin embargo, su capacidad 
de concurrencia no vendra limitada por el solapamiento de los espacios to­
tales de busqueda de los accesos a ejecutar. Estos vendrân expresados en 
términos de una secuencia de instrucciones especîficas ejecutables por el 
PCBD y referenciando, cada una de ellas, tan s6lo un subconjunto de los da­
tos totales del correspondiente acceso. Por consiguiente, el numéro de és- 
tos que simultfineamente pueden ejecutar su instruccién pendiente vendrS con- 
dicionado solamente por el solapamiento de los subespacios de datos refe- 
renciados por dichas instrucciones.
La ocupaciSn celular de las funciones de acceso se haré, pues, 
en forma controlada a medida que se ejecutan sus correspond!entes instruc­
ciones. De esta forma se posibilita una utilizacidn multiplexada que apro- 
veche al mâximo la capacidad de procesamiento de todas las células.
11.3.- ORGANIZACION GENERAL DEL PCBD
El PCBD es un procesador semiauténomo concebido para soportar 
las funciones de gestion de BD de un ordenador de uso general Es de-
cir, se trata de un procesador tack-end" de propôsito especial utilizado 
por un ordenador principal (host) para la realizacién de sus accesos a una 
BD. Su organizacion se especializa en torno al principle de logica distri­
buida , esto es, un conjunto de microprocesadores especializados en la rea- 
lizacién de funciones elementales de gestiôn sobre datos organizados segûn 
el modelo relacional y representadoa directamente sobre memories de tipo 
rotante. Los accesos son ejecutados oncurrentemente en virtud de una uti- 
lizaciSn conveniente del conjunto de microprocesadores.
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II.3.1.- Relaciones eon el ordenador principal
El ordenador principal soporta todas aquellas funciones de la 
base no relacionadas directamente con el acceso a los datos (figura II-4). 
Los usuarios acceden a la base a traves del ordenador principal, bien des- 
de un programa codificado con un lenguaje convencional como COBOL, PL/1, 
FORTRAN, etc., bien desde un terminal interactive utilizando, en este caso, 
un lenguaje de interrogacion (querry language) tal como SEQUEL, SQUARRE, 
etc. Los accesos, expresados en los dlferentes lenguajes, son traducidos 
a programas codificados con instrucciones especificas de BD (instrucciones 
mSquina del PCBD) y transiiiitldos al PCBD. Este, haciendo uso de la capaci­
dad de procesamiento de su organizacién MIMD, los ejecuta concurrentemente 
y devuelve al ârea de trabajo de los respectives usuarios, en memoria cen­
tral del ordenador principal, los datos e informacion complementaria gene- 
rados.
La capacidad de ejecucién concurrente en el PCBD esté limitada 
a un numéro N de programas (paramétrés de diseno). Cada vez que uno de és- 
tos finaliza, el ordenador principal es notificado de la disponibilidad de 
aquél para aceptar uno nuevo. Cuando el PCBD ha generado la informacién de- 
mandada por un acceso, la transmite al ordenador principal. Esta comunica-
cién recîproca ORDENADOR PRINCIPAL ■<-- ► PCBD se realiza por Acceso Directe
a Memoria (ADM) desencadenado por interrupcién.
Las funciones de Integridad y Seguridad de la base no se sopor- 
tan directamente en el PCBD, son mantenidas por el ordenador principal. Sin 
embargo, su gestion se ve fuertemente potenciada si tenemos en cuenta que 
las principales dificultades del establecimiento de taies funciones derivan 
del elevado numéro de accesos complementarios que exigen.
USUARIOS
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AREA DE TRABAJO DE LOS USUARIOS
(h o s t)
ORDENADOR PRINCIPAL 
otras funciones
TRADUCTORES
ACCESOS --- *-
PROGRWtAS PCBD
SEGURIDAD îINTEGRIDAD
GESTION DEL PCBD
PROCESADOR CONCURRENTE 
DE BASE DE DATOS (pCBD)
(b a c k-e n d)
Acceso-2Acceso-1
Fiqura II-4.- ’’elaciones entre el PCBD y el Ordenador Principal
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II.3.2.- Estructura de bloques; funciones
El PCBD, como muestra la figura II-5, consta de dos componentes 
bisicos: el Conjunto de células (CC) y la Unidad de Coordinaciôn (UC).
Cada célula esta constitulda por un Elemento de Procesamiento 
<EP) y un Elemento de Memoria (EM). Los EPs son microrpcoesadores no-numé- 
ricos de propâsito especial que ejecutan operaciones elementales de BD so­
bre la informacién contenida en sus respectives EMs. Estos son registres 
de desplazaroiento circular serie con un unico punto de acceso. El espacio 
total de memoria del PCBD, disponible para soportar los datos de la base, 
esté constituido por la suma de todos los EMs. Las operaciones elementales 
ejecutadas por los EPs podemos clasificarlas en las tîpicas de insercion, 
récupération, modification y eliminacién y se llevan a efecto en un pério­
de de revolution de los EMs bajo control de la UC. Cada célula funciona en 
modo solapado de inïcializacién/ejecucién, es decir, durante una revolu- 
cién, al mismo tiempo que ejecuta una operacién elemental, es inicializada 
por la UC con la informacion necesaria a la opération elemental que habra 
de ejecutar en la revolucién siguiente. De esta forma se garantira la dis­
ponibilidad de todas las células en cualquier revolucién para que la UC le 
asigne la operacién adecuada a la polîtica de concurrencia establecida.
Las células pueden comunicarse entre si, bajo control de la UC, 
a través de un bus bidirectional de intercambio (Figura II-5). En deterroi- 
nadas operaciones elementales, dos grupos de células utilizan esta facili- 
dad para transmitirse datos directamente. El grupo emisor selecciona datos 
siguiendo un criterio de busqueda y los transmite al grupo receptor para 
former, en cada célula de este, un nuevo criterio de busqueda que aplicaré 
a sus respectives datos. Con este mécanisme, como cstudiaremos en el capi-
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tulo IV, se aceleran detcrminadas operaciones de BD del tipo y que en 
terminologie relacional se traducen a la 0-composiciôn.
Todas las células comparten un unico bus unidireccional de sali- 
da (figura II-5) para transmitir los datos recuperados por este tipo de ope­
raciones a la UC. El control de la utilizacion de este bus recae sobre la 
UC. Ambos buses, intercambio y salida, son asignados por la UC en funcién 
de la pollticâ de concurrencia establecida.
ORDENADOR PRINCIPAL
UNIDAD DE COORDINACION
ACCUSO-2ACCESO-1
BUS DE INTERCAMBIO
CELUIJV-1
EîHH)
CELULA-W^
ED-0
CELULA-1
EEh©
BUS DE SALIDA
PCLD
Figura II-5.- Estructura general de bloques del PCBD
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La UC es la responsable de interactuar con el ordenador princi­
pal y controlar el CC, es decir, acepta programas PCBD correspondientes a 
los accesos de los usuarios, los ejecuta concurrentemente, sobre el CC, y 
devuelve al ordenador principal la informacion generada.
Para la ejecucién de los programas PCBD, la UC decodifica sus 
respectives instrucciones, détermina los recursos de proceso (células y 
buses del CC) que cada una de ellas précisa, resuelve conflictos cuando més
de una instrucciôn demanda un mismo recurso, distribuye las operaciones ele­
mentales pertinentes sobre el CC y recibe la informacion generada en la rea-
lizaciôn de las mismas. Todas estas funciones las realiza la UC en cada re-
voluciôn sîncrona de los elementos de memoria rotante del CC.
La resoluciên de los conflictos de utilizaciôn de un mismo re­
curso por diferentes programas PCBD se efectûa siguiendo una polîtica de 
asignaciSr de los mismos que tiene en cuenta el orden de prioridad de acce­
sos establecido, el orden lôgico de ejecucién cuando intervienen accesos 
de modificacién de la base y el aprovechamiento méximo de los recursos to­
tales de proceso. En cualquier caso, el establecimiento de una polîtica de 
asignacién especîfica dependerâ de las exigencies propias de cada sistema 
en particular y sera por ello modificable (soportada por software).
II.3.3.- Representacién de datos
Junto a las propiedades favorables que el modelo relacional de 
datos presents respecto a las exigencies de los usuarios, su fâcil lineali- 
zacién, lo convierten en un candidate idéneo para utilizarse como modelo de 
representacién directe de datos sobre memories de naturaleza rotante. En el 
PCBD hcmos utilizado el modelo relacional con ligeras diferencias respecto
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a la deflniclon formal dada en el capîtulo I. Estas diferencias no afectan 
a su concepcién esencial y vienen impuestas por necesidades de diseno. As!, 
se pcrmite la existencia de tuples redondantes en una relacion, pero las 
instrucciones PCBD pueden controlar esta contingencia» se limita el grado 
de las relaciones (mas precisamente, la longitud de los tuples) pero ello 
no es un Sbice fundamental, ya que una relacién siempre se puede descompo- 
ner en varias relaciones de menor grado, manteniendose la totalidad de la 
informacion semantica; finalmente, se asocia a cada tuple un campo extra 
de informacion, accesible parte de êl por los usuarios, y utilizado para 
el encadenamiento de operaciones.
Én el PCBD los tuples de una relacion se almacenan de manera 
Jcsordenada sobre los elementos de memoria de las células. Cada tuple es 
una secuencia serie de bits, de longitud fija, dividida implfcitamente en 
BUS correspondientes dominion y un segmento de marca (figura II-6). Los 
dominios pueden ser discretamente variables de 1 a 4 bytes. El segmento de 
marca se compose de un bit de activaciôn A y varios campos de marca
El primero se utilize para marcar los tuples eliminados de una 
relacion por operaciones de Isorrado; sus posiciones pueden ser utilizadas 
para la insercion de tuples nuevos. El ndmero N de campos es un parâ- 
metro de diseno que determine el maximo ndmero de programas PCBD que pue­
den ejecutarse concurrentemente. Cada funcién de acceso (programa PCBD) 
utiliza, durante su ejecucién, un énico campo como érea de trabajo tem­
poral, a nivel de bits individuales, para marcar subconjuntos de tuples.
De esta forma se posibilita que el resultado de una instrucciôn pueda uti­
lizarse en instrucciones consecutivas. Cada campo se compose de cuatro 
bits (Wp, iMj, Mg, ntjl permitiendo difcrenciar 2^ subcon juntos de tuples di-
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' ELIÎHENTO 
DE
\ I1EMORIA
DOHiniOSCAHPOS DE MAP.CA
onfU D1llo
I I 1 byte
CAMPO DE MARCA
BIT DE ACTIVACION
Figura II-6.- Formate y distrlbuci6n de tuples en una cêlula
ferentes dentro de cada cêlula.
Cada elemento de memoria contiens tuples de una (inica relacion, 
esto es, con formate idéntico. Cuando la capacidad de una célula no es 
suficiente para contener una relaciSn compléta, ésta se soporta por tan- 
tas células como sean necesarias. Siendo NC el numéro de células del PCBD, 
cl némero de relaciones posibles que puede soportar variarâ de 1 a NC, 
esto es, una unica rclacién ocupando toda la capacidad de almacenamien- 
to, o NC relaciones ocupando cada una de ellas una célula. La distribu­
tion de una relacion entre diferentes células no impone tipo alguno de 
restricciones y es transparente a nivel de usuario. La referenda a una 
relacion se hace, a nivel de usuario, a través de un nombre que la iden-
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tlflca mfvocamente sin necesidad de especificar su localizacion celular. 
Sin embargo, como veremos mas adelante, las instrucciones PCBD posibili- 
tan el control de datos a nivel de células individuales. Esta decisién 
de diseno obedece a dos razones principales. En primer lugar, este con­
trol es necesario en la fase de creaclén de la base. En segundo lugar, 
permite un mejor aprovechamiento de la capacidad total de almacenamiento 
cuando, después de frecuentes operaciones de borrado, es posible reagru- 
par la informacion valida de una relaciôn en un menor némero de células, 
ampliéndose el espacio de almacenamiento libre de la base.
II.4.- ARQUITECTURA GENERAL DEL PCBD
La estructura conceptual y comportamiento funcional del PCBD 
, es decir, su arquitectura general, vendra definida por el réperto­
rie de instrucciones que ejecuta y las estructuras de datos que soporta, 
tal y como son vistas desde el ordenador principal. Estudiaremos, pues, 
en este apartado la vista relacional de los datos y forma de accéder a 
ellos Independientemente del procesamiento concurrente que tiene lugar 
durante su ejecucién. De este éltimo aspecto nos ocuparemos en el apar­
tado siguiente.
Un acceso seré un programa construido con instrucciones méqui- 
na (instrucciones PCBD). Estos harén referenda a las relaciones de la 
base. Una relacién es una estructura tabular normalizada (Fig. II-7) con 
un nombre que la identiflca. El némero de filas (tuples) que la conponen 
no 03 significative puesto que las instrucciones operan sobre relaciones 
complétas (operaciones orientadas a conjuntos). Cada columna (dominio) 
de una relacion se identifies con el correspondiente nombre (P^). La pri­
mera de todas, denominada columna o campo de marca (M), se utilizaré, *
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como vltnos en el apartado II.3.3, para el encadenamiento de operaciones.
NOMBRE DE RELACION M
■^1 “i •’n”0 "l "2 ”3
1 1 0  1 
0 1 1 0
^11
■^ 12
• > •
^i1
^12
■ • a
«*n1
Figura II-7
En la expresion de un procedimiento (programa PCBD) que accede 
a la base, se harâ referenda, ademâs de a las relaciones, a un conjunto 
de registres y a un Area de Entrada/Salida (A.E/S) (Figura II-8). Los 
primeros localizados en el PCBD, se utilizarân como ârea de trabajo tem­
poral. Su numéro serâ Igual al nâmero mâximo de dominios (grado) permi- 
tidos en una relacion (parâmetro de diseno). Cada registre tendra capa­
cidad para almacenar un valor de un dominio de un tuple. A través del 
A.E/S, locallzada en la memoria central del ordenador principal, se rea- 
lizarâ el intercambio de informacién (transmisién y recepciôn) entre la
base y el usuario.
ORDENADOR
PRINCIPAL
PCBD
ACCESO
MEMORIA
CENTRAL
referencias referencias
A. E/S PCBD
X
RELACIONES
REGISTROS
Figura II-8
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II.4.1.- Répertorie de instrucciones
En la fijaciôn de las instrucciones ejecutables por el PCBD se 
han tenido en cuenta los siguientes compromisos :
1. Consequlr un répertorie relacionalmente complète, es decir, 
que permita la codificacion de cualquier acceso expresable en câlculo re­
lacional. Como se vio en el capîtulo I, es condicién suficiente para que 
un sublenguaje de datos sea relacionalmente complete que en él sean ex- 
presables las ocho operaciones del ilgebra relacional. En el apartado
II.4.1.4. hemos demostrado el carâcter complète del répertorie PCBD.
2. Proximidad semantics a los sublenquajes de datos de alto 
nivel. De esta forma se simplifican los procesos de traducciôn de este 
tipo de lenguajes. Como veremos en el apartado II.4.1.3, la mayorfa de 
las instrucciones constituyen expreslones relacionales de alto nivel con 
una greui capacidad selective.
3. Hinimizar el tiempo de ejecucién de las operaciones de BD
2
de tipo n , esto es, las que impllcan la comparacién de dos conjuntos 
de n datos y que en terminologie relacional equlvalen, esenclalmente, a 
la 0-composicién. En el capîtulo IV se hace un estudio cuantitativo, en 
forma comparada, de esta caracterîstica del répertorie.
4. Posibllidad de 'su implementacién hardware en una organiza- 
cién celular, como es la del PCBD, permitiendo su ejecucién concurrente 
y multiplexada para haoer posible el control de los recursos del proce­
so. Esto équivale a la descomponihilidad de cada instruction en una su- 
ceslon de comandos de célula con el mismo tiempo de ejecucién (tiempo 
de revolucién de la memoria rotante).
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il.4.1 .1 .- Formate de las Instrucciones
En general, una instrucciôn PCBD especifica una acciôn a rea- 
lizar sobre los tuples de una relaciôn que cumplan determinadas condicio- 
nes. Su formate general es:
[C£»][R][PH][C][P.E,] siendo:
[CO] Côdigo de Opération, especifica la acciôn a ejecutar
[R] nombre de la Relaciôn, espacio de datos al que afecta
[PiQ Description de Marca, especifica el nuevo valor del campo de marcas 
que tomarân los tuples de R que cumplan determinadas condiciones
[C] Cualificaciôn o conjunto de condiciones exigldas a los tuples de R
para que sobre ellos se efectûen las acciones especificadas en 
[CP] y [PM]
[P.E.] conjunto de ParSmetros Especiales cuya funciôn es especifica pa­
ra cada instrucciôn.
Cuando la acciôn de la instrucciôn afecta ûnicamente a un sub­
conjunto de dominios de la relaciôn, el nombre R, va seguido por el nom­
bre de estos dominios entre parôntesis: R(P|, Pg,...|. Cuando la acciôn 
se restringe à un subconjunto de células de las que soportan la relaciôn, 
las direcciones de éstas seran las que seguirân al nombre R: RlCy,^^,...).
La nueva asignaciôn de valores a los bits de marca la especi- 
ficaremos con la presencia, complementada o no, de las variables binaries 
que Identlfican las posiciones del campo en la Descripciôn de Marca. La 
variable complementada asignara el valor binario cero; no complementada 
uno; y si no aparece, su valor no variarâ. AsI, la descripciôn de marca 
[m^ Wj Wj] harâ, para todos los tuples que cumplan la cualificaciôn, 
mj^O, ntj'J y no se modificarâ.
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Una cualificaciôn sera, para todas las instrucciones a excep- 
ciôn de la Selecciôn Indirecte, una expresiôn booleana conjuntiva o dis- 
yuntlva simple de términos
n n
A T .  0 C • V  T, (a < Qhado de R + )) 
.tO '*■ ^
Cada tërmino puede ser de dos tipos:
tipo dato. Es un triplets de la forma: (DOMINIO 0 COMPARANDO), donde DO­
MINIO es uno cualquiera de la relaciôn referenciadaj 06{<,i,•>,>,>) y COM- 
PARANDO puese ser: el nombre de otro dominio diferente de la relaciôn o 
una constante. En este ultimo caso o bien expllcitamente declarada en la 
cualificaciôn o bien contenida en un registre de la UC. En una cuali­
ficaciôn pueden aparecer referenciados, como dominio o comparando, pero 
una sola vez, todos los dominios de la relaciôn.
tipo marca. Es una expresiôn booleana conjuntiva o disyuntiva single de 
términos (/'J,...,4):
Cada termine es de la forma: (w^ • u.b.I donde es una variable que 
identiflca una posiciôn de marca y v.b.G{0,l). Por simplicldad de escri- 
tura, los términos conjuntivos de tipo marca los escribiremos en la for­
ma M=configuraciôn de cuatro bits. Los "1" de la misma Indicarân térmi­
nos (iM^  ' 7|, los "0" términos (m^ . = 0| y cuando el correspondiente tér- 
mino no aparece, lo denotaremos con ”x" en la posiciôn correspondiente. 
AsI, el término tipo marca; (ttlj ' 7) ^  (ttlj = 0] lo escribiremos: H *
' 7 X xO. Anâlogamente haremos para los términos tipo marca disyuntivos.
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precediendo, en este caso, la configuration de bits con la letra "d". 
Asf, el término (Wj = 71 (tMj » 0)lo escribiremos: M = c/7 XX O.En una 
cualificaciôn solo puede aparecer un término tipo marca.
Como ejemplo de cualificaciôn sobre la relaciôn R(A, S, C, V)
tenemos:
C H [(M - 0 0 X 71 A  (A >31 A(B = C ) A [ p  = a^l] 
tém ino de. tlAmùioi de deutoi
mtiActt
Teniendo en cuenta que cualquier expresiôn booleana, por com- 
pleja que sea, es siempre expresable en forma conjuntiva o disyuntiva 
normal, su resoluciôn serâ siempre posible en el PCBD sir. mâs que ejecu­
tar una secuencia de operaciones de selecciôn con cualificaciones disyun- 
tivas o conjuntivas simples encadenadas a través del cairpo de marcas.
Una caracterîstica a destacar en las cualificaciones del PCBD 
la constituye la posibllidad de expresar criterios de busqueda por con­
texte. En efecto, este tipo de busqueda selective supone una generaliza- 
ciôn de la simple bûsqueda por contenido implementada en otros procesa­
dores de BD (^^7(22). Consiste en la selecciôn de tuples de una relaciôn 
en funciôn de una comparacién reallzada sobre dos de sus dominios. En 
definitive y como veremos en el apartado II.4.1.4, se trata de la impie- 
mentaciôn directs de la restricciôn relacional. Para poner brevemente 
de manlfiesto la ventaja de la bûsqueda por contexto, supongamos que so­
bre la relaciôn EMPLEADO (NOMBRE, SALARIO, COMISION) se formula el si­
guiente acceso: seleccionar todos les empleados que ganan en concepto 
de comisiôn mâs que por su salario. En el PCBD bastarla con ejecutar una 
selecciôn con la cualificaciôn (COMISION > SALARIO) que se realizarla en
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tina revolucién de la memoria rotante. En otros procesadores celulares 
que sélo dispongan de bûsqueda por contenido (23) habrla que seleccionar 
en una revolucién el valor de salario de un tuple y en otra revolucién 
compararlo con el de comislén, y esto para todos los tuples de la rela­
cién.
II.4.1.2.- Descripciôn de los diferentes grupos de instrucciones
Cada instrucciôn del répertorie la estudiaremos dentro de un 
tipo o grupo, es decir, conjunto de instrucciones que responden a una 
funciôn general de BD (definiciôn, recuperaciôn, modificacién), o a un 
aspecto relaclonado con el rendimiento o con la proximidad a los lengua­
jes de alto nivel.
(1) Instrucciones de Definiciôn. Las dos instrucciones que componen es­
te grupo permiten la definiciôn inlclal de la base y su posible reestruc- 
turaciôn. No existen en ellos ni cualificaciôn ni descripciôn de marca.
CREAR (CR)
formate ! [CR] [R [c.^ , .., ,c.^]{tong^tud de Ia n.elacÂ.6n]
funciôn: asigna las células de direcciones Cj,...,C^ a la relacion de
nombre R y déclara la longitud de sus tuples asi como la de sus 
dominios componentes.
ELIMINAR (EL) 
formate: [EL] [R
funciôn: libera a las células C|,...,C^ de la relaciôn R, quedando a dis- 
posiciôn de su asignaciôn a una nueva relaciôn.
(2) Instrucciones basicas de recuperaciôn. Componen este grupo las cua-
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tro instrucciones que garantizan el caracter completo del répertorie, es 
decir, con ellas se pueden codificar programas para las ocho operaciones 
del âlgebra relacional.
SELECCION DIRECTA (SD) 
forma to: [SP] [R] [PW] [C]
funciôn: selecciona todos los tuples de la relacion R que cumplen la cua­
lificaciôn C. La selecciôn consiste en modificar el campo de mar­
ca segun PM.
ejemplo: [SP] [R] [iMg] QlM'OxxO) A (A=a) a  (B > 5)]
(antes de la eje- 
cuciôn)
M A B M A B
0 0 0 0 a 6 R 1 0  0 0 a 6
0 1 0  0 b 5 0 1 0  0 b 5
0 0 0 0 a 7 1 0  0 0 a 7
(después de la eje- 
cuciôn)
RECUPERACION INTERNA (RI)
formate: [Rl] [R(Pj , • • • ,P„)] [PM] [C] [Aj,...,A^]
funciôn: los dominios Pj,...,P^ de un solo tuple de R que cumpla la cua­
lificaciôn C se transmiten a los registros de la UC.
Ademâs, este tuple se marca segûn PM. 
ejemplo: [Rl] [R|A,B|] [(M'ÎOOl) a (A'a) a (B > J|]
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R 1 0 0 1 a 7 R 0 0 0 1 a 7
1 0 0 1 b 4 1 0 0 1 b 4
0 0 0 1 a 3" 0 0 0 1 a 3
(antes de la eje- 
cuclôn)
U.C.
a
^7 7
•
•
(después de la ejecucién)
RECUPERACION EXTERNA (RE)
formate: [RE] [R(P, , . . .  ,P„I] [P'i] [C] [A.E/S]
funciôn: los dominios de los tuples de R que cumplen la cuali­
ficaciôn C se transmiten al Area de E/S en memoria central del 
ordenador principal. Al mismo tiempo estos tuples se marcan se­
gûn PM.
ejemplo: [RE] [R(A,C|] [bIj] (M'7x0x1 A (A*a) A (B > Z| A  (C-g)]
H A B C H A B C
R 1 0  0 0 a 7 9 R 1 0  0 1 a 7 9
1 0  0 0 b 4 f 1 0  0 0 b 4 f
1 1 0  0 a 3 9 1 1 0  0 a 3 f‘
MEMORIA CENTRAL
A.E/S
(antes de la eje- 
cuciôn)
(después de la ejecuciôn)
BIFüRCACION CONDICIONAL (BC> 
fozmato: [BC] [R] [C] [PS]
funciôn: transfiere control a la instrucciôn de direcciôn PS cuando al- 
gûn tuple de R cumple la cualificaciôn C. En caso contrario, la 
ejecuciôn del programa slgue el orden secuencial. Esta instruc­
ciôn permite las iteraciones controladas necesarias en la rea-
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llzaciôn de proyecciones o ccmposlclones flslcas de relaciones, 
asi como en actuallzaclones que impllcan mâs de una operacién 
aritmética.
(3) Instrucciones de actuallzaciôn. Componen este grupo las instruccio­
nes que hacen posible la actuallzaciôn del contenido de la base, esto 
es, la insertion, borrado y modificaciôn de tuples. En general, una mo­
dification ha de descomponerse en la siguiente secuencia:
recuperaciôn de los tuples a modificar 
borrado de los tuples a modificar 
modificaciôn fuera del PCBD 
insercion de los tuples modificados
Sin embargo, hemos incluido en el répertorie, ademâs de las 
instrucciones de borrado e inserciôn, très instrucciones que permiten 
modificaclones simples sobre un dominio de una relaciôn de forma direc- 
ta. Estas modificaclones consister) en sustituir, anadlr y restar sobre 
el citado dominio.
BORRADO (BO)
Formate: [BO] [R] [C]
funciôn: desactiva (pone a cero) el bit A de todos los tuples de R que 
cumplan la cualificaciôn C.
INSERCION (IN)
formate: [IW] [R] [A.E/S]
fur.ciôn: introduce sobre posiciones de tuples libres (bit A desactivado) 
de la relaciôn R los tuples contënldos en el Area de E/S del 
usuario, en memoria central del ordenador principal.
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formato:
MODIFICACION SIMPLE (SO, RS, SS)
[su]l
[RS] ' [RIP)] [PM] [C] [PR]
[SS]
funciôn: todos los valores del dominio P, pertenecientes a tuples que
cumplan la cualificaciôn C, son modificados (sumados, restados 
o sustituidos) con el operando PR. Este puede ser una constan­
te explîcitada, el contenido de un registre o el valor de 
otro dominio de R (modificaciôn por contexto).
Ejemplos: partiendo de la relaciôn:
M A B C
0 0 1 0 a 7 4
1 1 1 1 a 3 5
veamos las sucesivas modificaclones orlginadas por las instrucciones si­
guientes .
[SU] [Rlsi] tr,] [IM'XxIxl A lA.al] [s]
H A B C
R 1 0  1 0 a 15 4
1 0  11 a 11 5
[RS] [ R I O ]  [«I3]  [(M = ;O x x )] [Z ]
1 0  11 a 15 2
1 0  11 a 11 3
- 8 1 -
[SS] [R(8|] O g  [(8 > 10} A 1C <tn] [Cj
M A B C
1 0 1 0 a 2 2
1 0 1 0 a 3 3
(4) Instrucciones de Aqregacion. Este grupo lo constituyen Instrucciones 
que permiten calculer directamente funciones de agrégation, tales como 
el valor mâximo, mlnimo, promedio, total o numéro. Su uso simplifies la 
traducciôn de expreslones relacionales de sublenguajes de datos, tales 
como ALPHA, SEQUEL, etc., que permiten este tipo de funciones.
[MA]]
[MI]
[PR]
[TO]
l[NU]J
funciôn: sobre todos los valores del dominio P, pertenecientes a tu­
ples que cumplan la cualificaciôn C, se calcula el mâximo, mî- 
nlmo, promedio, total o numéro respectivamente, y se almacena 
en el registre Los tuples cualificados se marcan segûn PM.
formato; [R(P)I [PM] [C] [aj
Para la instrucciôn W(i no se especifica P.
ejemplos:
H A B C
0 0 0 0 a 5 1
0 0 0 0 b 4 3
0 0 0 0 a 3 9
0 0 0 0 a 8 4
0 0 0 0 d 1 3
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resultados
[MA] [RIBl] [0] [|A*a| A (B < 91] [a ,] r ^ i
[MI] [RICI] [0] [(A--al V (B > II] [^] m
[PR] [RtCj] [g] [(A=tt| V (B=I)] Dt,] EL 1
[TO] [RICI] [g] [(A=tt) V 16»))] [^ i] a u
[WU] [R] [0] [(A»a) V (B»))] C^ )] El.l
M significa que no se actûa sobre el campo de marca.
(5) Selecciôn Indirecta (SI). Se trata de una instrucciôn que, aunque 
no Introduce nuevos recursos selectivos, acelera los procesos de bûs­
queda que impllcan la comparaciôn de dos conjuntos grandes de datos (ti­
po n^). Realiza la ccmposiciôn implîcita de dos relaciones, es decir, 
selecciona tuples de una relaciôn segûn un criterio de bûsqueda formado 
con datos seleccionados en otra y transmitidos directamente a su células 
sqporte por el bus de intercambio.
formato: [SÎ] [R/] [PMJ] {(P, 0 Vi) [RI] [PMZ] [C]}
funciôn: selecciona, modificando el campo de marca segûn PMI, los tuples 
de la relaciôn RI cuyo dominio VI cumpla la conçaraciôn 0€{<,<, 
•,>,>) con cualquier valor del dominio Vî de los tuples de R2 
que cumplan la cualificaciôn C. Ademâs, los tuples de R2 que 
cumplen C se modifican segûn PM2.
ejemplo:
[si] [r] [m^ ] {(A=Z) [s] [(x > 5) A  (Z=a)]}
-83-
M A B M X Z
R 0 0 0 0 b f S 1 0 0 0 6 a
0 0 0 0 ' a 9 1 0 0 0 5 a
0 0 0 0 a 9 1 0 0 0 4 b
0 0 0 0 a h 1 0 0 0 7 c
(antes de la ejecuciôn)
0 0 0 0 b E S 0 0 0 0 6 a
1 0 0 0 a 9 1 0 0 0 , 5 A
1 0 0 0 a 9 1 0 0 0 4 b
1 0 0 0 a b 1 0 0 0 7 o
(después de la ejecuciôn)
(6) Instrucciones de control. Componen este grupo dos instrucciones que 
permiten controlar los espacios libres de la memoria rotante.
ESPACIO (ES)
Formato: [ES] [aJ
Funciôn: calcula el numéro de posiciones de tuple libres en las células 
de la relaciôn R y lo almacena en K^.
EMPAOUETAR (EM)
Formato: [EM] R^ [c ^,...,C )^]
Funciôn: coloca los tuples actives de las células de R en las
primeras posiciones de sus respectives elementos de memoria.
(7) Otras instrucciones. Agrupamos ri^ ui un conjunto de instrucciones cu­
ya ejecuciôn no implica la utilizaciôn del CC, es decir, se resuelven a
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nivel de la U.C. Su funciôn es la de proporcionar flexibilidad on la co­
dificacion de los accesos y définir su finalizacion.
CARGAR (CA)
Formato: [CA]
Funciôn: carga los registros con los valores Estos
pueden ser expllcitamente declarados o estar contenidos en otros 
registros.
ALMACENAR (AM)
Formato: [A/l] [A^,. .. ,A^] [A.E/S]
Funciôn: lleva directamente el contenido de los registros Aj,...,A^ al 
Area E/S del usuario.
SALTO CONDICIONAL (SC)
Formato: [SC] [a^ 0 A y] [OS]
Funciôn; transfiere control a la instrucciôn situada en ÜS si la condi- 
ciôn A^ 0 Ay es cierta. En câso contrario signe en secuencia.
ALTO (AI.)
Formato: [Ai]
Funciôn; finalisa la codificacion de un programa PCBD.
II.4.1.3.- Utilizaciôn del répertorie
Para poner de manifiesto la expresiôn de accesos en términos 
del répertorie PCBD, veamos algunos ejemplos sobre la base definida en 
el apartado 1.3 y que reproducimos a continuaciôn:
PILOTO (PI#, PINOM, CR)
AVION ( ^ ,  AVNOM, CAP, CB)
VÜELO (VU#, PI#, AV#, CO, CD, HP, HL)
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A1. Recuperar los numéros de los pllotos (PI#) que realizan vuelos entre 
Madrid y Sevilla.
[re] [vuELO (PI#)] [0] [(CO = MADRID) A  (CD= SEVILLA)] [a.E/s]
* Lleva a A.E/S los numéros de los pllotos que realizan vuelos partiendo 
de Madrid con destine Sevilla
[re] [vUELO (PI#)] [0] [(CO = SEVILLA) A (CD = MADRID)] [a.E/s]
* Lleva a A.E/S los numéros de los pllotos que realizan vuelos partiendo 
de Sevilla con destine Madrid
[al]
A2. Recuperar el nombre del avion con base en Madrid que tenga mayor ca­
pacidad .
[ma] [avion (CAP)] [0] [(CB = MADRID)] [rj
* Lleva a r^ el maximo valor de capacidad de todos los aviones
[re] [avion (AVNOM)] [0] [(CAP = <r^>)] [a.E/s]
[al]
A3. Recuperar los nombres de los pllotos que realizan vuelos entre Madrid 
y Sevilla.
[sd] [piloto] pT] [0]
. [sd] [vuelo] [IT] [0]
* Borran la marca m^ en las dos relaciones
[sd] [vuelo] [m^ ] [(CO = MADRID) A (cD = SEVILLA)]
* Marca m^ los tuples de VUEIX) que partes de Madrid con destino Sevilla
[sd] [vuelo] [in ] [(CO = SEVILLA) A (CD = MADRID)]
•^ 86—
* Marca los tuples de VUELO que parten de Sevilla con destine Madrid 
[si] [pilOTo] [mj ((PI# = PI#) [vUELo] [pi] [(M = Ixxx)]}
* Marca en PILOTO todos los tuples con PI# igual a PI# de cualquler 
tuple de VUELO marcado
[re] [pILOTO (PINOM)] [iiT] [(M = Ixxx)] [a .e/s]
M
A4, Retrasar en una hora la partida y llegada de todos los vuelos condu- 
cidos por los pilotos residentes en Madrid.
[sd] [pilOTo] [nQ [0]
[sd] [vUELo] [iS^  [0]
[sd] [pILOTo] [mj [(CR = MADRID)]
[si] [vuELo] [m^ ] ( (PI# = PI#) [piLOTo] [0] [h = Ixxx] }
[rs] [vuELO (HP)] [(M = Ixxx)] [1]
[rs] [vuelo (HL)] [m^ [(M = Ixxx)] [l]
M
A5. Recuperar el nombre de todos los pilotos residentes en Sevilla que 
realizan algun vuelo con destino Madrid.
Para la expresiôn de este acceso utillzaremos la siguiente co-
dificacion en el campo de marcas de la relacion PILOTO
0 0 tuples no procesados
0 1 tuple en fase de procesamiento
1 0 tuples procesados y seleccionados
1 1 tuples procesados y no seleccionados
[sd] [piLOTo] [0]
-8 7 -
* Todos los tuples de PILOTO pasan al estado de no procesados 
[bc] [p ILOTo] fcR = SEVILLA)] [l]
* Bifurca a ALTO si no existen pilotos residentes en Sevilla
[bc] [0] [0] [4]
1 [ri] [p ILOTO (PI#)] [mj [(M = OOxx) A (CR = SEVILLA)] [rj
* Un tuple de PILOTO con residencia en Sevilla pasa a la fase de procesa­
miento almacenândose en r^  un dcminio PI#
[bc] [vuelo] [(pi# = <r^>) a  (cd = madrid)] [2]
* Prueba y bifurca a [2] si el tuple de PILOTO en fase de procesamiento 
cumple la condiciôn de realizar algün vuelo con destino MADRID
[sd] [pILOTo] [m^ m j  [(M = Olxx)]
* En caso de no cumplir la condicion, el tuple en fase de procesamiento 
pasa a estado de procesado y no seleccionado.
[BC] [0] [0] [3]
* Bifurca incondicionalmente a [3]
2 [sd] [pilOTO] [ra^  îü]] |M - Olxx)]
* El tuple en fase de procesamiento pasa al estado de procesado y selec­
cionado
3 [bc] [p ILOTO] [m = OOxx) A  (CR = SEVILLA)] [l]
* Bifurca a [l] si existen en PILOTO nâs tuples no procesados 
[re] [pILOTO (PINOM)] [0] [(M = lOxx)] [a.E/s]
* En caso contrario lleva al A.E/S todos los tuples procesados y selec-
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cionado€
4 [al]
II.4.1.4.- Potencja selectlva del répertorie
Demostraremos aqui el carâcter complete del répertorie PCBD, 
es decir, que dispone, al menos, de la potencia selective del algebra y 
câlculo relacional. Para elle, solo utillzaremos las Instrucciones Basi- 
cas de Recuperacion.
La expresiSn de las operaciones del âlgebra relacional en ter­
mines del répertorie PCBD, que veremos seguidamente, solo tiene un inte- 
rës te6rico; demostrar la "completitud" relacional del mismo tal come fue 
deflnlda por Codd. La formulaciân de cualquier acceso, come acabamos de 
ver en la seccion precedents, se puede realizar directamente, sin necesi- 
dad de pasar por su expresiôn algebraica relacional.
- UNION:
La uniSn de estas dos relaciones estarâ formado por todos los 
tuples de S, y los de R no contenidos en S., .En la codificacion del progra- 
ma PCBD correspondiente supondremos que S y R no contiene tuples redon­
dantes. En caso contrario, bastarla realizar previamente una proyeccion 
sobre si misma de acuerdo al programs de esta operaciën relacional que 
veremos mâs adelante.
CodificaciSn de marcas en Rs m m.
0 0 tuples no procesados
0 1 tuple en fase de procesamiento
1 0 tuples procesados y seleccionados
1 1 tuples procesados y no seleccionados
Organlfirama;
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NO SI^Coincide con alguno?
SI iExisten en R mâs tuples no procesados?
NO
PIN
Tomar un tuple no procesado de R
Compararlo con todos los de S
Llevar todos los tuples de S al A.E/S
Asignarle la codificacidn de 
procesado y seleccionado
Asignarle la codificaciôn de 
procesado y no selecelonado
Marcar todos los tuples de R con 
la codificaciân de no procenados
Llevar los tuples procesados y seleccio­
nados de R al A.E/S
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Proqraina PCBD:
co RELACION DM CÜALIFICACION P.E.
[sd] w [0]
1 [ri] [r(D^f...iD^)] [(M=00xx)] [r^,... ,rJ
[bc] [s] [(D^=<r^>)A...A(D^=<r^>)] [2]
[sd] w K  ^ [(M=01XX)]
[bc] M M [3]
2 [sd] M &“o [(M=01xx)]
3 [bc] W [(M=00xx)] b]
[re] [S(D,....,D„>] M M [a .E/s]
[re]
[al]
[r (D^  .... f D^)] M [(H=10xx)] [a .E/s]
INTERSECCION
Lo mismo que en la Uni6n, supondremos que en S y R no existen 
tuples redondantes.
Codificacion de marcas en R; lo mismo que en el programa de la Union. 
Organigrama :
Compararlo con todos los de S
Tomar un tuple no procesado de R
Marcar todos los tuples de R con la 
codificacion de no procesados
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NO SIiCoincide con alguno?
SI iExisten en R mâs tuples no procesados
NO
FIN
Asignarle la codifica­
cion de procesado y no 
selecc ionado (11)
Asignarle la codifica­
cion de procesado y se­
leccionado (10)
Llevar los tuples procesados y selec­
cionados de R al A,E/S
Programa PCBD;
CO RELACION DM CÜALIFICACION P.E.
M W w
1 [ri] [r (D^,...,D^)] p r  m j [(M=00xx)] Pi ' • • • '’^ n^
[bc] [s] [(D^=<r^>)A ...A(D^-<r^>)] [2]
[sd] w [m=01xx)]
[bc] [0] !>] [3]
2 [sd] [R] D"o ^ [(M=01x x)]
3 [bc] M r(K=00xx)] B]
[re] [r (D^  f • • • #D^ )^] [•H=10xx)] [a .E/s]
Ia l I
-92-
- DIFEREWCIA! R(D^,...,D^) - S(D^,...,D^)
Teniendo en cuenta la definiclon de diferencia, el programa 
PCBD correspondient'j cc. identico al de la Unlân, sin mas que eliminar de 
este la instrucciôn de Recuperacion Externa que lleva al A.E/S todos los 
tuples de 5 (instrucciôn octava del programa).
- PRODDCTO CARTESIANO: R(D^ , .... ,D^) @ S(D',...,D^)
Para la realizaciôn de esta operaciôn habrâ que llevar al A.E/S 
la concatenaciôn de cada tuple de R con cada uno de los de S.
Codificaciôn de marcas: en R m m.
0 0 no concatenado con ningôn tuple de S
0 1 en fase de concatenaciôn con los tu­
ples de S
1 0 concatenado con todos los tuples de S
1 1
en S m m.
no utilizada
Organigrama:
O 0 no concatenado con el tuple de R en
fase de concatenaciôn
0 1 en fase de concatenaciôn con el tuple
de R en fase de concatenaciôn
1 0 concatenado con el tuple de R en fase
de concatenaciôn
1 1 no utilizada
Marcar todos los tuples de R con la 
codificaciôn de no concatenados
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ZExisten mâs tuples no concatenados 
en S7
SI
NO
iExisten mâs tuples no concatenados 
en R7
SI
NO
FIN
Pasar a fase de concatenado el tuple 
en fase de concatenaciôn de R
Tomar un tuple no concatenado de R 
y pasarlo a fase de concatenaciôn
Tomar un tuple no concatenado de S 
y pasarlo a fase de concatenaciôn
Llevar al A.E/S el tuple de R en fa­
se de concatenaciôn
Marcar todos los tuples de S con la 
codificaciôn de no concatenados
Llevar al A.E/S el tuple de S en fa­
se de concatenaciôn. Pasarlo a fase 
de concatenado
Programa PCBD:
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CO RELACION DM CÜALIFICACION P.E.
[sd] W S T i g M
1 [sd] [s] [0]
[ri] [r (d ^,...,d j ] pr.,] Q m=00x x)] [ri,...,rj
2 [ri] .... d;)] Sj.,] [jM=00xx)] [r^,. . .  ,rj
[re] [r (D^  r ■ • • »D^)] w [<M=01xx)] [a .E/s]
[re] [s (Di,...,d;>] K  9 [(M=o1xx)] [a . E/s]
[bc] [s] [(M=00xx)] [2]
[sd] M [(M=01xx)]
[bc] W [(M=00xx)] [1]
|a l |
- PROYECCION: r [l1; R(D^ ,• • • f (D;....»;) {D^  r■ • • f
Codificaciôn de marcas "o ”l
Organigrama;
0 0 tuples no procesados
0 1 tuples procesados y pertenecientes a la
proyecciôn
1 0 tuples procesados y no pertenecientes a
la proyeccion
1 1  no se utilisa
Marcar todos los tuples de R con la 
codificaciôn de no procesados
Tomar un tuple no procesado de R y 
pasarlo a la fase de procesado y 
perteneciente a la proyeccion
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SI fExisten mas tuples no procesados
NO
FIN
Llevar al A.E/S los dominios de pro- 
yecci6n de todos los tuples procesa­
dos y pertenecientes a la proyeccion
Pasar a la fase de procesados y no 
pertenecientes a la proyeccion 
todos los tuples de R cuyos dominios 
de proyeccion coincidan con los del 
anterior tuple
Programs PCBD;
CO RELACION DM CÜALIFICACION P.E.
[sd] H M
1 [ri] [r (d ],...,d^)] [(M=00xx)]
[sd] [r] ti"o ^ Q(M=OOxxWD'^=<r^>)A ... A(D^=<r^>)]
[bc] [r] [(M=00xx)] [1]
[re] [r (d ;,...,d^)] [(M=01xx)]
[al]
«
- COMPOSICIOH: R[P^ 0 ; R|Py,...,P^|, S|P|,...,P^|
Al iqual que en el Producto Cartesiano, en la Composition habrâ 
que llevar al A.E/S la concatenation de tuples de R con tuples do S. Sin 
embargo, en esta operation relacional solo se concatenan dos tuples de las
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respectivas relaciones si cumplen la comparacion 0 sus dominios de compo- 
slcion V . y P '..
j
en R
0 0 tuples no concatenados
0 1 tuple en fase de concatenaciôn
1 0 tuples concatenados
1 1 no usada
en S m 
o
m,
0 0 tuples no concatenados
0 1 tuples a concatenar con el tuple de R 
en fase de concatenaciôn
' 1 0 tuple en fase de concatenaciôn con el 
tuple de R en fase de concatenaciôn
1 1 tuples concatenados con el tuple de R
cn fase de concatenaciôn
Organigrama:
Marcar todos los tuples de R con la 
codificaciôn de no concatenados
Marcar todos los tuples de S con la 
codificacion de no concatenados
Tomar un tuple no concatenado de R 
y pasarlo a fase de concatenaciôn
Pasar a fase de a concatenar 
todos los tuples ue S cuyo dominio 
de composicion cumnla 0 con el del 
tuple de R en fase de concatenaciôn
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6Existen en S tuples a concatenar (01)7
SI
SI ^Existen mâs tuples no concatenados en R?
NO
FIN
Llevar al A.E/S el tuple de R en fase 
de concatenaciôn
Pasar a fase de concatenado (10) el tu­
ple de R en fase de concatenaciôn (01)
Pasar a fase de concatenaciôn (10) un 
tuple de S en fase de a concatenar (01)
Llevar al A.E/S el tuple de S en fase 
de concatenaciôn. Pasarlo a fase de 
concatenado (11)
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CO RELACION DM CÜALIFICACION P.E.
[SD] W [ 0 j
1 [sd] [ s ] R i g M
[ri] [r (D^ )]
p ; - , ]
[(M=00xx)]
t i l
[sd] [ s ] K - , ] [(D!0<r^»]
2 [bc] [ s ] [(M=01xx) ] [3]
[bc] [ 0 ] M M
3 [ri] t»o ÎÇ [(M=01xx)]
[re] [R (0^  , . . • , D^) ] M [(M=01xx)] [a .E/s]
[re] [s (d ;.... d;)] C"o [(M=10xx)] [a .E/s]
[bc] M W [ 2 ]
4 [sd] M ("o ^ [(M=01xx)]
[bc]
[ a d ]
M [(H=00xx)] [ 1 ]
- RESTRICCION: R|P^ 0 V .\ ; R{Vy . .. , i 4 i
Dada la poslbllidad de las cuallflcaciones PCBD de expresar bds- 
quedas por contexto de forma directa, la restriction relacional, tanto fî- 
sica como implîcita, se reduce a una sola instrucciôn. Refiriendonos al 
primer caso el programa PCBD serla:
[RE] [ R I P ; , . . . , 9 * 1 ]  M  [ IP ^  0 p y l ]  [A .E /S ]  
[A t]
- DIVISION: Rfp^ i Pjls ; R(P;,...,P*|, S(Pj,...,P^)
Como recientemente demostro Healey , la division relacional
es expresable en termines de las operaciones anterlores:
R [P^ * P j ]  S = r [üT ]  -  K R p T ^  « S [P '.]1  -  R) [ i g
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Por ello, su codificacion con instrucciones PCBD no es necesa- 
ria para demostrar el carâcter complete del reporterio.
II.5.- FUNCIONAHIENTO CONCURRENTE DEL PCBD
La organizacion MIMD del PCBD permits que cada una de sus cê- 
lulas ejecute, en el mismo intervale de tiempo, una cualquiera de las 
funciones elementales (primitivas) de su répertorie. Esta caracterîsti- 
ca se explota a nivel de la U.C. para conseguir dos propiedades fondamen­
tales del procesador;
1) acceso asociativo a nivel de relacion; asignando la misma 
primitiva de bûsqueda al conjunto de células que soportan 
dicha relacion.
2) procesamiento concurrente de las instrucciones: asignando 
diferentes primitivas a los diferentes conjuntos de câlulas 
que soportan cada una de las relaciones.
Todas las células funcionan sincronamente, es decir, sus res­
pectives elementos de memoria rotan sus dates bajo control de la misma 
base de tiempos. En un perîodo de revoluciôn, que denominareraos ciclo 
PCBD, cada célula ejecuta una primitiva de su repertorio recibida de la 
U.C. en el ciclo anterior. Merced al funcionamiento solapado de carga/ 
ejecuciôn, las células estân disponibles para ejecutar primitivas en 
cualquier ciclo.
La ejecuciôn de una instrucciôn PCBD comporta, en general, la 
ejecuciôn de una o dos primitivas en las células que soportan la relacion 
o relaciones referenciadas. Dependiendo de cada instrucciôn, esta" pri-
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mitivas habrân de ejecutarse durante un nümero determinado de ciclos. 
Atendiendo a ello podemos claslficar las instrucciones en très grupos:
Grupo 1.- Instrucciones que se ejecutan en la U.C. sin el concurso del 
conjunto de células (numéro de ciclos PCBD = 0).
Grupo 2.- Instrucciones que se ejecutan a traVés de una primitiva en un 
ûnico ciclo (numéro de ciclos PCBD = 1).
Grupo 3.- Instrucciones que se ejecutan por medio de una o dos primitivas 
en un numéro de ciclos dependiente de los datos e indeterminado a priori 
(numéro de ciclos PCBD = f (datos)).
En la tabla de la figura II-9 se muestran los ciclos de ejecu-
cion para cada una de las instrucciones del repertorio.
Diremos que una célula esta asignada a un programa PCBD cuan-
do en ella se ejecuta una primitiva correspondiente a la instrucciôn en
curso del citado programa. Para permitîr una polftica interrumpible (pre­
emptive) de asignaciôn de células (recursos de proceso) a los N progra- 
mas que concurrentemente se ejecutan en el PCBD con posibilidad de rea- 
sumir su ejecuciôn sin pérdida del proceso realizado, las instrucciones 
del grupo 3 ban de ser interrumpibles en cualquier ciclo, esto es, sus 
primitivas respectivas hem de realizar procesos reasumibles a partir del 
ôltimo ciclo ejecutadas.
En el PCBD, esta caracterlstica se consigne haciendo que las 
primitives procédantes de un mismo programa actuen sobre un ûnico campo 
de marca de los N disponibles en cada relaciôn. De esta forma, cada cam­
po de marca mantendrâ, en forma codjficada, el resultado de los procesos 
select!vos que en cada instante llcvan realizados los N programas en eje­
cuciôn.
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INSTRUCCIONES PCBD N“ de CICLOS PRIMITIVAS DE CELULA
LONGITUD DE TUPLE LT
:REAR CR 1
CODIGO DE RELACION CR
SLIMINAR EL 0 --
3ELECCION DIRECTA SD 1 MARCA MA
RECUPERACION INTERNA RI 1 RECUPERACION RE
RECUPERACION EXTERNA RE f(ntc) SALIDA SA
3IFURCACI0N CONDICIONAL BC 1 MARCA MA
80RRAD0 BO 1 BORRADO BO
INSERCION IN f(nti) INSERCION IN
SUMA SU 1 SUMA SU
RESTA RS 1 RESTA RE
SUSTITUCION SS 1 SUSTITUCION SS
MAXIMO MA 1 MAXIMO MX
MINIMO MI 1 MINIMO MI
PROMEDIO PR 1 NUMERO-TOTAL NT
TOTAL TO 1 NUMERO-TOTAL NT
NUMERO NU 1 NUMERO-TOTAL NT
SELECCION INDIRECTA SI f(ntc) TRANSMISION TR 
RECEPCION RC
ESPACIO ES 1 ESPACIO ES
SALTO CONDICIONAL SC 0 --
ALMACENAMIENTO AM 0 --
ALTO AL 0 --
CARGAR CA 0 --
Fig, II-9.- Tabla de instrucciôn PCBD con indicaciôn del numéro de ci­
clos de ejecuciôn y primitivas de celula asociadas.
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Las operaciones elementales que las primitivas realizan sobre 
los datos de los elementos de memoria de las células vienen impuestas 
por las exigencias somar.ticas de las correspondiente s instrucciones PCBD 
y podemos resumir en:
- Deteminacion de los tuples que cumplen una cualificacion: 
bûsqueda por contexto.
.- Modificaciones (suma, resta, etc.) de dominios
- Modificaciones de los bits de marca
- Funciones de agregacion (mSx, mîn, etc.) sobre dominios
- Salida de datos seleccionados
- Intercambio de datos entre células
- Insercion de datos
- Control del espacio libre de memoria
- Adscripcién de una célula a una relaciôn determinada
Una primitiva serâ, pues, la definiciôn del conjunto de tales 
operaciones que una instrucciôn PCBD necesita realizar, durante un ci­
clo, en una célula individual de las que componen la relaciôn o relacio­
nes referenciadas.
Antes de pasar a descrîbir el repertorio de primitivas ejecu- 
tables en cada célula estudiaremos el comportamiento funcional de esta 
filtima.
II.5.1.- Comportamiento funcional de una célula
Cada célula se compone de una elemento de memoria y otro de 
procesamiento. El primero contiene tuples pertenecientes a una ûnlca re­
laciôn Y codificados segûn el formate descrito en el apartado II.3.1. El
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segundo es un microprocesador no-numérico de propôsito especial con ca- 
pacidad para procesar todos los tuples del elemento de memoria durante 
un perîodo de revolution.
Bâsicamente, cada microprocesador consta de una Logica Opera- 
cional, donde tiene lugar el procesamiento de los tuples, y un Espacio 
de Memoria destinado a mantener la informaciôn que contrôla dicho proce- 
samiento y a almacenar los resultados generados (Fig. 11-10). La infor- 
maciôn de control define, tanto el significado del flujo serie de datos 
procedentes de la memoria rotante (formato) como las operaciones elemen­
tales que sobre ellos tienen lugar. La primera, representada por un con­
junto de paramètres que denominaremos de reconfiguraciôn, détermina la 
pertenencia de la célula a una relaciôn determinada. Los valores de es­
tes parâmetros se mantendrân, pues, invariables durante todo el tiempo 
que dura esta pertenencia. Los parâmetros que’ definen las operaciones 
elementales, denominados parâmetros operaciones, y los resultados de ta­
ies operaciones, se soportan sobre una zona del Espacio de Memoria com- 
puesta por dos bloques idénticos (1 y 2 en la Fig. 11-10) con funciones 
alternatives de carga y control. Esto es, mientras el bloque 1 dirige 
el procesamiento de la célula durante una revoluciôn, el bloque 2 es 
accedido por la U.C. para recoger los resultados generados en la ante­
rior revoluciôn y cargar los valores de los parâmetros operativos que 
definen las operaciones a ejecutar en la siguiente. Al finalizar toda 
revoluciôn se conmutan las funciones de cada bloque.
Cada célula dispone, ademâs, de dos vîas de comunicaciôn serie 
a través de las cuales se conectan a los buses de Salida e Intercambio. 
Por la primera transmitirâ a la U.C. los datos seleccionados en )as ope­
raciones de salida. La segunda, bidireccional, permite la comunicaciôn
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DATOS
DIRECCIONES
MEMORIA
ROTANTE
Bus de SalidaBus de Intercambio
CONMUTADOR
OPERACIONAL
PARAMETROS
DE
RECONFIGU-
RACION
ESPACIO DE MEMORIA
PARAMETROS I PARAMETROS 
OPERACIO- I OPERACIO- 
NALES Y RE, NALES Y RE 
SULTADOS I RESULTADOS
BLOQUE 1 ! BLOQUE 2
Figura 11-10
entre dos conjuntos de células para el intercambio directe de datos exi- 
gido en la instruction RI.
Las células son gobernadas desde la U.C. por medio de los bu­
ses de Direcciones y Datos. El primero permite la identification de ca­
da una de las células y la referenciacion individualizada de las posi- 
ciones de su Espacio de Memoria. Por el bus de Datos se realizarâ el in­
tercambio de information entre estas posiciones y la U.C. Las correspon- 
dientes a los paramètres operativos y de reconfiguration serân escritas 
en el curso de la carga de una primitiva; las que almacenan los resulta­
dos de operaciones, serân leîdas una vez que la primitiva ha sido ejecu- 
tada. Estos ultimes los denominaremos, en la description de las primiti­
vas, registres de la célula.
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II.5.1.1.- Primitivas de célula
Atendiendo al tipo de parâmetros que modifican, distinguiremos 
dos grupos de primitivas:
a) Primitivas de Reconfiguracién; asignan valores a los parâ­
metros internos de la célula que determinan su adscripcion a una relaciôn 
determinada. Estos parâmetros son dos: longitud de los tuples que sopor- 
ta y una direcciôn codificada. El primero es utilizado por los circuitos 
de sincronismo de la célula en el seguimiento de los datos de su elemen­
to de memoria. El segundo permite la referenciacion de las células que so­
portan la misma relaciôn. Las correspondientes primitivas son;
- LONGITUD (LT) 
formate: <LT> <VALOR>
funciôn: sincroniza el procesamiento de la informaciôn en
el elemento rotante y formatea todas sus posiciones 
de tuple, es decir, desactiva los bits A. Estos se­
rân los que se encuentren a distancias binarias mul­
tiple de VALOR.
- DIRECCION (DR) 
formato: <DR> <VALOR>
funciôn: posibilita la referenciaciôn de la correspondiente 
célula por el VALOR binario asignado
Ambas primitivas se utilizan desde la U.C. en la implementaciôn 
de la instrucciôn CREAR.
b) Primitivas Operativas: asignan valores a los parâmetros de 
la célula que definen en ella una funciôn de procesamiento: la corres­
pondiente en dicha célula a la funciôn global de una instrucciôn PCBD.
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El contenldo semantico coincidira, pues, en buen numéro de ellas, con 
el de las instrucciones de procedencia. Su formato general es:
<C0> <CM> <DM> <C> <DO> <0P>
donde el Codigo de Operaciôn (CO) especifica la funciôn a realizar sobre 
los Dominios (DO) de los tuples de la célula que curaplan la Cualificaciôn 
(C). En general, esta funciôn implicara la presencia de un Opérande (OP). 
Todos los tuples cualificados modificaran el Campo de Marcas (CM), segûn 
la Descripciôn de Marca (DM).
' Los campos DM y C tendrân la misma forma que la descrita en
las instrucciones PCBD. CM sera un valor,en binario, del numéro de orden 
que el campo de marcas utilizado ocupa en la relaciôn. Un dominio DO, 
vendra definido por el numéro de orden de su primer byte y el numéro de 
éstos que lo componen. Finalmente, OP seré una constante explîcitamente 
declarada o bien un nuevo dominio, en las modificaciones por contexto.
Las primitivas operativas son:
- MARCA (MA)
formato: <MA><CM><DM><C>
funciôn : todos los tuples de la célula que cusT)len C modifican 
CM segûn DM. Un bit del registre de estado (RE) de la 
célula (bit de cualificaciôn) seré activado si por lo 
menos existe un tuple que cumpla C. En caso contrario, 
dicho bit seré desactlvado.
utilizaciôn: a través de esta primitiva, la U.C. ejecuta las
instrucciones ce Selecciôn Directe (SD) y Bifurcaciôn 
Condicional (BC) . Para esta ultima la "O" lôgica de 
todos los bits de cualificaciôn correspondientes a
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las células de la relaciôn referenciada, determinara 
la condiciôn de salto global de la instrucciôn.
- RECUPERACION (RE)
formato: <RE> <CM> <DM> <C> <DOg>
funciôn: El primer tuple procesado de la célula que cunple 
C es marcado en CM segun DM. Ademas, los dominios 
DOg son recuperados en registres de la célula.
utilizaciôn: en la instrucciôn de Recuperaciôn Interna (Rl).
Hay que liacer notar que al exigir esta instrucciôn 
la recuperaciôn y marca de un ûnico tuple en toda 
la relaciôn, es necesario disponer de un mecanismo 
de comunicaciôn entre las células que la soportan 
capaz de invalidât en éstas todo el proceso poste­
rior al instante en que una cualquiera de ellas en- 
cuentre un tuple cualificado. En el apartado siguien­
te trataremos de este mecanismo.
- SALIDA (SA)
formato: <SA> <CM> <DM> <C> <DO^>
funciôn: los dominios DOg de todos los tuples de la célula 
que cumplan C son transmitidos al bus de Salida.
El campo CM de estos tuples es modificado segûn DM.
utilizaciôn: en la instrucciôn de Recuperaciôn Externa (RE).
Anâlogamente al caso anterior, es necesario dispo­
ner de mécanismes de comunicaciôn intercelulares 
para evitar que mâs de una celula, con tuples cuali­
ficados ocupando la misma posiciôn angular, accedan 
° simultâneamente al bus de Salida.
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BORRADO (BO) 
formato: <B0> <C>
funciôn: cl bit A de todos los tuples dç la célula que cum­
pla C es desactivado. Estos tuples son inopérantes 
en procesos posteriores. 
utilizaciôn: en la instrucciôn de Borrado (BO)
INSERCION (IN) 
formato: <IN> <0P>
funciôn: los tuples declarados en OP son almacenados en po­
siciones de tuple con el bit A desactivado; se ac­
tiva el bit A de estas posiciones. 
utilizaciôn: en la instrucciôn de Inserciôn (IN). Para evi­
tar que un mismo tuple se inserte repetidamente en 
la relaciôn referenciada por la instrucciôn IN, una 
primitiva de inserciôn se ejecuta exclusivamente 
sobre una ûnica célula.
SUMA, RESTA, SUSTITUCION (SU, RE, SS)
<SU>|
formato: { <RE>> <CM> <DM> <C> <DO> <0P>
<SS>J
funciôn: el dominio DO de los tuples de la célula que cumplen 
C, es sumado, restado o sustituido, respectivamente 
con (por) el operando OP. El campo CM de estos tu­
ples es modificado segûn DM. 
utilizaciôn: en las instrucciones de Suma (SU), Resta (RS) 
y Sustituciôn (SS), respectivamente.
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MAXIMO, MINIMO, NUMERO-TOTAL (MX, HI, NT)
<MX>
formatos ■ <MI>> <CM> <DM> <C> <D0>
<NT>
funciôn: con los dominios DO de todos los tuples de la celu­
la que cumplan C se calcula su valor mâximo, mfni- 
mo o nflmero-total respectivamente. Ademas, los tu­
ples cualificados son marcados en CM segûn DM. Los 
valores calculados se almacenan en registres inter­
nos de la célula.
utilizafciôn: en las instrucciones Maximo (MA) y Mfnimo (MI), 
respectivamente, las dos primeras primitivas; y en 
Promedio (PR), Total (TO) y Nûmero (NU), la tercera.
TRANSMISION (TR)
formato: <TR> <CM> <DM> <C? <D0>
funciôn: el dominio DO de cada tuple de la célula que cumpla 
C es transmitido al bus de Intercambio. Dichos tu­
ples son modificados en CM segûn DM.
• RECEPCION (RC)
formato: <RC> <CM> <DM> <OP>
funciôn: dispone a la célula para aceptar valores de dominio 
DOi procedentes del bus de Intercambio y formar en 
ella cualificaciones disyuntivas de la forma:
(DR 0DO^) V (DR Q DOg) V ... V (DR 0 DO^)
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En la revoluciôn siguiente marcarâ CM segun DM de 
todos los tuples de su elemento de memoria asocia- 
do que cumplan dicha cualificaciôn. El operando OP 
définira el dominio DR que interviens en la cuali­
ficaciôn, asî como el numéro mâximo p de valores 
DO^ que es capaz de aceptar en cada revoluciôn. Es­
te numéro, como veremos en el capxtulo III, depen- 
derâ de la longitud de los tuples que soporta. 
utilizaciôn de las primitivas TR y RC: la U.C. las utiliza 
conjuntamente en la realizaciôn de la instrucciôn 
de Selecciôn Indirects:
[si] [ri] [dMI] ( (D1 e D2) [R2j[pM2i [c] )
para ello, asigna a las células que soportan las 
relaciones RI y R2, respectivamente, las primitivas 
RC y TR con los siguientes valores para los parâ­
metros :
RI "  <RC> <CM> <DM1> <D1p>
R2 -<  <TR> <CM> <DM2> <C> <D2>
en el ciclo PCBD siguiente lâs células de R2 cuali- 
ficarân sus tuples con C y transmitirân valores de 
D2 a las células de RI a través del bus de Intercam­
bio. Simultâneamente, las células de RI construyen 
con estos valores una cualificaciôn disyuntiva que 
aplicarân, en el ciclo siguiente, a sus tuples.
En el diagrama de la figura 11-11 se muestra la uti-
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llzaclon de las células respectives de RI y R2 en 
el curso de la ejecuciân de RI. En cada ciclo CI 
se especifica la funciân de carga (C) y ejecuciôn 
(E), as£ como la dlsponlbilldad de las células por 
la U.C.,una vez comenzada la ejecuciôn.
r. r.
Cl C2 C3 \ c4
:
c
R2
E
R2 -«-- <TR>
primi. ant. <'TR> <TR>
:
\
'<TR>
C
RI
E
RI -«-- <RC>
primi.ant.
RI 1— \R2 RI R2 
cuali.disy.
RI R2 
cuali.disy.
disponibilidad de las células de RI ^  ~
Figura 11-11
V
- ESPACIO (ES) 
formato: <ES>
funciSn: détermina el numéro de posiciones de tuple libres 
(bit A •= 0) de la cêlula y los almacena en un re- 
gistro'.
utilizâciôn: en la instrucciôn Espacio (ES).
II.5.1.2.- Dependencies entre los procesos celulares
Desde un punto de vista operative, los procesos que se 
a efecto en las diferentes células que soportan una relacién, en et
DIBLiOTEOA
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so de la reallzaclôn de una instrucciôn, pueden ser independientes o de- 
pendientes entre sï. Los primeros se resuelven completamente en cada una 
de las células, sin condicionamiento de lo que ocurre en las restantes. 
As£, los procesos de marca de la instrucciôn SD son independientes. Tam- 
bién lo son los relatives a las instrucciones de agregaciôn. Cada célula 
évalua la funciôn correspondiente sobre el subconjunto de datos que so- 
porta, siendo la U.C. quien élabora la funciôn global sobre la relaciôn 
a partir de los datos parciales obtenidos de las diferentes células.
Los procesos dependientes, ya resenados en la utilizâciôn de 
las primitives afectadas, son motivados por dos tipos de causas: la de­
manda simultanés de un recurso unico por parte de dos o mas células (pri­
mitives de salida y transmisiôn) o bien, la propia naturaleza Je la 'ins­
trucciôn PCBD al exigir la actuaciôn sobre un unico tuple de la relaciôn 
cuya localizaciôn çelular es desconocida (primitive de recuperaciôn).
Estes procesos tienen, no obstante, un denominados comun: su 
realizaciôn esta condicionada al cumplimiento de una cualificaciôn. Elle 
signifies que con posterioridad a la constataciôn de tal cumplimiento y 
antes de desencadenar el proceso, cada célula debe asegurarse de ser la 
énica que lo realize. La soluciôn de este problems pass necesariamente 
por el estableciraiento de un control centralizado que arbitre los casos 
de simultaneidad.
El método que hemqs adoptado para el PCBD es el conocido como 
selecciôn por encadenamiento de prioridad (daisy-chaining) (^ )^ • Bâsica- 
mente consta de très lîneas de control conectadas a todas las células 
del CC y a una Unidad denominada de Gobierno, que consideraremos locali- 
zada en la U.C., aunque su funciôn independiente (Fig. 11-12). Cuando
- 1 1 3 -
en una célula un tuple cumpla la cualificaciôn generarâ una senal de Pe- 
ticion a la Unidad de Gobierno en demanda de autorizacion para realizar
CONCnSION
PETICION
OCUPftCION
C2 NC
Figura 11-12.- Selecciôn por encadenamiento de prioridad (daisy-chaining)
el proceso dependiente. SiiHulténeamente bloqueara la Ixnea de Concesiôn 
para todas las células de la cadena posteriorès a ella. La Unidad de Go­
bierno, si la linea de Ocupaciôn esta desactivada, responderé a esta y 
todas las peticiones que se hallan podido efectuar simultaneamente en- 
viando una senal por la lînea de Concesiôn. Esta, tan solo llegarâ a 
la célula, de entre todas las que hicieron la peticiôn, més prôxima a 
la Unidad de Gobierno. Dicha célula activaré la linea de Ocupaciôn a fin 
de evitar la concesiôn de nuevas peticiones mientras dura la realizaciôn 
del proceso.
Cada uno de los très procesos dependientes podrén tener lugar 
simultaneamente sobre très conjuntos de células diferentes. Por ello, cada 
célula (Fig. 11-13) serâ recorrida por très conjuntos independientes de 
lineas de Concesiôn (C), Peticiôn' (P) y Ocupaciôn (O).
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4----
4---
C(recujxiraciôn)
C(salida) ^
C E L U L A  - iC (intorcambjo) j
P(recuperaciôn
P(salida)
r(intorcanhio
0 (recuperaciôn)
O(salida)
0 (intercambio)
Bus de Salida
Bus de Intercambio
—
Figura 11-13
II.5.2.- Gestion de los recursos de proceso; Unidad de Coordinaci6n
Los recursos de proceso gestionados para la U.C. en la ejecu­
ciôn de los N programas PCBD que en ella residen los componen las NC cé­
lulas, el bus de Intercambio (I) y el bus de Salida (S). Cuando un recur­
so es utilizado por una primitive que corresponde a la instrucciôn en 
curso de un programs, diremos que esté asignado a dicho programa. Eviden- 
temen, los recursos I y S habrén de asignarse asociados a un conjunto de 
células.
En virtud de la descomponibilldad en ciclos de todas las ins­
trucciones PCBD, a excepciôn de la RI que exige, como vimos en el apar- 
tado anterior, dos ciclos consécutives de las células receptoras, la asig- 
naciôn de los recursos de proceso a los N programas en ejecuciôn se hara 
dinâmicamente, a intervalos de tienpo de un ciclo, siguiendo una polfti-
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ca que obtenga la mejor capacldad de servicio del sistema.
Cada apllcacion particular, en funciôn de las exigencies de 
su contexte de funcionamiento, caracterizaré, de foriua diferente, la ca- 
pacidad de servicio de su sistema. Asx, habrS aplicaciones que requieran 
una capacidad de procesamiento (throughtput) méxima independientemente 
de les retardes que ello pueda ocasionar a determinados accesos a la ba­
se. En este caso, la politics de asignaciôn se hara de forma que en ca­
da ciclo se utilice el maxime numéro de recursos de proceso. En otras 
aplicaciones interesa, por el contrario, proporcionar tiempos iniciales 
de respuesta pequenos para la totalidad de los usuarios de la base, es 
decir, minimizar las diferencias de tiempo existantes entre los comien- 
zos de respuesta de sus accesos respectives. La politics de asignaciôn 
de recursos, adecuada a estos objetivos, deberâ tender a no ejecutar 
instrucciones de RE de ningôn programa PCBD hasta tanto no se encuentren 
todos en fase de ejecuciôn de las mismas y, a partir de este momento, 
hacer un uso compartido del bus de Salida. Puede practicarse una politi­
cs de asignaciôn adecuada a una disciplina FIFO (First In, First Out) 
de servicio de accesos, este es, establecer un orden de prioridad fijo 
en los programas PCBD, coincidente con el orden de llegada. Es decir, 
que para cada caso la politics adecuada serS diferente.
A fin de perraitir el estableciraiento de la politics de asig­
naciôn de recursos que en cada aplicaciôn particular sirva del mejor mo­
do posîble a sus necesidades especificas, la U.C. sera soportada sobre 
un proccsador de ptopôsito general. De esta forma, la politics de asig­
naciôn sera implementada por software, con la inherente flexibilidad que 
ello le confiera.
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Aparte de la asignaciôn de recursos, la U.C., como vimos en 
el apartado 11.3.2, tiene otros cometidos. De forma esquemética, sus 
responsabilidades podemos resumirlas en cuatro:
1) Recoger los accesos compilados en forma de programas PCBD 
de la memoria central del ordenador principal.
2) Ejecutarlos segun la polîkica de asignaciôn de recursos es- 
tablecida.
3) Recuperar los datos seleccionados en cada uno de elles.
4) Transmitirlos a las areas de E/S respectives en memoria cen­
tral del ordenador principal.
Las dos primeras funciones se realizan en el Con trolador de 
Recursos y las dos restantes en el Controlador de Salida, que serén los 
dos componentes en que consideraremos dividida la U.C. (Fig. 11-14) El 
primero lo constituye el procesador de propôsito general, anteriormente 
mencionado, junto con su memoria central. El segundo sera un buffer y 
su circuiterfa de control con funcionamiento autônomo en la recepciôn 
de datos de las células. pero inicializado por el controlador de Recursos.
II.5.2.1.- Controlador de Salida
Su funciôn consiste en aceptar valores de dominio en forma sé­
rié a través del bus de Salida, almacenarlos temporalmente en un "buffer" 
y transmitirlos a la memoria central del ordenador principal via ADM (ac- 
ceso directo a memoria).
Cuando el PCBD ejecuta una instrucciôn de RE (Recuperaciôn Ex­
terna) sobre una relaciôn, el Controlador de Recursos inicializa:
a) El conjunto de células que soportan dicha relaciôn con la
-117-
primitiva de Salida (SA).
b) El Controlador de Salida con la definiciSn del Area de E/S 
especificado en RE, esto es, la direction inicial y nûmero 
de palabras referidos a memoria central del ordenador prin­
cipal.
ORDENADOR PRINCIPAL
U.C.
CONTROLADOR DE RECURSOS
CONTROLADOR 
DE SALIDA
MEMORIA PROCESADOR 
DE PROPOSITO
"BUFFER"
CENTRAL GENERAL ë DE SALIDA
CONJUNTO DE CELULAS BUS DE SALIDA
Fig. 11-14.- Estructura general interna de la Unidad de 
Coordinaciôn
En los sucesivos ciclos de la memoria rotante, las células 
transmiten valores de dominio de tuples que cumplen la cualificaciôn de 
RE, al "buffer" de salida. Este proceso se interrompe cuando:
a) La instrucciôn de RE finaliza, habiéndose transmitido todos 
los tuples cualificados. El Controlador de Salida transfie- 
re el contenido del "buffer" al A.E/S.
b) El "buffer" de salida se llena. El Controlador de Recursos
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interrumpe la salida de datos de las células hasta hacerse 
la transferencia del "buffer” al ordenador principal,
c) El Controlador de Recursos decide asignar el bus de Salida 
a otro programa PCBD. El contenido del “buffer" se transmi­
te al ordenador principal y se guarda en el Controlador de 
Recursos la definicion del A.E/S pcndiente, hasta que de 
nuevo se reanudg la instrucciôn RE.
11.5.2.2.- Controlador de Recursos
En cada ciclo, el Controlador de Recursos establece una corres- 
pondencia entre el conjunto de instrucciones actuales de cada programa 
PCBD y los recursos de proceso disponibles: células, bus I y bus S.
Très tipos de informaciôn contendra la memoria central del Con­
trolador de Recursos (Fig. 11-15).
MEMORIA CENTRAL DEL CONTROLADOR DE RECURSOS
PROGRAMAS OCBD
PROGRAMA
OPERATIVO
TABLAS DE 
* INFORMACION
Fig. 11-15.- Mapa de memoria del Controlador de Recursos
a) Conjunto de programas codificados con instrucciones PCBD recibidos 
del ordenador principal.
b) Conjunto de Tablas de Informaciôn referentes a la distribucicn celu- 
lar de relaciones, estado de ejecuciôn de los programas, ôrdenes de 
prioridad, etc., necesarias para la asignaciôn de recursos.
c) Programa Operative que implementa la polîtica de asignaciôn de recur-
\
SOS establecida
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Las informaciones a) y b) seran, pues, los datos para ol Pro- 
grama Operativo. Esto es, los programas PCBD son interpretados con ayu- 
da de las Tablas de Informaciôn por el Programa Operativo, unico que fî- 
sicamente se ejecuta en el procesador general y que utiliza el conjunto 
de células como unidades de E/S.
Un organigrams general de las tareas llevadas a cabo por el 
Programa Operativo en un ciclo PCBD se muestra en la Fig. 11-16. Tras 
el analisis de las N instrucciones actuales de los programas PCBD, se 
détermina, para cada una de ellas, los recursos de proceso, células y 
buses, que necesitan. Cuando mas de una instrucciôn reouiere para su rea­
lizaciôn un mismo recurso, éste se le asignarâ a la correspondiente al 
programa PCBD que resuite roâs prioritario al aplicar la politics de asig­
naciôn establecida. Una vez creada la correspondencia entre programas 
PCBD y recursos, el Programa Operativo construiré el conjunto de primi­
tives y lo distribuirS por las células. Ejecutadas las primitives, actua- 
lizaré las Tablas de Informaciôn con los resultados obtenidos. Si algün 
programa PCBD finalize, interrumpirâ al ordenador principal indicando 
su disponibilidad para aceptar uno nuevo.
Una polîtica de asignaciôn de recursos que permite poner de 
manifiesto, de forma clara, las ventajas de la organizaciôn MIMD del 
PCBD frente a la SISD de otrosprocesadores, résulta de aplicar una dis­
ciplina tipo FIFO al flujo de accesos que llegan al PCBD, con restric- 
ciones de precedencia para los accesos de actualizaciôn. Esta polîtica 
podemos definirla en los siguientes téminon:
a) A todos los programas racibidos del ordenador principal se 
le asigna un orden de prioridad coincidente con el orden 
de llegada.
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PROGRAMAS PCBD
TABLAS DE INFORMACION
CONTADORES DE PROGRAMA 
ESTADDS
REGISTROS INTERNOS
LOCALIZACION CELULAR 
DE LAS RELACIONES
PRIORIDADES
'SALIDA DE DATOSI 
J CUALIFICADOS 1 
, (CONTROLADOR DE ' 
^SALIDA) /
I EJECUCION DE PRIMITIV&S ' 
t EN EL C.C. !
i FINALIZA ALGUN PRO­
GRAMA ?
SI
ANALISIS DE LAS INS 
TROCCIONES ACTUALES
ACTUALIZACION DE LAS TA­
BLAS DE INFORMACION
PETICION AL ORDENADOR 
PRINCIPAL DE UN NUEVO 
PROGRAMA
DETERMINATION DE LOS 
RECURSOS QUE CADA INS­
TRUCCION NECESITA
CREATION Y DISTRIBUTION 
DE PRIMITIVAS SOBRE EL 
C.C.
RECOGIDA DE DATOS INTER- 
MEDIOS GENERADOS EN LAS 
CELULAS
RESOLUTION DE CONFLIC- 
TOS CUANDO MAS DE UNA 
INSTRUCCION NECESITA 
UN MISMO RECURSO
Fig. 11-16.- Organiigrama General del Programa Operativo
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b) Los recursos de proceso demandados en cada ciclo se asignan 
siguiendo el orden de prioridad.
c) Un programa correspondiente a un acceso de actualizaciôn de 
la base (inserciôn, nodificaciôn o borrado) bloques todas 
las relaciones en él referenciadas, para todos los accesos 
de menor prioridad, y le son bloqueados los referenciados 
por accesos de mayor prioridad.
En su implementaciôn, el Programa Operativo mantendrâ, para . 
cada programa PCBD en ejecuciôn, los recursos bloqueados por los accesos 
de actualizaciôn (Tabla de Recursos Bloqueados, Fig. 11-17). Tarobiln man- 
tendrô, en la Tabla de Recursos Asignados, la contabilidad de los dis­
ponibles en cada instante de un ciclo PCBD.
Un organigrams de la fase de asignaciôn de recursos correspon­
diente a esta polîtica se muestra en la figura 11-17.
Con esta polîtica, el programa, mâs prioritario P1, dispondrâ 
en cada ciclo PCBD de la totalidad de los recursos de proceso, es decir, 
se ejecutarâ a la misma velocidad que lo hiciera en una organizaciôn 
SISD. Ademâs, los recursos no utilizados se irân asignando a los sucesi­
vos programas en orden ascendente de prioridad. De esta forma, cuando 
el programa PI finaliza, los restantes programas P2,...,PN se encontra- 
rSn en una fase de ejecuciôn mSs o menos avanzada. La cantidad de proce­
samiento realizada sobre P2,.,.,PN al finalizar PI serâ una medida de 
las ventajas de la organizaciôn MIND frente a la SISD. La Figura 11-18 
muestra, en forma grâfica, la ejecuciôn concurrente de très programas 
PI, P2 y P3, siguiendo la citada polîtica de asignaciôn. Para cada ci­
clo CI se indica la asignaciôn de recursos a los programas, esto es.
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' Detenninaciôn de los recursos de i
*{ proceso para la instrucciôn ac- 
I tuai del programa I
TAUUi DE RECURSOS BLOQUEADOS
PI P2 - - - PN
Bloqueados para 
el programa I
NO
' Recursos ya 
utilizados
SI
NO
Asignaciôn de los recursos 
demandados
RECURSOS ASIG/NO ASIG
Mas recursos 
disponibles
SI
1 r
\ ' /
NO
r
1 = 1 + 1
y /  NO
' SI
f
FIN DE LA ASIG­
NACION DE RE­
CURSOS r
Distribuciôn de Primitivas 
a las células
Fig. 11-17
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cëlulas de las relaciones RI(I = 1,...,4), bus S y bus I. A la derecha 
de cada instrucciôn hemos especificado el numéro de clicos PCBD que du­
ra su ejecuciôn.
PROGRAMA PI N.C.
[sb] [ri J 1
[si][r 1,R2] 3
[re] [r2] 3
[al] 0
PROGRAMA P2 N.C.
[ma] [r3] 1
[sdJ [riJ 1
[sd] [ri] 1
[si][r 1,R4] 2
[re] [r4] 1
[al] 0
PROGRAMA P3 N.C.
[pr] [r2] 1
[sd] [r 3] 1
[sd] [r 3] 1
[re] [r4] 4
[al] 0
Cl C2 C3 C4 C5 C6 C7 C8 C9 CIO Cil C12
P3 R2 R3 R3 R4,S R4,S R4,S R4,S
P2 R3 RI RI
RI,
R4,I
RI
R4,I R1,I R4,S
PI RI RIR2,I
RI
R2,I
RI
R2,I RI R2,S R2,S
FIN DE PI 
Fig. 11-18
FIN DE P2
FIN DE P3
Es évidente que, cuanto mayor sea la diversification de las 
referencias en los programas PI, mayor serâ el rendimiento conseguido 
por el PCBD. Una adecuada polftica en este sentido, mantenida en el or­
denador principal respecte a los accesos enviados al PCBD, mejorarâ la 
performance global del sistema.
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C A P I T U L O  I I I  
I M P L E M E N T A C I O N  F I S I C A  D E L  P R O C E S A D O R
1II.1.- INTRODDCCION
Las caracteristicas funcionales del PCBD, estudiadas en el 
Capitule anterior, se han establecido teniendo presente, en todo memen­
to, las actuales posibilidades de la tecnologia hardware. Ello signifi­
es que muchos de los factores de implementaciôn, que trataremos en el 
presente capftulo, han influenciado su estructura conceptual.
En la implementaciôn fisica, la mayor complejidad gravita so­
bre los roicroprocesadores no-numericos del Conjunto de Células. Sin em­
bargo, hay que subrayar el carécter repetitive de estos elementos con 
la favorable repercusiôn que ello supone a la hora de una realizaciôn. 
Ademâs, el numéro de elementos actives y lineas de comunicaciôn ectej- 
na de los mismos se mantiene dentro de los limites que exigen las ac­
tuales técnicas para ser posible su integraciôn en un ünico "chip". No 
obstante, su construcciôn a partir de componentes MSI y LSI, actualmen- 
te en el mercado, résulta perfectamente factible (').
Las funciones de la Unidad de Coordinaciôn, como hemos men­
cionado en el capitulo anterior, se soportan sobre un procesador de pro­
pôsito general al que se conectan las células como periféricos conven- 
cionales. Para ello se puede utilizar un microprocesador "bit slice" com­
pletamente compatible con algûn miniordenador, que disponga de un soft­
ware potente (por ejemplo PDP-11), a fin de facilitar la codifIcaciôn 
de los programas correspondientes, especialmcnte el que implementa la 
politics de asignaciôn de recursos.
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III.2.- ESTRUCTURA INTERNA DE LAS CELULAS
La estructura interna de las células del PCBD dériva de las 
funciones que realiza y de la naturaleza rotante de los elementos de me­
moria. En general, el proceso global P que una célula lleva a efecto 
en la ejecuciôn de una primitive sobre cada tuple T de su elemento de 
memoria asociado, podemos descomponerlo en la suma de los siguientes sub- 
procesos sobre T :
ptn = cm + A[Ti + sm + im + Eiri
donde: C(T) détermina el cumplimiento o no de una Cualificaciôn por T 
AIT) realiza las operaciones de tipo Aritmético, sobre dominios
de T exigidas por las primitivas de modificaciôn y agregaciôn. 
5(T| transmite dominios de T hacia el bus de Salida 
I(T) transmite dominios de T hacia el bus de Intercambio 
E(T) sustituye campos de marca y dominios de T antes de procéder 
a su Escritura en el elemento de memoria. También inserta 
tuples nuevos.
Todos estos subprocesos han de realizarse a la velocidad de 
paso de T por la célula y no son, en general, independientes:
- el resultado de C condiciona la ejecuciôn de los subproce­
sos S, T y E
- los datos generados en A deben estar disponibles antes de 
comenzar E
- A no esté condicionado por C,puesto que la toma en conside- 
raciôn de los dominioc operados es responsabilidad de E
Las dependencias anteriores obligan a la descomposiciôn tem-
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poral del proceso P en dos fases consécutives :
F,(T) « CIT) + A(r|
FglTI « S(T| + I in f FIT)
Los subprocesos con^nentes de cada una de estas fases, al 
ser Independientes entre s£, podrân realizarse simultaneamente, es de­
cir, en paralelo. No obstante, la fase F^  no podrS comenzar hasta que 
la Fj haya finalizado completamerte, serâ pues necesario retardar la lle­
gada de T a Fg hasta que haya sido procesado completamente en Fj. En la 
figura III-l, se represents el diagrama de flujo de datos y proceaamien- 
to de una célula.
FI
F2
-- B. de Intercambio
B. de Salida
Figura III-l.- Flujo de datos y procesamiento de una célula
Una célula se organizarâ, pues, internamente como una estruc­
tura del tipo "pipe-line” con dos fases de procesamiento, conponiéndose 
cada fase de procesos paralelos.
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III.2.1.- Elementos de memoria
Los tuples de cada célula estân soportados sobre un registre 
de desplazamiento rotante de 1/2 H bits de capacldad, construido con tec- 
nologfa CCD (^). El acceso (lectura y escritura) a su informaciôn serie 
tiene lugar a través de una ûnica posiciôn de bit (Fig. III-2).
LECTURA
ESCRITURA
t_n_n__
Figura III-2.- Elemento de memoria de una célula
La informaciôn rota bajo control de una base de tiengio t a 
una frecuencia que dependeré de las caracterîsticas de la memoria utili- 
zada, pero comprendida entre 1 MHz. y 10 MHz.
También se podrîa utilizar para tal funciôn memories de tec­
nologia "bubble" (^). Desde un punto de vista lôgico su comportamiento 
es idénticd al que presentan los CCD; también su capacidad de almacena- 
miento es comparative, no obstante, al ser su frecuencia de funcionamien­
to un orden de magnitud inferior, la velocidad de procesamiento de la 
célula no se aprovecharla al méximo.
III.2.2.- Elementos de procès«miento
El diagrama general de bloques de cada microprocesador no- 
numérico (^ ) o elemento de procesamiento de las células se muestra en 
la figura III-3.
Se compone de cinco unidades bâsicas: Cualificaciôn, Aritmé-
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LINEA DE LECTURA
UHIDAD DE UNIDAD 
r— ) ARITMETICACUALIFICACION
CCD
SECCION DE
CONTROL
UNIDAD DE UHIDAD DE
SALIDA INTERCAIIBIO ESCRITURA
ESCRITURA
L. DE SALIDA L. DE INTERCAMBIO
Figura III.3.- Diagrama de Bloques de una célula
tica, Salida, Intercambio y Escritura, coordinadas por la seccion de Con­
trol. Las dos primeras actâan en paralelo en la fase Fj de procesamien­
to de un tuple que denominaremos fase de lectura. Las très restantes lo 
harén en la fase Fg o fase de escritura. Un Registre de Desplazamiento 
eerie con capacidad para contener un tuple de maxima longitud permitida 
en el PCBD, retardaré el comienzo de la fase de escritura hasta que la 
de lectura haya finalizado.
Las diferentes posiciones del Espacio de Memoria correspondien­
tes a los parâmetros de funcionamiento y resultados generados, las con­
sideraremos localizadas en la unidad sobre la que actuan.
Supuesto Inicializado con todos los valores de los parâmetros
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correspondientes a una primitiva, el conç>ortamiento funcional del micro­
procesador podemos describirlo como sigue. A la velocidad de desplazamien­
to de la CCD, la Unidad de Cualificaciôn compara secuencialmente, en el 
orden de llegada, los dominios de un tuple con las constantes de Crite- 
rio de busqueda. Paralelamente, si se trata de alguna primitive de agré­
gation o modificacion, la Unidad Aritmética operarS sobre el correspon­
diente dominio. Para el âltimo caso, el dominio modificado es transmiti­
do a la Unidad de Escritura. El Registre de Desplazamiento desfasa la 
llegada del tuple a la Ifnea de escritura, esto es, cuando se conoce el 
resultado de la evaluacién de la cualificaciôn todo el tuple se halla 
contenido en él. En este punto, dependiendo de la primitive en ejecuciôn, 
determinados dominios del tuple podrén derivarse hacia la lînea de sali­
da o de intercambio por las correspondientes unidadesi paralelamente, la 
Unidad de Escritura, previa sustituciôn de campos de marca y dominios, 
si la cualificaciôn ha sido satisfecha, reescribiré de nuevo el tuple 
en la CCD.
En la Secciôn de Control se generan todas las senales (micro- 
ôrdenes) que gobiernan el flujo de datos y funciones de procesamiento 
que tienen lugar en las diferentes unidades de la célula durante la eje­
cuciôn de las primitivas. No obstzmte, por motives de exposition, consi­
deraremos asociadas a cada unidad los circuitos de generation de sus mi- 
croôrdenes especificas.
A fin de identificar el formato -implicite en la CCD- del tu­
ple en procesamiento, la Secciôn de Control genera dinâmicamente dos nu­
méros binaries cuyos valores coinciden, en todo instante dé tiempo, con 
el numéro de orden dentro del tuple que ocupan los bytes en fase de lec­
tura y escritura.
- 1 3 3 -
A estos ndmeros los denomlnamos Campos Imaglnarios de Lectu­
ra y Escritura, respectivamente, (CIL y CIE); sus valores irân desfasa- 
dos en una cantidad igual a la longitud en bytes del Registre de Despla­
zamiento .
Antes de pasar al estudio de las diferentes unidades, hemos 
de resenar que, por motives de simplicidad en los esquemas, todas las 
zonas duplicadas del Espacio de Memoria de la célula que hacen posible 
el solapamiento de las funciones de carga y ejecuciôn, se han dibujado 
una sola vez, indicandose con un doble recuadro su naturaleza (Figura 
III-4).
CÔNMÜTADOR
Figura II1-4
III. 3.- Unidad de Cualificaciôn: bfisquedas por contexte
Sobre esta unidad recaen los procesos de busqueda de la célu­
la. Su capacidad selective de datos condiciona la eficiencia global del 
procesador en este tipo de funciones que son, por excelencia, las tlpi- 
cas de BD.
Aunque se ha propuesto el acceso por contenido en diferentes 
procesadores de BD (^ ) (®), es importante, ademâs, que los datos puedan 
sele'.'cionarse en el contexto de su estructura lôgica. La direccionabili- 
dad por contenido represents en los procesadores no-numéricos lo que
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el direccionamiento directo en los de tipo Von Neumann (^). De la mis­
ma forma que este direccionamiento es esencial para tales procesadores 
pero su utilizâciôn résulta poco flexible en el acceso a estructuras de 
datos propias del tratamiento numerico como puedan ser, por ejemplo, los 
vectoriales, la direccionabilidad por contenido de los procesadores no- 
numéricos résulta inadecuada para expresar, en forma simple, determina­
dos criterios de busqueda fundamentales en los lenguajes de recuperaciôn. 
Extendiendo la analogla, podemos decir que el acceso o bôsqueda por con­
texto represents en los procesadores no-numéricos lo que los diferentes 
tipos de direccionamiento (relativo, indexado, etc.,) représentant en los 
ordenadores convencionales.
La Unidad de Cualificaciôn de las células del PCBD disponen 
de la capacidad de acceso por contenido y contexto. Esta ôltima, tradu- 
cida a la terminologie relational, y como vimos en el apartado 1X4.1.4, 
se reduce a la posibilidad de realizar, de forma directa, operaciones 
de 6-restricciôn. Esta unidad determinaré, en el curso de un ciclo PCBD, 
qué tuples del elemento de memoria asociado cumplen una funciôn boolea- 
na de la forma:
B =Vr. 6 B =Ar. {Il
i *■ i *■
donde cada término serâ una condiciÔn simple exigida al campo de mar­
ca (término de marca) o a los valores de dominio (término de datos). El 
primero permite encadenar funciones del tipo (1) y expresar asi funcio­
nes booleanas de cualquier complejidad, ya que éstas serân siempre des- 
con^nibles en una disyunciôn (conjunciôn) de conjunciones (disyuncio- 
nes). Los términos de datos, como quedô expuesto en el apartado II. 2.3.1,
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pueden ser de dos formas;
1.- 0 CrE; 0€{< -, permitiendo la comparaciôn de
un dominio con una constante externa: busqueda por contenido.
2 . -  p  . 0 p  .; [Â, / j), permitiendo la comparaciôn de dos domi-
j .
nios de un mismo tuple : busqueda por contexto.
Desde un punto de vista operativo, esta unidad realiza las 
siguientes funciones:
1.- Determinaciôn de los tuples activos
2.- Evaluaciân del término de marca
3.- Evaluacion de los términos de datos
4.- Evaluacion de exprèsiones disyuntivas de términos de da­
tos cuando la célula funciona como receptora en operacio­
nes de intercambio.
Las très primeras se realizan en forma "pipe-line" sobre las 
respectives subunidades (Fig. III-5). La cuarta, al igual que la terce- 
ra, se realiza sobre el Evaluador de Términos de Datos pero con el auxi- 
lio de los Registros de Retencién de Dominios.'
Estudiaremos, a continuaciôn, la estructura y funcionamiento 
de cada una de estas subunidades.
III.3.1. - Detector de tuples activos
La funciôn de esta subunidad no es propiamente de cualifica­
ciôn: détermina la existencia o no de un tuple activo en una posiciôn 
de tuple de la CCD. Sin embargo, licha deteiminaciôn, al condicionar to­
do el proceso posterior de la celui a, comenzando por la evaluacion de
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LINEA DE LECTURA
CARGA DE 
LA CUALI-: 
I'-ICACION
EVALUADOR DE
TERMINOS DE DATOS
a Seccion de Control
DETECTOR DE
TUPLES
ACTIVOS
REGISTROS DE 
RETENCION
EVALUADOR DE
TERMINOS DE MARCA
Figura III-5.- Unldad de Cualificaclon
la cualificaclon, la hemos incluido dentro de esta unidad.
Su estructura operative la constituye un biestable sîncrono 
D (Figura I1I-6) cuya entrada es la LINEA DE LECTURA, procédante de la 
CCD, y cuya salida de ACTIVACION indicard a la Secciôn de Control de la 
célula, durante el intervalo de lectura de la posici6n, la existencia o 
no de un tuple activo. Su carga se realiza con una senal CT, generada 
en la Seccion de Control en sincronismo con la lectura del primer bit 
(bit A) de cada position de tuple. La desactivaciôn (puesta en baja del 
biestable) la realiza también la Seccion de Control a travês de la senal 
FT (fin de tuple) coincidîendo con la lectura del ultimo bit.
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FT
CT >
ACTIVACION
LINEA DC LECTURA
_____ POSICION DE TUPLE -----p\
1
DOMINIOS î A C. DE flARCAS DOMINIOS î A C.-DE HARCAS
FT -Jt
ACTIVACION
CT n_____________
; A=1 (tuple activo) ;
jC A=0 (posicion de tuple vacia)*^
ni_
_ f i _ _
Figura III-6.- Detector de tuples actives y senales asociadas
III.3.2.- Evaluador de termines de marca
El termine de marca de una cualificaciôn (ver apartado
II.2.3.1) es una expresion booleana conjuntiva o disyuntiva simple de 
termines U  ' 4).•
■ ù ,
donde cada es una comparacidn de un bit de marca con un valor bi- 
nario constante (1,0). No todos les bits de marca han de formar par­
te de un tirmino T^.
A efectos operatives, un têrmino vendra definido pors
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1.- Una configuraciôn binarla de cuatro bits, denominada con- 
flquracion valor, con los valores binaries constantes de en las posi- 
ciones correspondientes y les restantes irrelevantes.
2.- Una configuracion binaria de cuatro bits, denominada con- 
figuracidn mascara, con valor "1" en posiciones correspondientes a los
que forman T^, y "0" en los restantes.
3.- Un valor binario de la variable H(y/o) para fijar el ca- 
râcter conjuntivo o disyuntivo de T^.
Asî, los termines 5 |M = J X 0 x) y = |M cf I 0 o x) 
vendran definidos pori
c. valor = T 0 0 0 
c. mascara " 1 0  1 0  y 
M(y/o) = 1
c. valor = 1 0  0 0
c. mSscara = 1 1 1 0  
™(y/o) = 0
Ademas de la expresiôn de T^, la primitive correspondiente 
especiflcarâ en <CH> el caropo de marca concreto, de los N existantes, 
sobre cl cual operarâ la cualificaclon.
La estructura operative de esta subunidad se muestra en la 
Fig. III-7. Bësicamente consta de los registres que mantienen los para­
métrés de definicién de (R. VALOR, R. MASCARA y R. CM), un Registre 
de MARCA donde se cargan secuencialmente y en forma serie los campes de 
marca, a medida que sus correspondientes tuples son procesados, y un Ope- 
rador Booleano donde propiamente se realiza la evaluaciSn.
Las variables T M (c * cuya activacion coincidi-
râ con la presencia de los sucesivos campes de marca en la Ifnea de lec­
ture, se generan en la Secci6n de Control y permiten la carga en R. MARCA
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d e l  campo seleccionado en R.CM
Slendo V^, rtt, |Z = las variables de salida corres­
pondientes a cada uno de los registres, la ecuacion lôgica del operador 
booleano serS:
4   4 ______
STM = Î//0 { A  [mJ + (v. f i MO]} + ÿTF { V  ['” / *  IvTTilTI])
donde l a  v a r ia b le  y /o  determ inarS  e l  t ip o  c o n ju n tiv o  o d is y u n tiv o  de T^.
La variable STM, cuyo estado indicarâ el cumplimiento o no del termino 
de marca por el tuple en fase de procesamiento, serS llevado a la Seccidn 
de Control.
III. 3.3.- Evaluador de termines de dates
El nCtmero de termines que pueden entrar a formar parte en una 
expresion booleana de cualificaclon, evaluable en una revoluciôn de la 
memoria rotante, constituye une de los factores déterminantes de la ca- 
pacidad de procesamiento de los dispositivos de lâgica distribuida. En 
efecto, este valor fijarâ el nâmero de revoluciones necesarias para re­
solver un determinado acceso por contenido. En la mayorfa de los proce- 
sadores propuestos (^ ) esta capacidad va ligada al numéro de comparadores 
disponibles en los elementos lôgicos de las células. Asï, RAP (®) s6lo 
puede evaluar directamente cualificaciones por contenido con el numéro 
de tërminos igual al de conparadores, Evidentemente, esto supone una li- 
mitaciôn a la hora de procesar relaciones de grado elevado con criterios 
selectivos que referencian un gran numéro de dominios.
En el PCBD hemos superado esta limitaciân disenando el Evalua-
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CARGA DEL 
TERMING 
DE MARCA
TML„ >—
TML^ V-
TML.,H
t>-
M(Y/0)
STM <■
CM
1
=[)» I R. VALOR (V)
MASCARA (n)
„uv
R. MARCA (M)
f :
OPERADOR
BOOLEANO
'L. DE LECTURA
tuple
DOMINIOS DOMINIOS
TML
TML.
TML
-41-
-L,
Figura III-7.- Evaluador de termines de marca y senales de con­
trol asociadas.
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dor de Terroinos de Datos con capacidad para resolver directamente una 
cualificaclon conjuntiva o disyuntiva simple con tantos termines como 
dominios tenga la relacicn y utilizando un solo comparador (^®). Para 
ello, las constantes de comparacion se llevan dinamicamente al compara­
dor, a medida que los correspondientes dominios se leen de la memoria 
rotante.
Otro factor importante que contribuye a la capacidad selecti- 
va de los dispositivos de logics distribuida lo constituye la posibili- 
dad de evaluar directamente criterios de bûsqueda por contexto. Esta ca- 
racterîstica, puesta ya de manifiesto en el capitule anterior, también 
ha sido incorporada al Evaluador de Termines de Marca.
Esquematicamente, esta subunidad se compone de una memoria 
para soportar la expresiSn booleana de cualificaclon, y un comparador 
dciide se efectuan las evaluaciones individuales de cada termino, a medi­
da que los dominios referenciados se leen de la CCD (Fig. III-8).
MEMORIA
CUALIFICACION
LINEA DE LECTURA
1 ■■■
1 1 CTE
1(2) (1)j
COMPARADOR
x z
Y/o _ 4  BS
T
STD
Figura IH-8.- Esquema simplificado del Evaluador de Termino de Datos
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Cuando el termino es de la forma 9 CTE (contenido), en sin­
cronismo con la llegada a la entrada (1) del comparador, del valor de P^ 
procedente de la Ifnea de lectura, la memoria posiciona a la entrada (2) 
la constante CTE correspondiente, asl como el operador 0. Una vez efec- 
tuada la comparacion, se mémorisa el resultado en el biestable de sali­
da BS, realizandose la "Y" u "O" iGgica con los resultados de los terrni- 
nos anteriores, aegfin sea el carScter de la cualificaciSn (conjuntivo o 
disyuntivo).
Cuando el termino es de la forma P • 0 P • con j < Â. (contexto) ,
}
el valor del dominio que antes se lee de la CCD, en nuestro caso Py, se 
carga en la memoria para hacer el papel de constante CTE a la llegada 
del valor del segundo dominio P^. A partir de este punto, la evualuaciân 
tiene lugar en idéntica forma al caso anterior.
En el diseno de esta unidad, se podria utilizar, para sopor­
tar las constantes de la expresién booleana de cualificaciôn, un regis­
tre de desplazamiento circular que rotase su contenido en sincronismo 
con la CCD (^). Sin embargo, el mantenimiento de la generalidad de la 
célula para relaciones de cualquier longitud (grado), obligarla a dise- 
narlo con longitud reconfigurable entre amplios valores (mSximo y mfni- 
fflo permitidos a los tuples) ocasionando una excesiva conplejidad. Por 
otra parte, la utilizaciôn de una memoria tipo cola (FIFO) que, en prin­
ciple parecerfa adecuada,.lîmîtarfa el tamano de la cualificaciôn a la 
insuficiente capacidad de los que actualmente existen en el mercado, ade- 
mâs, séria necesario que la cola fuese también accedida por direcciôn, 
para permitir la carga de los valores de dominio en termines del tipo
P^ 0 Py.
Los argumentes anteriores nos han llevado a utilizar una me-
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moria ram como soporte de las constantes y opérandes de la expresiôn de 
cualificaciôn (Fig. III-10).
Por cada dominio de nb bytes (nb comprendido entre 1 y 4) de 
los referenciados en la cualificaciôn, se utilisa un bloque de nb + J 
palabras de la RAM para su codificaciôn. Los diferentes bloques se alroa- 
cenan secuencialmente a partir de la posiciôn cero de memoria, siguien- 
do el orden que los respectivos dominios ocupan en la relaciôn. La codi­
ficaciôn de cada una de las palabras de un bloque sera:
1.- Cuando el dominio pertenece a un tërmino tipo © CTE; la primera 
codificarâ 0 y el numéro de orden, en binario, que el primer byte del 
dominio ocupa en el tuplei las nb palabras restantes codificarân la 
constante CTE.
2.- Cuando el dominio pertenece a un tërmino del tipo 0 Py, la codi­
ficaciôn de P . serô dif erente a la de P.. £i j < i, esto es, el valor
i
de p. se lee antes que el de P., la codificaciôn respective serâ:
J ~
a) para P^; igual que en el caso anterior, haciendo la salve- 
dad de que las nb palabras siguientes a la primera, se cargan din&mica- 
mente durante el procesamiento de los tuples.
b) para Pyi la primera palabra codifies el ndmero de orden 
en el tuple de su primer byte, asî como el carâcter de primer dominio
de un término P^ 0 Py que lo denotaremos con * en el mismo campo que ocu- 
paba 0 en el caso anterior; las nb restantes palabras almacenan las di- 
recciones de las nb palabras de la RAM correspondientes al bloque que 
codirica P^.
Todas las palabras contienen dos bits de control, P y F (los 
môs significativos). El primero diferencia a las palabras iniciales de 
bloque, denorainadas de especificaciôn, de los restantes, denominados de
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valor. El segundo marca la palabra fin de cualificaciôn.
En la Figura III-9, hemos representado la codificaciôn en RAM 
(c) de una cualificaciôn (b) con ambos tipos de términos (contenido y 
contexto) referenciando dominios de un tuple (a).
C.MARCA
a) tuple
BIT P 
BIT Fi C = (A=30) A  (C<B) A  (D<4)
1 1 R A M
» j
d11 i;o;
dIO 0 toi 4 
1 ‘
d9 0 iC
dS Cl' 6
d7 0 ‘0' 
i 1
de O'O'
dS o|l( 4 <
d4 O'o! d7.....
d3 ojol de
d3 oj 11 2
d1 ojol 30
dO 01 11 1 =
b) cualificaciôn
D g 4
C < <d6,d7>
d6,d7
c) codificaciôn
Figura III-9.- Codificaciôn en RAM de los términos de 
datos de una cualificaciôn.
La estructura compléta Je esta subunidad se muestra en la 
figura III-IO.
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RRD 1 M I tKHlTUtHBIT !*■
SRV
RDARVREDF
CPJ>
CARRBF RBP CAR
V \ 7  -
COMPARADOR v= BEcoin
RBE
nux-c
IHIC-* RBF 
-* RPP
AB C
GENERADOR
DE
MICROORDEHES
CIL
ECC
GENERADOR Ti
Figura III-IO.- Estructura del Evualuador de Términos de Marca.
Su funcionamiento estâ siempre controlado por el contenido 
del registre de especificaciôn (RE) y los blestables de fin (BE) y de 
palabra (BP). Su iniciaciôn es responsabllidad de la Secciôn de Control 
(senal EMP).
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El registre de direcciones RD de la memoria RAM actua en for­
ma contador en la lectura consecutiva aunque no contlgua de sus posicio­
nes. Cuando la palabra que se lee es de especificaciôn, el bit P hace 
que su carga se realice en RE; en caso contrario -cuando es de Valer­
ia carga se efectûa en RV. Al mismo tiempo que los bits P y F posicio- 
nan los biestables BP y BF, respectivamente.
Cuando el contenido del campo (numéro de orden del primer 
byte de un dominio referenciado en la cualificaciôn) de RE, coincide con 
CIL (campo imaginario de lectura) la variable COIN = 1 desencadenarâ la 
comparaciôn del byte paralelizado en S/P -previa transmisiôn al registre 
de datos RDA- con el primer byte de la CTE, lefdo de la memoria RAM so­
bre RV. El campo 0 de RE selecciona, a través del multiplexor MUX-C, la 
llnea de comparaciôn correspondiente. El encadenamiento de las compara- 
ciones parciales de los bytes que coraponen un dominio se efectûa en los 
biestables DE. El resultado final se almacena en BS.
El proceso anterior ocurre siempre que el campo 0 correspon­
de un operador de comparaciôn. Por el contrario, si dicho campo es *, 
signifies que la palabra de especificaciôn en RE pertenece a la codifi­
caciôn del primer dominio de un tôrmino de acceso por contexto. En este 
caso, el byte paralelizado en S/P y transmitido a RDA se escribe en la 
memoria RAM actuando RV como registro de direcciones. Este ûltimo regis­
tre se habra cargado previamente con la direcciôn de la constante del 
segundo dominio del término por contexto.
El estado en alta de BF indica el fin del proceso de evalua- 
ciôn de un tuple. La variable de salida STD determinarâ su cumplimiento.
En la Figura III-11 aparecen las ecuaciones lôgicas de todas 
las nicroôrdenes que contrôlas el funcionamiento descrito de esta subuni­
dad.
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paralelizaciôn de 1 bytç_
t J l — R
TO.
Tl .
T2-
T3-
T4- 
T5 .
T6 -
T7-
RBF=EHP;
RBP=EJ1P;
IMIC=EHP:
DES=t;
J L
_r
RBE= EMP+BP.tg;
RRD=BF.t7 ;
ESC=SRV;
CRD=t„
LEC=BP.T;+BP.T4 .COIN 
CAR=ip.t,+BP.t4 .COIN 
IRD=BP.t1+BP.t4 .COIN 
SRV=A.B.C.(BP.COIN.Tg+BP.Tg)
Figura III-11.- Ecuaciones lôgicas de las microôrdenes que gobiernan 
al Evaluador de Términos de Datos.
III. 3.4.- Registres de Retenciôn
Cuando una célula ejecuta una primitiva de recepciôn, acepta 
valores de dominio VO^ a través del bus de Intercambio y forma con ellos, 
sobre la memoria RAM del Evaluador de Términos de Datos, cualificacio- 
nes disyuntivas de la forma:
V iVR e  P O -I
Esta funciôn la realiza, como vereraos en el apartado III.2.3, la Onidad 
de Intercambio. Sin embargo, su aplicaciôn a los tuples del elemento de 
memoria de la célula es responsabllidad del Evaluador de Términos de
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Da tos .
Al tratarse de \jna cualificaciôn cuyos términos referencian 
el mismo dominio DR, serS necesario, para cada tuple, retencr su valor 
al efectuarse la comparacion del primer termino. De esta fonrna, durante 
el tiempo que tarda la llegada del mismo dominio en el siguiente tuple, 
se podran evaluar los sucesivos termines de la cualificaciôi (Figura 
III-12,b). Evidentemente, si es tX la longitud en bytes de tos tuples 
de la célula y id la del dominio de DR, el numéro de términos p que se 
pueden evalqar en una revoluciôn, deberS cumplir: p < Ltitd- Este valor 
es conocido por la U.C., y serS transmitido como parâmetro de funciona­
miento a la Unidad de Intercambio en la primitiva de recepciôn.
Los registres que cumplen la funciôn de retenciôi, RTI (I = 
>= o, 1,2,3) , se muestran an la Figura 111-12,a). Su control : carga y sa­
lida) se realiza en forma anéloga a la que estudiaremos par» los regis­
tres de la Unidad Aritmética".
SRT2SRTO SRT3
RTO RTI RT2
ERTO ERT2ERT1 ert:
a)
tuple i- tuple i+1
A 1 ... DR ... 1 A ... 1 DR . * » ^1
♦
%
1
Retenciôn ciel dominio * Retenciôn del lominio 
DR del tuple i DR del tuple iH
b)
Figura 111-12
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III. 4.- Unidad Aritmética
Sobre esta unidad se realizan todas las operaciones de tipo 
aritmâtico inplXcitas en las diferentes primitivas de célula, esto es, 
en las de nodificacién (suma, resta, sustituciân) y agregacién (mâximo, 
rnlnimo, numero-cantidad). Basicamente, consta de dos registros fuente 
(V y P), un operador aritmético (oA) y un registro destino (D) (Figura 
III-13).
X
OPERADOR
ARITftETICO
SUM
RES
^  MIN
LIUCA DE LECTURA
a la U. de Escritura
Figura III-13.- Estructura béscia de la Unidad Aritmética
En las operaciones de modificacién, V, se carga con el opéran­
de nodificador y F con el modificado, esto es, con el valor de dominio 
procedente del tuple en fase de procesamiento. Una vez realizada la ope- 
racién correspondiente en oA, el resultado se carga en D. De aquî serâ 
treuisferido a la Unidad de Escritura donde sustituiré, en caso de cumplir- 
se la cualificaciôn, al valor de dominio lefdo de la CCD.
Cuando la modificacién es por contexto, es decir, cuando el 
opérande modificador es un valor de dominio del propio tuple, el regis­
tro V  se carga anélogamente a F. En caso contrario, la carga tiene lugar 
en la fase de inicializaciôn de la célula.
En las funciones de agregacién V contiens en todo momento el
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valor actual de la funciôn correspondiente. Inicialmente se carga con 
el menor numéro negative, para la funciôn môximo; con el mayor positive, 
para la funciôn minime; y con cero, para la funciôn cantidad. Cada vez 
que el dominio referenciado de un tuple se identifies en la llnea de lec­
ture, se carga en el registro F. El operador oA^ si se trata de la fun­
ciôn cantidad, efectôa la suma de los contenidos de V y F, llevando el 
resultado a D. Para las funciones môximo y minirao compara antos conte­
nidos, transfiriéndose el de F a D en el proceso. Si la comparaciôn ré­
sulta cierta -sôlo para las dos ultimas funciones- y el tuple cumple la 
cualificaciôn -para las très funciones-, el contenido de D se transfie- 
re a V, actualizandose asî el valor de la funciôn. Al finalizar un ciclo, 
todos los tuples habran sido procesados y V contendrô el valor de la 
funciôn de agregaclôn correspondiente a los datos de la célula.
Debido a la longitud variable (de 1 a 4 bytes) de los dominios 
del PCBD, los registres V, P y D se componen, a su vez, de 4 registres 
independientes de 1 byte de longitud (Figura III-14). El Operador Arit­
mético funciona en forma byte-serle, encadenando l'as operaciones parcia­
les y almacenando las condiclones finales en los biestables BC.
Supuesta inicializada la unidad con el operando modificador 
en V (si no es por contexto) y con los paramétrés que definen el dominio 
o dominios referenciados NBT (nfimero de Orden que ocupa en el tuple el 
primer byte) y NB (nômero de bytes que componen el dominio), en el Gene- 
rador de Microôrdenes, las sucesivas fases de funcionamiento serân;
1) Fase de Carga.- Efectûa la detecciôn y carga del dominio 
o dominios referenciados en los registres F y V. Es decir, cuando el va­
lor de CIL (campo imaginario de lectura) coincide con uno de los dos pa- 
rSmetros NBT, comienza la operaciôn de carga. Finallza cuando el numéro
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LINF.A DE LECTURA
DES S/P t
L^ AJlnLiDInCiDI r
Po -
MOX-1 p HUX-2
1 —
(1)
«UN-<
<f5-H
SUS-4
(2)
OPERADOR
ARITMETICO
CI ^ J  ^
CUALI C.ENERADOR
SUMA DE
RESTA MICROORDENES
SUSTI
CANTI _
MAXI — ,
MINI
CIL =C5
• EFO 
■ EF1
CARCA
a la U. de Escritura
Figura III.4.- Estructura de la onidad Aritmética
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de bytes cargados sea igual a NB. En la figura III-15 se muestra uno de 
los dos circuitos del Generador de Microôrdenes que posiciona la varia­
ble de CARGA.
MB NBT
CIL
CONT
<>=0
CARGA
Figura IXI-15.
Las ecuaciones lôgicas correspondientes a las microôrdenes 
generadas en esta fase, asl como las variables internas, se muestran 
en la figura III-16. Cada 8^ (t = 1,... ,4)es el tien^ de paraleliza- 
ciôn de un byte ciel dominio a csurgar. Cuando se trata de una modifica- 
ciôn por contexto existirân dos fases de carga, una para cada dominio
2) Fase de Operaciôn.- Se efectôa cualquiera que sea la pri­
mitiva de agregacién o modificaclôn que se esté ejecutando. El nômero
de intervalos de duraciôn de esta fase, serâ igual al numéro de bytes 
del dominio operado, y vendrâ controlado por el estado de una variable 
interna de operaciôn (VOPEBA) generada de forma anâloga a la de carga, 
esto es, puesta en alta con la finalizaciôn de la fase de carga y en 
baja con la cuenta a cero de NB. Las ecuaciones lôgicas de las micro­
ôrdenes correspondientes a esta fase se muestran en la figura III-17. 
La duraciôn de los intervalos los hemos hecho iguales a los de acce­
so (lectura y escritura) de un bit de la CCD.
3) Fase de actualizaciôn.- Para las primitivas de agregaciôn
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CARr,A
B.>o
= 1
«2
TO _r
I
T1 - *
T7 J
E F 0 = t7 ,B O .CARRA (F> E V O ^ t^  .BO .CARGA (V ) 
E F 1 = t? .B 1  .CARGA (F )  ; E V M t? .B 1  .CARGA (V ) 
E F 2 = t7 .B 2 .C A R G A (F ) ; E V 2 = t7 -B 2 .C A R G A (V ) 
E F 3 = t7 .B 3 .C A R G A < F )! E V 3 = t7 .B 3 .C A R G A ( V ) ; t i= t .T ^
Figura 111-16.- Ecuaciones l6gicas de las microfirdenes generadas 
en la fase de carga.
esta fase se efectCa siempre que la comparacidn haya sido cierta (BC =1) 
al igual que la cualificaci€n del tuple (CUALI ■=■ 1). Consiste en la trans- 
ferencla de los contenidos de 0^ a F^. Suponiendo que las variables 
se generan de forma anâloga a la fase de operaciôn, bajo control, en es­
te caso, de la variable de actualizaciôn (VACTU) que a su vez estarâ con- 
dicionada a BC y CUALI, las ecuaciones de las microôrdenes correspondien­
tes serïan:
salida del registro DO, SDO = T^. . VACTU
" " D1, SOI ■= T| . VACTU
" " D2, SD2 = . VACTU
. " " " 03, SD3 -= . VACTU
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VOPERA
t ;
T-
— ■ L
Po=(T|+T^) .VOPERA; EDO=t'.VOPERA; ED3=t^.VOPERA 
P^=(T^+T^) .VOPERA; ED1=tj .VOPERA; t^=t.T^ 
SUM,RES,PD1,COM=VOPERA; EDl=t^.VOPERA;
Figura III-17.- Ecuaciones lôgicas de las microôrdeies gene­
radas en la fase de operaciôn.
entrada en el registro VO, EVO = t^ . VACTU 
■ " " " " VI, EV1 = t| . VACTU
" " " V2, EV2 = t^ . VACTU
" " " " V3, EV3 = t^ . VACTU
En las primitivas de modificaclôn, esta fase transfisre el 
contenido de ]os registros a la Unidad de Escritura, siençre que el 
tuple haya satlsfecho la cualificaciôn (CUALI 1). Las ecuacicnes de 
las microôrdenes correspondientes son idénticas a las anteriores si sus- 
tituimos EVI(r = 0,1,2,3) por las variables de carga de los registres 
de la Unidad de Escritura.
III. 5.- Onidad de Intercambio
Esta unidad nô es esencial desde un punto de vista conceptual.
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Eu presencia en la célula obedece a motivos de rendimiento. Permite la 
transmis iôn directa de datos entre dos tyrupos de células para extender 
dinémicamente criterios de bôsqueda, con uniones irapllcitas en su formu- 
laciôn, a través de varias relaciones.
Sus dos modos de funcionamiento: transmisiôn y recepciôn, res- 
ponden a las exigencias operativas de las primitivas del mismo nombre; 
a través de las cuales la U.C. ejecuta la instrucciôn de Selecciôn In­
directe.
En el modo de transmisiôn, para cada tuple en fase de escri­
tura, esta unidad détecta y dériva hacia el bus de Intercambio el domi­
nio de transmisiôn especificado en la primitiva, cuando en la fase de 
lectura cumpliô la cualificaciôn (Figura III-18a). La utilizaciôn del 
bus de Intercambio es controlado por un dispositivo de Selecciôn por 
Prioridad Encadenada (Daisy chaining) asoclado a dicho bus para arbitrer 
su asîgnaciôn cuando se dan demandas simultaneas.
En el modo de recpeciôn acepta valores de dominio procédantes 
del bus de Intercambio con los que construye, sobre la memoria RAM del 
Evaluador de Términos de Datos, cualificaciones disyuntivas del tipo vis- 
to en la correspondiente primitiva (Figura III-18,b).
Estudiaremos, independientemente, los dos modos de funciona­
miento de esta unidad, asf como la estructura operational asociada a ca­
da uno de ellos.
■ Modo Transmisiôn
En este modo de funcionamiento, la unidad de Intercambio es 
inicializada con los parâmetros que definen, dentro de un tuple, el po- 
sible dominio a transmitir:
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OCUPACION (I)
PETICION (F)
UNIDAD DE 
INTERCAMBIO
MODO
TRANSMISION
L.DE ESCRITURA
CONCESION(I)
B. DE INTERCAMBIO
a)
Figura III-18
R A M
UNIDAD DE 
CUALIFICACION
UNIDAD DE 
INTERCAMBIO
MODO
RECEPCION
B. DE INTERCAHBIf .
b)
NBT: Numéro de orden que ocupa en el tuple el primer Byte del 
dominio a Transmitir.
NB: Ndmero de Bytes que componen el dominio.
Estos valores son cargados en los registres correspondientes 
de la unidad (Figura III-19). El "driver" que contrôla la direccionali- 
dad de la transmisiôn es también inicializado (T/R = 1).
Si la cualificaciôn ha sido satisfecha por un tuple y el bus 
de Intercambio esté desocupado (BO = 1), se transmitiré el correspon­
diente dominio tan pronto entre en fase de escritura. Ello ocurrirâ cuan­
do el valor del Campo Imaginario de Escritura (CIE) coïncida con el con­
tenido del registro NBT. Esta coincidencia desencadenara, pues, el co- 
mienzo de transmisiôn (GOT = 1) actuando sobre la entrada S del biesta­
ble BT.
El tienqjo que dura la transmisiôn vendra determinado por el
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nûmero de bytes que componen el dominio. Su finalizaciôn la marcarâ la 
senal FOT generada cuando el contenido del contador CON, cargado inicial­
mente con <ND>, sea igual a cero. Este contador se decrements a interva­
los bytes (B) a partir del comienzo de transmisiôn. La senal FOT actua- 
rS sobre la entrada R de BT.
CUALI
LOCICA DE 
PETICIOIl DEL 
BUS DE 
INTERCAMBIO
TRAS
TRAS
CUALI
driver
LINEA DE ESCRITURA
 BUS DE INTEECAMBim
Figura III.19.- Unidad de Intercambio: modo transmisiôn
Previa a la transmisiôn del dominio, el Generador de Senal 
de Comienzo sincronizarâ la célula transmisora con el conjunto de célu­
las receptoras. Esta senal puede estar compuesta simplemente por un bit 
"1".
La lôgica de Peticiôn del bus de Intercambio la componen dos 
biestables: Biestable de Peticiôn (BP) y Biestable de Ocupaciôn (BO), 
(Figura III-20), conectados a través de las lîneas de PETICION, OCUPA-
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CION y RESPUESTA a la Unidad de Gobierno correspondiente en la U.C.
CUALI
UNIDAD
DE
GOBIERNO
RESPUESTA
PETICION 
* — - — ■ ■
I>
FT
S O
BP
k q
s O
BO
R
CUALI
PETICION
RESPUESTA
OCUPACION
FT
Figura III-20,- LÔgica de Peticiôn del bus de Intercambio y senales de 
control asociadas.
- 1 5 9 -
Si la cualifIcaciân ha sido satisfecha por un tuple (CUALI=1), 
el biestable BP pasara al estado "1“ y actlvarS la Ifnea de PETICION al 
tlen^ io que desconecta la Ifnea de RESPUESTA de todas las células a su 
derecha. La Unidad de Gobierno respondera, generando una serial por la 
Ifnea de RESPUESTA, slenpre que la de OCUPACION esté desactlvada. Esta 
sefial llegara a la célula si no ha exlstldo a su Izqulerda alguna otra 
que, simulténeamente, hlciera la peticiôn y desconectara la Ifnea de RES­
PUESTA. La recepciôn de la senal de respuesta serâ, pues, qulen determi­
ne la utilizaciôn del bus. Esta pondra a "O" BP, al tiempo que activa 
la Ifnea de OCUPACION (BO <= 1 ) .
Modo Recepciôn
En este modo de funcionamiento, la Unidad Intercambio constru­
ye, en la memoria RAM del Evaluador de términos de Datos, cualificacio­
nes disyuntivas de la forma;
P 
CD = V  (DR e  OP.) 
1-1 ^
con los valores OP^ recibidos por el bus de Intercambio.
La estructura operacional de esta unidad para funcionar en 
modo recepciôn se muestra en la Figura III-21. Très son los registros 
iniclalizados por la primitiva de recepciôn con los parâmetros corres­
pondientes a la definiciôn de CD:
RF - almacena la palabra de especificaciôn de todos los tér­
minos de la cualificaciôn, esto es:
0 on 0
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ESC
ÜMTDAD DE
CUALIFICACION
SRP SRD
RP RD
CRD
S/PRI RC
DES
CAC
CONT-I CONT-C
0=0 DEC
DSC
SRD
SRP
GEIIERADOR
T/RDE
MICROORDENES
-> DEI
DRIVER
BUS DE INTERCAMBIO
Figura III.21.- Unidad de Intercambio: modo recepciôn
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RI - almacena el numéro de bytes del dominio DR 
RC - almacena el ndmero maximo p de valores OP^ que la unidad 
acepta en una revoluciôn.
Cada vez que el Detector de Senal de Comienzo (D.S.C.) identi- 
flca una senal de este tlpo en el bus de Intercambio, por otra cëlula fun- 
clonando en el modo transmision, se desencadena el proceso de formaciôn 
de un tërmino PR 0 ÛP^ en la memoria RAM.
El proceso conslstirâ en el almacenamiento secuenclal en la
1.- el contenido de RD
2.- los bytes sigulentes a la senal detectada por D.S.C., pre- 
vlamente paralellzados en S/P y transmitidos a RD.
El resultado serâ la formacion de un térmlno codificado de
la forma :
RAM de:
R A M
OP.
DR
Los bits mSs signlficativos del registre RD, correspondientes 
a los de control de las palabras codificadas, estan cableados por hard­
ware. El priroero pevmanenteroente a "O”, como corresponde a las palabras 
de valor. El segundo controlado por la variable F para marcar a "1" la 
palabra fin de cualificaciôn.
En la Figura III-22 se muestran las ecuaciones de las micro-
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‘li
J  L
-T— L
1 _
J  L
J  L
CARC= comienzo de ciclo PCBD 
DEI=t_.i“
CAI=t^.B^
SRP=(T^+T^).RECEP.B^ 
SRD=(T^+T^).RECEP.B^
CRD
DEC
DES
ESC
t^.RECEP
t*».
RECEP
Bo
Figura Iir-22
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6rdenes correspondientes a este modo de funclonamiento, as! como los dia- 
gramas de tlempo de las variables Internas que definen estas ecuaciones.
La variable C que identifies el final del proceso de recepclon 
en una revoluciôn, por haberse reclbldo el ndmero maximo p de valores de 
dominio, actuara sobre una lînea de control que recorre todas las celulas 
y cuyo estado impedirS que las emlsoras envien mas domlnlos al bus de In­
tercambio durante dicha revoluciôn.
III.6.- Unidad de SalIda
Todos los dates selecclonados en una celula, mediante los pro- 
cesos de busqueda Inplicitos en la ejecuclôn de una secuencla de primiti­
ves, son transmitidos a la U.C. a traves de la Unidad de Sallda.
Funcionalmente, esta unidad es anâloga a la de intercambio en 
modo transmision. Es decir, dériva hacia el bus de salida determlnados 
dominios de aquellos tuples que cumplen una cualificaciôn. Los domlnlos 
y expreslôn de cualificaciôn se especlflcan en la primitive <SA>, ânica 
del répertorie que utilize esta unidad. El problème de la demanda rimul- 
t(nea del bus de salida por células soportando la misma relaciôn y con 
tuples cualificados en idénticas poslciones angulares de la CCD, se re- 
suelve de la misma forma que en la Unidad de Intercambio, esto es, median­
te una lôglca de peticlôn del bus con prlorldad encadenada (daisy-chalnlng).
En esta unidad, sln embargo, el nômero de domlnlos de un mls- 
rao tuple que se transmiten hacla el bus de salida varia de uno al grado 
de la relaciôn soportada por la célula. Para evltar la redundancla que 
supondrîa la especlficaclôn Individual de todos los domlnlos referencla- 
dos, para esta unidad un par de parametros, NBT y NB, definiran no a un 
solo dominio slno a un conjunto consecutive y contlguo de ellos. De esta
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forma, NBT serâ Igual al numéro de orden que el primer byte del primer 
dominio de un conjunto consecutive, ocupa en el tuple; NB indlcarâ el nu­
méro total de bytes del conjunto.
Asl, si la primitive: <SA> <C> <CM> <DM> <D1, D2, D5, D6> se 
ejecuta sobre una célula cuyo formato de datos est
0 1 2 3 7 8 9 10 11 12
. . .
1
D1 D2 • • • D5 D6#
. . -
3 bytes 5 bytes
I
I
-*i
la Unidad de Salida serâ Iniclalizada con los sigulentes pares de parame­
tros:
NBT^ = 0; NB^ = 3 • para los dominios D1 y D2
NBTj =7; NBj = 5 para los dominios D5 y D6
La estructura operacional de esta unidad se muestra en la Fi­
gura 111.23. Sobre las poslciones de una memoria RAM se almacenan, conse-
cutivamente, los pares de parâmetros que definen los diferentes conjuntos
t'e dominios contlguos referenciados en la primitiva. El formate de cada 
palabra es:
NBT NB
El bit mâs significative (F) marcarâ la éltlma de la serle que 
define la totalidad de los domlnlos referenciados en <SA>. Sobre la RAM 
de la Figura III.23 hemos representado la serle de palabras coricspondlen- 
tes a los domlnlos especiflcados en el anterior ejenplo.
Con esta codlflcaclon, el caso mâs desfavorable, respecto al
-165-
RRD
LEG -»
PETICIOH DEL
BUS DE SALIDA
BO
CER IRD
LEG
GENERADOR RED
DE
MICROORDEHES RID COHT DEC
CAR CAR
CER
c iE :
G.S.G.BS
LINEA DE ESCRITURA
BUS DE SALIDA
Figura III-23.- Estructura de la Unidad de Salida
nfimero de palabras utilizadas, ocurrirâ cuando la mitad de los dominios 
de una relacion sean referenciados en <SA> y ademas éstos sean alternes.
En este supuesto, el numéro de palabras serâ igual a la mitad del grado 
de la relaciôn. Guando todos los dominios aparezcan en la primitiva, bas- 
tarâ para su especificaciôn con una sola palabra.
Gada vez que una célula procesa un tuple que cumple la cuali­
ficaciôn, la Lôgica de Peticiôn del Bus de Salida (Figura III.23), idén- 
tica a la descrita en al apartado III.2.3, solicita de la Unidad de Gobier-
— B6-^
no la utlllzaclon del bus. Si dicha célula recibe la senal de ConcisiSn, 
procédé a realizar la salida. En caso contrario, volvera a intentado en 
la siguiente revoluciôn. En el primer supuesto, la senal BO desencalena- 
rS la lectura de la primera palabra de la memoria RAM. El contenidc de 
sus Ccunpos NBT y NB se transfieren, respectivamente, al registre RD y 
al contador CONT. Cuando el valor del CIE coincida con el contenid» de 
RIO, el biestable de salida, BS, se activa y la informaciôn, en la lînea 
de escritura, se dériva hacia el bus de salida. Previamente el Gemrador 
de Senal de Comienzo (G.S.C.), con idéntica funciôn que la descriti en 
la Unidad de Intercambio, sincroniza la transferencia. Esta finalisa, tem- 
poralmente, cuando el contenido de CONT, cuyo decremento tiene lugir a 
intervalos byte, sea igual a cero (CER = 1). Cuando ello ocurre se procé­
dé a la lectura de la siguiente palabra de la RAM, repitidéndose ui pro­
ceso anâlogo para el correspondiente conjunto de dominio contiguos Cuan­
do la palabra lefda sea la éltima de la serie (bit F = 1) el proceso to­
tal de salida del tuple finalisa.
El Generador de Microordenes de esta unidad es el encarrado 
de distribuir las diferentes ârdenes de gobierno, sobre los puntos de con­
trol de la estructura, a fin de llevar a efecto el proceso descrito.
III. 7.- Unidad de Escritura
Todas las modificaciones que una posiciôn de tuple expérimen­
ta en la ejecuciôn de las diferentes primitives, se hacen efectivæ en 
la Unidad de Escritura. La funeion de esta unidad es, pues, de la susti- 
tuir parte de la informaciôn serie de un tuple lefdo de la CCD por otra, 
elaborada en fase de lectura, antes de procéder de nuevo a su reescritu-
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Aunque esta unidad participa en la ejecuciôn de casi todas las 
primitivas, sus funciones pueden dividirse en très;
1 Sustituciôn del campo de marcas.
2.- Sustituciôn de dominios.
3.- Inserciôn y activaciôn de tuples nuevos.
Cada una de estas funciones se correspondes con partes bien - 
diferenciadas de su estructura operacional mostrada en la Figura III.24.
Su estudio lo haremos separadamente.
1.- La sustituciôn de un campo de marca, CM, por la configura- 
ciôn especificada en la descripciôn de marca DM de una primitiva, se réa­
lisa siempre que un tuple cumple la cualificaciôn C. Ademas, para las pri­
mitivas de Salida (SA), Transmisiôn (TR) y Recuperaciôn (RE) serâ necesa- 
rio la recepciôn de la correspondiente senal de Concesiôn.
Teniendo’ en cuenta que una descripciôn de marca no referenda 
necesariamente todos los bits del campo, su definiciôn necesita, anâloga- 
mente al termine de marca de una cualificaciôn, una configuraciôn valor 
(V) y otra mâscara (M). Si m es la configuraciôn binaria del campo CM, 
serâ, pues, preciso realizar sobre él la operaciôn booleana;
° *,2,3,4) 1*1
para no alterar los bits no referenciados en DM.
Esta operaciôn se realiza en fase de lectura simultânea y anâ- 
logamente a la evaluaciôn del termine de marca. El resultado se carga en 
el registre de desplazamiento RM de la Unidad de Escritura (Figura III-24) 
para sustituir a CM en caso de cumplirse las condiciones oportunas. La lo- 
calizaciôn de los registres M y V, soportes de CM, as£ como el Operador, 
Booleano correspondiente a la ecuaciôn lôgica (1), podrîa haberse corisi-
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<m> <M> <V>
Mi DESEl lARDE2, t Ell
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Figura III-24.- Estructura de la Unidad de Escritura
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derado en la Unidad Arltméticaj sln embargo, teniendo en cuenta el carSc- 
ter especîfico de esta operaciôn, hemos optado por englobarla en la Uni­
dad de Escritura.
La sustituciôn del campo CM por el contenido de RM se realiza 
por desplazamiento serie (DES) de este ultimo en coincidencia con la co­
rrespondiente senal TME^, analoga a la TML^, pero en fase de escritura. 
AdemSs, la senal de peso MM del multiplexor MUX-1 y las p^, pj de MUX-E 
Biantendrân, durante la permanencia activa de TME^, los valores:
MM ■= 0 
Po = 0 
P, = 0
a fin de permitir la conexiôn de la salida serie de RM con el punto de 
escritura de la CCD.
2.- La sustituciôn de dominios en la Unidad de Escritura solo 
tiene lugar en las primitivas de modificaciôn. En este caso, el valor del 
dominio especificado de un tuple, operado en la Unidad Aritmôtica y trans- 
mitido a los registres El(I = 0,1,2,3) (Figura III-24) en fase de lectu­
re, sustituirâ al valor leïdo de la CCD, en fase de escritura, si la cua­
lificaciôn fue satisfecha por el citado tuple.
Al ser los dominios discretamente variables de 1 a 4 bytes, 
el n(înero de registres El que en cada caso haya que serializar y escribir 
sobre la CCD sera igual al n(imero de bytes del dominio modificado. Las 
variables DEI (I = 0,1,2,3), generadas secuencialmente a intervalos byte 
por la variable INMO (Figura III-25), determinarén dicho nômero. El esta­
do en alta de la variable INMOD fija el tieropo que dura la sustituciôn. 
Dicha variable se genera a partir de los parametros NBT y NB, que definen
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el dominio modificado y el Ceunpo Imaginario de Escritura (CIE),
INHOD
DEO
DEI
Figura III-25
Para conectar, durante el tlempo de sustituciôn, la salida se­
rie de los registres El(I = 0,1,2,3} con el punto de escritura de la CCD, 
las ecuaciones lôgicas de las variables de peso de los multiplexores MUX-2 
y MUX-E serân:
PEG = DEO + DEI 
PEI = DEO + DE2 
PO = INMOD 
PI = 0
3.- Las operaciones de inserciôn de nuevos tuples en el elemen- 
to de memoria CCD de una célula, esto es, la primitiva <IN> se lleva a 
efecto en la Unidad de Escritura.
En la fase de carga de dicha primitiva, los nuevos tuples se 
almacenan, byte a byte, sobre una memoria RAM (Figura 111-25}. En fase 
de eiecuciôn, la memoria RAM es lelda secuencialmente y sus palabras se- 
rialiiadas y escritas en la CCD. Para ello, dispone de dos registros de 
datos asociados (II, 12). Alternativamente, mientras el contenido de uno
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se serlaliza, el otro recibe la siguiente palabra de la memoria RAM.
El estado en alta de la variable INSER, generada en la Seccion 
de Control de la célula, détermina el tlempo de inserciôn. Las variables 
Dll y dI2, generadas a partir de INSER, segôn el dlagrama de tlempo de 
la Figura HI-26 efectôa, en coincidencia con la base de tiempo t, el des­
plazamiento alternative de los registros DI.
INSER— ^  
Dll
4(-
DI2 -fr
^o 
T.
Dll, DI2
J L
J L
J L
Figura I11-26
r
La inserciôn tiene lugar sobre las poslciones de tuple desac­
tivas (bit A = 0) detectadas en fase de lectura por la Unidad de Cualifi­
caciôn. Previa a la inserciôn, el bit A es activado. Para ello, las varia­
bles de peso de los multiplexores MUX-1 y MUX-E, en coincidencia con una 
serial que marca la presencia del bit A en la lînea de escritura, tomarSn 
los valores:
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MM = 1 
PO “ 1 
PI = 0
Durante la inserciôn, los multiplexores implicados en la cone­
xiôn serân MUX-3 y MUX-E. Las ecuaciones lôgicas de sus entradas de peso, 
asî como la de todas las microordenes que intervienen en la inserciôi, en 
funciôn de las variables de la Figura III-26, serân:
MI = D U
PO = INSER
PI = INSER
LEC - Tg . INSER
lAR = . INSER
E H  ■= to . D U  . INSER
ET2 “ to . DI2 . INSER
III. 8.-COMUNICACION DE LAS CELULAS CON LA UNIDAD DE COORDINACION
Desde la U.C. una celula es un dispositivo periférico contro­
lado a travâs de un Espacio de Memoria de acceso directe (RAM) (Figura 
III-27), Cada posiciôn tiene una funciôn especffica en la ejecuciôn de 
las diferentes primitivas. El desdoblamiento de este espacio en dos zonas 
idénticas para hacer posible el funcionamiento solapado de carga/ejecuciôn 
de primitivas, no afecta a la referenciaciôn unîvoca de las diferentes po- 
siciones; un sistema de conmutaciôn hace que en cualquier instante de tiem­
po una tan solo de las zonas sea accesible desde la U.C.
El acceso se realiza por medio de dos buses : DIRECCIONES y 
DATOS. El primero selecciona la célula y posiciôn especffica de esta.
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Inplicada en la transferencia. A través del segundo se realiza la trans- 
ferencia propiamente dicha.
Una célula puede seleccionarse de dos formas: absolute y con- 
junta. Para la primera, cada célula tiene un côdigo diferente que la iden­
tifies unîvocamente. En forma conjunta, una célula se identifies cuando 
el côdigo de selecciôn, enviado por el bus de direcciones, coincide con 
uno previamente asignado por software.
Las 16 llneas del bus de direcciones j) forman très
grupos:
- Grupo.l.- Lo constituyen las 8 primeras Ifneas (d^,...,ay| 
y permiten referenciar, dentro de cada célula, una cualquiera de las 2® 
poslciones de su Espacio de Memoria.
- Grupo 2.- Lo forman las 7 Ifneas siguient£:s [a^,... ,0.^ ]^ y
permiten la selecciôn, en forma absolute, de una cualquiora de las 2^ cé­
lulas. que, como maximo pueden conectarsa a laDC.El côdigo de selecciôn 
para cada célula lo détermina la puerta de selecciôn (Figura 111-27). En 
forma conjunta, el côdigo de selecciôn viene determlnado por el conteni— 
do del Registre de Relaciôn, que constituye una posiciôn mas del Espacio 
de Memoria y sobre el que se puede escribir en forma absolute.
- Grupo 3.- Lo constituye la Ifnea mas significativa (djjl Y
BU estado détermina la selecciôn absolute o conjunta de las células.
Asociando un côdigo diferente a cada relaciôn y cargéndolo en 
todos los Registros de Relaciôn de las células que la soportan, el modo 
de selecciôn conjunta posibilitarâ la carga simultânea sobre allas de la 
misma primitiva. De esta forma, el numéro de procesos de carga que la UC 
realiza en cada ciclo PCBD serâ igu.'l al numéro de relaciones, independien- 
temente del numéro de células que las componen.
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III .9.- UNIDAD DE COORDINACION; EJECUCION DEL PROGRAMA OPERATIVO
Como dijimos en el Capîtulo II, las funciones de la Unidad de 
Coordinacion se soportan sobre un proccsador de propôsito general auxilia- 
do por un "buffer" en el proceso de recepciôn de datos seleccionados en 
las células (Controlador de Salida). Por consiguiente, la estructura hard­
ware de esta unidad no présenta ninguna singularidad. Sin embargo, jî es 
conveniente poner de manifiesto las exigencias temporales de ejecuciôn 
del Programa Operative respecto a la rotacion de la informaciôn en los 
elementos de memoria CCD. Para ello, es conveniente diferenciar los si- 
guientes tiempos:
- Tiempo de rotacion de la CCD (tr), es el tiendra necesario 
para que un bit recorra toda la longitud de la memoria CCD.
- Tiempo de desplazamiento (td), es el tiempo necesario para 
que un bit recorra la longitud del Registre de Desplazamiento de una cé­
lula.
- Tiempo de ciclo PCBD (tc), es el necesario para que un bit 
recorra consecutivamente el Registre de Desplazamiento y la memoria CCD, 
es decir: tc = td + tr.
En la Figura III-28 hemos representado un diagrams correspon­
diente a estes très tien^ios, asl como la localizaciôn de los datos de una 
célula (zona rayada de la Figura III-28) en los puntos A y B.
Es évidente que transcurrido el tiempo tr (punto A en el dia­
grams de la Figura III-28) todos los tuples habrén pasado la fase de lec­
tura; Ello signifies que se habrén elaborado todos los resultados parcia- 
les de la primitiva que le son necesarios al Programa Operative para la 
confeccion de la siguiente, esto es, cumplimiento de la cualificaciôn.
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t.c
tr td
t=0
Figura III-28
funciones de agregaciôn, etc.
Por otra parte, hasta que el primer bit de datos no se encuen- 
tre posicionado nuevamente en el punto de lectura de la CCD, no es nece­
sario que la fase de carga de las cllulas para el siguiente ciclo haya 
finalizado.
Teniendo en cuenta lo anterior, los subprocesos del Programa 
Operative se distribuyen de la siguiente forma:
durante tr
- AnSlisis de las instrucciones actuales
- DeterminaclSn de los recursos que cada instruccion ne­
cesita
- Resolution de conflictos cuando mSs de una instruccion 
necesita un mismo recurso
- Creacion y distribution de primitivas a falta de los 
valores de parametros generados por las primitivas en 
ejecuciôn
- 1 7 7 -
- Recogida de datos Intermedlos generados en las células
durante td
Distribuclôn de valores de los parâmetros pendlentes
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CAPITULO IV 
ESTUDIO COMPARATIVO DEL RENDIMIENTO ("PERFORMANCE") DEL 
PROCESADOR
IV. 1.- INTRODUCCION
El primer problema que se plante» ante el estudio de "perfor­
mances" de cualquier sistema informâtico es el de la caracterizaciôn de 
un criterio de medida vâlido y significativo. Es decir, la identlficaclôn 
de un conjunto de variables, fâcilmente medibles, que representen en for­
ma cuantitativa:
a) la carga impuesta al sistema (workload)
b) la capacidad de servicio del mismo.
Las primeras representan la "excitaciôn" y las segundas la "res- 
puesta" dada por el sistema (').
Una vez fijadas las variables de carga y servicio, es necesario 
caracterizar el comportamiento del sistema en estudio, esto es, disponer 
de un método que nos permita calcular los valores que toman las variables 
de servicio para diferentes conjuntos significatives de valores de las 
de carga:
S (variables de carga) = variables de servicio
Très métodos suelen utilizarse para tal fin:
a) medida directe sobre el propio sistema
b) simulaciôn del comportamiento del sistema
c) modelacion analîtica del sistema
El primero requière la existencia fïsica de un prototipo, lo
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que no siempre es conveniente, sobre todo cuando los objetivos de la me­
dida se encaminan a la investlgaciôn de nuevas arquitecturas, La funciôn 
de carga que suele utilizarse en estos casos es de la misma naturaleza 
que la carga real, esto es, compuesta por programas y comandos ejecutables 
sobre el propio sistema. Las variables de servicio se obtienen por medi­
da ffsica sobre el prototipo en tiempo real.
La simulaciôn es ampliamente utilizada en procesos de diseno.
Las modificaciones introducidas en el sistema pueden ser facilmente efec- 
tuadas y rSpidaraente evaluadas. Mediante un programa de ordenador, deno- 
minado simulador, se reproduce el comportamiento del sistema. Los datos 
de entrada al programa representan la carga utilizada; los de salida la 
medida de las variables de servicio.
Cuando la funciôn de comportamiento S es expresable matematica- 
mente, el resultado obtenido es un modelo analîtico del sistema. Résulta 
extremadamente difîcil encontrar modelos analiticos précises para siste- 
mas medianamente complejos, sobre todd si se tiene en cuenta que la fun­
ciôn de carga ha de poder representarse también en forma analîtica. Sin 
embargo, este método es bastante util para poner de manifiesto determina- 
dos aspectos de un sistema.
En una base de datos, las variables de servicio que mâs interés 
présentas son las que miden los tiempos de respuesta y capacidad de pro- 
cesamiento (throughtput) del sistema, al flujo de accesos de llegada. Sln 
embargo, para nuestro caso, la caracterizaciôn de un flujo de llegada ré­
sulta bastante problematics, sobre todo si tenemos en cuenta que ello va 
a dfpender fuertemente del contexto de funcionamiento de la base, es de­
cir, naturaleza del sistema real en ella representado, numéro y necesida- 
des de los usuarios que acceden, prioridades estal>lecidas, etc.
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La alternat!va segulda ha sido elegir un conjunto de accesos, 
representativos en la gestiôn de BD, y calcular sus tiempos de respuesta 
indivlduales. El estudio lo haremos en forma comparative entre el PCBD 
y dos sistemas: uno convencional, consti.uido por un ordenador principal 
y su memoria secundaria;y otro procesador especialmente concebido para 
gestiôn de BDs: RAP (^ ) disenado en la Universidad de Toronto.
Evidentemente, este estudio no pondra de manifiesto las majoras 
introducidas por la capacidad de concurrencia del PCBD. Sin embargo, sé­
ria fâcil restar de los tiempos de respuesta obtenidos en funcionamiento 
no concurrente, la components de tiempo en que resultarla disminuido cada 
acceso, cuando se conociese la medida de la divers!ficaciôn de las rela­
ciones referenciadas por un flujo de llegada concrete (factor déterminan­
te del aprovechamiento de la concurrencia en cl PCBD) y considerâsemos 
una estrategia de asignaciôn de recursos adecuada. No obstante, veremos 
en este estudio que, aun ÿara accesos individuales, las majoras iiitro- 
ducidas en el disëho del PCBD son bastante notorias.
La caracterizaciôn del comportamiento de los très sistemas res­
pecto al tiempo de respuesta (variable de servicio) invertido en la eje­
cuciôn de los accesos indivlduales (variables de carga) la haremos ana- 
llticamente, mediante modelos con precisiôn de primer orden, esto es, 
despreciando los tiempos de CPU frente a los implicados en las transmi- 
siones de datos.
IV.2.- CARACTERISTICAS DE LOS CRITERIOS DE SELECCION DE DATOS QUE AFEC- 
TAN A LA EFICIENCIA DE SU EVALUACION
La complej idad de las expresiones booleanas de cualificaciôn 
que pueden utilizarse como criterios de busqueda en una BD puede ser al-
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tamente variable. Sin embargo, cuatro caracteristicas de su estrucfura 
tienen influencia notoria respecto a la eficiencia de su evaluaciôi:
- NSmero de condiciones simples (términos)
- Proporclôn de condiciones simples con operador igual (0
- Nûmero de conjunciones (disyunciones) de su forma disymti- 
va (conjuntiva) normal
- Condiciones simples por contexto
El nâmero de condiciones simples en la expresion de cuaifica- 
ciôn que denotaremos por LC (Longitud de la Cualificaciôn), afecta al Sis­
tema Convencional y a RAP (^). El PCBD puede evaluar en una sola pvolu- 
clôn cualificaciones con tantas condiciones simples como dominios :enga 
la relaciôn referenciada.
La proporclôn de condiciones simples con prueba por iguadad 
sôlo afecta al sistema convencional. Los procesadores RAP y PCBD yaluan 
de forma equivalents condiciones sinq)les con cualquier operador decompa- 
raciôn (<,<,=,V,>). En este estudio distinguiremos finicamente los los ca­
sos extremes s '
- Selecciôn por igualdad. Cuando todos los términos de 5 cua­
lificaciôn contienen el operador igual (=)
- selecciôn por desiqualdad. Cuando ninguno de los térmiiQg con­
tiens el operador igual.
El nûmero de términos de la expreslôn normal de la funcSn boo­
leana de cualificaciôn afecta a los très sistemas. Para no complior la 
exposiciôn sôlo consideraremos, por lo que respecta a esta caractffïsti- 
ca, dos casos;
- selecciones mono tërmino. Cuando la cualificaciôn es ccijuntiva
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o dlsyuntiva simple (un solo térmlno conjuntivo o dlsyuntivo)
- selecciones multitërmino. Cuando la cualificaciôn no es sim­
ple.
Respecto a la existencia de términos por contexto en la cuali­
ficaciôn hay que hacer notar la independencia del PCBD y el bajo rendi- 
miento que para estas selecciones présenta el procesador RAP.
IV,3.- FORMULACION ANALITICA DE LOS TIEMPOS DE SELECCION
En este apartado estudiaremos el comportamiento funcional de 
cada uno de los sistemas a fin de expresar analîticamente los tiempos 
promedios de selecciôn respect!vos.
Para todas las variables significativas utilizaremos valores 
promedio, a pesar de que, en casos concretos, algunos puedan tener dis- 
tribuciones con alta varianza (^). No hay que olvidar que el estudio lo 
haremos en forma con^arativa y que todas las suposiciones serân Idénticas 
para los très sistemas.
IV.3.1.- Sistema Convencional •
Para el estudio comparative de "performance" entre el PCBD y 
un Sistema Convencional, soportando ambos un SGBD relacional, se presen- 
tan varias altemativas a la hora de fijar una implementaciôn concrets 
para este (iltimo. Se ha elegido el método en que se crean listas inverti- 
das para todos los dominios de cada relaciôn. En cuanto a eficiencia, es­
te método se considéra équivalente a cualquier otro que proporcione selec­
ciones booleanas arbitrarias (®)(®) (^).
Los tuples se almacenan en registros de archives directamente
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dlrecclonables. Un registre queda finivocamente especificado con el nombre 
del archivo y su posiciôn relative dentro del mismo.
Para cada dominio de la relaciôn se créa un archivo invertido 
que consta de un registre por cada valor de dominio diferente présenté 
en la relaciôn. Dicho registre contiens una lista de direcciones de los 
tuples en la relaciôn que poseen dicho valor de dominio. Cada registre 
de un archivo invertido se conoce con el nombre de lista invertida. Las 
direcciones de tuple en una lista invertida se almacenan en orden ascen­
dents con el fin de facilitar las operaciones de intersection y uniôn ne- 
cesarias en la evaluaciôn de cualificaciones.
Las listas invertidas para los dominios de cada relaciôn se al­
macenan en un archivo con un directorio jerârquico multinivel. Su funciôn 
es proporcionar acceso râpido a las listas invertidas para cualquier va­
lor del dominio. Todos los niveles del directorio, salvo el mâs bajo, se 
considéras contenidos en memoria principal. Este, denominado pista Indi­
ce, residirâ sobre el dispositivo de memoria secundaria.
El Sistema Convencional (Figura IV-1) contendrâ, pues, dos ti- 
pos de archives para cada relaciôn: a) un archive Indice (listas inverti­
das) y b) un archivo de datos (relaciôn). Ambos'residirân sobre la memo­
ria secundaria.
Una recuperaciôn secuenclal de datos en el Sistema Convencio­
nal tardarâ, en promedio, un tiempo dado por (^ )i
RECSE(NP) = (0,5 + NP) . RECON (1)
donde NP es el numéro de pistas de datos recuperados y RECON el tiempo 
de rotaciôn de la memoria secundaria. Se supone que esta Gltima es de 
cabezas fijas (una por pista) con senales de indicaciôn de la posiciôn
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angular. De esta forma no es necesario la realizacion de rotaciones suple- 
mentariâs en el acceso.
t1
t2
t3
t4
tS
te
ORDENADOR MEMORIA
CONVENCIONAL SECUNDARIA
a) Sistema Convencional
DOMINIO A DOMINIO B DOMINIO C
AS B3 Cl
Al B1 Cl
A5 B1 Cl
A3 B2 C2
Al B2 C2
Al B3 C2
; ; ;
b) Relaciôn R
Al t2 ts te
A3 t4
AS t3 -
AG t1
B1
B2
B3
t2 t3 Cl t1 t2 t3
t4 ts C2 t4 ts te
t1 te
•
c) Archivos invertidos de la relaciôn R
Figura IV-1.- Representaciôn de datos en el sistema Convencional
Una. vez conocida la direction de un tuple, el tiempo necesario 
para recuperarlo (RECTU) serâ, en promedio, la mitad de una revoluciôn.
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RECTU = RECON/2 (2)
Para recuperar una llsta invertida, el tiempo promedio (PECLI) 
vendra dado por:
EECLI = 2 . RECON/2 = RECON (3)
puesto que habrü que recuperar, en primer lugar; la pista indice cocres- 
pondiente, y una vez procesada en la memoria principal, la llsta inverti­
da,
para modificar una lista invertida, êsta debe ser leida, modi- 
ficada en memoria principal y reescrita en la siguiente revoluci6n. El 
tiempo promedio necesario para ello serS;
HODLI = RECLI + RECON = 2 . RECON (4)
Consideraremos a continuaciân la cantidad de tiempo requerida 
para el procesamiento de las listas invertidas a fin de evaluar una expre- 
sion de cualificacion, es decir, una seleccidn booleana. Ya que el proce­
samiento propiamente dicho se realize en el ordenador, la unica conponen- 
te del tiempo que tendra significacidn serS la correspondiente a la trans- 
ferencia de listas invertidas ehtre memoria secundaria y principal. Esto 
viene justificado por el hecho de que la precision de los resultados se- 
rS sâlo de primer orden; estudios de mayor detalle no aportan diferencias 
significatives (*).
Si en todos los términos de la expresion de cualificacion apa- 
rece el operador solo una lista invertida habrâ de recuperarse. Sin
embargo, si los operadores que aparecen son distintos (<,>), en promedio, 
la mitad de las listas deben transmitirse al ordenador para ser procesa- 
das, Como dijimos en el apartado IV.2, tan solo consideraremos los casos 
extremos (igualdad, desigualdad). Los tiempos promedios de seleccidn boo-
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leana tSELCON) en el Sistema Convericional para cada caso vendran dados 
por:
SELCON (igualdad) = LC - RECLI (5)
SELCON (desigualdad) » LC . RECSE(NPAI/2) (6)
donde HPAI es el n(îmero de pistas ocupadas, en promedio, por un archivo 
invertido de un dominio de una relacion.
Si por el contrario, la cualificacion contiene una condicion 
simple por contexto, a las expresiones anteriores habra que sumarle el 
tiengx) correspondiente a la evaluation de este têrmino, ]o cual implica- 
x& la lectura de los dos archives invertidos complétés correspondientes 
a los dominies que se comparas
SELCON (contexto) •= SELCON (igualdad, desigualdad) + 2 . KECSE (NPAI)
(7)
IV.3.2.- Procesador RAP
Se trata de un procesador concebido en tomo a la aplicacion 
del principle de logica distribuida sobre una memoria secundaria conven- 
cional; un sistema de discos magneticos con dos cabezas por pista (lectu­
ra y escritura). Cada par de cabezas dispone de un elemento de procesa­
miento asociado, siendo el conjunto gobernado por un controlador. Su or­
ganization es del tipo SIMD (Single-Instruction, Hultiple-Data), esto es, 
todos los elementos de procesamiento ejecutan la misma action en paralelo 
distribuida por el controlador. Funciona como un back-end de un ordenador 
principal del que recibe las acciones (instrucciones) que el controladbr 
distribuye. Los datos se almacenan sobre las pistas segûn el modelo re­
lational. Cada pista va encabezada por la informacidn descriptiva del for-
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mato de los tuples que contiene, los cuales pertenecen a una Gnica rela­
tion.
Por lo que respecta a su capacidad selectiva, necesaria para 
este estudio, destacaremos las dos siguientes caracterfsticas:
1) EvalGa directamente, en una revolution, cualificaciones con- 
juntivas o disyuntivas simples, con tantos términos como comparadores dis- 
pongan los elementos de procesamiento. Este parémetro lo denotaremos por k.
Ello signifies que el nûmero de revoluciones necesario para eva­
luar una cualificaciôn monotérmino de longitud LC seré LC/K. Si la cuali- 
ficaclân es multitérmlno, en el peor de los casos, al menos dos términos 
de la LC serSn procesados en una revolucién (expresién conjuntiva (disyun- 
tiva) con dos términos simples por disyuncién (conjuncion)). En este ca­
so, el numéro de revoluciones necesario para su evaluacién vendré dado 
por CL/2 + 1.
Los tiempos promedios»do seleccién booleana (SELRAP) er el sis­
tema RAP para cada tipo de cualificaciSn vendrén dados por:
SELRAP (monotérmino) = (0,5 + LC/K) . RERAP (8)
SELRAP (multitérmlno) = (1,5 + LC/2) . RERAP (9)
siendo RERAP el tiempo de rotation del disco sobre el que se soporta el 
RAP.
2) Los elementos de procesamiento asociados a las pistas no 
tienen capacidad para evaluar términos por contexto. Ello signifies que, 
para resolver este tipo de cualificaciones, el procesador debe invertir 
dos revoluciones por tuple existente en la relaciôn: una para recuperar 
uno de los dominlos implicados en la comparacién y, otra para comparar- 
lo -utilizandolo como constante de un término por contenido- ton el otro 
dominio del mismo tuple (®).
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El hecho de ser este nGmero igual al de tuples en una relaclGn 
y no en una celula (elemento de procesamlento-pista) es consecuencla di­
recta do la organization SIMD del RAP. No obstante, para nuestro estudio 
comparâtivo, consideraremos el Gltimo caso, puesto que ello s6lo implica- 
rla la inicializacion individual de las celulas componentes de la rela­
tion.
Designando a dicho n(imero por NTC, el tiempo promedio de selec- 
ci6n en el RAP bajo cualificaciones que contienen un término por contex­
to vendra dado por:
SELRAP (contexto) = SELRAP (monotérmino, multitérmlno) + 2 . NTC (10)
IV.3.3.- procesador PCBD
Respecto a la capacidad selectiva del PCBD hemos de senalar:
1) Resuelve directamente, en una revolucién, cualificaciones 
conjuntivas o disyuntivas simples con tantos términos como dominlos ten- 
ga la relacion referenciada. Por tanto, el nGmero de revoluciones para 
selecclonar con cualificaciones monotérmino seré en el PCBD 1, indepen- 
diente de LC. En el caso de los multitérmlno ocurriré igual que en el 
RAP, esto es, en el caso més desfavorable, el nGmero de revoluciones se­
ré LC/2 + 1.
El tiempo promedio de selection booleana (SELPCBD) sera, pues:
SELPCBD (monotérmino) =1,5 . REPCBD (11)
SELPCBD (multitérmlno) = (1,5 + LC/2) .' REPCBD • (12)
siendo REPCBD el tiempo de ciclo PCBD (= tc).
2) La presencia de términos por contexto no afecta al tiempo 
de selection, por tanto; *
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SELPCBD (contexto) = SELPCBD (contenido)
IV.4.- DATOS COMPfiRATIVOS ENTRE LOS TRES SISTEMAS
A fin de comparar en forma cuantitativa los diferentes tiempos 
promedios invertidos en los accesos, es necesario fijar un tamano prome­
dio para una relacion y ver su repercusion sobre los parémetros respecti­
ves en los très sistemas.
Si fijamos en el RAP y el PCBD el numéro de células que sopor- 
tan esta relaciôn promedio a NC = 100, con una capacidad para los elemen­
tos de memoria de cada célula de 1/2 Mbits, résulta segûn (3) los siguien­
tes valores:
- nGmero promedio de pistas ocupadas por un archivo invertido 
de un dominio (atributo) de esta relaciôn en el Sistema Conventional:
NPAI = 50 (13)
- relaciôn del tiempo de revoluciôn entre el RAP y el Sistema 
Conventional:
RERAP = 2,5 . RECON (14)
Si tomamos como valor promedio para la longitud de un tuple de 
1/2 kbits, el nGnero promedio de tuples por célula seré:
NTC = 1.000 (15),
Fijando para la memoria CCD del PCBD una razôn de bits 4 veces 
superior a la de los discos magneticos (^ ) y teniendo en cuenta (14), re­
sultan los siguientes valores para las razones de revoluciôn:
RECON/REPCBD =1,6 (16)
RERAP/REPCBD = 4  (17)
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SegGn (3) fijarcmos el numéro K de comparadores por célula en
RAP a:
K = 5 (IB)
La operation de salida de datos, previamente seleccionados, apor- 
taré una components al tiempo total invertido en la realizacidn de los 
diferentes tipos de recuperation que estudiaremos en los siguientes apar- 
tados. Seré necesario, pues, cuantificar su valor para cada uno de los 
sistemas.
En el Conventional, conocido el numero de datos (tuples) selec­
cionados ND, su valor vendrâ dado por (1).
Para los procesadores RAP y PCBD los datos seleccionados en las 
diferentes células se recuperan via un Gnico bus. Por tanto, el numero 
de revoluciones NR necesario para recuperar ND tuples seleccionados, seré 
igual al nGmero mâximo de estos tuples coïncidentes en la misma position 
angular de sus respectives elementos de memoria. Este nGmero, desconoci- 
do a priori, dependera en general de:
- nGmero de células ocupadas por la relaciôn (NC)
- numero de posiciones de tuple por célula (NTC)
- nGmero de datos seleccionados ND y forma de dietribuciôn en­
tre las NTC posiciones de las NC células.
Asumiendo una distribuciôn uniforme para ND entre células y po­
siciones, se puede evaluar la funciôn NR(ND) utilizando el método de si- 
mulaciôn de Monte Carlo (^®)(^^). En la Figura IV-2 hemos representado 
gréficamente el resultado para los valores anteriormente fijados NC=100, 
NTC=1.000.
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Figura IV-2.- Reppesentacion grafica de la funciôn NR(tlD) evaluada 
por simulacion de Monte Carlo
IV.5.- RECUPERACION BOOLEANA SOBRE UNA UNICA RELACION
En este apartado compararemos los tiempos de respuesta prome­
dios del PCBD frente a los procesadores RAP y CONVEHCIONAL, respecto a 
recuperaciones bajo un criterio de bâsqueda booleano, es decir, no inclu- 
yendo funoiones de agregacion. Ademas, todos los termines de la expresiôn 
booleana referenciarân dominios de una ânica relaciôn.
En los très sistemas, en general, el tiempo de recuperaciôn ten- 
drS dos componentes: a) la necesaria para la selecciôn de datos que cum-
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plen la expresiôn booleana y b) la invertida en la recuperaciôn ffsica 
de datos ya seleccionados. Sin embargo, en el PCBD la instrucciôn RE se- 
lecciona datos al tiempo que los transmite a la U.C. Ello signifies que 
ambos procesos no son completamente secuenciales.
Dependiendo de la existencia o no, en la expresiôn booleana de 
cualificaciôn, de términos que implican la comparaciôn entre sï de dos 
dominios de un mismo tuple, distinguiremos, en los dos subapartados si- 
:guientes, las recüperaciones por contenido y por contexto.
IV.5.1.- Recuperaciôn booleana por contenido
Estudiaremos, en primer lugar, la expresiôn analftica del tiem- 
ipo de respuesta que, en cada uno de los très sistemas, requieren este ti- 
jpo de recuperaciones:
- CONVENCIONRL
Si despuÔs del tiempo SELCON necesario para seleccionar los re- 
gietros que cumplen la cualificaciôn resultan ser un numéro NO, el tiem­
po promedio de recuperaciôn en este sistema (RECCON) vendrâ dado por:
RECCON = SELCON + ND . RECTU
‘ siendo RECTU el tiempo promedio de recuperaciôn de un registre (tuple) 
una vez conocida su direcciôn, esto es, una vez seleccionado. Teniendo 
en cuenta (5), (2), (6), (3), (1) y (13), tendremos la siguiente expre- 
eiôn para RECCON en los dos tipos de selecciôn contemplados en el apar­
tado IV. 2:
[(ND/2 + LC) . I 
(ND/2 + 25,5 .
RECON (igualdad)
RECCON
LC) . RECON (desigualdad)
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- Procesador RAP
Teniendo en cuenta que en este procesador la selecciôn no se. 
solape en el tiempo con la recuperaciôn ffsica y que esta ôltina exige 
un numéro de revoluciones HR(ND), evaluadas por simulaciôn de Monte Car­
lo, el tiempo promedio de recuperaciôn (RECRAP) vendrâ dado por:
RECRAP = SELRAP + NR(ND) . RERAP
Teniendo en cuenta (8) y (9) para selecciones monotérmino y multitérmlno 
respectivamente, résulta :
1(0,5 + LC/5 + (1,5 + LC/2 + NR(ND)) . RERAP (monotérmino)RECRAP NR(ND)) . RERAP (multitérmino)
- Procesador PCBD •
En el PCBD, las cualificaciones monotérmino (conjuntivas o dis­
yuntivas simples) se resuelven en paralelo con la treinîmisiôn de tuples 
a la U.C. El tiempo promedio de respuesta contendrâ ânicamente la compo­
nents de recuperaciôn de datos seleccionados (11). Para las multitérmino, 
tan sôlo existirâ solapamiento en la evaluacién de la éltima components 
conjuntiva o disyuntiva de su exprejiôn normal, esto es, en una revolu­
ciôn. La expresiôn analftica serâ pues:
_ , NR(ND) . REPCBD (monotérmino)
RJBC rCBD ISELPCBD + (NR(ND) - 1) . REPCBD (multitérmino) 
Teniendo en cuenta (12), résulta:
REPCBD (monotérmino)(MR(ND) .  
(1,5 + LC/2 +
REC PCBD
NR(rlD)) . REPCBD (multitérmino)
Para unificar criterios ùe comparaciôn entre el PCBD y el Sis­
tema Convenoional, sôlo consideraremos los siguientes tipos extremes de 
expresiones booleanas de recuperaciôn por contenido:
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- simples: por Igualdad y monotérmino
- complejas: por desigualdad y multitérmino
En la Figura IV-3 hemos representado en forma gréfica la razôn 
de recuperaciôn:
RECCON (igualdad) 
RECPCBD (monotérmino)
RECCON (desigualdad) 
RECPCBD (multitérmino)
(LC + ND/2) . RECON
(simple)
NR(ND) . REPCBD
(25,5 . LC + ND/2) . RECON 
(1,5 + LC/2 +NR(ND)) REPCBD,
(compleja)
para varios valores de LC y razôn de revoluciones RECON/REPCBD dada por 
(16)
250
SIMPLE, LC=10 
SIMPLE, LC= 1
200 COMPLEJA, LC=1
COHPLEJA, LC-10
150
100
50
»0
500 1500 2000 25000 1000 3000
Numéro de tuples recuperados (ND)
Figura IV- 3.-Recuperaciôn booleana por contenido (COîrVENCIONAL-PCBD) 
Puede observarse el carScter creciente de la razôn, casi en pro- 
porciôn directe con el numéro de datos recuperados. En buena medida ello 
es consecuencla de que la proporciôn, en el sistema convenoional, de datos
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transmitidos entre memoria secundaria y ordenador y datos Stiles recupe­
rados en el acceso, va aumentando a medida que aumentan estos ultimos co­
mo consecuencla del procesamiento de las listas invertidas. La presencia 
de expresiones booleanas multitérmino no favorecen el mejor rendimiento 
del PCBD.
AnSlogamente, en la Figura IV-4 hemos representado la razon de 
recuperaciôn para los procesadores RAP y PCBD:
(0,5 + LC/5 + NR(ND)) . RERAP 
------------------------------  (monotérmino)
REC RAP
RECPCBD
NR(ND) . REPCBD
(multitérmino)
REPCBD
con LC como parémetro y razôn de revoluciôn dada por (17)
Para las recuperaciones con expresiones multitérmino, la majo­
ra presentada por el PCBD (rente al RAP dériva exclusivamente de razones 
tecnolôgicas: la mayor razôn de transferencia de bits de las memorias CCD 
frente a los discos magneticos. En rambio, cuando la expresiôn es monotér­
mino, la razôn de recuperaciôn se hace creciente: consecuencla de la ca­
pacidad del PCBD para solapar la selecciôn de tuples con su recuperaciôn 
ffsica. El favorable aumento de la razôn con LC dériva de la posibilidad 
del PCBD para evaluar directamente cualificaciones conjuntivas o disyun­
tivas simples con tantos términos como dominios tenga la relaciôn refe­
renciada, al tiempo que en el RAP la evaluaclôn directa esté limitada 
por el ndmero de comparadores por célula.
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IV.5.2.- Recuperaciôn booleana por contexto
Cuando la expresiôn booleana de recuperaciôn contiene términos 
que implican la conlaraciôn de dos dominios de un mismo tuple, lae venta- 
jas PCBD resultan notorias, especialmente frente al procesadoç RAP.
Para no complicar excesivamente el anélisis, consideraremos la 
presencia de un solo término por contexto en la expresiôn de cual' t'ica- 
ciôn;
- CONVENCIONAL
Los términos por contexto sôlo tienen influencia sobre el pro- 
ceso de selecciôn. Por tanto, la expresiôn del tiempo promedio de recu­
peraciôn para este tipo de expresiones vendré dada por (8) sustituyendo 
SELCON por (7), esto es:
i (ND/2 +LC + 2 . RECSE (NPAI)) . RECON (igualdad)(ND/2 + 25,5 . LC + 2 . RECSE (NPAI) ) . RECON (desigi’aldad) 
Teniendo en cuenta (13) y (1), résulta:
(ND/2 + LC + 101) . RECON (igualdad)
RECCON =1(ND/2 + 25,5 . LC + 101) . RECON (desigualdad)
- Procesador RAP
Igual que en el caso anterior el término por contexto sôlo 
aumenta la components de selecciôn. Teniendo en cuenta (10) y (15), 
tendremos:
’ r (2000,5 + LC/5 + NR(ND)) . RERAP (monotérmino)
RECRAP = <
L (2001,5 + LC/2 + NR(ND)) . RERAP (multitérmino)
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Figura IV-4 Recuperaciôn booleana por contenido (RAP-PCBD)
- Procesador PCBD
El término por contexto no introduce nlnguna componente de tiem­
po respecto a la recuperaciôn por contenido:
RECPCBD (contexto) = RECPCBD (contenido)
En la Figura IV-5 aparece la representation grafica de la ra­
zôn:
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RECCON (igualdad) 
RECPCBD (monotérmino
RECCON (desigualdad) 
RECPCBD (multitérmino)
con LC como parémetro.
(LC + ND/2 +101) . RECON 
NR(ND) . REPCBD
(25,5 . LC+ND/2+101).RECON 
(1 ,5+LC/2+NR(ND) ) .REPCBD
(simple)
(compleja)
300
SIMPLE, LC=10 
SIMPLE, LC= 1250
COMPLEJA, LC=1
COMPLEJA, LC=10
'0
•H 100
I
:  -
S 0
0 500 1000 1500 2000 2500 3000
Numero de tuples recuperados (ND)
Figura IV-5 Recuperaciôn booleana por contexto (CONVENCIOHA-PCBD)
Para las cualificaciones complejas el crecimientowde la razôn 
précticamente anélogo al presentado en ausencia del término por contexto
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(Figura IV-3) ya que el tiempo de transmision de las listas invertidas 
correspondientes a los dos dominios que se comparan represents un por- 
centaje pequeno respecto del que ya exige la transmis ion del elevado nu­
mero de listas en las expresiones con termines por desigualdad.
En cuanto a las cualificaciones simples, el aumento de la ra­
zon so hace mas sensible cuando los datos seleccionados (ND) son pocos. 
Ello es lôgico si tenemos en cuenta que la resolucion de un têrmino por 
igualdad exige, en el Sistema Convenoional, la transmisiôn de una unica 
lista invertida.
Para los procesadores RAP y PCBD la razôn de recuperaciôn por
contexto:
(2000,5+LC/S+NR(ND) ) .RERAP 
r ___________________________
RECRAP
RECPCRD
NR(ND) . REPCBD
(2001,5+LC/2 !NR(ND) ) .RERAP 
( 1,5+Lf:/2+NR(ND)) .REPCBD
(monotérmino)
(multitérmino)
aparece representada gréficamente en la Figura IV-6.
En primer lugar hay que hacer notar el elevado valor de la ra­
zôn cualquiera que sea la longitud (LC) y tipo (monotérmino o multi­
término) de las cualificaciones: consecuencia directa de la ineficacia 
del RAP -puesto anteriormente de manifiesto- para evaluar cualificaciones 
por contexto.
Por lo que al creciraiento de la razôn respecta, bay que signi- 
ficar dos hochos: a) el aumento progresivo con ND de las cualificaciones 
monotérmino y b) la tendencia de las multitérmino a amortiguar el creci- 
mien+n a medida que aumenta su longitud LC. Ambos hechos son el resulta­
do de las caracterfsticas del PCBD puestas de manifiesto en las cualifi-
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caclones por contenido.
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I
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Figura IV.-6. Recuperaciôn booleana por contexto (RAP-PCBD)
IV.6.- RECUPERACION BOOLEANA CRUZADA SOBRE DOS RELRCIONES
En este tipo de accesos se utilizan los datos seleccionados 
en una relacion, bajo determinado criterio de busqueda, para scloccionar 
tuples de una segunda relacion. Estos serân los que cumplan la cualifica- 
CiSn disyuntiva sobre uno solo de sus dominios, formada con los valores
de dominio de los tuples seleccionados en ]a primera. Ambos dominios de-
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berân ser, evidentcmente, compatibles.
Asi, sobre la base relacional dcfinlda en el apartado 1,3, el 
acceso; "Recuperar los numéros de todos los vuelos que realizan los pilo­
tes residentes en Sevilla", serâ de este tipo. Su realizaciôn exigirâ 
los siguientes pasos;
1) Seleccionar en la relacion PILOTO todos los tuples que cum­
plen CR = SEVILLA
2) Seleccionar en la relacion VUELO todos los tuples cuyo do­
minio PI# coïncida con alguno de los valores de PI# perte- 
necientes a tuples seleccionados en PILOTO en el paso 1)
3) Recuperar los vuelos de VU# de todos los tuples de VUELO 
seleccionados en el paso 2).
Se trata, pues, de una 0-composiciôn implfcitm, esto es, en la 
que no es necesario,la formacion fxsica de la relacion résultante. Eviden- 
temente, este tipo de recuperaciones pueden extenderse a mâs de dos rela- 
ciones. No obstante, en este estudio sôlo consideraremos el primer caso.
Veamos a continuaciôn la expresiôn analftica del tiempo prome­
dio de recuperaciôn cruzada para cada uno de los sist^nas.
- CONVENCIONAL
Aquf serâ necesario realizar los siguientes pasos (^):
a) Proceso de selecciôn sobre la primera relaciôn con el cri­
terio de bâsqueda especificado.
b) Recuperaciôn secuencial de las listas invertidas para el do­
minio de composiciôn de la primera relaciôn.
c) Realizar en memoria principal la intersecciôn de los con- 
juntos obtenidos en a) y b). *
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d) Para cada valor obtenldo en c) recuperar la lista invertida 
para el dominio de composiciôn de la segunda relaciôn.
e) Realizar en memoria principal la union de las listas obteni-
das en d).
f) Para cada valor de las listas résultantes en e) recuperar 
el tuple de la segunda relaciôn. .
El tiempo de realizaciôn de los pasos c) y e), al ser una expre­
siôn analftica con precision de primer orden la que buscamos, serâ despre- 
ciable.
El paso a) exigirâ un tiempo dependiente del criterio de selec­
ciôn utilizado sobre la primera relaciôn (SELCON).
Los pasos b) y d) requerirân, cada uno de ellos, el tiempo pro­
medio de recuperaciôn de un archivo invertido para un dominio de una re­
laciôn (RECSE(NPAI)).
En el paso f) se invertirâ un tiemgio dependiente del nômero ND
de tuples finalmente seleccionados (ND* RECTU).
Por tanto, la expresiôn del tiempo promedio de recuperaciôn cru- 
zada para el sistema convenoional serâ:
RECRCON = SELCON + 2 . RECSE (NPAI) + ND . RECTU
- Procesador RAP
En este procesador sôlo serân necesarios los pasos 1), 2) y 3) 
describes anteriormente. Los tiempos promedios de los pasos 1) y 3) se­
rân, respectivamente, los ya conocidos: SELRAP y NR(ND). El paso 2) lo 
realiza este procesador en un numéro promedio de revoluciones dado por 
(^)! 1+NS/K+NC; siendo NS el nômero de tuples inicialmente selecciona­
dos on el paso 1), K el numero de comparadores por célula y NC el nûme- 
ro de células que soportan la relaciôn. Teniendo en cuenta (18) y que
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NC *= 100, résulta la siguiente expresion para el tiempo promedio de re­
cuperaciôn cruzada en RAP:
RECRRAP = SELRAP (NS/5 +101) . RERAP + NR(ND) . RERAP
§
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Figura IV-7.- Recuperaciôn booleana cruzada por contenido 
(CONVENCIONAL-PCBD)
- Procesador PCBD
En el PCBD este tipo de recuperaciones también se resuelven con 
los pasos 1), 2) y 3). Los 1) y 2) se ejecutan con la instrucciôn de Se­
lecciôn Indirecte (SI), y el 3) con la de Recuperaciôn Externa. En la rea­
lizaciôn del paso 2) interviene, pues, el mécanisme de transmision directa
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Figura IV-0.- Recuperaciôn booleana cruzada por contexto 
(CONVENCIONAL-PCBD)
de datos con utllizacion del bus de intercambio. Ello signifies que el 
nGmero de revoluciones vendrâ determinado por el nGmero mâximo de tuples 
seleccionados en el paso 1) y coïncidentes en identicas posiciones angu- 
lares, es decir, dada por una funciôn idéntica a la evaluada para salida: 
NR(HS).
El tiempo de recuperaciôn cruzada para el PCBD vendrâ dado por: 
RECRPCBD = SELPCBD + NR(NS) . REPCBD + NR(ND) . REPCBD
En las Figuras IV-7 y lV-8 se represents grâflcamente la razon
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de recuperaciôn RECRCON/RECRPCBD para selecciones booleanas sobre la pri­
mera relaciôn por contenido y contexto, respectivamente, y toraando como 
parametros LC, NS y el tipo de cualificaciôn (simple, compleja). En ellas 
se pone de manifiesto la poca influencia que la existencia de un término 
por contexto tiene frente al proceso de selecciôn cruzada propiamente di­
cho. También puede observarse el carâcter creciente de la razôn con el 
numéro de datos finalmente recuperados (ND) y el decreciente con el de 
datos seleccionados sobre la primera relaciôn (NS).
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Figura IV-9.- Recuperaciôn booleana cruzada por contenido 
(RAP-PCDD)
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En las Figuras IV-9 y IV-10 se muestran los correspondientes 
a los procesadores RAi> y PCBD. A pesar de su valor absolute favorable 
para el PCBD este va decreciendo a medida que el numero de datos. recupe­
rados (ND) crece. Sin embargo, con el parémetro NS el con^rtamiento es 
inverso.
300
250
200
150
100 MONOTERMINO, CI.= 1, NS= 1000
MULTITERMINO,CL=10 ,NS=1000 
MONOTERMINO,TL=1,NS=100
MULTITERMINO, CL='l 0, NS= 100
50
& 30001500 2500500 200010000
Numero de tuples recuperados (ND)
Figura Iv-10.- Recuperaciôn booleana cruzada nor contexto 
(RAP-PCBD)
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IV-7.- ACCESOS DE MODIFICACION
Estas operaciones constan de la selecciôn de un conjunto de tu­
ples con una expresion de cualificaciôn y la modificaciôn de sus dominios 
mediante operaciones aritméticas de suma y resta, asî como sustituciones.
En el sistema convenoional, después que son seleccionados en 
un tiempo promedio SEIÆON, cada uno de los ND tuples han de ser leldos, 
modificados y reescritos en un tiempo promedio ND . (RECTU + RECON). 
Finalmente, por cada dominio modificado serâ necesaria la actualizaciôn
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30.000
25.000
COHPLEJA, CL=1, 0P=2 
CL=10 
ÜI(1PLE,CL=1 , 0P=6 
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Sg 20.000 
Q
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8 15.000i COMPLEJA, CL=10, OP=10
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2000 25001500 3000500 10000
Numero de tuples modificados (ND) 
Figura IV-11.- Modificaciôn boo) %.na por contenido
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de dos listas invertidas, esto es, un tiempo promedio: ND . 2 . MODLI.
Por tanto, si es OP el numero de opérandes (dominios modificados) arit- 
mêticos en la expresiôn de modificaciôn, el tiempo promedio necesario 
para este tipo de accesos en el sistema convenoional vendrâ dado por:
MODCON = SELCON + ND . (RECTO + RECON) + 2 . OP . ND . MOLI
En los procesadores RAP y PCBD la selecciôn y modificaciôn sim­
ple (una sola operaciôn aritmética) se realizan simultâneamente, en una 
revoluciôn. Sôlo si la expresiôn de modificaciôn contiene mâs de un ope­
rador aritmético, serân necesarias revoluciones adicionales, una por ca­
da nuevo operador.
La diferencia de tiempo existente entre RAP y PCBD en este ti­
po de accesos sôlo serâ de orden cuantitativo, ocasionada por la mayor 
razôn de bits en las memorias CCD que en los discos magneticos. Por ello, 
en la Figura IV-11 sôlo heiiK>s representado grâflcamente la razôn de modi­
ficaciôn MODCON/MODPCBD, teniendo en cuenta que, segvîn lo anterior, la 
expresiôn analftica del tiempo promedio de recuperaciôn en el procesador 
PCBD serâ:
mDPCSD = SELPCBD + (OP-2) . REPCBD
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CONCLÜSIONES Y PRINCIPALES APORTACIONES
1) Se realize un estudlo crStico de las diferentes alternatives actualmen- 
te en uso para modelar un sistena real sobre una base de dates, asi como 
de las formas respectives de accéder a ella.
:2) Se estudian las lîneas générales que han inspirado las diferentes mâqui- 
nas propuestas para bases de datos y se pone de manifiesto la convenien- 
cia de utilizer, junto al principle de logica distribuida, la gestion 
particionada del conjunto de cêlulas y la adaptacidn de la arquitectura 
de êstas al caracter serle rotante de las memorias actualmente utilisa­
bles.
3) Se propone la organizaciôn (MIMD) de un Procesador para gestiôn de bases 
de datos con capacidad para ejecutar concurrentemente un conjunto de ac- 
cesos.
41 Se représenta directamente el modelo relacional sobre la estructura ff- 
slca de la memoria, eliminando todo tipo de informaciân asoclada.
5) Se consigne la "completitud” relacional del répertorie con tan sôlo cua- 
tro instrucciones bâsicas de recuperacidn. Ademâs, se incorporan instruc- 
cionès para mejorar el rendimiento y facilitar la traducciôn de lengua- 
jes relacionales de alto nivel.
<6) Se Introduce un dispositivo de intercambio directo de datos entre las 
cêlulas componentes del Procesador a fin de acelerar las operaciones de 
tipo n^, partlcularmente la e-composici5n impllcita.
1) Se describe la realizaciôn fisica detallada de cada una de las unidades 
de las células componentes del Procesador, haciendo resaltar su capaci­
dad selectiva de datos. Esta se traduce en la poslbilidad de acceso di­
recto por contexto, esto es, la implcmentaciôn hardware de la 0-restric-
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cion rolaciona}, y cvnluacion de emiificaclonns que refercnclan todos Ins 
dominies de una relacioii en una soia tovolucidn de la moAioria.
8) Se réalisa un estudio comparativo de rendimiento, donde sc pone de mani­
fiesto la repercusion favorable quo, respecte a los uiempos de respuesta 
a accesos individuales, présenta el Procesador propuosto trente a un sis- 
tema convencional y otro procesador crpeclfico para bases de datos.
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