A general approach to optimal control of a regression experiment  by Chang, Der-Shin & Wong, Chi Song
JOURNAL OF MULTIVARIATE ANALYSIS 11, 85-101 (1981) 
A General Approach to Optimal Control 
of a Regression Experiment 
DER-SHIN CHANG 
National Tsing Hua University, Hsinchu, 
Taiwan, 300, Republic of China 
AND 
CHI SONG WONG* 
University of Windsor, Windsor, 
Ontario, N9B 3P4, Canada 
Communicated by P. R. Krishnaiah 
Let B=(@,,B Z,..., 4J’ be the least-squares estimator of the unknown parameter 
8=(B,,f? t,..., 0,)’ by the realization of the process y(t) = C;=, tYkfk(t) + t(t) on the 
interval T= [a, b] with f  = Cr, , f2 ,..., f.)’ belonging to a certain set X. The process 
satisfies E(<(t)) E 0 and has known continuous covariance r(s, t) = E(r(s){(t)) on 
T x T. In this paper, A-, D-, and D,-optimality are used as criteria for choosing f in 
X. A-, D-, and D,-optimal models can be constructed explicitly by means of r. 
1. INTR~DLJCTION 
( , ) will denote the usual inner product for the Hilbert space Lf*[a, b]: 
k, h) = 1” g(t) h(t) dt, g, h E 9+.2, b]. 
n 
11 11 will denote the norm induced by ( , ): 
II gll = b?, SY”, gEP[a,b]. 
* Partially supported by NRC Grant A8518 of Canada and is presently on sabbatical leave 
as a Visiting Research Professor at National Tsing Hua University through N.S.C. of the 
Republic of China. 
Received June 12, 1979; revised April 25, 1980. 
AMS 1970 subject classification, Primary 52K05; Secondary 93E20. 
Key words and phrases: A-optimality, D-optimality, D,-optimality, Hadamard matrices. 
85 
0047-259X/81/010085-17$02.00/0 
Copyright ,b 1981 by Academic Press. Inc. 
All rights of reproduction in any form reserved. 
86 CHANG AND WONG 
VI 3 112 5***, r, are m given continuous functions in P[a, b] such that 
I b VtCf) VjCt) dt = 6lj9 
i, j = 1, 2 ,..., m. 
a 
Let S be the linear span of {vi, q 2,..., q,,,}, X will denote the family of all 
f = (f,, fi ,..., f,)’ such that f, ,..., f, are linearly independent and 
where 1, L are given with 0 < 1 < L < co (by necessity, n < m). Y will denote 
the set of all f in X such that 
llfill = Lv i = 1, 2 ,..., n. 
Suppose that in the interval T= [a, b], one can observe the realization of a 
process y(t) with 
YCt) = 2 eifi(r> + T(f)7 rE T, 
i=l 
(1.1) 
where 0,) e2 ,..., B,, are unknown real parameters, f = (fJ is known to be in 
X, E(r(t)) E 0, and 
+9 0 = w3s) W) (=cov(u(s)9 Y(O)) 
is known and continuous on T x T. Let 
where 
R = (r,j>, (1.2) 
r(s, t) V,(S) Vj(t) ds dt, i, j = 1, 2 ,..., m. (1.3) 
It is assumed that R is positive definite. It is well known [4] that the least- 
squares estimator B = (8,) of 8 = (LJi) is 
~=~w’uYJ&)~ (1.4) 
where 
M(f) = ((J;:, fi>)Y (1.5) 
(A fi>- = I” r(t) f/W dt, 
(I 
(1.6) 
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a stochastic integral, j = 1, 2 ,..., n. Although f in X is given in advance it is 
desirable, if possible, to choose f in X such that f optimizes .!I in a certain 
sense [4]. Following the terminologies for discrete processes [5, 7-91, we 
introduce certain notions of optimality. Equation (1.1) is called an A-optimal 
model if f E X and 
tr Z(f) = YE9 tr Z(g), 
where Z(f) is the dispersion matrix of I!?, which depends on f, (1.1) is called 
a D-optimal model if f E X and 
The notion of D,-optimality will be defined later. In this paper, we shall 
obtain A-, D-, and D,-optimal models. Earlier related results can be found in 
[2-4]. Our approach is simple and our results are concrete and general. 
However, (a) unlike the estimator 6 obtained by Parzen [9] through a 
reproducing kernel Hilbert space associated with r, 8 above does not have 
the BLUE property in general; (b) X here is different from the corresponding 
X in [2] where the above Parzen’s approach is used. 
2. PRELIMINARY RESULTS 
By definition of S and X, for some jj/, 
.fi= ,f &ill,, i = 1, 2 ,..., n. 
j=l 
Let 
F = uji). 
Then F is an m x n matrix over the real field 6. 
LEMMA 1. (a) Z(f) =M(f)-‘F’RFM(f)-‘, 
(b) M(f) = F’F. 
(2.1) 
(2.2) 
Hence 
C(f) = (F’F)-‘F’RF(F’F)-‘. 
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LEMMA 2. Let E = (eij) be an m X m symmetric matrix with spectrum 
{Ii}, where 
A,<l,,<...<A,. 
Suppose that E is an idempotent, i.e., EE = E. Let n be the rank of E. Then, 
(i) 0 < eii ,< 1, i = 1, 2 ,..., m. 
(ii) For eii E (0, 1 ), eij = Ofor j # i. 
(iii) n = Cr! 1 e,,. 
LEMMA 3. Let 
be an m x m diagonal matrix with 
E = (eiJ be an m x m symmetric idempotent 01 rank n. Then 
(2.3) 
Moreover, let p be the largest j such that Aj = A,, q + 1 be the smallest j such 
that j < n and Aj = A,, , Then > in (2.3) becomes = if and on& &f 
for some (p - q) X (p - q) symmetric idempotent E, (of rank n - q). Hence 
ifp = n (which is the case if m = n or A,, , > A,), then 
ProoJ Write w  = (0.1,) w2 ,..., IX,)‘. Let 
each wi E [0, I], f oi = n , 
i=l I 
g(W) = 5 AiWi, w E K. 
i=l 
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Since g is a real valued continuous function on the compact 
w0 = (wgi) in K minimizes g(K). By (i) and (iii) of Lemma 2, 
89 
set K, some 
tr DE = T Lie, E g(K). 
i=l 
So for (2.3), it suffices to prove that 
g(wo) = f- Ai. 
,T, 
We claim that woj = 0 for j > p. Suppose not. Then woj > 0 for some j > p. 
From Cy! I wgi = n, 
z: woi < n. 
i+j 
Thus for some k E { 1,2,..., n}, 0 < w,,~ < 1. So there exists w  E K such that 
wi = WC)* for i& {j, k}, 
w,,<w,< 1. 
Since Aj > A, and g(wO) = Cizj (ni - A,/) Wgi + dj, 
g(w) < g(wo>, 
a contradiction. So woj = 0 for j > p. Now 
g(wJ = 5 /$w,, = -+ liWOi + 1, ;: wOi* 
i=l tc, i=%1 
Suppose to the contrary that wok < 1 for some k < q. Then from q < n, 
Cy= r woi < n and therefore there exists w  E K such that 
Woj > Wj forsomej>q+ 1 
and 
woi = wi for all i E { 1, 2 ,..., m}\(k, j}. 
Thus g(w) < g(wo), a contradiction, so wok = 1 for all k < q. Now 
g(WO) = + Izi + A,(n - 4) 
,rl 
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It is clear that g(w) = Cy= i Ai if w  E K, each wi = 1 for i < q and wj = 0 for 
each j > p. So by (ii) of Lemma 2, 
trDE= c A. 
,z-, J 
if and only if for some (p - q) X (p - q) symmetric idempotent E, , 
Q.E.D. 
Referee’s Note : Lemma 3 follows also from the Neyman-Pearson 
lemma. Consider testing whether a distribution is uniform on the integers 
1, 2,..., m or has weights proportional to A,, A, ,..., A,,,. 
LEMMA 4. Let H = (h,) be an m x n matrix of rank n and 
D= , 
Al& . ..I.IH’HI~IH’DHI~I,_,,,L,_,,,...~,IH’HI. 
Proof Let 
By the Binet-Cauchy formula (see, e.g., [5]), 
IH’HI= x 
i,<ll<...<in 
Let 
G= 
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Then 
IH’DHI = (G’G/ 
= (,=,il!+, ‘i) IHfHI* 
Similarly, 
Q.E.D. 
3. MAIN RESULTS 
{&} will denote the spectrum of R with 
D will denote the diagonal matrix (d,) with each d,, = li. H+ will denote the 
Penrose-Moore inverse of an M x n matrix over R (see, e.g., [IO]). Z will 
denote the family of all m X n matrices H of rank n over R such that each 
column of H has Euclidean norm equal or less than 1. W will denote the 
family of all H in Z such that each column of H has Euclidean norm equal 
to 1. A-optimal models and some of more general models can be constructed 
from the following result. V will denote a diagonal matrix 
with each d, > 0. 
THEOREM 1. 
(a) MinHEZ tr V(H’H)-‘H’DH(H’H)-’ > (x1= L ~~“)‘/~~~, l/d,. 
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(b) Let p be the largest j such that Aj = A,, q + 1 be the smallest i 
such that li = A,. Let H E Z. Then 
tr V(H’H)-‘H’DH(H’H)-’ = 
ryand only if 
(i) HE W, 
for some symmetric idempotent E, of rank n - q and 
(iii) H’ = (,$, i/,c, A;12) VH+D”‘. 
Moreover, (ii) is equivalent to 
Then 
where 
ifAl+ 1 > A, and 
HH+ =I,, 
i.e., H is nonsingular if m = n. 
Proof: Let HE Z\W. Then there exists K in W such that 
tr V(K’K)-‘K’DK(K’K)-’ < tr V(H’H)-‘H’DH(H’H)-I. 
So we may assume that HE W. Let 
r(H) = tr V(H’H)-‘H’DH(H’H)-‘. 
d”2 
1 0 
d’/2 
2 
* . 
d’/Z 
n 1 - 
L w 
1 0 
D1/2 - Al/2 2 3 * . 
(3.1) 
(3.2) 
(3.3) 
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Let (IA (1 = (tr IIA’)~*, A E M,,,. Then by Schwartz’s inequality, 
r(H) = 11 V”*H+D*‘*l(* 
> (tr p*H+D’/2H~- l/2)2 
/ I( V-‘/‘H’ )I* 
= (tr H+D”*H)* 
Cy=l lldi ’ 
Thus 
r(H) > (tr D112HHt)* 
’ Cy=l l/d, ’ 
The inequality ) above becomes equality if and only if 
V- 1/2H’ = aV”2HtD’/2 
for some real number a. Equation (3.5) can be rewritten as 
H’ = aVHtDU2. 
To find a, note that from (3.6), 
V-‘H’H - aH+D’I*H. 
Thus by taking trace, 
(3.4) 
(3.5) 
(3.6) 
tr V- ‘H’H CLl l/d, 
a = tr H+D”*H = t,. Dlf*HH+ ’ 
where if 
HH+ = 
Note that HH+ is a symmetric idempotent. So by Lemma 3 and (3.4), 
,.(H) = (c;= 1 ‘Y*)* 
CL=1 l/d, 
and > above becomes = if and only if (i), (ii), and (iii) hold. Q.E.D. 
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Before using Theorem 1 to obtain A-optimal models, let us give one 
important example: Suppose that n = m. Then p in (b) above is n and so 
(3.2) is automatically satisfied. A-optimal models presented earlier 
correspond to the case V = I,. Let us therefore consider this case. Let 
HE Z. Equation (3.3) is then reduced to 
(3.7) 
Let 
G= (3.8) 
Then (3.7) implies that 
GG’ = nI,, . (3.9) 
Let G be a Hadamard matrix of order n, i.e., G is an n X n matrix such that 
(3.9) holds and each entry of G is 1 or -1 (see, e.g., [6]). Then HE W and 
(3.7) holds, i.e., G gives rise to an A-optimal model (1.1). This adds one 
more application of Hadamard matrices. Two remarks are in order: (a) It is 
well known that a Hadamard matrix of order n exists only if n = 1, 2 or 
multiple of 4, and it has been a long lasting open problem that for ay 
I E { 1, 2,...}, there exists a Hadamard matrix of order n = 41. It was 
mentioned in [6] that the smallest order for which a Hadamard matrix is not 
known to exist or not is 268. (b) Although Eqs. (3.1) and (3.7) can be solved 
by Hadamard matrices (if exist), it appears not necessary to use Hadamard 
matrices to solve (3.1) and (3.7) ( simultaneously). In practice, when the 
constraint R of a regression model (1.1) is given, one may design a computer 
program to solve (3.1~(3.3) simultaneously and thus obtain an A-optimal 
model (1.1) as follows: Since R is positive definite, there exist an orthogonal 
matrix p = [p, , p, ,..., pm] and a diagonal matrix 
4 0 
D= 
i i 
12 
. . 
0 .I, 
such that O<,l,,<,12&...<&,, and 
R = PDP’. (3.10) 
Note that (ni} is the spectrum of R and {pi} is a basis of eigenvectors of R. 
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Thus in practice, when R is given, P and D can actually be found. Now with 
the earlier notations, let 
F = LPH. 
By Lemma 1, with f = (jJ defined by (2.1), 
(3.11) 
Z(f) = (H’H)-‘H’DH(H’H)-‘IL*. 
Since P is orthogonal, f E X if and only if H defined by (3.11) belongs to Z 
and as f ranges through X, H defined by (3.11) ranges through Z. Thus H 
satisfying (3.1~(3.3) gives an A-optimal model (1.1). By Theorem l(a), the 
minimal value of tr .JY(f), f E X, is easily seen to be (Cy=i I~‘*)*/(nL*). 
Now one may wish to weight the diagonal element w, of C(J) by di. If so, 
one may define that a weighted optimal model with respect to {d,} is a model 
(1.1) such that 
where 
Again, one may obtain an H that satisfies (i), (ii), and (iii) in Theorem 1 and 
then obtain F through (3.11). The minimal value of tr Vz;‘(g), g E X is, by 
Theorem 1 (a), (C;= I n,l”)‘/C;= i L2/di. Let ST denote the family of all f in S 
such that f, ,..., f,, are linearly independent and 
li G llfill G Li 0 < Ei < L, < co, i = 1, 2 ,...) n. 
(1.1) is said to be A-optimal with respect to fl if 
Due to the symmetry of (B,), (f;:) in (1. 1 ), a weighted optimal model with 
respect to {di} is an A-optimal model with respect to Sr with any e, > 0, 
li=$<Li=&, i = 1, 2 ,..., n. 
I 
If one takes this point of view, then 
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THEOREM 2. (a) min,, F /Z(f)1 = fly= 1 Aj/n;=, Lf . 
(b) Suppose that m = n. Let f E ST. Then 
F=QU 
for some orthogonal matrix Q and diagonal matrix U= (uJ ouer R such 
that each uf, = Lf. 
(c) Suppose that n < m. Let f E 5. Then 
F=P 
for P in (3.10) and U being a diagonal n X n matrix (ui,) over I? such that 
each UT, = Lt. 
Proof: Let f E ST. Then 
H, = P’F. (3.13) 
(3.12) 
By Lemma 4, 
l‘z(f)l 2 p=$ . 
1 1 
There exist an orthogonal matrix T and an upper triangular n x n matrix U 
such that 
(3.14) 
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(see, e.g., [lo]). Since T is orthogonal, the jth column of U, H, have the 
same Euclidean norm. 
Thus 
Illa:" )H;H,I = n Lf. (3.16) 
i=l 
so 
Suppose that n < m and 
F=P (r) (i.e.,H,= (:)) 
as given in (c). Then by (3.12) 
where 
Thus 
lwI=l~ll/l~l’= fini ilLL I=1 I I=1 
proving (a) and (c). Now suppose that m = n. By (3.12), 
From (3.14), (3.15), and (3.13), it is clear that 
w-l = fi 4 fi G 
i=l I i=l 
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if and only if F = QU for some orthogonal matrix Q and diagonal matrix 
U = (uij) over R such that each ufi = Lf. Q.E.D. 
D-optimal models (1.1) defined earlier can be obtained by choosing f E X 
such that the corresponding F is one F in (b) or (c) of Theorem 2 with all 
Lts given to be L. Equation (1.1) is called a D-optimal model with respect to 
.F if 
Again, D-optimal models with respect to ST can be obtained by choosing 
f E S such that the corresponding F is one F in (b) or (c) of Theorem 2. It is 
important to note that A-optimal models are different from D-optimal models 
except for trivial cases: D-optimal models with respect to X corresponds to F 
such that F’F is a scalar multiple of I,, while for A-optimal models with 
respect to X, even if n = m, unless all A,‘s are equal, F’F is never a scalar 
multiple of I,. On the contrary, a model different from (1.1) is considered in 
12, 31, and the model there is A-optimal if and only if it is D-optimal. 
Now we discuss D,-optimal models. Let s < n and write 
m-) = ( 
C,(f)7 ~,u-1’ 
.w-),uf) 1 ’
where C,(f) is an s x s matrix, and Xc,(f) is an (n - s) x (n - s) matrix. Let 
Q-I= I~,u->I- (3.17) 
Equation (1.1) is called a D,-optimal model if 
Let Hi, F be related by (3.10) and (3.13). Write 
where K, , IV, are s x s matrices and K,, W, are (n - s) x (n - S) matrices. 
By direct calculations, 
Z;,(f) = A’DA, (3.19) 
where 
A=H, (3.20) 
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and A = (~7,~) is an m x s matrix of rank s. By (3.17) and (3.18), 
u(f) = IA’DA 1. (3.21) 
THEOREM 3. 
(a) min,, f U(f) = nf= 1 Ai/nf= 1 Lf* 
(b) LetfE.7. Then 
where U = (uij) is an s x s diagonal matrix such that each uii = Lf and V is 
a nonsingular (n -s) X (n -s) matrix such that the jth column has 
Euclidean norm equal or less than Lj+S. 
ProoJ: By Lemma 4, 
By taking D = I,,, as means, we have from 
(H’,H,)-‘(H;H,)(H;H,)-’ = (IqH,)-1, 
(3.18) and (3.19), 
A’A = K,. 
Since 
K,=(W,- W;W;‘W,)-’ 
(see, e.g., [3, 71 and 
I w,- K W;‘W,l<lW,I 
with < becoming = if W, = 0 [ 11, by (3.23), 
(3.23) 
(3.24) 
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(here W, is a function off E.F). Write H in column form [h,, h2,..., h,]. 
W, = 0 implies that hi/z, = 0 for i < s, j > s. Now 
W, = B’B, 
where B = [h,, h, ,..., A,]. By (3.16), 
By (3.21), (3.22), (3.24), and (3.25), 
U(f) > rIL 14 
I-IL& . 
Let F be as given in (b). Then 
(H; H,)-’ = (“;)-’ (r&). 
so 
K, = 1 K,=O, 
and by (3.20), 
where 
A’DA = K, U’D, UK;, 
D, = 
BY (3.21)~ 
W) = IK, I2 I U, I2 I 
=IK,llf’,l 
IIs= 1 li 
= I-IL& 
D,I 
(3.25) 
proving (a) and (b). Q.E.D. 
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A D,-optimal model (1.1) corresponds to F in (b) above. Note that in 
proving Theorems 2 and 3, unlike proving Theorem 1, we did not first show 
that the optimal models (1.1) correspond to f in the boundary of Sr; it is 
seen from these theorems that such f do lie on the boundary of 97 
Note added in proof In the paper “Existence of an A-optimal model for a regression 
experiment” by N. N. Chan and C. S. Wong (J. Math. Anal. Appl. 77 403-415, 1980) it is 
proved that for V = I,, there always exists an m x n matrix if of rank n such that (3.1), (3.2), 
and (3.3) hold. 
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