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Abstract 
Web-based malwares host in websites fixedly and download onto user’s computers automatically while users browse. 
This passive propagation pattern is different from that of traditional viruses and worms. A propagation model based 
on reverse web graph is proposed. In this model, propagation of malwares is analyzed by means of random jump 
matrix which combines orderness and randomness of user browsing behaviors. Explanatory experiments, which has 
single or multiple propagation sources respectively, prove the validity of the model. Using this model, people can 
evaluate the hazardness of specified websites and take corresponding countermeasures. 
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 Introduction 
People have paid much more attention on defending malwares. So malwares have to seek for a new 
vector, that perhaps is, WWW. Different with the traditional network worms, which spread mainly through 
Email actively, present malwares propagate via WWW with a passive approach. They host in a website 
which usually is compromised and incur users to install and run them automatically, as shown in Fig. 1. 
This phenomenon is called web-based malware or drive-by download. Provos et al. [1] presented an 
overview of it. Thereafter, Provos et al. [2] and Zhuge et al. [3] made empirical studies on web-based 
malwares. 
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Figure 1.  Drive-by download 
These work analyze phenomena of web-based malwares but not provide a spreading model. Before, 
People have presented a lot of propagation models in many fields which also include network worms. 
Since web-based malwares have different characteristics from worms, we propose a novel model which 
use reverse web graph to represent passive spreading of malwares. 
The remainder of the paper is organized as follows. Section II describes related work on information 
diffusion models. We present malware passive propagation model and algorithm in Section III. Section IV 
provides explanatory experiments and we conclude the paper in Section V. 
Related Work 
Many information diffusion models have been presented, such as human disease epidemic model, 
spreading activation model and networked coordination game model. These models lend themselves to our 
work of malware-propagation modeling.  
A. Rate Equation-Based Epidemic Models 
Epidemic models are originally used to depict human disease propagation process and now have been 
applied in many other areas. Kermack and McKendrick proposed the first epidemic model in 1927 [4]. The 
model is not a networked model while it expresses the spread of an infection in a large and homogeneous 
population in terms of three rate equations. It has two noted variants: SIR (susceptible–infected–removed) 
and SIS (susceptible–infected–susceptible). SIR network epidemics eventually die out, while SIS network 
epidemics may or may not die out, depending on the epidemic threshold. Wang et al. [5] further proposed a 
general model, say, the WCWF model, which showed that epidemic threshold of any network, regardless 
of its structure, equals its spectral radius. Above models do not concern the weights of edges. 
B. Spreading Activation Models 
Spreading activation models have first been proposed by Quillian [6] for simulating human 
comprehension through semantic memory. Ziegler and Lausen adapted them for trust propagation [7]. In 
their model, Edges are assigned continuous weights. Source vertex is activated through an injection of 
energy, which is then propagated to other vertices along edges according to following rules: all energy is 
fully divided among successor vertices with respect to their normalized local edge weights. A non-source 
vertex is activated only if energy streaming into it exceeds a threshold. Spreading factor is introduced into 
the model to denote energy decay. In spreading activation models, energy is assigned to edges and 
propagated and divided along them while vertices are dyadic (i.e. active or inactive). 
C. Networked Coordination Games 
Kleinberg [8] has reviewed networked coordination games models employed in social networks, which 
originated from the diffusion of innovations. Morris [9] proposed the first game-theoretic model for 
cascading behavior in a social network: people switch to a new behavior when a certain threshold fraction 
of neighbors have already switched. Morris also drew a conclusion that the contagion threshold is at most 
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1/2. Kempe et al. [10] generalized the threshold model and the cascade model by discharging the 
independence assumption. Note that all these models utilize directed graphs while vertices are still dyadic. 
Malware Passive Propagation Model 
D. Extended Web Graph 
The term web graph was coined by Kleinberg et al. [11] in 1998. In their formalized model, Web is 
represented by a directed graph G = (V,E), where V is a set of vertices representing web pages and E  
V V is a set of directed edges representing hyperlinks between pages. 
Web graph model in [11] only take WWW’s topology into consideration while regardless of users’ 
behaviors. In fact, Web-based malwares aim at users. Thereby, We extend Web graph as a quadruple: 
(V,E,I,P), where I is a set of vertex weights representing pages’ influence or popularity or hazardness and P 
is a set of edge weights corresponding to  probabilities described below. In our model of malware passive 
propagation, vertex weights are used to depict spreading conditions and edge weights are used to express a 
surfer’s behavior of choosing randomly a hyperlink to continue browsing. 
E. Spreading Process of Web-Based Malware  
The spreading of web-based malares involves two parties: surfers and malwares. Surfers browse web 
pages along hyperlinks or randomly browsing a page by entering its URL in the browser's URL line. While 
malwares are hosting in some web sites we call hosting sites. As a major characteristic of drive-by 
downloads, adversaries usually hide hyperlinks pointing to malwares in invisible iFrames or JavaScripts in 
“bad” sites or compromised “good” ones which we call landing sites. Once a user visit a landing site, his 
computer will download and install malwares from hosting sites automatically. It is no doubt that landing 
sites are most dangerous to surfers. However, a surfer will also encounter dangers when he or she visits a 
malware-free site since the site has links to landing sites directly or indirectly. So it is obvious the 
propagation direction of web-based malwares is just the opposite one in which user jump when browsing. 
The sites users browsing are nearer (less hops) to landing sites, users’ computers have more chance to be 
infected with malwares. 
Our study starts with landing sites. If a site is infectious, it becomes a contaminating source. Its 
malignity will spread to the sites pointing to them directly or indirectly. Of course, this process is not 
certain if a surfer do not follow the links to landing sites. Therefore, randomness of surfer’s behavior 
should be taken into considerations. The famous PageRank algorithm [12,13] is a good reference for our 
work.  
F. Malware Passive Propagation Model  
According to above analysis, we should examine propagation process of web-based malware along the 
opposite directions which surfers follow. We introduce reverse web graph, which was first presented by 
Fogaras [14] to find hubs in the Web, to our Malware Passive Propagation (abbreviated to MPP) model.  
Definition  If all edges’ directions in a web graph are opposite to those in graph G, then the former graph is 
called reverse web graph of G, denoted by GR.  
Let A and B denote the adjacency matrix of web graph G and GR, respectively. Then 
 B = AT   
Since such relation exists, we can easily translate the operations on G into those on GR. For example,  
 xTA = (ATx)T = (Bx)T   
where x is a n 1 column vector. Hence, we will continue illustrations by means of adjacency matrix A of 
web graph G. 
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A is then modified into random link matrix R by replacing nonzero elements with corresponding edge 
weights. For simplicity, each edge from the same vertex is assigned with the equivalent probability. For 
example, if a vertex’s out-degree is n, then the weight of its each out-edge is 1/n. 
Unlike PageRank, we do not consider the problem of dangle vertex, which has no outgoing link, 
because we assume the number of propagation steps is finite. What is similar with PageRank is we adopt 
damping factor . Then a stochastic matrix S is constructed as below 
 S = R /nE   
where  is a scalar between 0 and 1, n is the number of vertices, E is eeT (e is a column vector of all 1’) 
and thus E is a n n square matrix of all 1’s. S is referred to as random jump matrix. Here we use vertex 
weight to represent a page’s malignity. If a page is a landing page, its malignity value is 1 and 
corresponding vertex weight is 1.Thus, if injecting malignity in one vertex by assigning 1 to it, the 
malignity will propagate to directly connecting vertices with probability  and to all vertices with 
probability 1- . 
Let column vector m denote malignity values of all vertices. Initially no vertex is infected, so m is zero 
vector. Then we designate a vertex infected by set corresponding element in m to 1. Use m right multiply S 
and obtain new value of m after the first round update 
 m(1) = Sm(0)   
Suppose (0)im (1 i n) is 1, we find 
(1)
im is below 1 after computation as (3). Remember the malignity of 
a page will not decrease after spreading. To continue the propagation process, we should make some 
modifications to the new m. By alter (0)im  to 1, the vertex could keep its malignity. The spreading process 
is continuing as following equation 
 m(i+1) = Sm(i)   
The number of propagation steps is finite. So after finite iterations, we get the final m, which tells us 
the influencing range and degree of the web caused by a given vertex. The total influencing degree (namely, 
total malignity) M can be represented by sum of all elements of m as 
 M = e m   
Foregoing statements take all vertices as with the same popularities. It is not the fact for the WWW. 
Each page has its unique popularity. A page has more traffic; it is more dangerous to users if it is a 
malicious page. Page’s popularity is determined by many factors such as link structure, content, bandwidth. 
Some companies, e.g. Google, Alexa, provide their page-evaluation tools. Let column vector p denote 
popularity values of all vertices. The total hazardness H of all vertices can be calculated as 
 H = p m   
Propagation model proposed above can be easily extended to multiple infected sources. We only need 
to set the corresponding elements in malignity vector m to 1s and remember alter m after each iteration. 
Remain steps are identical. 
G. Calculation of Iteration Times  
How to control iteration times is critical to MPP model. Let K denote iteration times. It is certain that K 
will not exceed the diameter of graph. If graph has a circuit (or circle), iterations will infinite. So we devise 
a simple but effect algorithm to calculate iteration times. This algorithm is very similar with the one 
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depicted above. This time we let initial malignity vector m(0) right multiply adjacency matrix A. At the 
same time, Let U denote a vertex set which possess only one element, that is, source vertex. The update 
process of m is iterated as 
 m(i+1) = Bm(i)   
What should be noted is we need not modify m after each iteration. During each iteration, if there are new 
elements become nonzero, we put corresponding vertices in U. If the cardinal of U does not increase, 
calculation is finished. Iteration times K1 here are just the ones in propagation model.  
Above algorithm successfully solve the circuit problem. On the other hand, surfer’s maximum hop 
number when he browses pages along hyperlinks should also be considered. Let K2 denote the maximum 
hop number. The iteration times K in propagation model should be 
 K = min{K1,K2}   
H. Differences between MPP Model and PageRank  
Both our MPP model and PageRank utilize linear algebra and random process. But there are three 
substantial distinctions between them: 
 PageRank concerns global outcome while MPP concerns spreading process from several vertices. 
 PageRank base on web graph while MPP base on reverse web graph. 
 PageRank need at least dozens of iterations to converge while MPP’s iteration times are far less 
due to restriction of surfer’s maximum hop number. 
Explanatory Experiments 
To illustrate and test our MPP model, we provide an experiment which operates on a six-vertex web 
graph G as shown in Fig. 2. 
 
Figure 2.  A six-vertex web graph 
The adjacency matrix A is 
0 1 0 0 0 0
1 0 1 0 0 0
1 1 0 1 0 0
0 0 0 0 0 1
0 0 0 1 0 1
0 0 0 1 0 0
A . 
The random link matrix R is 
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0 1 0 0 0 0
1/2 0 1/2 0 0 0
1/3 1/3 0 1/3 0 0
0 0 0 0 0 1
0 0 0 1/2 0 1/2
0 0 0 1 0 0
R . 
Let  = 0.9. Then random jump matrix S is 
1/60 11/12 1/60 1/60 1/60 1/60
7/15 1/60 7/15 1/60 1/60 1/60
19/60 19/60 1/60 19/60 1/60 1/60
1/60 1/60 1/60 1/60 1/60 11/12
1/60 1/60 1/60 7/15 1/60 7/15
1/60 1/60 1/60 11/12 1/60 1/60
S . 
I. Single Propagation Source 
Take one different vertex as propagation source in each experment. Then we get six sets of data listed 
in TABLE I. The definitions of total malignity M and total hazardness H have been given in Section III. 
The calculation of H adopts standard PageRank value as vertex’s popularity. PageRank values of six 
vertices are: 0.093, 0.121, 0.071, 0.354, 0.017, 0.343. For convenience of comparison, values of M, H and 
PageRank are plotted respectively as fractions of total vertices in Fig. 3. It is obvious vertex 4 and 6 are 
most influential while vertex 5 are least influential in metric of malignity. This is coincident with the link 
structure of graph. As for PageRank algorithm also bases on link structure, the trend of value M are 
consistent with PageRank on the whole. 
Table 1 Experimental Results of Single Source 
Vertex 1 2 3 4 5 6 
# iterations 2 2 2 3 0 4 
M 2.235 2.715 2.050 3.804 1.083 3.881
H 0.235 0.291 0.200 0.781 0.033 0.788
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Figure 3.  Experimental results of single source 
J. Multiple Propagation Sources 
Take vertex 2 and 4 as propagation sources. Results obtained after two iterations are shown in Fig. 4. 
All vertices have similar malignity. This means vertex 2 and 4 are influential nodes in the graph. The total 
malignity M and total hazardness H amount to 5.882 and 0.989 respectively. 
Figure 4.  Experimental results of multiple sources 
Conclusion 
Our MPP model is concise and effective. It can be used to evaluate the hazardness of specified 
websites. Then people can take corresponding countermeasures. 
In the future, we will extend MPP model in several aspects. The probability of surfer’s choosing any 
link may not be identical. Algorithm of calculating iteration times should be improved. How to determine 
the value of damping factor  should be considered. And then the model should be applied in real web 
graphs. 
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