Vertex-transitive expansions of (1, 3)-trees  by Saražin, Marko Lovrečič & Marušič, Dragan
Discrete Mathematics 310 (2010) 1772–1782
Contents lists available at ScienceDirect
Discrete Mathematics
journal homepage: www.elsevier.com/locate/disc
Vertex-transitive expansions of (1, 3)-trees
Marko Lovrečič Saražin a,b,∗, Dragan Marušič b,c
a Srednjevaška 41 B, 1291 Škofljica, Slovenia
b University of Ljubljana, IMFM, Jadranska 19, 1000 Ljubljana, Slovenia
c University of Primorska, FAMNIT, Glagoljaška 8, 6000 Koper, Slovenia
a r t i c l e i n f o
Article history:
Received 15 July 2008
Accepted 24 November 2009
Available online 17 December 2009
Keywords:
Graph
Tree
Cubic
Vertex-transitive
Arc-transitive
Expansion
a b s t r a c t
A nonidentity automorphism of a graph is said to be semiregular if all of its orbits are of
the same length. Given a graph X with a semiregular automorphism γ , the quotient of X
relative to γ is the multigraph X/γ whose vertices are the orbits of γ and two vertices
are adjacent by an edge with multiplicity r if every vertex of one orbit is adjacent to r
vertices of the other orbit. We say that X is an expansion of X/γ . In [J.D. Horton, I.Z. Bouwer,
Symmetric Y -graphs and H-graphs, J. Combin. Theory Ser. B 53 (1991) 114–129], Horton
and Bouwer considered a restricted sort of expansions (which we will call ‘strong’ in this
paper) where every leaf of X/γ expands to a single cycle in X . They determined all cubic
arc-transitive strong expansions of simple (1, 3)-trees, that is, treeswith all of their vertices
having valency 1 or 3, thus extending the classical result of Frucht, Graver andWatkins (see
[R. Frucht, J.E. Graver, M.E. Watkins, The groups of the generalized Petersen graphs, Proc.
Cambridge Philos. Soc. 70 (1971) 211–218]) about arc-transitive strong expansions of K2
(also known as the generalized Petersen graphs). In this paper another step is taken further
by considering the possible structure of cubic vertex-transitive expansions of general (1,3)-
multitrees (where vertices with double edges are also allowed); thus the restriction on
every leaf to be expanded to a single cycle is dropped.
© 2009 Elsevier B.V. All rights reserved.
1. Introductory remarks
Throughout this paper, the graphs are finite, connected, undirected and simple, unless specified otherwise. For adjacent
vertices u and v in X , we write u ∼ v and denote the corresponding edge by uv. Given a graph X we let V (X) and Aut(X) be
the vertex set and the automorphism group of X , respectively. A graph X is said to be vertex-transitive if its automorphism
group Aut(X) acts transitively on V (X). If uv is an edge of the graph X , then (u, v) and (v, u) are the two arcs of X associated
with uv. A graph X is arc-transitive (or, equivalently, symmetric) if Aut(X) acts transitively on the arcs of X .
A permutation of a finite set is called (m, n)-semiregular, wherem ≥ 1 and n ≥ 2 are integers, if it hasm orbits of length
n and no other orbit. Let X be a graph with an (m, n)-semiregular automorphism γ . One may then define a natural quotient
multigraph X/γ whose vertex set consists of the orbits of γ , with two orbits being joined by an edge with multiplicity r if
every vertex of one orbit is adjacent to r vertices of the other orbit. In particular, when X is a cubic graph then the vertices
of X/γ may have valencies 1, 2 or 3 where vertices of valency 2 may only occur if n is even, with each orbit corresponding
to one such vertex inducing n2K2. Alternatively, one may view a cubic graph X with an (m, n)-semiregular automorphism γ
as a cubic expansion of its quotient graph X/γ , where each leaf (a vertex of valency 1) of X/γ is replaced by an n-circulant
of valency 2, a vertex of valency 2 of X/γ is replaced by n2K2, and a vertex of valency 3 of X/γ is replaced by n independent
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Fig. 1. Generalized Petersen graphs, Y -graphs and H-graphs in Frucht’s notation.
vertices. Of course, these replacements must all be done in such a way that the resulting graph admits the existence of a
corresponding semiregular automorphism. However, the quotients X/γ with vertices of valency 2 will not be dealt with
in the rest of this paper. Yet another popular notion can be applied here, namely, viewing X/γ as a base graph and X as a
regular covering graph over X/γ with the addition of loops to the leaves of X/γ and with suitable voltages on the edges (see,
for example, [10, Chapter 2]).
A long-standing conjecture stating that every vertex-transitive graph has a semiregular automorphism [14] has recently
received a renewed interest (see [3–5,7–9,15,17]). In particular, it is known to hold for cubic and quartic graphs. Hence
the structure of cubic vertex-transitive graphs may be studied via their semiregular automorphisms and the corresponding
natural quotients. For example, consider the casewhere the quotient in question is the dipole Dip3 consisting of two vertices
with three parallel edges. It is not difficult to see that the starting (covering) graph is then a Cayley graph of a dihedral
group. Thus, the problem of determining arc-transitive expansions of Dip2 translates to the problem of classifying cubic
arc-transitive Cayley graphs of dihedral groups. This was done, in a somewhat different context, in [16]. Much earlier, the
classification of all arc-transitive generalized Petersen graphs GP(n, k) = I(n; 1, k), that is, arc-transitive strong expansions
of K2 (see Fig. 1), was obtained by Frucht, Graver and Watkins [6]. The notation I(n; k, l) is taken from Boben, Pisanski and
Žitnik [2] where the broader class of I-graphs that includes the generalized Petersen graphs was introduced. Further, in [11],
Horton and Bouwer generalized this result by determining all arc-transitive cubic graphs arising as strong expansions from
simple (1, 3)-trees, that is, trees with vertex valencies 1 or 3 only. They proved that only two additional simple trees, other
than K2, can be such quotients: the Y -tree K1,3 and the H-tree consisting of two vertices of valency 3 and four vertices of
valency 1 (leaves). More precisely, letting Y (n; 1, i, j) andH(n; 1, i, j, k) denote the last two graphs given in Fig. 1 via Frucht’s
notation, we may formulate their result as follows. (We refer to these graphs also as Y -graphs and H-graphs.)
Proposition 1.1 (Horton and Bouwer [11]). Let X be a cubic arc-transitive graph and γ a semiregular automorphism of X relative
towhich the quotient graph X/γ is a simple (1, 3)-tree, such that X is a strong expansion of X/γ . Then one of the following occurs:
(i) X is an expansion of K2 and isomorphic to one of the seven arc-transitive generalized Petersen graphs: I(4; 1, 1), I(5; 1, 2),
I(8; 1, 3), I(10; 1, 2), I(10; 1, 3), I(12; 1, 5) or I(24; 1, 5) [6];
(ii) X is a strong expansion of the Y-tree K1,3 and isomorphic to one of the following four arc-transitive graphs: Y (7; 1, 2, 4),
Y (14; 1, 3, 9), Y (28; 1, 3, 9) or Y (56; 1, 9, 25);
(iii) X is a strong expansion of the H-tree and isomorphic either to H(17; 1, 4, 2, 8) or to H(34; 1, 13, 9, 15).
We remark that Y (7; 1, 2, 4) is thewell-knownCoxeter graph and thatH(17; 1, 4, 2, 8) is the smallestmember of an infinite
family of primitive cubic graphs associated with the action of the group PSL(2, p), where p ≡ 1(mod 16), on cosets of Sym4,
with p = 17.
Stayingwithin the (1, 3)-multitrees realm for possible quotients, this leads us to the natural generalization of the problem
considered by Horton and Bouwer where double edges in the quotients of the graphs in question are allowed, as well as
expansions in general, not only the strong ones. To this end, following the examples of I-graphs, Y -graphs and H-graphs, we
define (1, 3)-graphs as follows:
Definition 1.2. A graph X is called a (1, 3)-graph if it is cubic, admits a semiregular automorphism γ , and its quotient X/γ
is a (1, 3)-tree.
Notice that by [17], every cubic vertex-transitive graph admits a semiregular automorphism. The aim of this paper is
therefore to consider vertex-transitive, and in particular arc-transitive, (1, 3)-graphs which are expansions of arbitrary (1,
3)-multitrees having not only single but also double edges.
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Fig. 2. Simple (1, 3)-trees as quotients.
Let us briefly touch the case of non-strong expansions of simple (1, 3)-trees. According to [11], only I-tree, Y -tree, H-
tree, A-tree, or B-tree, can be a quotient of a cubic arc-transitive graph over a semiregular automorphism (see Fig. 2). In
[13, Section 3], the symmetry of I-graphs has been considered more in detail from which it follows that there are no arc-
transitive I-graphs other than those seven from Proposition 1.1(i). A slight modification of the argument at the end of [11,
p. 128] shows that there are no arc-transitive non-strong expansions of A-tree and B-tree either. However, the question of
arc-transitive non-strong expansions of Y - and H-tree remains open.
If the quotient is indeed a (1, 3)-multitree with at least one double edge, then we can prove a somewhat stronger result
involving vertex-transitive (1, 3)-graphs in general (not only arc-transitive ones). The following theorem is proved in this
paper over a series of propositions:
Theorem 1.3. Let X be a vertex-transitive (1, 3)-graph and γ a semiregular automorphism of X relative to which the quotient
graph X/γ is a (1, 3)-multitree with at least one double edge. Then X/γ is a path of odd length with alternating single and double
edges.
The theorem above, together with those of Frucht, Graver and Watkins [6], and Horton and Bouwer [11], give us the main
result of this paper.
Theorem 1.4. Let X be an arc-transitive (1, 3)-graph and γ a semiregular automorphism of X relative to which the quotient
graph X/γ is a (1, 3)-multitree. Moreover, suppose that X is a strong expansion whenever X/γ is a Y -tree or a H-tree. Then one
of the following occurs:
(i) X is a expansion of K2 (an I-graph) and isomorphic to one of the seven arc-transitive generalized Petersen graphs: I(4; 1, 1),
I(5; 1, 2), I(8; 1, 3), I(10; 1, 2), I(10; 1, 3), I(12; 1, 5) or I(24; 1, 5);
(ii) X is a strong expansion of the Y-tree K1,3 (a Y -graph) and isomorphic to one of the following four arc-transitive graphs:
Y (7; 1, 2, 4), Y (14; 1, 3, 9), Y (28; 1, 3, 9) or Y (56; 1, 9, 25);
(iii) X is a strong expansion of the H-tree (a H-graph) and isomorphic either to H(17; 1, 4, 2, 8) or to H(34; 1, 13, 9, 15);
(iv) X/γ is a path of odd length ≥ 3, whose every internal vertex is incident to one single and one double edge.
In Section 2 we give examples of graphs satisfying part (iv) of Theorem 1.4. The proof of Theorems 1.3 and 1.4 is then
carried out in Sections 3 and 4. The following notational conventions are in order in that respect.
Throughout the rest of this paper, X stands for a (finite) cubic vertex-transitive graphwith G = Aut(X) denoting its group
of automorphisms, and γ ∈ G will be a (fixed) semiregular automorphism whose vertex-orbits have cardinality n ≥ 3. As
remarked, such automorphism exists by [17]. The corresponding quotient graph, a (1, 3)-multitree, will be denoted by the
symbolX = X/γ . Further, in view of the results of Horton and Bouwer (see Proposition 1.1 and the subsequent discussion),
we may assume thatX necessarily contains double edges. Let us denote byX∗ the graph obtained fromX by removing all
double edges. Since X is cubic, it follows thatX∗ is a collection of simple (1, 3)-trees. This situation is covered in the last two
sections. Section 3 deals with graphs whose quotients are not paths, and excludes the possibility of occurrence of various
components ofX∗ isomorphic to one of the following: the A-tree, the B-tree, or the H-tree. Finally, in Section 4, the Y -trees
as components ofX∗ are excluded, thus completing the proof of Theorems 1.3 and 1.4.
Instead of a ≡ b (mod n), the more concise notation a≡n b is used throughout this paper.
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Fig. 3. I4r2r (t)-path, t = 2r + 1.
Fig. 4. In4 (1)-path.
2. Examples
In this section, we give two examples which fall into Case (iv) of Theorem 1.4. The first one is a family of symmetric (arc-
transitive) graphs which are described in Theorem 1.1 of [12]. Such a graph is called an I4r2r (t)-path where r = 2, 3, 4, . . .
and t = 2r + 1 (see also [12, section 2.4]), and should not be confused with I-graphs defined in [2]. It has a semiregular
automorphism γ of order 4r and is depicted in Fig. 3.
The second example is a family of In4 (1)-paths where n = 4m + 2 and m = 1, 2, 3, . . . . Denote the In4 (1)-path (Fig. 4)
shortly by Xn; thus, Xn admits a semiregular automorphism γ of order n. The two leaves of Xn/γ expand to two n-cycles in
Xn; also, the double edge in themiddle expands to two additional n-cycles. There exists an automorphism α of Xn which acts
cyclically on these four n-cycles, so α is of order 4. It is not difficult to verify that Xn is a Cayley graph for the group generated
by γ and α with a relation γ−1αγ = α−1 where the generators are chosen as {γ , αγ n/2}; hence, Xn is vertex-transitive. Let
us denote the left leaf of Xn/γ by y, its neighbour by x, the other neighbour of x by z, and the right leaf by t . Also, in Xn, let
the expanded vertices be denoted by y0, . . . , yn−1, x0, . . . , xn−1, z0, . . . , zn−1 and t0, . . . , tn−1, respectively. Now, if n = 6,
then the edge y0x0 is on two 6-cycles:
y0x0z0x4y4y5 and y0x0z2x2y2y1
but y0y1 is on three 6-cycles
y0y1y2x2z2x0, y0y1x1z1x5y5 and y0y1y2y3y4y5.
For n ≥ 10, note that y0x0 is on at least four 8-cycles:
y0x0z0t0t1z1x1y1, y0x0z0t0tn−1zn−1xn−1yn−1,
y0x0z2t2t3z3x1y1, y0x0z2t2t1z1xn−1yn−1,
whereas x0z0 is on just two such cycles:
x0z0t0t1z1x1y1y0 and x0z0t0tn−1zn−1xn−1yn−1y0.
Thus, Xn is not edge-transitive.
3. Excluding variousX∗-components
In this and the next sectionwe suppose thatX∗ consists of at least two components, and let C∗ be an arbitrary component
ofX∗. Then X contains a subgraph C which is isomorphic to C∗ and is obtained as follows: choose a vertex x in a γ -orbit O
such that O is a vertex of C∗, and traverse all paths starting in x and containing edges which belong to edge-orbits in C∗.
Proposition 3.1. If C∗ is a component of X∗ and C is obtained from C∗ using the procedure described above, then there exists
an involution α ∈ G fixing every vertex of C.
Proof. Let Ox = {x0, . . . , xn−1} be a γ -orbit which is a vertex of C∗ and define α(xi) = x−i. Let Oy = {y0, . . . , yn−1} be
another vertex in C∗ such that x0 and y0 are adjacent, and x0, y0 ∈ V (C). If we extend the definition of α by α(yi) = y−i, it
is clear that α is one-to-one and preserves adjacency in Ox ∪Oy. Hence α can be extended to the whole of C∗; in particular,
α is an involution that fixes every vertex of C .
To extend α to the whole of X we proceed as follows. Let Oz = {z0, . . . , zn−1} be a γ -vertex-orbit of X such that there
is a double edge-orbit between Ox and Oz inX. More precisely, x0 is adjacent to z0 and also to zk for some integer k. Now
define α(zi) = zk−i. Obviously, α is still an involution which preserves adjacencies between Ox and Oz . Therefore, it is easy
to extend α to every component ofX∗, that is, to the whole of X . BecauseX is a tree, α is a well-defined automorphism of
X . 
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Proposition 3.2. If X is not a path, then X is edge-transitive.
Proof. Suppose X is not edge-transitive, let x ∈ V (X) and O be the γ -orbit of X containing x. Furthermore, choose x and O
such thatO (as a vertex inX) is incident to a double edge (inX). Now, X is vertex-transitive but not edge-transitive, hence
the three edges (say, e, e′, e′′) incident to x belong to more than one G-orbit. However, according to Proposition 3.1, there
is an α ∈ G fixing x and swapping two of the incident edges (for instance, e′ and e′′). Also, if E ′, E ′′ are the two γ -orbits
containing e′ and e′′, respectively, then E ′ and E ′′ form a double edge inX. Thus e′ and e′′ are in the same G-orbit which we
will denote by E2, and e belongs to the other orbit (for instance, E1). Hence the whole set E(X) of edges of X breaks into two
G-orbits. The above reasoning also shows that for any double edge ofX, the corresponding edges of X are all members of E2
and not of E1. It remains to figure out what happens to those edges of X contained in γ -orbits which represent single edges
inX. Let E = {e0, . . . , en−1} be such a γ -orbit. If E is adjacent to a double edge inX, then clearly E ⊆ E1. Likewise, if E is
incident to a leaf inX, then E ⊆ E1, too. Therefore, let E be neither incident to a leaf nor adjacent to a double edge. Assume
that E ⊆ E2; then there is another single edge ofX adjacent to E that belongs to E2. Continuing this way we obtain a path
of single edges ofX contained entirely in E2. But this path is finite becauseX is finite, and it ends with a single edge that
is either adjacent to a double edge, or has a leaf as an endvertex. As this is contradictory, it follows that E ⊆ E1, but this
implies that all edges adjacent to E inX are in the other orbit E2 which is only possible ifX itself is a path of alternating
single and double edges. 
We now turn our attention to graphs whose quotients are not paths. IfX is not a path then, by Proposition 3.2, X is edge-
transitive. But X is also a cubic vertex-transitive graph, hence it must be symmetric (1-arc-transitive) by the well-known
theorem of W.T. Tutte. Another theorem of Tutte tells us that X is at most q-arc-transitive where q is not greater than 5.
However, it follows from Proposition 3.1 that for every component C∗ ofX∗ there is an involution α ∈ G such that α fixes
the underlying subgraph C of X vertex-wise. Let P be a maximal path in C . Then it follows from [1, Proposition 18.1] that
the length of P must be less than q ≤ 5, thus the diameter of C is at most 4 which leaves us with just five possibilities for
components C∗, which will be named I-tree, Y -tree, H-tree, A-tree, and B-tree, respectively (see Fig. 2).
Note that the I-tree is actually K2 and the Y -tree is K1,3. We will dispose of all except one of the aforementioned
possibilities (cf. [11]). To begin with, a (rather technical) definition is used to describe the leaves and double edges ofX.
Definition 3.3. The parameters of X are the integers described as follows:
1. Let O = {y0, . . . , yn−1} be a γ -vertex-orbit of X which is a leaf inX. If yi is adjacent to yi+k in X for some integer k, we
say that k is the parameter of O, or that k is associated to O.
2. Suppose Ou = {u0, . . . , un−1} and Ov = {v0, . . . , vn−1} are two γ -vertex-orbits of X such that there is a double edge
between Ou and Ov inX. Also, let us numerate u’s and v’s so that ui and vi are adjacent. Then ui is also adjacent to vi−p
for some p called the parameter of the double edge OuOv .
Note that the parameter k of a leaf O does not depend on the numeration of the vertices of O and that −k has essentially
the same meaning as k. If p is the parameter of the double edge, say, E = OuOv , then−p is the parameter of OvOu: change
of sign reverses the directed edge. However, any modification of the numeration within orbitsOu,Ov may only swap p and
−p.
The girth of the graph X plays an important role in this paper.
Proposition 3.4. 1. If X contains two leavesOx,Oy with a common neighbour, then girth(X) ≤ 12. If, additionally, k and l are
the parameters of Ox and Oy, respectively, and l≡n±k, then girth(X) ≤ 6.
2. If X contains a leaf Ox such that the edge OxOu is adjacent to a double edge OuOv , then girth(X) ≤ 10. If, additionally, k is
the parameter of Ox, p is the parameter of the double edge OuOv and p≡n±k, then girth(X) ≤ 5.
Proof. For the first part, see [11, p. 120]. For the second part, letOx = {xi},Ou = {ui} andOv = {vi}. It is readily established
that
u0x0xkukvkuk+pxk+pxpupv0
is a 10-cycle in X . If also k≡n p (similarly,−p) holds, then X contains the 5-cycle x0x−ku−kv−ku0. 
A component of X∗ isomorphic to I-tree, Y -tree, H-tree, A-tree, or B-tree will be called an I-component, Y -component, H-
component, A-component, or B-component, respectively.
Proposition 3.5. If C∗ is a component of X∗, then C∗ is neither an A-component nor a B-component.
Proof. IfX∗ contains an A- or a B-component, then X must be 5-arc-transitive. Namely, the diameter of such a component
is 4 and hence, by Proposition 3.1, a 4-path in X is fixed vertex-wise by an involution. Thus X is 5-arc-transitive by Tutte’s
theorems. In particular, any 5-path can be carried onto any other 5-path by an automorphism.
Now suppose C∗ is an arbitrary component of X∗ which is an A-component (Fig. 5(a)). If v = {vi} is a leaf in X with
parameter k, then every cycle containing the 5-path y0u0v0vkukzkmust be longer than 12, thus contradicting Proposition 3.4,
part 1. If v is not a leaf, then consider the 5-path P = x0y0u0v0w0t0. If t is a leaf inX, thenwt is an I-component ofX∗, and
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Fig. 5. A-trees, B-trees and 5-paths.
Fig. 6. A H-component and a 4-path.
Fig. 7. A Y -component and a 3-path.
by Proposition 3.4, part 2, girth(X) ≤ 10. But P is clearly not contained in a cycle of length ≤ 2. If t is not a leaf, then it is
obvious that a cycle containing P must be of length at least 13 which contradicts Proposition 3.4, part 1.
For C∗ being a B-component, the argument is similar to that of the previous paragraph. If C∗ has a leaf v (in X) with
parameter k, we take the 5-path y0u0v0vkukzk (see Fig. 5(b)), and if C∗ has no leaves, then we proceed with the 5-path
P = x0y0u0v0w0t0. 
Proposition 3.6. X∗ cannot have an H-component.
Proof. Let C∗ be an H-component ofX∗. By Proposition 3.1 and Tutte’s theorems, X is at least 4-arc-transitive. Consider the
4-path P = x0y0u0v0z0 in Fig. 6 where x, y, u belong to C∗ (therefore, uv is a double edge). If z is a leaf inX, then it follows
from Proposition 3.4, part 2, that girth(X) ≤ 10. However, P does not belong to any cycle of length≤ 10. On the other hand,
if z is not a leaf, then every cycle containing P must be longer than 12, contradicting Proposition 3.4, part 1. 
4. Excluding Y -trees
It follows from Propositions 3.5 and 3.6 thatX∗ only has I- and/or Y -components. However, getting rid of Y ’s requires
just a little more work. In this section we assume thatX∗ contains at least one Y -component. Proposition 3.1 then tells us
that X is at least 3-transitive, hence we will explore 3-paths of X more in detail.
The following observation deals with some properties of the parameters ofXwhich we will need in subsequent proofs.
Observation 4.1. Let 0 ≤ k, l, p < n such that k, l, p 6= n2 . Then it is easy to see that only one of the following conditions can
hold:
k− p≡n l
k− p≡n−l
−k− p≡n l
−k− p≡n−l.
(1)
For example, if k − p≡n l and also −k − p≡n−l, then by summing up both equalities we get −2p≡n 0 and p = n2 , a
contradiction.
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Fig. 8. A Y2-component and a Y -component without a leaf.
Proposition 4.2. Every leaf of X belongs to a Y-component.
Proof. Suppose on the contrary, that a leaf is an endvertex of an I-component; then girth(X) ≤ 10 by Proposition 3.4, part
2. Take a component C∗ isomorphic to a Y -tree and choose the 3-path P = x0u0v0w0 (Fig. 7). Ifw is not a leaf ofX, or neither
y nor z are leaves, then it is not difficult to see that any cycle containing P has length greater than 10. Hence, assume thatw
and (say) y are both leaves, and let k, l, p be the parameters of y, w, uv, respectively. The smallest cycle containing P must
have length 10, so l 6≡n±p by Proposition 3.4, part 2. Also, it is clear that k, l, p 6= n2 . (If p = n2 , there would exist a 4-cycle
u0v0upvp.) Thus, the 3-path R = v0w0wlvl is contained in two 10-cycles:
v0w0wlvlulvl−pwl−pw−pv−pu0,
v0w0wlvlul+pvl+pwl+pwpvpup.
For P , in order to be contained in a 10-cycle, at least one of the six conditions
k≡n±l
±k− p≡n±l (2)
must be true. Suppose first that k 6≡n±l. The observation (1) tells us that only one of the remaining four conditions can be
true, so P is on at most one 10-cycle, while R is on two of them. Thus, necessarily k≡n l (so k 6≡n−l, or vice versa) and there
is a 10-cycle x0y0ykxkukvkwkw0v0u0 which contains R, too. Hence R is on three 10-cycles and so is P . This means that one of
the four conditions (2) must be true, say−k− p≡n l, or, equivalently, p≡n−2k. However, the 10-cycle
x0y0y−kx−ku−kvkwkw0v0u0
also contains R, hence R is on four cycles. As P cannot be on more than three due to (1), a contradiction follows. 
The argument on the number of cycles containing a given path will be utilised often in this section, yet it will not be given
to every detail as above.
Proposition 4.3. There exists a Y-component of X∗ which has two leaves inX.
Proof. Take an arbitrary path P in X having the maximal length, and denote one of its endvertices by u. Evidently, u is a
leaf ofX and so it lies on a Y -component C∗. Let x be the neighbour of u in C∗, and v,w the other two vertices of C∗. Then
x ∈ V (P), while v,w cannot both belong to P; say, v ∈ V (P) andw 6∈ V (P). Ifw were not a leaf, but connected to a vertex z
by a double edge, then there would exist a path P ′ obtained from P by removing x, u and adding x, w, z whose length would
be greater than that of P . Thus, C∗ has two leaves, u andw. 
A Y -component with two leaves in X will be called a Y2-component. Hence, if X has Y -components, then it has Y2-
components. But what does the rest ofX look like? We will find this out in a series of Propositions.
Proposition 4.4. A Y2-component and a Y-component without a leaf inX cannot be connected by a double edge inX.
Proof. Suppose K ∗ is a Y2-component connected to a Y -component C∗ via double edge inX, and that C∗ does not have a
leaf (see Fig. 8). It is obvious that any cycle containing the 3-path x0u0v0w0 is longer than 12, but this is not possible due to
Proposition 3.4, part 1. 
Proposition 4.5. A Y2-component and a Y-component with exactly one leaf inX cannot be connected by a double edge inX.
Proof. Again, let K ∗ be the Y2-component which is connected to a Y -component C∗ by a double edge where C∗ has just
one leaf inX (Fig. 9(a)). Denote by k, l,m, p the parameters of the vertex-orbits y, z, s and the double edge uv, respectively.
Choose two 3-paths in X : P = x0u0v0w0 and R = x0y0ykxk. The shortest cycle containing P must have length ≥ 12, so
girth(X) = 12 by Proposition 3.4, part 1. It follows that k 6≡n±l and hence R is on two 12-cycles as described in [11, p. 120]:
x0y0ykxkzkzk+lxk+lyk+lylxlzlz0
x0y0ykxkzkzk−lxk−lyk−ly−lx−lz−lz0.
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Fig. 9. Y -components, upper and lower cycles.
Fig. 10. Two Y2-components.
These two 12-cycles will be called the HB cycles. We infer that every 3-path in X is on at least two 12-cycles. There
are essentially two different possibilities for a 12-cycle to contain P (Fig. 9(b), (c)) which will be named an upper and a
lower cycle. An upper cycle contains R (or, equivalently, R− = x0y0y−kx−k). Similarly, a lower cycle contains the 3-path
Rz = x0z0zlxl (or R−z = x0z0z−lx−l). Thus, one of R, R−, Rz, R−z is contained in three 12-cycles which means that every 3-path
is on at least three 12-cycles. If there is an upper cycle containing P , then at least one of the following six conditions must
hold true:
k≡n±m
±k− p≡n±m. (3)
For instance, if k − p≡nm, then we have the upper cycle x0y0ykxkukvmwmsms0w0v0u0. Due to (1), at most one of the four
conditions (3) can hold true. If k≡nm (k≡n−m leads to basically the same situation), then there are two upper cycles:
x0y0y±kx±ku±kv±kw±ks±ks0w0v0u0
(by the way, k 6≡n−m in this case). Therefore, P belongs to at most three upper cycles. Analogously, P belongs to at most
three lower cycles. Because P is on at least three 12-cycles, there are four possibilities to check:
(i) P is on three upper 12-cycles. This means k≡n±m and p≡n±2k, say k≡nm and p≡n 2k. Then there is an 8-cycle
ukvkwksks0s±kw±kv±k which is not possible.
(ii) P is on three lower 12-cycles. Similar argument as in the previous paragraphmay be applied with the same conclusion.
(iii) P is on two upper cycles and one lower cycle. Then necessarily k≡n±m, say k≡nm. Since l 6≡n±m due to the girth of X ,
we have p≡n±l± k, say p≡n k− l. Now, the cycle x0y0ykxkukvkwksks0w0v0u0 also contains Rwhich belongs to two HB
cycles as well. But R is contained in the following 12-cycle, too: x0y0ykxkukvlwlslsl−kwl−kvl−ku0. So each of R, P would
be contained in four 12-cycles which means that P is on at least three upper cycles, but this leads to a contradiction as
seen above.
(iv) P is on two lower cycles and one upper cycle. Following the steps as in the previous case ends in the same conclusion.
Thus, P does not belong to a 12-cycle which is impossible. 
Proposition 4.6. Two Y2-components of X∗ cannot be connected by a double edge inX.
Proof. IfX∗ has two Y2-components that are connected by a double edge inX, thenX∗ has no other components and soX
is the graph depicted on Fig. 10. Similarly as in previous propositions, let us start with the 3-path P = x0u0v0w0. It is evident
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that every cycle through P has length at least 12, hence girth(X) = 12 by Proposition 3.4, part 1. Denote by k, l,m, o, p the
parameters of the leaves y, z, s, t and of the double edge uv, respectively. Then the following restrictions
k 6≡n±l
m 6≡n±o
k, l,m, o 6≡n
n
2
,
n
4
,
n
8
p 6≡n
n
2
,
n
4
apply to these parameters. In order to have P on a 12-cycle, the graph X must satisfy at least one of the conditions collected
in the following table:
A B C D
I. k≡n±m l≡n±m k≡n±o l≡n±o
II. ±k≡n±m+ p ±l≡n±m+p ±k≡n±o+p ±l≡n±o+ p
Now, suppose that one of the first-row conditions holds, for example, (I.A): k≡nm. Then P is on two 12-cycles. However,
one of them, x0y0ykxkukvkwksks0w0v0u0, contains the 3-path R = x0y0ykxk as well. Since there are two HB cycles containing
R, we see that R is contained in three 12-cycles, and so is P . This means that additional condition from the table above must
be true. But due to k≡nm neither (I.B) nor (I.C) can hold. Assume that (I.D) is true: l≡n o. Then none of the second-row
conditions holds, which can be proved as follows.
If (II.A) is true, then p≡n±2k giving rise to the 8-cycle x−ky−ky0ykxkukv−ku−k, a contradiction. In the same manner we
dispose of (II.D). If, however, (II.B) is true, then l≡n k + p and there would be the 10-cycle xkyky0x0z0zlxlulvkuk which is
impossible. Accordingly, we can dismiss all cases (II.B) and (II.C).
Thus, we are left with k≡nm and l≡n o, and no other conditions. It follows that P is contained in exactly four 12-cycles.
Denote these four cycles by
Z = x0y0ykxkukvkwksks0w0v0u0
W = x0y0y−kx−ku−kv−kw−ks−ks0w0v0u0
Z ′ = x0z0zlxlulvlwltlt0w0v0u0
W ′ = x0z0z−lx−lu−lv−lw−lt−lt0w0v0u0.
Also, let Q = y0x0u0v0 be another 3-path. Obviously, Q belongs to both Z and W , hence Q is contained in the 5-path
Q¯ = Z ∩ W . By 3-transitivity, there is an ω ∈ G such that ω(Q ) = P . Let P¯ = ω(Q¯ ); since P¯ contains P , it is a 5-path
contained in an intersection of two of the four cycles Z,W , Z ′,W ′. Clearly P¯ = Z ∩W or P¯ = Z ′ ∩W ′. However, Q¯ − Q is a
2-path while P¯ − P is not. Therewith we have shown that two of the first-row conditions cannot be true at the same time.
Thus, k≡nm and no other first-row conditions hold. For R, it is not difficult to see that there are four 12-cycles: Z , the two
HB cycles, and x0y0ykxkukvk−pwk−psk−ps−pw−pv−pu0, all of them containing R. It follows that P belongs to four 12-cycles, too,
hence some second-row conditions must be true. It is easy to see that only (II.D) is possible, so l≡n o+ p and−l≡n−o+ p,
or−l≡n o+ p and l≡n−o+ p. But then 2p≡n 0, contrary to the restrictions above. This means that no first-row conditions
can hold.
Let us dealwith the possibility that only second-rowconditionsmaybe true. However, in each of the sets (II.A), (II.B), (II.C),
(II.D), only one condition can hold. This can be proved analogously as at the end of the previous paragraph: if k≡n−m+ p
and−k≡nm+p, then 2p≡n 0, etc. Since R is contained in two HB cycles, P is on (at least) two 12-cycles, hence two second-
row conditions must hold. If, say, k≡nm+ p, then there is the 12-cycle x0y0ykxkukvmwmsms0w0v0u0 which also contains R;
therefore, R (and P , too) belongs to three 12-cycles. It follows that except for (II.A), two other second-row conditions hold.
If (II.C) holds, then R is on four 12-cycles; if (II.C) does NOT hold, then both (II.B) and (II.D) hold, and the 3-path Rz = x0z0zlxl
is on four 12-cycles. This means that P (as any other 3-path) must belong to four 12-cycles, so (II.A), (II.B), (II.C), and (II.D)
must all be true.
Since k≡nm+p, then either l≡n−m+p or l≡nm−p (assume the former). Accordingly, either k≡n o−p or k≡n−o+p
(assume the latter here). It follows that l≡n−o−pnecessarily. Yet, from these four conditionswe infer that 4p≡n 0, contrary
to the restrictions above. In other subcaseswe conclude in the sameway. Hence the 3-path P does not belong to any 12-cycle,
which is absurd. 
Even the last resort for a Y2-component to be contained in X∗ fails, because such a component ‘‘neighbouring’’ an I-
component does not occur, as we shall see below.
Proposition 4.7. A Y2-component and an I-component cannot be connected by a double edge inX.
Proof. Put P = x0u0v0w0 (Fig. 11) and denote by k, l, p, q the parameters of the vertices y, z and of the edges uv,ws,
respectively. It is clear that the shortest cycle containing P must be of length at least 11. Thus, by Proposition 3.4, part 1,
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Fig. 11. A Y -component and an I-component.
the graph surely contains 12-cycles (namely, the HB cycles), so P belongs to a 12-cycle. Also, the following set of restrictions
apply to these parameters:
k 6≡n±l
k, l, p, q 6≡n
n
2
.
As in Proposition 4.5, the two possibilities for such a 12-cycle will be called an upper (traversing vertices in y) and a lower
(traversing those in z) cycle. Therefore, if there is an upper cycle, then one of the following conditions must hold true:
2k≡n±q
±2k≡n±q+ p.
(A) 2k≡n q (or−q, which is only formally different). Then P belongs to twoupper 12-cycles: Z = x0y0yky2kx2ku2kv2kw2ks2kw0
v0u0 andW = x0y0y−ky−2kx−2ku−2kv−2kw−2ks0w0v0u0. It also follows that 2k 6≡n−q, 2k 6≡n q+ p and−2k 6≡n−q+ p. If−2k≡n q + p, then there would exist additional 12-cycle Z∗ = x0y0yky2kx2ku2kv2kw2ks2kw−pv−pu0. But the symmetric
difference of Z and Z∗ would be a 10-cycle, which is not possible because girth(X) ≥ 11. Same conclusion is obtained if
2k≡n−q+ p. So Z,W are the only two upper 12-cycles, and they have exactly a 4-path in common.
(B) 2k 6≡n±q, 2k≡n q + p. Then P belongs to the upper cycle W ′ = x0y0yky−2kx−2ku−2kv−2kw−2ks−2kw−pv−pu0, and also
2k 6≡n−q+ p and−2k 6≡n±q+ p holds. In this case there is only one upper cycle.
The same conclusion can be made for lower cycles, with l instead of k. However, because k 6≡n±l, (A) cannot hold for both
upper and lower cycles.
Now suppose (A) holds for, say, upper cycles. The two upper cycles have exactly a 4-path in common. But the 3-
path R = x0y0ykxk belongs to two HB cycles which have exactly a 5-path in common. Therefore, P is also contained
in a lower 12-cycle and hence (B) holds for lower cycles, for example, 2l≡n q + p which gives rise to W ′′ =
x0z0z−lz−2lx−2lu−2lv−2lw−2ls−2lw−pv−pu0. But W ′′ ∩ Z is a 6-path and W ′′ ∩ W is a 3-path which is not possible. (The
conclusion is the same for other (B) conditions.) Therefore, (A) is false for upper cycles; nevertheless, the same procedure
tells us that (A) is also false for lower cycles.
It remains to see what happens if (B) holds. Clearly, (B) must be true for both upper and lower cycles. In the samemanner
as before we infer that these two 12-cycles have either a 6-path or a 3-path in common, a contradiction. 
The last four propositions combined together give us the following corollary.
Corollary 4.8. The graphX∗ cannot have Y-components.
Therefore, Propositions 3.2, 3.5, 3.6 and Corollary 4.8 combined together give us Theorem 1.3, whereas Theorem 1.4
follows directly from [6,11] and Theorem 1.3.
Acknowledgement
The authors were supported in part by the ‘‘Agencija za raziskovalno dejavnost Republike Slovenije’’, research program
P1-0285.
References
[1] N. Biggs, Algebraic Graph Theory, Cambridge University Press, Cambridge, 1974.
[2] M. Boben, T. Pisanski, A. Žitnik, I-graphs and the corresponding configurations, J. Combin. Des. 13 (2005) 406–424.
[3] P.J. Cameron, M. Giudici, W.M. Kantor, G.A. Jones, M.H. Klin, D. Marušič, L.A. Nowitz, Transitive permutation groups without semiregular subgroups,
J. Lond. Math. Soc. 66 (2002) 325–333.
[4] E. Dobson, A. Malnič, D. Marušič, L.A. Nowitz, Minimal normal subgroups of transitive permutation groups of square-free degree, Discrete Math. 307
(2007) 373–385.
[5] E. Dobson, A. Malnič, D. Marušič, L.A. Nowitz, Semiregular automorphisms of vertex-transitive graphs of certain valencies, J. Combin. Theory Ser. B 97
(2007) 371–380.
[6] R. Frucht, J.E. Graver, M.E. Watkins, The groups of the generalized Petersen graphs, Proc. Cambridge Philos. Soc. 70 (1971) 211–218.
[7] M. Giudici, Quasiprimitive groups with no fixed-point-free elements of prime order, J. Lond. Math. Soc. 67 (2003) 73–84.
[8] M. Giudici, New constructions of groups without semiregular subgroups, Comm. Algebra 35 (2007) 2719–2730.
1782 M.L. Saražin, D. Marušič / Discrete Mathematics 310 (2010) 1772–1782
[9] M. Giudici, J. Xu, All vertex-transitive locally-quasiprimitive graphs have a semiregular automorphism, J. Algebraic Combin. 25 (2007) 217–232.
[10] J.L. Gross, T.W. Tucker, Topological Graph Theory, Wiley Interscience, New York, 1987.
[11] J.D. Horton, I.Z. Bouwer, Symmetric Y -graphs and H-graphs, J. Combin. Theory Ser. B 53 (1991) 114–129.
[12] K. Kutnar, D. Marušič, A complete classification of cubic symmetric graphs of girth 6, J. Combin. Theory Ser. B 99 (2009) 162–184.
[13] M. Lovrečič Saražin, W. Pacco, A. Previtali, Generalizing the generalized Petersen graphs, Discrete Math. 307 (2007) 534–543.
[14] D. Marušič, On vertex-symmetric digraphs, Discrete Math. 36 (1981) 69–81.
[15] D. Marušič, On tree-like cubic vertex-transitive graphs, Ars Combin. 29B (1990) 91–96.
[16] D. Marušič, T. Pisanski, Symmetries of hexagonal molecular graphs on the torus, Croat. Chem. Acta 73 (2000) 969–981.
[17] D. Marušič, R. Scapellato, Permutation groups, vertex-transitive digraphs and semiregular automorphisms, European J. Combin. 19 (1998) 707–712.
