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1 Introduction
In the classical potential theory, the solution of the following linear elliptic equa-
tion, involving a nonnegative Radon measure µ,
−∆u = µ, (1.1)
considered in a Green domain Ω ⊂ RN , can be represented as
u(x) = GµΩ(x) + h(x).
Where G
µ
Ω is the Green potential of µ, and h is a harmonic function. In contrast
with this linear situation, this representation is not available in the nonlinear case
as
−div(|∇u|p−2∇u) = µ. (1.2)
Indeed, by the fundamental works of Kilpelinen and Mal in [16, 17], we have just
pointwise estimates for solutions of equation (1.2) in terms of Wolff potential
c1W
µ
1,p(x,R) ≤ u(x) ≤ c2 inf
B(x,R)
u+ c3W
µ
1,p(x, 2R), (1.3)
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whereB(x,R) ⊂ Ω andW µ1,p(x,R) is the Wolff potential of the measure µ defined
by
W
µ
1,p(x,R) =
∫ R
0
(
µ(B(x, s)
sn−p
) 1
p−1 ds
s
. (1.4)
Next, Trudinger and Wang [31] worked on a new method using Poisson modifica-
tion and Harnack inequality for such equations involving a signed Radon measure.
Mikkonen has treated the weighted situation in [26]. A. Bjrn - J. Bjrn [4], and Hara
[7] have developed the proof of potential estimates in the metric measure spaces.
For further informations about the Wolff potential estimates and its extensions, we
refer to [13, 18, 20, 24, 27].
In this paper, we study the potential estimates of solutions of the following equa-
tion:
−divA(x,∇u) = µ, (1.5)
whereA: Ω×RN → RN is a Carathodory function satisfying the growth condition
A(x, ξ) · ξ ≈ G(x, |ξ|),
for some generalized Φ-functions G(·) (see section 2), and µ is a signed Radon
measure. The natural setting to study such equations is the generalized Orlicz-
Sobolev spaces (called also Musielak-Orlicz-Sobolev spaces). We have in mind
the principal classes: G(x, t) = tp, G(x, t) = tp(x), G(x, t) = tp + a(x)tq . For
other classes we can see the monograph of P. Ha¨sto¨, P. Harjulehto [8]. The gen-
eralized Orlicz spaces are motivated by their applications in the image processing
[10] and fluid mechanics [32]. For detailed motivation of our context and additional
references we refer to introduction of [9].
For this end, we define the following Wolff potential, associated to G(·) and µ+,
by
W
µ+
G(·)(x,R) :=
∫ R
0
g−1
(
x,
µ+(B(x, s)
sn−1
)
ds, (1.6)
where g(x, ·) is the right-hand derivative of G(x, ·).
In the variable exponent case, G(x, t) = tp(x), Yu. Alkhutov, O. Krasheninnikova
in [1] and T. Lukkari, FY. Maeda, N. Marola in [22] gave a proof of the two-side
Wolff potential bounded. In the Orlicz case, G(x, t) = G(t), the problem has been
studied by J. Mal in [23] and recently by I. Chlebicka, F. Giannetti, A. Zatorska-
Goldstein in [5].
For our potential estimates, the major difficulty is that the function G(·, t) is just
measurable, which does not allow us to choose test functions containing G(·, t).
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The idea that makes the proof possible is using the upper envelope function G+
and lower G− and the condition (A1,n) to link these two functions. Note that this
condition plays the role of the logarithmic Hlder continuity in the variable expo-
nent case. Using the Lorentz norm, Harnack estimates and other techniques, we
establish pointwise estimates for solutions of such equations in terms of the Wolff
potential (1.6), which also gives us another approach different from the previous
methods.
This paper’s main results are the following (see Theorem 5.1 and Theorem 5.2).
Theorem 1.1. Let G(·) ∈ Φ(Ω) satisfies (SC), (A0) and (A1,n). Let u be a
nonnegative weak solution to (1.5) with nonnegative Radon measure µ in Ω, and
letB = B(x0, R) ⊂ 2B ⊂ Ω. If u ∈ L
γ(B) with γ > 0 and lower semicontinuous
at x0, then there exists a constant C = C
(
c1, c2, g0, g
0, N,
‖u‖γ,B
|B|
)
> 0 such that
u(x0) ≥ CW
µ
G(·)(x0, R) + ess inf2B
u− 2R.
Theorem 1.2. Let G(·) ∈ Φ(Ω) satisfies (SC), (A0) and (A1,n). Let u be a so-
lution to equation (1.5) in Ω with a signed Radon measure µ , such that |µ| ∈(
W
1,G(·)
0 (Ω)
)∗
. If u ∈ Lχ
′,∞(12B) with χ
′ = N
N−1(g0− 1) and lower semicontin-
uous at x0. Then, for any γ > 0, there exists a constant C = C(c1, c2, g0, g
0, γ,N,
‖u+‖
χ′,∞
1
2B
| 1
2
B|
1
χ′
, ‖u+‖∞,B\ 1
2
B) > 0, such that
u+(x0) ≤ C

R+
(∫
B\ 1
2
B
(u+)γ dx
) 1
γ
+W µ
+
G(·)(x0, 2R)

 .
Compared to the classical case (1.3), our estimates contain extra terms (−2R)
in Theorem (1.1) and (+R) in Theorem (1.2). Note that, in the Orlicz case,
G(x, t) = G(t), these terms are not needed. This comes from the fact that condi-
tion (A1,n) is always satisfied.
The paper is organized as follows. In Section 2, we give some properties of general-
ized Φ-functions and Musielak-Orlicz-Sobolev spaces. In Section 3, we introduce
weak solutions and the weak comparison principle. In Section 4, we use the mono-
tone operator’s theory to prove solutions to the Dirichlet problem with Sobolev
Boundary values. In Section 5, we establish lower and upper pointwise estimates
for solutions in terms of the Wolff potential defined by (1.6).
3
2 Preliminaries
We briefly introduce our assumptions. More information about, generalized Φ-
functions and Musielak-Orlicz-Sobolev spaces, can be found in J. Musielak mono-
graph [28] and P. Harjulehto, P. Ha¨sto¨ monograph [8]. We denote, Ω a bounded
domain of RN with N ≥ 2, L0(Ω) the set of measurable functions on Ω. C is a
generic constant whose value may change between appearances.
Definition 2.1. A function G : Ω × [0,∞) → [0,∞] is called a generalized Φ-
function, denoted by G(·) ∈ Φ(Ω), if the following conditions hold
• For each t ∈ [0,∞), the function G(·, t) is measurable.
• For a.e x ∈ Ω, the function G(x, ·) is an Φ-function, i.e.
1. G(x, 0) = lim
t→0+
G(x, t) = 0 and lim
t→∞
G(x, t) =∞;
2. G(x, ·) is increasing and convex.
Note that, a generalized Φ-function can be represented as
G(x, t) =
∫ t
0
g(x, s) ds,
where g(x, ·) is the right-hand derivative of G(x, ·). Furthermore for each x ∈ Ω,
the function g(x, ·) is right-continuous and nondecreasing, so we have the follow-
ing inequality
g(x, a)b ≤ g(x, a)a + g(x, b)b for x ∈ Ω and a, b ≥ 0 (2.1)
We denote G+B(t) := supB G(x, t), G
−
B(t) := infB G(x, t). We say that G(·)
satisfies
(SC) : If there exist two constants g0, g
0 > 1 such that,
1 < g0 ≤
tg(x, t)
G(x, t)
≤ g0.
(A0) : If there exists a constant c0 > 1 such that,
1
c0
≤ G(x, 1) ≤ c0, a.e x ∈ Ω.
(A1,n) : If there exists β ∈ (0, 1) such that, for every x, y ∈ BR ⊂ Ω with
|BR| ≤ 1, we have
GB(x, βt) ≤ GB(y, t) when t ∈
[
1,
1
2R
]
.
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Note that the structure condition (SC) is used by I.B. Simonenko [30] and G.M.
Libermann [19] in the Φ-functions situation. Also, by M. Mihailescu, V. Radulescu
for the generalized Φ-functions in [25]. The condition (A0) is considered by J.
Musielak in [28] and P. Harjulehto - P. Ha¨sto¨ in [10] for to restrict attention to
the essentially ”unweighted” case. The condition (A1,n) is used by P. Harjulehto
and P. Ha¨sto¨ in [12] and by the authors, in [3], for the study of local regularity
of solutions to equation (3.1). Recently, this condition has been formulated in a
general situation in [2].
Under the structure condition (SC) [25], we have the following inequalities
σg0G(x, t) ≤ G(x, σt) ≤ σg
0
G(x, t), for x ∈ Ω, t ≥ 0 and σ ≥ 1. (2.2)
σg
0
G(x, t) ≤ G(x, σt) ≤ σg0G(x, t), for x ∈ Ω, t ≥ 0 and σ ≤ 1. (2.3)
We define G∗(·) the conjugate Φ-function of G(·), by
G∗(x, s) := sup
t≥0
(st−G(x, t)), for x ∈ Ω and s ≥ 0.
Note that G∗(·) is also a generalized Φ-function and can be represented as
G∗(x, t) =
∫ t
0
g−1(x, s) ds,
with g−1(x, s) := sup{t ≥ 0 : g(x, t) ≤ s}.
By this definition, G(·) and G∗(·) satisfies the following Young inequality
st ≤ G(x, t) +G∗(x, s), for x ∈ Ω and s, t ≥ 0.
Furthermore, we have the equality if s = g(x, t) or t = g−1(x, s). So, if G(·)
satisfies (SC), we have the following inequality
G∗(x, g(x, t)) ≤ (g0 − 1)G(x, t), ∀x ∈ Ω, t ≥ 0. (2.4)
Remark 2.1. Following [29], if G(·) ∈ Φ(Ω) satisfies (SC), then G∗(·) satisfies
the structure condition:
g0
g0 − 1
≤
tg−1(x, t)
G∗(x, t)
≤
g0
g0 − 1
.
Definition 2.2. We define the generalized Orlicz space, also called Musielak-Orlicz
space, by
LG(·)(Ω) := {u ∈ L0(Ω) : lim
λ→0
ρG(·)(λ|u|) = 0},
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where ρG(·)(t) =
∫
Ω
G(x, t) dx. If G(·) satisfies (SC), then
LG(·)(Ω) = {u ∈ L0(Ω) : ρG(·)(|u|) <∞}.
On the generalized Orlicz space, we define the following norms
- Luxembourg norm ‖u‖G(·) = inf{λ > 0 : ρG(·)(
u
λ
) ≤ 1}.
- Orlicz norm ‖u‖0G(·) = sup{|
∫
Ω
u(x)v(x) dx| : v ∈ LG
∗(·)(Ω), ρG∗(·)(v) ≤
1}.
These norms are equivalent. Precisely, we have
‖u‖G(·) ≤ ‖u‖
0
G(·) ≤ 2 ‖u‖G(·) .
Furthermore, by definition of Orlicz norm and Young inequality, we have
‖u‖G(·) ≤ ‖u‖
0
G(·) ≤
∫
Ω
G(x, |u|) dx + 1. (2.5)
The following proposition establishes properties of convergent sequences in gen-
eralized Orlicz spaces.
Proposition 2.1. Let G(·) ∈ Φ(Ω) satisfies (SC). For any sequence (ui) ∈
LG(·)(Ω), we have the following properties
1. Fatou lemma: If ui → u almost everywhere, then∫
Ω
G(x, |u(x)|) dx ≤ lim
i→∞
∫
Ω
G(x, |ui(x)|) dx.
2. ‖ui‖G(·) → 0 (resp.1;∞)⇐⇒
∫
Ω
G(x, |ui(x)|) dx→ 0 (resp.1;∞).
3. The functions G(·) and G∗(·) satisfy the Ho¨lder inequality∣∣∣∣
∫
Ω
u(x)v(x) dx
∣∣∣∣ ≤ 2 ‖u‖G(·) ‖v‖G∗(·) , for u ∈ LG(·)(Ω) and v ∈ LG∗(·)(Ω).
The relation between a modular and its norm, under the structure condition (SC),
is given by the following proposition.
Proposition 2.2. Let G(·) ∈ Φ(Ω) satisfies (SC). Then the following relations
hold true
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1. ‖u‖g0
G(·) ≤ ρG(·)(u) ≤ ‖u‖
g0
G(·) , ∀u ∈ L
G(·)(Ω) with ‖u‖G(·) ≥ 1.
2. ‖u‖g
0
G(·) ≤ ρG(·)(u) ≤ ‖u‖
g0
G(·) , ∀u ∈ L
G(·)(Ω) with ‖u‖G(·) ≤ 1.
Definition 2.3. We define the generalized Orlicz-Sobolev space by
W 1,G(·)(Ω) := {u ∈ LG(·)(Ω) : |∇u| ∈ LG(·)(Ω), in the distribution sense},
equipped with the norm
‖u‖1,G(·) = ‖u‖G(·) + ‖∇u‖G(·) .
Remark 2.2. The proposition 2.2 remains true for the norm of the generalized
Sobolev-Orlicz spaces (see [25]).
Definition 2.4. W
1,G(·)
0 (Ω) is the closure of C
∞
0 (Ω) inW
1,G(·)(Ω).
Note that, if G(·) ∈ Φ(Ω) satisfies the condition (SC) and (A0), then W
1,G(·)(Ω)
is a Banach, separable and reflexive space.
3 Quasilinear elliptic equations
Let A : Ω× RN → RN be a function satisfying the following assumptions:
a1) (x, ξ)→ A(x, ξ) is a Carathodory function.
a2) There exists a positive constant c1 such that
A(x, ξ) · ξ ≥ c1g(x, |ξ|)|ξ|, for x ∈ Ω and ξ ∈ R
N .
a3) There exists a positive constant c2 such that
|A(x, ξ)| ≤ c2g(x, |ξ|), for x ∈ Ω and ξ ∈ R
N .
a4) (A(x, ξ1)−A(x, ξ2)) · (ξ1 − ξ2) > 0, for x ∈ Ω and ξ1, ξ2 ∈ R
N with
ξ1 6= ξ2.
Under the previous conditions, we consider the following quasilinear elliptic equa-
tion.
−divA(x,∇u) = 0. (3.1)
7
Definition 3.1. A function u ∈W 1,G(·)(Ω) is a solution to equation (3.1) in Ω if∫
Ω
A(x,∇u) · ∇ϕdx = 0
whenever ϕ ∈ C∞0 (Ω).
Definition 3.2. A function u ∈ W 1,G(·)(Ω) is a supersolution (resp, subsolution)
to equation (3.1) in Ω if∫
Ω
A(x,∇u) · ∇ϕdx ≥ 0 (resp, ≤ 0),
whenever ϕ ∈ C∞0 (Ω) nonnegative.
By GiorgiNash-Moser theory for solutions to equation (3.1) (see [3, 12]), we have
the following Harnack estimates.
Lemma 3.1. LetG(·) ∈ Φ(Ω) satisfies (SC), (A0) and (A1,n). If u ∈W
1,G(·)(B(R))∩
L∞(B(R)) is a subsolution to equation (3.1) in B(R), then for any q > 0, there
is a constant C = C(q, c1, c2, g0, g
0, β,N, ‖u‖∞,B) > 0 such that
ess sup
1
2
B
u+ ≤ C
(
−
∫
B(R)
uq dx
) 1
q
,
with u = u+ +R.
Under the previous conditions (a1), (a2), (a3) and (a4), we consider the following
quasilinear elliptic equation with data measure.
−divA(x,∇u) = µ. (3.2)
Definition 3.3. Let µ be a signed Radon measure in
(
W 1,G(·)Ω)
)∗
. A function
u ∈W 1,G(·)(Ω) is a solution of the equation (3.2) in Ω if∫
Ω
A(x,∇u) · ∇ϕdx =
∫
Ω
ϕdµ,
whenever ϕ ∈ C∞0 (Ω).
From the density ofC∞0 (Ω), the class of test functions can be extended toW
1,G(·)
0 (Ω)
in (3.2).
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Lemma 3.2. Let µ be a signed Radon measure in
(
W 1,G(·)(Ω)
)∗
. If u ∈W 1,G(·)(Ω)
is a solution of the equation (3.2) in Ω, then∫
Ω
A(x,∇u) · ∇ϕdx =
∫
Ω
ϕdµ,
whenever ϕ ∈W
1,G(·)
0 (Ω).
By the monotone condition ofA, we have the following weak comparison principle
[14].
Lemma 3.3. Let u, v ∈W 1,G(·)(Ω). If∫
Ω
A(x,∇u) · ∇ϕdx ≤
∫
Ω
A(x,∇v) · ∇ϕdx,
for all nonnegative ϕ ∈ W
1,G(·)
0 (Ω) and (u− v)
+ ∈ W
1,G(·)
0 (Ω), then u ≤ v, a.e
in Ω.
4 Existence of solution
After a preliminary list of lemmas, we use the monotone operator’s theory to prove
the existence of solutions of the Dirichlet problem to equation (3.2) with Sobolev
boundary values.
With a similar proof to the classical case, we have the following lemma.
Lemma 4.1. Let G(·) ∈ Φ(Ω) satisfies (SC) and (A0). Let (ui) be a sequence
in LG(·)(Ω). If ui → u in L
G(·)(Ω), then there exists a subsequence (uij ) of (ui)
which converge to u, a.e in Ω.
Using arguments similar to those used in [15], we can prove the following lemma.
Lemma 4.2. Let G(·) ∈ Φ(Ω) satisfies (SC) and (A0). Let (ui) be a bounded se-
quence in LG(·)(Ω). If ui → u, a.e in Ω, then ui converge to u weakly in L
G(·)(Ω).
Theorem 4.1. LetG(·) ∈ Φ(Ω) satisfies (SC) and (A0). Let µ be a signed Radon
measure in
(
W
1,G(·)
0 Ω)
)∗
and θ ∈W 1,G(·)(Ω). Then there exists u ∈W 1,G(·)(Ω)
be a solution of equation (3.2) such that u− θ ∈W
1,G(·)
0 (Ω).
Proof: Define a mapping T : W
1,G(·)
0 (Ω)→ (W
1,G(·)
0 (Ω))
∗ such that
〈Tw,ϕ〉 :=
∫
Ω
A(x,∇(w + θ)) · ∇ϕdx.
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The mapping T is well defined, indeed by the condition (a3),
|〈Tw,ϕ〉| ≤ c2
∫
Ω
g(x, |∇(w + θ)|)|∇ϕ|dx.
Using inequality (2.1), for a = |∇(w+θ)| and b = |∇ϕ|, and the condition (SC),
we have
|〈Tw,ϕ〉|
≤ c2
(∫
Ω
g(x, |∇(w + θ)|)|∇(w + θ)|dx+
∫
Ω
g(x, |∇ϕ|)|∇ϕ|dx
)
≤ c2g
0
(∫
Ω
G(x, |∇(w + θ)|) dx+
∫
Ω
G(x, |∇ϕ|) dx
)
.
(4.1)
We apply the general result [21] which asserts that if T is a bounded, coercive,
demicontinuous map, then for all µ ∈ (W
1,G(·)
0 (Ω))
∗ the equation Tw = µ has a
solution w ∈W
1,G(·)
0 (Ω).
-i) By the inequality (4.1), the map T is bounded.
-ii)Next, we show that T is coercive. For anyw ∈W
1,G(·)
0 (Ω) andϕ ∈W
1,G(·)
0 (Ω),
by the condition (a2) and, the condition (SC), we have
〈Tw,w〉 =
∫
Ω
(A(x,∇(w + θ)) · ∇w dx
≥ c1
∫
Ω
g(x, |∇(w + θ)|)|∇w|dx
≥ c1
∫
Ω
g(x, |∇(w + θ)|)|∇(w + θ)|dx− c1
∫
Ω
g(x, |∇(w + θ)|)|∇θ|dx
≥ c1g0
∫
Ω
G(x, |∇(w + θ)|) dx− c1
∫
Ω
g(x, |∇(w + θ)|)|∇θ|dx.
Using inequality (2.1), for a = |∇(w + θ)| and b = g0|∇θ|, and the condition
(SC), we get∫
Ω
g(x, |∇(w + θ)|)|∇θ|dx ≤
1
g0
∫
Ω
g(x, |∇(w + θ)|)|∇(w + θ)|dx
+
1
g0
∫
Ω
g(x, g0|∇θ|)g0|∇θ|dx
≤
∫
Ω
G(x, |∇(w + θ)|) dx+ (g0)g
0
∫
Ω
G(x, |∇θ|) dx.
Hence,
〈Tw,w〉 ≥ c1(g0 − 1)
∫
Ω
G(x, |∇(w + θ)|) dx− c1(g
0)g
0
∫
Ω
G(x, |∇θ|) dx.
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Choosing w sufficiently large, we can assume that ‖∇θ‖G(·) +
1
2
≤
1
2
‖∇w‖G(·).
Then
1 ≤ ‖∇w‖G(·) ≤ ‖∇(w + θ)‖G(·)+‖∇θ‖G(·) ≤ ‖∇(w + θ)‖G(·)+
1
2
‖∇w‖G(·) .
So,
1 ≤ ‖∇w‖G(·) ≤ 2 ‖∇(w + θ)‖G(·) .
Hence, by Proposition 2.2, we have
〈Tw,w〉
‖∇w‖G(·)
≥
c1(g0 − 1)
2g0
‖∇w‖g0−1
G(·) −
c1(g
0)g
0
‖∇w‖G(·)
∫
Ω
G(x, |∇θ|) dx.
The right hand side goes to +∞ as ‖∇w‖G(·) →∞. Hence, T is coercive.
-iii)Nowwe show T is demicontinuous. In fact, letwi be a sequence that converges
to an element w in W
1,G(·)
0 (Ω). By Lemma 4.1, there exists a subsequence wij of
wi, such that wij → w , a.e. in Ω.
Since the mapping ξ 7→ A(x, ξ) is continuous, then
A(x,∇wij )→ A(x,∇w), a.e. in Ω.
Or by the condition (a3), Remark 2.1 and inequalities (2.2), (2.4), we have∫
Ω
G∗(x, |A(x,∇wij )|) dx ≤
∫
Ω
G∗(x, c2g(x, |∇wij |) dx
≤ max
(
c2, (c2)
g0
g0−1
)∫
Ω
G∗(x, g(x, |∇wij |) dx
≤ (g0 − 1)max
(
c2, (c2)
g0
g0−1
) ∫
Ω
G(x, |∇wij |) dx.
Hence, from the inequality (2.5), the LG
∗(·)(Ω)−norms of A(x,∇wij ) is uni-
formly bounded. So, by Lemma 4.2, we have
A(x,∇wij ) ⇀ A(x,∇w),
weakly in LG
∗(·)(Ω). Since the weak limit is independent of the choice of the
subsequence, it follows that
A(x,∇wi) ⇀ A(x,∇w),
weakly in LG
∗(·)(Ω). Consequently, for all ϕ ∈W
1,G(·)
0 (Ω).
〈T wi, ϕ〉 → 〈T w,ϕ〉.
Hence, T is demicontinuous onW
1,G(·)
0 (Ω).
Therefore, u = w + θ is a solution to equation (3.2)
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5 Wolff potential bounded
In this Section, we proof pointwise potential bounds for solutions. First, we intro-
duce the Wolff potential in the generalized Orlicz setting.
Definition 5.1. Let µ be a nonneagative Radon measure on Rn and R > 0. We
define the Wolff potential of µ by
W
µ
G(·)(x,R) :=
∫ R
0
g−1
(
x,
µ(B(x, s)
sn−1
)
ds.
Examples 5.1. In the variable exponent case, G(x, t) =
tp(x)
p(x)
, (see [1, 22])
W
µ
p(·)(x,R) =
∫ R
0
(
µ(B(x, s)
sn−p(x)
) 1
p(x)−1 ds
s
=
∫ R
0
(
µ(B(x, s)
sn−1
) 1
p(x)−1
ds.
In the Orlicz case, G(x, t) = G(t), (see [23])
W
µ
G(x,R) =
∫ R
0
g−1
(
µ(B(x, s)
sn−1
)
ds.
The following lemma establishes that the functions G− is an Φ-function [3].
Lemma 5.1. If G(·) ∈ Φ(Ω) satisfies (SC) and (A0), then G
− is an Φ-function
and 1 < g0 ≤
tg˜(t)
G−(t)
≤ g0, where g˜ is the right-hand derivative of G−.
The following lemma gives a more flexible characterization of (A1,n) [8].
Lemma 5.2. Let Ω ⊂ RN be convex, G(·) ∈ Φ(Ω) and 0 < r ≤ s. Then G(·)
satisfies (A1,n) if, and only if, there exists β > 0 such that, for every x, y ∈ BR ⊂
Ω with |BR| ≤ 1, we have
GB(x, βt) ≤ GB(y, t) when t ∈
[
r,
s
R
]
.
5.1 Potential lower bounded
In the follows, let BR ⊂ Ω with |BR| ≤ 1. The following Lemma gives the
Caccioppoli type estimate of supersolution to equation (3.1) (see [3]).
Lemma 5.3. Let u be a nonpositive supersolution of (3.1) in a ball 2B ⋐ Ω,
η ∈ C∞0 (2B) with 0 ≤ η ≤ 1 and |∇η| ≤
1
R
. Then, there exits a constant C such
that ∫
3
2
B
G(x, |∇u|)ηg
0
dx ≤ C
∫
3
2
B
G+(
−u
R
) dx.
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Theorem 5.1. Let G(·) ∈ Φ(Ω) satisfies (SC), (A0) and (A1,n). Let u be a
nonnegative weak solution to (1.5) with nonnegative Radon measure µ in Ω, and
letB = B(x0, R) ⊂ 2B ⊂ Ω. If u ∈ L
γ(B) with γ > 0 and lower semicontinuous
at x0, then there exists a constant C = C
(
c1, c2, g0, g
0, N,
‖u‖γ,B
|B|
)
> 0 such that
u(x0) ≥ CW
µ
G(·)(x0, R) + ess inf2B
u− 2R.
Proof: We set a = ess inf2B u and, b = ess infB u , v = min{u, b}−a+R , uj =
min{u, j}. Choose ω = vηg
0
such that η ∈ C∞0 (
3
2B) with 0 ≤ η ≤ 1, and
|∇η| ≤
C
R
, we have
(b− a+R)µ(B) ≤
∫
3
2
B
ω dµ
=
∫
3
2
B
A(x,∇u) · ∇ω dx
≤
∫
3
2
B
(A(x,∇u) · ∇v)ηg
0
dx+
∫
3
2
B
(A(x,∇u) · ∇η)ηg
0−1v dx.
By the conditions (a3) and (SC), we have
I1 :=
∫
3
2
B
(A(x,∇u) · ∇v)ηg
0
dx
≤ c2g
0
∫
3
2
B
G(x, |∇v)|)ηg
0
dx.
By the conditions (a3), we have
I2 :=
∫
3
2
B
(A(x,∇u) · ∇η)ηg
0−1v dx
≤ c2
∫
3
2
B
g(x, |∇v|)|∇η|ηg
0−1v dx.
As v ≤ b− a+R and |∇η| <
C
R
, we have
I2 ≤ C
b− a+R
R
∫
3
2
B
g(x, |∇v|)ηg
0−1 dx.
Using inequality (2.1) for a = |∇v| and b =
b− a+R
ηR
, and the condition (SC),
we get
I2 ≤ C
(∫
3
2
B
G(x, |∇v|)ηg
0
dx+
∫
3
2
B
G
(
x,
b− a+R
R
)
dx
)
.
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Collecting the previous estimations of I1 and I2, we obtain
(b− a+R)µ(B) ≤ C
(∫
3
2
B
G(x, |∇v|)ηg
0
dx+
∫
3
2
B
G
(
x,
b− a+R
R
)
dx
)
.
Or, by Lemma 5.3, we have∫
3
2
B
G(x, |∇(v − (b− a+R))|)ηg
0
dx ≤ C
∫
3
2
B
G+
(
b− a+R− v
R
)
dx.
Hence,
(b− a+R)µ(B) ≤ C
∫
3
2
B
G+
(
b− a+R
R
)
dx.
Since,
1 ≤
b− a+R
R
≤
b+ 1
R
≤
‖u‖γ,B
|B| + 1
R
.
Then by Lemma 5.2, there exists a constant C > 0 depend of
‖u‖γ,B
|B|
such that
G+
(
b− a+R
R
)
≤ CG
(
x0,
b− a+R
R
)
.
Hence,
(b− a+R)µ(B) ≤ CRnG
(
x0,
b− a+R
R
)
.
So, by the condition (SC), we have
µ(B) ≤ CRn−1g
(
x0,
b− a+R
R
)
.
From Remark 2.1, condition (SC) and inequalities (2.2), (2.3), we have
CRg−1
(
x0,
µ(B)
Rn−1
)
≤ ess inf
B
u− ess inf
2B
u+R. (5.1)
Let Rj := 2
1−jR. Iterating inequality (5.1), we get
C
∞∑
j=1
Rjg
−1
(
x0,
µ(Bj)
Rn−1j
)
≤
∞∑
j=1
(ess inf
Bj
u− ess inf
Bj−1
u+Rj)
≤ lim
k→∞
(ess inf
Bk
u)− ess inf
2B
u+
∞∑
j=1
Rj .
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As u is lower semicontinuous at x0, then
C
∞∑
j=1
Rjg
−1
(
x0,
µ(Bj)
Rn−1j
)
≤ u(x0)− ess inf
2B
u+ 2R.
Or, by Remark 2.1, condition (SC) and inequalities (2.2), (2.3), we have
∫ Rj
Rj+1
g−1
(
x0,
µ(B(x0, s)
sn−1
)
ds ≤ CRjg
−1
(
x0,
µ(Bj)
Rn−1j
)
.
Hence,
W
µ
G(·)(x0, R) ≤ C
∞∑
j=1
Rjg
−1
(
x0,
µ(Bj)
Rj
)
.
Therefore,
CW
µ
G(·)(x0, R) + ess inf2B
u− 2R ≤ u(x0).
This gives the claim.
5.2 Potential upper bounded
In order to give the potential upper bound estimate, we briefly recall some results
on Lorentz spaces [6].
Definition 5.2. Let f ∈ L0(Ω). For q > 0, we define
‖f‖q,∞Ω := sup
t>0
t |{x ∈ Ω : |f(x)| ≥ t}|
1
q ,
‖f‖q,1Ω := q
∫ ∞
0
|{x ∈ Ω : |f(x)| ≥ t}|
1
q dt.
By Lq,∞(Ω) (resp., Lq,1(Ω)), we denote the space of all measurable functions f
on Ω such that ‖f‖q,∞Ω < ∞ (resp., ‖f‖
q,1
Ω < ∞ ). Such space are called Lorentz
space.
Proposition 5.1. We have the following properties
1. Lq,1(Ω) ⊂ Lq(Ω) ⊂ Lq,∞(Ω).
2. For any nonnegative constant l,
∥∥f+∥∥q,∞
Ω
≤ l|Ω|
1
q +
∥∥(f − l)+∥∥q,∞
Ω
.
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3. For q > 1 and f, g ∈ L0(Ω), we have the Ho¨lder type inequality∣∣∣∣
∫
Ω
fg dx
∣∣∣∣ ≤ ‖f‖q∗,1Ω ‖g‖q,∞Ω ,
where 1
q
+ 1
q∗
= 1.
Lemma 5.4. LetG(·) ∈ Φ(Ω) satisfies (SC) and (A0). If (ti) a family in R
+ such
that supi>0 ti <∞, then there exists a constant C such that
g(x, sup
i>0
ti) ≤ C sup
i>0
g(x, ti).
Proof: For any ǫ < 1, there exists i0 > 0 such that
sup
i>0
ti < ti0 + ǫ.
Then, by inequalities (2.2), (2.3) and (A0), we have
g(x, supi>0 ti) ≤ g(x, ti0 + ǫ)
≤
g0
g0
2g
0−1(g(x, ti0) + g(x, ǫ))
≤
g0
g0
2g
0−1(sup
i>0
g(x, ti)) +
g0
g0
ǫg0−1g(x, 1)).
Taking the limit ǫ→ 0, we get
g(x, sup
i>0
ti) ≤
g0
g0
2g
0−1 sup
i>0
g(x, ti),
so the claim holds with C = g
0
g0
2g
0−1.
Theorem 5.2. Let G(·) ∈ Φ(Ω) satisfies (SC), (A0) and (A1,n). Let u be a so-
lution to equation (1.5) in Ω with a signed Radon measure µ , such that |µ| ∈(
W
1,G(·)
0 (Ω)
)∗
. If u ∈ Lχ
′,∞(12B) with χ
′ = N
N−1(g0− 1) and lower semicontin-
uous at x0. Then, for any γ > 0, there exists a constant C = C(c1, c2, g0, g
0, γ,N,
‖u+‖
χ′,∞
1
2B
| 1
2
B|
1
χ′
, ‖u+‖∞,B\ 1
2
B) > 0, such that
u+(x0) ≤ C

R+
(∫
B\ 1
2
B
(u+)γ dx
) 1
γ
+W µ
+
G(·)(x0, 2R)

 .
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Proof: Let u be a solution to equation (3.2) and A = B \ 12B. Since |µ| ∈(
W
1,G(·)
0 (Ω)
)∗
if and only if µ+, µ− ∈
(
W
1,G(·)
0 (Ω)
)∗
. Then, by Theorem 4.1,
there exists v ∈W 1,G(·)(A) be the solution to equation
−divA(x,∇v) = −µ− in A,
such that v − u ∈W
1,G(·)
0 (A).
First step: Fix Ψ ∈ W
1,G(·)
0 (
3
4B) such that 0 ≤ Ψ ≤ 1, we show the following
inequality ∫
B
A(x,∇v) · ∇Ψdx ≤ 2µ+(B). (5.2)
Indeed, from the definition of u and v, we have
0 ≤
∫
A
ϕdµ+ =
∫
A
(A(x,∇u)−A(x,∇v)) · ∇ϕdx. (5.3)
for any nonnegative ϕ ∈ W
1,G(·)
0 (A). So, by Lemma 3.3 and inequality (5.3), we
have v ≤ u, a.e in A. Extend v as v = u outside of A. Using the inequality (5.3)
with ϕ = Iǫ(u− v)Ψ where Iǫ(t) = ǫ
−1min{t, ǫ}, we obtain∫
A
((A(x,∇v) −A(x,∇u)) · ∇Ψ) Iǫ(u− v) dx
≤
∫
A
((A(x,∇u)−A(x,∇v)) · ∇Iǫ(u− v))Ψdx
≤
∫
A
(A(x,∇u)−A(x,∇v)) · ∇Iǫ(u− v) dx.
Again, we use the inequality (5.3) with ϕ = Iǫ(u− v), we get∫
A
(A(x,∇u)−A(x,∇v)) · ∇Iǫ(u− v) dx ≤
∫
B
Iǫ(u− v) dµ
+ ≤ µ+(B).
Hence, ∫
A
((A(x,∇v) −A(x,∇u)) · ∇Ψ) Iǫ(u− v) dx ≤ µ
+(B).
Take the limit ǫ→ 0, we get∫
{x∈A :u(x)>v(x)}
(A(x,∇v) −A(x,∇u)) · ∇Ψdx ≤ µ+(B).
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Since, ∇u = ∇v a.e on {x ∈ A : u(x) = v(x)} and, u ≥ v a.e in A, v = u
outside of A, then∫
B
(A(x,∇v)−A(x,∇u)) · ∇Ψdx ≤ µ+(B). (5.4)
On the other hand, as Ψ ∈ W
1,G(·)
0 (B). Then, by the definition of solution u, we
have ∫
B
A(x,∇u) · ∇Ψdx =
∫
B
Ψdµ ≤ µ+(B). (5.5)
Combining the two inequalities (5.4) and (5.5), we obtain the inequality (5.2)∫
B
A(x,∇v) · ∇Ψdx ≤ 2µ+(B).
Second step: We show the following inequality
1
|12B|
1
χ′
∥∥u+∥∥χ′,∞1
2
B
≤ C

(−∫
B\ 1
2
B
(u+)γ dx
) 1
γ
+Rg−1
(
x0,
µ+(B)
Rn−1
)
+R

 , (5.6)
where χ′ = N
N−1(g0− 1). In one hand, we have v is a subsolution in A to equation
(3.1), then by Lemma 3.1
ess sup
S
v+ ≤ C
(
−
∫
A
vγ dx
) 1
γ
, (5.7)
where S = ∪x∈∂ 3
4
BB(x,
R
8 ) and v = v
++R. Denoting l = ess supS v
+, then, by
the conditions (SC) and (a2), for any positive constant k, we have
c1g0
∫
B
G
(
x, |∇min{(v+ − l)+, k}|
)
dx
≤ c1
∫
B
g(x, |∇min{(v+ − l)+, k}|)|∇min{(v+ − l)+, k}|dx
≤
∫
B
A(x,∇min{(v+ − l)+, k}) · ∇min{(v+ − l)+, k}dx
≤
∫
B
A(x,∇v) · ∇min{(v+ − l)+, k}dx.
Note that (v+ − l)+ = 0 a.e on S, so (v+ − l)+ ∈ W
1,G(·)
0 (
3
4B). Then, by the
inequality (5.2) for Ψ = k−1min{(v+ − l)+, k} ∈W
1,G(·)
0 (
3
4B), we get∫
B
A(x,∇v) · ∇min{(v+ − l)+, k}dx ≤ 2kµ+(B).
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Hence, ∫
B
G
(
x, |∇min{(v+ − l)+, k}|
)
dx ≤ Ckµ+(B). (5.8)
In the other hand, by the Sobolev inequality for the functionG−
(
min{
(v+ − l)+
R
,
k
R
}
)
∈
W 1,1(34B), there exists a constant C > 0 such that(
−
∫
3
4
B
G−
(
min{
(v+ − l)+
R
,
k
R
}
)χ
dx
) 1
χ
≤ CR−
∫
3
4
B
∣∣∣∣∇G−
(
min{
(v+ − l)+
R
,
k
R
}
)∣∣∣∣ dx
≤ CR−
∫
3
4
B
g˜
(
min{
(v+ − l)+
R
,
k
R
}
) ∣∣∣∣∇min{(v+ − l)+R , kR}
∣∣∣∣ dx
≤ C−
∫
3
4
B
g˜
(
min{
(v+ − l)+
R
,
k
R
}
) ∣∣∇min{(v+ − l)+, k}∣∣ dx.
where χ := 1∗ =
N
N − 1
.
Using inequality (2.1), for a = min{
(v+ − l)+
R
,
k
R
} and b = 2g0C|∇min{(v+−
l)+, k}|, we have
(
−
∫
3
4
B
G−
(
min{
(v+ − l)+
R
,
k
R
}
)χ
dx
) 1
χ
≤
1
2g0
−
∫
3
4
B
g˜
(
min{
(v+ − l)+
R
,
k
R
}
) ∣∣∣∣min{(v+ − l)+R , kR}
∣∣∣∣ dx
+
1
2g0
−
∫
3
4
B
g˜
(
C
∣∣∇min{(v+ − l)+, k}∣∣)C ∣∣∇min{(v+ − l)+, k}∣∣ dx
≤
1
2
−
∫
3
4
B
G−
(
min{
(v+ − l)+
R
,
k
R
}
)
dx+
Cg
0
2
−
∫
3
4
B
G−
(∣∣∇min{(v+ − l)+, k}∣∣) dx.
As,
−
∫
3
4
B
G−
(
min{
(v+ − l)+
R
,
k
R
}
)
dx ≤
(
−
∫
3
4
B
G−
(
min{
(v+ − l)+
R
,
k
R
}
)χ
dx
) 1
χ
.
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Then, there exists a constant C > 0 such that
(
−
∫
3
4
B
G−
(
min{
(v+ − l)+
R
,
k
R
}
)χ
dx
) 1
χ
≤ C−
∫
3
4
B
G−
(∣∣∇min{(v+ − l)+, k}∣∣) dx.
(5.9)
Combining the inequalities (5.8) and (5.9), we obtain
(
−
∫
3
4
B
G−
(
min{
(v+ − l)+
R
,
k
R
}
)χ
dx
) 1
χ
≤ Ck
µ+(B)
Rn
. (5.10)
Otherwise, by Lemma 5.1, we have
(
−
∫
3
4
B
G−
(
min{
(v+ − l)+
R
,
k
R
}
)χ
dx
) 1
χ
≥
(
−
∫
{x∈ 1
2
B : (v+−l)+≥k}
G−
(
min{
(v+ − l)+
R
,
k
R
}
)χ
dx
) 1
χ
≥ G−
(
k
R
) ∣∣{x ∈ 12B : (v+ − l)+ ≥ k}∣∣ 1χ
|12B|
1
χ
≥
1
g0
k
R
g˜
(
k
R
) ∣∣{x ∈ 12B : (v+ − l)+ ≥ k}∣∣ 1χ
|12B|
1
χ
.
Then, by the inequality (5.10), we have
g˜
(
k
R
) ∣∣{x ∈ 12B : (v+ − l)+ ≥ k}∣∣ 1χ
|12B|
1
χ
≤ C
µ+(B)
Rn−1
.
So,
g˜
(
k
R
)∣∣{x ∈ 12B : (v+ − l)+ ≥ k}∣∣ 1χ′
|12B|
1
χ′


g0−1
≤ C
µ+(B)
Rn−1
.
where χ′ = χ(g0 − 1). Using inequality (2.3), we get
g˜

 k
R
∣∣{x ∈ 12B : (v+ − l)+ ≥ k}∣∣ 1χ′
|12B|
1
χ′

 ≤ Cµ+(B)
Rn−1
.
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Using Lemma 5.4 and definition of Lorentz norms, we obtain
g˜

‖(v+ − l)+‖χ
′,∞
1
2
B
R|12B|
1
χ′

 ≤ Cµ+(B)
Rn−1
. (5.11)
Since,
1 ≤
‖(v+ − l)+‖
χ′,∞
1
2
B
R|12B|
1
χ′
+ 1 ≤
‖v+‖
χ′,∞
1
2
B
R|12B|
1
χ′
+ 1 ≤
‖u+‖
χ′,∞
1
2B
| 1
2
B|
1
χ′
+ 1
R
.
Then, by Lemma 5.2, there exists a constant C depend of
‖u+‖
χ′,∞
1
2
B
|12B|
1
χ′
such that
G

x0, ‖(v
+ − l)+‖
χ′,∞
1
2
B
R|12B|
1
χ′
+ 1

 ≤ CG−

‖(v+ − l)+‖χ
′,∞
1
2
B
R|12B|
1
χ′
+ 1

 .
So, by the condition (SC) and Lemma 5.1, we have
g

x0, ‖(v
+ − l)+‖
χ′,∞
1
2
B
R|12B|
1
χ′
+ 1

 ≤ Cg˜

‖(v+ − l)+‖χ
′,∞
1
2
B
R|12B|
1
χ′
+ 1

 .
Hence, by the condition (A0) and the inequality (5.11), we have
g

x0, ‖(v
+ − l)+‖
χ′,∞
1
2
B
R|12B|
1
χ′

 ≤ Cg˜

‖(v+ − l)+‖χ
′,∞
1
2
B
R|12B|
1
χ′

+Cg˜(1) ≤ C (µ+(B)
Rn−1
+ 1
)
.
So,
‖(v+ − l)+‖
χ′,∞
1
2
B
|12B|
1
χ′
≤ Rg−1
(
x0, C
(
µ+(B)
Rn−1
+ 1
))
.
From Remark 2.1, the condition(SC), inequalities (2.2), (2.3) and the condition
(A0), we have
‖(v+ − l)+‖
χ′,∞
1
2
B
|12B|
1
χ′
≤ CRg−1
(
x0,
(
µ+(B)
Rn−1
))
+CRg−1(1) ≤ CRg−1
(
x0,
(
µ+(B)
Rn−1
))
+CR.
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Using Proposition 5.1 and inequality (5.7), we obtain
1
|12B|
1
χ′
∥∥v+∥∥χ′,∞1
2
B
≤ l +
1
|12B|
1
χ′
∥∥(v+ − l)+∥∥χ′,∞1
2
B
≤ C
(
−
∫
A
vγ dx
) 1
γ
+ CRg−1
(
x0,
µ+(B)
Rn−1
)
+ CR.
Since u = v in
1
2
B and v ≤ u in B, we get the inequality (5.6)
1
|12B|
1
χ′
∥∥u+∥∥χ′,∞1
2
B
≤ C
(
−
∫
B\ 1
2
B
(u+)γ dx
) 1
γ
+ CRg−1
(
x0,
µ+(B)
Rn−1
)
+ CR.
Iteration step: We show the following inequality
u+(x0) ≤ C

R+
(∫
B\ 1
2
B
(u+)γ dx
) 1
γ
+W µ
+
G(·)(x0, 2R)

 . (5.12)
Let B0 = BR, for j = 0, 1, ..., take Rj = 2
−jR, Bj = BRj . Also, for δ ∈ (0, 1)
we consider a sequence
l0 := 0, lj+1 := lj +
1
δ
1
χ′
1
|Bj+1|
1
χ′
∥∥(u− lj)+∥∥χ′,∞Bj+1 .
By the definition of lj and the inequality (5.5) for (u− lj)
+, we have
lj+1 − lj
=
1
δ
1
χ′
1
|Bj+1|
1
χ′
∥∥(u− lj)+∥∥χ′,∞Bj+1
≤
C
δ
1
χ′


(
−
∫
Bj\Bj+1
((u− lj)
+)γ dx
) 1
γ
+Rjg
−1
(
x0,
µ+(Bj)
Rn−1j
)
+Rj


≤
C
δ
1
χ′


(
−
∫
Bj
((u− lj)
+)γ dx
) 1
γ
+Rjg
−1
(
x0,
µ+(Bj)
Rn−1j
)
+Rj

 .
(5.13)
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If, we choose γ ≤ χ′, then by Proposition 5.1, for q =
χ′
γ
, we have
(
−
∫
Bj
((u− lj)
+)γ dx
) 1
γ
=
(
−
∫
{x∈Bj ,: u>lj}
((u− lj)
+)γ dx
) 1
γ
≤ C 1
|Bj |
1
γ
|{x ∈ Bj : u(x) ≥ lj}|
1
(
χ′
γ )
∗
1
γ
(
‖((u− lj)
+)γ‖
χ′
γ
,∞
Bj
) 1
γ
≤ C 1
|Bj |
1
γ
|{x ∈ Bj : u(x) ≥ lj}|
1
(
χ′
γ )
∗
1
γ
‖(u− lj)
+‖
χ′,∞
Bj
.
Since,
|{x ∈ Bj : u(x) ≥ lj}| = |{x ∈ Bj : u(x)− lj−1 ≥ lj − lj−1}|
=
(
|{x ∈ Bj :
u(x)−lj−1
lj−lj−1
≥ 1}|
1
χ′
)χ′
≤
(
1
lj − lj−1
∥∥(u− lj−1)+∥∥χ′,∞Bj
)χ′
≤ δ|Bj |.
Moreover, by the definition of lj , we have∥∥(u− lj−1)+∥∥χ′,∞Bj = (lj − lj−1)δ 1χ′ |Bj | 1χ′ .
Then, (
−
∫
Bj
((u− lj)
+)γ dx
) 1
γ
≤ Cδ
1
γ
1
(
χ′
γ )
∗ 1
|Bj |
1
χ′
‖(u− lj)
+‖
χ′,∞
Bj
≤ Cδ
1
γ
1
(
χ′
γ )
∗ 1
|Bj |
1
χ′
‖(u− lj−1)
+‖
χ′,∞
Bj
≤ Cδ
1
γ
1
(
χ′
γ )
∗
+ 1
χ′
(lj − lj−1)
≤ Cδ
1
γ (lj − lj−1).
Hence, by the inequality (5.13), we have
lj+1 − lj ≤ Cδ
1
γ
− 1
χ′ (lj − lj−1) +
C
δ
1
χ′
Rjg
−1
(
x0,
µ+(Bj)
Rn−1j
)
+ CRj.
We choose δ > 0 such that Cδ
1
γ
− 1
χ′ ≤
1
2
, we get
lj+1 − lj ≤
1
2
(lj − lj−1) + CRjg
−1
(
x0,
µ+(Bj)
Rn−1j
)
+ CRj.
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Hence,
lk+1−l1 =
j=k∑
j=1
(lj+1−lj) ≤
1
2
(lk−l0)+C
j=k∑
j=1
Rjg
−1
(
x0,
µ+(Bj)
Rn−1j
)
+C
j=k∑
j=1
Rj .
By the definition of l1 and inequality (5.6), we have
l1 =
1
δ
1
χ′
1
|B1|
1
χ′
∥∥u+∥∥χ′,∞
B1
≤
C
δ
1
χ′


(
−
∫
B0\B1
(u+)γ dx
) 1
γ
+R0g
−1
(
x0,
µ+(B0)
Rn−10
)
+R0

 .
So,
lk+1 ≤
1
2
lk+C
(
−
∫
B0\B1
(u+)γ dx
) 1
γ
+C
j=k∑
j=0
Rjg
−1
(
x0,
µ+(Bj)
Rn−1j
)
+C
j=k∑
j=0
Rj .
Taking the limit k →∞, then
1
2
l∞ ≤ C
(
−
∫
B0\B1
(u+)γ dx
) 1
γ
+ C
∞∑
j=0
Rjg
−1
(
x0,
µ+(Bj)
Rn−1j
)
+ C
∞∑
j=0
Rj.
where l∞ = limk→∞ lk. Or, by Proposition 5.1 and the definition of lj , we have
1
|Bj |
1
χ′
‖u+‖
χ′,∞
Bj
≤ l∞ +
1
|Bj |
1
χ′
‖(u− l∞)
+‖
χ′,∞
Bj
≤ l∞ +
1
|Bj |
1
χ′
‖(u− lj−1)
+‖
χ′,∞
Bj
≤ l∞ + δ
1
χ′ (lj − lj−1).
Taking the upper limit, we obtain
lim supj→∞
1
|Bj |
1
χ′
‖u+‖
χ′,∞
Bj
≤ l∞
≤ C

R+
(
−
∫
B0\B1
(u+)γ dx
) 1
γ
+
∞∑
j=0
Rjg
−1
(
x0,
µ+(Bj)
Rn−1j
) .
As u is lower semicontinuous at x0, then
u(x0) ≤ C

R+
(
−
∫
B0\B1
(u+)γ dx
) 1
γ
+
∞∑
j=0
Rjg
−1
(
x0,
µ+(Bj)
Rn−1j
) .
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Or, by Remark 2.1, the condition(SC) and inequalities (2.2), (2.3), we have
Rjg
−1
(
x0,
µ+(Bj)
Rn−1j
)
= g−1
(
x0,
µ+(Bj)
Rn−1j
)∫ 2Rj
Rj
ds ≤ C
∫ 2Rj
Rj
g−1
(
x0,
µ+(B(x0, s)
sn−1
)
ds.
So,
∞∑
j=0
Rjg
−1
(
x0,
µ+(Bj)
Rn−1j
)
≤ C
∫ 2R
0
g−1
(
x0,
µ+(B(x0, s)
sn−1
)
ds.
Therefore,
u(x0) ≤ C

R+
(
−
∫
B0\B1
(u+)γ dx
) 1
γ
+W µ
+
G(·)(x0, 2R)

 .
This complete the proof.
Remark 5.1. If G(·) ∈ Φ(Ω) satisfies the conditions of the theorem 1.4 in [2] and
u be a nonnegative weak solution to (3.2) with nonnegative Radon measure µ in
BR. Then the weak Harnack inequality holds, so u ∈ L
γ(BR) for any γ < γ0 with
γ0 :=
{
N(g0−1)
N−g0
if g0 < N
∞ if g0 ≥ N
As χ′ < γ0, then u ∈ L
χ′,∞(BR).
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