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Abstract
When A ∈ B(H) and B ∈ B(K) are given, we denote by MC the operator acting on the infinite dimen-
sional separable Hilbert space H ⊕ K of the form MC =
(
A C
0 B
)
. In this paper, it is shown that if A is upper
semi-Fredholm of finite ascent and infinite codimension, and if R(B) is closed of infinite kernel, then MC
is upper semi-Fredholm of finite ascent for some C ∈ B(K,H). In addition, we explore the hypercyclicity
and supercyclicity for 2 × 2 upper triangular operator matrices on the Hilbert space.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper, let H and K be infinite dimensional separable Hilbert spaces, let
B(H,K) denote the set of bounded linear operators from H to K , and abbreviate B(H,H)
to B(H). If A ∈ B(H), write N(A) for the kernel of A and R(A) for the range of A; the
ascent asc(A) and the descent des(A) of A are given by asc(A) = inf{n  0: N(An) = N(An+1)}
and des(A) = inf{n  0: R(An) = R(An+1)}, respectively; the infimum over the empty set is
taken to be ∞. For A ∈ B(H), if R(A) is closed and dim N(A) < ∞, we call A an upper
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semi-Fredholm operator and if dim H/R(A) < ∞, then A is called a lower semi-Fredholm
operator. Let +(H) (−(H)) denote the set of all upper (lower) semi-Fredholm operators on
H . An operator A is called Fredholm if dim N(A) < ∞ and dim H/R(A) < ∞. If A is a semi-
Fredholm operator and let n(A) = dim N(A) and d(A) = dim H/R(A), then we define the index
of A by ind(A) = n(A) − d(A). An operator A is called Weyl if it is a Fredholm operator of index
zero, and is called Browder if it is Fredholm ªof finite ascent and descentº. IfA ∈ B(H), writeσ(A)
for the spectrum of A; σa(A) for the approximate point spectrum of A. The Weyl spectrum σw(A)
and the Browder spectrum σb(A) of A are defined by: σw(A) = {λ ∈ C: A − λI is not Weyl};
σb(A) = {λ ∈ C: A − λI is not Browder}.
Let −+(H) be the class of all A ∈ +(H) with ind(A)  0, and for any A ∈ B(H), let
σea(A) = {λ ∈ C, A − λI /∈ −+(H)} and let σab(A) = { λ ∈ C: A − λI /∈ −+(H) or asc(A −
λI) = ∞}. It is well known that σea(A) is called the essential approximate point spectrum of A
and σab(A) the Browder essential approximate point spectrum of A.
When A ∈ B(H) and B ∈ B(K) are given, we denote by MC an operator acting on H ⊕ K
of the form:
MC =
(
A C
0 B
)
,
where C ∈ B(K,H). Let M0 =
(
A 0
0 B
)
. The upper triangular operator matrices have been stud-
ied by many authors (for example [3–5,9,10], etc.). This paper is concerned with the Brow-
der essential approximate point spectra and hypercyclicity for 2 × 2 upper triangular operator
matrices.
2. Main results
Suppose A ∈ B(H) and B ∈ B(K). In [1], we give the necessary and sufficient condition on A
and B such that there exists an operator C for which MC is upper semi-Fredholm. In this section,
one of our main results is
Theorem 2.1. Let A be upper semi-Fredholm with asc(A) < ∞. If R(B) is closed and n(B) =
d(A) = ∞, then there existsC ∈ B(K,H) such thatMC is upper semi-Fredholm with asc(MC) <
∞.
Proof. Suppose that asc(A) = p. From the fact that d(A) = ∞, we know that dim[R(A) +
N(Ap)]⊥ = dim N(B) = ∞. Since N(B) and [R(A) + N(Ap)]⊥ are separable, there exists a
linear operator T with domain N(B) and range [R(A) + N(Ap)]⊥ such that ‖Ty‖ = ‖y‖ for
every y ∈ N(B). Define an operator C: K → H by
C =
(
T 0
0 0
)
:
(
N(B)
N(B)⊥
)
→
([R(A) + N(Ap)]⊥
R(A) + N(Ap)
)
.
Then we claim that MC is upper semi-Fredholm with asc(MC) < ∞.
First, we will prove thatMC is upper semi-Fredholm. In fact, if
(
u
v
)
∈ N(MC), thenAu + Cv =
0 and Bv = 0. Thus Au = −Cv ∈ R(A) ∩ [R(A) + N(Ap)]⊥ ⊆ R(A) ∩ R(A)⊥ and hence
Au = 0 and Cv = 0. Since v ∈ N(B), it follows that Cv = T v = 0. Therefore, v = 0 because
T is injective. This induces that N(MC) ⊆ N(A) ⊕ {0}, then n(MC)  n(A) < ∞. Suppose
that MC
(
un
vn
)
→
(
u0
v0
)
. Then Aun + Cvn → u0 and Bvn → v0. Write vn = αn + βn, where αn ∈
X. Cao / Linear Algebra and its Applications 426 (2007) 317–324 319
N(B) andβn ∈ N(B)⊥. We claim that {βn} is a Cauchy sequence. Indeed, sinceBvn = Bβn → v0
and R(B) is closed, it follows that there exists y1 ∈ N(B)⊥ such that Bvn = Bβn → By1 = v0
and hence B(βn − y1) → 0. Since B|N(B)⊥ is invertible, we get that βn − y1 → 0. Then {βn}
is a Cauchy sequence. Also since {Aun + Cvn} is a Cauchy sequence and Cvn ∈ [R(A) +
N(Ap)]⊥ ⊆ R(A)⊥, we know that {Aun} and {Cvn} are all Cauchy sequences. By the definition of
C, Cvn = C(αn + βn) = T αn, and hence {αn} is a Cauchy sequence because T is isometric. Thus
{vn} is a Cauchy sequence. Let vn → y0 and Aun → Ax0, then u0 = Ax0 + Cy0 and v0 = By0.
It means that
(
u0
v0
)
= MC
(
x0
y0
)
, and hence R(MC) is closed. Then the preceding proof tells us that
MC is upper semi-Fredholm.
Second, we will prove that MC has finite ascent, and we only need to prove that N(MpC) =
N(M
p+1
C ).
Let
(
x
y
)
∈ N(Mp+1C ), then
{
Ap+1x + ApCy + Ap−1CBy + · · · + ACBp−1y + CBpy = 0,
Bp+1y = 0.
ThusBpy ∈ N(B) andCBpy ∈ [R(A) + N(Ap)]⊥ ⊆ R(A)⊥. It induces thatAp+1x + ApCy +
Ap−1CBy + · · · + ACBp−1y = −CBpy ∈ R(A) ∩ [R(A) + N(Ap)]⊥⊆R(A)∩R(A)⊥={0},
then {
Ap+1x + ApCy + Ap−1CBy + · · · + ACBp−1y = 0,
CBpy = 0.
Using the definition of operator C, we know that CBpy = T Bpy = 0, this implies that Bpy = 0.
Since Ap+1x + ApCy + Ap−1CBy + · · · + ACBp−1y = A[Apx + Ap−1Cy + Ap−2CBy +
· · · + ACBp−2y + CBp−1y] = 0, it follows that Apx + Ap−1Cy + Ap−2CBy + · · · +
ACBp−2y + CBp−1y ∈ N(A). Let Apx + Ap−1Cy + Ap−2CBy + · · · + ACBp−2y +
CBp−1y = x1, where x1 ∈ N(A). Then{
Apx + Ap−1Cy + Ap−2CBy + · · · + ACBp−2y − x1 + CBp−1y = 0,
Bpy = 0.
Since Bp−1y ∈ N(B), it follows that Apx + Ap−1Cy + Ap−2CBy + · · · + ACBp−2y −
x1 =−CBp−1y∈[R(A)+N(A)] ∩ [R(A)+N(Ap)]⊥⊆[R(A)+N(Ap)]∩[R(A)+N(Ap)]⊥ =
{0}. ThenApx+Ap−1Cy+Ap−2CBy + · · · + ACBp−2y − x1 = −CBp−1y = 0, henceApx +
Ap−1Cy + Ap−2CBy + · · · + ACBp−2y − x1 = 0 and Bp−1y = 0. From Apx + Ap−1Cy +
Ap−2CBy + · · · + ACBp−2y = x1 we know that Ap−1x + Ap−2Cy + Ap−3CBy + · · ·
+ CBp−2y ∈ N(A2). Let Ap−1x + Ap−2Cy + Ap−3CBy + · · · + CBp−2y = x2, where x2 ∈
N(A2). Then{
Ap−1x + Ap−2Cy + Ap−3CBy + · · · + ACBp−3 − x2 + CBp−2y = 0,
Bp−1y = 0.
Continue this process, we can get that{
A2x + ACy − xp−1 + CBy = 0,
B2y = 0,
where xp−1 ∈ N(Ap−1). Then there exists xp ∈ N(Ap) such that{
Ax + Cy − xp = 0,
By = 0.
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ThusAx − xp = −Cy ∈ [R(A) + N(Ap)] ∩ [R(A) + N(Ap)]⊥ = {0}, henceAx = xp andy =
0. It follows that x ∈ N(Ap+1) = N(Ap). This induces that
(
x
y
)
∈ N(MpC), which means that
N(Mp) = N(Mp+1). Thus MC has finite ascent. The proof is completed. 
In fact, we have the following general result:
Theorem 2.2. Let A ∈ B(H) be upper semi-Fredholm with asc(A) < ∞ and let B ∈ B(K). If
d(A) = ∞, then there existsC ∈ B(K,H) such thatMC is upper semi-Fredholm with asc(MC) <
∞.
Proof. We adopt a technique in Theorem 2.1. Since dim [R(A) + N(Ap)]⊥ = ∞, there exists an
isometrically isomorphic linear operatorT : K → [R(A) + N(Ap)]⊥. Define an operatorC: K →
H by
C =
(
T
0
)
: K →
([R(A) + N(Ap)]⊥
R(A) + N(Ap)
)
.
Then we can prove as Theorem 2.1 that MC is upper semi-Fredholm with finite ascent. 
We can see Theorem 2.1 is just a special case of Theorem 2.2. Using Theorem 2.1 in [2], we
can get that
Corollary 2.3. Let A be upper semi-Fredholm with asc(A) < ∞. If R(B) is not closed, then
there exists C ∈ B(K,H) such that MC is upper semi-Fredholm with asc(MC) < ∞ if and only
if d(A) = ∞.
For lower semi-Fredholm, we have the similar result:
Theorem 2.4. Let B be lower semi-Fredholm with des(B) < ∞. If n(B) = ∞, then there exists
C ∈ B(K,H) such that MC is lower semi-Fredholm with des(MC) < ∞.
For x ∈ H , the orbit of x under T is the set of images of x under successive iterates of T :
Orb(T , x) = {x, T x, T 2x, . . .}.
A vector x ∈ H is supercyclic if the set of scalar multiples of Orb(T , x) is dense in H , and x
is hypercyclic if Orb(T , x) is dense. A hypercyclic operator is one that has a hypercyclic vector.
We similarly define the notion of supercyclic operator. We denote by HC(H) (SC(H)) the set
of all hypercyclic (supercyclic) operators in B(H) and HC(H) (SC(H)) the norm-closure of
the class HC(H) (SC(H)). Supercyclic operators were introduced by Hilden and Wallen [7].
Many fundamental results regarding the theory of hypercyclic and supercyclic operators were
established by Kitai in her thesis [8].
Let σs(A) = {λ ∈ C, R(A − λI) /= H } be the surjective spectrum of operator A. We say that
a-Browder’s theorem holds for an operator A if σea(A) = σab(A).
Theorem 2.5. Suppose a-Browder’s theorem holds for A. If σs(B) = σ(B), then the following
statements are equivalent:
(1) σab(MC) = σab(A) ∪ σab(B) for every C ∈ B(K,H) and M0 ∈ HC(H ⊕ K);
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(2) MC ∈ HC(H ⊕ K)) for every C ∈ B(K,H);
(3) MC ∈ HC(H ⊕ K)) for every C ∈ B(K,H) and C /= 0;
(4) σ(MC) = σab(MC) for every C ∈ B(K,H) and M0 ∈ HC(H ⊕ K).
Proof. (1) ⇒ (2). Using Theorem 2.1 in [6], we need to prove
(i) For every C ∈ B(K,H), σw(MC) ∪ D is connected, where D denotes the boundary of
the unit disc D.
It is well known that σw(MC) ⊆ σw(M0). For the converse inclusion, let MC − λ0I be Weyl.
Then A − λ0I is upper semi-Fredholm, B − λ0I is lower semi-Fredholm and d(A − λ0I ) < ∞ if
and only if n(B − λ0I ) < ∞. If d(A − λ0I ) = ∞, since a-Browder’s theorem holds for A, it fol-
lows that asc(A − λ0I ) < ∞. Theorem 2.1 tells us that there exists C1 ∈ B(K,H) such that λ0 /∈
σab(MC1). Using the fact thatσab(MC1) = σab(A) ∪ σab(B), we know thatn(B − λ0I ) < ∞, then
d(A − λ0I ) < ∞. It is in contradiction to the hypothesis that d(A − λ0I ) = ∞. This proves that
d(A − λ0I ) < ∞ and n(B − λ0I ) < ∞. Then M0 − λ0I is Fredholm with ind(M0 − λ0I ) =
ind(MC − λ0I ) = 0. Thus σw(MC) = σw(M0) for every C ∈ B(K,H). Since σw(M0) ∪ D is
connected, we know that σw(MC) ∪ D is connected.
(ii) σ(MC) = σb(MC) for every C ∈ B(K,H).
In fact, for any C ∈ B(K,H), if MC − λ0I is Browder, then from the proof of (i), we know
that M0 − λ0I is Weyl, asc(A − λ0I ) < ∞ and des(B − λ0I ) < ∞. Using the perturbation the-
orem of semi-Fredholm operator, B − λI is surjective if 0 < |λ − λ0| is sufficiently small. Since
σs(B) = σ(B), it follows that B − λI is invertible, which means that λ0 ∈ iso σ(B) or B − λ0I
is invertible. Then we can get that B − λ0I is Browder, hence A − λ0I is Browder and M0 − λ0I
is Browder. But since σ(M0) = σb(M0), we must have that both A − λ0I and B − λ0I are
invertible. Then MC − λ0I is invertible, this proves that σ(MC) = σb(MC). From the proof
of (ii), we also find that σb(MC) = σb(A) ∪ σb(B) and σ(MC) = σ(A) ∪ σ(B) for every C ∈
B(K,H).
(iii) For every C ∈ B(K,H), ind(MC − λI)  0 for every λ ∈ ρSF(MC), where ρSF(MC) =
{λ ∈ C: MC − λI is semi-Fredholm}.
If not, let MC − λ0I be semi-Fredholm with ind(MC − λ0I ) < 0. Then A − λ0I is upper
semi-Fredholm. If d(A − λ0I ) < ∞, Theorem 2.1 in [2] tells us that B − λ0I is upper semi-
Fredholm. ThenM0 − λ0I is upper semi-Fredholm with ind(M0 − λ0I ) < 0. It is in contradiction
to the fact that M0 ∈ HC(H ⊕ K). Then we must have d(A − λ0I ) = ∞. Using the fact that
a-Browder’s theorem holds for A and Theorem 2.1, we know that λ0 /∈ σab(MC1) for some
C1 ∈ B(K,H). Therefore, B − λ0I is upper semi-Fredholm. This tells us that M0 − λ0I is upper
semi-Fredholm and ind(M0 − λ0I ) = ind(MC − λ0I ) < 0. It is a contradiction again. Then for
any C ∈ B(K,H), ind(MC − λI)  0 for every λ ∈ ρSF(MC).
(2) ⇒ (3) is clear.
(3) ⇒ (4). σab(MC) ⊆ σ(MC) is clear. For the converse inclusion, let C /= 0 and let λ0 /∈
σab(MC). Then MC − λ0I is upper semi-Fredholm with ind(MC − λ0I )  0. Since MC ∈
HC(H ⊕ K), it follows that ind(MC − λ0I )  0. Then MC − λ0I is Weyl with finite ascent,
which means that MC − λ0I is Browder. MC ∈ HC(H ⊕ K) implies MC − λ0I is invertible.
For the case of C = 0, let λ0 /∈ σab(M0). Then for every C ∈ B(K,H), λ0 /∈ σab(MC). We
know that σ(MC) = σab(MC) for C /= 0, then MC − λ0I is invertible and hence B − λ0I is
surjective. Since σs(B) = σ(B), it can be easily proved that both B − λ0I and A − λ0I are invert-
ible. Then M0 − λ0I is invertible. From the preceding proof, we know that σw(M0) = σw(MC)
and σb(M0) = σb(MC). Adopting a technique in (1)⇒(2), we can prove that M0 ∈
HC(H ⊕ K).
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(4) ⇒ (1). The inclusion σab(MC) ⊆ σab(A) ∪ σab(B) is clear. Conversely, σab(MC) =
σ(MC) = σ(A) ∪ σ(B) ⊇ σab(A) ∪ σab(B). Then σab(MC) = σab(A) ∪ σab(B) for every C ∈
B(K,H). The proof is finished. 
Remark. (1) The result is true for the case of supercyclicity. (2) If we change the condition
ª a-Browder’s theorem holds for Aº to the condition ªSuppose that A ∈ HC(H)º, the result is true
also.
Let A∗ denote the conjugate of A. An operator A ∈ B(H) is said to be hyponormal if AA∗ 
A∗A. Suppose both A∗ and B are hyponormal, then we can prove that a-Browder’s theorem holds
for A and σs(B) = σ(B), and for any C ∈ B(K,H), σab(MC) = σab(A) ∪ σab(B), then
Corollary 2.6. Suppose both A∗ and B are hyponormal, then M0 ∈ HC(H ⊕ K) if and only if
MC ∈ HC(H ⊕ K) for any C ∈ B(K,H).
Let σ1(A) = {λ ∈ C, A − λI is not lower semi-Fredholm of finite descent}. Using Theorem
2.4, similar to the proof of Theorem 2.5, we have that
Theorem 2.7. Suppose a-Browder’s theorem holds for B∗. If σa(A) = σ(A), then the following
statements are equivalent:
(1) σ1(MC) = σ1(A) ∪ σ1(B) for any C ∈ B(K,H) and M∗0 ∈ HC(H ⊕ K);
(2) M∗C ∈ HC(H ⊕ K)) for every C ∈ B(K,H);
(3) M∗C ∈ HC(H ⊕ K)) for every C ∈ B(K,H) and C /= 0;
(4) σ(MC) = σ1(MC) for every C ∈ B(K,H) and M∗0 ∈ HC(H ⊕ K).
We know the hypercyclicity (supercyclicity) for operator A does not imply the hypercyclicity
(supercyclicity) for A∗. Let σSF−(A) = {λ ∈ C: A − λI /∈ −(H)} be the lower semi-Fredholm
spectrum of A. Using Theorems 2.5 and 2.7, we can prove that
Corollary 2.8. Suppose a-Browder’s theorem holds for A. If σs(B) = σ(B), then the following
statements are equivalent:
(1) σab(MC) = σab(A) ∩ σab(B), σw(MC) = σSF−(MC) for any C ∈ B(K,H) and M0 ∈
HC(H ⊕ K);
(2) MC ∈ HC(H ⊕ K) and M∗C ∈ HC(H ⊕ K) for every C ∈ B(K,H);
(3) σ(MC) = σab(MC), σw(MC) = σSF−(MC) for every C ∈ B(K,H) and M0 ∈
HC(H ⊕ K).
Example 1. Let A,B ∈ B(2) be defined by
A(x1, x2, x3, . . .) = (x2, x4, x6, . . .).
B(x1, x2, x3, . . .) = (0, x1, 0, x2, 0, x3, . . .).
Then σea(A) = σab(A) = D, which means that a-Browder’s theorem holds for A, and σs(B) =
σ(B). A straightforward calculation shows that for any C ∈ B(2, 2), σab(MC) = σab(A) ∪
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σab(B) = D, σw(MC) = σSF−(MC) = D and M0 ∈ HC(2 ⊕ 2), then for any C ∈ B(2, 2),
MC ∈ HC(2 ⊕ 2) and M∗C ∈ HC(2 ⊕ 2).
In Theorem 2.5, the condition ªσab(MC) = σab(A) ∪ σab(B) for every C ∈ B(K,H)º is
essential. It can induce that σw(MC) = σw(M0) for every C ∈ B(K,H). We know [σab(A) ∪
σab(B)]\σab(MC) ⊆ σd(A) ∩ σab(B). Thus if we suppose that σd(A) ∩ σab(B) has no interior
points, we claim that σw(MC) = σw(M0) for every C ∈ B(K,H). In fact, for each C ∈ B(K,H),
let MC − λ0I be Weyl. Then A − λ0I is upper semi-Fredholm, B − λ0I is lower semi-Fredholm,
and d(A − λ0I ) < ∞ if and only if n(B − λ0I ) < ∞. The perturbation theory of semi-Fred-
holm operator tells us that there exists  > 0 such that MC − λI is Weyl, A − λI is upper
semi-Fredholm, B − λI is lower semi-Fredholm and ind(A − λI) = ind(A − λ0I ), ind(B −
λI) = ind(B − λ0I ) if 0 < |λ − λ0| < . If d(A − λ0I ) = ∞, then λ0 ∈ σd(A) ∩ σab(B). Since
σd(A) ∩ σab(B) has no interior points, there exists λ ∈ C such that 0 < |λ − λ0| <  and λ /∈
σd(A) ∩ σab(B). Then A − λI is surjective or B − λI is upper semi-Fredholm. Thus both A − λI
and B − λI are Fredholm. Hence A − λ0I and B − λ0I are Fredholm. It is in contradiction to
the fact that d(A − λ0I ) = ∞. This proves that both A − λ0I and B − λ0I are Fredholm. Then
M0 − λ0I is Fredholm with ind(M0 − λ0I ) = ind(MC − λ0I ) = 0. Hence σw(MC) = σw(M0)
for every C ∈ B(K,H).
Theorem 2.9. Suppose that σd(A) ∩ σab(B) has no interior points, then the following statements
are equivalent:
(1) M0 ∈ HC(H ⊕ K);
(2) MC ∈ HC(H ⊕ K) for every C ∈ B(K,H).
Proof. Suppose M0 ∈ HC(H ⊕ K).
(i) From the statement before Theorem 2.9, we know that σw(MC) ∪ D = σw(M0) ∪ D is
connected.
(ii) σ(MC) = σb(MC) for any C ∈ B(K,H).
In fact, for any C ∈ B(K,H), if MC − λ0I is Browder, then M0 − λ0I is Weyl, asc(A −
λ0I ) < ∞ and des(B − λ0I ) < ∞. We claim that λ0 /∈ σd(A) ∪ σab(B). In fact, if λ0 ∈ σd(A) ∪
σab(B), then for any neighborhood of λ0, there exists λ such that A − λI is surjective or B − λI
is upper semi-Fredholm with finite ascent. Then using the perturbation theory of semi-Fred-
holm operator, we can prove that M0 − λ0I is invertible. It is in contradiction to the fact that
λ0 ∈ σd(A) ∪ σab(B). Thus λ0 /∈ σd(A) ∩ σab(B), we can induce that both A − λ0I and B − λ0I
are Browder. Since M0 ∈ HC(H ⊕ K), it follows that M0 − λ0I is invertible. Then MC − λ0I
is invertible.
(iii) For any C ∈ B(K,H), ind(MC − λI)  0 for every λ ∈ ρSF(MC).
If not, let MC − λ0I is semi-Fredholm with ind(MC − λ0I ) < 0. Then A − λ0I is upper semi-
Fredholm. Ifλ0 /∈ σd(A), using Theorem 2.1 in [2], we know thatM0 − λ0I is semi-Fredholm with
ind(M0 − λ0I ) = ind(MC − λ0I ) < 0. It is in contradiction to the fact that M0 ∈ HC(H ⊕ K).
Let λ0 ∈ σd(A). There are two cases to consider:
(a) λ0 /∈ σab(B), then M0 − λ0I is semi-Fredholm with ind(M0 − λ0I ) = ind(MC − λ0I ) <
0. It is a contradiction.
(b) λ0 ∈ σab(B), then λ0 ∈ σd(A) ∩ σab(B). Using the perturbation theory of semi-Fredholm
and the fact that λ0 ∈ [σd(A) ∩ σab(B)], we also can prove that M0 − λ0I is semi-Fred-
holm with ind(M0 − λ0I ) = ind(MC − λ0I ) < 0. It is a contradiction again.
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Then for any C ∈ B(K,H), ind(MC − λI)  0 for every λ ∈ ρSF(MC).
Then for each C ∈ B(K,H), MC ∈ HC(H ⊕ K). 
Let A ∈ B(2) and B ∈ B(2) be defined in Example 1. Then σd(A) ∩ σab(B) = D has no
interior points and M0 ∈ HC(H ⊕ K), thus MC ∈ HC(H ⊕ K) for each C ∈ B(2, 2).
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