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Introduction
The inverse temperature hyperparameter of the hidden Potts model governs
the strength of spatial cohesion and therefore has a substantial influence
over the resulting model fit. The difficulty arises from the dependence of
an intractable normalising constant on the value of the inverse temperature,
thus there is no closed form solution for sampling from the distribution di-
rectly. We review three computational approaches for addressing this issue,
namely pseudolikelihood, path sampling, and the approximate exchange al-
gorithm. We compare the accuracy and scalability of these methods using
a simulation study.
Hidden Potts Model
The hidden Potts model is a Markov random field with discrete states. The
states z ∈ 1 . . . k follow a Gibbs distribution, as shown in equation (1):
p(zi|zi∼`, β) =
exp {β∑i∼` δ(zi, z`)}∑k
j=1 exp {β
∑
i∼` δ(j, z`)}
(1)
where δ(u, v) is the Kronecker delta function. Thus, the potential function
is a weighted count of the neighbours of pixel i that share the same label.
The parameter β, known as the inverse temperature, governs the strength
of spatial association between labels. There is no closed form solution for
simulating from its conditional distribution due to the intractability of the
normalising constant C(β):
p(β|z) = C(β)−1pi(β) exp {β S(z)} (2)
where S(z) is the sufficient statistic of the Potts model.
The normalising constant involves a sum over all possible configurations of
the lattice z ∈ Z , an operation of computational complexity O(n2kn):
C(β) =
∑
z∈Z
exp{β S(z)} (3)
Computational Methods
We review three methods for simulating from the inverse temperature with-
out evaluating the partition function: pseudolikelihood (Ryde´n & Titter-
ington, 1998), path sampling (Gelman & Meng, 1998) and the exchange
algorithm (Murray, Ghahramani & MacKay, 2006).
Pseudolikelihood approximates equation (3) using the product of the con-
ditional densities in equation (1). Proposed values of β′ can be drawn using
a random walk and evaluated using a pseudolikelihood approximation to
the Metropolis-Hastings (MH) ratio. Pseudolikelihood is very fast, but the
approximation error increases for large values of β.
Path Sampling involves precomputation of the expectation of the sufficient
statistic for fixed values of β. During model fitting, these precomputed
values are interpolated to approximate E[S(z)|β′] for the proposed values
of β′. The MH ratio can then be approximated using numerical integration,
according to the path sampling identity in equation (4):
log
{C(β◦)
C(β′)
}
=
∫ β◦
β′
E[S(z)|β] dβ (4)
The precomputation can be costly for large datasets, but the output can be
reused if there are multiple datasets that are approximately the same size
and use the same number of mixture components k.
The Exchange Algorithm is an exact method for simulating from the
inverse temperature using an auxiliary variable. The auxiliary variable w is
drawn from equation (1) for the proposed value of β′ so that the partition
function cancels out in the MH ratio, as shown in equation (5):
ρ =
q(β◦|β′)pi(β′) exp {β′S(z)} C(β◦)
q(β′|β◦)pi(β◦) exp {β◦S(z)} C(β′)
exp {β◦S(w)} C(β′)
exp {β′S(w)} C(β◦) (5)
Since the auxiliary vector w has the same dimension as the latent labels z,
simulation of this variable can be expensive for large datasets. The exchange
algorithm is only exact when perfect sampling (Propp & Wilson, 1996) is
used to simulate w. Cucala et al. (2009) use 500 iterations of Gibbs
sampling for the auxiliary variable, which results in an approximate exchange
algorithm with reduced computational cost.
Accuracy
Since the inverse temperature is unobservable in real data, we evaluated
the accuracy of these methods using a simulation study. 20 images with
100×100 pixels were simulated from the prior, with pi(β) ∼ U(0, 1.33)
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(a) pseudolikelihood
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(b) exchange algorithm
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
ll
l
l
l
l l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
0.0 0.5 1.0 1.5
0.
0
0.
5
1.
0
1.
5
β
po
st
er
io
r d
ist
rib
u
tio
n
(c) path sampling
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Figure: Comparison of the posterior distribution with the true value of β.
Scalability
The exchange algorithm is two orders of magnitude slower than the other
methods, due to the computational cost of simulating the auxiliary variable.
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Figure: Relationship between elapsed runtime and image size.
The computational cost of path sampling also involves the pre-computation
step, which took 30 minutes for a 100 × 100 lattice. However, this cost
can be amortised over the 20 images that we analysed.
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