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It is believed that grapes have been domesticated between the Black 
Sea and Iran during the 7000 – 4000 BC period. The first evidence of wine 
making comes from the presence of tartaric acid in an ancient jar dated from 
5400 – 5000 BC in the Neolithic site of Tepe in Mesopotamia and from the 
remains for grape juice extraction from 5000 BC in the Neolithic site of 
Dikili Tash in Greece (Sicard and Legras, 2011). Colonization by the 
Romans spread winemaking all around the Mediterranean; by 500 BC, wine 
was being produced in Italy, France, Spain, Portugal and northern Africa. 
Cultivation of the vine also spread into the Balkan States, and the Romans 
took it into Germany and other parts of northern Europe, eventually 
reaching as far as Britain. European explorers in the sixteenth century 
introduced the vine into the New World. In 1530 the Spanish conquistadors 
planted Vitis vinifera in Mexico, Argentina, Peru and Chile. In 1655 Dutch 
settlers in South Africa planted French vine cuttings on the lower slopes of 
the Cape of Good Hope's majestic Table Mountain. Planting in California 
followed soon thereafter, and in Australia and New Zealand more than a 
century later, in 1813 (Pretorius, 2000a).  
In the seventeenth century, Antonie van Leeuwenhoek developed 
high-quality lenses and was able to observe yeast for the first time. In the 
eighteenth and nineteenth centuries, chemists worked hard to decipher the 












nomenclature. Our modern understanding of the fermentation process comes 
from the work of the chemist Louis Pasteur. Pasteur was the first to 
demonstrate experimentally that fermented beverages result from the action 
of living yeast transforming glucose into ethanol. Moreover, Pasteur 
demonstrated that only microorganisms are capable of converting sugars 
into alcohol from grape juice, and that the process occurs in the absence of 
oxygen (Barnett, 2000). 
Later in 1890, Müller – Thurgau introduced the concept of 
inoculating wine fermentations with pure yeast culture (Pretorius, 2000a). 
At the present most of the wine production relies on the use of selected pure 
yeast culture as an oenological practice to produce wine with desirable 
characteristics and to guarantee the homogeneity of successive vintages. 
 
1. GENERAL CHARACTERISTICS OF THE WINE 
YEAST Saccharomyces cerevisiae 
 
1.1 Classification and taxonomy into the Saccharomyces 
genus 
Together with the development of molecular methods of yeast 
characterization, the use of DNA sequencing enabled an improvement of 












morphological, reproductive and physiological characteristics, such as 
fermentation capacity or carbon and nitrogen source assimilation. The 
current advance of sequencing technologies, such as high-throughput 
sequencing and next-generation sequencing tools, led and still leads to a re-
arrangement of the taxonomic classification. 
Saccharomyces cerevisiae is a member of the genus Saccharomyces 
(previously included into the Saccharomyces sensu stricto group) 
(Borneman and Pretorius, 2015). The genus Saccharomyces belongs to the 
kingdom Fungi, the phylum Ascomycota (as the sexual reproduction is 
based on the formation of ascospores), the subphylum Saccharomycotina, 
the class Saccharomycetes, the order Saccharomycetales and the family 
Saccharomycetaceae. The taxonomy of the Saccharomyces genus currently 
involves seven species (Figure 1). Besides S. cerevisiae, there are S. 
kudriavzevii, S. uvarum, S. paradoxus, S. mikatae, S. arboricolus, and S. 
eubayanus  (Borneman and Pretorius, 2015; Boynton and Greig, 2014; 
Hittinger, 2013). Moreover, these pure species has formed different hybrids, 
S. cerevisiae-S. kudriavzevii in wine and brewing (González et al., 2007; 
Peris et al., 2012), S. cerevisiae - S. uvarum hybrid in cider and brewing 
(Rainieri et al., 2006), and the most well-known hybrid, the lager yeast S. 
pastorianus, which is an interspecific hybrid between S. cerevisiae and the 












In S. cerevisiae, five “pure” populations have been described: North 
American, Sake, Malaysian, West African and Wine/European (Liti et al., 
2009a). In S. paradoxus three populations depending on the geographic 
isolation were found: American (includes S. cariocanus), Far Eastern and 




Figure 1. Phylogenic relationship among Saccharomyces species (Figure 













1.2 Saccharomyces cerevisiae: Life cycle 
Because of their abundance and dominance in many spontaneous 
fermentations, Saccharomyces cerevisiae strains were selected for the 
majority of controlled fermentation processes, including the traditional uses 
for production of beverages and baking, but also for production of 
recombinant antibodies, vitamins, and drugs, such as insulin (Bayne et al., 
1988; Gerngross, 2004; Kazemi Seresht et al., 2013). Besides its 
employment in industrial applications, S. cerevisiae plays an important role 
in scientific research as a model organism. Many important biological 
findings have been obtained using model organisms, improving the 
understanding of human biology (Kaeberlein et al., 2005). S. cerevisiae is 
arguably the most intensely studied eukaryotic organism besides human 
beings. Its genetic tractability has made it a valuable model organism for 
genetics, genomics, cell biology and biochemistry. Several features make it 
ideal as a model: first, it is easy to cultivate quickly in large populations due 
to its short cell cycle; second, it is available as haploid, diploid or polyploid 
allowing meiotic and mitotic studies; third, rapid and easy gene deletions 
can be performed owing to a very efficient homologous recombination 
pathway and finally, heterologous gene expression from episomal plasmids 












(Burke et al., 2014; Landry et al., 2006; Li et al., 2014; Long et al., 2015; 
Petranovic and Nielsen, 2008).  
S. cerevisiae can multiply either asexually by vegetative 
multiplication or sexually by forming ascospores (Figure 2). Under optimal 
nutritional and cultural conditions, S. cerevisiae uses budding as vegetative 
growth, the most common and typical mode of reproduction of 
Ascomycetes yeasts. The cell division cycle in vegetative multiplication 
involves: G1 (period preceding DNA synthesis), S (DNA synthesis), G2 
(period preceding the mitosis) and M (mitosis and cytokinesis). Once 
mitosis is complete and the bud nucleus and other organelles have migrated 
into the bud, cytokinesis commences and a septum is formed in the isthmus 















Figure 2. A schematic representation of the life cycle of yeasts. 
 
Though vegetative growth is the major way of yeast reproduction, 
sexual reproduction is an alternative when nutrient supplies fall short. 
Sexual reproduction involves the formation of four haploid ascospores (two 
MATa and two MATα) within an ascus after meiosis and is induced during 
nutrient starvation, specifically nitrogen and fermentable carbon sources 
(Taxis et al., 2005). MATa spores can only mate with MATα and vice versa, 
resulting in the fusion of two cells to form a diploid cell (zygote) (Jackson 
and Hartwell, 1990). Spore released from the ascus can also continue 
asexual reproduction as haploids for many generations, and are termed 
heterotallic. Strains in which sex reversals, cell fusion and diploid formation 















Figure 3.  Schematic representation of sporulation stages in the yeast 
S. cerevisiae. Stage I, meiotic prophase I. Stage II, meiotic metaphase I/anaphase I. 
Stage III, meiotic metaphase II/anaphase II; formation of the Forespore membrane 
(FSM). Stage IV, completion of FSM assembly. Stage V, spore wall synthesis 
(Adapted from Shimoda, 2004). 
 
1.3 Kinetics of yeast growth  
Yeast population growth is the result of cell division and the 












growth kinetic follows the typical microbial growth curve, comprising three 
main phases: lag phase, exponential phase and stationary phase (Figure 4). 
The lag phase reflects the time required for yeast cells to adapt to their new 
environment by synthesizing ribosomes and enzymes needed to establish 
growth at a higher rate. The duration of this phase depends on firstly the 
initial population size and secondly environmental conditions. Once the cell 
starts actively metabolizing, they begin DNA replication and shortly after 
the cells divide. This begins the second phase of growth called the 
exponential phase of growth. This is the period in which the cells reproduce 
at maximum specific growth rate (μmax). The time it takes the culture to 
double is called generation time. Yeast strain, growth medium, and 
temperature are important factors in determining the generation time. 
Industrial fermentations aim to extend this phase for maximizing the output 
of biomass and metabolites production (López et al., 2004). The third phase 
in yeast growth is stationary phase; a period of no growth when metabolism 
slows and cell division is stopped. The factors that cause cells to enter 
stationary phase are related to change in the environment, such as nutrient 
deprivation, toxic metabolites and high temperatures. After prolonged 














Figure 4. Typical yeast growth curve. 
 
1.4 Genetic constitution of wine yeast: lab vs industrial 
strains 
A number of S. cerevisiae strains have become important laboratory 
organisms for molecular and genetic research. The easy genetic 
manipulation and its small, compact genome has led to S. cerevisiae 
becoming the model organism of choice for studies on eukaryotic cells. 
Haploid strains contain 12 to 13 megabases (Mb) of nuclear DNA, 
distributed along 16 linear chromosomes. Each chromosome is a single 
DNA molecule with a length of about 200 to 2200 kilobases. In addition to 
the chromosomal DNA exist a non-Mendelian genetics elements e.g. Ty 












mitocondria; and killer viral-like particles containing dsRNA and prion-like 
elements in the cytoplasm. The genome of the laboratory strain, S288c, was 
the first eukaryote for which a fully genome sequence was available. The 
complete genome sequence defines 5885 open reading frames (ORFs) that 
are likely to specify protein products in the yeast cell (Goffeau et al., 1996). 
Its primary annotation was updated recently in its first major update since 
1996 (Engel et al., 2014). 
Although most strains of  S. cerevisiae are either haploid or diploid, 
some are aneuploid or polyploid with unbalanced chromosomes (Hauser et 
al., 2001). It has been proposed that an unbalanced chromosome set is an 
advantageous trait for industrial yeast, explaining the presence of aneuploid 
and polyploid strains. For example, polyploidy can increase the copy 
number and subsequent dosage and expression of beneficial genes, whilst 
decreasing the effects of deleterious mutations. These extra gene copies can 
diverge and take on new functions, increasing heterozygosity and allowing 
greater scope for adaptation to an ever-changing external environment. 
Many industrial yeast strains are also highly heterozygous, whereas lab 
strains are haploid, which makes breeding and genetic manipulation easier 
(Zara et al., 2005). Generally, wild type and industrial strains of S. 
cerevisiae are less easily accessible for genetic analysis and manipulation 












instability of mating types and poor mating efficiencies, and the absence of 
easily tractable auxotrophic markers are some of the characteristics that 
compromise user friendliness of industrial yeast species (Winzeler et al., 
2003).  
The clear phenotypic differences between industrial and non-
industrial strains combined with early indications from single gene studies, 
which suggested substantial novel nucleotide sequences and genomic 
rearrangements were present across strains of S. cerevisiae. Almost a decade 
passed before genome sequences for additional strains of S. cerevisiae 
became publicly available, RM11-1a and YJM789 (Wei et al., 2007). 
However, in the five years following the sequencing of RM11-1a and 
YJM789, there has been an exponentially increase in the number of S. 
cerevisiae strains for which whole-genome sequence are available. This was 
primarily owing to the development of “next generation” DNA sequencing 
(Borneman et al., 2013). The first industrial yeast genome to be assembled 
primarily from next-generation data was a haploid derivative of a wine yeast 
strain (Borneman et al., 2008) and there are other five, high quality 
commercial wine yeast genome assemblies currently available (Borneman et 
al., 2011; Novo et al., 2009). As more S. cerevisiae strains are sequenced, 
the suitability of S288c as a “reference” strain is becoming less clear, 












others S. cerevisiae strains while containing an abnormally high number of 
Ty transposable elements. A major finding of S. cerevisiae comparative 
genomics was the discovery of numerous strain-specific ORFs in the wine 
strains. The genome of the wine yeast EC1118 contains at least two major 
telomeric insertions relative to the laboratory strain, one on the left arm of 
chromosome VI and one on the right of chromosome XV. These insertions 
are shared by subsets of others wine strains such as QA23. The region on 
chromosome XV has particular interest because has at least three genes that 
will potentially impact on wine-relevant traits. The first of these is a 
homolog of the S. pastorianus fructose/H+ symporter (Galeote et al., 2010). 
Two other genes of the genome encode oligopeptide transporters that allow 
for a greater variety of small peptide to be used as a nitrogen source. One of 
the most striking aspects of the wine yeast genome is the presence of a 
cluster of five genes that are postulated to have been horizontally transferred 
between S. cerevisiae and Zygosaccharomyces spp (Novo et al., 2009).  
 
1.5 Saccharomyces cerevisiae ecology 
Although much is known about yeast at the cellular and molecular 
level, little is known about their ecology or natural lifestyles in the 
environment. S. cerevisiae populations are genetically diverse and are found 












(Landry et al., 2006). Common habitats include soil, plant exudates, animal 
tissues, and surfaces within vineyards and wineries. S. cerevisiae strains are 
found in diverse geographical and climatic environments, from tropical 
regions (fruit trees) to cold Northern climes (oak trees) (Fay and Benavides, 
2005). Certain ‘clinical isolates’ are opportunistic pathogens in immuno-
compromised patients (Llopis et al., 2012; Pérez-Torrado et al., 2012; 
Pérez-Torrado and Querol, 2016). The diversity and distribution of yeast in 
association with grapes and musts are influenced by the age, climate and 
geographical location of the winery or vineyard (Beltran et al., 2002; 
Schuller et al., 2005), grape varietals grown (Martini et al., 1980), presence 
of yeast starter cultures (Fleet, 2008; Valero et al., 2007), and the 
fermentation temperature used (Torija et al., 2003). 
Previous studies on S. cerevisiae indicated that this domesticated 
yeast, chiefly adapted to man-made fermentations (wine, beer, sake, baker) 
and normally absent in natural ecosystems, might have evolved from wild S. 
paradoxus (Ciani et al., 2004). Natural wine fermentation involves a 
multitude of biochemical and ecological interactions between many 
microbial species, not just S. cerevisiae (Pretorius, 2000a). On the surface of 
ripe grape berries, non-Saccharomyces yeast dominate, such as those from 
the genera Hanseniaspora (Kloeckera), Candida, Torulaspora and 


















 yeast; however, only a small fraction of these populations 
are S. cerevisiae (approximately 10-100 CFU mL
-1
) (Fleet, 2003). Fungi, 
yeast, lactic acid bacteria and acetic acid bacteria grow in grape juice before 
the initiation of fermentation (Rainieri and Pretorius, 2000). During this 
period, the non-Saccharomyces yeast proliferate, including species from 
Candida, Hanseniaspora, Metschnikowia and Pichia (Fleet, 2003; Masneuf-
Pomarede et al., 2016). However, once the process of fermentation is 
initiated, anaerobic conditions are forced on the microbial populations, 
preventing the proliferation of organisms unsuited to anaerobic metabolism, 
namely certain fungi and acetic acid bacteria. During the fermentation 
progress, S.cerevisiae displaces the non-Saccharomyces species and 
occupies their fermentative niche. A strong selective pressure favors the 
Saccharomyces’s strategy of making life difficult for other microorganisms 
by rapidly converting the available sugars into ethanol, a toxic compound, 
which can be later respired by Saccharomyces (Piskur et al., 2006). Ethanol 
concentration creates strong pressure which limits growth of non-
Saccharomyces, consequently, they cannot compete with the 
Saccharomyces, which could generally stand higher ethanol levels (10-15% 
v/v) (Fleet, 2003; Masneuf-Pomarede et al., 2016; Rainieri and Pretorius, 












during fermentation also provides these species with a clear advantage over 
non-Saccharomyces species (Salvadó et al., 2011b). 
 
1.6 Cryotolerant Saccharomyces species 
 Saccharomyces kudriavzevii 
S. kudriavzevii was first isolated only from decaying leaves in Japan 
and has not so far been found in industrial fermentation environments. So 
researchers made queries how this species formed hybrids that were found 
in wine (González et al., 2007) and brewing (Gonzalez et al., 2008) 
environments located in Europe (Naumov et al., 2000a, 2000b). The 
answers came recently with an isolation of several S. kudriavzevii strains 
from oak trees in Portugal and Spain (Lopes et al., 2010; Sampaio and 
Gonçalves, 2008). These isolation events were made possible due to the 
decrease in isolation temperatures, which confirmed cryotolerant character 
of S. kudriavzevii. Other interesting advantages of S. kudriavzevii, as 
compared to S. cerevisiae, were found in oenological properties. Although 
S. kudriavzevii does not appear to be present in wine environments, it is able 
to conduct fermentation of a sterile wine must (González et al., 2007). When 
compared to S. cerevisiae, S. kudriavzevii was found to produce higher 
amounts of glycerol and lower amounts of ethanol, which fulfill the new 













Although several strains have been sporadically isolated from 
insects, tree fluxes or mushroom (Naumov et al., 2003), the natural habitats 
of S. uvarum have not been identified so far. It has been found mainly in 
industrial environments, such as wine and cider fermentation processes 
performed at low temperatures (Demuyter et al., 2004; Naumov et al., 
2000b, 2001). Like S. kudriavzevii, due to the good fermentation capacity at 
low temperature, S. uvarum is considered cryotolerant. From the 
oenological point of view, as compared to S. cerevisiae, S. uvarum has 
shown higher production of glycerol and lower production of ethanol and 
acetic acid (Bertolini et al., 1996; Giudici et al., 1995). Additionally, S. 
uvarum has been characterized by its higher capability to release desirable 
flavour components, such as 2-phenylethanol and 2-phenylethyl acetate 
(Gamero et al., 2013; Masneuf-Pomarède et al., 2010). The wines produced 
by S. uvarum strains have been described to have a stronger aromatic 
intensity than those produced by S. cerevisiae. This species is also able to 
form hybrid strains with S. cerevisiae as has been proved by Nguyen et al., 
(2000).  
 














2.1 Kinetics of wine fermentation 
Alcoholic fermentation is defined as the biotransformation of grape 
sugars, including glucose and fructose, into ethanol and carbon dioxide 
(CO2) (Pretorius, 2000a). In the late 1850s, Louis Pasteur established that 
yeast are the organisms responsible for fermentation, that the process is 
nitrogen-dependent, and that ethanol and CO2 are not the sole products of 
fermentation, as yeast must synthesize cell biomass. Yeast are strongly 
inclined to perform alcoholic fermentation under aerobic and anaerobic 
conditions (van Dijken et al., 1993). Fermentation is usually carried out 
anaerobically and generates energy in the form of adenosine triphosphate 
(ATP). Anaerobic metabolism generates only two ATPs per glucose 
molecule, compared to 36-38 ATPs during aerobic oxidation. In sugar 
concentrations above 20 g L
-1 
or even less, S. cerevisiae uses the 
fermentative pathway for sugar metabolism and aerobic respiration is 
blocked, even in the presence of oxygen (O2). This is known as the Crabtree 
effect (van Dijken et al., 1993). During fermentation, yeast metabolizes the 
sugars in grape musts to pyruvate via glycolysis. Pyruvate is decarboxylated 
to acetaldehyde, which is reduced to ethanol. One glucose molecule yields 
approximately two molecules of ethanol and CO2. Approximately 60-80% 












fermentation rate slows and by the end of fermentation, approximately 95% 
of the sugars have been converted into ethanol and CO2 (Roustan and 
Sablayrolles, 2002). The remaining sugars are used by the yeast to produce 
cellular material (1%) and other secondary metabolites (remaining 4%). 
 
2.2 Causes of stuck and sluggish fermentations 
Despite considerable improvements in our ability to monitor and 
control fermentation, stuck and sluggish fermentations remain major 
challenges for the international wine industry. Bisson (1999) defined 
incomplete or "stuck" fermentations as those having a higher than desired 
residual sugar content at the end of alcoholic fermentation (>2-4 g L
-1
), 
while slow or "sluggish" fermentations are characterized by a low rate of 















Figure 5. Types of problem fermentations (Bisson, 1999). 
 
Stuck wines with residual sugars are more susceptible to spoilage by 
acetic acid and lactic acid bacteria, which metabolize the sugars into volatile 
acids and form abnormal ester compounds. Stuck and sluggish 
fermentations lead to a loss of tank capacity in a winery, due to the 
increased fermentation period, and are also vulnerable to oxidation, as the 
protective CO2 layer is lost from the top of the must (Pizarro et al., 2007). 
The economic and logistical consequences of sluggish and stuck wine 
fermentations in industrial cellars demand significant investigation into the 
causes and the determination of methods to avoid this problem. 
Factors accounting for stuck and sluggish fermentations include 












ethanol levels, high acidity, high sugar concentrations (> 300 g L
-1
), fructose 
accumulation, presence of inhibitory wild yeast and the accumulation of 
toxic by-products (fatty acids, peptides, acetic acid or sulfites) (Alexandre 
and Charpentier, 1998; Charoenchai et al., 1998). Furthermore, extremes in 
fermentation temperature (too high or too low) act in combination with 
must-associated factors, especially nitrogen deficiency (Alexandre and 
Charpentier, 1998; Coleman et al., 2007). These factors often place 
additional stress on the yeast, resulting in interference with cell morphology 
(i.e. plasma membrane or cell wall alterations) and enzyme inhibition 
(Pizarro et al., 2007). 
Stuck fermentations are extremely difficult to restart, and the best 
time to correct a problematic fermentation is before the uptake of sugars 
becomes too slow or has stopped altogether (Pizarro et al., 2007). Solutions 
include resuspending the yeast using a pump, adding extra grape solids, 
adding nitrogen and nutrients for the yeast, warming the ferment to a higher 
temperature, adding oxygen, or reinoculating the ferment with a more 
ethanol-tolerant and fructose-fermenting ‘finishing’ strain (Quirós et al., 
2014; Santos et al., 2008). 
 













Fermentation exposes yeast to multiple environmental stresses 
including high osmotic pressure, low pH, low O2, high sugar, high ethanol, 
nutrient starvation and temperature fluctuations (Bauer and Pretorius, 2000; 
Marks et al., 2008). Initial studies on the yeast response to environmental 
fluctuations were performed in non-fermentable media, and termed the 
environmental stress response (ESR), also known as the common 
environmental response (CER) or general stress response (GSR). DNA 
microarray studies have determined that approximately 10-15 % of the yeast 
genome is either induced or repressed during the ESR as a common 
signature (Causton et al., 2001; Gasch, 2003; Gasch and Werner-
Washburne, 2002). 
The ESR appears to represent a generalized response in which cells 
adjust their growth rate in response to a range of stresses. Components of 
the ESR may be used to control the rate of cell cycle progression, re-
establish the energy supply balance to account for these fluctuations, as well 
as provide a protective role against stress (Giaever et al., 2002; Lai et al., 
2005). Marks et al., (2008) analyzed the specific response of yeast to 
environmental fluctuations in fermentable media and coined the term 
fermentation stress response (FSR). Throughout fermentation, 40% of the 
genome displayed differential expression. Of these differentially expressed 












novel stress response, as 62% of the genes had not previously been 
implicated in stress response and 28% of the genes have no functional 
annotation. Downregulated genes were excluded from the FSR, as they were 
primarily involved in protein synthesis and ribosome processing, a well-
characterized stress response, which is linked to growth arrest (Marks et al., 
2008; Rossignol et al., 2003). 
The FSR includes a component of the ESR, with 20% of the FSR 
genes showing overlap. Genes shared between the FSR and ESR include 
chaperone-associated proteins and heat shock proteins (HSPs), that repair 
the damage caused by environmental stress and prevent any further damage 
from occurring. Chaperones and HSPs are also the most highly expressed 
genes at late-stationary phase and represent a priority for protein synthesis 
(Rossignol et al., 2009; Zuzuarregui et al., 2006). FSR genes also include 
those involved in counteracting hyper-osmotic stress, such as glycerol-
synthesizing genes. Fifty genes which are known to be induced by sugar 
stress are induced during the FSR. Other FSR genes are involved in ethanol 
toxicity, nitrogen depletion and oxidative stress. Although the FSR and ESR 
represent a common response to environmental fluctuation, there are also 
strain-specific stress responses, which are responsible for controlling the 













Oxidative stress response 
In general, all eukaryotic organisms have an oxygen dependent 
metabolism as along evolution this molecule has been selected as a final 
electron acceptor during the respiration process. The consequence is that all 
aerobic organisms are subject to the call “oxygen paradox” (Davies, 1995) 
because they depend on it for their survival during cellular respiration but at 
the same time, the oxidizing power give as a result toxic compounds, called 
reactive oxygen species (ROS). An oxidative stress is said to occur when 
ROS overwhelm the antioxidant defenses, resulting in genetic degeneration 
and physiological dysfunction, leading eventually to cell death (Halliwell 
and Gutteridge, 1986). 
ROS representing different oxidation states of molecular oxygen 
(O2) and include superoxide anion (O2
• -
), hydrogen peroxide (H2O2) and 
hydroxyl radical (OH
•
). ROS can be generated by exogenous sources, such 
as air contaminants, oxidizing chemicals (menadione, diamide, hydrogen 
peroxide, tert-butyl hydroperoxide), UV radiation or heavy metals, whose 
main action is DNA damage and indirectly oxidative stress, phototoxicity 
and even photosensitivity (Zagarese et al., 2001). In S. cerevisiae there are 
also endogenous sources of ROS that are closely related to the transition of 
fermentative metabolism, favored by high concentration of glucose in the 












1987; Gancedo, 1998; Gasmi et al., 2014; Roberts and Hudson, 2006). This 
fact promotes a gene expression changes that allows the synthesis of 
enzymes that are necessary for respiration and induction of the cellular 
antioxidant defenses to cope with the increased activity of the electron 
transport chain (Costa and Moradas-Ferreira, 2001; DeRisi et al., 1997; 
Verghese J, Abrams J, Wang Y, 2012).  
Antioxidant defenses include a number of protective enzymes that 
are present in different subcellular compartments and can be upregulated in 
response to ROS exposure (Figure 6). Non-enzymic defenses typically 
consist of small molecules that can act as free radical scavengers; to date, 
only ascorbic acid and glutathione have been extensively characterized in 














Figure 6: Enzymatic systems involved in ROS detoxification and in 
control of the redox state of protein sulphydryl groups in S. cerevisiae, with 
their interrelationships (Herrero et al., 2008). 
 
Catalases: Catalases are ubiquitous heme-containing enzymes that 
catalyze the dismutation of H2O2 into H2O and O2. Yeast has two such 
enzymes: the peroxisosomal catalase A, encoded by CTA1, and the cytosolic 
catalase T, encoded by CTT1 (Hiltunen et al., 2003; Martínez-Pastor et al., 
1996).  
Superoxide dismutases: Superoxide dismutases (SODs) convert the 
superoxide anion to hydrogen peroxide, which can then be reduced to water 












in their intracellular location and metal cofactor requirements between 
different organisms. Yeast contains a cytoplasmic Cu, Zn-SOD (SOD1) and 
a mitochondrial matrix Mn-SOD (SOD2) (Culotta, 2000; Culotta et al., 
2006).  
Methionine sulfoxide reductase: Amino acids are susceptible to 
oxidation by ROS (Stadtman et al., 2003, 2005). Methionine residues are 
particularly susceptible, forming a racemic mixture of methionine-S-
sulfoxide (Met-S-SO) and methionine- R-sulfoxide (Met-R-SO) in cells 
(Dean et al., 1997). Most organisms contain methionine sulfoxide 
reductases (MSRs), which protect against methionine oxidation by 
catalyzing thiol-dependent reduction of oxidized Met residues. This is 
particularly important because it means that methionine oxidation is readily 
reversible and can play an antioxidant role in scavenging ROS (Campbell et 
al., 2016).  
Thioredoxins: S. cerevisiae, like most eukaryotes, contains a 
cytoplasmic thioredoxin system, which functions in protection against 
oxidative stress (Pedrajas et al., 2015). This comprises two thioredoxins 
(TRX1 and TRX2) and a thioredoxin reductase (TRR1) (Gan, 1991). As in 
most organisms, yeast thioredoxins are active as antioxidants and play key 
roles in protection against oxidative stress induced by various ROS (Izawa 












Peroxiredoxins: Peroxiredoxins (Prx) have multiple roles in stress 
protection, acting as antioxidants, molecular chaperones, and in the 
regulation of signal transduction (Wood et al., 2003). They use redox-active 
Cys residues to reduce peroxides and have been divided into two classes, the 
1-Cys and 2-Cys Prx’s, on the basis of the number of Cys residues directly 
involved in catalysis. During catalysis, the peroxidatic cysteine residue of 
one subunit is oxidized to a sulfenic acid, which condenses with the 
resolving cysteine from the other subunit to form a disulfide that is reduced 
by thioredoxin.  
The glutathione system: The oxidation of sulfhydryl groups is one 
of the earliest observable events during ROS- mediated damage. This 
underlies the importance of GSH (g-glutamylcysteinylglycine) which is 
typically found as the most abundant low molecular-weight sulfhydryl 
compound (mM concentrations) in most organisms. Many roles have been 
proposed for GSH in a variety of cellular processes including amino acid 
transport; synthesis of nucleic acids and proteins; modulation of enzyme 
activity; and metabolism of carcinogens, xenobiotics, and ROS (Schafer and 
Buettner, 2001). 
Glutaredoxins: Glutaredoxins (Grx) are small heat-stable 
oxidoreductases, which were first discovered in E. coli as GSH-dependent 












cellular glutaredoxins contain a conserved dithiol active site (Cys-Pro-Tyr-
Cys) and form part of the glutaredoxin system, in which glutathione 
reductase transfers electrons from NADPH to glutaredoxins via GSH. It has 
been proposed roles in many cellular processes including protein folding 
and regulation, reduction of dehydroascorbate, and protection against ROS 
and sulfur metabolism (Holmgren, 1989). 
Glutathione peroxidases: Eukaryotic glutathione peroxidases 
(Gpx’s) are thought to provide the major enzymatic defense against 
oxidative stress caused by hydroperoxides. They reduce hydrogen peroxide 
and other organic hydroperoxides, such as fatty acid hydroperoxides, to the 
corresponding alcohol, using reducing power provided by GSH (Michiels et 
al., 1994).  
Glutathione transferases: Glutathione transferases (GSTs) are a 
major family of proteins, which are involved in the detoxification of many 
xenobiotic compounds (Sheehan et al., 2001). They catalyze the conjugation 
of electrophillic substrates to GSH prior to their removal from cells via 
glutathione conjugate pumps. 
 













Many factors such as must composition, juice clarification, the 
temperature of fermentation or the yeast strain inoculated strongly affect 
alcoholic fermentation and aromatic profile of wine (Ribéreau-Gayon et al., 
2005). With the effective control of fermentation temperature by the wine 
industry, low temperature fermentation (10-15 ºC) are becoming more 
frequent due to the aim of producing white and “rosé” wines with more 
pronounce aromatic profile (Beltran et al., 2006; Molina et al., 2007; Torija 
et al., 2003). This practice is limited to fermentation of white and “rosé” 
wine since in red winemaking higher temperatures (22-28 ºC) are needed for 
extracting phenolic compounds from the skin of the grape. Low 
temperatures increase not only the retention but also the production of some 
volatiles compounds (Killian and Ough, 1979). In these conditions greater 
concentration of aroma compounds are produced, such as esters that impart 
sweet and fruity aromas and lesser amounts of unpleasant compounds are 
produced, such as certain higher alcohols and acetic acid (Beltran et al., 
2006). Another interesting aspect is that low temperatures notably reduce 
the growth of acetic and lactic acid bacteria, facilitating the control of 
alcoholic fermentation (Ribéreau-Gayon et al., 2005). 
Despite fermentations at low temperature have interesting 
improvements; this practice also has some disadvantages. The optimal 












et al., 2011b). Restrictive low temperature increases the lag phase and 
reduces the growth rate, producing sluggish and stuck fermentations 
(Bisson, 1999). 
 
3.1 Effect of low temperature on yeast growth 
Temperature of fermentation directly affects the microbial ecology 
of the grape must and the biochemical reactions of the yeast (Fleet, 2003). 
Several authors have suggested that some species of non-Saccharomyces 
have a better chance of growing at low temperature than Saccharomyces 
(Fleet, 1998; Sharf and Margalith, 1983) because they can increase their 
ethanol tolerance (Gao and Fleet, 1988). Also the number of different 
species, as well as their endurance during alcoholic fermentation is 
conditioned by both the temperature of the must and the temperature during 
fermentation. These changes determine the chemical and organoleptic 
qualities of the wine (Fleet, 1998). 
On the other hand, while the toxic effects of ethanol serve to poison 
other competing yeast in the community, it also appears that S. cerevisiae is 
better adapted to other stresses imposed by the juice environment at higher 
temperatures. An increase of temperature from 16 to 23 ºC, as a 
consequence of the highly vigorous fermentative consumption of sugars, 












(Goddard, 2008). Similar results showed Salvadó et al., (2011) that found 
higher increases of the μmax of the S. cerevisiae wine strains than the μmax of 
non-Saccharomyces at temperatures above 20 ºC.  
In spite of this higher tolerance of S. cerevisiae to high temperatures, 
this parameter also impact on  yeast viability, which decreases as the 
temperature increases (Torija et al., 2003). The synergic effect between high 
temperature and ethanol toxicity explains that fermentations at low 
temperature show higher viability of the cell population throughout the 
alcoholic fermentation. 
 
3.2 Effect of low temperature on yeast physiology 
Low temperatures greatly affect the physiology and metabolism of 
yeast, requiring the cell to respond and adapt rapidly. This response is 
accompanied by extensive changes in gene expression and enzyme activity, 
allowing yeast to maintain growth and survival at low temperatures (Sahara 
et al., 2002; Schade et al., 2004; Tai et al., 2007). There are differences 
between S. cerevisiae strains in their physiological and transcriptional 
response to cold temperatures, but in general, yeast are prone to maintaining 
metabolic functions during cold temperature stress. A study by Tai et al., 
(2007) demonstrated that although the activity of glycolytic enzymes was 












same level of glycolytic flux in chemostat cultures (D = 0.03 h
-1
). Wine 
yeast are typically better at adapting to cold temperatures than laboratory 
strains (Pizarro et al., 2008). 
Cold temperature has a massive effect on cell physiology. These 
effects include decreased membrane fluidity, increased stabilization of DNA 
and RNA secondary structure, reduced efficiency of protein translation and 
protein folding, increased protein denaturation, clustering of integral 
membrane proteins and decreased enzyme activity (Al-Fageeh and Smales, 
2006; Sahara et al., 2002). The cell membrane, which contains a large 
proportion of lipid molecules, is considered to be the primary target of low 
temperature trauma (López-Malo et al., 2013a, 2014a; Redón et al., 2011; 
Tronchoni et al., 2012b). Temperature directly affects the organization of 
these membrane lipids by causing them to solidify, decreasing membrane 
fluidity and reducing intra- and extracellular transport and diffusion rates of 
compounds and ions (Inouye and Phadtare, 2004). The cell counteracts this 
effect by increasing fluidity through altered unsaturated fatty acid 
production (homeoviscous adaptation) (Al-Fageeh and Smales, 2006; 
López-Malo et al., 2013a, 2014a).  
The stabilization of nucleic acid secondary structure is considered to 
be a unique consequence of low temperatures and reduces the rates of 












ribosome during translation (Inouye and Phadtare, 2004). The mRNA 5’ 
untranslated region (5’UTR) tends to form stable secondary structures at 
low temperatures, becoming less accessible to the ribosome (Al-Fageeh and 
Smales, 2006). Low temperature also produces a higher stabilization of 
proteins and folding problems.  To counteract problems associated with 
protein misfolding and denaturation at low temperature, yeast synthesize 
HSPs, which act as protein chaperones and help restore enzyme activity at 
low temperatures (Murata et al., 2006).  
Some authors have reported that, during cold stress, yeast cells 
synthesize large amounts of protectant compounds, such as the reserve 
carbohydrates trehalose and glycerol, to preserve and defend internal 
cellular components (Sahara et al., 2002). The disaccharide trehalose, which 
acts as a chemical chaperone for membrane and protein stabilization, 
accumulates after cells are incubated for approximately 12 h at 10, 4 or 0 
°C. The production of glycogen is also induced after this period; however, 
its role in the cold response has not yet been elucidated (Aguilera et al., 
2007). Glycerol, an osmoprotectant solute, accumulates to higher levels at 4 
°C than 12 °C and the rate of accumulation is dependent on the Stl1p 
glycerol active transporter (Aguilera et al., 2007). Glycerol protects the cell 
by counteracting the effects of osmotic shrinkage during freeze and thaw 












low temperatures to protect the cell from reactive oxygen species (ROS) and 
free radicals which are formed under environmental stress (Ballester-Tomás 
et al., 2015; Paget et al., 2014; Salvadó et al., 2008; Zhang et al., 2003). 
Antioxidant compounds and enzymes, including glutathione, catalase and 
superoxide dismutase, are all induced at low temperatures and detoxify ROS 
for the maintenance of viability (Ballester-Tomás et al., 2015; Murata et al., 
2006; Paget et al., 2014; Zhang et al., 2003). 
 
3.3 Low temperature on fermentation kinetic 
Although cold stress has been widely studied, very little is 
understood with regards to how cells adapt to cold temperatures during 
processes such as winemaking, where multiple stresses are present 
(Aguilera et al., 2007; Beltran et al., 2006; López-Malo et al., 2013a; 
Panadero et al., 2006; Redón et al., 2011). The effect of temperature on 
fermentation efficiency varies markedly for different S. cerevisiae strains 
and the ability of a strain to ferment well at cold temperatures depends on its 
cold tolerance and the rate of adaptation (Torija et al., 2003). Cold 
fermentation temperatures significantly decrease the speed of fermentation 
and the maximal fermentation rate (Vmax), whilst increasing the lag period 
and the overall duration (Beltran et al., 2008; Erten, 2002) (Figure 7). For 












Saccharomyces and Saccharomyces yeast were completed with less than 2 g 
L
-1
 sugar at 15, 20 and 25 °C, but still contained 9.5 g L
-1
 sugar at 10 °C 
after 33 days. Sugar uptake and consumption is also decreased at low 
temperatures and cells consume less nitrogen, most likely due to impaired 
nitrogen transport caused by a loss of plasma membrane fluidity at cold 
temperatures (Beltran et al., 2007; D’Amato et al., 2006). These factors 
greatly increase the chances of stuck and sluggish fermentations.  
The diversion of carbon into various sinks is altered at low 
temperatures, resulting in higher ethanol yield and modified production of 
secondary metabolites. The increase of trehalose during cold stress 
influences ethanol yield, as high trehalose concentrations allow the cell to 
produce higher ethanol and to protect against protein oxidation (Trevisol et 
al., 2011). The decrease in production of acetic acid and possibly 
acetaldehyde allows more carbon to be diverted towards the formation of 













Figure 7. Fermentation kinetics (density reduction) and growth (CFU 
mL
-1
). Filled symbols indicated fermentation at 13 ºC, and open symbols indicated 
fermentation at 25 ºC (Chiva et al., 2012). 
 
3.4 Low temperature and stress response 
In the past years many attempts have been made to elucidate the cold 
response in S. cerevisiae using the DNA microarray technology (Homma et 
al., 2003; López-Malo et al., 2015; Murata et al., 2006; Sahara et al., 2002; 
Tai et al., 2007). Low temperature has several effects on biochemical and 
physiological properties in yeast cell and therefore modifying a large set of 
genes. There are several aspects that need to be taken into account in order 
to interpret the effects of low temperature. Primarily, the response to low 
temperature can be categorized into two different groups based on the 






























































when exposed to temperatures of 10-15 ºC, whereas the near-freezing 
response  occurs at temperatures of <10 ºC (Al-Fageeh and Smales, 2006).  
Examination of different microarray-based studies in S. cerevisiae 
after a decrease in temperature reveals that part of the genetic response to 
low temperature seems to be time dependent. Sahara et al. (2002) found 
three different phases according to the expression profile: (1) in the early 
phase genes involved in RNA polymerase I and rRNA processing are up-
regulating; (2) in the middle phase genes involved in cytosolic ribosomal 
proteins are up-regulated; (3) in the late phase genes involved in general 
stress response are up-regulated. On the other hand similar results were 
shown by Schade et al. (2004) who identified two distinct responses during 
cold adaptation: early cold response (ECR) during ≤ 2 h and are induced 
genes implicated in RNA metabolism and lipid metabolism; and late cold 
response (LCR) during ≥ 12 h and are induced genes which encode proteins 
involved in protecting the cell against variety of stresses. Thus, in both 
studies the late response is overlapped with the environmental stress 
response (ESR). Genes induced during ESR are involved in a variety of 
cellular functions such as protein folding and degradation, transport and 
carbohydrate metabolism. Repressed ESR genes generally are involved in 












biosynthesis, secretion and ribosomal performance. The regulation of LCR 
(ESR) is determined by the function of two transcription factors, Msn2p and 
Msn4p that bind to stress response elements (STREs) in the promoters on 
their target genes (Görner et al., 1998; Martínez-Pastor et al., 1996; Schmitt 
and McEntee, 1996). In contrast, the transcriptional response of the ECR 
genes was Msn2p/Msn4p independent and seems to be cold specific 
response.  
Some genes involved in lipid metabolism are induced during ECR, 
in order to control the membrane fluidity. The fatty acid desaturase gene 
OLE1 is induced to counteract the decrease in membrane fluidity (López-
Malo et al., 2013a; Nakagawa et al., 2002). Furthermore other lipid genes 
are induced at low temperature such as INO1 and OPI3 (Murata et al., 
2006). Tai et al. (2007) also showed that lipid metabolism genes were the 
only ones whose activity was clearly regulated by low temperature in batch 
and chemostat cultures. Other cold-induced genes during ECR were those 
encoding RNA helicase, RNA-binding proteins and RNA-processing 
proteins, e.g. NSR1, required for normal pre-rRNA processing) (Chiva et al., 













One of the major ECR genes groups includes the family of 
temperature inducible proteins (TIP). The TIP family has been renamed the 
DAN/TIR family to incorporate the TIP-related (TIR) genes and Delayed 
Anaerobic (DAN) genes (Abramova et al., 2001). The nine members of 
DAN/TIR family are serine- and alanine-rich cell wall mannoproteins which 
function as “low temperature growth genes” by maintaining cell wall 
integrity and aiding the adaptation to extreme temperature shifts (Abramova 
et al., 2001; Homma et al., 2003; Kondo and Inouye, 1991; Schade et al., 
2004). It has been shown that the DAN/TIR genes are induced under cold 
temperature stress particularly when there is a lack of oxygen (Abramova et 
al., 2001). Seripauperin (PAU) family genes (PAU1, PAU2, PAU3, PAU4, 
PAU5, PAU6 and PAU 7) were also induced at low temperature, which have 
been shown to display phospholipid interacting activity (Zhu et al., 2001).  
During LCR a variety of HSP genes (HSP12, HSP26, HSP42, 
HSP104, YRO2 and SSE2) were also found induced, suggesting a 
requirement for nuclear chaperones for protein folding and maintaining 
protein conformation in the cold (Schade et al., 2004). In addition genes 
belonging to the glutathione/glutaredoxine system (GTT2, HYR, GPX1, 
TTR1 and PRX1) were induced in the LCR (Murata et al., 2006; Schade et 












stress and they were also implicated in detoxification processes (Gasch et 
al., 2000). 
 Despite the plethora of low-temperature transcriptome datasets, 
major questions still have to be addressed. There are major discrepancies in 
the low-temperature transcriptome data already published (Homma et al., 
2003; Murata et al., 2006; Sahara et al., 2002; Schade et al., 2004). For 
instance, the observed expression of ribosomal protein (RP) genes has some 
inconsistencies. Although Sahara et al. (2002) reported an increase of many 
RP genes during a temperature downshift to 10 ºC, a similar temperature 
downshift resulted in a totally different transcriptional response in the study 
by Schade et al. (2004). Second, although the induction of genes involved in 
reserve carbohydrates seems to be a consistent feature of cold shock, 
trehalose is only indispensable for survival in near-freezing conditions 
(Kandror et al., 2004). In fact, above 10 ºC Δtps1Δtps2 double mutant 
showed no growth defects or viability loss (Panadero et al., 2006). 
Most of these studies have mainly been focused on the genome-wide 
transcriptional responses to cold-shock (Homma et al., 2003; Murata et al., 
2006; Sahara et al., 2002; Schade et al., 2004). In interpreting effects of low 
temperature and other environmental parameters on microbial physiology, 
the time scale of exposure is essential. Sudden exposure to environmental 












response phenomena (adaptation). While acclimation is a prolonged 
exposure of an organism to nonlethal stimuli in which its regulatory 
mechanisms have resulted in full adaptation of genome expression to the 
environmental conditions. On an even longer time scale, mutational changes 
lead to evolutionary adaptation of the genome itself (Brown et al., 1998). 
In batch cultures the specific growth rate (μ) is strongly affected by 
temperature, which makes it impossible to dissect temperature effects on 
transcription from effects of specific growth rate. This is relevant because 
specific growth rate as such has a strong impact on genome-wide transcript 
profiles (Castrillo et al., 2007; Regenberg et al., 2006). Furthermore all 
culture variables (i.e. intra- and extracellular metabolites) evolve in time and 
result in complex data patterns and make the identification of temperature-
specific responses very difficult (Tai et al., 2007). In contrast to batch 
cultures, chemostat cultures enable accurate control of specific growth rate, 
independent of other culture conditions (Vázquez-Lima et al., 2014). In 
chemostat cultures, the dilution rate (D) is defined as the ratio of the flow 
rate of the ingoing medium (f, L·h
-1
) and the culture volume (V, L). When 
the culture volume is kept constant by continuous removal of culture broth, 














equal to the dilution rate (D). In steady-state chemostat culture the 
concentrations of all metabolites and substrates are constant in time. 
In a decisive study, Tai et al., (2007) compared their transcriptomic 
results obtained in a steady-state chemostat culture with other previous 
genome-wide transcriptional studies of batch cultures at low temperature. 
This comparison revealed large differences between transcriptional response 
during long-term low temperature acclimation and the transcriptional 
response to rapid transition to low temperature. In contrast to observations 
in cold-shock and batch culture studies, transcript levels of environmental 
stress response genes and trehalose biosynthesis genes were reduced at 12 
ºC. Interestingly, lipid metabolism genes were the only ones whose activity 
was clearly regulated by low temperature. 
 
4. YEAST AND POST-GENOMIC ERA 
 
4.1 Systems biology perspective 
The first complete sequence of a eukaryotic genome (Goffeau et al., 
1996) produced a dramatic transformation of yeast research. The 
transformation began with technical improvements that greatly accelerated 
research, especially any research involving identification of pieces of DNA 












containing each and every yeast gene, became common place. The 
availability of the entire genome sequence has made possible the asking of 
new kinds of research questions, questions that can be answered only when 
one has truly comprehensive information about an organism. 
The current ‘genomic revolution’ is generating large amounts of 
valuable information in the form of genome sequences. This new knowledge 
has to be accompanied by post-genomic studies based on new advanced 
methods, strategies and technologies which have to be continuously 
developed and improved. The most advanced post-genomic strategies are 
directed to the elucidation of new genes, their function and mechanisms of 
regulation, using new techniques at different levels of study: genome, 
transcriptome, proteome and metabolome, in an integrative or systems 
biology perspective (Delneri et al., 2001; Kitano, 2002; Oliver, 2002; Oliver 
et al., 2002; Paget et al., 2014; Petranovic and Nielsen, 2008).  
Functional genomics aims to identify the roles that play the different 
genes in the biology of organisms with sequenced genomes. The field 
encompasses diverse techniques that allow biological study at multiple 
levels. The transcriptome, analysis of mRNA molecules with the use of full-
genome microarrays, is not a direct measure of functionality, but rather a 
measure of translational potential. The proteome is a “snapshot” of total 












electrophoresis, and the subsequent analysis of gel spots by mass 
spectrometry techniques. Global protein profile (proteomic) is a true 
measure of cellular functionality. The metabolome, aiming to analyze the 
metabolite profile at a given point within cell, is genome independent. 
Multiple genes may be involved in the synthesis and degradation of a single 
metabolite and, as such, the exploitation of known genes on metabolic 
profiles can elucidate functions of unknown genes (Delneri et al., 2001). It 
is the use of these approaches that will allow the formation of an integrated 
biology of organism whose genome is fully sequenced (Hoskisson and 
Hobbs, 2005). 
Although most of these functional analyses have been carried out 
with lab strains, it is important to carry out global functional analysis in 
industrial strains and in experimental context that approximates industrial 
conditions. Such studies are not only valuable in terms of basic research but 
also beneficial for application to the productive sector. This is the case of 
some studies which dealt with stress conditions frequently found in 
alcoholic fermentation, such as nutrient limitation (Boer et al., 2003), 
anaerobic conditions (Kwast et al., 2002), ethanol stress (Alexandre et al., 
2001; Navarro-Tapia et al., 2016), osmotic stress (Munna et al., 2015; Yale 
and Bohnert, 2001) or cold stress (Beltran et al., 2006; López-Malo et al., 












key genes that are useful for particular aspects of the biotechnological 
industry might improve the process either through the selection of proper 
strains or through the genetic modification of current industrial yeasts 
(Chiva et al., 2012). 
4.2 Complex traits and QTL mapping 
S. cerevisiae strains vary at the genotypic and phenotypic level 
exhibiting a wide diversity within the species. This diversity can be 
explained by many genetic interactions and polymorphisms which generate 
a continuity of values for a specific phenotype (Cubillos, 2016). Complex 
traits typically exhibit a quantitative phenotype, in contrast to monogenic 
Mendelian traits. Thus, determining the genetics behind phenotypic 
variation is essential to understand natural population diversity (Borevitz 
and Chory, 2004; Mackay et al., 2009; Wilkening et al., 2014). In complex 
traits, the genetic and phenotypic variation is not collinear, due to the 
polygenic nature of traits with many loci contributing to the variation 
through small direct effects as well as interactions with other loci and the 
environment (Abiola et al., 2003; Glazier, 2002; Warringer et al., 2011). 
Phenotypic variation can also be caused by environmental factors 
independent of the genotype (Abiola et al., 2003). Determination of the 
genes that contribute to complex traits, also denoted Quantitative Trait Loci 












environment along with pleiotropy or expression variability are common, 
making these loci difficult to analyze. QTLs are genes, or DNA regions, that 
contribute to complex traits at different levels (Borevitz and Chory, 2004; 
Glazier, 2002; Wilkening et al., 2014). There are three main advantages of 
QTL mapping: a) no a priori hypothesis on gene function and sequence 
variation is required, b) often the technique is capable of detecting multiple 
genes that affect the value of a single trait and c) is able to identify essential 
genes (Marullo et al., 2007). The distinction between Mendelian loci and 
QTLs is ambiguous since both can be mapped using similar techniques. 
However, genes that contribute to complex traits generate a continuous 
phenotypic effect, whilst in the Mendelian loci only up to three distinct 
phenotypes are governed by a single gene. Within a trait with many QTLs, 
each QTL may show different quantitative effects, being traits with many 
small effect QTLs the most difficult to map (Glazier, 2002). QTL mapping 
can be performed by their linkage to molecular markers with classifiable 
genotypes, this is, if a QTL is linked to a marker, then divergent genotypes 
for the marker will show phenotypic differences for a trait (Bhatia et al., 
2014; Mackay et al., 2009). The current availability of genome sequences 
allows known polymorphisms, such as SNPs or microsatellites to be used as 
markers. QTL analysis can be separated into two stages: 1) from phenotype 












QTL detection depends on the effect of the loci and the phenotypic variance 
explained. A QTL that explains a large proportion of the trait will be easier 
to detect (Darvasi and Pisanté-Shalom, 2002). The main approaches to 
identify QTLs are through linkage analysis and association mapping, both 
aided by population structure knowledge (Figure 8). Linkage analysis uses 
either designed crosses between individuals with diverged phenotypes or 
sibling family studies, where recombination disrupts marker linkage 
predicting that causative loci will segregate together with the nearest genetic 
marker. The number of markers depends on the linkage disequilibrium (LD) 
in the population: lower LD increases the mapping resolution (Mackay et 
al., 2009). Once the QTL is detected, the next step is to reduce the critical 
interval size as much as possible. The identification of candidate genes is 
not an easy task. Some QTLs result from variation within a single gene or 
closely linked genes (Steinmetz et al., 2002) which can be confirmed by 
reciprocal hemizygosity, allele swapping approaches or mutational analysis 
(Cubillos et al., 2011; Darvasi and Pisanté-Shalom, 2002; Glazier, 2002; 
Kessi-Pérez et al., 2016; Parts et al., 2011). Reciprocal hemizigosity consists 
of the independent deletion of both allelic variants in a hybrid between two 
haplotypes with diverged phenotypes, which are then phenotypically 












exchange of allelic or nucelotide variants between founder strains (Glazier, 




Figure 8. Schematic overview of QTL mapping in S.cerevisiae. The 
parental haploid strains with divergent phenotype are crossed and a hybrid between 
them is generated. After an sporulation step, a segregant population with different 
phenotypes is obtained. The segregants selected for their extreme expression of the 
quantitative trait can be used to infer the location of the unknown QTL (Figure 














4.3 Adaptation mechanism to industrial environments 
Man has selected strains of Saccharomyces to the development of 
different fermented products such as bread, wine, and beer, among others. In 
the case of winemaking, Saccharomyces strains growing in these substrates 
are, in fact, well adapted to the oenological environment and can therefore 
ferment grape juice very efficiently (Pretorius, 2000a). In a fermentative 
environment like wine production and the production of other alcoholic 
beverages, there are a number of stresses for yeast cells (Attfield, 1997; 
Bauer and Pretorius, 2000; Querol et al., 2003b) that significantly affect the 
viability of the cells. At the beginning of the alcoholic fermentation, the 
major stresses are the osmotic caused by a high concentration of sugars in 
the grape must and the low pH of the medium. At the end of fermentation, 
ethanol production and depletion of some nutrients, such as nitrogen source, 
carbon and vitamins, are the main factors causing stress to the cells. The 
temperature can also be considered as another stressor (Cardona et al., 2007) 
since, in processes where the temperature is not controlled, it can rise to 
values above 30 °C. Some works have been directed to study the molecular 
mechanisms involved in the adaptation of yeasts to industrial processes, and 
the genomic changes of yeast that have been selected through billions of 














In 1994 the pioneering yeast geneticist Robert Mortimer proposed 
the “Genome Renewal Hypothesis” to explain patterns of genetic variation 
observed in the budding yeast S. cerevisiae (Magwene, 2014; Mortimer, 
2000; Mortimer et al., 1994). Mortimer and colleagues observed that most 
yeast strains isolated from vineyards were diploid and heterozygous at one 
or more loci. The vast majority were also homothallic, meaning that haploid 
cells produced from these strains were capable of undergoing mating-type 
switching followed by mother-daughter mating. This process, known as 
autodiplodization or haploselfing, leads to diploid cells that are homozygous 
at all but the mating type locus. Mortimer documented a negative 
correlation between the number of detectable heterozygosities in vineyard 
isolates and the percentage of viable spores produced; homozygous isolates 
had nearly 100% spore viability while heterozygous isolates showed clear 
evidence for deleterious or sometimes lethal alleles. Finally, isolates that 
were homozygous were inferred to have been derived from heterozygous 
backgrounds via autodiploidization. Mortimer and colleagues proposed that 
these observations could be explained by an evolutionary scenario involving 
long periods of clonal reproduction in which diploid strains accumulated 
recessive, primarily deleterious alleles in a heterozygous state. They posited 












and autodiploidization would facilitate the loss of deleterious alleles and fix 
beneficial alleles, thus leading to “Genome Renewal” (Magwene, 2014).  
 
Duplications 
Duplication is the most important source for the generation of new 
genes. This can occur in a single gene or groups of adjacent genes (Puig et 
al., 2000), in chromosomes, causing aneuploidy (Hughes et al., 2000), or in 
the whole genome (Marcet-Houben et al., 2015; Wolfe, 2015; Wolfe and 
Shields, 1997), generating polyploidy (Selmecki et al., 2015). 
Gene redundancy is maintained if it provides an evolutionary 
advantage, such as an increase in gene dosage, or if one of the duplicate 
genes maintains its function and the other acquires mutations that generate 
an improved function (neo-functionalization) (Lynch et al., 2000; Merhej et 
al., 2015; Voordeckers et al., 2012). This fact is very unlikely, since the 
accumulation of mutations may lead to a loss of function becoming a 
pseudogene (Wagner, 1998, 2000). However, sometimes to maintain the 
two copies of a pair of genes, it has been proposed an alternative process, 
the subfunctionalization, whereby both members of a pair acquire 
complementary degenerative mutations in independent subfunctions, 
originally present in the ancestral gene. In this way, both duplicates are 












and subsequent adaptive evolution promotes their subfunctional 
specialization. 
The GAL1 and GAL3 paralogous genes of the Saccharomyces 
species provide an example of subfunctionalization in yeasts (Hittinger and 
Carroll, 2007). The galactose-inducible GAL1 gene encodes a galactokinase 
that catalyzes galactose-1-phosphate production from galactose and ATP, 
whereas the galactose-inducible GAL3 gene encodes a regulatory protein 
involved in the activation of both GAL1 and GAL3 genes in the presence of 
galactose and ATP. Kluyveromyces lactis contains one single GAL1 gene 
that encodes a protein with both regulatory and structural functions. The 
phylogenetic analysis of these genes indicates that K. lactis GAL1 diverged 
from the Saccharomyces GAL1-GAL3 genes before the gene duplication 
event, which indicates that each paralog is specialized by 
subfunctionalization. Most duplication of a gene and multigenic families 
correspond to tandem repeats; in general, multigene families are located in 
subtelomeric regions, but there are some scattered throughout the genome. 
Telomeres protect the ends of the linear eukaryotic chromosomes from end-
to-end fusions and serve as buffer zones against sequence loss due to 
incomplete replication. Subtelomeric regions span an average of 25 kb on 
each chromosome end immediately adjacent to the telomere repeats TG1-3 












1-3 A(CA) 1-6/(TG) 1-6 TG 2-3, commonly abbreviated  C 1-3 A/ TG 1-3  
(Shampay et al.,1984; Wang and Zakian,1990)). 
Subtelomeres consist of a mosaic of repetitive elements exhibiting a 
high degree of polymorphism, among strains and different chromosome 
ends (Figure 9). All subtelomeric regions have a minimal core X containing 
an ARS (autonomously replicating sequence, part of the origin of 
replication) consensus and 0-4 tandem copies of the Y’ element containing 
two large ORF, both of which are transcribed in specific conditions (Duina 
et al., 2014; Förstemann and Lingner, 2001; Louis and Borts, 1995; 
Wellinger and Zakian, 2012; Yamada et al., 1998). Between these two 
elements, short subtelomeric repeats (STR) also exist. Subtelomeric regions 
are dynamic, undergoing frequent recombination (Horowitzet al.  1984; 
Louis and Haber   1990). The complex mixture of repeats and the dynamic 
nature of this region has made the mapping and study of its functional 
components difficult (Lydall, 2003; Pryde and Louis, 1997). Many gene 
families are either solely or predominantly located and spread around 
different chromosome ends. Among the mostly studied are the PAU, DUP, 
MAL, SUC, MEL and ERR families, highly variable in location and copy 
number, making them efficient for strain fingerprinting and identification 













Figure 9. Chromosome ends in S. cerevisiae. The structure of 
chromosome ends in S. cerevisiae consists of dispersed middle repetitive 
and tandem repeats (adapted from Wellinger and Zakian, 2012). 
 
Chromosomal rearrangements 
The analysis of chromosomal DNA by pulse field gel electrophoresis 
(PFGE) has revealed important chromosome length polymorphisms in 
yeasts (Bidenne et al., 1992; Nadal et al., 1999; Querol et al., 1992). These 
polymorphisms are due to gross chromosomal rearrangements (GCR), such 
as translocations, inversions, duplications and deletions of large 
chromosomal regions. 
The chromosomal rearrangements occur due to recombination 
between short sequences which are present in non-homologous genes. This 
process can generate new chimeric genes with a different function or may 
change the pattern of expression of these genes (Khrameeva et al., 2016; 












of the yeast to industrial environments, especially in the relocation of these 
genes under stronger promoters during the industrial process.  
For example, in the wine strain T73, there is an increased expression 
of SSU1 gene, transporter of sulfur dioxide (antiseptic widely used in 
enology). This phenomenon is due to a translocation between chromosomes 
VIII and XVI which has placed the coding region of SSU1 under the control 
of a strong promoter of ECM34 gene, leading to increased expression and 
therefore providing greater resistance to sulfur in the yeast that hold this 
translocation (Pérez-Ortín et al., 2002). In a recent QTL analysis study 
(Zimmer et al., 2014), another translocation between chromosomes XV and 
XVI has been related with a higher SSU1 expression. This translocation 
involves the promoter regions of ADH1 and SSU1, and confers increased 
SSU1 gene expression during the first hours of alcoholic fermentation. 
 
Hybridization 
For the genus Saccharomyces, one of the most interesting 
mechanisms in the adaptation to industrial processes is the formation of 
interspecific hybrids (Libkind et al., 2011; Lopandic et al., 2016; Morales 
and Dujon, 2012; Peris et al., 2016a). Saccharomyces species are present in 
the same ecological niche and they may be involved in hybrid formation. 












to form viable but sterile hybrids, which are maintained by asexual 
reproduction (Greig et al., 2002a; Naumov et al., 2000c).  
Hybrids are less competitive than their parental in specific 
environmental conditions, but can be better adapted to intermediate 
fluctuating conditions, which provides to hybrids a selective advantage 
(Greig et al., 2002b). On the other hand, hybrid acquire physiological 
properties of both parents, for example, tolerance to alcohol and glucose of 
S. cerevisiae, low temperature tolerance of S. kudriavzevii or an increased 
production of aromatic compounds of S. uvarum (Gamero et al., 2013, 2015; 














































The selection of suitable microorganisms for use in industrial 
processes is a key issue in food technology. Due to the demanding nature of 
the modern winemaking practice and sophisticated wine markets, there is an 
ever-growing quest for specialized wine yeast strains that possess a wide 
range of optimized, improved or novel oenological properties. 
This PhD has been carried out in the Systems biology in 
biotechnological yeasts group located at the Institute of Agrochemistry and 
Food Technology (IATA) of the Spanish Scientific Research Council 
(CSIC), Valencia (Spain) (https://www.iata.csic.es/es) . The general topic of 
this group aims yeasts with industrially relevant (especially wine-industry-
relevant) properties. Our group has a wide trajectory in the study of low 
temperature adaptation in wine yeast. When I arrived to the lab, I joined to 
the project that aimed shed light into the molecular and physiological 
mechanisms that determine greater tolerance at low temperature.  
Temperature is one of the main relevant environmental variables that 
microorganisms have to cope with. For the majority of microorganisms, 
including yeast species, the natural environment exhibits temporal 
fluctuations in temperature on scales that range from daily to seasonal. 
Temperature is also a key factor in some industrial processes that involve 












fermentations to enhance production and to retain flavor volatiles. In this 
way, white and rosé wines can be achieved with greater aromatic 
complexity. However, lowering fermentation temperatures has its 
disadvantages, including prolonged process duration and a higher risk of 
halted or sluggish fermentation. Our working hypothesis was that these 
industrial processes can be optimized by improving our knowledge about 
the mechanisms that determine a higher capacity to deal with this stress and 
by providing better-adapted yeasts to ferment at low temperature. 
In this context, the main objective of this thesis work was to study 
the molecular and physiological mechanisms involved in the adaptation of 
wine yeast to low temperatures during the fermentation process. This 
general objective has been dealt in the following partial objectives: 
 
1. To elucidate the main transcriptomic, proteomic and genomic 
changes between two commercial wine strains, which showed 
clear differences in their growth and fermentation capacity at 
low temperature. 
To detect these differences, we followed a global approach by 
comparing the transcriptome, proteome and the whole-genome 












divergent phenotype growing at low temperature among a collection 
of 27 commercial S. cerevisiae strains. 
 The results are shown in chapter 1: Global Phenotypic and genomic 
comparison of two Saccharomyces cerevisiae wine strains reveals a 
novel role of the sulfur assimilation pathways in adaptation at low 
temperature. BMC Genomics (2014) 15: 1059. 
 
2. To determine physiological and molecular correlation between 
low temperature and other cellular stresses described during 
wine fermentation. 
Previous data pointed out to a common response between low 
temperature adaptation and oxidative stress in Saccharomyces 
cerevisiae. We aimed to quantify the correlation between recovery 
after shock with different oxidants and cold, and then to detect the 
key genes related with this response involved also in cold adaptation. 
The results are shown in chapter 2: Correlation between low 
temperature adaptation and oxidative stress in Saccharomyces 
cerevisiae. Frontiers in Microbiology (2016) 7:1199. 
 
3. To unravel the genetic determinants (genes and genomic regions) 












We mapped quantitative trait loci (QTLs) by bulk segregant analyses 
in the F13 offspring of the two Saccharomyces cerevisiae industrial 
strains with divergent performance at low temperature.  
The results are shown in chapter 3: The genetic architecture of low-
temperature adaptation in the wine yeast Saccharomyces cerevisiae. 
BMC Genomics (Submitted). 
 
4. To compare the molecular and physiological mechanisms of 
adaptation at low temperature detected in S. cerevisiae with two 
cryotolerant species of the genus Saccharomyces: S. uvarum and 
S. kudriavzevii. 
In an attempt to detect inter-specific metabolic differences, we 
characterized the proteomic landscape of these cryotolerant species 
grown at 12 ºC and 28 ºC, which we compared with the proteome of 
S. cerevisiae (poorly adapted at low temperature).  
The results are shown in chapter 4: iTRAQ-based proteome profiling 
of Saccharomyces cerevisiae and cryotolerant species 
Saccharomyces uvarum and Saccharomyces kudriavzevii during 
low-temperature wine fermentation. Journal of Proteomics (2016) 











































Global phenotypic and genomic comparison of 
two Saccharomyces cerevisiae wine strains 
reveals a novel role of the sulfur assimilation 





































The wine industry needs better-adapted yeasts to grow at low 
temperature because it is interested in fermenting at low temperature to 
improve wine aroma. Elucidating the response to cold in Saccharomyces 
cerevisiae is of paramount importance for the selection or genetic 
improvement of wine strains. 
Results 
We followed a global approach by comparing transcriptomic, 
proteomic and genomic changes in two commercial wine strains, which 
showed clear differences in their growth and fermentation capacity at low 
temperature. These strains were selected according to the maximum growth 
rate in a synthetic grape must during miniaturized batch cultures at different 
temperatures. The fitness differences of the selected strains were 
corroborated by directly competing during fermentations at optimum and 
low temperatures. The up-regulation of the genes of the sulfur assimilation 
pathway and glutathione biosynthesis suggested a crucial role in better 
performance at low temperature. The presence of some metabolites of these 
pathways, such as S-Adenosilmethionine (SAM) and glutathione, 
counteracted the differences in growth rate at low temperature in both 
strains. Generally, the proteomic and genomic changes observed in both 
strains also supported the importance of these metabolic pathways in 













This work reveals a novel role of the sulfur assimilation pathway in 
adaptation at low temperature. We propose that a greater activation of this 
metabolic route enhances the synthesis of key metabolites, such as 
glutathione, whose protective effects can contribute to improve the 
fermentation process. 
 
Keywords: Wine yeast, Cold adaptation, Transcriptomics, Proteomics, 















In natural environments with diurnal and/or seasonal temperature 
changes, temperature is one of the main relevant environmental variables 
that microorganisms, including yeast species, have to deal with. 
Temperature is also a key factor in some industrial processes involving 
microorganisms. Low temperatures (10-15 ºC) are used in wine 
fermentations to enhance production and to retain flavor volatiles. In this 
way, white and “rosé” wines of greater aromatic complexity can be 
achieved (Beltran et al., 2002; Torija et al., 2003). Yeast undergoes 
considerable stress during wine fermentation due to the high concentrations 
of sugars in grape must, which leads to high osmotic pressure at the 
beginning of the process. Then as fermentation proceeds, ethanol 
accumulation, limiting nitrogen concentration, or even presence of SO2, 
imposes further pressure on wine yeast. Therefore to these difficulties, 
which are inherent to the process, we should add a sub-optimal temperature 
for the primary fermentation agent. Temperatures below its optimum range 
for growth, around 32 ºC (Salvadó et al., 2011a), affect both the yeast 
growth and fermentation rates, and give rise to not only a prolonged lag 
phase, but also to the production of stuck and sluggish fermentations 












physiological properties in yeast cells: poorly efficient protein translation; 
low fluidity membrane; changes in lipid composition; slow protein folding; 
stabilization of mRNA secondary structures; reduced enzymatic activities 
(Aguilera et al., 2007; Sahara et al., 2002; Schade et al., 2004; Tai et al., 
2007). These problems can be avoided by providing better-adapted yeasts to 
ferment at low temperature. In past years, some attempts have been made to 
elucidate the response to cold in Saccharomyces cerevisiae through a 
variety of high-throughput methodologies. Some studies have analyzed the 
genome-wide transcriptional response of S. cerevisiae to low temperatures. 
These studies have focused mainly on cold shock (Homma et al., 2003; 
Murata et al., 2006; Sahara et al., 2002; Schade et al., 2004). Schade et al. 
(2004) identified two distinct phases in the cold shock response: 1) an early 
cold response (ECR) occurring within the first 12 h after exposure to low 
temperature; 2) a late cold response (LCR) taking place beyond 12 h after 
exposure to low temperature. An ECR induces the genes implicated in RNA 
and lipid metabolism, whereas the genes induced during an LCR encode 
mainly the proteins involved in protecting the cell against a variety of 
stresses. In fact, the LCR response is very similar to the general stress 
response mediated by the transcription factors Msn2p/Msn4p. However, the 
response type depends on the duration of exposure to stressful conditions. 












trigger a rapid, highly dynamic stress response (adaptation). Prolonged 
exposure to nonlethal stimuli leads to acclimation; i.e., establishment of a 
physiological state in which regulatory mechanisms, like gene expression, 
fully adapt to suboptimal environmental conditions (Tai et al., 2007). Tai et 
al., (2007) compared their transcriptomic results obtained during cold 
acclimation in a steady-state chemostat culture with other previous genome-
wide transcriptional studies of batch cultures at low temperature, and found 
major discrepancies among low-temperature transcriptome datasets. These 
authors partially explained these major differences by the cultivation 
method used in different transcriptome experiments. Although batch 
cultures are well-suited to study low temperature adaptation dynamics, they 
are poorly adapted to study prolonged exposure to low temperature. In such 
cultures, the specific growth rate (µ) is strongly affected by temperature, 
which makes it impossible to dissect temperature effects on transcription 
from specific growth rate effects. Two recent chemostat studies (Castrillo et 
al., 2007; Regenberg et al., 2006) also found that the growth rate itself has a 
strong effect on transcriptional activity. Furthermore, chemostat cultures 
help to accurately control the specific growth rate, so the concentration of 
all the metabolites is constant over time, thus providing a good platform to 













Other recent studies of our group analyzed the changes in the 
proteomic profile (Salvadó et al., 2008, 2012)and in the metabolome 
(López-Malo et al., 2013b) due to low temperature. Nine proteins were 
identified as representing the most significant changes in proteomic maps 
during the first 24 h of fermentation at low (13 ºC) and standard (25 ºC) 
temperatures. These proteins were involved mainly in oxidative stress 
response and glucose and nitrogen metabolism. In the global metabolic 
comparison, the main differences in the S. cerevisiae strain growing at low 
temperature were metabolites related with lipid metabolism and redox 
homeostasis.  
So far, none of these previous studies have tackled adaptation at low 
temperature using a global approach, which involves differences at the 
genomic, transcriptomic and proteomic levels of two commercial wine 
strains, selected on the basis of a significant divergent phenotype growing at 
low temperature. In the first stage of the work, these strains were selected 
from a collection of 27 commercial S. cerevisiae, which were grown at 
temperatures ranging from 4 to 45 ºC in both minimal media (SD) and 
synthetic must (SM). The fitness differences at low temperature of these 
selected strains were confirmed in a competition experiment during wine 
fermentation. In a second stage, the aim was to decipher the molecular basis 












and transcriptomic differences between both strains at low temperature. The 
up-regulation of the genes of the sulfur assimilation pathway and 
glutathione biosynthesis suggested a crucial role in better performance at 
low temperature. The presence of some metabolites of these pathways, such 
as S-adenosilmethionine (SAM) and glutathione, counteracted the 
differences in growth rate at low temperature in both strains. Generally, the 
proteomic and genomic changes observed in both strains also supported the 
importance of these metabolic pathways in adaptation at low temperature. 
 
2. Materials and methods 
 
Yeast strains  
In this study, lab strain BY4743 and a collection of 27 Saccharomyces 
cerevisiae commercial wine strains were used. The industrial strains were 
kindly provided by Lallemand Inc. (France). These strains were typing by 
their interdelta sequences (Legras and Karst, 2003), and were thus named 
according to their delta pattern (from P1 to P27). Their corresponding 
commercial names are shown in Table S1 and their enological features can 
be obtained from the company’s website (http://www.lallemandwine.com). 
Inocula were prepared by introducing one single colony from pure cultures 












2% glucose). After 24 h of incubation at 30 °C, the volume required to 




 in the different media was 
used. The correct inoculation size was always confirmed by surface spread 
on YPD agar plates. These yeast suspensions were used to inoculate the 
different experiments as described below. 
We also constructed a derivative P5 strain, which was labeled with the 
Green Fluorescence Protein (P5-GFP). The induction of this fluorescence 
protein allowed this reporter strain to be monitored by flow cytometry. One 
copy of the open reading frame (ORF) of gene GAL1 was replaced with the 
deletion cassette GFP-KanMX4 by the short flanking homology (SFH) 
method (Güldener et al., 1996). Plasmid pKT127 (Sheff and Thorn, 2004) 
was used as a template to obtain this deletion cassette. S. cerevisiae 
transformation was carried out by the lithium acetate method (Daniel Gietz 
and Woods, 2002). Transformants were selected by resistance to geneticin. 
Correct integration of the deletion cassette was confirmed by PCR using the 
primers upstream and downstream of the cloning site. Moreover, the 
fluorescence emission of the transformants was also tested after a 3-hour 
culture in YP-Gal medium (galactose 20 g L
-1
, peptone 20 g L
-1
, yeast 
extract 10 g L
-1
). 












The growth media selected for the experiments were SD (Yeast Nitrogen 
Base (YNB, Difco) supplemented with 20 g L
-1
 of glucose as the carbon 
source) and synthetic grape must (SM), which was derived from that 
described by Riou et al., (2007). The SM composition included 200 g L
-1
 of 
sugars (100 g L
-1
 glucose + 100 g L
-1
 fructose), 6 g L
-1
 malic acid, 6 g L
-1
 
citric acid, 1.7 g L
-1
 YNB without ammonium and amino acids, anaerobic 
factors (0.015g  L
-1 
ergosterol, 0.005 g L
-1 
sodium oleate and 0.5 mL L
-1
 
tween 80) and 0.060 g L
-1
 potassium disulfite. The assimilable nitrogen 
source used was 0.3 g N L
-1
 (0.12 g N L
-1
 as ammonium and 0.18 g N L
-1 
in 
an amino acid form). For the assays, the SD and SM media were inoculated 
as described above and were incubated at different temperatures (°C: 4, 8, 
12, 15, 22, 28, 33, 37, 40, 42, and 45) in order to obtain the whole 
temperature range within which yeasts can grow. 
To test the influence of some key metabolites of the sulfur assimilation and 
glutathione biosynthesis pathways on growth, SM was supplemented with 
one of these compounds: 0.2 mM of S-Adenosyl methionine (SAM, Sigma-
Aldrich), 0.5 mM of Glutathione oxidized (GSSG, Sigma-Aldrich) and 1 
mM of Glutathione (GSH, Sigma-Aldrich). To test differential stress 
oxidative resistance, yeast cells were incubated in PBS with 0.5, 1, 1.5, 2, 












oxidative shock, cells were centrifuged at 10000 rpm for 3 min at 4 ºC and 
inoculated in SD and SM as previously described. 
Growth was monitored at 600 nm in a SPECTROstar Omega instrument 
(BMG Labtech, Offenburg, Germany). Measurements were taken every 30 
min for 4 days after a 20-second pre-shaking for all the experiments. At low 
temperatures (4-15 ºC) however, microplates had to be incubated outside the 
spectrophotometer to be then placed inside before being measured (every 8 
h for 14 days). Microplate wells were filled with the required volume of 
inoculum and 0.25 ml of SD or SM medium to always ensure an initial OD 





Uninoculated wells for each experimental series were also included in the 
microplate to determine, and to therefore subtract, the noise signal. All the 
experiments were carried out in triplicate. 
Growth parameters were calculated from each treatment by directly fitting 
OD measurements versus time to the reparameterized Gompertz equation 
proposed by Zwietering et al., (1990): 
 
y=D*exp {-exp [((µmax*e)/D)*(λ-t))+1]} 
 
where y=ln(ODt/OD0), OD0 is the initial OD and ODt is the OD at time t; 













-1), and λ the lag phase period (h) (Aguilera et al., 2007). GT 
was calculated using the equation GT =ln2/ µmax. 
Competition tests under microvinification conditions 
Fermentations were performed at 28 and 15 ºC with continuous orbital 
shaking at 100 rpm. Fermentations were done in laboratory-scale fermenters 
using 100 mL bottles filled with 60 mL of SM and fitted with closures that 
enabled carbon dioxide to escape and samples to be removed. Fermentations 
were monitored by the density of the media (g L
-1
) using a densitometer 
(Densito 30PX, Mettler Toledo, Switzerland). Fermentations were 
considered complete when density reached 995 g L
-1
. Yeast cell growth was 
determined by absorbance at 600 nm and by plating on YPD. The 
percentage of each strain competing throughout fermentation was monitored 
by both the replica plating from YPD to YPD-geneticin (G-418, 
Formedium) and by flow cytometry. The percentage of fluorescent cells was 
determined in a flow cytometer (Beckman Coulter Epics XL Flow 
Cytometer, Minnesota, USA) after GFP induction in YP-Gal (1% yeast 
extract, 2% peptone and 2% galactose) for 4 h at 25 ºC (no changes in 
population size were detected during this incubation). In all, 20000 cells of 
the sample were measured at a voltage of 700 V in FL1 FITC, which 
revealed the number and percentage of fluorescent cells and fluorescence 












The parameters measured with the cytometer were the number of 
fluorescent cells and average fluorescence intensity (Gutiérrez et al., 2012). 
Chemostat cultures and sampling 
Continuous cultures were performed at 28 and 15 ºC in an 0.5 L reactor 
(MiniBio, Applikon Biotechnology) with a working volume of 0.35 L. The 
dilution rate (D) of cultures was 0.028 h
-1
 at both temperatures. A 
temperature probe connected to a cryostat controlled temperature cultures. 
pH was measured online and kept constant at 3.3 by the automatic addition 
of 2M NaOH. The stirrer was set at 100 rpm. The population inoculated in 
the chemostat was approximately OD = 0.2. Prior to starting the continuous 
culture, cells were allowed to grow at the same temperature as the 
continuous culture to achieve enough biomass in a batch phase. When the 
batch culture entered the stationary phase, the continuous culture was 
connected. Steady states were sampled only after all the continuous cultures 
had been running for at least five residence times and biomass values were 
constant. A volume of approximately 30 units of OD600 was centrifuged at 
10000 g for 3 min at 4 ºC. After supernatant removal, cell suspension was 
washed with PBS, transferred to a 1.5-2 mL microcentrifuge tube and 
centrifuged again under the same conditions. The pellet was flash-frozen 













RNA was isolated using the RNeasy Mini Kit (Quiagen) according to the 
manufacturer’s instructions. RNA was quantified spectrophotometrically 
with a NanoDrop ND-1000 (ThermoFisher Scientific) and integrity was 
determined by electrophoresis in 1% agarose gel. Next 2.5 μg of total RNA 
from each sample were linearly amplified and chemically modified with 
Amino-Allyl-UTP using the SuperScript RNA Amplification System 
(Invitrogen, Life Technologies). Then 5 µg of each amplified amino-
allylRNA were indirectly labeled with Cy3 or Cy5 mono-reactive dyes 
(Amersham GE Healthcare™, Amersham UK) and were later purified with 
the RNeasy Mini Kit to remove nonincorporated dyes. Dye incorporation 
was monitored by NanoDrop ND1000. A mixture of 350-400 pmol of the 
two labeled samples was concentrated in a Concentrator Plus (Eppendorf™, 
Hamburg, Germany). Competitive hybridization was performed on a Yeast 
Array (Viladevall et al., 2004) (PCR-amplified ORFs of yeast S288c strain, 
Servei Genomica, Universitat Autonoma Barcelona, Spain) in AHC 
hybridization chambers (ArrayIt Corporation, CA, USA) at 42 °C overnight 
(17 h). The prehybridization solution contained 3X SSC, 0.1% SDS and 0.1 
mg/ml BSA; the hybridization solution contained 50% deionized 
formamide, 5X SSC, 0.1% SDS and 0.1 mg mL
-1
 of salmon DNA. 
Microarrays were washed manually with solutions containing decreasing 












0.2% SDS; Sol.2: 0.1x SSC-0.2% SDS; Sol.3: 0.1x SSC; Sol. 4: double 
deionized water). The signal intensities of Cy3 and Cy5 were acquired with 
a GenePix 4100A scanner (AXON, Molecular Devices, CA, USA) using the 
GenePix Pro v.6.1 software at a resolution of 10 μm. 
The microarray data were derived from three independent experiments for 
RNA hybridization. The raw data with a global background subtraction 
were generated with GenePix pro 7.0. Analyses were done using the Acuity 
4.0 software (Molecular Devices, CA, USA). The individual data sets were 
normalized to a log2 ratio value of 1. After normalization, data were filtered 
to remove spots flagged as not found. Only the spots with at least three 
replicates were considered. Finally, replicates were combined and their 
medians were calculated. Genes with 2-fold differences in the log2 ratio 
values were considered to have a significant differential expression if the p-
values of the Student’s t-test were ≤0.05 after applying the Benjamini and 
Hochberg (BH) method to adjust for a false discovery rate (FDR) 
(Benjamini and Hochberg, 1995). GO term Finder was used to group genes 















The cell pellet was suspended in 150 μL of extraction buffer (25 mM TRIS 
buffer, pH 8, 8 M urea and protease inhibitor cocktail (1/200) (Thermo 
Scientific) and was broken by vortexing (4 to 6 times, 30 s) in the presence 
of glass beads (Sigma-G8772) (an equivalent volume to that of the cell 
pellet). Glass beads and insoluble material were eliminated by 
centrifugation (10000 rpm, 10 min). To the supernatant, 150 μL of 
extraction buffer were added. Proteins were allowed to precipitate at -20 °C 
for 1 h, and the precipitate was recovered after centrifugation at 10000 g 
for15 min. The pellet was washed with the 2-D Clean-Up kit (GE 
Healthcare). The final pellet was air-dried and solubilized in 25 μL of 7 M 
urea, 4% (w/v) 3-[(3-cholamidopropyl) dimethylammonio] 
propanesulfonate (CHAPS), 2 M Tiourea, 20 mM Tris and milliQ water. 
Insoluble material was removed by centrifugation (13000 rpm, 5 min). 
Protein concentration was determined by Bradford, with BSA used as a 
standard. 
Two-dimensional electrophoresis (2DE) 
Soluble proteins were run in the first dimension using a commercial 
horizontal electrophoresis system (MultiphorII; Amersham Pharmacia 
Biotech). Then 100 µg of the protein sample were mixed with Destreak 
Rehydration Solution (GE Healthcare), dithiothreitol (DTT) (20 mM) and 













DryStrip pH 3-10 NL, 24 cm (GE Healthcare). IPG strips were allowed to 
rehydrate overnight. Samples were run at 50 mA per strip. In the first step, 
voltage was ramped to 500 V during a 5-hour period, maintained at 500 V 
for another 5-hour period, re-ramped to 3500 V during  a 9.5-hour period 
and was finally maintained at 3500 V for 5 h. After the first dimension, IPG 
strips were then equilibrated twice for 15 min in equilibration solution (0.05 
M Tris-HCl, pH 8.8, 6 M urea, 30% v/v glycerol and 2%  w/v SDS), first 
with 65 mM dithiothreitol (reduction step) and finally with 135 mM 
iodoacetamide (alkylation). The second dimension was done in a vertical 
electrophoresis system (Ettan DALTsix; Amersham Pharmacia Biotech) in a 
12.5% (26 cm_20 cm_1 mm) polyacrylamide gel, where proteins were 
separated according to molecular size. The electrophoresis conditions were 
1 W per gel until the dye front reached the bottom of the gel. Sets of three 
gels were used for each sampling time. 
Staining and image analyses 
The staining protocol was performed as described by Blomberg. (1997). 
Gels were scanned using an Image Scanner UMAX, Amersham (300 dpi, 
12-bit image), which allowed us to obtain spot intensities in pixel units. 
Images were analyzed using the PDQUEST software (Bio-Rad). 
Normalization was performed by the aforementioned software based on the 












variations under the experimental conditions (e.g., protein loading or 
staining). Spot detection was implemented using the PDQUEST automated 
spot detection algorithm. The gel image showing the largest number of spots 
and the best protein pattern was chosen as a reference template of the image 
analysis, and the spots in the standard gel were then matched across all the 
gels. Matching software features were used to relate and compare sets of 
gels. Finally, in order to achieve maximum reliability and robustness of the 
results, a Student’s t-test was performed. This test allowed us to identify 
those sets of proteins that showed a statistically significant difference with 
the confidence level set at 95%. 
MS analysis and protein identification 
Protein spots were excised manually and samples were digested with 
sequencing grade trypsin (Promega) (Shevchenko et al., 1996). The 
digestion mixture was dried in a vacuum centrifuge and re-suspended in 4 
μL of 2% ACN, 0.1% TFA. A BSA plug was analyzed in the same way to 
control the digestion process. Next 1 μL of the digestion mixture was 
spotted onto the MALDI target plate. After droplets were air-dried at room 
temperature, 1 μL of matrix (5 mg mL-1 CHCA (Bruker) in 0.1% TFA-
ACN/H2O (1:1, v/v)) was added and allowed to air dry at room temperature. 
The resulting mixtures were analyzed in a 5800 MALDI TOFTOF 












the most intense precursors (according to the threshold criteria: minimum 
signal-to-noise: 10, minimum cluster area: 500, maximum precursor gap: 
200 ppm, maximum fraction gap: 4) were selected for each position for the 
MSMS analysis. The MS/MS data were acquired using the default 1kV 
MS/MS method. Previously, the plate and acquisition methods were 
calibrated with 0.5 μL of CM5. The MS and MS/MS information was sent 
to MASCOT via Protein Pilot (ABSciex).  A database search was done on 
Expasy. Searches were done with tryptic specificity to allow one missed 
cleavage and tolerance on the mass measurement of 100 ppm in the MS 
mode and 0.8 Da for MS/MS ions. Carbamidomethylation of Cys was used 
as a fixed modification, while oxidation of Met and deamidation of Asn and 
Gln were employed as variable modifications. 
Then 3 μL of each sample were diluted to 6 μL with 0.1% TFA, 2% ACN. 
Next 5 μL of each final solution were loaded onto a trap column (NanoLC 
Column, 3 μ C18-CL, 75 umx 15cm; Eksigen) and desalted with 0.1% TFA 
at 2 μL min-1 for10 min. Peptides were loaded into an analytical column (LC 
Column, 3 μ C18-CL, 75 umx 12 cm, Nikkyo)equilibrated in 5% 
acetonitrile 0.1% FA. Peptide elution was carried out with a linear gradient 
of 5-40% B in 30 min (A: 0.1% FA; B: ACN, 0.1% FA) at a flow rate of 
300 nL min
-1
. Peptides were analyzed in a nanoESIqQTOF mass 












information-dependent acquisition mode, in which a 0.25-s TOFMS scan 
from 350-1250 m/z was performed, followed by 0.05-s product ion scans 
from 100-1500 m/z on the 20 most intense 2-5 charged ions. The MS/MS 
information was sent to search the database with the PARAGON algorism 
using the ProteinPilot software, v. 4.5 (ABSciex). 
SOLiD sequencing. 
Genome sequencing of the selected strains was performed by 5500xl SOLiD 
sequencing. Genomic libraries were prepared following the manufacturer's 
standard instructions. Emulsion PCRs were performed using the SOLiD™ 
EZ Bead™ Systems. Sequencing was carried out by 75nt single read exact 
call chemistry (ECC) and following the manufacturer’s standard protocols. 
The LifeScope software (v2.5.1, Life Technologies) was used to map color 
space reads, including the Accuracy Enhancement Tool (SAET) along the 
EF.4 Ensembl reference S.cerevisiae S288c genome assembly. Then SNPs 
and small-sized InDels were identified using the LifeScope software. The 
DiBayes algorithm, with highest-stringency calling, was used for single-
nucleotide variant calling. The SNPs and InDels specific of strains P5 and 
P24 were identified by comparing the list in the “vcf” format. CNV was 
identified by mapping the reads of P5 to P24. The average depth of read 
coverage was computed in nonoverlapping windows of size 69 bp, and was 












values of these ratios were then calculated using CNVseq 
(http://tiger.dbs.nus.edu.sg/CNV-seq). Finally, only the CNVs with a length 
longer than 1000 bp were considered. The whole-genome sequences have 
been published in the Sequence Read Archive (SRA) database 
(http://www.ncbi.nlm.nih.gov/sra/) and are available with access number 
SRP048919. 
Statistical analysis 
Data were analyzed with the Sigma Plot 12.5 software and the results are 
expressed as mean and standard deviation. To evaluate statistical 
significance, tailed t-student tests were applied with a p-value of <0.05. 
Benjamini and Hochberg (BH) correction was used for the transcriptomic 
and MIPS analyses. Phenotypic data were fitted to the reparameterized 
Gompertz model by nonlinear least-squares fitting using the Gauss-Newton 


















3. Results  
 
Effect of temperature on wine yeast growth and selection of two strains 
with different growth behavior at low temperature 
In order to select two strains with different growth behavior at low 
temperature, we tested growth capacity at different temperatures with a 
collection of commercial strains (Table S1). Figure 1 shows the global 
distribution of µmax for all 27 strains at different temperatures in SD and SM. 
This representation follows a normal (or Gaussian) distribution in which the 
µmax values were lower and variance was wider in SM (Figure 1B) than in 
SD (Figure 1A). In addition, the higher temperature was, the wider variance 
became. For the temperatures assayed, the average optimum temperature of 














Figure 1. Histogram of the distribution of the maximum specific growth rate µmax 
(h
-1
) according to the temperature in two media: SD (A) and SM (B). Bars 
represent the frequency of the individuals with an µmax value within the same range 
of variation. The superimposed bell-shaped line shows the growth data at different 
temperatures following a Gaussian distribution. Due to differences in the growth 
rate, different scales were used for µmax distribution in SD and SM. 
 
Similar conclusions were drawn from the boxplot representation of each 
individual strain if compared to the average µmax of the 27 strains within the 












was much greater for each strain growing in SM than in SD. This 
representation also revealed the general fitness of each strain in comparison 
to the average fitness of all the strains and temperatures.    
 
Figure S1: Box plot representation of the µmax distribution in each strain 
within the complete temperature range assayed. Growth was performed in SD 
(A) and synthetic must (B). Box legend: bar inside the box represents the median 
value, upper bar represents maximum of distribution, lower bar represents 
minimum of distribution, and the circle represents extreme data points. Dashed line 














Considering the whole data set at different temperatures, a decision was 
made to take 28 °C as the optimum reference temperature and 15 °C as the 
reference temperature for cold. These temperatures showed the biggest 
differences between strains and media. The µmax values were used to select 
two strains with evident different growth behavior at low temperature, 
regardless of the growth medium, but with no significant differences at the 
optimum temperature. Following these selection criteria, P5 and P24 were 
chosen as the candidate strains with good and bad growth behavior at low 
temperature, respectively (Figure 2). P5 showed the best growth 
performance at low temperature in SD and one of the best ranked in SM. 
Conversely, P24 was ranked among the strains with a lower µmax value in 
both media. P5 corresponds to commercial strain Lalvin®ICVGRE, which 














Figure 2. Selection of strains with a divergent phenotype at low temperature. 
Strains P5 (green) and P24 (red) were selected on the basis of the µmax (h
-1
) in SD 
(1) and SM (2) at 15 ºC (A) and 28 ºC (B). Due to differences in the growth rate, 












Fermentation kinetics and competition analysis of the selected strains 
In order to evaluate whether the higher µmax values growing in a 
miniaturized system correlated well with higher fitness during alcoholic 
fermentation, a competition experiment was performed under 
microvinification conditions between the “good” and “bad” strains at the 
low and optimum temperatures. In order to make monitoring competitive 
capacity during fermentation easier, a P5 reporter strain was constructed by 
deleting one copy of the open reading frame (ORF) of gene GAL1 and 
replacing it with the deletion cassette GFP-KanMX4. This system was based 
on the expression of the green fluorescent protein (GFP) under the control 
of the GAL1 promoter, a gene which is absolutely repressed during wine 
fermentation and activated in the presence of galactose. The cells from the 
fermentation culture were incubated directly in YPGal to determine the 
percentage of fluorescent cells by flow cytometry. The SM fermentations 
were inoculated with either a pure culture of each strain or a mixture of both 
strains. In order to verify that the deletion of one copy of the GAL1 gene did 
not affect the fitness of strain P5, the fermentations inoculated with either 
the reporter P5-GFP strain or a mixture of the parental P5 and the reporter 
P5-GFP strains were also carried out. The kinetics of these fermentations 
was estimated by calculating the time needed to ferment 5% (T5), 50% 












approximately matched the beginning (lag phase), middle (end of the 
exponential phase) and end of fermentation, respectively. As expected, the 
replacement of GAL1 gene with a GFP cassette did not modify the 
fermentation fitness of strain P5. Surprisingly, P5-GFP finished its 
fermentation a few hours earlier than its wild-type P5 (Table 1). Moreover, 
the percentage of each strain was kept at around 50% throughout the mixed 
fermentation (P5 GFP/P5) (data not shown). 
Strain P24 underwent significant delays in all the low-temperature 
fermentation stages if compared to the P5 fermentations, whereas only the 
beginning of fermentation (T5) was delayed at 28 ºC. It is noteworthy that 
the interaction of both strains in the mixed fermentation (P5 GPF/P24) 
significantly affected fermentation lengths at both temperatures, with long 
delays noted in the fermentation ends if compared to P5 fermenting as a 
pure culture. This result was even more surprising when the percentage of 
each strain was monitored during these mixed fermentations (Figure 3). 
Strain P5 gradually took over the fermentation process at low temperature 
and obtained percentages of around 85% of the total population at the end of 
the process. Conversely no strain dominated the fermentation process at 28 
ºC, with populations of around 50% for each strain. The greater competition 
capacity of strain P5 at low temperature was also corroborated by repeating 















Figure 3. Population dynamics of a mixed culture between strains P5 (green lines) 
and P24 (red lines) growing in synthetic must (SM). The percentage of each strain 
was determined by flow cytometry during fermentation (0, 24, 48, 72, 96,144, 240 
















































Table 1.The time, expressed in hours, required for the selected yeast strains to 
consume 5% (T5), 50% (T50) and 100% (T100) of the available sugars in the 
synthetic grape must. These values are the mean ± SD of three independent 
experiments. 


















































































































Figure S2. Population dynamics of a mixed culture strains between P5 (green 
lines) and P24 (red lines) growing in minimal medium (SD). The percentage of 
each strain was determined by flow cytometry during fermentation (0, 24, 48, 72, 
96,144 and 240 h) at 15 ºC (▲) and 28 ºC (●). 
 
Transcriptomic analysis revealed a key role of the sulfur assimilation 
pathway in adaptation at low temperature 
To compare the transcriptome of P5 and P24 grown at 15 and 28 ºC with no 
interference by the different maximum specific growth rate at these two 
temperatures, these strains were grown in chemostat cultures at a fixed 
dilution rate of 0.028 h
-1












corresponded to the µmax of the strain P24 growing at 15 ºC. This 
experimental design allowed us to compare the transcriptional differences 
due to temperature in each strain (temperature effect) and the differences 
between strains at the same temperature (strain effect) (Figure 4A). A list of 
genes differentially expressed when comparing temperatures and strains and 
the MIPS functional categories analysis of these genes is provided as 
supplementary files (Tables S2-S6).  
The comparison made by temperatures revealed that strains P5 and P24 had 
211 and 128 differentially regulated genes at low temperature, respectively 
(Figure 4B). This temperature response was mainly strain-dependent 
because only 32 genes were commonly regulated in both strains (Figure 
4B). Although these common genes showed a consistent up- or down-
regulation in both strains, differences in the expression level were also 
observed in a simple view of the heat-map (Figure 4C). As these genes 
should play a crucial role in adaptation at low temperature, clear differences 
in their activity can explain the different phenotypic behavior of both strains 
at low temperature. For instance, genes QDR2, SNZ1and SNO1 were much 
more markedly up-regulated by low temperature in P5 than in P24. QDR2 is 
a plasma membrane transporter involved in the K
+
 homeostasis induced by 
nitrogen limitation (Sá-Correia et al., 2009), whereas SNZ1 and SNO1 are 












biosynthesis, and are also up-regulated in response to nutrient starvation 
(Padilla et al., 1998). Conversely, genes GPI12, CYB5, BTN2 and DSE1 
were more strongly down-regulated in P24 than in P5. GPI12 is involved in 
the synthesis of glycosylphosphatidylinositol (GPI), the most important 
anchor of plasma membrane proteins (Watanabe et al., 2014). CYB5 is 
involved in the sterol and lipid biosynthesis pathways, and acts as an 
electron donor to support sterol C5-6 desaturation (Lamb et al., 1999). 
BTN2 modulates arginine uptake (Chattopadhyay and Pearce, 2002) and 













Figure 4. The transcriptional response at low temperature in the two selected 
strains.  (A) Scheme of the experimental design: the transcriptomic changes in the 
same strain are due to growth temperature (temperature-responsive genes) or the 
transcriptomic changes at the same temperature depend on the wine strain (strain-
specific genes). (B) Venn’s diagram of the temperature-responsive genes in both 
strains. The common genes among strains are highlighted. Red indicates up-
regulated genes, while green denotes down-regulation. (C) Heat map depicting the 
level of expression of the common genes in both strains at low temperature. 
 
One interesting common trait in all the comparisons made of the 
transcriptional changes observed either by temperature or strains was the 
presence of functional categories “nitrogen, sulfur and selenium 
metabolism”, “sulfur metabolism” and “metabolism of methionine” in the 
genes up-regulated at low temperature (Table 2). The genes included in 
these functional categories belong mainly to the sulfur assimilation pathway 
(Figure 5). This pathway incorporates extracellular sulfate into several key 
sulfur-containing compounds; e.g.; homocysteine, methionine, S-
adenosylmethionine or glutathione (McIsaac et al., 2012; Thomas and 
Surdin-Kerjan, 1997). However, clear differences were observed in the 
transcriptomic activation of this route in both strains. Whereas most genes 












Table 2. Functional group analysis of common up-regulated MIPS categories of 
the transcriptomic data comparison. 
  MIPS 
Sample No. of Genes Name No. of Genes p-value Example of genes 
 
 






P5 15 ºC-28 ºC 32 Nitrogen, sulfur and selenium metabolism 16 1·10-6 
 
 
Sulfur metabolism 6 1·10-5 
 
 




P24 15 ºC-28 ºC 11 Nitrogen, sulfur and selenium metabolism 6 1·10-3 
 
 
Sulfur metabolism 2 3·10-3 
 
 




P5-P24 15 ºC 12 Nitrogen, sulfur and selenium metabolism 7 1·10-4 
 
 
Sulfur metabolism 2 7.1·10-3 
 
 




Common key genes 
15 ºC 
 
10 Nitrogen, sulfur and selenium metabolism 5 1.14·10-5 
 












   
Figure  5. The sulfur assimilation pathway and the genes encoding the enzymes of the different 
biosynthetic steps. The genes in red and green represent up-regulation and down-regulation in strain P5 
at low temperature, respectively. Underlined genes mean identical regulation in P24. Heat map shows 













The concentration of glycolytic and stress oxidative proteins increased 
at low temperature 
A proteome analysis of the same samples used for the transcriptomic 
analysis was done to evaluate changes in proteins as a result of low 
temperature in each strain. As done previously, comparisons of 2D-PAGE 
gels were made to detect temperature-dependent and strain-dependent 
protein changes. Around 200 spots were detected on 2-D gels in both strains 
growing at 28 ºC (Table S7). This number of detected spots increased to 236 
and 251 for strains P5 and P24, respectively, when cells were grown at low 
temperature. More interestingly, most of these detected proteins were 
matched on both 2-D gels but, between matched spots, very few showed 
statistically significant increases or decreases (Table S7 and Table 3). 
The concentration of seven proteins increased at low temperature in P5 
(Table 3); five were involved in glycolysis and glucose fermentation 
(Fba1p, Tpi1p, Eno2p, Cdc19p and the key fermentative enzyme Pcd1p), 
mainly belonging to the lower part of the glycolysis, the other two proteins 
were involved in oxidative stress (Ahp1p, Tsa1p). Tsa1p is a 
physiologically important antioxidant protein that is useful as enzymic 
defense against sulfur-containing radicals (Wong et al., 2002), thus 
providing protection against an oxidation system without thiol. Ahp1p is a 












upon oxidation, and in vivo requires the presence of a thioredoxin system to 
perform its antioxidant protective function. Unlike Tsa1p, which is specific 
for H2O2, Ahp1p is also specific for organic peroxides (Lee et al., 1999). 
This latter protein shows one of the largest increases (20-fold or more) at 
low temperature. Regarding strain P24, three of the proteins with increased 
levels were implicated in the lower part of glycolysis and glucose 
fermentation (Tdh3p, Tdh1p and Gpm1p). Other proteins with increased 
levels at low temperature were Tef1p, a translational elongation factor and 
Rpl31Ap, a ribosomal 60S subunit protein, and both are implicated in 
translation. Only Eno2p showed significant changes in both strains, but in 
opposite directions. Low temperature increased the concentrations in P5, but 
lowered it in P24.  
When examining the protein changes in strain P5 if compared to P24 (Table 
4), ten proteins showed different concentrations at 15 °C, seven of which 
were more abundant in strain P5. Among these proteins, enzymes of the 
lower part of glycolysis (Eno2p, Fba1p and Adh1p), proteins implicated in 
oxidative stress and protein folding (Ahp1p and Ssa2p) and proteins 
implicated in methionine/cysteine biosynthesis (Met10p and Met17p), were 
detected. The remaining proteins with lower concentrations in P5 when 
compared with P24 were Tdh1p, which is induced during heat shock 












ATP production stage in the lower part of glycolysis) and Met6p, involved 
in methionine biosynthesis. At the optimum temperature, only four proteins 
lowered statistically in P5 (or increased in P24): Ylr179Cp (of unknown 
function), Gre2p (a reductase implicated in the ergosterol metabolic 
pathway), Tpi1p (glycolysis) and Sah1p (S-Adenosyl-l-Homocysteine 












Table 3. Proteins whose concentration increased (positive numbers) or decreased 
(negative numbers) by at least 2-fold at 15 °C 
Strain Gene Name Protein Name Metabolic Function Fold Change 
P5 
TPI1 Triosephosphateisomerase Glycolisis 27.28 
AHP1 Peroxiredoxin type-2 Oxidative stress 20.07 
PDC1 Pyruvate DeCarboxylase Glycolisis, Glucose fermentation 13.95 
TSA1 Thioredoxin peroxidase Oxidative stress 5.28 
CDC19 Pyruvatekinase Glycolisis, Glucose fermentation 5.16 
ENO2 Enolase II, phosphopyruvatehydratase Glycolisis 3.28 
FBA1 Fructose 1,6-bisphosphate aldolase Glycolisis 2.15 
P24 
RPL31A Ribosomal Protein of the Large subunit Structural constituent of ribosome 17.65 
TDH1 Glyceraldehyde-3-phosphate dehydrogenase Glycolisis 7.11 
TEF1 Translational elongation factor EF-1 alpha Translation 5.12 
TDH3 Glyceraldehyde-3-phosphate dehydrogenase Glycolisis 4.76 
GPM1 Glycerate phosphomutase Glycolisis 3.53 













Table 4. Proteins whose concentration increased (positive numbers) or decreased 














FBA1 Fructose 1,6-bisphosphate aldolase Glycolisis 8.89 
MET10 Sulfite Reductase Sulfate assimilation 6.55 
ENO2 Enolase II,  phosphopyruvatehydratase Glycolisis 5.51 
AHP1 Peroxiredoxin type-2 Oxidative stress 3.03 
ADH1 Alcohol dehydrogenase Glucose fermentation 2.86 






















dependent methylglyoxal reductase 
Ergosterol metabolic process -3.50 












Addition of SAM and glutathione to SM suppressed growth differences 
at low temperature 
As both transcriptomic and proteomic analyses indicated the importance of 
sulfur metabolism, sulfur amino acid and glutathione biosynthesis, we tested 
the impact that the addition of the key metabolites of these pathways (SAM, 
GSH and GSSG) to SM had on wine strain growth (Figure 6). As a control, 
we also incorporated the lab strain BY4743. Addition of GSH and GSSG 
significantly shortened the generation time (GT) of P5 at low temperature, 
while addition of SAM prolonged the GT by 2 h. Quite surprisingly, the 
presence of the three sulfur-containing compounds dramatically shortened 
the GT of P24 at low temperature and obtained similar values to these of P5. 
The behavior of the lab strain BY4743 was similar to P24 as it reduced GT 
from 17 h to around 8 h. Regarding growth at 28 °C, no statistically 
significant variations were noted in the GT of the three strains when grown 













Figure 6. Generation time (hours) of P5, P24 and lab strain BY4743 at 28 ºC (A) 
and 15 ºC (B). The assay was carried out in synthetic must (SM) supplemented 
with different key sulfur-containing compounds (GSH, GSSG, SAM). *Significant 
differences compared with the strain growing in SM at the same temperature. 
 
Strain P5 showed better oxidative stress recovery 
The importance of glutathione metabolism and a higher concentration of 












influence of oxidative stress defense on the better fitness of strain P5. To 
check this implication, both wine strains were incubated in PBS with 
different H2O2 concentrations for 1 h at 28 ºC. After this incubation, the 
oxidant agent was removed and cells were inoculated in SD and SM. Figure 
S3 shows the growth curves at 28 ºC for each strain after incubation with 
different H2O2 concentrations in both media. Increasing H2O2 concentrations 
affected mainly the lag phase, which was longer (from 3 to 13 h) the higher 
the oxidative agent concentration became. The longest lag phases were 
detected in the P24 growth curves, which revealed worse management or 
recovery after oxidative shock. Regarding the viability of the strains after 
incubation at different H2O2 concentrations, and before inoculation in SD or 
SM, no statistical differences were found between both strains and H2O2 















Figure S3. Recovery after oxidative stress. Cells were subjected to oxidative 
stress with different concentrations (0-4 mM) of hydrogen peroxide for 1 h. The 
oxidative agent was removed and the growth curves of P5 (1) and P24 (2) were 
analyzed immediately in SD (A) and SM (B) at 28 ºC. 
 
Whole-genome comparison of the two wine strains 
The genomes of the two wine strains were sequenced and compared with 
that of reference strain S288c (Figure S4). Based on the raw sequence data, 
we identified 44532 and 44030 mutations in strain P5 and strain P24, 
respectively, in comparison to the reference strain. This number of SNPs 
represents approximately 0.4% of the S. cerevisiae genome. When 












lowered to 6446 mutations, of which 90% gave homozygous changes. 
According to Liti et al., (2009), wine yeasts belong to the same cluster, the 
Wine/European lineage, while most lab strains, such as S288c, are mosaic 
strains between the Wine/European cluster and the other four clean lineages. 
Only 27% of the SNPs between both wine strains represented 
nonsynonymous changes in the coding region, which resulted in an amino 
acid change (Figure S4A). As these nonsynonymous changes could 
potentially explain the phenotypic differences observed between both 
strains, we identified mutations in the genes of the sulfur assimilation 
pathway (Table 5). Many genes of this route presented SNPs which 
involved amino acid changes in the biosynthetic enzymes and, most 
importantly, in regulators of the pathway, such as MET4 and MET28. 
However, conversely to the transcriptomic analysis, the determination of the 
functional categories with significant overrepresentation among the 
nonsynonymous SNPs did not include the GO term “sulfur metabolism”, 













Figure S4. Genomic analysis of strains. (A) Single nucleotide polymorphism 
(SNPs) population distribution. SNPs were classified according to genome 
localization and change in protein sequence (nonsynonymous variant). (B) Venn’s 
diagram of the indels in both strains compared with the reference strain. The 
common indels among strains are highlighted. (C) Distribution along the 
chromosomes of the unique indels. (D) Distribution of the unique indels present in 
the coding sequence according to their length. 
 
Certain classes of variants, such as InDels, are expected to have dramatic 












interesting candidates for contributing to phenotypic variation (Table S8). In 
all, 1690 and 1697 InDels were found in P5 and P24, respectively, 
compared with the reference strain (Figure S4B). Of the total number of 
InDels, 823 were found in common between strains. When examining the 
distribution of the unique InDels for each strain along the chromosomes, 
some (chr XVI, X, XI, XV) showed an enrichment of variants (Figure S4C). 
Only 12% of the unique InDels for each strain were within the coding 
sequence. Within ORFs, the InDels with lengths that were multiples of three 
were highly enriched when compared with the noncoding sequence, which 
is consistent with the strong purifying selection against frameshifts (Figure 
S4D). Those InDels in the coding sequence with lengths that were not 
multiples of three were classified mainly as functionally uncharacterized. 
This demonstrates that this group of genes are, on average, under lower 
purifying selection pressure (Bergström et al., 2014). We also detected the 
larger copy number of genomic regions between both strains (CNV). 
Seventy-two CNV were detected across the genome comparison made 
between both strains (Table S8). Most of these CNV were classified mainly 
as transposable elements and subtelomeric regions. These results are in line 
with previous observations (Bergström et al., 2014), which found very 













Table 5. Genomic changes between strains P5 and P24 in the genes of the sulfur 
assimilation pathway and glutathione biosynthesis. 
 
  
Genes Mutations Functions 
MET4 Gln
629-His Regulation of sulfur metabolism 
MET28 Lys
92-Glu Regulation of sulfur metabolism 
MET1 Gly
578-Asp Sulfate assimilation and methionine biosynthesis 
GTT1 Gly
231-Asp Glutathione metabolic process 
SUL1 Ala
99-Val Sulfur assimilation 
HYR1 Lys
172-Glu Cellular response to oxidative stress 
GTO2 Trp
172-Leu Glutathione metabolic process 
SUL2 Ala
809-Ser Sulfur assimilation 
ECM5 Asn
504-Lys Cellular response to oxidative stress 
SAM3 Glu
570-Lys S-adenosyl-L-methionine transport 
SSE1 Asp
691-Gly ATPase component of the heat shock protein Hsp90 chaperone complex 
SSU1 Met
19-Val Sulfite transport 
CYS4 Ser
504-Asn Cysteine biosynthesis 
GSH1 Ser
496-Arg Glutathione biosynthetic process 
STR2 Gln














Several works have shown the marked importance of temperature on 
the growth of wine yeasts (Beltran et al., 2006; Fleet, 2003; López-Malo et 
al., 2013a; Redón et al., 2011) and the influence of this environmental factor 
on determining the natural distribution of wild species (Salvadó et al., 
2011a). A direct effect of lowering temperature is to slow down the 
metabolic activity of yeast cells, which accounts for reduced growth and 
longer fermentation processes (Charoenchai et al., 1998). Thus, unraveling 
the molecular and physiological mechanisms that allow better adaptation 
and growth at low temperature is interesting. In this study we followed a 
global approach by comparing transcriptomic, proteomic and genomic 
changes in two commercial wine strains, which were selected as having 
clear differences in their growth and fermentation capacity at low 
temperature. The selection of these strains was based on the maximum 
growth rate in a synthetic grape must (SM) during miniaturized batch 
cultures at different temperatures. The fitness differences of the selected 
strains were corroborated by directly competing during fermentations at 
optimum and low temperature. These competition experiments highlighted 












Although wine fermentations are operated in the batch mode, the 
proteomic and transcriptomic changes between both strains were determined 
in the steady-state of continuous cultures at the same dilution rate. In batch 
cultures, the specific growth rate (µ) is strongly affected by temperature. 
This means that it is impossible to dissect temperature effects on 
transcription and translation from specific growth rate effects (Tai et al., 
2007). Recently, Vázquez-Lima et al., (2014) used chemostat cultures to 
mimic the different phases of a typical batch wine fermentation, and showed 
the potential of this experimental approach to systematically study the effect 
of environmental relevant factors such as temperature.  
A global transcriptomic analysis has revealed key changes in the 
sulfur assimilation pathway at low temperature, with the up-regulation of 
key genes in both strains. This pathway incorporates extracellular sulfate 
into several key sulfur-containing compounds, including methionine, 
cysteine, homocysteine and S-adenosylmethionine (SAM) (Hickman et al., 
2011). The biosynthetic genes of this pathway are controlled by a complex 
regulatory system, whose main transcriptional activator is Met4p. Met4p is 
recruited to specific promoters by site-specific DNA-binding transcription 
cofactors Met31p, Met32p and Cbf1p (Lee et al., 2010). The activity of this 
pathway has a widespread influence on other cellular pathways, some of 












as in the phospholipid (PL) biosynthesis pathway. Changes in the 
phospholipid composition of cellular membranes as a response to low 
temperature have been widely reported (Beltran et al., 2006; Henderson et 
al., 2013b; Redón et al., 2011; Tronchoni et al., 2012b). Phosphatidylcholine 
(PC), the major phospholipid (at least 30% of total PLs), is synthesized de 
novo from another PL, phosphatidylethanolamine (PE), in three SAM-
consuming methyltransferase reactions catalyzed by Opi3p and Cho2p 
(Chin and Bloch, 1988). The enzymatic genes of this pathway are repressed 
by Opi1p, a protein that directly senses the levels of phosphatidic acid (PA), 
a precursor of  PL biosynthesis. Hickman et al., (2011) reported coordinated 
regulation of the sulfur and phospholipid pathways with Met4p activating 
the genes involved in producing SAM and Opi1p repressing some of these 
genes. This coordinated regulation between both transcription factors 
ensures that cells maintain the requirement of methylation during the 
biosynthesis of cell membrane phospholipids. Thus we hypothesize that the 
higher demand of PC at low temperature (Chin and Bloch, 1988) increases 
the requirements of SAM for this biosynthesis, requiring the activation of 
the entire sulfur metabolism pathway. The better fitness of strain P5 at low 
temperature is consistent with the global transcriptional up-regulation of 
enzymatic genes and some transcription factors in comparison to strain P24. 












the presence of higher concentrations of some Met proteins, such as Met10p 
and Met17p. However, P24’s inability to synthesize SAM requirements at 
low temperature can be counterbalanced by the presence of this compound 
in the growth medium, which showed a similar growth rate to strain P5. 
These data also support the higher internal demand of SAM for growing at 
low temperature. 
Greater activation of the sulfur assimilation pathway may also have a 
huge impact on other metabolic processes, such as the synthesis of the 
molecules involved in oxidative stress response. Thioredoxin and 
glutathione /glutaredoxin pathways are universal systems to maintain the 
redox homeostasis of the cell. The oxidized disulphide form of thioredoxin 
is reduced directly by NADPH and thioredoxin reductase, whereas 
glutaredoxin is reduced by glutathione (GSH) using electrons donated by 
NADPH (Figure 5). Thus according to our data, the coordinated up-
regulation of the genes involved in the sulfur and glutathione pathways may 
lead to higher intracellular concentrations of glutathione, whose protective 
effect may contribute to improve the fermentation process. In a recent 
transcriptomic comparison of four wine strains showing different 
fermentation performances, Treu et al., (2014) correlated the induction of 
the genes involved in the biosynthesis of sulfur amino acids with the strains 












expression of these genes, determined by the cooperation of TFs Met32p 
and Hap4p, contributed to more efficiently face stress induced by a high 
ethanol concentration and to improve strain fitness to starvation (Petti et al., 
2011), which resulted in better fermentation performance. Not many reports 
have correlated low temperature and oxidative stress. Zhang et al., (2003) 
reported increased transcript levels of antioxidant genes SOD1, CTT1 and 
GSH1 in a rapid downshift in the growth temperature of S. cerevisiae from 
30 to 10 ºC. Likewise, a previous proteomic study of our group (Salvadó et 
al., 2008) also detected an increase in Cys3p during wine yeast adaptation to 
low-temperature fermentation. Once again, the importance of glutathione 
biosynthesis in this cold adaptation is reinforced by growth data in the 
presence of both reduced (GSH) and oxidized glutathione (GSSG) in the 
culture medium. The GT of both strains significantly lowered, especially in 
strain P24, which showed similar values to P5. However, incubation in the 
presence of H2O2 clearly proved that strain P5 is more prone to cope with 
this stress oxidative. Once again, this is consistent with the up-regulation of 
practically all the enzymatic genes of both the sulfur and glutathione 
pathways, but also by the higher up-regulation of the key TFs of the route, 
such as Met32p and Met28p when compared with P24.  
Once more, the proteomic comparison showed that strain P5 is better 












of peroxiredoxin Ahp1p and thioredoxin Tsa1p at low temperature. 
Likewise, the higher concentration of the Met proteins in strain P5 when 
compared to P24 also agreed with the transcriptomic data and reinforced the 
greater metabolic activity of the sulfur pathway in this strain. However, the 
transcriptomic and proteomic data did not always correlate directly. No 
MIPS category that was related to glycolysis and glucose fermentation was 
significant in the transcriptomic analysis, but the concentration of several 
proteins in this category changed at low temperature in both strains. Most of 
these proteins represented the enzymes of the lower part of the pathway (the 
trioses phosphate branch) and ethanol production. With a similar 
experimental set-up to this study, Quirós et al., (2013) determined the 
distribution of metabolic fluxes during wine fermentations according to 
sugar concentration and temperature. In the upper part of glycolysis (the 
glucose 6-phosphate branch point), the C flux directed to glycolysis lowered 
at low temperature, which resulted in a higher C flux to the pentose 
phosphate pathway (PPP) and carbohydrate biosynthesis. These authors 
related this diversion of the C flux to these two minor branches with the 
higher biomass synthesis also observed at low temperature. Conversely in 
the lower part of glycolysis (the trioses phosphate node), the glycolytic flux 
was higher at low temperature, which resulted in a lower flux toward 












Thus, this higher biomass synthesis at low temperature may result in a 
shortage of intracellular ATP. The increase of glycolytic and fermentative 
enzymes leading to ATP generation may balance this drain. The 
simultaneous overexpression of these enzymes enhanced the glycolytic flux 
and fermentative capacity of S. cerevisiae (Smits et al., 2000). In the 
comparison made of the strains, the extremely high concentration of Tdh1p 
(Glyceraldehyde-3-phosphate dehydrogenase) in strain P24 at low 
temperature was striking. Tdh1p catalyzed the reaction of glyceraldehyde-3-
phosphate to 1,3 bis-phosphoglycerate, such as Tdh2p and Tdh3p, in the 
first step of the trioses phosphate branch. However Tdh2p and Tdh3p were 
detected in exponentially growing cells, whereas Tdh1p was detected 
primarily in the stationary phase (Delgado et al., 2001). It has therefore been 
suggested, but not confirmed, that Tdh1p may be involved in a process other 
than glycolysis because it is synthesized by cells in the stationary phase 
(Boucherié et al., 1995). Likewise, the higher concentration of the proteins 
involved in translation machinery (Tef1p, Rpl31Ap) can also be correlated 
with a greater impairment of translation in P24 at low temperature. A recent 
study done by our group (Tronchoni et al., 2014) showed that the better 
fitness of the cryophilic species S. kudriavzevii is given mainly by the 












This suggests that translational efficiency might be an important target of 
adaptation evolution when cells face changing environments. 
Human intervention has subjected wine yeasts to multiple rounds of 
independent domestication and thousands of generations of artificial 
selection, which has driven to a phylogenetic lineage denominated by Liti et 
al., (2009) as the Wine/European genetic clade. These authors also stated 
that despite a lineage formed by domesticated bred strains being expected to 
have lower phenotypic diversity, the Wine/European lineage showed similar 
or higher levels of diversity if compared to other clean lineages (Liti et al., 
2009a). Our genomic data of the two wine strains confirm both concepts, 
phylogenetic proximity, but higher phenotypic diversity. They show a much 
smaller number of SNPs between them in comparison to reference lab strain 
S288c. However, despite a number of different SNPs representing less than 
0.05% of the total genome, these genotype changes resulted in a clear 
divergent phenotype. Nonsynonymous changes in structural or regulatory 
genes can impact transcriptional regulation, mRNA stability or protein 
activity. A large number of mutations were detected in the genes of the 
sulfur and glutathione metabolic pathways. The changes in TFs such as 
MET28 and MET4, which regulate the sulfur assimilation pathway, were 
particularly relevant. Hong et al., (2011) analyzed the mutations produced in 












phenotypic changes observed in these evolved strains were the result of 
mutations in regulatory systems, which produced the overexpression and 
activation of some metabolic routes. Further work should be done in the 





The combination of a detailed phenotypic analysis, e.g., involving 
transcriptome and proteome analysis, with genome sequencing is a powerful 
strategy to provide a clear link between genomic and phenotypic 
differences. We firstly selected two strains with different fitnesses at a low, 
but not at an optimum, temperature. Our data highlight the importance of 
the sulfur assimilation and glutathione pathways to explain the phenotypic 
differences between both strains. In order to distinguish which of the genetic 
differences seen in this study is responsible for difference in growth at cold 
temperatures, we are currently undertaking a new comparative genetic study 
based on the QTLs analysis of a hybrid population generated by crossing 














AVAILABILITY OF SUPPORTING DATA 
The data set supporting the results of this article is available in the Gene 
Expression Omnibus (GEO) Database repository GSE60140 
(http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE60140) and in the 
Sequence Read Archive (SRA) database repository SRP048919 
(http://www.ncbi.nlm.nih.gov/sra/?term=SRP048919). The data set 
supporting the results of this article is included in the article (and its 
additional files).  
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Correlation between low temperature 
































Many factors, such as must composition, juice clarification, 
fermentation temperature or inoculated yeast strain, strongly affect the 
alcoholic fermentation and aromatic profile of wine. As fermentation 
temperature is effectively controlled by the wine industry, low-temperature 
fermentation (10-15 ºC) is becoming more prevalent in order to produce 
white and “rosé” wines with more pronounced aromatic profiles. 
Elucidating the response to cold in Saccharomyces cerevisiae is of 
paramount importance for the selection or genetic improvement of wine 
strains. Previous research has shown the strong implication of oxidative 
stress response in adaptation to low temperature during the fermentation 
process. Here we aimed first to quantify the correlation between recovery 
after shock with different oxidants and cold, and then to detect the key 
genes involved in cold adaptation that belong to sulfur assimilation, 
peroxiredoxins, glutathione-glutaredoxins and thioredoxins pathways. To do 
so, we analyzed the growth of knockouts from the EUROSCARF collection 
S. cerevisiae BY4743 strain at low and optimal temperatures. The growth 
rate of these knockouts, compared with the control, enabled us to identify 
the genes involved, which were also deleted and validated as key genes in 












in their low-temperature growth. We identified three genes, AHP1, MUP1 
and URM1, whose deletion strongly impaired low-temperature growth. This 
affected phenotype may be due to the deregulation of the antioxidant 
defense system.  
 
Keywords: Thioredoxins, glutathione, correlation analysis, ROS 















Microorganisms constantly face environmental stimuli and stresses. 
The simplest response strategy to a stimulus is to monitor the environment 
and to respond directly to it using designated mechanisms. The 
environmental stress response in yeast is a complicated strategy in which 
responses to many stresses partially overlap (Causton et al., 2001; Gasch et 
al., 2000; Mitchell et al., 2009). Drops in ambient temperature are common 
in almost every ecological niche. In the yeast Saccharomyces cerevisiae, 
reductions in ambient temperature have widespread effects on growth and 
survival, which depend on the severity of stress. This is relevant for 
industrial yeast exploitations as several fermentations, like brewing and 
some wine fermentations, take place at around 12-15 ºC. In winemaking, 
fermentation at lower temperatures correlates with a fresh character and 
fruity notes in wines, and reduces the risk of bacterial contamination and the 
production of volatile acids (Beltran et al., 2002; Molina et al., 2007; Torija 
et al., 2003). The use of low temperature during the fermentation process 
improves product quality, but also prolongs the time needed to complete 
fermentation and, therefore, increases the economic cost and energy 
requirements. Industry is clearly interested in developing yeast strains with 












cold induces biochemical, biophysical and physiological changes to cells. 
Cold strengthens the interactions between the two strands of DNA and the 
secondary structure of mRNA, so transcription and translation are impaired 
(Jones and Inouye, 1996). The fluidity of the lipid bilayer of membranes 
also diminishes and their rigidity increases, which decreases transport 
through cell membranes and increases passive permeability (Redón et al., 
2011). Protein folding speed slows down as conformational instability 
increases. Cold can also induce protein denaturation and enzymatic activity 
generally decreases (Aguilera et al., 2007; Murata et al., 2006; Schade et al., 
2004). 
The release of reactive oxygen species (ROS) and the generation of 
oxidative stress can negatively impact yeast cell survival. ROS can be 
produced in the course of normal aerobic metabolism or when an organism 
is exposed to a variety of stress conditions. These include hydrogen 
peroxide (H2O2), the hydroxyl radical (OH
•
), and the superoxide anion (O2
•-
), which can damage proteins, lipids, carbohydrates and DNA (Herrero et 
al., 2008), which can lead to cell death. However, cells possess a variety of 
defenses, including cell-cycle delay (Flattery-O’Brien et al., 1993), the 
induction of enzymes, such as catalases, peroxidases, and superoxide 












and  E, and ubiquinol (Jamieson, 1998; Morano et al., 2012). In the last few 
years, some studies have connected low temperature with oxidative stress. 
Zhang et al. (2003) showed that a rapid downshift in the growth temperature 
of Saccharomyces cerevisiae from 30 to 10 ºC increased intracellular 
hydrogen peroxide (H2O2) levels and raised the transcript levels of 
antioxidant genes SOD1, CTT1 and GSH1. Schade et al., (2004) also 
reported that a drop in the temperature induced a set of genes involved in 
oxidative stress response  and implicated in detoxification processes, 
including GTT2 (glutathione transferase), HYR1 and GPX1 (glutathione 
peroxidase isoforms), TTR1 (glutaredoxin), and PRX1 (thioredoxin 
peroxidase). Likewise, by means of an integrative analysis of transcriptome 
with metabolome and proteome data, recent studies by our group have 
revealed the up-regulation of the sulfur assimilation pathway and 
glutathione biosynthesis during adaptation to cold (García-Ríos et al., 2014). 
The sulfur pathway incorporates extracellular sulfate into several key sulfur-
containing compounds, including methionine, cysteine, homocysteine and 
S-adenosylmethionine (SAM) (Hickman et al., 2011). Sulfur assimilation 
induction is easily understood in the oxidative stress context as cysteine is a 
component of molecules like glutathione, glutaredoxin and thioredoxin, 
which were all induced in response to oxidative stress (Sha et al., 2013), 












After considering all these data, this work aimed to identify the 
correlation between low-temperature growth and recovery after oxidative 
stress shock, and also the detection of the key genes related to the oxidative 
stress response, which play an important role in the adaptation of S. 
cerevisiae to low temperature. To achieve this objective, we analyzed the 
growth of several knockouts of sulfur assimilation, peroxiredoxins, 
glutathione-glutaredoxins and thioredoxins pathways in the lab strain 
BY4743 at 15 and 28 °C. The first screening of this laboratory strain 
enabled us to select genes in order to delete them from the genetic 
background of two commercial wine strains with divergent phenotypes in 
both low temperature and oxidative stress responses. 
 
2. Materials and Methods 
Yeast Strains and Media 
In this study, 40 Saccharomyces cerevisiae strains were used, which were 
mainly industrial. These strains were typed by their interdelta sequences 
(Legras and Karst, 2003), and thus named according to their delta pattern 
(from P1 to P40). All the strains used in the correlation study herein are 
detailed in Table 1. Inocula were prepared by introducing one single colony 












extract, 2% peptone and 2% glucose). After 24 h of incubation at 30 °C, the 





inoculated in the different media. Correct inoculation size was always 
confirmed by surface spread on YPD agar plates. These yeast suspensions 
were used to inoculate the different experiments as described below. Forty 
mutants (Table S1) that belonged to the sulfur assimilation pathway and 
oxidative stress response of laboratory strain BY4743 (MATa/α, his3Δ 1; 
leu2Δ 0; lys2Δ 0; ura3Δ), from the EUROSCARF collection (Frankfurt, 
Germany), were also used.  
The growth media selected for the experiments were YPD (glucose 20 g L
-1
, 
peptone 20 g L
-1
, yeast extract 10 g L
-1
) and synthetic grape must (SM). The 
latter was derived from that described by Quirós et al., (2013). The SM 
composition included 200 g L
-1
 of sugars (100 g L
-1
 glucose +100 g L
-1
 
fructose), 6 g L
-1
 of malic acid, 6 g L
-1
 of citric acid, 1.7 g L
-1
 of yeast 
nitrogen base (YNB) without ammonium and amino acids, anaerobic factors 
(0.015 g L
-1 
ergosterol, 0.005 g L
-1
 sodium oleate and 0.5 mL L
-1
 tween 80) 
and 0.060 g L
-1
 of potassium disulfite. The assimilable nitrogen source used 
was 0.3 g N L
-1
 (0.12 g N L
-1
 as ammonium chloride and 0.18 g N L
-1
 in an 
amino acid form; the proportion of each amino acid was administered as 
previously proposed by Riou et al., (1997). The sporulation medium was 












To test differential stress oxidative resistance, yeast cells were incubated in 
PBS with 4 mM of peroxide of hydrogen, 2mM of menadione, 0.5 mM of 
cumene hydroperoxide or 0.5 mM of tert-butyl hydroperoxide for 1 h at 28 
ºC. These concentrations were selected after testing different amount of 
oxidants. The selected concentration produced a clear growth impairment 
but did not jeopardize the viability of the culture, such as was described in 
García-Ríos et al., (2014) for the peroxide of hydrogen. After this oxidative 
shock, cells were centrifuged at 10000 rpm for 3 min at room temperature 























Table 1. The Saccharomyces cerevisiae strains used in this study. * These strains 
have no commercial name as they are already in the development stage. 
Code Name Strain designation Origin/Source 
P1 Lalvin®ICVD254 Lallemand Inc. (France) 
P2 Uvaferm®WAM Lallemand Inc. (France) 
P3 Lalvin®ICVD80 Lallemand Inc. (France) 
P4 Lalvin® Rhone2056 Lallemand Inc. (France) 
P5 Lalvin®ICVGRE Lallemand Inc. (France) 
P6 Lalvin®EC1118 Lallemand Inc. (France) 
P7 Lalvin®ICVD47 Lallemand Inc. (France) 
P8 Uvaferm®CEG Lallemand Inc. (France) 
P9 Lalvin®Rhone2323 Lallemand Inc. (France) 
P10 Uvaferm®BC Lallemand Inc. (France) 
P11 Uvaferm®VRB Lallemand Inc. (France) 
P12 Uvaferm®43 Lallemand Inc. (France) 
P13 CrossEvolution® Lallemand Inc. (France) 
P14 Lalvin®71B Lallemand Inc. (France) 












P16 Enoferm®M1 Lallemand Inc. (France) 
P17 Enoferm®M2 Lallemand Inc. (France) 
P18 Uvaferm®BDX Lallemand Inc. (France) 
P19 Uvaferm®CM Lallemand Inc. (France) 
P20 Lalvin®ICVD21 Lallemand Inc. (France) 
P21 Lalvin®Rhone2226 Lallemand Inc. (France) 
P22 Lalvin®CY3079 Lallemand Inc. (France) 
P23 * Lallemand Inc. (France) 
P24 * Lallemand Inc. (France) 
P25 * Lallemand Inc. (France) 
P26 * Lallemand Inc. (France) 
P27 * Lallemand Inc. (France) 
P28 QA23 Lallemand Inc. (France) 
P29 S288c Lab Strain 
P30 AJ4 Lallemand Inc. (France) 
P31 RVA 
Agrovin Company (Ciudad Real, 
Spain) 



















Growth was monitored by determining optical density at 600 nm in a 
SPECTROstar Omega instrument (BMG Labtech, Offenburg, Germany). 
Measurements were taken every 30 min for 4 days after 20-second pre-
shaking for all the experiments. At low temperatures (12-15 ºC), however, 
microplates had to be incubated outside the spectrophotometer to then be 
placed inside before being measured (every 3 h for 14 days). Microplate 
wells were filled with the required volume of inoculum and 0.25 mL of 
YPD or SM medium to always ensure an initial OD of approximately 0.1 




). For each experimental series, non-
inoculated wells were also included in the microplate to determine, and to 
P34 PE35M 
Masato (Greater San Marcos 
University, Lima, Peru) 
P35 Temohaya-26 
Agave juice (Technological 
Institute of Durango, Mexico) 
P36 CPE7 
Cachaça (Federal University of 
Minas Gerais, Brazil) 
P37 Kyokai no.7 Sake (Japan) 
P38 GB-FlorC 
Jerez wine (González-Byass 
wineries, Jerez, Spain) 
P39 CECT10131 Centaurea alba (CECT, Spain) 












therefore subtract, the noise signal. All the experiments were carried out in 
triplicate. Growth parameters were calculated from each treatment by 
directly fitting OD measurements versus time to the reparametrized 
Gompertz equation proposed by Zwietering et al., (1990): 
 
y=D*exp {-exp [((µmax*e)/D)*(λ-t))+1]} 
 
where y=ln(ODt/OD0), OD0 is the initial OD and ODt is the OD at time t; 
D=ln(ODt/OD0) is the asymptotic maximum, µmax is the maximum specific 
growth rate (h
-1), and λ is the lag phase period (h) (Aguilera et al., 2007). 
Generation time (GT) was calculated using the equation GT =ln2/ µmax. The 
overall yeast growth was estimated as the area under the OD vs. time curve 
(70 and 250 h at 28 and 15 ºC, respectively). This parameter was calculated 
by integration using the OriginPro 8.0 software (OriginLab Corp., 
Northampton, MA). 
Construction of Mutants in the Background of a Wine Strain 
We constructed P5 and P24 homozygous and homothallic strains by 
autodiploidization of one ascospore and tested the fitness of the monosporic 
culture by comparing with the parental strain. Heterozygous mutants were 
constructed using the short flanking homology (SFH) method (Güldener et 












procedure (Daniel Gietz and Woods, 2002) with a PCR fragment obtained 
by amplifying the KanMX4 cassette and flanking regions (about 500-pb 
upstream and downstream) from the corresponding mutant strain in the 
BY4743 background. After transformation, strains were selected using 
Geneticin (G418), added to the YPD solid media at a concentration of 200 
mg L
-1
. The total DNA from the transformants resistant to G418 was 
analyzed by PCR using the primers upstream and downstream of the deleted 
region combined with the primers inside KanMX.  
The homozygous mutants were constructed by sporulating in potassium 
acetate medium (KAc) the heterozygous mutants and testing spores for 
G418 resistance. As expected, the geneticin resistance feature segregated 
2:2. Since the original strain was homothallic, the strains recovered from the 
segregation analysis plates were spontaneous autodiploids, and were 
homozygous for the corresponding gene deletion, as verified by PCR.  
Synthetic Wine Must Fermentation  
Fermentations were performed at 28 and 15 °C with continuous orbital 
shaking at 100 rpm. Fermentations were carried out in laboratory-scale 
fermenters using 100 mL bottles filled with 60 mL of SM. Fermentations 
were monitored by media density (g L
-1
) in a densitometer (Densito 30PX, 
Mettler Toledo, Switzerland). Fermentations were considered complete 
when density reached 995 g L
-1












absorbance at 600 nm and by plating on YPD. The kinetics of these 
fermentations was estimated by calculating the time needed to ferment 
100% (T100) of sugars in SM.  
Statistical Analysis 
All the experiments were carried out at least in triplicate. Physiological data 
and correlation tests were analyzed by the Sigma Plot 12.5 software and the 
results are expressed as mean and standard deviation. To evaluate statistical 
significance, tailed t-student tests were applied with a p-value of 0.05. 
Phenotypic data were fitted to the reparametrized Gompertz model by non-
linear least-squares fitting using the Gauss-Newton algorithm as 




Correlation analysis between low temperature and oxidative stress 
In order to assess the correlation between low temperature and oxidative 
stress, hierarchical clustering analyses were performed using Euclidean 
distances with the area under the OD versus time curve (AUC) of each 
growth experiment (using the mean values of biological replicates). Figure 1 
shows the clustering of the 40 strains under the seven assayed conditions. 












after H2O2 shock. A second cluster was observed between growth after both 
shocks with oxidants menadione and tert butyl hydroperoxide and growth in 
SM at 28 ºC, which highlights the weak correlation between the recovery of 
these two oxidant shocks and the low temperature during fermentations. 
Finally, growth after cumene hydroperoxide shock clustered alone. By 
considering sample clustering, we saw four major groups. Group 1 consisted 
in four strains isolated from two wineries, sugar cane and sake fermentation, 
and presented the worst recoveries after oxidative stress. Groups 2 and 3 
were integrated mainly by wine yeasts and one strain isolated from the 
masato fermentation (P34). This set was characterized by good recoveries 
after oxidative shock, especially group 2. The characteristic by which these 
groups mainly differed was the behavior noted against cumene 
hydroperoxide since Group 2 presented better recoveries than Group 3. 
Group 4 was a mixture of strains from different environments (industrial, 
lab, agave, blueberries and Centaurea alba flowers) that displayed mosaic 













Figure 1. Heatmap illustrating the area under the curve (AUC) of 40 strains under 
seven different conditions. Growth experiments were performed in synthetic must 
(SM) at 12 ºC and 15 ºC for the low temperature analysis and SM at 28 ºC after 
oxidative shock to test the recovery capability. In order to normalize the different 
conditions, strains were divided into five groups depending on the minimum and 
maximum AUC value of the population per experiment. (A) Cumene 
hydroperoxide 0.5 mM at 28 ºC, (B) SM at 15 ºC, (C) SM at 12 ºC, (D) Hydrogen 
peroxide 4 mM at 28 ºC, (E) SM at 28 ºC, (F) Menadione 2 mM at 28 ºC, (G) Tert 
butyl hydroperoxide at 28 ºC. Sensitivity is indicated in light blue, and resistance in 
dark blue. The four groups separated by the Hierarchical clustering analysis (HCL) 












To quantitatively measure the correlations between growth temperatures 
(12, 15 and 28 ºC) and the capacity to deal with oxidative stress, we 
performed several Pearson correlation tests (Figure 2). It is noteworthy that 
all the correlations were positive, irrespectively of the oxidant agent used. 
However, the strongest correlations were found between H2O2/12 ºC 
(r=0.85) and H2O2/15 ºC (r=0.72), and this r value lowered (r=0.43) when 
the correlation was done with the control temperature (28 ºC/H2O2). 
Although significant in many cases, the correlations between low 
temperature and the rest of the oxidant agents were moderate and the 













Figure 2. Correlation analysis between temperature and oxidant agents. The mean 
AUC value in SM at 15, 12  and 28 ºC was plotted against the mean AUC value 
under each oxidative condition. Linear regression (black line) is displayed. The 














Screening of genes related with the oxidative stress response and the 
sulfur assimilation pathway in the BY4743 mutant collection 
Forty mutants of the BY4743 collection were chosen to phenotype them 
regarding their growth capacity at 15 and 28 ºC in YPD and SM (Figure 3). 
These genes belonged to four biochemical pathways: sulfur assimilation, 
peroxiredoxins, glutathione-glutaredoxins and thioredoxins. Figure 3 shows 
the relative AUC and the maximum specific growth rates (µmax) compared 
with the BY4743 strain for each condition. Values below 1 meant that the 
mutant strain had impaired growth compared with the control strain. To 
select a gene as being determinant for low-temperature growth, its mutant 
strain had to show significantly impaired growth in at least two of the four 
growth conditions at 15 ºC (rate or AUC in YPD or SM) and for any of the 
growth conditions at 28 ºC. According to this criterion, ten genes (Table 2) 
were selected: TRX3, AHP1, TSA1, SRX1, GLR1, GRX2, TRX2, GPX1, 
URM1 and MUP1. Fortunately, the four representative pathways related 
with oxidative stress, which we aimed to study, had several candidates 














Figure 3. Growth parameters (rate and AUC) of 40 mutants strains of the BY4743 
collection related to oxidative stress response. The values are relative compared 
with control strain BY4743. Values below 1 meant that the parameter was affected 
compared with the control strain.  Sensitivity is indicated in purple, and resistance 













 Table 2. Selected genes with an affected phenotype at low temperature in the 
BY4743 strain. 
 
Construction of oxidative stress response mutants in two Industrial S. 
cerevisiae strains with a divergent phenotype at low temperature 
In a previous work (García-Ríos et al., 2014), a collection of industrial wine 
strains was phenotyped according to their capacity to grow and ferment at 
low temperature, and two strains (P5 and P24) were selected that displayed 




Methionine and cysteine uptake 
GPX1/YKL026C Glutathione peroxidase 
Protects cells from 







Protects cells against oxidative 
and reductive stress 
TRX3/YCR083W Mitochondrial thioredoxin 
Mantains the redox 





radical responsive, protects 
cells from oxidative damage 
GLR1/YPL091W Glutathione Reductase 
Converts oxidized glutathione 
to reduced glutathione 
URM1/YIL008W Ubiquitin-Related Modifier 
Receives sulfur from E1-like 
enzyme Uba4p and transfers it 
to tRNA 
AHP1/YLR109W Alkyl hydroperoxide reductase 
Reduces hydroperoxides to 
protect against oxidative 
damage 
TSA1/YML028W Thioredoxin peroxidase 
Acts as both ribosome-
associated and free cytoplasmic 
antioxidant 
SRX1/YKL086W Sulfiredoxin 
Contributes to oxidative stress 
resistance by reducing the 













divergent behavior. The P5 strain showed a much better fitness than P24 
when grown at a low temperature, while both strains exhibited average 
growth at 28 ºC. These strains also exhibited the different capacity to deal 
with oxidative stress, which once again correlated well with its growth 
capacity at low temperature (P5 also obtained better growth recovery after 
oxidative stress). These previous data were confirmed in this study with the 
results shown in Figure 1: P5 clustered with Group 2, the more resistant 
strains for all the assayed conditions, while P24 belonged to Cluster 4, 
which is integrated by strains with worse recoveries against oxidative stress.  
The ten genes that provoked a growth defect at low temperature in the 
BY4743 background were selected to construct heterozyogous and 
homozygous mutant strains in both wine strains. Heterozygous mutants 
were constructed by deleting one of the two copies in the parental strains 
(diploid). After the sporulation of heterozygous strains, homozygous 
mutants were obtained by autodiploidization of one spore, which harbored 
the deleted allele (G418 resistant). We analyzed the growth capacity of the 
20 homo- and heterozygous mutants of each wine strain at 15 and 28 ºC in 
YPD and SM media. We also tested the recovery fitness of the mutants after 
the oxidative stress caused by H2O2. Figure 4 shows a heat-map of the 












strain. Values below 1 meant that the mutant strain had impaired growth 
compared with the parental strain. It is noteworthy, but not surprising, that 
all the homozygous and heterozygous mutants constructed in both strains 
showed significant growth impairment after oxidative shock. Moreover, 
practically all these mutants constructed in the background of P24 also 
displayed impaired growth in YPD at 15 ºC, whereas the growth of very few 
mutants of P5 was significantly affected under this condition. Curiously 
enough, the most affected mutants in P5 (TRX3 and AHP1) were the less 
affected mutants in P24. This result reinforces the correlation between low 
temperature and oxidative stress in the P24 strain because the deletion of 
genes involved in response to this latter stress also affected its growth 
capacity at low temperature. However, this correlation was not confirmed in 
the P5 strain, in which most mutants were not affected when grown at a low 
temperature. The only gene whose deletion in both heterozygosity and 
homozygosity provoked growth impairment in the P5 strain was AHP1, 
which encodes  a thiol-specific peroxiredoxin that reduces hydroperoxides 
to protect against oxidative damage (Trivelli et al., 2003).  
It was noteworthy that mutants’ growth capacity was not so widely affected 
in SM as in YPD at low temperature. This is striking because SM is a much 












concentrations, low pH, etc. Together with growth capacity, we were also 
interested in these mutants’ fermentation capacity because they were 













Figure 4. Relative growth rate of the mutants constructed in the background of a 
wine strain. The selected genes of the BY4743 collection were deleted in strains P5 
and P24 and their fitness was tested under different conditions. Values below 1 
meant that the parameter was affected compared with the control strain. Sensitivity 
is indicated in purple, and resistance in green. 
Fermentation kinetics of oxidative stress response mutants 
Fermentation activity was estimated by calculating the time required to 
ferment 100% (T100) of sugars in the SM at 15 and 28 ºC. T100 values 
below 1 indicated faster sugar consumption, while T100 values over 1 
implied a delayed fermentation end compared with control strains P5 and 
P24.  In this case, only the homozygous mutants were analyzed because we 
expected a higher impact on fermentation activity as a result of the deletion 
of both copies of a gene. Figure 5A shows the relative T100 of the P5 
deletant strains. Conversely to growth data, a delay in the fermentation 
process at low temperature took place with most strains, except for genes 
TSA1 and GLR1. The mutants with the most affected phenotypes were 
MUP1, and specially AHP1, whose deletion rendered this mutant incapable 
of ending fermentation at both temperatures. All the mutants constructed in 
the P24 background (Figure 5B), except GRX2, presented an affected 












28 ºC. Generally speaking, end of fermentation was delayed longer for the 
mutants constructed in P24 than for the P5 mutants. The gene with the 
strongest impact was URM1, followed by MUP1. Conversely to that 
observed in the P5 strain, deletion of AHP1 in P24 impaired fermentation 













Figure 5. Fermentation kinetics in the mutant strains constructed in P5 (A) and P24 
(B) at 15 and 28 ºC. T100 is the time needed to consume the total amount of sugars 
present in the must. The T100 value was compared with the control normalized as 
value 1. *Significant differences (p-value ≤0.05) compared with the control at the 
same temperature. # indicates a stuck fermentation before T100. 
 
4. Discussion 
In a previous study we selected two wine strains (P5 and P24) based 
on their divergent phenotype at a low, but not at optimum, temperature. We 
followed a global approach by using comparative transcriptomics, 
proteomics and genome sequencing between both strains for the purpose of 
clearing up the molecular basis under this divergent phenotype (García-Ríos 
et al., 2014). The transcriptomics analysis revealed key changes in the sulfur 
assimilation pathway and in other genes involved in oxidative stress defense 
at low temperature. So we hypothesized that low temperature adaptation and 
oxidative stress can share common protective mechanisms.  
Hence the present work aimed to investigate the relationship 
between low-temperature adaptation and recovery after oxidative stress 
shock. For this purpose, we analyzed the growth of 40 S. cerevisiae strains 












mathematical correlation between them. Our results revealed that low-
temperature growth correlated highly with the behavior of cells against most 
of the assayed oxidants, but particularly with hydrogen peroxide. 
Menadione obtained the worst correlation as the Pearson value was higher 
compared with 28 ºC than in the cold. Flattery-O’Brien et al., (1993) already 
reported a different response in S. cerevisiae cells treated with menadione in 
comparison to the same cells treated with hydrogen peroxide because these 
agents are thought to generate different ROS.  
Thus our results clearly correlated low temperature and the oxidative 
stress produced by some strong oxidant molecules. However, one question 
remains: why does low temperature exert a stronger oxidative situation in 
cells than an optimum temperature? Previous studies have demonstrated that 
a downward shift in the growth temperature of S. cerevisiae from 30 to 10 
ºC increases intracellular H2O2 levels (Zhang et al., 2003) and induces an 
antioxidant response (Schade et al., 2004). Recently, two independent 
studies (Ballester-Tomás et al., 2015; Paget et al., 2014) proved that low 
temperature produced a redox imbalance that needs to be corrected by the 
dynamic regulation of the NAD(P)/NAD(P)H ratio and the intracellular 
levels of these co-enzymes. Paget et al., (2014) corrected this redox 
imbalance by increasing glycerol accumulation or cytosolic acetaldehyde 












al., (2015) compensated this redox imbalance by overexpressing the GDH2-
encoded glutamate dehydrogenase gene, which increased NADH oxidation. 
In both strategies, the S. cerevisiae strains displayed better fitness at low 
temperature, and both studies identified redox co-enzymes as key factors 
that governed yeast cold growth.  
In order to assess a direct implication of the cellular mechanisms 
involved in the oxidative stress response during adaptation at low 
temperature, different homozygous mutants of the BY4743 strain were 
tested for their fitness to grow at low temperature. Although most of these 
genes showed impaired growth for any of the conditions tested at low 
temperature, we only selected ten genes, those that showed a severe growth 
defect, to construct heterozygous and homozygous mutants in both wine 
strains with different competitiveness at low temperature. One striking 
result was that the growth of practically all the heterozygous mutants 
(deletion of one copy) was strongly affected after oxidative shock, and 
exhibited a haploinsufficient growth defect. Haploinsufficiency is defined as 
a dominant phenotype in diploid organisms that are heterozygous for a loss-
of-function allele. Deutschbauer et al., (2005) used the complete set of S. 
cerevisiae heterozygous deletion strains to survey the genome for 
haploinsufficiency by fitness profiling in rich (YPD) and minimal media. 












were haploinsufficient for growth in YPD, and concluded that 
haploinsufficiency is remarkably rare in S. cerevisiae. However in this set of 
genes related with oxidative stress, the retention of a single copy, which 
implies reduced gene dosage, was not enough to fight against and recover 
after an oxidative stress response. This denotes the importance of proper 
protein production on these oxidative response pathways. Likewise, 
practically all the heterozygous mutants of  P24 also showed 
haploinsufficiency when grown at 15 ºC in YPD, which revealed the 
dependence of this strain on a suitable oxidative stress protection system  
for growth at low temperature. Conversely, few heterozygous or 
homozygous mutants of P5 displayed impaired growth at low temperature, 
which correlates with its better fitness for this condition and denotes a lower 
dependency of the oxidative stress protection. It is also interesting the 
different response obtained in both media, wherein growth capacity was less 
affected in SM. Even some homozygous and heterozygous mutants showed 
significant growth improvements (higher µmax) when were grown in SM at 
15 ºC. S. cerevisiae is an organism highly regulated with many genes and 
pathways to sense and respond appropriately to changing environmental 
conditions. The deletion of some genes that relaxed these strict controls 












As P5 and P24 have a wine origin, we also tested the fermentation 
capacity of the homozygous mutants constructed in these strains. Similarly 
to growth rate, fermentation ended with a significant delay for most P24 
mutants at 15 ºC, but not at 28 ºC. Regarding the P5 mutants, most of the 
genes also impacted fermentation activity at low temperature, but deletion 
of MUP1 was quite remarkable as it increased the fermentation time by 
more than 2.5-fold. MUP1is a high-affinity methionine permease that is also 
involved in cysteine uptake (Kosugi et al., 2001). As explained above, this 
strain showed a very active up-regulated sulfur assimilation pathway at low 
temperature, and the phenotype observed for mup1 also evidenced the need 
for sulfur amino acid uptake during wine fermentation at low temperature. 
Another gene to consider was AHP1, a thiol-specific peroxiredoxin that 
reduces hydroperoxides (Trivelli et al., 2003). The deletion of this gene in 
P5 strongly impaired the growth rate and produced a stuck fermentation in 
the strain P5 at both temperatures. However, this phenotype was 
temperature-independent and strain-dependent because the deletion of 
AHP1 in P24 did not lead to the greatest reduction in growth and 
fermentation fitness. Strangely enough, the deletion with the strongest 
impact on the fermentation activity of P24 was URM1, a gene which 
encodes an ubiquitin-related protein that serves as a post-translational 












in the budding process and in nutrient sensing. Goehring et al., (2003) 
suggested that the conjugation of Urm1p to Ahp1p could regulate the Ahp1p 
function in the antioxidant stress response in S. cerevisiae. Nevertheless, if 
the Ahp1p-Urm1p conjugate was necessary for a proper antioxidant 
response, why did the disruption of one of these genes strongly affect the 
fitness in P5, but not in P24, and vice versa? Further future studies will be 
necessary to answer this question. 
In conclusion, we clearly established herein a strong correlation 
between low temperature fitness and oxidative stress resistance in S. 
cerevisiae. Our hypothesis is that growing this yeast at a suboptimal 
temperature raises the intracellular levels of ROS and induces an antioxidant 
response. The fitter strains to fight against this oxidative stress are also the 
strains that display better growth and fermentation performance at low 
temperature. This correlation is also very interesting from an applied point 
of view because it could be a trait for future selections of industrial 
cryotolerant strains or for the genetic improvement of them. We have 
recently obtained an improved wine strain to ferment at low temperature by 
growing during many generations under low-temperature selective pressure 
(López-Malo et al., 2015). An alternative strategy could be the long-term 
culture of these strains in the presence of oxidants to obtain fitter genetic 












temperature. In order to assess this correlation at the molecular level, we 
constructed mutants of the genes involved on the main antioxidant response 
pathways in two wine strains with a divergent phenotype at low 
temperature. The growth and fermentation fitness of P24 was seen to 
strongly depend on an optimal oxidative stress response. With P5, this being 
the strain that displayed better competitiveness at low temperature, the 
deletion of key oxidative stress defense genes did not lead to a general 
reduction in its fitness. As low temperature adaptation is a trait that is 
regulated by many complex mechanisms at different levels in the cell, P5 
must cope with this stress by other alternative mechanisms of stress 
response. However, the phenotype analysis of the mutants in this strain 
revealed the importance of the permease of sulfur amino acids MUP1 to 
grow and ferment at low temperature and the paramount role of 




























































The genetic architecture of low-temperature 


































Low-temperature growth and fermentation of wine yeast can 
enhance wine aroma and make them highly desirable traits for the industry. 
Elucidating response to cold in Saccharomyces cerevisiae is, therefore, of 
paramount importance to select or genetically improve new wine strains. As 
most enological traits of industrial importance in yeasts, adaptation to low 
temperature is a polygenic trait regulated by many interacting loci.  
Results 
In order to unravel the genetic determinants of low-temperature 
fermentation, we mapped quantitative trait loci (QTLs) by bulk segregant 
analyses in the F13 offspring of two Saccharomyces cerevisiae industrial 
strains with divergent performance at low temperature. We detected four 
genomic regions involved in the adaptation at low temperature, three of 
them located in the subtelomeric regions (chromosomes XIII, XV and XVI) 
and one in the chromosome XIV. The QTL analysis revealed that 
subtelomeric regions play a key role in defining individual variation, which 














The reciprocal hemizygosity analysis (RHA), run to validate the 
genes involved in low-temperature fermentation, showed that genetic 
variation in mitochondrial proteins, maintenance of correct asymmetry and 
distribution of phospholipid in the plasma membrane are key determinants 
of low-temperature adaptation. 
 
 
Keywords: Quantitative trait loci, cold adaptation, industrial yeast, 















Low temperature is one of the most important environmental stresses 
that influences the life and distribution of living organisms. In the yeast 
Saccharomyces cerevisiae, reductions in environmental temperature have 
widespread effects on growth and survival. At low, but permissive, 
temperatures (10–18 ºC), metabolic activity and growth rates lower. This is 
relevant for the industrial exploitation of yeast since brewing and some wine 
fermentations take place at around 12–15 ºC. Low temperatures are used in 
wine fermentations to enhance production and to retain flavor volatiles, 
which enable the production of white and “rosé” wines with greater 
aromatic complexity (Beltran et al., 2002; Torija et al., 2003).  
Yeast undergoes considerable stress during wine fermentation from 
high concentrations of sugars in grape must, which leads to high osmotic 
pressure at the beginning of the process. As fermentation proceeds, ethanol 
accumulation, limiting nitrogen concentration, or even the presence of SO2, 
impose further pressure. In addition to these inherent difficulties to the 
process, temperatures below the optimum range of growth (around 32 °C) 
(Salvadó et al., 2011b) affect yeast growth and fermentation rates, and give 
rise to both a prolonged lag phase and the production of stuck and sluggish 












Changes in gene expression levels, ploidy and copy number 
variation (CNV) serve as the main genetic adaptive signatures of wine 
yeasts to fermentative processes (Infante et al., 2003). Other enological 
traits, such as ethanol production, residual sugar after fermentation, nitrogen 
uptake and volatile acidity, are complex traits determined by multiple 
quantitative trait loci (QTL) (Marullo et al., 2004). The genetic mechanisms 
that underlie their variation can be identified by a linkage analysis. This 
approach uses crosses between two phenotypically different strains, and 
searches for a statistical link between the phenotype and genetic markers of 
segregant strains (Mackay et al., 2009; Parts, 2014). QTL mapping has been 
successfully applied to high-temperature growth (Shapira and David, 2016; 
Sinha et al., 2008; Yang et al., 2013), sporulation (Ben-Ari et al., 2006; 
Deutschbauer and Davis, 2005; Ehrenreich et al., 2009; Katou et al., 2009), 
cell morphology (Nogami et al., 2007), drug sensitivity (Kim and Fay, 
2007), ethanol tolerance and growth (Greetham et al., 2014; Katou et al., 
2009; Voordeckers et al., 2015), protein abundance (Albert et al., 2014; 
Parts et al., 2014), and flocculation (Brauer et al., 2006; Li et al., 2013). 
QTL approaches have also been used to dissect the molecular basis of 
several wine yeast metabolic traits, such as acetic acid production, hydrogen 
sulfide production, and for the release of volatile phenol (Marullo et al., 












2011), and the production of acetic acid, glycerol, and residual sugar 
concentrations (Salinas et al., 2012).  
To identify the genetic variants that affect low-temperature 
adaptation in wine yeast, we performed QTL mapping using a set of 
segregants derived from a cross between two industrial wine yeast strains 
with a divergent phenotype at low temperature (García-Ríos et al., 2014), 
but with a very similar genotype. We identified four genomic regions 
located in the different chromosomes implicated in the fermentation process 
at low temperature in industrial wine yeast, and ran a reciprocal 
hemizygosity (RH) analysis for validation purposes. We identified 
subtelomeres to be an important source of genetic variation in industrial 
yeast (Liti et al., 2009b), and found both the mitochondria and proteins 
involved in maintaining correct asymmetry and distribution of phospholipid 













2. Materials and Methods 
 
Strain selection and advanced intercross lines 
We selected two industrial wine strains, P5 and P24, as parent strains for 
their marked phenotypic growth differences at low temperature (García-
Ríos et al., 2014). Both strains were kindly provided by Lallemand Inc. 
(France). We generated derivative strains that were stable haploid and 
auxotrophic for uracil (ho::KanMX4 ura3Δ and ho::NatMX4 ura3Δ). We 
replaced the LYS2 with URA3 gene in the P5 strain. Such gene replacement 
restores the ability of growth in the absence of uracil and makes it unable to 
grow without lysine. The two parental strains with opposite mating types 
(P5 mat α URA3+ and P24 mat a LYS2+) were crossed in complete media 
(YPD) and grown overnight. Patches were replica-plated in synthetic 
minimal media (SD) to select diploid F1 hybrids. Two F1 hybrid replicas 
were grown overnight (spread over a whole Petri dish) and replica-plated on 
KAc (potassium acetate 1%, agar 2%) at 30 ºC to be sporulated for 10 days. 
Sporulation efficiency (% of sporulating cells) was monitored until it 
reached >90%. The cells from the whole plate were carefully collected and 
resuspended in 0.5 ml of sterile water, treated with an equal amount of ether 
and vortexed for 10 minutes to selectively kill unsporulated cells (Dawes 












in 900 µl of sterile water and treated with 100 µl of zymolase (10 mg mL
-1
) 
to remove the ascus. Cell mixtures were vortexed for 5 minutes to increase 
spore dispersion and inter-ascus mating.  
Cells were plated at high density to begin a second round of mating and 
meiosis (F2). The presence of two distinct markers (LYS2 and URA3) at the 
same genomic position prevents them from co-segregating in haploid cells, 
and thus allows selection for diploid cells segregating at that locus. In order 
to confirm this system, we dissected 10 tetrads from the F6 pool, all of 
which had the correct 2:2 segregation of the LYS/URA markers. The 
sporulated pool was treated with zymolase and plated at high density to start 
the next intercross generation, as described in the paragraph above (Figure 
S1). This process was repeated until the F13 population was achieved to 
generate a large pool of segregants for sensitive and high resolution QTL 













Figure S1: Outline of the construction of advanced intercross lines. We carried 
out a strategy that forces yeast cells through multiple rounds of random mating and 
sporulation to create advanced intercross lines (AILs). This step can improve 
genetic mapping in two ways: increasing resolution by reducing linkage and 













Media and growth conditions 
The growth media selected for the experiments were SD (Yeast Nitrogen 
Base (YNB, Difco) supplemented with 20 g L
-1
 of glucose as the carbon 
source), YPD (glucose 20 g L
-1
, peptone 20 g L
-1
, yeast extract 10 g L
-1
) and 
synthetic grape must (SM), which was derived from that described by Riou 
et al., (1997). The SM composition included 200 g L
-1
 of sugars (100 g L
-1
 
glucose +100 g L
-1
 fructose), 6 g L
-1
 malic acid, 6 g L
-1
 citric acid, 1.7 g L
-1
 
YNB without ammonium and amino acids, anaerobic factors (0.015 g L
-1 
ergosterol, 0.005 g L
-1
 sodium oleate and 0.5 mL L
-1
 Tween 80) and 0.060 g 
L
-1
 potassium disulfite. The assimilable nitrogen source used was 0.3 g N L
-
1
 (0.12 g N L
-1
 as ammonium chloride and 0.18 g N L
-1
 in an amino acid 
form; the proportion of each amino acid was administered as previously 
proposed by Riou et al., (1997). Growth was monitored at 600 nm in a 
SPECTROstar Omega instrument (BMG Labtech, Offenburg, Germany). 
Measurements were taken every 30 min for 4 days after 20-second pre-
shaking for all the experiments. At low temperatures (15 °C) however, 
microplates had to be incubated outside the spectrophotometer and then 
placed inside before being measured (every 3 h for 10 days). Microplate 
wells were filled with the required volume of inoculum and 0.25 mL of 
















). Uninoculated wells for each experimental 
series were also included in the microplate to determine, and to therefore 
subtract, the noise signal. All the experiments were carried out at least in 
triplicate. Growth parameters were calculated from each treatment by 
directly fitting OD measurements versus time to the reparameterized 
Gompertz equation proposed by Zwietering et al., (1990): 
y=D*exp {-exp [((µmax*e)/D)*(λ-t))+1]} 
where y = ln(ODt/OD0), OD0 is the initial OD and ODt is the OD at time t; 
D= ln(ODt/OD0) is the asymptotic maximum, μmax is the maximum specific 
growth rate (h
−1
), and λ the lag phase period (h).  
For the spot assays, the cells were grown on YPD at 28 ºC to the stationary 
phase (OD600 ~ 4) were harvested by centrifugation, washed with sterile 
water, resuspended in sterile water to an OD (600 nm) value of 0.5, and 
followed by serial dilution. From each dilution, 3.5 µL were spotted onto 
YPD agar plates. Plates were incubated at 15 and 28 ºC for 9 and 2 days, 
respectively. 
Selection experiment 
The pools of the population size of 10-100 million cells (estimated by 












sporulation media and treated with ether and zymolase, as described above. 
Spores were grown in complete media (YPD) and synthetic must (SM), and 
were incubated at either optimum temperature (28 ºC) or low temperature 
(15 ºC) until the stationary phase was reached. All the cells were carefully 
collected and resuspended in distilled water and a small volume (the volume 
required to inoculate at an OD of 0.2) of the expanded culture was 
transferred to 60 mL of fresh medium. Culture growth was monitored by 
measuring absorbance at 600 nm every 24 h at 28 ºC, and every 48 h at 15 
ºC. The number of generations was calculated by the equation: n = (log Nt - 
log N0)/log2, where n is the number of generations, N0 is the initial OD and 
Nt is the OD at time t. The experiment was carried out 8 times, after which 
the selected populations were analyzed.  
Sequencing 
The genome sequencing of the selected populations was performed by 
5500xl SOLiD sequencing. Genomic libraries were prepared following the 
manufacturer’s standard instructions. Emulsion PCRs were performed using 
the SOLiD™ EZ Bead™ Systems. Sequencing was carried out by 75 nt 
single-end read exact call chemistry (ECC) following the manufacturer’s 
standard protocols. The whole-genome sequences are deposited in the 












and are available with access number SRP048919. Breseq (v0.27.1) 
(Deatherage and Barrick, 2014) pipeline was used to first align the reads of 
the reference S288c genome (using Bowtie2 (Langmead and Salzberg, 
2012), and to identify SNPs and indels with a frequency cutoff of 0.2.  CNV 
detection was performed using CNV-seq (Xie and Tammi, 2009) with a 
window size of 121 nt (with a minimum log2 fold of 0.6 and a minimum p-
value of 0.001). P5 was used as the “reference” genome and P24 as the “test 
genome”. Only CNV larger than 900 bp were considered for the analysis. 
The sequences of seven informative loci (Ramazzotti et al., 2012) from 15 
strains that represented pure groups were downloaded from the SGD 
(http://www.yeastgenome.org/) and the NCBI 
(https://www.ncbi.nlm.nih.gov/) to perform the phylogenetic analysis. Each 
gene sequence was aligned using mafft (v7.221) (Katoh and Standley, 2013) 
individually and then concatenated. The phylogenetic tree was constructed 
using a Maximum Likelihood Method (ML) with RAxML (Stamatakis, 
2014) with 100 bootstrap replicates. The distribution of the SNPs among the 
strains was visualized using Circos 0.69.2 (http://circos.ca).  
Linkage analysis  
We retained variants that were covered with at least 30 sequencing reads in 












frequency in the initial segregant population. This ensures that only 
confident segregating alleles are analyzed. We then calculated the allele 
frequency changes in both biological replicates for each retained site, and 
called QTLs the alleles with a frequency change of at least 0.1 in the same 
direction in both replicates.   
Validation of QTLs 
QTLs were validated by reciprocal hemizygosity using the URA3 gene as a 
selectable marker (Steinmetz et al., 2002). Briefly, the haploid versions of 
the parental strains (P5 Mat α, ho::HygMX, ura3::KanMX or P24 Mat a, 
ho::NatMX, ura3::PhleoMX) were used to delete each target subtelomeric 
region or gene, and to construct all the possible combinations. After the 
deletions of the candidate regions, strains were crossed to generate the 
hybrid strains and selected in double drugs plates. Diploid hybrid strains 
were detected by the benomyl assay (Stearns et al., 1990; Upshall et al., 
1977) and confirmed by Mat locus PCR (Huxley et al., 1990), and the 
deletions of the target genes were confirmed by PCR using specific primers. 
The uncharacterized single copy ORF YMR317W was used as a target to 
truncate the chromosome XIII right subtelomeric region, gene YOL159C 
was used to truncate the chromosome XV left subtelomeric region and gene 












region. To identify the contribution of the alleles present in these regions, 60 
hemizygote hybrids were constructed, each resulting from a cross between a 
derivative haploid P5 or a P24 strain and BY4741 that lacked one of these 
genes. A heterozygote hybrid strain with the wild-type BY4741 was also 
constructed and used as a control.  
Fermentation conditions 
Fermentations were performed at 28 ºC and 15 ºC, with continuous orbital 
shaking at 100 rpm. Fermentations were done in laboratory-scale fermenters 
using 100-mL bottles filled with 60 mL of SM. Fermentations were 
monitored by the density of media (g L
-1
) using a densitometer (Densito 
30PX, Mettler Toledo, Switzerland). Fermentations were considered 
complete when density reached 995 g L
-1
. Yeast cell growth was determined 
by absorbance at 600 nm and by plating on YPD. 
Statistical analysis 
All the experiments were carried out at least in triplicate. Physiological data 
were analyzed with the Sigma Plot 12.5 software, and the results were 
expressed as mean and standard deviation. To evaluate statistical 
significance, two tailed t-student tests were applied with a p-value of 0.05. 












Phenotypic data were fitted to the reparameterized Gompertz model by 
nonlinear least-squares fitting using the Gauss-Newton algorithm as 
implemented in the nls function in the R statistical software, v.3.0. 
Phenotype heritability H
2
 was calculated as previously described (Brem and 
Kruglyak, 2005), i.e. H
2
 = ((Varseg – Varenv)/ Varseg) x100, where Varenv is 
the pooled variance among parental measurements and Varseg is the variance 
among phenotype values for segregants. Transgressive segregation was 
defined as in (Brem and Kruglyak, 2005; Marullo et al., 2006) by the 
number of segregants whose phenotype level lay at least 2σ higher than the 
mean phenotype level of the higher parent, or was 2σ lower than the mean 















Genetic characterization of parental strains 
We investigated the genetic basis of low-temperature adaptation in wine 
yeast in two S. cerevisiae enological strains, P5 and P24, characterized in a 
previous study (García-Ríos et al., 2014), as displaying extreme differences 
in fermentation ability at 15 ºC. P5 corresponds to commercial strain 
Lalvin®ICVGRE, which is marketed for temperature fermentations ranging 
from 15 to 30 ºC. P24 has no commercial name since it is undergoing its 
development stage. The genomes of these two wine strains were sequenced 
and compared with that of reference strain S288c. We used seven 
informative genes to classify the parental strain (Ramazzotti et al., 2012) to 
construct a maximum likelihood phylogenetic tree of 15 strains of different 
origins. Figure 1A shows the five clean lineage described by Liti et al., 
(2009a), which are well clustered. As expected, both parental strains 














Figure 1. Genomic and phylogenetic analyses of parental strains. (A) The 
evolutionary history was inferred using the ML method with 1000 replicates of the 
bootstrap test based on concatenated nucleotide sequences of seven phylogenetic 
informative loci. Different colors denote the strain’s origin. (B) Copy number 
variation across the genome (chromosomes along x-axis and log2 ratio in y-axis). 














Based on the raw sequence data, 43666 and 42983 mutations in strain P5 
and strain P24, respectively, were identified compared to the reference 
strain. This number of SNPs represents approximately 0.4% of the S. 
cerevisiae genome. Most of these changes were common to both strains 
(Table S1), and only 6836 and 6153 were strain specific mutations in P5 and 
P24 respectively, of which 86 and 82% were homozygous (Figure S2). 
Approximately 30% of the strain specific SNPs of both wine strains were 
nonsynonymous changes in the coding region, which resulted in an amino 
acid change.  
Certain classes of variants, such as insertions and deletions (indels), are 
expected to have dramatic consequences for gene products, and therefore 
constitute particularly interesting candidates for contributing to phenotypic 
variation. In all, 1690 and 1697 indels were found in P5 and P24, 
respectively, compared with the reference strain. Of the total number of 
indels, 823 were common to both strains. When examining the distribution 
of private indels to each strain along chromosomes, some (chromosomes X, 
XI, XV and XVI) showed an enrichment of variants. Only 12% of the 
unique indels for each strain were within the coding sequence. Within 
ORFs, the indels with lengths that were multiples of three were highly 












with strong purifying selection against frameshifts. Those indels in the 
coding sequence with lengths that were not multiples of three were located 
mainly in functionally uncharacterized genes. This confirmed that this group 
of genes was, on average, under lower purifying selection pressure 
(Bergström et al., 2014).  
 
Figure S2: Distribution of private nonsynonymous SNPs in P5 and P24 
compared to S288c. An external circle indicates P24 and an internal circle 
indicates P5. Homozygous changes are colored in green, while heterozygous 












We also detected the copy number variation of the genomic regions between 
both strains (CNV). Ninety-three CNV longer than 900 bp were detected 
across the genome comparison made between both strains. Figure 1B shows 
the copy number variation (CNV) across chromosomes. Although there 
were some regions with variation, only four were larger than 4 kb. These 
four regions were located in chromosome IV and in the subtelomeric 
regions of chromosomes VIII, XV and XVI. Most of these CNV were 
classified as transposable elements and subtelomeric regions. These results 
are in line with previous observations (Bergström et al., 2014), which found 
very limited CNV in nonsubtelomeric regions and extensive variation in 
subtelomeric regions.  
Genetic and phenotypic characteristics of segregants  
To study the genetic diversity of segregant populations, five differential 
SNPs of chromosome III in 30 segregants of F6 were genotyped. A 
recombination frequency of 0.39 was assessed, and there was an average of 
10 haplotypes per SNP (data not shown). After 13 rounds of segregant 
intercrosses (see Material and Methods), the F13 segregants were screened 
for their low temperature adaptation by calculating the maximum growth 












Transgression levels, that is, the percentage of segregants that exceed the 
phenotypic range of their parents by at least 2 standard deviations (Marullo 
et al., 2006), can provide insight into the genetics that underlies complex 
traits. 16% of transgressive segregants better performed if compared with 
the superior parental, while just 0.66% of segregants presented a lower 
transgressive value than the inferior strain. Trait heritability was over 65%, 
which indicates the importance of genetic determinism under our 
conditions. An example of the growth curves of two transgressive 














Figure 2. Growth rate variation at low temperature. (A) Growth rate values at 
15 ºC are shown on the y-axis for 300 ranked segregants. Blue indicates 
transgressive phenotypic space, and segregants with transgressive phenotypes 
(exceeding two parental standard deviations). Red dots indicate parental strains. 
(B) Detailed growth curves of parental and transgressive segregants (11 and 77) 












Low-temperature selection of segregant populations 
The F13 diploid population was subjected to a selection experiment (Figure 
S3) at 15 and 28 ºC for approximately 50 generations (8 rounds of batch 
serial dilution). Figure 3 shows the improvement in the growth rate (h
-1
) of 
the selected population (SP) compared with the F13 population. At low 
temperature, the growth rate of the selected population improved in both 
YPD (97%, Figure 3A) and SM (66%, Figure 3C). The more restrictive 
growth conditions in SM might prevent better improvement in temperature 
selection terms. The growth rate improvement in synthetic must was also 
important as the mean generation time of F13 population diminished in 
approximately 7 h. The control population, which was cultured at 28 ºC, 
was also phenotyped in both media. The YPD selected population at 28 ºC 
showed an improved growth rate (57%, Figure 3B).  No significant 














Figure S3: Workflow of populations’ selection and sequencing. Cells were 
grown in complete media (YPD) and synthetic must (SM), and were incubated at 
either optimum temperature (28 ºC) or low temperature (15 ºC) until the stationary 
phase was reached. At this time, the volume required to inoculate at an OD of 0.2 
was re-inoculated into 60 mL of fresh medium. The experiment was carried out 8 













To study if the improved growth rate in populations was due to either the 
temperature selective pressure or an unselective stress, each set was exposed 
to the opposite temperature to which they were selected. This meant that the 
SP at 15 ºC was grown at 28 ºC and that selected at 28 ºC was grown at 15 
ºC, and their growth rates were also compared with the F13 population 
(Figure S4). No significant differences were found between the populations 
in either YPD (Figure S4A-B) or SM (Figure S4C-D).  
 
Figure 3. Phenotyping (growth rate) of the hybrid population after the 















population (SP) in the YPD medium (A) and synthetic must (SM) (C) at 15 ºC. 
Selected population (SP) in YPD (B) and SM (D) at 28 °C. *Significant differences 
compared with the control population. 
 
Figure S4: Hybrid population phenotyping after the selection experiment 
compared with the unselected F13 population using the opposite temperature 
to that used during the selection process (nonspecific improvement). The 
selected population (SP) in the YPD medium (A) and synthetic must (SM) (C) at 













Allele frequency analysis reveals that four QTLs are related to low-
temperature adaptation during alcoholic fermentation  
A pool of the selected populations at 15 ºC in YPD and SM and at 28 ºC in 
SM were whole-genome sequenced and compared with the whole-genome 
sequence of a pool of the F13 population before selective growth at both 
temperatures. The allele frequency analysis allowed us to map the QTL 
intervals responsible for phenotypic variation. Four distinct QTLs for the 
three assayed conditions (15 ºC in YPD, 15 ºC in SM and 28 ºC in SM) 
were found (Figure 4). QTLs were detected for 28 ºC (orange triangles) on 
chr I, for 15 ºC in YPD (red triangles) on chr XVI and for 15 ºC in SM 
(green triangles) on chr XIII, XIV, XV and XVI. The QTL found at low 
temperature in YPD overlapped with that located in chromosome XVI at 
low temperature in SM. This finding suggested that this region could be 
important for low-temperature adaptation, and independently of media. 
Except for the QTL located in chromosome XIV, all the others were located 
in the subtelomeric regions. These results reinforce the hypothesis that 
subtelomeric regions are a major source of the divergence of genome 
sequences and gene content in S. cerevisiae, and directly contribute to 













Figure 4. QTL analysis for low-temperature adaptation. Genomic DNA 
samples were extracted from an unselected pool (F13) and three pools of 
segregants were selected at 15 ºC (YPD and SM) and 28 ºC (SM). The figure 
shows the allele frequency change of the three selected pools compared with the 
unselected population. QTLs are indicated at the corresponding positions with 















Validation of the QTLs detected in subtelomeric regions by reciprocal 
hemizygosity (RH) analyses  
Subtelomeric regions are difficult to sequence and assemble due to their 
wide variation, duplication levels and shared homologies between different 
chromosome ends. Thus subtelomeres are generally incomplete in most 
genome projects, which precludes the identification of causative genes of a 
trait in these regions (Liti and Louis, 2012). To validate the involvement of 
subtelomeric regions as QTLs of low-temperature adaptation, two 
hemizygous diploid P5/P24 hybrid strains were constructed, which retained 
a single copy of the subtelomere from either the superior (P5) or inferior 
parent (P24), while the other copy was deleted. Subsequently, these strains 
were tested during low-temperature fermentations to estimate the 
phenotypic differences between the two reciprocal hemizygotes of each 
subtelomere (Figure 5). Fermentation activity was estimated by calculating 
the time required to ferment 100% (T100) of the sugars in the SM at 15 and 
28 ºC. The fermentation activity of the hemizygous strains is presented in 
Figure 5 as the relative T100 compared with hybrid P5/P24. The parental 
origin of the subtelomere produced an opposite impact on fermentation 
activity in most cases. Thus the absence of the P5 right XVI-subtelomere 












finish it at a low temperature. Conversely, lack of the same region that 
belonged to P24 significantly (p-value ≤0.05) improved fermentation at low 
temperature compared with the control hybrid strain P5/P24. Thus the P5 
XVI-subtelomere must contain genes of paramount importance for 
fermentation activity in this strain, regardless of the temperature applied in 
the process. However, this same region cannot be very important in the P24 
strain because its absence resulted in a haploproficient phenotype at low 
temperature.  
Similarly, absence of the P24 right XIII-subtelomere caused a significant 
delay in the fermentation kinetics at both 15 ºC and 28 ºC, whereas absence 
of the same region that belonged to P5 significantly improved fermentation 
at low temperature. The hemizygosity of the left XV-subtelomere was the 
only one to have an impact on fermentation activity at low temperature. 
Absence of this region in P5 significantly delayed the end of the 
fermentation at 15 ºC, whereas lack of the P24 region improved this 














Figure 5. RH analysis of the QTLs detected in subtelomeric regions. 
Fermentation kinetics of the hemizygous P5/P24 diploid hybrids retained a single 
copy of the subtelomere (XIII-R, XV-L and XVI-R) either from the superior (P5) 
or inferior parent (P24), while the other copy was deleted. The fermentation 
activity of the hemizygous strains is presented as the relative T100 compared with 
hybrid P5/P24. The T100 value was compared with the control normalized as value 
1. *Significant differences compared with the control at the same temperature. # 















Identification of the causative genes of chromosome XIV QTL 
The QTL located in chromosome XIV was the only one not to be located in 
a subtelomeric region. The four genes (AGA1, COQ2, FPK1 and PET494) 
closest to the mapped QTL were selected for carrying out reciprocal 
hemizygosity analyses (Figure 6A). MVD1 and TRM112, also in this region, 
were not selected because they are essential genes in the background of 
BY4741 strains. AGA1 is an agglutinin involved in sexual reproduction 
whose deletion has no effect on fermentation activity (data not shown). 
However, the hemizygous hybrid strains of the other three genes clearly 
differed in fermentation activity at low temperature (Figure 6B).  
PET494 and COQ2 are mitochondrial proteins whose presence in 
hemizygosity produces impaired fermentation activity in both strains and at 
both temperatures, but mainly at a low temperature. PET494 is a 
translational activator of one of the subunits (COX3) of cytochrome c 
oxidase (Naithani et al., 2003) and COQ2 encodes a transferase that 
catalyzes the second step in ubiquinone (coenzyme Q) biosynthesis 
(Ashbysb et al., 1992). The deletion of both genes provokes the absence of 
respiratory growth.  
Finally, FPK1 is a Ser/Thr protein kinase that phosphorylates several 












phospholipid translocation and membrane asymmetry. The reciprocal 
hemizygote that carries the P5 allele has no effect on the fermentation 
kinetics at any temperature. However, the hemizygous strain that carries the 
P24 allele caused a substantial delay (~340 hours) in low-temperature 
fermentation. The impaired fermentation activity of P5 Δfpk1/P24 was also 
confirmed by a spot assay (Figure 6C), which also showed an important 
growth defect of this hemizygous strain at low temperature. P24 has a 
substitution R520K in this gene that could be the cause of the inferior 














Figure 6. Identification of the causative genes in the QTL of chromosome XIV. 
(A) Distribution of the genes present in the QTL of chromosome XIV. The genes 
selected for RHA are colored in yellow. (B) Fermentation kinetics (T100) in 
hemizygous hybrids P5/P24 of genes FPK1, COQ2 and PET494. The T100 value 
was compared with the control normalized as value 1. *Significant differences 
compared with the control at the same temperature. # Indicates stuck fermentation 
before T100. (C) Spot test between the control hybrid and the hemizygous deletion 














RH analysis of wine-lab strain hybrids for the presumptive individual 
genes contained in the QTL subtelomeric regions 
The truncation of subtelomeric regions involved the deletion of some genes 
not connected with low temperature. As we have information only on the 
genes present in the first sequenced strain (S288c), in which special efforts 
were made to clone and sequence each telomere region, we used the 
sequence available in the Saccharomyces Genome Database (SGD: 
http://www.yeastgenome.org) to perform a large-scale RH analysis with the 
genes known to be present in subtelomeric regions (~20-30 Kb), and those 
that are not essential (Table S2). The haploid single gene deletion strains in 
the background of the BY4741 lab strain were crossed with the stable 
haploids of each parental wine strain by constructing hemizygous hybrid 
lab/wine strains (BY4741/P5 and BY4741/P24). The fermentation capacity 
of the resulting hemizygotes, which contained only the wine strain allele of 
each individual candidate gene, were tested on SM at 15 and 28 ºC and 
compared to the corresponding capacity of the lab/wine hybrid with both 
parental alleles intact (Figure 7). This strategy allowed us to compare the 
fitness of the different wine alleles and to attempt to discriminate the 












The RH analysis of individual genes showed both haploinsufficient and 
haploproficient strains in low-temperature fermentation activity. 
Haploproficiency meant that only the retention of the wine allele sufficed to 
improve the fermentation fitness of this hemizygous strain. Most 
haploproficient strains retained the P5 allele, which reinforces the superior 
fitness of this strain to grow and ferment at low temperature. Conversely, 
haploinsufficiency denoted a major function in low-temperature adaptation 
because a drop in the gene-dose impaired the fitness of the hemizygous 
strain. Most of these hemizygous strains had either a minimal or null impact 
on fermentation activity at 28 ºC. 
In the chromosome XIII (Figure 7A), the genes whose hemizygosity 
produced haploinsuffiency in the hybrid of both wine strains were 
YMR316C-A, DIA1 and ADH6. YMR316C-A and DIA1 are proteins of 
unknown function whose ORFs overlap. ADH6 is an alcohol dehydrogenase 
involved in alcohol, aldehyde, and furaldehyde metabolism. In the XV-
subtelomere (Figure 7C), only two genes could be analyzed because the 
other genes contained in this region were essential. The hemizygosity of the 
protein of unknown function, YOL159C, severely affected the T100 in both 
hemizygous hybrid strains. Eleven genes were analyzed in the XVI-












membrane permease that transports arsenite and antimonite, affected 
fermentation activity in both hybrid strains. Genes QCR2, AQY1, YPR197c 
and ARR1 impaired only the low-temperature fermentation activity of the 
hemizygous P5/BY4741 strains, while genes OPT2, YPR195c and YPR196c 
affected this fermentation fitness at 15 ºC in the hemizygous P24/BY4741 
strains. QCR2 is also a component of the mitochondrial inner membrane 
electron transport chain and AQY1 is a spore-specific aquaporin. Finally, 
OPT2 is an oligopeptide transporter with a described role in the 
maintenance of lipid asymmetry between the inner and outer leaflets of the 
plasma membrane. 
The same RHA analysis was also performed with the genes contained in the 
nonsubtelomeric QTL detected in chromosome XIV (Figure 7B). This 
analysis confirmed the relevance of the FPK1 allele in the superior fitness 
of the P5 strain because hemizygous P5/BY4741 showed better 
fermentation activity, whereas hemizygous P24/BY4741 significantly 
delayed the end of fermentation. Furthermore, the importance of PET494 
and COQ2 in low-temperature adaptation was also supported because both 














Figure 7. RH analysis of the genes present in the QTL regions of chromosomes 
XIII (A), XIV (B), XV (C) and XVI (D). Hybrids were constructed using the 
mutants of the BY4741 collection and haploid parental strains. T100 is the time 












compared with the control normalized as value 1. *Significant differences 




Temperature had a strong effect on many life history traits, including 
growth, development and reproduction (Lendenmann et al., 2016). To 
elucidate the genetic basis that underlies low-temperature adaptation, we 
followed a method that began with a hybrid generated by crossing two 
strains with a divergent phenotype. This hybrid was used to generate 
segregating populations of a very large size, which were selected at 
environmental pressure (low temperature). Finally, QTL mapping was 
performed by identifying the regions of allelic enrichment by sequencing 
the segregant populations. This strategy has been previously applied to 
identify the QTLs responsible for heat tolerance in S. cerevisiae (Ehrenreich 
et al., 2010; Parts et al., 2011; Yang et al., 2013), but not to detect the 
genetic structure of low-temperature adaptation. Our study has also some 
particularities in that it makes it different to other similar approaches. 
Most QTL analyses use strains that are highly divergent with a high 
density of segregating sites. Liti et al., (2009) reported the presence of five 












interbreed) and Parts et al., (2011) stated that the strains which belonged to 
clean lineages are ideal for linkage analyses as they have an even 
distribution of segregating sites across the genome, and these 
polymorphisms have coevolved in a specific genomic context. However, 
two strains that belonged to the same lineage were crossed (Wine/European) 
and were very close phylogenetically, as evidenced by the whole-sequence 
analysis of both strains. No more than 15% of the SNPs detected in both 
strains compared with the reference S228c were private mutations. While 
the low density of segregant sites between both strains proved to be an 
added difficulty for the QTL analysis since information about neighboring 
sites could not be used for more accurate allele frequency inferences, the 
strategy of intercrosses of segregants during the multiple generations that 
broke up linkage groups allowed individual QTLs to be determined and 
reduced to small numbers of variants (Liti and Louis, 2012; Parts et al., 
2011). 
Another different feature of our study compared with the commonly 
used bulk segregant analyses was the individual characterization of the 300 
F13 segregants at their growth rate at low temperature. Segregants exhibited 
a wide range of cold tolerance phenotypes, but also a high percentage of 












the arrangement of alleles between both strains produced some 
combinations that improved fitness for it to become superior to parentals. 
This suggests that both strains contained alleles which contributed to the 
cold tolerance phenotype of these transgressive segregants. However, this 
result was also very interesting for the industrial exploitation of these 
strains. The intercross during many generations of two industrial strains and 
the further selection of fitter genomic combinations by growth during 
several generations under selective pressure is a good genetic improvement 
method. These improved strains may be rapidly transferred and easily 
accepted by industry, which rejects the use of GMOs. 
Our QTL analysis revealed the importance of the subtelomeric 
regions that contained a genetic variation responsible for traits of interest. 
Subtelomeric regions are generally incomplete in most genome projects. 
However, these regions cannot be ignored because, in yeast, 25% of all 
QTLs for many assessed traits map to beyond the last markers available. Yet 
the region contains only 8% of the genome (Cubillos et al., 2011). 
Subtelomeric gene families evolve faster than their internal counterparts, 
and subtelomeric regions are more frequently sites of gene duplication 
(Ames et al., 2010), which suggests a unique role of subtelomeres as 












whole-sequence analysis of parental strains also supports the idea that some 
of this variation might be due to the copy number of the genes present in 
different subtelomeres (Liti and Louis, 2012).  
The hemizygotic truncation of one copy of the subtelomere in 
isogenic hybrid strain P5/P24 had antagonistic effects depending on the 
parental origin of this region. Thus the P5 right subtelomere of chromosome 
XVI must contain genes of much importance for wine fermentation, 
regardless of the temperature of this process. Conversely, the same region in 
P24 must not comprise these fermentative genes as some gene has a 
detrimental effect on the fermentation activity at low temperature. However, 
the most paradigmatic example of genomic regions that confer superior 
fitness to the P5 strain at low temperature is the left subtelomere of 
chromosome XV. The fermentation performance of the hemizygous strain 
that lacked the P5 copy was clearly affected at low temperature, but not at 
28 ºC, and the hybrid strain that carried the P5 copy in hemizygotes 
significantly improved. Application of new long read sequencing 
technologies would reveal genes residing in these subtelomeric regions, and 













We detected only a nonsubtelomeric QTL in chromosome XIV. In 
this case, the RH analysis showed two mitochondrial proteins, which are 
essential for respiratory growth and extremely important in fermentation 
activity at low temperature. Although we may think that the absence of 
respiratory metabolism could not be important during a process with a 
dominant fermentative metabolism, it is well-known that the yeast strains 
which lack the mitochondrial function are sensitive to oxidative stress 
caused by reactive oxygen species (ROS) (Grant et al., 1997). We recently 
proved that cells grown at low temperature are also subjected to stronger 
oxidative stress (García-Ríos et al., 2014, 2016). The RH analysis also 
showed that gene FPK1 was very important for endowing better cold 
adaptation to P5 strain. This gene regulates flippase activity, which 
establishes plasma membrane asymmetry by flipping specific phospholipids 
from the extracellular to the cytosolic leaflet. The continuous remodeling of 
the phospholipid composition of cellular membranes as a response to low-
temperature fermentations has been widely reported (Beltran et al., 2006; 
Henderson et al., 2013a; Redón et al., 2011; Tronchoni et al., 2012b). The 
implication of FPK1 in low-temperature adaptation could be due to an 
improvement in the ability to maintain plasma membrane asymmetry. 
Finally, the RH analysis of the BY4741/wine hybrid strains revealed the key 












protein of the mitochondrial inner membrane and a gene (OPT2) involved in 
lipid asymmetry maintenance between the inner and outer leaflets of the 
plasma membrane, among others. This demonstrates the importance of both 
a fit mitochondria and the capacity of lipid remodeling in the plasma 
membrane for coping with low temperatures. 
5. Conclusions  
 
We followed a thorough strategy, previously described by Parts et 
al., (2011), to elucidate the molecular basis that determines fitness or better 
adaptation during wine low-temperature fermentations. The QTL analysis 
and further RH analyses of the detected QTLs proved the importance of 
subtelomeres as a source of variation in industrial yeast and the need to 
invest efforts in sequencing these regions with new sequencing technologies 
with long reads from single molecules. We detected the individual genes 
involved in adaptation at low temperature fermentation by highlighting the 
importance of a fit mitochondria, perhaps for coping with greater oxidative 
stress at low temperature, and the maintenance of correct asymmetry and 
phospholipid distribution in the plasma membrane. Altogether this 
information is very useful for industrial yeast exploitation because the 












future selections of industrial cryotolerant strains or for their genetic 
improvement. 
 
AVAILABILITY OF SUPPORTING DATA 
The data set supporting the results of this article is available in the Sequence 
Read Archive (SRA) database repository SRP048919 
(http://www.ncbi.nlm.nih.gov/sra/?term=SRP048919). The data set 




































































iTRAQ-based proteome profiling of 
Saccharomyces cerevisiae and cryotolerant 
species Saccharomyces uvarum and 
Saccharomyces kudriavzevii during low-
temperature wine fermentation 
 
 






























Temperature is one of the most important parameters to affect the 
duration and rate of alcoholic fermentation and final wine quality. Wine 
produced at low temperature is often considered to have improved sensory 
qualities. However, there are certain drawbacks to low-temperature 
fermentations, such as slow growth rate, long lag phase, and sluggish or 
stuck fermentations. Some species of the Saccharomyces genus have shown 
better adaptation at low temperature than Saccharomyces cerevisiae, which 
was the case of cryotolerant yeasts Saccharomyces uvarum and 
Saccharomyces kudriavzevii. In an attempt to detect inter-specific metabolic 
differences, we characterized the proteomic landscape of these species 
grown at 12 and 28 ºC, which we compared with the proteome of S. 
cerevisiae (poorly adapted at low temperature). Our results showed that the 
main differences among the proteomic profiling of the three Saccharomyces 
strains grown at 12 and 28 ºC lay in translation, glycolysis and amino acid 
metabolism. Our data corroborate previous transcriptomic results, which 
suggest that S. kudriavzevii is better adapted to grow at low temperature as a 
result of enhanced more efficient translation. Fitter amino acid biosynthetic 
pathways can also be mechanisms that better explain biomass yield in 












fermentative competitive species. A higher concentration of glycolytic and 
alcoholic fermentation enzymes in the Sc strain might explain such greater 
fermentation activity.  
 
 

















Temperature is one of the main relevant environmental variables that 
microorganisms have to cope with. For the majority of microorganisms, 
including yeast species, the natural environment exhibits temporal 
fluctuations in temperature on scales that range from daily to seasonal. 
Temperature is also a key factor in some industrial processes that involve 
microorganisms. For instance, low temperatures (10-15 °C) are used in wine 
fermentations to enhance production and to retain flavor volatiles. In this 
way, white and rosé wines can be achieved with greater aromatic 
complexity (Beltran et al., 2008; Torija et al., 2003) . However, lowering 
fermentation temperatures has its disadvantages, including prolonged 
process duration and a higher risk of halted or sluggish fermentation 
(Bisson, 1999). These problems can be avoided by providing better-adapted 
yeasts to ferment at low temperature. Low temperature has several effects 
on biochemical and physiological properties in yeast cells: poorly efficient 
protein translation; low fluidity membrane; changes in lipid composition; 
slow protein folding; stabilization of mRNA secondary structures; reduced 
enzymatic activities (Aguilera et al., 2007; Sahara et al., 2002; Schade et al., 
2004; Tai et al., 2007). However, we are still far from understanding the 












and from also knowing what makes them more psychrotolerant. From an 
industrial perspective, such knowledge is important to come up with better 
metabolic engineering strategies that consider the impact of novel genes and 
pathways on cold adaptation.  
Despite the fact that S. cerevisiae is the predominant species 
responsible for alcoholic fermentation, other species of the genus 
Saccharomyces, such as the cryotolerant S. uvarum (Gamero et al., 2014; 
Masneuf-Pomarède et al., 2010) or the hybrid strains of S. cerevisiae x S. 
kudriavzevii (González et al., 2006, 2007), have been shown to better adapt 
to low-temperature fermentations during winemaking. Saccharomyces 
kudriavzevii has been isolated only from natural environments (Lopes et al., 
2010; Sampaio and Gonçalves, 2008). However, previous physiological and 
enological works have indicated the huge advantage of fermenting S. 
kudriavzevii at low temperature (Tronchoni et al., 2009, 2012b). The 
cryotolerant character of these two species, S. uvarum and S. kudriavzevii, 
in comparison to S. cerevisiae, has been well-established (Salvadó et al., 
2011b). Therefore, using cryotolerant yeasts to study adaptation to low 
temperature can help us better understand this stress factor, and to 
discriminate if these adaptation strategies are species-specific or common to 












aimed to examine the cold adaptation of these cryotolerant species in-depth 
(López-Malo et al., 2013b; Tronchoni et al., 2014). The metabolome 
comparison of S. cerevisiae, S. uvarum and S. kudriavzevii grown at 12 ºC 
revealed that the main differences between the two cryotolerant species and 
S. cerevisiae lay in carbohydrate metabolism, mainly fructose metabolism. 
However, these two species have developed different strategies for cold 
resistance. S. uvarum presented strong shikimate pathway activity, while S. 
kudriavzevii displayed increased NAD+ synthesis (López-Malo et al., 
2013b). Complementarily, the transcriptomic comparison of S. cerevisiae 
and S. kudriavzevii at low (12 ºC) and optimum (28 ºC) temperatures 
indicated an enhanced ability to initiate a quick efficient translation of 
crucial genes in cold adaptation as the main strategy for growing better at 
low temperature (Tronchoni et al., 2014). This study suggests that S. 
kudriavzevii has increased translation efficiency due to higher ribosome 
availability after adaptation to cold shock. What this implies is that 
translation efficiency may be an important target of adaptive evolution when 
cells face changing environments, as demonstrated for S. kudriavzevii. 
In this study, we conducted a comparative proteomic analysis 
between a very well-known S. cerevisiae wine yeast (QA23) and a 












were grown at the same growth rate in steady-state chemostat cultures at 12 
ºC and 28 ºC. Although batch cultures are well-suited to study low-
temperature adaptation dynamics, they are poorly adapted to study 
prolonged exposure to low temperature. In such cultures, the specific 
growth rate () is strongly affected by temperature, which means that it is 
impossible to dissect temperature effects from specific growth rate effects. 
Two recent chemostat studies (Castrillo et al., 2007; Regenberg et al., 2006) 
have found that the growth rate itself has a strong effect on transcriptional 
activity. Chemostat cultures help accurately control the specific growth rate, 
and thus provide a good platform to study microbial physiology, proteome 
profiles and gene expression (Tai et al., 2007). Differences in protein 
composition were assessed by the iTRAQ technique, which is a powerful 
proteomic method used to quantify relative protein levels (Ross et al., 
2004). The use of amine-specific isobaric tags for relative and absolute 
protein quantification (iTRAQ) has become a consolidated technique in 
quantitative proteomics since it allows large fold changes of protein 
expression within broad dynamic ranges of protein abundance to be 
measured quite accurately (Casado-Vela et al., 2010). The aim of this study 
was to improve the feasibility of low-temperature wine fermentation by 
identifying key proteins in yeast adaptation to cold, and to compare it with a 












2008) and metabolic adaptations 
 
(López-Malo et al., 2013b; Tronchoni et 
al., 2012b) at low temperature. It also aimed to detect the differential protein 
profiles that distinguish the two psychrotolerant species S. uvarum and S. 
kudriavzevii from S. cerevisiae. These differences may explain a more 
successful cold adaptation strategy. 
 
2. Materials and methods 
 
Yeast strains and culture conditions 
A commercial S. cerevisiae (Sc) wine strain (QA23, Lallemand S.A., 
Canada), a S. uvarum (Su) strain (CECT 12600) and a S. kudriavzevii strain 
(Sk) (CR85) (Lopes et al., 2010) were used in this work. The strains were 
grown at a dilution rate (D) of 0.04 h
-1
 at 12 and 28 °C in a 0.5 L chemostat 
(MiniBio, Applikon Biotechnology) and with a working volume of 0.3 L. 
The dilution rate was chosen because was the maximum D for the less 
adapted strain at low temperature (Sc). A temperature probe connected to a 
cryostat controlled the cultures grown at 12 °C. 
Cultures were grown in the synthetic grape must (SM) that derived from 
that described by Riou et al., (1997). The SM composition included 200 g L
-
1
 of sugars (100 g L
-1
 glucose + 100 g L
-1
 fructose), 6 g L
-1














 citric acid, 1.7 g L
-1
 YNB without ammonium and amino acids, anaerobic 
factors (0.015g  L
-1 
ergosterol, 0.005 g L
-1 
sodium oleate and 0.5 mL L
-1
 
Tween 80) and 0.060 g L
-1
 potassium disulfite. The assimilable nitrogen 
source used was 0.3 g N L
-1
 (0.12 g N L
-1
 as ammonium and 0.18 g N L
-1 
in 
an amino acid form). pH was measured online and kept constant at 3.3 by 
the automatic addition of 2 M NaOH and 1 M HCl. The stirrer was set at 
100 rpm. Biomass and extracellular metabolites were constant for at least 
five volume changes before sampling. When the steady state was reached, a 
volume of approximately 30 units of OD600 was centrifuged at 10000 g for 3 
min at 4 ºC. After supernatant removal, the cell suspension was washed with 
PBS, transferred to a 1.5-2 mL microcentrifuge tube and was recentrifuged 
under the same conditions. The pellet was flash-frozen with liquid nitrogen 
and stored at -80 ºC. 
HPLC analysis 
Glucose, fructose, glycerol and ethanol were analyzed in all the supernatant 
samples. Analytical HPLC was carried out in a Surveyor Plus 
Chromatograph (Thermo Fisher Scientific, Waltham, MA) equipped with a 
refraction index detector, an autosampler and a UV-Visible detector. Prior 
to injection, samples were centrifuged at 13300 rpm for 5 min, and samples 












(Micron Analitica, Spain). A total volume of 25 L was injected into a 
HyperREZ XP Carbohydrate H+8 mm column (Thermo Fisher Scientific) 
assembled to its correspondent guard. The mobile phase used was 1.5 mM 
H2SO4 with a flux of 0.6 mL min
-1
 and a column temperature of 50 °C. The 
concentration of each compound was calculated using external standards. 
Each sample was analyzed in duplicate. 
Nitrogen content analysis 
The ammonia concentration was measured with a kit following an 
enzymatic method (Roche Applied Science, Germany). The free amino acid 
nitrogen concentration was determined by the s-phthaldehyde/N-acetyl-L-
cysteine spectrophotometric assay (NOPA) procedure (Dukes and Butzke, 




The cell pellet was suspended in 150 μL of extraction buffer (25 mM TRIS 
buffer, pH 8, 8 M Urea and protease inhibitor cocktail (1/200) (Thermo 
Scientific)) and was broken by vortexing (4 to 6 times, 30 s) in the presence 
of glass beads (Sigma-G8772) (an equivalent volume to that of the cell 
pellet). Glass beads and insoluble material were eliminated by 












extraction buffer were added. Proteins were allowed to precipitate at -20 °C 
for 1 h; the precipitate was recovered after centrifugation at 10000 g for 15 
min. The pellet was washed with the2-D Clean-Up kit (GE Healthcare). The 
final pellet was air-dried and solubilized in 25 μL of 7 M urea, 4% (w/v) 3-
[(3-cholamidopropyl) dimethylammonio] propanesulfonate (CHAPS), 2 M 
Tiourea, 20 mM Tris and milliQ water. Insoluble material was removed by 
centrifugation (13000 rpm, 5 min). The protein concentration was 
determined by Bradford, with BSA as a standard. 
Sample Preparation 
Proteins were precipitated with TCA (50 μL; Cf=10%) over night at 5 ºC. 
After centrifugation, the final pellets were washed with cold (‐18 ºC) 
acetone with vigorous stirring, followed by centrifugation. Pellets were air-
dried. Pellets were dissolved with 75 μL of 8 M Urea in 500 mM TEAB, pH 
8 (Sigma), with sonication (5 min at 0 ºC). The final protein concentrations 
were determined by Qubit (Qubit™ Protein Assay Kits; 
Invitrogen‐Molecular Probes) and Lowry RC DC (Biorad) according to the 
manufacturer’s instructions. Next 100 μg were taken from each sample and 
the solution was dried by rotatory evaporation. Samples were resuspended 












resolving samples and each slide was cut and digested (Shevchenko et al., 
1996).
 
The sample was subjected to trypsin digestion with 10 μg of Promega 
sequencing grade modified trypsin in 0.5 mM TEAB. The volume was 
adjusted to 70 μL, and the final urea concentration was <2 M. Digestion was 
left overnight at 37 ºC. Reaction mixtures were dried in a speed vacuum. 
Each sample was re‐dissolved in 80 μL of TEAB + ethanol solution (3/7; 
v/v), with sonication for 10 min, added to the appropriate iTRAQ reagent 
vial and thoroughly vortexed. Immediately afterward, each sample vial was 
rinsed with an additional 20 μL measure of TEAB + ethanol solution and 
transferred to the correct iTRAQ reagent vials to then be incubated at 
ambient temperature for 3 h. Then 300 μg of the peptide mixture were 
dissolved with 200 μL of 7 M urea/2 M thiourea/1.6% ampholytes. One IPG 
strip (GE; 13 cm, 3‐11 NL) was hydrated with the peptide solution o.n. at 
room temperature. Peptides were isoelectrofocused with 5000 V to 30000 V 
h. After focusing, the strip was washed with milliQ grade water and cut into 
15 equal pieces. Peptides were extracted with 100 μL of the ACN solutions: 
A. 5% ACN 0.1% TFA, B. 50% ACN 0.1% TFA, C. ACN 0.1% TFA. All 
the peptide fractions were combined, dried by vacuum centrifugation and re-












concentrated by POROS R2. The clean peptide mixtures were dried by 
speed vacuum and resuspended to a concentration of ca. 0.3 µg µL
-1
 in 2% 
ACN 0.1% TFA. 
Mass spectrometry analysis 
Liquid chromatography and tandem mass spectrometry (LC–MS/MS): 5 μL 
of each sample were loaded into a trap column (Nano LC Column, 3μ 
C18‐CL, 75 µm x 15 cm; Eksigen) and desalted with 0.1% TFA at 2μL min-
1
 for 10 min. Peptides were then loaded into an analytical column (LC 
Column, 3 μ C18‐CL, 75 µm x 25 cm, Eksigen) equilibrated in 5% 
acetonitrile 0.1% FA (formic acid). Elution was carried out with a linear 
gradient of 5a35% B in A for 90 min (A: 0.1% FA; B: ACN, 0.1% FA) at a 
flow rate of 300 nl min
-1
. Peptides were analyzed in a mass spectrometer 
nanoESI qQTOF (5600 TripleTOF, ABSCIEX). The tripleTOF was 
operated in the information‐dependent acquisition mode, in which a 0.25‐s 
TOF MS scan from 350–1250 m/z was performed, followed by 0.075‐s 
product ion scans from 100–1500 m/z on the 25 most intense 2‐5 charged 
ions. ProteinPilot default parameters were used to generate a peak list 
directly from 5600 TripleTof wiff files. The Paragon algorithm of 
ProteinPilot was used to search in the Expasy protein database (515203 












Trypsin specificity, cys-alkylation (IAM), no taxonomy restriction, and the 
search effort set to throughout. To avoid using the same spectral evidence in 
more than one protein, the identified proteins were grouped based on the 
MS/MS spectra by the Protein‐Pilot Progroup algorithm. Thus the proteins 
that shared MS/MS spectra were grouped, regardless of the assigned peptide 
sequence. The protein within each group that can explain more spectral data 
with confidence is shown as the primary protein of the group. Only the 
proteins of the group for which there is individual evidence (unique peptides 
with enough confidence) are also listed with different list number, usually 
toward the end of the protein list. 
Paromomycin assays 
For the halo assays, yeast cells were grown overnight in YPD and diluted 
the next morning. They were then grown until the mid-log phase 
(approximately 1 × 10
7
 cells mL
-1) and then 175 μL were spread on each 
YPD plate. When the plate was absolutely dry, a filter imbibed with 
different amounts of paromomycin (10, 20 and 40 μg of drug) was placed on 
the surface and plates were incubated at 12 and 28 °C until the lawn was 
confluent. The measurement was taken from the point where the colonies 
were grown. Inside the halo, there were only single cells and clumps. The 













The metabolic data are the result of five replicates per fermentation 
(temperature and strains) while the proteomic data are the result of two 
culture replicates per condition. Significance was determined by analysis of 
variance (ANOVA) using the Statistica, version 7.0, software package. The 
statistical level of significance was set at a P value of ≤ 0.05 with a Tukey 
test. The data sets of the proteins with different concentrations at low 
temperature were treated with Venny 
(http://bioinfogp.cnb.csic.es/tools/venny/index.html) to select the common 
proteins from among the analyses. GO term Finder was used to group 
proteins into functional categories, which is found in the MIPS Functional 
Catalog (http://mips.helmholtzmuenchen.de/funcatDB/). Functional 
association studies were performed using the manually curated STRING 
database (the Search Tool for the Retrieval of Interacting Genes/Proteins) 
(http://string-db.org) (Franceschini et al., 2013). Protein–protein interactions 
at a high level of confidence (score of >0.7) were considered. Enrichment 
was further done on the KEGG pathways. The p-values were corrected for 















Metabolic profiles comparison among the three species 
To investigate how the yeast proteome changed under a suboptimal low 
growth temperature, we characterized the metabolic profile of the three 
Saccharomyces strains at both temperatures. Our experimental design was 
based on continuous-culture fermentations at low and optimum growth 
temperatures. This system offers a stable controlled environment for cells by 
maintaining constant biomass and the concentrations of nutrients and 
products (Clement et al., 2011), which make the comparison between 
fermentation conditions and strains more feasible. All the cultures were 
grown at the same dilution rate (D = 0.04 h
-1
), which corresponded to the 
maximum D of the control condition (Sc at 12 °C). When the steady state 
was reached (after five volume changes), sampling of supernatants and cells 
was done. Table 1 shows the physiological data of the three Saccharomyces 
strains and the concentration of the main compounds in the supernatant in 
the steady state. 
According to Vázquez-Lima et al., (2014)
 
this dilution rate corresponded to 
the late exponential phase of a standard wine fermentation in the batch 
mode at 28 ºC. These authors defined this fermentation phase as the stage in 












acids. According to this definition, all our cultures had practically depleted 
all the ammonium and a percentage that ranged from 25-50% of the initial 
content of amino acids. Regarding sugar consumption, residual sugars were 
left in all the continuous cultures, which was expected for this fermentation 
phase. However, consumption was clearly determined by the temperature of 
the cultures. At 28 ºC, strains Su and Sc consumed 44% and 37% of the 
initial content in the SM, whereas this consumption dropped to 17% and 
12%, respectively, at low temperature. Sk practically consumed the same 
amount of sugars at both temperatures, which did not represent more than 
8% in any case. This result revealed that 28 ºC is also far away from the 
optimum growth temperature for this species (Salvadó et al., 2011b). Sugar 
consumption correlated quite well with biomass production, which was 
higher at 28 ºC. In spite of the cryotolerance of Sk, this species yielded the 
lowest biomass production at 12 ºC. However, in terms of sugar and 
nitrogen consumption rates and glycerol production rates, the Sk strain 
proved to be the most efficient species at low temperature, with greater 













Table 1. Physiological characteristics of Saccharomyces strains and extracellular metabolites in the steady state of continuous 
cultures. aSignificant differences (p value ≤ 0.05) in each strain compared with their control conditions (28 °C), bSignificant differences (p value ≤ 0.05) in each strain at 12 






Sc 12 ºC Sc 28 ºC Sk 12 ºC Sk 28 ºC Su 12 ºC Su 28 ºC 
Extracellular metabolites 
Glucose (g L-1) 88.30±3.12a 57.39±2.12 91.69±1.03 88.69±1.99c 81.09±3.73a 48.58±0.01c 
Fructose (g L-1) 88.04±3.09a 67.89±1.75 94.58±0.90 94.22±0.99c 83.10±3.76a 61.93±0.02c 
Glycerol (g L-1) 1.31±0.20a 6.22±0.22 0.95±0.04a 2.10±0.39c 0.99±0.06a 3.08±0.01c 
Ethanol (g L-1) 10.30±0.22a 36.99±0.41 2.65±0.05ab 8.61±0.91c 16.80±0.52ab 38.13±0.11c 
Amino acids (mg NL-1) 117.61±4.62 114.37±10.55 92.48±11.33 135.82±14.59 107.91±0.93a 133.59±4.90 
Ammonium (mg L-1) 1.73±0.10 1.05±0.64 1.43±0.10 1.36±0.85 2.49±0.10ab 0.75±0.01 
Physiological data 
Biomass  (g DW L-1) 0.80±0.11a 3.23±0.38 0.22±0.05ab 0.54±0.05c 0.51±0.00a 1.34±0.06c 
Yhexoses (gDW.ghexoses
-1) 0.034±0.004 0.043±0.002 0.016±0.006b 0.031±0.002c 0.014±0.002 b 0.015±0.00c 
qglucose (gglucose.DW
-1. h-1) - 0.57±0.07 - 0.52±0.03 - 1.56±0.59b - 0.83±0.05c - 1.46±0.27 - 1.52±0.07c 
qfructose (gfructose.DW
-1. h-1) - 0.58±0.07 - 0.39±0.02 - 1.02±0.43 - 0.42±0.02 - 1.31±0.28 - 1.12±0.05 
qaa (mg N) (mg Naa.DW
-1. h-1) - 3.14±0.66a - 0.80±0.03 - 16.47±6.39b - 3.34±1.43 - 5.59±0.02a - 1.38±0.21c 
qNH4(mg) (mg NH4.DW
-1. h-1) - 5.93±0.82a - 1.48±0.18 - 21.94±5.79b - 8.82±0.88c - 9.12±0.06a - 3.53±0.17c 
qglycerol (gglycerol.DW
-1. h-1) 0.06±0.01 0.07±0.00 0.17±0.05 0.15±0.01 0.07±0.00 0.09±0.00c 
qethanol (gethanol.DW












Differences in metabolite concentration, and in the consumption and 
production specific rates, were used to perform hierarchical clustering 
(Figure 1), which grouped Sc 28 °C and Su 28 °C in a subcluster, and Sc, Sk, 
Su 12 ºC with Sk 28 ºC in another one. Intriguingly, the closest metabolic 
profiles were Sc 12 ºC and Sk 28 ºC, which once again reveals the problems 
of this latter species to grow at 28 ºC. Likewise, Sc and Su grown at 28 ºC 
presented a very similar metabolic profile.  
 
Figure 1. Global metabolic profile comparison of the three species. Hierarchical 
clustering of all the species at 12 and 28 °C. 
 
Comparison of the proteomic profile at 12 and 28 ºC 
By comparing the proteomes of the same strain at 12 and 28 ºC, 32, 129 and 












filtering by applying the statistical criteria of a 95% up- or down-regulation 
likelihood ([p > 1] <0.05 or [p > 1] > 0.95) and a fold-change higher than 
30% (ratio of either <0.70 or >1.3) as the significantly altered relative 
levels, we were able to short-list to 12, 70 and 52 proteins with increased 
levels, and 17, 29 and 28 proteins with decreased levels, in Sc, Sk and Su, 
respectively (Table S1). Figure 2 shows the relative abundance of the 
proteins that were over-represented at 12 and 28 ºC in the three 
Saccharomyces strains and the more significant functional categories. The 
three strains showed the functional category “70.03 cytoplasm” very 
significantly in both the over- and under-represented proteins at low 
temperature. This result evidenced that low temperature adaptation mainly 
involves changes in proteins in this cellular location, chiefly related with 
protein synthesis and nitrogen metabolism.  
Regarding S.cerevisiae (Figure 2A), the most strongly over-represented 
functional categories at 12 ºC were related to translation and proteins 
synthesis, together with glycolysis/gluconeogenesis, while at 28 ºC, the 
categories related more with purin nucleotide/nucleoside/nucleobase 
metabolism and amino acid metabolism. Likewise, S.kudriavzevii (Figure 
2B) at 12 ºC showed a huge number of categories that related with 
translation and protein synthesis, and also with glycolysis and alcoholic 












belonged to amino acid metabolism and G-protein-mediated signal 
transduction was observed. If we look at the S. uvarum (Figure 2C) analysis, 
an increase in the proteins that belonged to the translation category and also 
to oxidative stress response occurred at 12 ºC, whereas at 28 ºC the amino 
acid metabolism category (especially aspartate and the aromatic family) was 














Figure 2. Heat maps depicting the significant concentration differences of proteins 
in the three strains when comparing 12 and 28 ºC. The enriched functional 













The list of significant proteins in each Saccharomyces species was 
submitted individually to STRING 10 to elucidate the associations of these 
proteins (Figure 3). An analysis was carried out at 0.7 of the confidence 
level. Figure 3A and 3B shows the network of the over-represented and 
under-represented proteins in S. cerevisiae at low temperature, respectively. 
These associations are consistent with the enrichment in functional 
categories, being Ribosome and Metabolic pathways (amino acids 
biosynthesis) the categories with the highest p-values. Similarly in 
cryotolerant species S. kudriavzevii and S. uvarum, the common significant 
networks in both strains were ribosome, glycolysis/gluconeogenesis and 
biosynthesis of amino acids at both temperatures (Figures 3C to 3F). It is 
remarkable to note that the number of proteins that interconnected as a 
response to environmental temperature changes was much larger in S. 
kudriavzevii and S. uvarum than in S. cerevisiae, which may reveal the 














Figure 3. Network interactions of differentially expressed proteins at low 
temperature by a STRING analysis at the confidence level 0.7. Sc, Sk and Su are 
represented respectively by A-B, C-D and E-F. A-C-E indicate the over-












Common over-represented proteins in the three Saccharomyces at low 
temperature 
Regarding the number of common proteins (Figure 4), Sk and Su shared a 
larger number than the comparison made with Sc, which suggests that the 
cryotolerant species gave a stronger proteomic response since they are 
better-adapted at low temperature. Most of these common proteins between 
Sk and Su are related with Translation (ribosomal proteins). Despite their 
small number, the common proteins between Sc and Sk also belonged to 
these functional categories and showed a common regulation in both strains 
(highlighted in red or green). Regarding the common proteins between Sc 
and Su, some nitrogen and vitamin metabolic pathways and proteins 
involved in nutrient sensing showed high significance.  Finally, only three 
proteins were commonly over-represented in the three Saccharomyces 
strains, and two of them (Adh1p and Rps5p) had the same regulation. ADH1 
is the main alcohol dehydrogenase, and is involved in the synthesis of 















Figure 4. Overlap in the proteins regulated by temperature in the three strains. The 
proteins that are over-represented (red) and under-represented (green) are marked 
in the boxes. 
 
Differential proteins in the three Saccharomyces at low temperature 
As in the comparison made of each strain at both temperatures, the ANOVA 
analysis revealed 119 and 45 differential proteins between Sc/Sk and Sc/Su 
at 12 ºC, respectively,  (Figure 5). For Sc/Sk (Figure 5A), major differences 
were observed in the metabolism of carbohydrates and amino acids in Sc, 
while the over-represented proteins in Sk once again related with translation, 












strategy of Sc was the up-regulation of the proteins involved in the 
metabolism of carbohydrates and amino acids, in particular the biosynthesis 
of lysine and the proteins related with NAD/NADP and the oxidative stress 
response (García-Ríos et al., 2014). As in Sk, Su showed an over-
representation of the proteins that belonged to translation machinery. Figure 
5C depicts the number of shared proteins and their regulation. There were 
nine shared proteins in both analyses, which mainly belonged to methionine 
metabolism and translation. Recently, an important role of the sulfur 
assimilation pathway, including the biosynthesis of methionine and 
cysteine, has been shown during adaptation at low temperature in two S. 























Figure 5. Proteomic landscape of the cryotolerant strains in the comparison 
made with S. cerevisiae at 12 ºC. (A) Heat map of the relative abundance of the 
protein in Sc and Sk at 12 ºC. (B) Heat map of the relative abundance of the protein 
in Sc and Su at 12 ºC. (C) Overlap in the proteins regulated by low temperature in 
both experiments. 
 
Translation efficiency at low temperature 
To demonstrate that S. kudriavzevii and S.uvarum adaptation to low 
temperature is related to enhanced translation efficiency; we tested its 
sensitivity to paromomycin, a potent translation inhibitor (Kurata et al., 
2010). We studied the paromomycin (10, 20 and 40 µg) growth inhibition of 
yeast cells at either 12 or 28 °C for the three strains. The growth of a strain 
with powerful translation machinery is less affected by the protein synthesis 
blockage of this drug. A growth inhibition halo was observed under some 
conditions. Figure 6 indicates that Sc was severely affected by paromomycin 
at 12 °C, whereas Sk and Su showed no growth inhibition at all. This result 
confirms the better translation performance of Sk and Su at 12 °C. 
Conversely at 28 °C, the Sc strain showed no growth inhibition, but Sk strain 
presented a mild negative effect at the maximum paromomycin 














Figure 6.  S. kudriavzevii and S.uvarum present increased translation efficiency at 
low temperature. The inhibitory effect of translation inhibitor paromomycin was 
evaluated by measuring the halo diameter generated in the three species lawns 
grown in YPD plates at 12 or 28 °C. It is only shown the result for the maximum 




 The influence of temperature on microorganism growth has been 
widely studied by microbiologists, and different mathematical models have 
been developed to quantify and predict its effects. By applying 
mathematical-empirical approaches to estimate cardinal growth temperature, 
Salvadó et al., (2011) considered S. cerevisiae to be the most heat-tolerant 
strain within the genus Saccharomyces, with the highest optimum (32.3 ºC) 












most cryotolerant species of this genus, with the lowest optimum (26.2 and 
23.6 ºC) growth temperatures. Our data of specific growth, consumption and 
production specific rates (Table 1) reinforce that Sk is the most 
psycrotolerant, and has the highest sugar and nitrogen consumption rates at 
low temperature. Clustering based on the metabolic profiles of these species 
also evidenced that Sk displayed a similar growth and metabolic pattern at 
both temperatures. Yet regardless of growth temperature, S. cerevisiae had 
the highest biomass yield. In spite of the fitness decrease in S. cerevisiae 
when the fermentation temperature dropped, it could be hypothesized that 
the superior competence of this species over other yeast species competitors 
mainly lies in its better growth efficiency with the whole range of 
temperatures used during winemaking.  
The proteome analysis of the three Saccharomyces species revealed a 
similar strategy to help cope with low-temperature adaptation, but 
differences in the number of proteins involved and in the effectiveness of 
this response were encountered. A common response in the analyzed strains 
was the increase in the proteins involved in translation (ribosome 
biogenesis, ribosomal proteins and protein synthesis). We had already 
observed an up-regulation of many of the genes involved in translation in a 
transcriptomic comparison we previously made between Sc and Sk, grown at 














temperature causes hyperstabilization of RNA structures, which prevents the 
maturation of ribosomes and, consequently, the kinetics of translation 
initiation (Fortner et al., 1994; Hilliker et al., 2007; Li and Brow, 1996; 
Perriman and Ares, 2007; Staley and Guthrie, 1999; Zavanelli et al., 1994). 
The up-regulation of the genes and proteins involved in translation must be 
seen as a compensatory mechanism to overcome the blockage of this 
process at low temperature. However, as mentioned earlier, this was not 
equally achieved by all the strains. The analysis of protein interaction and 
protein networks (STRING 10) clearly showed an increase in more 
ribosome proteins in psychrotolerant strains Sk and Su. This coordinated 
induction of proteins resulted in a higher translation efficiency of these 
species at low temperature compared with Sc, which was confirmed by the 
different susceptibility to paromomycin. 
The other big group of proteins with differential concentrations in the three 
strains was related with the biosynthesis of amino acids. In fact, nitrogen 
metabolism is one of the most affected cellular processes at low temperature 
in S. cerevisiae. Pizarro et al., (2008) reported that the physiological and 
transcriptional response of laboratory and wine yeast strains to stress at low 
temperature was similar to growth under nitrogen-limiting conditions. Low 
temperature diminishes plasma membrane fluidity, which considerably 












This decrease in membrane fluidity might impair the activity of some 
permeases by modifying the profile of the up-taken amino acids (Abe and 
Horikoshi, 2000). A paradigmatic example of these assimilation problems is 
the sensitivity of tryptophan uptake at low temperature as a result of 
dramatic conformational changes in high-affinity permease TAT2 (Abe and 
Horikoshi, 2000). It is interesting to note that “metabolism of tryptophan” is 
a common significant functional category between Sc and Su. Once again 
the increase in the proteins involved in one of the main amino acid pathways 
must be seen as a cellular response to surpass a metabolic bottle-neck 
produced by a non-optimal growth temperature. As Tronchoni et al., (2012)
 
reported, a better adapted lipid membrane composition in S. kudriavzevii 
might enable better transport of nitrogen compounds and, therefore, greater 
amino acid metabolism activity. 
Other significant functional categories with differential protein 
concentrations in both the comparison made between temperatures and 
among strains include “Glycolysis and gluconeogenesis” and “alcohol 
fermentation”.  A recent global metabolic comparison made by our group 
(López-Malo et al., 2013b) of the three species at low temperature revealed 
that the main differences between the two cryophilic species and S. 
cerevisiae lay in carbohydrate metabolism. Strains Sk and Su had 












intermediates were of the higher part of glycolysis (C6 sugars), the pentose 
phosphate pathway and trehalose metabolism. When considering residual 
sugars in the supernatant of steady-state cultures (Table 1), on the one hand 
a higher sugar uptake by Sk and Su cannot explain this accumulation of 
higher glycolytic metabolites while, on the other hand, it may be related 
with a slower glycolytic flux in cryotolerant strains, mainly at the level of 
conversion of hexoses into trioses. Our current proteomic data evidence an 
induction of glycolytic and alcoholic fermentation enzymes at low 
temperature, and this increase is greater in Sc, which can partially explain 
the quicker glycolytic flux in this species. Another plausible explanation is 
the redox imbalance produced as a result of the slower kinetics of alcohol 
dehydrogenases at low temperature, which would result in NADH 
accumulation and glycolytic flux blockage. Yeast cells would respond to the 
slower conversion of acetaldehyde into ethanol by increasing the 
concentration of the main alcohol dehydrogenase, ADH1, which was one of 
the three common proteins to be induced at low temperature in the three 
species. Paget et al., (2014) used a genome-scale metabolic reconstruction 
of yeast metabolism combined with a thermodynamic analysis to identify 
the metabolic genes associated with cold adaptation in S. cerevisiae and S. 
kudriavzevii. Among the genes identified to have a strong effect on the 












NADH or NADPH into the oxidized form were overrepresented. Of them, 
the most representative was ADH3, which encodes the mitochondrial 
alcohol dehydrogenase isozyme. Compared with the parental strain, the 
adh3 strain showed less fitness at cold temperatures, with S. kudriavzevii 




 Temperature is one of the leading factors that drives adaptation of 
organisms and ecosystems. Remarkably, many closely related species share 
the same habitat because of their different temporal or micro-spatial thermal 
adaptations (Paget et al., 2014). In this study, we sought to find 
physiological and proteomic differences of closely related Saccharomyces 
species adapted to grow at low temperature. Although only one 
representative strain of each specie was use and it is difficult to extend 
conclusions to the species level,  our data corroborate previous 
transcriptomic results, which suggest that S. kudriavzevii is better adapted to 
grow at low temperature as a result of enhanced more efficient translation. 
Proteomic data also evidenced that translation efficiency can be an 
important target of adaptive evolution when cells face changing 












mechanisms that better explain biomass yield in cryotolerant strains. Yet 
even at low temperature, S. cerevisiae is the most fermentative competitive 
species. This fitness advantage has been related with quicker sugar uptake 
and speedier flux by the glycolysis pathway than its competitors (Piskur et 
al., 2006), thus enabling better ethanol yields, which allow niche 
construction via ethanol production (Arroyo-López et al., 2010). A higher 
concentration of glycolytic and alcoholic fermentation enzymes in the Sc 
strain might explain such greater fermentation activity.  
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More than 26 billion liters of wine are annually produced worldwide, 
and winemaking plays a major role in the economies of many nations. Spain 
is one of the world’s great wine producers: first in the ranking by surface, 
first by production of wine and grape juice in the 2014/2015 season, beating 
Italy and France and leader, in volume terms, in the export during 2015. 
Due to its importance in economic, social and environmental terms, as well 
as the importance of wine as image of the country abroad, the sector is of 
extraordinary importance in Spain.  
Over the last century, yeasts with optimal characteristics were selected 
to inoculate fermentations with pure yeast cultures. Consequently, wine 
production quality vastly improved (Pretorius, 2000b). As the wine industry 
effectively controls fermentation temperatures, low temperature 
fermentation (10-15 ºC) is becoming more frequent in order to produce 
white and “rosé” wines with more pronounced aromatic profiles (Beltran et 
al., 2006; Llauradó et al., 2005; Molina et al., 2007; Torija et al., 2003). 
However, the optimal growth and fermentation temperature for S. cerevisiae 
is 25-28 ºC. Thus, there are certain drawbacks to low temperature 
fermentations, such as reduced growth rate, a long lag phase, and sluggish 












low temperature response, and to select or to develop well-adapted yeast 
strains. 
The first and main objective of this thesis was to elucidate the 
physiological and molecular mechanisms involved in low temperature 
adaptation in the wine yeast S. cerevisiae. Low temperature adaptation in 
yeast, like most of the variable phenotype, has a complex genetic basis (Fay, 
2013; Liti and Louis, 2012). It is a non-mendelian character controlled by 
more than a hundred of genes which makes its analysis more difficult. The 
use of the so-called “omics” techniques has allowed us to obtain a 
multidisciplinary snapshot of the cell while the adaptation process to this 
stress is happening. The employment of high-throughput methodologies, 
like transcriptomic, proteomic and whole genome sequencing, has enabled 
us to identify genes and genomic regions with changes that are contributing 
in different ways to the phenotype. Similar studies have previously 
attempted to elucidate the cold response in S. cerevisiae by a variety of 
high-throughput methodologies. Most of them, however, focused on cold 
shock on laboratory yeast strains (Homma et al., 2003; Murata et al., 2006; 
Sahara et al., 2002; Schade et al., 2004). A differential and novel feature of 
our study is the use of industrial or commercial strains of S. cerevisiae and 












Phenotypic analysis and competition experiments 
We have handled during the thesis work an important array of yeast 
strains that have been individually phenotyped, mainly in two parameters: 
maximum growth rate (max) and fermentation activity. These strains 
showed a wide range of cold tolerance phenotypes, as it is expected of 
quantitative trait loci. This phenotypic analysis allowed us to select two 
strains with a divergent phenotype at low, but not at optimum, temperature, 
which were adopted as the model strains of this study. The fitness 
differences of the selected strains were corroborated by directly competing 
during fermentations at optimum and low temperature, proving the utility of 
the max values, obtained during microtiter cultures, for calculating the 
fitness of different strains under specific conditions (García-Ríos et al., 
2014). 
A total of 300 segregants derived from a cross between the two selected 
strains were also phenotyped. These segregants also exhibited a wide range 
of growth rate at low temperature. However, the most remarkable result was 
the high percentage of trangressive segregants (16%), which showed better 
growth than the superior parental (P5 strain). This suggests that both strains 
contained alleles which contributed to the cold tolerance phenotype of these 












the industrial exploitation of these strains. The intercross during many 
generations of two industrial strains, and the further selection of fitter 
genomic combinations by growth during several generations under selective 
pressure, is a good genetic improvement method.   
Physiological and metabolic mechanisms involved in adaptation at 
low temperature 
One of the most interesting results of this thesis is the importance of the 
sulfur assimilation pathway at low temperature. So far, this metabolic 
pathway has not been related with cold adaptation. However, our 
transcriptomic and proteomic data clearly evidenced that differential activity 
in this route can explain differences in yeast adaptation at low temperature. 
The activity of this pathway can determine the cellular availability of two 
metabolites, SAM and glutathione, which can impact adaptation at low 
temperature by influencing two additional metabolic mechanisms: 
phospholipid metabolism and oxidative stress response. The importance of 
these compounds was corroborated by growth data improvement observed 
when these molecules were present in the culture medium. 
S. cerevisiae cell membrane is considered as the first assaulting target of 
low temperature. Cold can influence the cell membrane integrity and 












and decreasing the cell viability. Moreover, S. cerevisiae cells might change 
their membrane compositions or structure to try to adapt to fluctuating 
temperatures. Previous studies have shown that temperature modifies the 
cellular lipid composition of yeast by increasing the degree of unsaturation 
at the beginning of fermentation, shortening chain length as fermentation 
progresses and a lowered ratio of phosphatidilcholine 
(PC)/phosphatidylethanolamine (PE) to increase the membrane fluidity 
(Beltran et al., 2008; López-Malo et al., 2013a, 2013b; Redón et al., 2011; 
Torija et al., 2003; Tronchoni et al., 2012). Our data corroborated the 
importance of a fit phospholipid (PL) biosynthesis and a proper distribution 
of these PL between the exoplasmic and the cytoplasmic leaflet of cell 
membranes. Previous works of our group (López-Malo et al., 2013a) 
showed the strong impairment of the mutants Δopi3 and Δcho2 at low 
temperature. These genes encode the enzymes involved in synthesis of the 
most important plasma membrane phospholipids, PE and PC, by the de novo 
pathway (Daum et al., 1998). In this thesis work, we have not directly 
detected genes of PL metabolism connected with a better performance at 
low temperature. However, the overexpression of the sulfur pathway may 
connect both metabolic routes. Phosphatidylcholine (PC), the major 
phospholipid (at least 30% of total PLs), is synthesized de novo from 












methyltransferase reactions catalyzed by Opi3p and Cho2p (Chin and 
Bloch, 1988). In addition, the use of QTL mapping allowed us to identify 
and validate the relevance in cold adaptation of the genes FPK1 and OPT2, 
both of them involved in lipid asymmetry maintenance between the inner 
and outer leaflets of the plasma membrane (PM). FPK1 is a Ser/Thr protein 
kinase that regulates phospholipid translocation and membrane asymmetry 
and OPT2 is an oligopeptide transporter that has a role in maintenance of 
lipid asymmetry between the inner and outer leaflets of the PM. Curiously 
the deletion of this gene also leads to major defects in maintaining 
peroxisomal, mitochondrial, and cytosolic glutathione redox homeostasis 
because gluthatione is synthesized de novo solely in the cytosol and must 
subsequently be transported to other cellular compartments through this 
permease (Elbaz-Alon et al., 2014). Thus, we cannot rule out the 
involvement of this gene in another important metabolic process in cold 
adaptation as it is stress oxidative defense.   
One of the primary metabolic effects of the PM rigidification is an 
important impairment of the nutrient uptake, mainly the nitrogen 
compounds. Pizarro et al., (2008) reported that the physiological and 
transcriptional response of laboratory and wine yeast strains to stress at low 












paradigmatic example of these assimilation problems is the sensitivity of 
tryptophan uptake at low temperature as a result of dramatic conformational 
changes in high-affinity permease Tat2p (Abe and Horikoshi, 2000). In our 
data, we also detected a key role of a permease of amino acids in the fitness 
of a S. cerevisiae strain growing at low temperature. This is the case of 
MUP1, a high affinity methionine permease that is also involved in cysteine 
uptake (Kosugi et al., 2001). According to the important role of the sulfur 
assimilation pathway, the uptake of sulfur amino acids at low temperature 
can be also a limiting-step at low temperature, similar to the many evidences 
reported for tryptophan. Moreover, in the context of the proteomic study, 
one of the groups with differential concentration in the strains of the three 
species of Saccharomyces was related with the biosynthesis of amino acids, 
maybe as a cellular response to surpass a metabolic bottle-neck produced in 
this metabolic pathway. Finally, in a recent work of our group (Salvadó et 
al., 2016), we used a genome-wide screening of S. cerevisiae diploid mutant 
strain collections to identify genes that potentially contribute to adaptation 
to low temperature fermentation conditions. In this study, the GO term 
analysis clearly highlighted the significant enrichment in the proteins 
involved in amino acid biosynthesis, and more specifically in the synthesis 












In the two proteomic studies carried out in this thesis (the 
comparison between P5/P24 and the comparison between the three species 
of Saccharomyces) showed the increase in the concentration of proteins of 
the glycolysis at low temperature, mainly enzymes of the lower part of this 
pathway (the trioses phosphate branch). According to Quirós et al., (2013), 
in the upper part of glycolysis (the glucose 6-phosphate branch point), the C 
flux directed to glycolysis lowered at low temperature, which resulted in a 
higher C flux to the pentose phosphate pathway (PPP) and carbohydrate 
biosynthesis. These authors related this diversion of the C flux to these two 
minor branches with the higher biomass synthesis also observed at low 
temperature. Biomass production is very high ATP-demanding. Thus, this 
higher biomass synthesis at low temperature may result in a shortage of 
intracellular ATP. The increase of glycolytic and fermentative enzymes 
leading to ATP generation may balance this drain. Another plausible 
explanation is the redox imbalance produced at low temperature. Recently, 
two independent studies (Ballester-Tomás et al., 2015; Paget et al., 2014) 
proved that low temperature produced a redox imbalance that needs to be 
corrected by the dynamic regulation of the NAD(P)/NAD(P)H ratio and the 
intracellular levels of these co-enzymes. Paget et al., (2014) corrected this 
redox imbalance by increasing glycerol accumulation or cytosolic 












Ballester-Tomás et al., (2015) compensated this redox imbalance by 
overexpressing the GDH2-encoded glutamate dehydrogenase gene, which 
increased NADH oxidation. In both strategies, the S. cerevisiae strains 
displayed better fitness at low temperature, and both studies identified redox 
co-enzymes as key factors that governed yeast cold growth. 
This last statement links directly with another of the most important 
physiological mechanisms observed in this work to cope with low 
temperature adaptation in wine yeasts. We refer to the “oxidative stress 
defense”. In all the studies of this thesis we have observed the clear trigger 
of this mechanism with the upregulation of genes and proteins involved in 
this defense. Despite not many reports have correlated low temperature and 
oxidative stress, in chapter 2, we stablished a strong correlation between the 
behavior of the cells at low temperature and in the ability to cope with a 
strong oxidative stress situation in presence of peroxide of hydrogen. This 
response against both stresses seems to have overlapping protective 
mechanisms. We have connected the greater activation of the sulfur 
assimilation pathway with the oxidative stress response. Cysteine is a 
component of molecules like glutathione, glutaredoxin and thioredoxin, 
which were all induced in response to oxidative stress (Sha et al., 2013), 












Although this data has not been shown in any of the chapters of this thesis, 
we quantified intracellular glutathione and, in both strains P5 and P24, the 
amount of this oligopeptide was greater at low temperature. The proteomic 
comparison between P5/P24 showed higher concentration of peroxiredoxin 
Ahp1p and thioredoxin Tsa1p in the strain better poised to deal with 
oxidative stress. According to previous studies, growth at low temperature 
produces redox imbalance, and probably raises the intracellular levels of 
ROS. However, as far as we know, there is not a clear hypothesis to explain 
this redox imbalance and ROS accumulation. By using the QTL mapping, 
we were able to identify genes related with the oxidative stress and 
mitochondrial functions. COQ2 encodes a transferase that catalyzes the 
second step in ubiquinone (coenzyme Q) biosynthesis (Ashbysb et al., 1992) 
and PET494 is a translational activator of one of the subunits (COX3) of 
cytochrome c oxidase (Naithani et al., 2003). Both genes belong to 
mitochondria and are essential for respiratory growth. However, the lack of 
these genes provokes a strong impairment in the fermentation activity at low 
temperature. We may think that the absence of two mitochondrial proteins 
would not be so important during alcoholic fermentation where the 
respiration is not the main metabolic process, however, our results show that 
are contributing in some way during the low temperature adaptation. Some 












result more sensitive strains to oxidative stress (Collinson and Dawes, 1992; 
Grant et al., 1997). It could be possible that the generation of ROS at low 
temperature together with the increased sensitivity in these mutants could 
produce an accumulative situation that the cell is not able to counterbalance. 
Another possibility could be that cold leads to a more ordered membrane 
structure and hence a reduction in fluidity of the mitochondrial inner 
membrane, affecting to the electron transport chains. In any case, our data 
evidenced the importance of a fit mitochondria to cope with the cold 
response. 
Molecular and genetic basis underlying low-temperature adaptation 
The molecular mechanisms involved in adapting S. cerevisiae to low 
temperature have been studied by both conventional and genome-wide 
technologies. Among the genome-scale approaches, transcriptome analyses 
are perhaps the most frequently employed method to analyse low 
temperature adaptation. Most of these studies have focused mainly on cold 
shock (Sahara et al., 2002, Homma et al., 2003, Schade et al., 2004, Murata 
et al., 2006), but Tai et al., (2007) also analysed transcriptional changes 
during long-term exposure of yeast to low temperature. 
At the gene expression level, transcription data have provided evidence 












mentioned above, we have seen upregulation or differential activity in genes 
involved in oxidative stress, lipid and amino acid metabolism, glycolysis, 
etc., when the cells were grown at low temperature. Moreover, the 
transcriptomic data also revealed the upregulation of many genes involved 
in translation. We previously identified translation efficiency as a crucial 
process during low temperature adaptation in different Saccharomyces 
species (Tronchoni et al., 2014). A transcriptome comparison made between 
S. cerevisiae and the psychrotolerant S. kudriavzevii at low temperature 
showed the common activation of the genes involved in translation 
(ribosome biogenesis, ribosomal proteins and protein synthesis). However, 
the S. kudriavzevii response was stronger, and showed an increased 
expression for dozens of the genes involved in protein synthesis. Low 
temperature causes the hyperstabilisation of RNA structures, which hampers 
the maturation of ribosomes and, consequently, translation initiation kinetics 
(Fortner et al., 1994; Hilliker et al., 2007; Li et al., 1996; Perriman et al., 
2007; Staley et al., 1999; Zavanelli et al., 1994). The up-regulation of the 
genes and proteins involved in translation must be seen as a compensatory 
mechanism to overcome the blockage of this process at low temperature. In 
chapter one, we also found an up-regulation at low temperature of some 
genes belonging to functional categories related with the ribosomes and also 












translational activator while RPL31A is a part of the large subunit of the 
ribosome. In chapter 4, the proteomic comparison between the species of 
Saccharomyces showed that the improvement of the translation efficiency 
was the common mechanism of the three species, but differences in the 
number of proteins involved and in the effectiveness of this response were 
encountered. S. kudriavzevii and S. uvarum presented a strong proteomic 
response due to low temperature and this fact could be one of the reasons 
why these yeasts are better-adapted to cold environments. In our recent 
genome-wide study to detect genes that contribute to low temperature 
adaptation (Salvadó et al., 2016), two genes related to ribosome biosynthesis 
(SNU66 and PAP2) were essentials for growing and fermenting at low 
temperature. The better fitness of different industrial strains under low 
temperature conditions might be related with enhanced translation 
efficiency, as formerly indicated by Tronchoni et al., (2014). 
Many of these genes that determine a better low temperature adaptation 
can be located in subtelomeric regions. Our QTL analysis revealed the 
importance of the subtelomeric regions, containing genetic variation 
responsible for differences in cold adaptation. Unfortunately, so far, the 
sequencing technology did not allow mapping the genes located in these 












currently involved in a project for sequencing again the P5 and P24 strains 
by new long read sequencing technologies. Hopefully, the sequencing data 
with this new technology would reveal genes residing in these subtelomeric 
regions, and allow identifying the causal genes involved in adaptation at low 
temperature. 
Future work 
In this thesis work, we have followed a holistic approach with the use of 
different high-throughput technologies to unravel the physiological 
mechanisms and molecular basis underlying low temperature adaptation in 
wine yeasts. This is a powerful strategy to provide a clear link between 
genomic and phenotypic differences among wine strains. We have been able 
to identify key pathways, enzymes and genes related to a particular 
phenotype adapted to grow at low temperature. In future work, we should 
go into depth of some of these mechanisms to understand much better their 
involvement in cold adaptation. Moreover, in our opinion, this information 
is very useful for obtaining strains more adapted to these high demanding 
industrial processes. Adaptation and tolerance of yeast strains to 
temperatures beyond the optimum range is crucial for economic and eco-
efficient production processes for new and traditional fermentations. From 












better metabolic engineering strategies that take into account the impact of 
novel genes and pathways on cellular economics and to develop cost-
effective bio-based processes. Accordingly, we will design rational genetic 
improvement strategies to obtain more robust and adapted yeast strains to 
grow and ferment at low temperature. For this strain improvement, non-
recombinant strategies, based on evolutionary engineering and intra- and 
inter-specific hybridization, are appealing because they may generate 
improved strains that are not considered GMOs, and will most likely be 




































































The main conclusions drawn from the results obtained in this thesis are: 
1. The metabolic activity of the sulfur assimilation pathway explain 
phenotypic differences in yeast adaptation at low temperature. This 
work is the first report relating this metabolic pathway with cold 
adaptation. 
2. The different transcriptomic data obtained in this thesis also 
revealed the importance of the phospholipid metabolism and the 
maintenance of lipid asymmetry between the inner and outer leaflets 
of the plasma membrane during low temperature adaptation. Our 
QTL analysis showed two genes involved in phospholipid flippase 
activity, FPK1 and OPT2, as causative genes of better fitness at low 
temperature. 
3.  The rigidification of the plasma membrane at low temperature 
provokes difficulties in the uptake of nutrients, mainly nitrogen 
compounds. This metabolic bottle-neck is counteracted by the 
upregulation of genes and proteins involved in amino acid 
metabolism, such as the permease of cysteine and methionine 
MUP1. 
4. Low temperature increases oxidative stress and induces an 












observed the clear trigger of this mechanism with the upregulation 
of genes and proteins involved in this defense. The greater 
activation of the sulfur assimilation pathway at low temperature can 
be connected with the oxidative stress response by synthesizing 
cysteine and methionine, substrate of many cellular antioxidant 
compounds. 
5. There is a strong correlation between the behavior of the cells at 
low temperature and in the ability to cope with a strong oxidative 
stress situation in presence of peroxide of hydrogen. This 
correlation is also very interesting from an applied point of view 
because it could be a trait for future selections of industrial 
cryotolerant strains or for the genetic improvement of them. 
6. The QTL analysis revealed the importance of a fit mitochondria for 
low temperature adaptation. The deletion of two genes involved in 
the electron transport chain (COQ2 and PET494) provoked a strong 
impairment in the fermentation activity at low temperature. 
7. The main and common molecular mechanism of cold adaptation 
observed for the three species of Saccharomyces studied (S. 
cerevisiae, S. kudriavzevii and S. uvarum) was the induction of 
genes and proteins involved in translation. S. kudriavzevii and S. 












temperature and this fact could be one of the reasons why these 
yeasts are better-adapted to cold environments.  
8. The proteome analysis of the three Saccharomyces species also 
revealed an induction of glycolytic and alcoholic fermentation 
enzymes at low temperature, and this increase is greater in Sc, 
which can partially explain the quicker glycolytic flux in this 
species. Another plausible explanation is the redox imbalance 
produced as a result of the slower kinetics of alcohol 
dehydrogenases at low temperature, which would result in NADH 
accumulation and glycolytic flux blockage. 
9. The QTL analysis and further RH analyses of the detected QTLs 
proved the importance of subtelomeres as a source of variation in 
industrial yeast and the need to invest efforts in sequencing these 
regions with new sequencing technologies with long reads from 
single molecules. 
10. The information obtained in this thesis is very useful from an 
industrial perspective for obtaining strains more adapted to low 
temperature fermentation processes. For instance, the high 
percentage of heterosis (hybrid vigor) obtained in the phenotyping 






















































Se cree que las uvas fueron domesticadas entre el Mar Negro e Irán 
durante el periodo del 7000-4000 aC. Las primeras evidencias de 
elaboración de vino provienen de la presencia de ácido tartárico en un tarro 
antiguo que data de 5400 - 5000 aC en el yacimiento neolítico de Tepe en 
Mesopotamia y de los restos de la extracción del zumo de uva en el 
yacimiento neolítico de Dikili Tash en Grecia (5000 aC). La colonización de 
los romanos extendió la elaboración del vino por todo el Mediterráneo; en el 
500 aC el vino ya se producía en Italia, Francia, España, Portugal y el norte 
de África. Posteriormente también fue extendido a los Balcanes, Alemania y 
otras partes del norte de Europa. En 1530, los conquistadores españoles 
introdujeron la vid en México, Argentina, Perú y Chile. De la misma 
manera, en 1655 los holandeses plantaron vides en Sudáfrica (Pretorius, 
2000a; Sicard and Legras, 2011).  
Sin embargo, no fue hasta 1860, cuando Louis Pasteur descubrió que 
la levadura era la responsable de la conversión del azúcar en etanol y 
dióxido de carbono, cuando el proceso de elaboración del vino recibió el 
nombre de fermentación. Con el conocimiento de que la levadura era 












desde la viña hasta la planta embotelladora. Más tarde, en 1890, Müller - 
Thurgau introdujo el concepto de la inoculación de las fermentaciones con 
el cultivo de levaduras (Pretorius, 2000). En la actualidad la mayor parte de 
la producción se basa en el uso de cultivo iniciadores de levaduras 
seleccionadas como práctica enológica para generar vinos con 
características deseables y para garantizar la homogeneidad de las cosechas 
sucesivas. 
Una de las principales demandas del sector vitivinícola está asociada 
a resolver los problemas generados por el cambio climático. El disponer de 
levaduras que produzcan un menor rendimiento en etanol, o que 
incrementen el contenido en glicerol en los vinos pueden ser buenas 
estrategias para resolver este tipo de problemas. Además de las 
características fisiológicas mencionadas, las levaduras también deben 
adaptarse a las actuales prácticas enológicas.  
Dentro de estas tendencias se encuentra la realización de 
fermentaciones a baja temperatura para vinos blancos y rosados, ya que se 
obtienen vinos con una mayor complejidad organoléptica (Beltran et al., 
2006; Molina et al., 2007; Torija et al., 2003). Esta práctica se limita a 
fermentaciones de vinos blancos y rosados ya que en vinos tintos es 












los compuestos fenólicos de la piel de la uva. Las bajas temperaturas 
aumentan no sólo la retención sino también la producción de algunos 
compuestos volátiles (Killian and Ough, 1979). En estas condiciones se 
produce una mayor cantidad de compuestos aromáticos, especialmente de 
ésteres que imparten aromas dulces y afrutados, a la vez que se disminuye la 
producción de algunos compuestos desagradables, tales como ciertos 
alcoholes superiores y ácido acético (Beltrán et al., 2006). Otro aspecto 
interesante es que las bajas temperaturas reducen notablemente el 
crecimiento de bacterias lácticas y acéticas, lo que facilita el control del 
proceso (Ribéreau-Gayon et al., 2000). 
A pesar de que las fermentaciones a baja temperatura presentan 
ventajas interesantes; esta práctica también tiene algunas desventajas 
principalmente relacionadas con la disminución de la tasa de crecimiento de 
las levaduras. La temperatura óptima de crecimiento de S. cerevisiae es 
alrededor de 32 ºC (Salvadó et al., 2011), por lo que la baja temperatura 
aumenta la fase de latencia, ralentizando el proceso fermentativo e incluso 
dando lugar a paradas del mismo (Bisson, 1999). 
Por otra parte, los factores moleculares y fisiológicos que determinan 
una mejor adaptación de las diferentes especies a las bajas temperaturas 












Varios estudios han puesto de manifiesto la importancia de la composición 
lipídica en la respuesta adaptativa de las levaduras a las temperaturas 
ambientales (Beltran et al., 2008; López-Malo et al., 2013a; Redón et al., 
2011; Torija et al., 2003; Tronchoni et al., 2012b). El efecto más 
comúnmente descrito debido a la bajada de temperatura, es un aumento en 
el grado de insaturación de los ácidos grasos, que se traduce en un aumento 
en la fluidez de membrana. Sin embargo, esta respuesta podría no ser 
universal para todas las levaduras. Existen otras formas de aumentar la 
fluidez de la membrana, como puede ser disminuir la longitud de cadena de 
los ácidos grasos. Este efecto ha sido descrito en fermentaciones a escala 
industrial (Torija et al., 2003; Beltrán et al., 2008). De la misma forma que 
es importante conocer los factores fisiológicos que intervienen en la 
adaptación a la baja temperatura, también lo es conocer cuáles son las 
diferencias en la expresión génica que pueden justificar una mejor o peor 
adaptación en ambientes fríos. Beltrán et al., (2006) realizó un análisis del 
transcriptoma utilizando la cepa comercial vínica de S. cerevisiae QA23 en 
condiciones de fermentación industriales a baja temperatura. Observaron 
que los genes relacionados con el ciclo celular, el crecimiento celular, el 
destino celular se expresaban menos en la fase de crecimiento exponencial a 
13 ºC comparado con 25 ºC. Mientras que los genes cuya expresión se 












metabolismo lipídico y nitrogenado y genes de transporte de nutrientes, 
junto con genes de respuesta a estrés ambiental previamente descrita por 
Gasch et al., (2000).  
Teniendo en cuenta estos antecendentes, el objetivo global de la tesis 
es el estudio de las bases moleculares y de los mecanismos fisiológicos que 
determinan una mayor tolerancia  a la baja temperatura en levaduras vínicas. 
Este objetivo global se abordó en distintos objetivos parciales que 
corresponden con los cuatro capítulos de la presente tesis. 
 
2. Resultados y discusión 
 CAPÍTULO 1 
En este objetivo realizamos un análisis fenotípico de una colección 
de 27 levaduras vínicas industriales pertenecientes al género Saccharomyces 
en base a su temperatura de crecimiento. Con el fin de seleccionar dos 
levaduras que presentaran un comportamiento divergente frente a la baja 
temperatura.  
Se llevó a cabo un fenotipado de la colección de levaduras en el 
rango de temperatura comprendido entre 4-45 ºC tanto en medio mínimo 
(SD) como en mosto sintético (SM). Se seleccionaron dos cepas, P5 y P24, 












pero comportamientos similares a su temperatura óptima de crecimiento (28 
ºC). P5 fue seleccionada como la levadura que presentaba un buen 
comportamiento a baja temperatura mientras que P24 fue seleccionada por 
presentar un crecimiento más afectado en frío. Para tener un control de que 
la selección se había realizado correctamente marcamos la cepa P5 con la 
proteína verde fluorescente (GFP) y realizamos cultivos mixtos (P5/P24) a 
ambas temperaturas, de manera que pudimos comprobar que a 15 ºC,  la P5 
se imponía de manera clara a la P24 desplazándola del cultivo, mientras que 
a 28 ºC los porcentajes de ambas cepas de mantenían cercanos al 50% 
durante todo el proceso. 
A continuación, con las cepas seleccionadas, llevamos a cabo 
fermentaciones en continúo usando la misma velocidad de crecimiento, 
tanto a baja temperatura como a temperatura óptima. Mediante el uso de 
este sistema podemos separar los efectos causados por la propia velocidad 
de crecimiento de cada cepa de los efectos provocados por la baja 
temperatura. Las células obtenidas se usaron para realizar estudios 
transcriptómicos y proteómicos, así como la secuenciación de los genomas 
de ambas cepas.  
En cuanto a la comparación de los transcriptomas de cada cepa por 












expresados en frío en P5 y P24, respectivamente. Cabe destacar que la cepa 
con un mejor comportamiento a baja temperatura presentaba una respuesta 
transcripcional más fuerte, como se observa en el mayor número de genes 
regulados por la temperatura. Sólo 32 de estos genes eran comunes a ambas 
comparaciones, poniendo de manifiesto el gran carácter cepa-dependiente 
de la respuesta frente a la baja temperatura.  
Tanto en las comparaciones dentro de la misma cepa a distintas 
temperaturas como entre cepas a la misma temperatura, siempre surgían 
categorías funcionales relacionadas con el metabolismo del azufre y del 
aminoácido metionina. Además, los genes incluidos en estas categorías se 
situaban en su gran mayoría dentro de la ruta de captación de azufre, con un 
mayor número de genes regulados positivamente en la cepa P5.  
Siguiendo el mismo procedimiento realizamos un análisis 
proteómico mediante 2D-PAGE y posterior espectrometría de masas. El 
número de proteínas con una concentración diferencial a baja temperatura 
fue de 7 y 6 en P5 y P24 respectivamente. Estas proteínas pertenecían 
principalmente a la glucolisis, el proceso de traducción y respuesta frente a 
estrés oxidativo. Lo más interesante surgió de la comparación entre ambas 
cepas a 15 ºC donde, de manera similar al análisis transcriptómico, algunas 












Teniendo en cuanta tanto los datos de expresión como de proteínas, 
decidimos suplementar a las células con tres de los compuestos finales (S- 
adenosil metionina, glutatión oxidado y glutatión reducido) de la ruta de 
captación de azufre para ver su impacto sobre las fermentaciones a baja 
temperatura. La adición de estos compuestos provocaba, excepto el SAM en 
P5, una disminución del tiempo de generación, especialmente en P24 que 
alcanzaba velocidades de crecimiento similares a P5. De la misma manera, 
testamos la capacidad de recuperación tras un choque con un agente 
oxidante, y observamos que la cepa P5 también presentaba una mejor 
recuperación, manteniéndose el comportamiento divergente frente a la baja 
temperatura también frente al estrés oxidativo.  
La actividad de esta ruta tiene mucha influencia en otros procesos 
celulares, muchos de ellos con gran importancia en la adaptación a la baja 
temperatura como la síntesis de fosfolípidos. Cambios en la composición de 
la membrana plasmática como respuesta adaptativa al frío han sido 
ampliamente descritos (Beltran et al., 2006; Henderson et al., 2013b; Redón 
et al., 2011; Tronchoni et al., 2012b). La fosfatidilcolina (PC) es el 
fosfolípido más abundante de la membrana (~30%) y es sintetizada de novo 
a partir de la fosfatidiletanolamina (PE) mediante 3 metilaciones que 












Bloch, 1988). De modo que la alta demanda de PC a baja temperatura 
podría dar como lugar un incremento en la demanda de SAM y por tanto 
una mayor activación transcripcional de la ruta de captación de azufre. Otra 
posible explicación sería que el mayor estrés oxidativo al que se ven 
sometidas las células a baja temperatura (Ballester-Tomás et al., 2015; Paget 
et al., 2014; Zhang et al., 2003) haga necesario producir una mayor cantidad 
de glutatión que ayudaría a mantener el equilibrio redox de la célula.  
Complementariamente a los análisis transcriptómico y proteómico, 
se secuenciaron los genomas de ambas cepas y se compararon con la cepa 
de referencia S288c. Se encontraron 6446 SNPs entre ambas cepas vínicas, 
un número notablemente pequeño, pero lógico debido a que son cepas que 
se encuentran filogenéticamente muy próximas. Muchos de los 
polimorfismos entre ambas cepas se encontraban nuevamente en genes 
relacionados con la ruta de captación de azufre.  
 
CAPÍTULO 2 
En base a los resultados obtenidos en el primer capítulo, decidimos 
estudiar en más detalle la posible correlación entre la respuesta frente a 












Para ello realizamos un estudio del comportamiento a baja 
temperatura (12 y 15 ºC) y frente a distintos oxidantes (H2O2, menadiona, 
terbutilo y cumeno hidroperóxido) empleando 40 levaduras del género 
Saccharomyces pertenecientes a diversos procesos y orígenes geográficos. 
Analizamos el área bajo la curva (AUC) de crecimiento de las distintas 
levaduras en las diversas condiciones y realizamos un agrupamiento 
jerárquico de las mismas. El resultado más significativo fue el fuerte 
agrupamiento que se producía  entre las condiciones de baja temperatura y 
el comportamiento de la población frente al peróxido de hidrógeno. 
Poniendo de manifiesto la posible existencia de un mecanismo de respuesta 
común.  
A continuación, seleccionamos 40 mutantes homocigotos, de la 
colección de la levadura de laboratorio BY4743, en genes relacionados con 
la respuesta a estrés oxidativo para realizar un muestreo frente a baja 
temperatura. Se analizaron diversos parámetros de crecimiento tanto en 
medio YPD como en mosto sintético (SM) y aquellos mutantes que 
presentaban un fenotipo más afectado a baja temperatura, pero no a 28 ºC, 
fueron seleccionados para posteriores estudios. Se seleccionaron 10 genes 
(TSA1, MUP1, GPX1, GLR1, GRX1, TRX2, TRX3, URM1, SRX1 y AHP1), 












frente a estrés oxidativo, para construir mutantes en el fondo genético de las 
levaduras vínicas seleccionadas en el capítulo anterior por su 
comportamiento divergente frente a la baja temperatura. La eliminación de 
prácticamente cualquiera de los 10 genes en la cepa P24 daba como 
resultado un fenotipo afectado a baja temperatura. Sin embargo, este efecto 
fue más acusado en los mutantes para los genes MUP1 y URM1. En el caso 
de P5, los mutantes que presentaban un mayor retraso en la fermentación a 
baja temperatura fueron MUP1 y AHP1, aunque este último se encontraba 
muy afectado también a temperatura óptima, con lo cual no se trataba de un 
efecto debido a la temperatura.  
Nuestros resultados corroboran que existe una alta correlación entre 
la respuesta fisiológica a la baja temperatura y el estrés oxidativo, más 
concretamente frente al peróxido de hidrógeno. Una posible explicación a 
este hecho podría ser que el frío provoca una situación de mayor estrés 
oxidativo, debido a que se produce un desequilibrio redox, que debe ser 
corregido mediante la regulación dinámica del ratio NAD(P)+/NAD(P)H 
(Ballester-Tomás et al., 2015; Paget et al., 2014). Nuestro análisis de los 
mutantes en genes de estrés oxidativo a baja temperatura mostró la 
importancia de los genes MUP1 y URM1 durante las fermentaciones en 












metionina, implicada también en la captación de cisteína (Kosugi et al., 
2001). De nuevo, observamos la importancia de la ruta de captación de 
azufre a baja temperatura, de modo que el mutante para este transpotador en 
P5 presentaba un fenotipo muy afectado. URM1 codifica para un 
modificador post-traduccional de otras proteínas y que también está 
implicado en la señalización por nutrientes (Goehring et al., 2003). Para 
esclarecer la posible función de este gen en la adaptación a baja temperatura 
es necesario realizar más análisis en un futuro.  
 
CAPÍTULO 3 
Dado que la adaptación a la baja temperatura en levaduras, como una 
gran parte de los caracteres de interés industrial, está bajo el control de 
múltiples genes (QTLs), decidimos realizar un mapeo para localizar los 
genes o regiones genéticas implicadas en esta adaptación.  
Para ello construimos una población híbrida entre las cepas 
seleccionadas en el capítulo 1 (P5 y P24) y la sometimos a 13 rondas de 
esporulación e hibridación con el fin de generar una población final que 
presentara un genoma mosaico; disminuyendo así el ligamiento entre QTLs 
cercanos. Para estar seguros de que la recombinación se estaba produciendo 












cromosoma III y reconstruimos los haplotipos de 30 individuos de la 
población F6. Fuimos capaces de encontrar 27 haplotipos diferentes, 
comprobando así que el proceso de recombinación estaba ocurriendo de 
manera eficaz. Una vez conseguida esta población mosaico fue sometida a 
un proceso de selección en YPD y SM tanto a 15 como a 28 ºC, tras lo cual, 
todas poblaciones seleccionadas, así como la población sin seleccionar, 
fueron secuenciadas.  
A continuación las frecuencias alélicas de las poblaciones fueron 
comparadas con las de la población sin seleccionar con el fin de encontrar 
genes o regiones en los cuales se produjera un aumento en la frecuencia 
alélica y por tanto una fijación de esa variante durante el proceso de 
selección. Localizamos 4 regiones del genoma en las cuales se producía un 
cambio en la frecuencia alélica cuando la población era seleccionada en 
mosto sintético a baja temperatura. Tres de ellas se situaban en las regiones 
subteloméricas de los cromosomas XIII, XV y XVI y una cuarta localizada 
en el brazo derecho del cromosoma XIV. En la selección en YPD, solo 
localizamos un pico que era coincidente con el localizado en SM en el 
cromosoma XVI.  
Las regiones subteloméricas son muy difíciles de secuenciar y 












con muchas repeticiones con homología entre los distintos cromosomas. 
Este hecho hace que las regiones cercanas a los telómeros estén incompletas 
en la mayoría de los proyectos de secuenciación y, por tanto, se dificulta la 
localización de los genes responsables de un fenotipo localizados en estas 
zonas. Para validar la importancia de estas regiones en ambas cepas 
seguimos la estrategia de hemicigosis recíproca (RH), en la cual se utilizan 
derivados haploides de las cepas parentales, a los cuales se les elimina una 
de las copias del gen o región en cuestión y se hibrida con el otro derivado 
haploide sin ninguna deleción. En este caso se eliminaron las tres regiones 
subteloméricas detectadas tanto en el derivado haploide de P5 como de P24, 
y se analizaron los fenotipos de los híbridos en una fermentación a baja 
temperatura. La falta de la zona subtelomérica del cromosoma XVI de P5 
causaba un retraso muy importante en la fermentación a baja temperatura 
pero también a 28 ºC, aunque no de manera tan dramática. La falta de esta 
misma región perteneciente a la cepa P24 mejoraba el proceso, denotando la 
presencia en esta región de la cepa P5 de genes con una gran importancia 
para la fermentación alcohólica a ambas temperaturas. De la misma forma, 
la falta de la región subtelomérica del cromosoma XIII de P24 daba como 
resultado un fenotipo afectado a ambas temperaturas. Sin embargo, la falta 
de esta misma zona de P5 mejoraba el proceso. La única de las regiones 












temperatura fue la perteneciente al cromosoma XV en la cepa P5, cuya 
ausencia retrasaba el proceso fermentativo, mientras que la falta de la 
misma perteneciente a P24 mejoraba el proceso.  
La región del cromosoma XIV fue la única que no estaba situada en 
la zona subtelomérica, y para tratar de identificar los genes responsables del 
fenotipo, se realizaron análisis de RH con los cuatro genes más cercanos al 
QTL (AGA1, PET494, COQ2 y FPK1). AGA1 es una aglutinina implicada 
en el proceso de reproducción sexual y su deleción no tenía ningún efecto a  
baja temperatura. Sin embargo, el análisis de las cepas hemicigotas para 
cualquiera de los otros genes generaba claras diferencias durante la 
fermentación a 15 ºC. PET494 y COQ2 son proteínas mitocondriales cuya 
deleción tanto en P5 como en P24 afecta al proceso fermentativo a ambas 
temperaturas, pero especialmente a 15 ºC. PET494 es un activador 
traduccional de una de las subunidades (COX3) de la citocromo c oxidasa 
(Naithani et al., 2003) mientras que COQ2 es una transferasa que cataliza el 
segundo paso de la síntesis de la ubiquinona (Ashbysb et al., 1992). La falta 
de ambos genes hace que la mitocondria funcione de manera incorrecta y las 
células no puedan respirar. Varios autores han descrito que la falta de 
mitocondrias funcionales genera fenotipos más sensibles al estrés oxidativo 












con esta deficiencia podría ser un efecto aditivo, que la levadura no es capaz 
de contrarrestar. En cuanto al gen FPK1, codifica para una “Ser/Thr protein 
kinasa” que fosforila varias translocasas de lípidos y, por tanto, interviene 
en el mantenimiento de la asimetría de la membrana plasmática. La 
eliminación del alelo del alelo de la cepa P24 no tenía efecto en la cepa 
hemicigota, sin embargo, la deleción del alelo proveniente de P5 provocaba 
un retraso de ~340 horas en la fermentación a baja temperatura. Al 
comparar las secuencias de ambos genes observamos que la cepa P24 
presentaba una sustitución aminoacídica (R520K) en este gen, que podría 
ser el responsable del fenotipo inferior de este alelo.  
También realizamos análisis de RH construyendo híbridos entre los 
derivados haploides de las cepas vínicas y los mutantes para los genes 
situados en las regiones subtelómericas de la cepa de laboratorio BY4741. 
La capacidad fermentativa de los híbridos generados, los cuales sólo 
mantenían la copia vínica de cada uno de los genes analizados, fue testada 
tanto a 15 como a 28 ºC. En el cromosoma XIII, los genes cuya hemicigosis 
producía haploinsuficiencia en el híbrido de ambas cepas vínicas fueron 
YMR316C-A, DIA1 y ADH6. YMR316C-A y DIA1 son proteínas de función 
desconocida, cuyas ORFs se superponen. ADH6 es una alcohol 












genes pudieron ser analizados debido a que los otros genes contenidos en 
esta región eran esenciales. La hemicigosis de la proteína de función 
desconocida, YOL159C, afectó severamente a la fermentación en ambas 
cepas híbridas. En cuanto al cromosoma XVI, la hemicigosis del gen ARR3, 
una permeasa de membrana plasmática que transporta arsenito y antimonio, 
también afectaba en ambas cepas. Los genes QCR2, AQY1, YPR197c y 
ARR1 afectaban a la baja temperatura sólo en el caso de la cepa P5/BY4741, 
mientras que los genes OPT2, YPR195c e YPR196c afectaban en el caso de 
la cepa P24/BY4741. QCR2 es un componente de la cadena de transporte de 
electrones de la membrana mitocondrial interna y AQY1 es una acuaporina. 
Finalmente, OPT2 es un transportador de oligopéptidos implicado también 
en el  mantenimiento de la asimetría de la membrana plasmática. 
Este trabajo pone de manifiesto la importancia de las regiones 
subteloméricas como fuente de variabilidad genética de muchos de los 
caracteres de importancia industrial (Cubillos et al., 2011). Los genes 
situados en estas regiones evolucionan más rápidamente que sus homólogos 
internos, debido a que en estas zonas se producen más fácilmente 
duplicaciones (Ames et al., 2010). De nuevo, el mantenimiento de una 












eficiente respuesta al estrés oxidativo, se sitúan como mecanismos clave en 
la adaptación a la baja temperatura.  
 
CAPÍTULO 4 
En un intento de detectar diferencias metabólicas inter-específicas, 
llevamos a cabo un estudio proteómico comparando dos levaduras 
criotolerantes del género Saccharomyces (S. uvarum y S. kudriadzevii) con 
S. cerevisiae tanto a baja temperatura como a temperatura óptima.  
Con este fin realizamos fermentaciones en continuo de cada cepa a 
ambas temperaturas en mosto sintético, y con las células obtenidas 
utilizamos la técnica iTRAQ, que permite cuantificar el proteoma. Además 
también analizamos los metabolitos de cada una de las fermentaciones en 
continuo.  
En cuanto a las diferencias metabólicas de las tres especies, 
observamos que S. kudriavzevii es la más eficaz a baja temperatura ya que 
consume más azúcares y nitrógeno con la menor biomasa. Al comparar los 
proteomas de la misma especie creciendo a ambas temperaturas, 
encontramos 32, 129 y 226 proteínas con cambios significativos en su 
concentración en S. cerevisiae (Sc), S. kudriavzevii (Sk) y S. uvarum (Su), 












funcionales más representativas fueron “Traducción y síntesis proteica” y 
“Glucolisis y gluconeogénesis”, mientras que a 28 ºC era principalmente la 
categoría “Metabolismo de aminoácidos”. Aunque la respuesta en las tres 
especies comprendía en general, los mismos mecanismos, la cantidad de 
proteínas en cada una de estas categorías era mucho mayor en el caso de las 
especies criotolerantes que en el caso de Sc.  
Si comparamos los proteomas de las tres especies a cada una de las 
temperaturas, es decir, Sc, Sk y Su a baja temperatura y Sc, Sk y Su a 28 ºC, 
lo que obtenemos es que Sc a baja temperatura se caracteriza por tener 
mayores cantidades de proteínas relacionadas con el metabolismo de 
carbohidratos y de aminoácidos mientras que Sk y Su, de nuevo, presentan 
grandes cantidades de proteínas relacionadas con la traducción.  
Para intentar demostrar que la mejor adaptación de Sk y Su a baja 
temperatura esta principalmente relacionada con una mejor capacidad para 
iniciar la traducción, decidimos hacer un ensayo en presencia del antibiótico 
paramomicina. Este antibiótico es un potente inhibidor de la traducción de 
modo que la levadura que tenga un proceso traduccional más eficiente se 
verá menos afectada por esta droga. En ambas especies criotolerantes vimos 
un halo de inhibición a 28 ºC, mientras que a 12 ºC no se encontraban 












inhibición a baja temperatura. Estos resultados demuestran que uno de los 
mecanismos más potentes de adaptación en estas especies es la presencia de 
una traducción más eficiente que en Sc a baja temperatura y, por tanto, una 
capacidad de respuesta mucho mayor.  
 
3. Conclusiones 
Las conclusiones principales que se extraen de esta tesis doctoral son 
las siguientes:  
1. La actividad metabólica de la ruta de asimilación de azufre 
explica las diferencias fenotípicas en la adaptación de las 
levaduras a la baja temperatura. Este trabajo es el primero que 
establece una relación entre esta ruta y la adaptación a la baja 
temperatura. 
2. Los resultados de transcriptómica obtenidos en esta tesis 
ponen de manifiesto la importancia del metabolismo de los 
fosfolípidos y del mantenimiento de la asimetría entre la parte 
interna y la externa de la membrana plasmática en la adaptación 
a la baja temperatura. El análisis de QTLs reveló la importancia 












FPK1 y OPT2, como responsables del mejor comportamiento a 
baja temperatura.   
3. La rigidificación de la membrana plasmática a baja temperatura 
dificulta la captación de nutrientes, principalmente compuestos 
nitrogenados. Este cuello de botella metabólico es contrarrestado 
por la regulación positiva de genes y proteínas implicados en el 
metabolismo de aminoácidos, tales como la permeasa de cisteína 
y metionina MUP1. 
4. La baja temperatura aumenta el estrés oxidativo e induce una 
respuesta antioxidante. En todos los resultados de esta tesis 
hemos observado la inducción de este mecanismo mediante la 
regulación positiva de genes y proteínas implicados en esta 
defensa. La mayor activación de la vía de asimilación de azufre a 
baja temperatura se puede conectar con la respuesta al estrés 
oxidativo mediante la síntesis de cisteína y metionina, sustratos 
de muchos compuestos antioxidantes de las células. 
5. Hay una fuerte correlación positiva entre el comportamiento de 
las células a baja temperatura y su capacidad de hacer frente a 
una situación de estrés oxidativo en presencia de peróxido de 
hidrógeno. Esta correlación también es muy interesante desde un 












futuras selecciones de cepas industriales criotolerantes o para la 
mejora genética de las mismas. 
6. El análisis de QTL mostró la importancia de una mitocondria en 
buen estado en la adaptación a la baja temperatura. La deleción 
de dos genes implicados en la cadena de transporte de electrones 
(COQ2 y PET494) provocó un fuerte deterioro en la actividad 
fermentativa a baja temperatura. 
7. El principal mecanismo común de adaptación al frío observado 
para las tres especies de Saccharomyces estudiadas (S. 
cerevisiae, S. kudriavzevii y S. uvarum) fue la inducción de 
genes y proteínas implicados en la traducción. S. kudriavzevii y 
S. uvarum presentaron una intensa respuesta proteómica debido a 
la baja temperatura mediante el aumento de un gran número de 
proteínas relacionadas con la traducción y este hecho podría ser 
una de las razones por las que estas levaduras están mejor 
adaptadas a ambientes fríos. 
8. El análisis del proteoma de las tres especies de Saccharomyces 
también reveló una inducción de enzimas fermentativas y 
glucolíticas a baja temperatura, siendo mayor este aumento en S. 
cerevisiae, lo que en parte podría explicar el mayor flujo 












desequilibrio redox producido como resultado de la cinética más 
lenta de  las alcohol deshidrogenasas a baja temperatura, que 
daría lugar a la acumulación de NADH y el bloqueo del flujo 
glucolítico. 
9. El análisis de QTLs y su posterior validación mediante RH 
resaltó la importancia de las regiones subteloméricas como 
fuente de variación genética en cepas industriales y la necesidad 
de invertir esfuerzos en proyectos de secuenciación de estas 
zonas con nuevas tecnologías que permitan lecturas más largas. 
10. La información obtenida en esta tesis es muy útil desde el punto 
de vista industrial para la obtención de cepas más adaptadas a los 
procesos de fermentación a baja temperatura. Por ejemplo, el alto 
porcentaje de heterosis (vigor híbrido) obtenido en el fenotipado 
de los segregantes P5/P24 puede ser explotado obtener cepas 
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The yeasts used in the present thesis are shown in Tables 1-4. All strains are 
belonging to genus Saccharomyces.  S. uvarum 12600 and S. kudriavzevii 
CR85 were used as cryotolerant model yeast species. 
Table 1. Commercial wine strains belonging to S. cerevisiae species used in this 
work. 
Strain Source 
Lalvin®ICVD254 (P1) Lallemand Inc. (France) 
Uvaferm®WAM (P2) Lallemand Inc. (France) 
Lalvin®ICVD80 (P3) Lallemand Inc. (France) 
Lalvin® Rhone2056 (P4) Lallemand Inc. (France) 
Lalvin®ICVGRE (P5) Lallemand Inc. (France) 
Lalvin®EC1118 (P6) Lallemand Inc. (France) 
Lalvin®ICVD47 (P7) Lallemand Inc. (France) 
Uvaferm®CEG (P8) Lallemand Inc. (France) 
Lalvin®Rhone2323 (P9) Lallemand Inc. (France) 
Uvaferm®BC (P10) Lallemand Inc. (France) 
Uvaferm®VRB (P11) Lallemand Inc. (France) 
Uvaferm®43 (P12) Lallemand Inc. (France) 
CrossEvolution® (P13) Lallemand Inc. (France) 
Lalvin®71B (P14) Lallemand Inc. (France) 
Lalvin®BM45 (P15) Lallemand Inc. (France) 
Enoferm®M1 (P16) Lallemand Inc. (France) 
Enoferm®M2 (P17) Lallemand Inc. (France) 
Uvaferm®BDX (P18) Lallemand Inc. (France) 
Uvaferm®CM (P19) Lallemand Inc. (France) 













Lalvin®Rhone2226 (P21) Lallemand Inc. (France) 
Lalvin®CY3079 (P22) Lallemand Inc. (France) 
P23 Lallemand Inc. (France) 
P24 Lallemand Inc. (France) 
P25 Lallemand Inc. (France) 
P26 Lallemand Inc. (France) 
P27 Lallemand Inc. (France) 
QA23 Lallemand Inc. (France) 
AJ4 Lallemand Inc. (France) 
RVA Agrovin Company (Ciudad Real, Spain) 
T73 Lallemand Inc. (France) 
BMV60 Lallemand Inc. (France) 
Fermol Grand Rouge Nature AEB group (Italy) 
The enological features of the strains can be obtained from the company’s website 























Table 2. Environmental and non-cerevisiae  strains used in this work. 
Strain Specie Source 
PE35M S. cerevisiae Masato (Greater San Marcos University, Lima, Peru) 
Temohaya-26 S. cerevisiae Agave juice (Technological Institute of Durango, Mexico) 
CPE7 S. cerevisiae Cachaça (Federal University of Minas Gerais, Brazil) 
Kyokai no.7 S. cerevisiae Sake (Japan) 
GB-FlorC S. cerevisiae Jerez wine (González-Byass wineries, Jerez, Spain) 
CECT10131 S. cerevisiae Centaurea alba (CECT, Spain) 
CECT12600 S.uvarum CECT 
CR85 S. kudriavzevii Lopes et al., (2010) 
 
Table 3. Lab strains used in this work. 
Strain Genotype Source 
S288c 
MATα SUC2 gal2 mal2 mel flo1 flo8-1 hap1 ho bio1 
bio6 
(Mortimer and Johnston, 
1986) 
BY4743 MATa/α; his3Δ 1; leu2Δ 0; lys2Δ 0; ura3Δ 0 EUROSCARF 
BY4741 MATa; his3Δ 1; leu2Δ 0; lys2Δ 0; ura3Δ 0 EUROSCARF 
BY4742 MATα; his3Δ 1; leu2Δ 0; lys2Δ 0; ura3Δ 0 EUROSCARF 
BY-met3 BY4743 met3 Δ::kanMX4 EUROSCARF 












Strain Genotype Source 
BY-str3 BY4743 str3 Δ::kanMX4 EUROSCARF 
BY-met28 BY4743 met28 Δ::kanMX4 EUROSCARF 
BY-met1 BY4743 met1 Δ::kanMX4 EUROSCARF 
BY-gtt1 BY4743 gtt1 Δ::kanMX4 EUROSCARF 
BY-met5 BY4743 met5 Δ::kanMX4 EUROSCARF 
BY-met14 BY4743 met14 Δ::kanMX4 EUROSCARF 
BY-gpx1 BY4743 gpx1 Δ::kanMX4 EUROSCARF 
BY-sul2 BY4743 sul2 Δ::kanMX4 EUROSCARF 
BY-met17 BY4743 met17 Δ::kanMX4 EUROSCARF 
BY-efm6 BY4743 efm6 Δ::kanMX4 EUROSCARF 
BY-met16 BY4743 met16 Δ::kanMX4 EUROSCARF 
BY-gpx2 BY4743 gpx2 Δ::kanMX4 EUROSCARF 
BY-met32 BY4743 met32 Δ::kanMX4 EUROSCARF 
BY-mup1 BY4743 mup1 Δ::kanMX4 EUROSCARF 
BY-yhr112c BY4743 yhr112c Δ::kanMX4 EUROSCARF 
BY-crg1 BY4743 crg1 Δ::kanMX4 EUROSCARF 
BY-trx2 BY4743 trx2 Δ::kanMX4 EUROSCARF 
BY-trr2 BY4743 trr2 Δ::kanMX4 EUROSCARF 
BY-trx1 BY4743 trx1 Δ::kanMX4 EUROSCARF 












Strain Genotype Source 
BY-hyr1 BY4743 hyr1 Δ::kanMX4 EUROSCARF 
BY-grx4 BY4743 grx4 Δ::kanMX4 EUROSCARF 
BY-grx1 BY4743 grx1 Δ::kanMX4 EUROSCARF 
BY-grx3 BY4743 grx3 Δ::kanMX4 EUROSCARF 
BY-grx2 BY4743 grx2 Δ::kanMX4 EUROSCARF 
BY-grx5 BY4743 grx5 Δ::kanMX4 EUROSCARF 
BY-glr1 BY4743 glr1 Δ::kanMX4 EUROSCARF 
BY-skn7 BY4743 skn7 Δ::kanMX4 EUROSCARF 
BY-cad1 BY4743 cad1 Δ::kanMX4 EUROSCARF 
BY-tsa2 BY4743 tsa2 Δ::kanMX4 EUROSCARF 
BY-uba4 BY4743 uba4 Δ::kanMX4 EUROSCARF 
BY-urm1 BY4743 urm1 Δ::kanMX4 EUROSCARF 
BY-hms2 BY4743 hms2 Δ::kanMX4 EUROSCARF 
BY-srx1 BY4743 srx1 Δ::kanMX4 EUROSCARF 
BY-ahp1 BY4743 ahp1 Δ::kanMX4 EUROSCARF 
BY-yap1 BY4743 yap1 Δ::kanMX4 EUROSCARF 
BY-tsa1 BY4743 tsa1 Δ::kanMX4 EUROSCARF 
BY-tum1 BY4743 tum1 Δ::kanMX4 EUROSCARF 
BY-elp6 BY4741 elp6 Δ::kanMX4 EUROSCARF 












Strain Genotype Source 
BY-ymr315w BY4741 YMR315w Δ::kanMX4 EUROSCARF 
BY-dia1 BY4741 dia1 Δ::kanMX4 EUROSCARF 
BY-ymr316c-a BY4741 ymr316c-a Δ::kanMX4 EUROSCARF 
BY-ymr316c-b BY4741 ymr316c-b Δ::kanMX4 EUROSCARF 
BY-ymr317w BY4741 ymr317w Δ::kanMX4 EUROSCARF 
BY-adh6 BY4741 adh6 Δ::kanMX4 EUROSCARF 
BY-fet4 BY4741 fet4 Δ::kanMX4 EUROSCARF 
BY-ymr320w BY4741 ymr320w Δ::kanMX4 EUROSCARF 
BY-zrg17 BY4741 zrg17 Δ::kanMX4 EUROSCARF 
BY-ynr042w BY4741 ynr042w Δ::kanMX4 EUROSCARF 
BY-pet494 BY4741 pet494 Δ::kanMX4 EUROSCARF 
BY-fpk1 BY4741 fpk1 Δ::kanMX4 EUROSCARF 
BY-ynr040w BY4741 ynr040w Δ::kanMX4 EUROSCARF 
BY-coq2 BY4741 coq2 Δ::kanMX4 EUROSCARF 
BY-enb1 BY4741 enb1 Δ::kanMX4 EUROSCARF 
BY-css3 BY4741 css3 Δ::kanMX4 EUROSCARF 
BY-qcr2 BY4741 qcr2 Δ::kanMX4 EUROSCARF 
BY-aqy1 BY4741 aqy1 Δ::kanMX4 EUROSCARF 
BY-hpa2 BY4741 hpa2 Δ::kanMX4 EUROSCARF 












Strain Genotype Source 
BY-ypr195c BY4741 ypr195c Δ::kanMX4 EUROSCARF 
BY-ypr196w BY4741 ypr196w Δ::kanMX4 EUROSCARF 
BY-ypr197c BY4741 ypr197c Δ::kanMX4 EUROSCARF 
BY-sge1 BY4741 sge1 Δ::kanMX4 EUROSCARF 
BY-arr1 BY4741 arr1 Δ::kanMX4 EUROSCARF 
BY-arr2 BY4741 arr2 Δ::kanMX4 EUROSCARF 
BY-arr3 BY4741 arr3 Δ::kanMX4 EUROSCARF 
 
Table 4. Strains constructed in this thesis work. 
Strain Genotype Chapter 
P5-gal1 P5 MATa/α Δgal1 Δ::kanMX4 1 
P5 -gpx1 P5 MATa/α Δgpx1 Δ::kanMX4 2 
P5-glr1 P5 MATa/α Δglr1 Δ::kanMX4 2 
P5-tsa1 P5 MATa/α Δtsa1 Δ::kanMX4 2 
P5-ahp1 P5 MATa/α Δahp1 Δ::kanMX4 2 
P5-srx1 P5 MATa/α Δsrx1 Δ::kanMX4 2 
P5-grx1 P5 MATa/α Δgrx1 Δ::kanMX4 2 
P5-mup1 P5 MATa/α Δmup1 Δ::kanMX4 2 
P5-trx2 P5 MATa/α Δtrx2 Δ::kanMX4 2 
P5-trx3 P5 MATa/α Δtrx3 Δ::kanMX4 2 
P5-urm1 P5 MATa/α Δurm1 Δ::kanMX4 2 
 P24-gpx1 P24 MATa/α Δgpx1 Δ::kanMX4 2 
 P24-glr1 P24 MATa/α Δglr1 Δ::kanMX4 2 
 P24-tsa1 P24 MATa/α Δtsa1 Δ::kanMX4 2 
 P24-ahp1 P24 MATa/α Δahp1 Δ::kanMX4 2 
 P24 -srx1 P24 MATa/α Δsrx1 Δ::kanMX4 2 












Strain Genotype Chapter 
 P24-mup1 P24 MATa/α Δmup1 Δ::kanMX4 2 
 P24-trx2 P24 MATa/α Δtrx2 Δ::kanMX4 2 
 P24-trx3 P24 MATa/α Δtrx3 Δ::kanMX4 2 
 P24-urm1 P24 MATa/α Δurm1 Δ::kanMX4 2 
P5 ho a P5 MATa, ho::HygMX, ura3::KanMX 3 
P5 ho α P5 MATα, ho::HygMX, ura3::KanMX 3 
P5 ho α lys2 P5 MATα, ho::HygMX, ura3::KanMX lys2::URA3 3 
P24 ho a P24 MATa, ho::NatMX, ura3::PhleoMX 3 
P24 ho α P24 MATα, ho::NatMX, ura3::PhleoMX 3 
P5/BY4741 P5 ho/BY4741elp6 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741tgl3 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741YMR315w Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741dia1 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741ymr316c-a Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741ymr316c-b Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741ymr317w Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741adh6 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741fet4 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741ymr320w Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741zrg17 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741ynr042w Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741pet494 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741fpk1 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741ynr040w Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741coq2 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741enb1 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741css3 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741qcr2 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741aqy1 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741hpa2 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741opt2 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741ypr195c Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741ypr196w Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741ypr197c Δ::kanMX4 3 












Strain Genotype Chapter 
P5/BY4741 P5 ho/BY4741arr1 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741arr2 Δ::kanMX4 3 
P5/BY4741 P5 ho/BY4741arr3 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741elp6 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741tgl3 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741YMR315w Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741dia1 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741ymr316c-a Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741ymr316c-b Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741ymr317w Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741adh6 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741fet4 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741ymr320w Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741zrg17 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741ynr042w Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741pet494 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741fpk1 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741ynr040w Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741coq2 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741enb1 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741css3 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741qcr2 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741aqy1 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741hpa2 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741opt2 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741ypr195c Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741ypr196w Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741ypr197c Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741sge1 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741arr1 Δ::kanMX4 3 
P24/BY4741 P24 ho/BY4741arr2 Δ::kanMX4 3 














Minimal medium. Synthetic complete drop out (SC) medium 
Difco Yeast Nitrogen Base (w/o amino acids)  6.7 g 
Glucose       20 g 
*Drop-out mix      0.83 g 
H2O (distilled)      1 L 
Agar (for solid media preparation)    20 g 
* Synthetic complete drop-out mix (2 g Histidine, 4 g Leucine, 2 g Lysine 
and 1.2 g Uracil). 
YEPD or YPD (Yeast Extract Peptone Dextrose) medium. 
Glucose     20 g 
Bacteriological peptone   20 g 
Yeast extract     10 g 
H2O (distilled)    1 L 
Agar (for solid media preparation)  15 g 
Sporulation medium: Potassium acetate  












Agar      20 g 
H2O (distilled)    1 L 
Phosphate-buffered saline (PBS) medium 
NaCl      8 g 
KCl      0.2 g 
Na2HPO4     1.42 g 
KH2PO4     0.24 g 
H2O (distilled)    1L 
Synthetic grape must (SM) 
Synthetic grape must adapted from Riou et al., (1997) 
To mimic the wine fermentation conditions synthetic must medium was 
used that reproduces a standard natural must composition. This medium is 
very useful to make laboratory micro-fermentations in a reproducible 
manner.  
Media composition for 1 L 
Sugars 
Glucose   100 g 













Malic acid  5 g 
Citric acid  0.5 g 
Tartaric acid  3 g 
Mineral salts 
KH2PO4  0.75 g 
K2SO4  0.5 g 
MgSO4 7H2O  0.250 g 
CaCl2 H2O  0.155 g 
NaCl   0.2 g 
NH4Cl   0.46 g 
Add the previous prepared stocking solution of: 
Amino acids   13.09 mL 
Oligoelements  1 mL 
Vitamins   10 mL 
pH = 3.3  with pellets of NaOH 












Filter the whole volume using a 0.22 µm filter. 
Aminoacids stocking solution (1 L) 
Tyrosine (Tyr)  1.5 g 
Tryptophan (Trp)  13.4 g 
Isoleucine (Ile)  2.5 g 
Aspartic Acid (Asp)  3.4 g 
Glutamic Acid (Glu)  9.2 g 
Arginine (Arg)  28.3 g 
Leucine (Leu)   3.7 g 
Threonine (Thr)  5.8 g 
Glycine (Gly)   1.4 g 
Glutamine (Gln)  38.4 g 
Alanine (Ala)   11.2 g 
Valine (Val)   3.4 g 
Methionine (Met)  2.4 g 
Phenylalanine (Phe)  2.9 g 












Histidine (His)  2.6 g 
Lysine (Lys)   1.3 g 
Cysteine (Cys)  1.5 g 
Proline (Pro)   46.1 g 
Keep at -20 ºC 
Vitamins stocking solution (1 L) 
Myo-inositol    2 g 
Calcium pantothenate   15 g 
Thiamine hydrochloride  0.025 g 
Nicotinic acid    0.2 g 
Pyridoxine    0.025 g 
* Biotin    3 mL 
*(stocking biotin solution 100 mg L
-1
) 
Keep at -20 ºC  
 
Oligoelements stocking solution (1 L) 












ZnSO4. 7H2O    4 g 
CuSO4. 5H2O    1 g 
KI     1 g 
CoCl2. 6H2O    0.4 g 
H3BO3     1 g 
(NH4)6Mo7O24   1 g 
Keep at -20 ºC  
Synthetic grape must adapted from Martínez-Moreno et al., (2012) 
This synthetic must is very similar to the previous one described by Riou et 
al., (1997) with some variations that simplify its preparation.   
Media composition for 1 L: 
The medium composition included 100 g glucose and 100 g fructose, but 
only had two organic acids: 6 g malic acid and 6 g citric acid.  The vitamins, 
oligoelements and mineral salts were substituted by 1.7 g YNB without 
ammonium and amino acids. This synthetic must also included anaerobic 
factors (0.015 g ergosterol, 0.005 g sodium oleate and 0.5 mL tween 80) and 












sources and amount (total amount of 300 mg N L
-1
) than in the other 
synthetic must. 
After weighting the different substances and adding distilled water (up to 1 
L), the medium is autoclaved at 121 ºC for 20 min.  Afterwards the 
anaerobic factors and amino acids were added. The pH was adjusted to 3.3 
by pellets of NaOH and the whole volume was filtered by 0.22 µm filter. 
CULTURE TECHNIQUES 
Chemostat cultures (continuous cultures) 
A chemostat is a growth vessel into which fresh medium is delivered at a 
constant rate and cells and spent medium overflow at the same rate. Thus, 
the culture is forced to divided to keep up with the dilution, and the system 
exists in a steady state where inputs match outputs (Dunham, 2010). 
Continuous cultures were performance at 12, 15 and 28 ºC in 0.5 L reactor 
(MiniBio, Applikon Biotechnology) with a working volume of 0.35 L. A 
temperature probe connected to a cryostat controlled the temperature 
cultures. pH was measured online and kept constant at 3.6 by the automatic 
addition of 2 M NaOH and 1 M HCl. The stirrer was set at 100 rpm.  The 
population inoculated in the chemostat was approximately OD = 0.2. The 
initial inocula came from an overnight culture in YPD at 30 ºC.  Previously 












temperature than the continuous culture, through a normal growth curve to 
achieve enough biomass (batch phase). Yeast cells were grown at dilutions 




In order to simulate the wine fermentation conditions, a synthetic must 
media was used that reproduces a standard natural must composition.  
Fermentations were performed at 28 and 15 ºC, with continuous orbital 
shaking at 100 rpm. Fermentations were done in laboratory-scale fermenters 
using 100 mL bottles filled with 60 mL of SM. The population inoculated in 
the synthetic grape-must came from an overnight culture in YPD at 30 ºC. 
After counting under the microscope, the appropriate dilution of the 
overnight culture was transferred to synthetic must to achieve an initial cell 




. Fermentation was considered to be 




For the spot assays, the cells, after grown on YPD at 28 ºC up to the 
stationary phase (OD600 ~ 7) were harvested by centrifugation, washed with 
sterile water, resuspended in sterile water to an OD600 value of 0.5, and 












YPD agar plates. Plates were incubated at 28 and 15 ºC for 2 and 9 days, 
respectively. 
FERMENTATION MONITORING  
Fermentations were sampling every day at 28 ºC and every two days at 15 
ºC. In order to homogenize the fermentations, previously to take the sample, 
the fermentations were shaken.  
Density measurements 
Density measurement is a good fermentation monitoring approach, because 
the decrease density during the fermentation is directly proportional to sugar 
consumption. The grape must density usually is between 1070 and 1120 g L
-
1
 and the wine density is between 990 and 998 g L
-1
. The decrease of density 
is due to the transformation of sugars into ethanol. 
To measure the density, cells were removed from the must by 
centrifugation. Afterwards samples were measured with Densito 30PX 
densitometer (Mettler Toledo, Switzerland). 
The fermentation kinetics were estimated by calculating the time needed to 
ferment 5% (T5), 50% (T50) and 100% (T100) of the sugars in the synthetic 
must. The fermentation kinetics were calculated by directly fitting density 












by Speers et al., (2003). The estimation was done using Sigmaplot software 
(Systa Software Inc. USA). 
Pt = PD/ {1 + e
[–B * (t – M)]} + P∞ 
where Pt is the Plato values (density values) at time t, P∞ is the Plato values 
at equilibrium, PD represents the changes in the Plato during the 
fermentation (P0 - P∞), B is the fermentation rate and M is the time where 
the exponential fermentation rate is maximal.  When the data was fitted to 
four-parameter logistic equation we also obtained an estimation of time for 
every density value. These values were used to calculate the T5, T50 and 
T100 (Figure 1)  
 













Optical density measurements 
During the fermentation the yeast growth was monitoring by optical density 
measurements. The absorbance measurement at 600 nm is directly 
proportional to the yeast cell biomass, between the ranges 0.1 and 0.8. The 
samples of the fermentation were properly diluted with distilled water, using 
as blank also distilled water. 
Viable yeast counting 
To calculate the viable yeast during the fermentation, yeast cells  were 
plated on YPD agar at an adequate dilution and incubated for 2 days at 28 
ºC.  
Biomass dry weight determination 
Biomass dry weight (g DW L
−1
) was determined by centrifuging a known 
volume of culture broth (approximately 30 units of OD600) in pre-weighted 
tubes that were then washed with 2 volumes of distilled water and dried to 
constant weight at 70 °C for 48 h. 
HPLC analysis 
Glucose, fructose, glycerol and ethanol were analyzed in supernatant 
samples. Analytical HPLC was carried out in a Surveyor Plus 












refraction index detector, autosampler and a UV-Visible detector. Prior to 
injection, samples were centrifuged at 13300 rpm for 5 min, and samples 
were diluted 5 or 10-fold and filtered through 0.22 µm pore size nylon 
filters (Micron Analitica, Spain). A total volume of 25 µL was injected into 
a HyperREZ XP Carbohydrate H+8 µm column (Thermo Fisher Scientific) 
assembled to its correspondent guard. The mobile phase used was 1.5 mM 
H2SO4 with a flux of 0.6 mL min
-1 
and a column temperature of 50 ºC. The 
concentration of each was calculated using external standards. Each sample 
was analyzed in duplicate.  
Nitrogen content analysis 
The ammonia concentration was measured with a kit following an 
enzymatic method (Roche Applied Science, Germany). The free amino acid 
nitrogen concentration was determined by the s-phthaldehyde/ N-acetyl-L-
cysteine spectrophotometric assay (NOPA) procedure (Dukes and Butzke, 




GROWTH RATE ANALYSIS 
Growth was monitored at 600 nm in a SPECTROstar Omega instrument 
(BMG Labtech, Offenburg, Germany) at 12, 15 and 28 ºC. Measurements 












ºC. However, at low temperature, the microplate had to be incubated outside 
the spectrophotometer and then transferred into it to take the measurements 
every 8 h during lag phase and every 3 h during exponential phase. The 
wells of the microplate were filled with 0.25 mL of media and inoculated 





Uninoculated wells for each experimental series were also included in the 
microplate to determine, and consequently subtract, the noise signal. All 
experiments were carried out at least in triplicate. Growth parameters were 
calculated from each treatment by directly fitting OD measurements versus 




where y=ln(ODt/OD0), OD0 is the initial OD and ODt is the OD at time t; 
D=ln(ODt/OD0) is the asymptotic maximum, µmax is the maximum specific 
growth rate (h
-1), and λ the lag phase period (h) (Salvadó et al., 2011b). 
Area under the curve determination 
The overall yeast growth was estimated as the area under the OD vs. time 
















The extraction of yeast DNA was carried out from 3 mL overnight culture in 
YPD at 30 ºC, using the method described by Querol et al., (1992). 5 mL of 
the cell culture was centrifuged at 10000 rpm for 2 min and the YPD was 
removed. The cell pellet was washed with 1 mL of distilled water and 
centrifuged at 10000 rpm for 2 min to remove the water. 0.5 mL of Buffer 1 
(sorbitol 0.9 M, EDTA 0.1 M pH 7.5) and 30 µL of Zymolyase (Seikagaku 
Corporation, Japan) were added. The samples were vortexed and the tubes 
were incubated at 37 ºC for 20 min. Samples were centrifuged at 10000 rpm 
for 2 min to remove the supernatant. Protoplasts were re-suspended in 0.5 
mL of Buffer 2 (Tris 50 mM pH 7.4, EDTA 20 mM). Afterwards 13 µL of 
SDS 10% was added and the tubes were incubated at 65 ºC for 5 min.  After 
the incubation, 0.2 mL of potassium acetate was added, the samples were 
mixed and incubated in ice for 5 min. Samples were centrifuged 15 min at 
12000 rpm at 4 ºC to ensure the elimination of SDS. Supernatant was added 
to 0.7 mL of isopropanol (v/v) and incubated at room temperature for 5 min. 












removed and 0.5 mL of ethanol 70% was added. Samples were centrifuged 
5 min at 12000 rpm at 4 ºC. Supernatant was removed and samples were 
dried with a vacuum pump. Finally DNA was re-suspended in 40 µL of TE 
(Tris 10 mM ph 7.4, EDTA 1 mM pH 8.0). 
RNA extraction      





harvested from fermentation, using the method described by (Sierkstra et al., 
1992). Previous to freeze the samples, cells were centrifuged at 4 ºC and 
washed with distilled water. The supernatant was removed and then the 
pellet was frozen with liquid nitrogen and then stored at -80 ºC until the 
RNA extraction. 
Cells were defrost in ice and washed with 1 mL of Extraction Buffer (Tris-
HCl 100 mM pH 7.4, LiCl 100 mM, EDTA 0.1 mM). Samples were 
centrifuged and then 0.5 mL of Vortex Buffer (LiCl 100 mM, EDTA 10 
mM, Lithium Dodecyl Sulfate 0.5 % , pH 7.4)  was added to the pellet. The 
suspension was added to 1 g of glass beads. Cells were broken vortexing 
vigorously with a mechanic shaker Mini Beadbeater-8 (BioSpec Products, 
USA) during 5 min, 30 sec shaking /30 sec incubating in ice cycles. 
Afterwards phenol:chloroform:isoamyl alcohol (25:24:1) (v/v) was added, 












phase was transferred to new tube (this step was repeated until non inter-
phase was observed). The samples were centrifuged with chloroform-
isoamyl alcohol (24:1, v/v), to extract the aqueous phase.  The aqueous 
phase was transferred to new tube and 1/10 volume of 3 M NaAc (pH 5.6) 
and 2.5 volumes of ethanol 96% were added. Then it was precipitated for 15 
min at -80 ºC. The samples were centrifuged at 4 ºC for 30 min. Pellets were 
washed with ethanol 70% and samples were centrifuged 5 min at 12000 rpm 
at 4 ºC. Supernatant was removed and samples were dried with a vacuum 
pump. Finally RNA was re-suspended with 100 µL DEPC-treated water.  
Total RNA suspensions were purified using the High Pure Isolation kit 
(Roche Applied Science, Germany) according to the manufacturer’s 
instructions. RNA concentrations were determined using a NanoDrop ND-
1000 spectrophotometer (NanoDrop Technologies, USA), and the quality of 
the RNA was verified electrophoretically on a 0.8% agarose gel. 
Solutions and equipment were treated, so that they were RNase free, as 
outlined in (Radford, 1991). All the solutions, with the exception of Tris- 
HCl, were treated with DEPC (Diethyl pyrocarbonate) to eliminate the 
possible RNases. For each 50 mL of solution 50 µL of DEPC was added, 
leaving work overnight and then was autoclaved (121 ºC for 20 min) to 












RNAseZap (Ambion, Canada), which also inactivate the RNase, and then 
were autoclaved (121 ºC for 20 min). 
Protein Extraction 
The cell pellet was suspended in 150 μL of extraction buffer (25 mM TRIS 
buffer, pH 8, 8 M Urea and protease inhibitor cocktail (1/200) (Thermo 
Scientific) and was broken by vortexing (4 to 6 times, 30 s) in the presence 
of glass beads (Sigma-G8772) (an equivalent volume to that of the cell 
pellet). Glass beads and insoluble material were eliminated by 
centrifugation (10000 rpm, 10 min). To the supernatant, 150 μL of 
extraction buffer were added. Proteins were allowed to precipitate at -20 °C 
for 1 h; the precipitate was recovered after centrifugation at 10000 g for 15 
min. The pellet was washed with the2-D Clean-Up kit (GE Healthcare). The 
final pellet was air-dried and solubilized in 25 μL of 7 M urea, 4% (w/v) 3-
[(3-cholamidopropyl) dimethylammonio] propanesulfonate (CHAPS), 2 M 
Tiourea, 20 mM Tris and milliQ water. Insoluble material was removed by 
centrifugation (13000 rpm, 5 min). The protein concentration was 
determined by Bradford, with BSA as a standard. 
Plasmid extraction 
For the yeast plasmid extraction a modified protocol described by Robzyk 












in YPD with G418 Geneticin at 0.2 g L
-1
 concentration in order to maintain 
the plasmid. 1.5 mL of the culture was transferred to new tube and 
centrifuged at 6000 rpm for 5 min. Supernatant was removed and then cells 
were resuspended in 100 µL of STET ( 8% sucrose, 5% Triton X-100, 50 
mM Tris-HCl pH 8, 50 mM EDTA). 0.2 g glass beads (0.45 mm) were 
added, and then samples were mixed with a mechanic shaker Mini 
Beadbeater-8 (BioSpec Products, USA) during 5 min, 30 sec shaking /30 
sec incubating in ice cycles. Another 100 µL of STET were added, samples 
were mixed briefly and were incubated in boiling water for 3 min. The 
samples were cooled in ice and then were centrifuged at 12000 rpm for 10 
min at 4 ºC. 100 µL of the supernatant were transferred to new tube and 50 
µL of ammonium acetate 7.5 M was added. Samples were centrifuged at 
12000 rpm for 10 min at 4 ºC. 100 µL of supernatant was added to 200 µL 
of absolute ethanol, and then it was precipitated for 1 h at -20 ºC. Samples 
were centrifuged at 12000 rpm for 15 min at 4 ºC. Pellets were washed with 
ethanol 70% and samples were centrifuged 5 min at 12000 rpm at 4 ºC. 
Supernatant was removed and samples were dried with a vacuum pump. 













Oligonucleotides used in this study are shown in Table 5. Primer pairs were 
designed using the Web Primer tool and genome sequences from the 
Saccharomyces Genome Database (SGD) (http://www.yeastgenome.org/), 
with the exception of K2 and K3 described by Güldener et al., (1996), and 
delta12 and delta21 described by Legras and Karst, (2003). The sequences 
were sent to Invitrogen to be synthesized. Primers were used to amplify 
DNA in PCR. 
Table 5. Primers used in this work. 













to amplify KanMX4 cassette  to 
delete GAL1 
Galcp-F CGTTCCTGAAACGCAGATG to check the deletion of  GAL1 
Galcp-R CTCCTCGCGCTTGTCTACTAA to check the deletion of  GAL1 
Delta12 TCAACAATGGAATCCCAAC to amplify delta elements 
Delta21 CATCTTAACACCGTATATGA to amplify delta elements 
Glr1-R TGAATATCCAAGCGAGTCCAC 
to amplify KanMX4 cassette  to 
delete GLR1 
Gpx1-F TTCATGGTCCTGGAATCGTC 













Primer Sequence 5’ to 3’ Purpose 
Gpx1-R ATCAATCGTTGGCAGGTCA 
to amplify KanMX4 cassette  to 
delete GPX1 
Grx2-F TTCCTGGCAAGATTATCTCCA 
to amplify KanMX4 cassette  to 
delete GRX2 
Grx2-R GCTGAAGCGTTACCGTTAAG 
to amplify KanMX4 cassette  to 
delete GRX2 
Mup1-F ACTGTGGAATTGCCGTTCA 
to amplify KanMX4 cassette  to 
delete MUP1 
Mup1-R CACTGTTCCGCCAACTCAG 
to amplify KanMX4 cassette  to 
delete MUP1 
Skn7-F TGCTTATACCTCACCATTCCA 
to amplify KanMX4 cassette  to 
delete SKN7 
Skn7-R AACATGAGGAACTGAGGTTGC 
to amplify KanMX4 cassette  to 
delete SKN7 
Srx1-F GGATGCGATGCAATACATGTC 
to amplify KanMX4 cassette  to 
delete SRX1 
Srx1-R TGGCGAACAAGTCATCACG 
to amplify KanMX4 cassette  to 
delete SRX1 
Str3-F AAGTGTGGCATGTGCTTCAC 
to amplify KanMX4 cassette  to 
delete STR3 
Trx2-F CCACTGGACGACAAGATCCTT 
to amplify KanMX4 cassette  to 
delete TRX2 
Trx2-R GCTGACGAACGTCATTGACA 













Primer Sequence 5’ to 3’ Purpose 
Trx3-F GACCTGCATCAAGATCTCGA 
to amplify KanMX4 cassette  to 
delete TRX3 
Trx3-R CGTTGTATCCGGCTCATTAG 
to amplify KanMX4 cassette  to 
delete TRX3 
Tsa1-F GTGCGCAACCTCATCTCTACA 
to amplify KanMX4 cassette  to 
delete TSA1 
Tsa1-R CATCTGCAGTAATTGGCGACT 
to amplify KanMX4 cassette  to 
delete TSA1 
Urm1-F GCATCGCATCGACCTAATG 
to amplify KanMX4 cassette  to 
delete URM1 
Urm1-R ATGGACTCTGCGTTGGTGAC 





to check the deletion of  AHP1 
Glr1cp-F CTGTCGCTCTTATGATCCGTT to check the deletion of  GLR1 
Gpx1cp-F AAGACCGAACACGAAAGCA to check the deletion of  GPX1 
Grx2cp-F ACCACCGATGAAGAGAACCA to check the deletion of  GRX2 




to check the deletion of  SKN7 












Primer Sequence 5’ to 3’ Purpose 
Trx2cp-F GCAAATGGTGGTTGGGAA to check the deletion of  TRX2 
Trx3cp-F TACCATCAACGGCACTAACAA to check the deletion of  TRX3 
Tsa1cp-F CAGTTGTCGATGAACGTCAAA to check the deletion of  TSA1 
Urm1cp-F GAATCTTCAAAAGCCGCA to check the deletion of  URM1 
K3 CCTCGACATCATCTGCCC 
to check the integration of KanMX4 
cassette 
K2 GGGACAATTCAACGCGTCTG 
















to amplify URA3 cassette to delete 
LYS2 
LYS2cp-F AGAGTAACCGGTGACGATGAT 
to check the integration of URA3 
cassette 
LYS2cp-R ATGGTGTAGTAGCTTGGGCA 





































































to amplify PhleoMX4 cassette  to 
delete URA3 
Uracp-F TTCGAGTGAAACACAGGAAGA 
to check the disruption of URA3 
gene 
Uracp-R GAGCACTTCATGATGCATGTT 





















to amplify URA3 cassette  to delete 



















to amplify URA3 cassette  to delete 
chomosome XVI right subtelomere 
chrtrunc-R CTCACTATAGGGCGAATTC 
to amplify URA3 cassette  to delete 
chomosome subtelomeres 
ChrXIIIcp-R AGTGACAGCCGATCCTGAG to check the deletion of subtelomere 
ChrXVcp-R ACGTCGATGACGAAGGACAT to check the deletion of subtelomere 















to amplify URA3 cassette  to delete 
AGA1 
AGA1cp-F CTGCACGTGAATTGGATCTTG 







to amplify URA3 cassette  to delete 
FPK1 
FPK1cp-F GGAGATACAGATTCTAAGAG 


























to amplify URA3 cassette  to delete 
COQ2 
COQ2cp-F CCATTACCAGCACGATGGAT 














to amplify URA3 cassette  to delete 
PET494 
PET494cp-F TCGCCATCATGGCAGTTG 





to check the integration of URA3 
cassette 
SNP1-F GCAGAAACGACAAATGGTTC 
to check the recombination of F6 
population in chrIII 
SNP1-R CATGCTTTAGCTTCTGTCATG 
to check the recombination of F6 
population in chrIII 
SNP2-F GTGTTGCACACGACCAAC 
to check the recombination of F6 
population in chrIII 
SNP2-R GAACATCTGAGCTCACTAACC 
to check the recombination of F6 












Primer Sequence 5’ to 3’ Purpose 
SNP3-R GCTCTTTCAGGATTCATTGAG 
to check the recombination of F6 
population in chrIII 
SNP4-F GTAGCACGATATCCGCAAG 
to check the recombination of F6 
population in chrIII 
SNP4-R ACAAGGATTGCGAATTCTTAG 
to check the recombination of F6 
population in chrIII 
SNP5-F GTCACGCCACGAGTAGGAT 
to check the recombination of F6 
population in chrIII 
SNP5-R CACTATCGCCCTCCTTCATC 
to check the recombination of F6 
population in chrIII 
SNP6-F GTTGGCCCTAGATAAGAATCC 
to check the recombination of F6 
population in chrIII 
SNP6-R TTGATTCAAAGGCTATCCTTG 
to check the recombination of F6 
population in chrIII 
Underlined sequences correspond to sequences homologous to the plasmids. 
 
Polymerase chain reaction (PCR) 
Standard DNA amplification was performed via PCR in a GenAmp PCR 
System 2700 (Applied Biosystems, USA) to synthesize the deletion 
cassettes, to check the deletion and for typing by delta elements 












0.1-100 ng DNA, 2 µL  200 µM dNTPs,  5 µL 10 µM  primers, 5 µL 10 x 
PCR buffer, 3-5 µL 50 mM MgCl2, 1 µL of  Taq polymerase, 0.03 U µL
-1
 
and water to complete the 50 µL. PCR products were stored at -20 ºC until 
required. 
Deletion cassette amplification   
The deletion cassette was amplified from different plasmids (Table 6) or by 
amplifying the KanMX4 cassette and flanking regions (about 500-pb 
upstreamand downstream) from the corresponding mutant strain in the 
BY4743 background. Primers used have 50-nucleotide extensions 
corresponding to regions upstream of the target gene start codon (forward 
primer) and downstream of the stop codon (reverse primer).  The Taq 
polymerase EcoTaq (Ecogen, Spain) was used. Reactions were run with an 
initial denaturation period of 5 min at 94 ºC, then 30 cycles consisting of 
denaturation at 94 ºC for 30 sec, annealing at the correct temperature for 
each plasmid for 30 sec and elongation at 72 ºC for 2 min. The amplification 



























The genomic DNA of possible deletion mutants was analyzed by PCR using 
primers upstream and downstream of the deleted region, and a combination 
with primers of the KanMX gene (K2 and K3, Table 5). The Taq 
polymerase EcoTaq (Ecogen, Spain) was used. Reactions were run with an 
initial denaturation period of 5 min at 94 ºC, then 30 cycles consisting of 
denaturation at 94 ºC for 30 sec, annealing at 50-55 ºC (depending on the 
different primers) for 30 sec and elongation at 72 ºC for 2-5.5 min 
(depending on the different PCR product length) . The amplification 














Yeast transformation was performed using a lithium acetate protocol 
describe by Daniel Gietz and Woods, (2002). To construct the deletion 
strains P5 and P24 strains were transformed with the deletion cassette, 
obtained by PCR.  
 Yeast cells were inoculated in 50 mL YPD, overnight at 30 ºC and 200 
rpm. This culture was used to inoculate an OD of 0.2 in 5 mL YPD and was 
incubated at 30 ºC and 200 rpm until the cells were completed at least 3 
divisions (OD of approximately 0.8). Then 5 mL culture was transferred to a 
new tube and centrifuged at 5000 rpm for 5 min. The media was poured off 
and cells were resuspended in 2.5 mL of sterile water and centrifuged again. 
The water was removed and cells were resuspended in 100 µL of 0.1 M 
LiAc. Cells were pellet a top speed for 15 sec and LiAc was removed with a 
micropipette. Cells were resuspended in 40 µL of 0.1 M LiAc, centrifuged 
and LiAc was removed again with a micropipette. Then transformation mix 
was added in this order: 240 µL of  PEG (50%  w/v), 36 µL of 1 M LiAc, 50 
µL of ss-DNA 2 mg mL
-1
 (previously boiled for 5 min and quickly chilled 
in ice) and 34 µL of deletion cassette. Each tube was vigorously vortexed 
until the cell pellet had been completely mixed. Tubes were incubated at 30 
ºC for 30 min, then 42 ºC for 30-60 min. Tubes were centrifuged at 7000 












micropipette. Into each tube 1 mL of water was added and pellet was 
resuspended by pipetting it up and down gently. Then tubes were 
centrifuged at 7000 rpm for 15 sec and water was removed. Pellet was 
resuspended in 500 µL YPD and incubated at 30 ºC for 3 h with a gentle 
shaking at 125 rpm. 200 µL (twice for each transformation) were plated 
onto selection plates and incubated at 30 ºC until colonies appeared (2-3 
days).     
Spores and mating type 
Potassium acetate medium was used to induce the sporulation of strains. 
The plates were incubated at 30 ºC during 5 days. After this time, we tested 
that the yeast cells have sporulated by examining them under optical 
microscope. Yeast strains differed in their efficiency and the required time 
in sporulation. When we can see the tetrad of spores, we continued with the 
microdissection. Took a small bit of cells of the sporulation plate with a 
toothpick and mixed with 5 μL glucuronidase in an eppendorf tube. 
Following the digestion of the ascus wall, the spores of the tetrad can be 
separated and grown. This solution was incubated for 5 minutes at 30 ºC. To 
stop the reaction was added 5 μL sorbitol 1M, and the tube was placed on 
ice. The dissection of spores was done with micromanipulator equipment 
(Singer instruments, United Kingdom) in YPD plates. After, the spores were 












each spore, we carried out a PCR with MAT, MATa and MATα primer 
(Huxley et al., 1990). The specific primers produce a characteristic PCR 
product that differentiates if the strain is a/α haploid or diploid. The size of 
the band is 544 bp (haploid a) or 404 bp (haploid α). If it is a diploid we 
observed both bands. PCR was done under the following conditions: 94 ºC 
for 5 min, 30 cycles at 94 ºC for 1 min, 58 ºC for 2 min and 72 ºC for 2 min, 
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