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Let A be a central simple algebra of degree n2 over an algebraic number 
field K, and denote its invertible elements by G. At a typical prime (finite 
or infinite) of K, A, is the localization of A; it has a reduced norm 
vo= A,.-tK,.. K,. has a valuation, /I /IV , which we assume is the 
modulus function for Haar measure. We set N,.(a,.) = 11 v,.(a,.)ll,. . 
Let @, 3 denote, respectively, the adele ring and idele group of A. 
Then OT is isomorphic to its dual group GP; we identify 07 and Gl!^ in 
such a way that Haar measure on 6YA is self-dual and AL = A (A is 
embedded in O! via the diagonal map.) If g = (gr) E 9, we set 
m9 = KL NAT,.)); th en because of our choices of 11 [It., N,,(g) = I if 
g E G. (Again, we put G in 3 by using the diagonal map.) 9 is a uni- 
modular group. See, e.g., [l, Section 4.21, for constructions and proofs. 
Now let F be a “nice” (Schwartz class will do admirably) function on 
fl, and let w be a bounded continuous function on 9. We define the zeta 
function <(F, w, s) by 
((F, w, s) = 
.i 
; F(x) W(X) N(x)” dx, 
.i 
wherever the integral converges. (dx is the Haar measure on 3.) 
The most important case of these <-functions arises when F and w are 
themselves products of functions on the A,. and A,,“, respectively; i.e., 
F= n,.F,., w- &co,. (In this case, F,. is the characteristic function 
of the integral elements of A,. for almost all V, and w,. = 1 on the unit 
elements of A,. for almost ~1.) Then 
where 5,.(Ft, , CL+. , s) = JAVS F,.(x) q.(x) N,.(x)” dx. (dx is the Haar measure 
on A,.=.) 
It is not hard to show that the product converges wherever Re(s) > 1 
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and defines an analytic function there. The question usually considered 
is whether [(F, w, S) can be continued analytically (or meromorphically) 
to all of C. The usual method for answering this question is that of 
Iwasawa-Tate, spelled out in detail (for the case where A is a field) in 
Tate’s thesis [5]. To apply this method, we must assume some sort of 
invariance of w under G; we shall assume that w(xg) = W(X) for all x E 9, 
g E G. 
If A is not a division algebra, the method runs into some technical 
difficulties (as we shall see), because there are too many noninvertible 
elements in A. The devices for overcoming these difficulties have 
involved putting appropriate restrictions on w and choosing functions F 
appropriately. In actual use, we are interested not in <(F, w, s), but 
rather in this function divided by finitely many “local factors” 
1;,(F, , w, > s). Thus, we have a certain amount of leeway in choosing F. 
This method has been exploited by Andrianov [I], who used it to show 
that [(F, w, s) has an analytic continuation and functional equation when 
o is a spherical function on 9 (with respect to a certain compact 
subgroup) satisfying certain other conditions. 
In this paper, we shall consider the case where w is a character (i.e., 
multiplicative homomorphism into the complex numbers of norm 1). 
This case is not entirely contained in Andrianov’s work and turns out 
to be fairly simple. Also, the method used gives a technical advantage 
since it allows us to say more about the existence of poles. 
We begin with the basic tool of the Iwasawa-Tate method. 
LEMMA 1. Let g, h be elements of ‘9, and let F be any sufliciently nice 
(Schwartz class, say) function on Gl. Then 
C F(hag) = 1 N(h-lg-l)“F^(g-lab-l). 
CZEA WA 
Proof. This is the Poisson summation formula (for the subgroup 
A = Al) applied to F,(x) = F(hxg), since F,^(x) = N(h-lg-l)” F^(g-lxh-‘). 
Next, we consider w = l-J wU . 
LEMMA 2. Ker vu = commutator subgroup of Ax; thus, w,Jx,) depends 
only on v,(xJ. 
Proof. See [6, pp. 323-3241. 
Let A0 = set of singular elements of A, Au0 = set of singular elements 
of A,, . 
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LEMMA 3. Let QlpI, be any element of Ao, and let 
G,O = {x E A,“: xa, = ao;. 
If w is trivial on G,,O, then it is trivial. 
Proof. Suppose a, = glaog,(g, , g, nonsingular); the isotropy group of 
a, is g;rG,,Og, , and w,. is trivial on g;‘G,.“g, +- w,. is trivial on G,.O. Thus, 
we need to prove the lemma only for one matrix of each row rank (see 
[3, p. 461). We let 
a, = 
where each cj = 0 or 1; then if b E KX, 
But v,,(q,) = 6; hence, wt. is trivial on an element of determinant b; 
hence, w,. is trivial. 
Now we return to B, let 9r = (x E 9: N(x) = I}. Pick an infinite 
valuation v. , and let H be the set of elements (h,.) E 9 with h, = 1 for 
z, $ vo, and h,.O = cul (CX > 0). Then H is a central subgroup of 9, and 
~9~ x H = 9’. Suppose x = (x1, h), with x1 E 9, and h E H then 
44 = 4x1) w(h), and N(x) = N(h). We shall assume that w is trivial 
on H. This causes no loss of generality, since a character on H is a power 
of N(h) and N is already present in the integral defining QF, o, s). 
LEMMA 4. Let a, be an element of A, , and let go = (x E 9, : xa, = uo}- 
If w is trivial on go, it is trivial on CI!Tl . 
Proof. Lemma 3 says that if x = (x?) E Yr , then 3y = (yr) E 90 
with ~(y,?) = v(xJ, Vv. Therefore, W(X) = w(y) = 1. 
Now we are prepared to start on {(F, w , s). For a > 0, let h, be 
the element of H with N(h,) = a, and let 
L,(F, w, s) = .i, F(h,x) w(h,s) N(h,x)” dx = i, F(h,x) w(x) a” dx. 
.i, .‘I 
Then i(F, w, s) = JT &,(F, w, s) da/a. 
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Let C be a measurable set of coset representatives for $9JG. Since 
9,/G is compact (see, e.g., [2, p. 171-218]), C has a finite Haar measure. 
LEMMA 5. 
5,(F, w, s) + ],(F, w, s) = 5,-PA, wA, = - 4 + Jh-@‘, w, 4 
where J,(F, w, s) = &A, Jc F(x,xS) w(x) as dx, w (^x) = w(x)-l, and 
J,‘(F, W, s) = CcEAO J& P((xx,) w (^x) an+ dx. 
Prooj-. 
L(F, w, s) + Ja(E w, 4 
= c j” %A) 4wl) a” dx + & jcF(x&) w(x) us dx 
(EAZ c 
zzz 1 1 Fhx5) w(x) as dx + & lc F(x,xf) w(x) us dx 
&A” c 
= 
zA [cF(s,rE) 44 as dx = lc ~AF(s,+5) w(x) as dx 
zz 
SC 
c PEA FA(fx-lx,l) N(x-‘x,l)n w(x) us dx 
=s 1 
c CE AFA( &-‘x,‘) w(x) as-n dx 
=f c 
F (^tx$) w (^x) as+ dx 
C-’ EEA 
= zA Jcel F (^txx;‘) w”(x)(a+)n-8 dx 
= ,zr s,+ FW$) wW(~-~)n-~ dx 
+ ,& j-@ FWx3 wAb9(4n-s 
= 
J 
F^(c$xx,‘) w~(x)(&)“-~ dx + J;-,(F, w, s) 
= 5a-l(Fh, wA, n. - s) + I;-@? w, s). 
Note that C-l is a measurable set of coset representatives for G/9. 
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LEMMA 6. If w is a character which is not identically 1, then 
Jav-5 W) 4 = Ja’(C w, 4 = 0. 
Proof. We consider Ja first. Let S be a set of representatives of the 
G-orbits in A, . If [” E S, let 
It suffices to show that P(<,J = 0 for all (a . 
Let G, be the subgroup of G fixing 6, . Then F(x,xS,) and W(X) are 
constant on the cosets xG, , and thus we may regard them as defined 
on G, . Next, let T be a set of coset representatives for G/G, ; then 
T& = Gf, , and, hence, 
Wo) = 1 1‘ F(w&,) w(x) d-c = jTc~(wgto) 4~) dx. 
!/ET c 
But TC is a measurable cross-section for gi/G, ; therefore, we have 
P(50) = j F(x&,x,) w(x) dx. 
Q1lG, 
Let 9s be the isotropy group of 4s in C!Yr . Then go/Go is compact, 
since g,, n G, = G, , and, therefore, c??,-,/G, is a closed set of the compact 
set %i/G, . Moreover, F is constant on 2Y0-cosets. Thus, 
(All the groups are unimodular; an argument showing this for go will 
be given later.) 
The character o(y) is nontrivial on 2J0 by Lemma 4. But if w( yO) f 1, 
then 
.,;,,, 49 dr = 0 j--,,, 0 4~~0) dr =4yo) up,,, 4~) dy, J 
and so 
I I ,G 4~) dr = 0. 0 0 
Hence, P(f,) = 0, as desired. 
407143-s 
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The argument for J’ is similar; we need to use the analogue of 
Lemma 4 for right actions of G. 
THEOREM. If w is a character which is not identically 1, then c(F, o, s) 
extends to an analytic function dejbed on all of C. Moreover, it satisfies the 
functional equation 
where 
W, w, 4 = W’“, wA, n - 4, 
n = [A: K]. 
Proof (as in Tate [5]). I n view of the two previous lemmas, 
c,(F, W, s) = &+(F ,^ wA, n - s). 
Therefore, 
((F, w, s) = 
s 
O1 5,(F, w, s) $ + lrn L(F, WY s) $ 
= o1 5,-,(F’-, w*, .r 
n - s) $ + irn S,(F, w, s) f 
1 
= ,R [[,(F ,^ uh: n - s) + <,(I? w, s)] $. 
s 
Since SF <,(F, w, s) da/a converges for Re(s) > 1, the integral from 1 
to co converges for Re(s) > 1 and therefore (by dominated convergence) 
for all s. Similarly, Jy &(F ,^ aA, n - s) da/a exists for all s. We, thus, 
have [(F, w, s) written as an everywhere convergent integral. This 
expression is obviously analytic in s and symmetric under F tt F ,^ 
w k WA, s t+ n - s. This proves the theorem. 
It may be worthwhile noting what distinguishes the previous approach 
from that of Andrianov [l]. First of all, his w’s are not necessarily con- 
stant on G-cosets of 3, but are integrals of functions which are. This 
introduces a slight complication, but does not really change matters. 
His main problem, too, is getting rid of J,(F, w, s). His solution is to 
choose F so that if f E A, , then F(xQ = F-(5x) = 0, but so that c(F, w, s) 
is not identically 0. The result is that J and J’ disappear automatically. 
The price he pays is that some of his “local” [-functions c&F, w, s) have 
zeroes in the interior of the critical strip 0 < Re(s) < n. In practice, we 
are usually interested not in {(F, W, s), but in it divided by finitely many 
of the 5, ; it is difficult to decide, using Andrianov’s method, where the 
poles of this function are. The foregoing method places essentially no 
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restrictions on F. For the computations involved in the local i-functions, 
see [7, Chapter X, Section 3; 5, Chapter 21. 
We still have two loose ends to clean up. One is that of analytic 
continuation when w = 1. The previous method does not work, because 
the Jlc’s do not disappear. However, we may use a trick to take care of 
this case. At almost every finite prime V, A,. is unramified over Q and F,, 
is the characteristic function of the integers of A,: . For these z’, 
A, = MJP,.), and 
11-I 
S.,(F, > w, t s) = n (1 - &R)--I, 
j=O 
where Q(, is the order of the residue class field of K, . (See [7, p. 1971). 
The field K also has a local zeta-funtion with respect tof, the char- 
acteristic function of its integers, and x1,, the trivial character; it is 
t,(f,, , x,. , s) = (1 - 4;))‘. Therefore, 
Hence, 
where R(s) is a finite product of meromorphic functions (from the other 
valuations). But the functional equation for l;(f, x, s - j) was done by 
Tate [5]. In our notation, K, = (O}, and so JAf, x, $1 = .f,f(O) X(x) as dx. 
Since x = 1,1&f, x, 4 = cf(O> uy, where c is the volume of C. Similarly, 
I,‘(“6 XT 4 = cfw al-“. We can now carry these terms though the 
proof of the theorem. 
Finally, we need to show that s0 is unimodular. Suppose that 
e,., = (0’ i), where I is a (n - k) x (n - k) matrix. Then at each prime, 
an element of Y. looks like (5, i,), w h ere B,, is K x K invertible matrix. 
Therefore, g0 is the semidirect product of ,K by Z, where JV consists 
of ideles which (at each prime V) look like (5, q), and .Z’ consists of ideles 
h looking at each prime ZI like (i i*), and which satisfy N(h) = 1. Both 
,N* and Z are unimodular; we can now apply [3, 15.29, p. 2101, to 
compute the modular function of 9, , and we find that it is 1. 
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