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Prediccio´n del promedio
en modelos jera´rquicos de dos niveles *
Fernando Velasco Luna **
Universidad Veracruzana
En este trabajo el objetivo es la prediccio´n del promedio de la variable respuesta
en datos los cuales presentan estructura jera´rquica. Se trabaja con el modelo de regre-
sio´n lineal de dos niveles con una variable explicatoria en cada nivel. Se propone un
procedimiento heur´ıstico y computacional para obtener la prediccio´n del residual del
nivel 2, el cual es necesario para obtener la prediccio´n del promedio.
In this paper the goal is the prediction of the mean value of the response variable
in a nonsampled unit for datum which present a hierarchical structure. A heuristic
and computational procedure for predicting residuals in the second level is proposed,
which is needed to obtain the predicted values for the mean.
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Jera´rquicos, Teor´ıa de la Prediccio´n.
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1. Introduccio´n
Los modelos lineales jera´rquicos forman una clase general de modelos que permi-
ten la modelacio´n en una gran variedad de situaciones en las cuales se tienen datos
que presentan una estructura jera´rquica. Estos modelos tienen una gran variedad de
aplicaciones en diversas a´reas, tales como: investigacio´n educativa, biolog´ıa, investiga-
cio´n social, psicolog´ıa, medicina, entre otras. Los modelos lineales jera´rquicos tienen
una gran historia, pero han recibido especial atencio´n en los u´ltimos an˜os y sus a´reas
de aplicacio´n se han multiplicado considerablemente [8, 9, 14, 15, 18]. Los modelos
lineales jera´rquicos son tambie´n conocidos en la literatura bajo una gran variedad de
nombres, tales como modelos multinivel [7, 9], modelos de coeficientes aleatorios [15],
modelos de componentes de la varianza y covarianza [19], o como modelos de efectos
mixtos [13].
Las investigaciones en estimacio´n en a´reas pequen˜as han recibido una considerable
importancia en an˜os recientes, debido a la creciente demanda de estad´ısticas confiables
en tales a´reas, que esencialmente son un subgrupo de una poblacio´n de la cual la
muestra ha sido obtenida. En estimacio´n en a´reas pequen˜as el intere´s es por lo general
la estimacio´n de algu´n atributo del a´rea tal como la media, un total o una proporcio´n.
La estimacio´n en a´reas pequen˜as esta´ relacionada con hacer uso de datos de una
muestra usando datos de una gran poblacio´n para hacer inferencia en subgrupos
de la poblacio´n. El objetivo es dar estimaciones confiables para a´reas pequen˜as, las
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cuales cuentan con pocas unidades muestreadas. Las encuestas dan poca informacio´n
para un a´rea pequen˜a en particular, la cual puede ser de sumo intere´s; ya que las
encuestas por lo general son disen˜adas para proporcionar estimaciones para grandes
poblaciones. La estad´ıstica basada so´lo en una muestra de un a´rea pequen˜a es poco
confiable debido al taman˜o de la muestra para esta a´rea. Con el fin de producir
estimaciones en a´reas pequen˜as confiables, es necesario basarse en informacio´n de
a´reas pequen˜as cercanas. (Ver [10]). Recientemente algunos investigadores [1, 2, 5,
6, 12] , han considerado el uso de modelos lineales jera´rquicos para problemas de
prediccio´n en a´reas pequen˜as. En el a´rea de la prediccio´n del promedio de la variable
respuesta en unidades de nivel 2, Battesse y Fuller [1, 2] proponen un modelo de
regresio´n jera´rquico, el modelo intercepto aleratorio para la estimacio´n (o prediccio´n)
del nu´mero de hecta´reas plantadas con ma´ız y soya. Dempster et al. [5] consideran
un modelo lineal jera´rquico con pendientes aleatorias. Fay y Herriot [6] hacen uso
de variables explicatorias a nivel 2 con el fin de modelar el promedio de la variable
respuesta. Holt y Moura [12] hicieron uso del modelo de regresio´n lineal jera´rquico de
dos niveles con una variable explicatoria a nivel 1 y de un modelo lineal jera´rquico
de dos niveles con variables explicatorias en ambos niveles.
En este trabajo la meta es la prediccio´n del promedio Y de la variable respuesta
en una unidad de nivel 2 no muestreada en su variable respuesta. Se trabaja con el
modelo de regresio´n lineal de dos niveles con una variable explicatoria en cada nivel.
Se propone un procedimiento heur´ıstico y computacional para obtener la prediccio´n
del promedio Y0 haciendo uso del valor de la variable explicatoria a nivel 2, w0.
La obtencio´n de Y0 se lleva a cabo tomando las k (5, 10, 15) unidades de nivel 2
ma´s cercanas a la unidad de nivel 2 para la cual se desea obtener la prediccio´n y
tomando todas las unidades de nivel 2. La eleccio´n de estas k unidades ma´s cercanas
se hace utilizando el valor de la variable explicatoria a nivel 2, w0. Se proponen 5
criterios para obtener el residual u0, el cual es necesario para obtener la prediccio´n
del promedio Y0, los cuales son: aleatorio, del mı´nimo, del ma´ximo, de la mediana,
y de la media aritme´tica.
El primer objetivo de este trabajo es saber si los taman˜os de muestra de nivel 2 y de
nivel 1, los valores de la varianza y de la covarianza de los errores de nivel 2, as´ı como el
criterio utilizado para obtener el residual u0, influyen en la eleccio´n de la cantidad k de
unidades de nivel 2 que intervienen en la propuesta para llevar a cabo la prediccio´n.
En base a comparar una Estimacio´n del Promedio del Error Cuadra´tico Medio de
Prediccio´n se tiene que ni los taman˜os de muestra, ni los valores de la varianza y
covarianza influyen en la eleccio´n de la cantidad k de unidades ma´s cercanas, pero
que el criterio si influye en la eleccio´n de esta cantidad k. Un segundo objetivo es
conocer si los taman˜os de muestra de nivel 1 y de nivel 2, y los valores de la varianza y
covarianza de los errores del nivel 2, influyen sobre la prediccio´n; los resultados indican
que los taman˜os de muestra de nivel 1 y de nivel 2, as´ı como el valor de la varianza
si influyen sobre la prediccio´n, mientras que el valor de la covarianza no influye. Un
tercer objetivo es conocer si el criterio el cual se utiliza para obtener el residual u0,
y la cantidad k de unidades ma´s cercanas influyen sobre la prediccio´n; los resultados
indican que tanto el criterio como la cantidad k de unidades ma´s cercanas, si influyen
sobre la prediccio´n. La conclusio´n principal es que al implementar la propuesta para
obtener la prediccio´n del promedio Y0 se deben utilizar los criterios de la mediana o
de la media aritme´tica para obtener el residual u0, y que la cantidad k de unidades de
nivel 2 ma´s cercanas a utilizarse para obtener la prediccio´n del promedio Y0, cuando
se hace uso de estos criterios, debe ser el de todas las unidades de nivel 2.
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2. Modelo lineal general jera´rquico
En esta seccio´n se trata el modelo lineal general jera´rquico. Para un tratamiento
del modelo lineal general jera´rquico ver [20]. Se tienen dos niveles en la estructura
jera´rquica, cada nivel tiene su propio submodelo.
Modelo en el nivel 1: El modelo para el nivel 1, con m variables explicatorias a
nivel 1 x1j , x2j ,...,xmj tiene la forma
yij = β0j + β1jx1ij + β2jx2ij + · · · + βmjxmij + eij ,
i = 1, 2, ..., nj ; j = 1, 2, ..., J,
E (eij) = 0, Var (eij) = σ2e . (1)
Modelo en el nivel 2: El modelo para el nivel 2, con q variables explicatorias a nivel
2 w1j , w2j , ..., wqj , tiene la forma:
β0j = β00 + β01w1j + β02w2j + · · · + β0qwqj + u0j
β1j = β10 + β11w1j + β12w2j + · · · + β1qwqj + u1j
...
βmj = βm0 + βm1w1j + βm2w2j + · · · + βmqwqj + umj . (2)
El modelo combinado para la j-e´sima unidad de nivel 2, del modelo nivel 1 con m
variables explicatorias a nivel 1; y del modelo nivel 2 con q variables explicatorias a
nivel 2, tiene la forma:
yij = β00 + β01w1j + β02w2j + · · · + β0qwqj + u0j +
+β10x1ij + β11w1jx1ij + · · · + β1qwqjx1ij + u1jx1ij
+ · · · + βm0xmij + · · · + βmqwqjxmij + umjxmij + eij , (3)
reordenando te´rminos se obtiene el modelo
yij = β00 + β10x1ij + · · · + βm0xmij +
+β01w1j + β11w1jx1ij + · · · + βm1w1jxmij +
+ · · · + β0qwqj + β1qwqjx1ij · · · + βmqwqjxmij +
+u0j + u1jx1ij + · · · + umjxmij + eij . (4)
Definiendo
Yj =

y1j
y2j
...
ynjj
 ; Xj =

1 x11j x21j · · · xm1j
1 x12j x22j · · · xm2j
...
...
...
. . .
...
1 x1njj x2njj · · · xmnjj
 ;
ej =

e1j
e2j
...
enjj
 ; βj =

β0j
β1j
...
βmj

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En forma matricial el modelo nivel 1 (1) toma la forma
Yj = Xjβj + ej ; j = 1, ..., J, (5)
donde Yj es el vector respuesta njx1, Xj es la matriz de variables explicatorias a nivel
1 de orden njx(m+ 1), βj es el vector de para´metros de orden (m+ 1)x1 y ej es un
vector de errores aleatorios njx1. Se supone E (ej) = 0, Var (ej) = σ2e Inj . Definiendo
Wj =

1 w1j w2j · · · wqj · · · 0 0 0 · · · 0
0 0 0 · · · 0 · · · 0 0 0 · · · 0
...
...
...
. . .
...
. . .
...
...
...
. . .
...
0 0 0 · · · 0 · · · 1 w1j w2j · · · wqj

y
β = [β00, β01, ..., β0q, β10, β11, ..., β1q, ..., βm0, βm1, ..., βmq]
T ;
uj = [u0j , u1j , ..., umj ]
T
En forma matricial el modelo nivel 2 (2) tiene la forma
βj = Wjβ + uj ; j = 1, ..., J, (6)
donde Wj es la matriz de variables explicatorias a nivel 2, de orden (m+ 1)x
(q + 1) (m+ 1), β es el vector (q + 1) (m+ 1)x1 de coeficientes fijos, y uj es el vector
de errores aleatorios nivel 2 de orden (m+ 1)x1. Supongase E (uj) = 0 y
Var (uj) = Ω =

σ2uo σu01 · · · σu0m
σu01 σ
2
u1 · · · σu1m
...
...
. . .
...
σu0m σu1m · · · σ2um
 ,
En forma matricial el modelo combinado para la j-e´sima unidad de nivel 2 (4)
tiene la forma
Yj = XjWjβ + Xjuj + ej ; j = 1, ..., J,
E (Yj) = XjWjβ, Vj = Var (Yj) = XjΩXTj + σ
2
e Inj . (7)
Definiendo
Y =

Y1
Y2
...
YJ
 ; u =

u1
u2
...
uJ
 ; e =

e1
e2
...
eJ
 ; X = diag(Xj); W =

W1
W2
...
WJ

donde diag(Aj) representa los te´rminos diagonales por matriz bloque, con Aj en el
j-e´simo bloque de la diagonal. Del modelo (7) se tiene
Y = XWβ + Xu + e, (8)
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el cual se denomina modelo lineal general jera´rquico. La matriz de varianzas y cova-
rianzas para tal modelo tiene la forma
V = Var(Y) = Xdiag(Ω)XT + diag(σ2e Inj ) (9)
Definiendo
Var (e) = R = diag(σ2e Inj ) y Var (u) = G = diag(Ω) (10)
la matriz de varianzas y covarianzas para el modelo lineal general jera´rquico (8) tiene
la forma
V = Var (Y) = XGXT + R. (11)
3. Prediccio´n en el modelo lineal general jera´rquico
Un objetivo del ana´lisis de datos con estructura jera´rquica es la prediccio´n de los
efectos aleatorios. El me´todo ma´s conocido para la prediccio´n es el Mejor Predictor
Lineal Insesgado. Teoria de prediccio´n en modelos jera´rquicos es estudiada en [3], [4].
De Henderson (1975), (Ver [11]), el mejor predictor lineal insesgado para Yj =
Xjβj cuando σ2e y Ω son conocidas esta´ dado por
Ŷj = XjWj β̂∗+Xjû∗j (12)
donde β̂∗ es el estimador de min´ımos cuadrados generalizados de β; esto es:
β̂∗ =
(
J∑
j=1
WTj X
T
j V
−1
j XjWj
)−1( J∑
j=1
WTj X
T
j V
−1
j Yj
)
(13)
y
û∗j = ΩX
T
j V
−1
j
(
Yj − XjWj β̂∗
)
(14)
Cuando σ2e y Ω son desconocidas, sean σ̂
2
e , Ω̂ y β̂ las estimaciones de Ma´xima
Verosimilitud Restringida, as´ı se obtiene que el promedio esta´ dado por:
Ŷj = XjWj β̂+Xjûj , (15)
donde
ûj = Ω̂XTj V̂
−1
j
(
Yj − XjWj β̂
)
,
V̂j = XjΩ̂XTj + σ̂
2
e Inj . (16)
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4. Procedimiento heur´ıstico propuesto
En esta seccio´n se presenta el procedimiento heur´ıstico y computacional propuesto
para obtener la prediccio´n del promedio de la variable respuesta. Adema´s se realiza
un estudio por simulacio´n para validar la propuesta.
4.1 El Algoritmo
En ocasiones no se cuenta con informacio´n de la variable de intere´s en la unidad de
nivel 2 en la cual se desea obtener la prediccio´n y una posible opcio´n es la de basarse
en informacio´n de unidades de nivel 2 cercanas a la unidad de intere´s. De la seccio´n
anterior se tiene que para obtener la prediccio´n es necesario tener el residual del nivel
2. De (15) esta prediccio´n del promedio esta´ dada por
Ŷ0 = X0W0β̂+X0û0 (17)
donde W0 es la matriz de variables explicatorias a nivel 2 y X0 es la matriz de
promedios de las variables explicatorias a nivel 1. Para obtener la prediccio´n Ŷ0 se
propone el siguiente algoritmo:
1. Realizar el ana´lisis a trave´s de la regresio´n jera´rquica con la informacio´n disponible,
con el fin de obtener los residuales del nivel 2, buj = (bu0j , bu1j)
2. En base a los valores de la variable explicatoria a nivel 2, es decir, los valores wj , los
cuales son conocidos, obtener las k unidades de nivel 2 ma´s cercanas a la unidad de
nivel 2 de intere´s. Para este proposito se utiliza la distancia euclidiana.
3. A partir de estas k unidades de nivel 2 ma´s cercanas a la unidad de nivel 2 de in-
tere´s y de los residuales del nivel 2 buj , obtenidos en el paso 1, elegir los k residuales
correspondientes a las k unidades de nivel 2 ma´s cercanas.
4. Usando los k residuales de nivel 2 de cada una de estas k unidades seleccionadas,
obtener el residual de nivel 2 de intere´s u0 bajo cada uno de los siguientes criterios
a) Una vez que se tienen los k residuales del nivel 2 bu1, bu2,...,buk, a partir de estos
elegir en forma aleatoria uno el cual sera´ el residual bu0.
b) Elegir el mı´nimo de los k residuales, bu0j , as´ı como de bu1j e´stos formaran el
residual bu0.
c) Elegir el ma´ximo de los k residuales, bu0j , as´ı como de bu1j e´stos formaran el
residual bu0.
d) Elegir la mediana de los k residuales, bu0j , as´ı como de bu1j e´stos formaran el
residual bu0.
e) Elegir la media aritme´tica de los k residuales bu0j , media aritme´tica as´ı como debu1j e´stos formaran el residual bu0.
5. A partir del residual, bu0, obtenido bajo cada criterio, y haciendo uso de bY0 =
X0W0bβ+X0bu0 obtener la prediccio´n bY0.
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4.2 Estudio por simulacio´n
Se investigo´ el funcionamiento del procedimiento de prediccio´n propuesto por me-
dio de un estudio por simulacio´n, el cual incluyo diferentes valores para el nu´mero de
unidades de nivel 2, para el nu´mero de unidades de nivel 1, para las varianzas a nivel
2, as´ı como para la covarianza.
En la primera etapa se generaron los errores normales de nivel 2, tanto u0j como
u1j , ambos tipos de errores se generaron con media cero y diferentes valores para
sus varianzas σ2u0, y σ
2
u1, (1, 9, 25) as´ı tambie´n se tomaron diferentes valores para
la covarianza entre ellos (0.25, 0.5, 0.75). A partir de lo anterior se calculo´ el valor
de la variable respuesta bajo el siguiente modelo de regresio´n de dos niveles con una
variable explicatoria en cada nivel y con los coeficientes de regresio´n tomando los
valores β00 = 1,β10 = 1, β01 = 1, y β11 = 1,
yij = β00 + β10x1ij + β01w1ij + β11w1jx1ij + u0j + u1jx1ij + eij (18)
Se trabajo con 81 puntos de disen˜o: Unidades de nivel 2: 300, 100 y 50; Unidades
de nivel 1: 10, 50 y 25; Varianzas 1, 9, 25; Covarianza 0.25, 0.5 y 0.75. En cada uno de
los cuales se llevo a cabo la prediccio´n a partir de los 5 criterios y para los 4 valores
de k. Para cada uno de los puntos de disen˜o se realizaron 1000 replicaciones.
Con el fin de obtener la prediccio´n se simulo´ una unidad de nivel 2 adiccional, y las
correspondientes unidades de nivel 1, se obtuvo el valor de la variable respuesta para
cada una de las unidades correspondientes, y se obtuvo el promedio de la variable
respuesta en esta unidad de nivel 2. Sea yi0 la variable respuesta de la ı´-esima unidad
de nivel 1, en la unidad de nivel 2 adicional, sea y0 el promedio de la variable respuesta
en esta unidad de nivel 2. Aplicando la propuesta a las unidades de nivel 2, sin tomar
en cuenta a la unidad de nivel 2 adicional ni a las unidades de nivel 1 correspondientes,
se obtiene la prediccio´n del promedio en la unidad de nivel 2 adicional, sea ŷ0 tal
prediccio´n. Se obtuvo el cuadrado de la diferencia entre la prediccio´n del promedio y el
promedio, es decir, se obtuvo la cantidad
(
y0 − ŷ0
)2
. Lo anterior se realizo´ para cada
una de las 1000 replicaciones de cada punto de disen˜o. As´ı se obtuvo
(
y0r − ŷ0r
)2
,
r = 1, 2, ..., 1000. De estas 1000 diferencias al cuadrado se obtuvo una Estimacio´n del
Error Cuadra´tico Medio de Prediccio´n,
ÊCMP
(
lJ0,nj0 ,σ2u0,σ2u1,σu01 , k0, Cr0
)
=
1000∑
r=1
(
y0r − ŷ0r
)2
1000
. (19)
donde ÊCMP
(
lJ0,nj0 ,σ2u0,σ2u1,σu01 , k0, Cr0
)
denota la estimacio´n del error cuadra´tico
medio de prediccio´n correspondiente al punto de disen˜o lJ0,nj0 ,σ2u0,σ2u1,σu01 , en el cual se
tienen J0 unidades de nivel 2, nj0 unidades de nivel 1, un valor de la varianza σ
2
u0,
un valor de la covarianza σu01, tomando las k0, unidades ma´s cercanas y utilizando
el criterio Cr0.
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5. Resultados
En esta seccio´n se presentan en primer lugar los resultados obtenidos del estudio
por simulacio´n respecto a la influencia de los taman˜os de muestra, de los valores de
las varianzas y covarianza y del criterio utilizado, en la eleccio´n de la cantidad k de
unidades ma´s cercanas. En segundo lugar se presentan los resultados de la influencia
de los taman˜os de muestra, de los valores de las varianzas y covarianza, de la cantidad
k de unidades ma´s cercanas y del criterio utilizado, sobre la prediccio´n.
5.1 Cantidad k de unidades ma´s cercanas
Se calculo´ el promedio de la estimacio´n del error cuadra´tico medio de prediccio´n
para cada valor de J , para cada uno de los valores de k y cada uno de los criterios,
el cual se baso´ en los 27 puntos de disen˜o del estudio por simulacio´n para los cuales
J tomo´ ese valor, as´ı el promedio de la estimacio´n del error cuadra´tico medio de
prediccio´n para cada valor de J esta´ dado por
̂PECMP (J, k0, Cr0) =
27∑
l=1
ÊCMP
(
lJ0,nj0 ,σ2u0,σ2u1,σu01 , k0, Cr0
)
27
. (20)
donde ̂PECMP (J, k0, Cr0) denota el promedio de ÊCMP
(
lJ0,nj0 ,σ2u0,σ2u1,σu01 , k0, Cr0
)
correspondiente al punto de disen˜o l cuando el nu´mero de unidades de nivel 2 es J ,
la cantidad de unidades ma´s cercanas es k0, y el criterio a utilizar es Cr0.
La tabla 5.1 presenta el ̂PECMP (J, k0, Cr0) para las cantidades J de unidades
de nivel 2, cada uno de los valores de la cantidad k y para cada criterio.
Criterio J k=5 k=10 k=15 Todas
Aleatorio 300 16.28 16.37 16.18 16.28
100 12.65 12.35 12.63 12.43
50 11.68 11.67 11.99 11.97
Ma´ximo 300 10.45 15.80 19.98 61.25
100 14.52 21.89 27.03 55.54
50 15.50 22.81 27.98 44.57
Mı´nimo 300 37.64 51.44 60.12 127.9
100 26.03 37.07 44.49 81.52
50 20.62 29.70 35.70 54.62
Mediana 300 17.60 5.74 5.34 4.23
100 4.23 2.46 2.04 1.03
50 3.51 1.78 1.37 0.55
Media Aritme´tica 300 6.48 5.29 4.89 4.21
100 3.16 1.99 1.61 0.96
50 2.52 1.36 0.97 0.42
Tabla 5.1. ÊCMP (J, k0, Cr0) para el nu´mero de unidades de nivel 2.
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De la tabla 5.1 se tiene que cuando se utiliza el criterio aleatorio para obtener
el residual û0 la eleccio´n de la cantidad k de unidades ma´s cercanas depende del
nu´mero J de unidades de nivel 2. Sin embargo la diferencia entre los valores del
̂PECMP (J, k0, Cr0) no es mucha. Mientras que en cada uno de los dema´s criterios
el menor valor del ̂PECMP (J, k0, Cr0) se presenta para la misma cantidad k de
unidades utilizadas. Aunque esta cantidad k no es la misma para todos los criterios.
Por lo anterior se tiene que el nu´mero J de unidades de nivel 2 no influye en la eleccio´n
de la cantidad k de unidades ma´s cercanas al implementar la propuesta.
El ca´lculo del promedio de la estimacio´n del error cuadra´tico medio de prediccio´n
para cada valor de nj esta´ dado por
̂PECMP (nj , k0, Cr0) =
27∑
l=1
ÊCMP
(
lJ0,nj0 ,σ2u0,σ2u1,σu01 , k0, Cr0
)
27
. (21)
La tabla 5.2 presenta el ̂PECMP (nj , k0, Cr0) para las diferentes cantidades nj de
unidades de nivel 1, cada uno de los valores de la cantidad k utilizadas al implementar
la propuesta y para cada criterio.
Criterio nj k=5 k=10 k=15 Todas
Aleatorio 100 13.46 13.07 13.49 13.36
50 13.32 13.60 13.28 13.38
25 13.83 13.72 14.02 13.94
Ma´ximo 100 12.09 17.24 20.93 41.06
50 13.84 20.90 25.83 54.81
25 14.53 22.36 28.23 65.48
Mı´nimo 100 23.53 32.42 38.34 67.97
50 27.97 39.64 47.13 88.29
25 32.78 46.15 54.83 107.8
Mediana 100 4.88 3.08 2.68 1.67
50 5.03 3.29 2.88 1.94
25 5.43 3.61 3.19 2.20
Media Aritme´tica 100 3.80 2.61 2.24 1.60
50 3.98 2.87 2.48 1.87
25 4.36 3.17 2.76 2.12
Tabla 5.2. ÊCMP (nj , k0, Cr0) para el nu´mero de unidades de nivel 1.
De la tabla 5.2 se tiene que si se utiliza el criterio aleatorio para obtener el residual
û0 la eleccio´n de la cantidad k de unidades ma´s cercanas depende del nu´mero nj de
unidades de nivel 1, pero los valores del ̂PECMP (nj , k0, Cr0) varian poco. Mientras
que en cada uno de los dema´s criterios el menor valor del ̂PECMP (nj , k0, Cr0) se
presenta para la misma cantidad k de unidades. Aunque esta cantidad k no es la
misma para todos los criterios. As´ı se tiene que el nu´mero nj de unidades de nivel 1
no influye en la eleccio´n de la cantidad k de unidades ma´s cercanas.
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El ca´lculo del promedio de la estimacio´n del error cuadra´tico medio de prediccio´n
para cada valor de σ2u de la varianza esta´ dado por
̂PECMP
(
σ2u , k0, Cr0
)
=
27∑
l=1
ÊCMP
(
lJ0,nj0 ,σ2u0,σ2u1,σu01 , k0, Cr0
)
27
. (22)
La tabla 5.3 presenta el ̂PECMP
(
σ2u , k0, Cr0
)
para cada uno de los valores σ2u de
la varianza, cada uno de los valores de la cantidad k y para cada criterio.
Criterio σ2u k=5 k=10 k=15 Todas
Aleatorio 1 2.54 2.55 2.54 2.55
9 10.94 10.09 10.82 11.04
25 27.13 26.94 27.44 27.09
Ma´ximo 1 0.86 0.88 0.99 2.02
9 9.14 13.74 17.12 37.80
25 30.46 45.88 56.88 121.5
Mı´nimo 1 5.53 7.05 7.95 12.79
9 23.77 33.12 39.05 72.42
25 55.00 78.05 93.31 178.9
Mediana 1 1.89 1.75 1.71 1.64
9 4.35 2.99 2.67 1.92
25 9.10 5.24 4.37 2.26
Media Aritme´tica 1 1.81 1.72 1.68 1.63
9 3.55 2.65 2.35 1.87
25 6.80 4.29 3.45 2.09
Tabla 5.3. ÊCMP
(
σ2u , k0, Cr0
)
para los valores de la varianza.
De la tabla 5.3 se tiene que no importando el valor de la varianza la eleccio´n de la
cantidad k de unidades ma´s cercanas al implementar la propuesta es la misma en cada
uno de los criterios. Aunque esta cantidad k no es la misma para todos los criterios.
As´ı se tiene que el valor de la varianza no influye en la eleccio´n de la cantidad k de
unidades ma´s cercanas.
El ca´lculo del promedio de la estimacio´n del error cuadra´tico medio de prediccio´n
para cada valor de σu01 de la covarianza esta´ dado por
̂PECMP (σu01, k0, Cr0) =
27∑
l=1
ÊCMP
(
lJ0,nj0 ,σ2u0,σ2u1,σu01 , k0, Cr0
)
27
. (23)
La tabla 5.4 presenta el ̂PECMP (σu01, k0, Cr0) para cada uno de los valores σu01
de la covarianza, cada uno de los valores de la cantidad k y para cada criterio.
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Criterio σu01 k=5 k=10 k=15 Todas
Aleatorio 0.25 13.73 13.10 13.43 13.66
0.5 13.48 13.60 13.72 13.53
0.75 13.52 13.61 13.66 13.64
Ma´ximo 0.25 13.27 19.92 24.73 53.76
0.5 13.61 20.36 25.23 54.11
0.75 13.56 20.18 25.08 53.49
Mı´nimo 0.25 28.00 39.41 46.64 87.33
0.5 28.06 39.35 46.75 88.08
0.75 28.12 39.46 46.86 88.63
Mediana 0.25 5.08 3.27 2.85 1.84
0.5 5.17 3.40 2.98 1.98
0.75 5.11 3.31 2.91 1.99
Media Aritme´tica 0.25 4.01 2.82 2.42 1.77
0.5 4.09 2.93 2.54 1.91
0.75 4.06 2.90 2.51 1.92
Tabla 5.4. ÊCMP (σu01, k0, Cr0) para los valores de la covarianza.
De la tabla 5.4 se tiene que en cada uno de los criterios el menor valor del
ÊCMP (σu01, k0, Cr0) se presenta para la cantidad k de unidades ma´s cercanas. Aun-
que esta cantidad k no es la misma para todos los criterios. Por lo anterior se tiene
que el valor de la covarianza no influye en la eleccio´n de la cantidad k de unidades
ma´s cercanas al implementar la propuesta.
La tabla 5.5 presenta el ̂PECMP (k0, Cr0) para cada uno de los valores de la
cantidad k de unidades ma´s cercanas y para cada criterio.
Criterio k=5 k=10 k=15 Todas
Aleatorio 13.54 13.46 13.60 13.56
Ma´ximo 13.49 20.17 25.00 53.78
Mı´nimo 28.09 39.40 46.77 88.03
Mediana 5.11 3.33 2.92 1.94
Media Aritme´tica 4.05 2.88 2.49 1.86
Tabla 5.5. ÊCMP (k0, Cr0) para cada criterio y cada valor de la cantidad k.
De la tabla 5.5 se tiene que cuando se utiliza el criterio aleatorio para obtener el
residual û0 la diferencia entre los valores del ̂PECMP (k0, Cr0) para los valores de
la cantidad k es poca, por lo que se elige cualquier cantidad k para llevar a cabo
la prediccio´n. Cuando se utiliza el criterio del ma´ximo o del mı´nimo se eligen las 5
unidades ma´s cercanas para llevar a cabo la prediccio´n, mientras que cuando se utiliza
el criterio de la mediana o de la media aritme´tica se eligen todas las unidades de nivel
2 para llevar a cabo la prediccio´n. Por lo anterior se tiene que el criterio que se utiliza
para obtener el residual û0 si influye en la eleccio´n de la cantidad k de unidades ma´s
cercanas utilizadas al implementar la propuesta.
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5.2 Prediccio´n
De la tabla 5.1 se tiene que cuando se utilizan los criterios aleatorio, del mı´nimo,
del de la mediana o de la media aritme´tica, no importando la cantidad k de unidades
ma´s cercanas, el menor valor del ̂PECMP (J, k0, Cr0) se presenta cuando se tienen
50 unidades de nivel 2 y que al incrementarse el taman˜o de muestra de nivel 2 se
incrementa el valor del ̂PECMP (J, k0, Cr0). Mientras que cuando se hace uso del
criterio del ma´ximo, no importando la cantidad k de unidades ma´s cercanas, el menor
valor del ̂PECMP (J, k0, Cr0) se presenta cuando se tienen 300 unidades de nivel
2 y que al incrementarse el taman˜o de muestra de nivel 2 disminuye el valor del
̂PECMP (J, k0, Cr0). As´ı se tiene que el nu´mero de unidades de nivel 2 si influye
sobre la prediccio´n.
De la tabla 5.2 se tiene que cuando se hace uso del criterio aleatorio no exis-
te diferencia entre los valores del ̂PECMP (nj , k0, Cr0). Para todos los dema´s cri-
terios , no importando la cantidad k de unidades ma´s cercanas, el menor valor
del ̂PECMP (nj , k0, Cr0) se presenta cuando se tienen 100 unidades de nivel 1
y que al incrementarse el taman˜o de muestra de nivel 1 disminuye el valor del
̂PECMP (nj , k0, Cr0). As´ı se tiene que el nu´mero de unidades de nivel 1 si influ-
ye sobre la prediccio´n.
De la tabla 5.3 se tiene que cuando el valor de la varianza es igual a 1, el valor
del ̂PECMP
(
σ2u , k0, Cr0
)
es menor y que este valor se incrementa a medida que se
incrementa el valor de la varianza. As´ı se tiene que el valor de la varianza si influye
sobre la prediccio´n.
De la tabla 5.4 se tiene que el valor del ÊCMP (σu01, k0, Cr0) es semejante para
cualquier valor de la covarianza en cada uno de los criterios. Aunque este valor del
ÊCMP (σu01, k0, Cr0) no es el mismo para todos los criterios. As´ı se tiene que el
valor de la covarianza no influye sobre la prediccio´n.
La tabla 5.6 presenta el ̂PECMP (k0, Cr0) para cada uno de los valores de la
cantidad k de unidades ma´s cercanas y para cada criterio.
k Aleatorio Ma´ximo Mı´nimo Mediana Media
Aritme´tica
5 13.54 13.49 28.10 5.11 4.05
10 13.46 20.17 39.40 3.33 2.88
15 13.60 24.99 46.77 2.92 2.49
Todas 13.56 53.78 88.03 1.94 1.86
Tabla 5.6. ÊCMP (k0, Cr0) para valores de la cantidad k por criterio.
Respecto a la influencia de la cantidad k de unidades ma´s cercanas se tiene de la
tabla 5.6 que cuando se eligen todas las unidades de nivel 2 se presentan los menores
valores del ̂PECMP (k0, Cr0) cuando se utilizan los criterios de la mediana o de
la media aritme´tica, mientras que cuando se eligen las 5 unidades ma´s cercanas se
presentan los menores valores del ̂PECMP (k0, Cr0) cuando se utilizan los criterios
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del mı´nimo o del ma´ximo. As´ı se tiene que la cantidad k de unidades ma´s cercanas
si influye sobre la prediccio´n.
Al considerar la informacio´n de la tabla 5.5 y 5.6 se tiene que cuando se utilizan
los criterios del ma´ximo o del mı´nimo al incrementarse la cantidad k de unidades
ma´s cercanas se incrementa el valor del ̂PECMP (k0, Cr0), mientras que cuando
se utilizan los criterios de la mediana o de la media aritme´tica al incrementarse la
cantidad k de unidades ma´s cercanas el valor del ̂PECMP (k0, Cr0) disminuye.
6. Conclusiones
En primer lugar se tiene que ni los taman˜os de muestra, ni los valores de la varianza
y covarianza influyen en la eleccio´n de la cantidad k de unidades ma´s cercanas, pero
que el criterio utilizado para obtener la prediccio´n de u0 si influye.
Los resultados indican que los taman˜os de muestra de nivel 1 y de nivel 2, as´ı como
el valor de la varianza si influyen sobre la prediccio´n, mientras que el valor de la
covarianza no influye.
Respecto a la influencia del criterio el cual se utiliza para obtener la prediccio´n
de u0, y de la cantidad k de unidades de nivel ma´s cercanas, sobre la prediccio´n; los
resultados indican que tanto el criterio como la cantidad k de unidades ma´s cercanas,
si influyen sobre la prediccio´n.
La conclusio´n principal es que al implementar la propuesta para obtener la pre-
diccio´n del promedio Y0 se deben utilizar los criterios de la mediana o de la media
aritme´tica para obtener el residual u0, y que la cantidad k de unidades de nivel 2 a
utilizarse para obtener la prediccio´n del promedio Y0, cuando se hace uso de estos
criterios, debe ser el de todas las unidades de nivel 2.
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