Abstract-Inspired by the ideas of Rogers and Shi (1995) , Chalasani, Jha & Varikooty (1998) derived accurate lower and upper bounds for the price of a European-style Asian option with continuous averaging over the full lifetime of the option, using a discrete-time binary tree model. In this paper, we consider arithmetic Asian options with discrete sampling and we generalize their method to the case of forward starting Asian options. In this case with daily time steps, the method of Chalasani et al. is still very accurate but the computation can take a very long time on a PC when the number of steps in the binomial tree is high. We derive analytical lower and upper bounds based on the approach of Kaas, Dhaene & Goovaerts (2000) for bounds for stop-loss premiums of sums of dependent random variables, and by conditioning on the value of the underlying at the exercise date. By putting in less information than Chalasani et al. the bounds lose some accuracy but are still very good and they are easily computable and moreover the computation on a PC is fast. We illustrate our results by different numerical experiments and compare with bounds for the Black & Scholes model (1973) found in another paper Vanmaele et al. (2002) . We notice that the intervals of Chalasani et al. do not always lie within the Black & Scholes intervals. We have proved that our bounds converge to the corresponding bounds in the Black & Scholes model.
INTRODUCTION
The binomial tree model of the Cox-Ross-Rubenstein (CRR) (1979) model can be considered as a discrete-time version of the Black & Scholes (B&S) (1973) model. The European option prices have well-known formulae in this model. For example when the life time T of the option is divided into N time steps of length T /N , we have for a European call option:
where r is the risk-free rate of interest, S(t) is the price of the underlying asset at time t, p the risk-neutral probability that the price goes up with a factor u = 1/d = exp(σ T /N ) with σ the volatility of the underlying. It is known that p = 
it follows by Jensen's inequality and from Rogers and Shi (1995) that:
where
Multiplying by the discount factor e −rT relation (3) prevails a lower and an upper bound for the Asian option price. Chalasani et al. stipulate that for N large enough (say 30 to 40) those bounds give a precise price-interval for the Asian option in the Black and Scholes framework with a continuous averaging over the whole lifetime of the option.
BOUNDS FOR THE PRICE OF ARITHMETIC ASIAN OPTIONS WITH DISCRETE SAMPLING
In what follows we focus on European-style Asian options with discrete sampling which are forward starting, i.e. the averaging has not yet started at the beginning of the lifetime of the option and takes only the daily prices into account during the time interval [T − n + 1, T ]. Recalling that X(T − i) stands for the number of increases until time T − i, i = 0, 1, . . . , n − 1, we denote this arithmetic average in the CRR-model with time step one day as
and the price of the Asian option is given by
where we work under the risk-neutral probability p = e r −d u−d . The method of Chalasani et al. (1998) can easily be generalized to this case of forward starting Asian options and is very accurate for the CRR-model. However, the computations of the bounds are very time consuming on a PC in particular when the number of steps in the binomial tree is high. Note that the number of time steps cannot be chosen freely since it is at least equal to the number of sampling days of the lifetime of the option, for example 60 or 120 days. Thus when we average say for example over the last 10 days, we have to keep track of the whole tree of the underlying asset for the whole lifetime of the option.
COMONOTONIC BOUNDS AND BOUNDS WITH CONDITIONING ON THE FINAL VALUE OF THE UNDERLYING

LOWER BOUND
In order to obtain a lower bound in the binomial case, we condition on the value of the asset price at the final time T , that is equivalent to conditioning on the number X(T ) of increases of the price process until maturity date T :
Since ln (8) and the lower bound is found to be:
ROGERS AND SHI UPPER BOUND
An upper bound can be deduced by applying the approximation error (4) to the case of the average 1 n S with X(T ) as conditioning variable:
The second term on the right-hand side can be obtained from (8) while the first term can be expressed as
where the first term in the last expression is obtained analogously as in (8):
and where the second term equals
Due to the fact that for some values of the conditioning variable X(T ), some terms vanish in the difference
and thus can be omitted, one obtains an improved approximation error dependent on K:
leading to an improved upper bound for AC(n, K, T ) consisting of the lower bound (9) plus the approximating error ε(K) in (15). This idea is in fact a natural one and Nielsen and Sandmann (2002) used a similar idea in the B&S-setting.
INVERSE DISTRIBUTION FUNCTIONS
Let X be a random vector with cumulative distribution function (cdf hereafter) F X . Then the usual inverse function of F X is the non-decreasing and left-continuous function
with inf ∅ = +∞ by convention; for any α ∈ [0, 1] , the (non-decreasing) α-mixed inverse function of F X is defined as follows:
with the non-decreasing and right-continuous function
COMONOTONIC UPPER BOUND
In financial and actuarial situations one encounters quite often random variables of the type S = The comonotonic counterpart S c of S with S = n−1 i=0 S(T − i), is the random variable
The reasoning of Simon et al. (2000) leads to the fact that the price of an Asian option can be bounded above by an optimal linear combination of European vanilla call options:
where EC(·, ·) is defined in (1) and where α is determined by
From (22) and the geometric interpretation (see Dhaene et al. (2001) ) of stop-loss premiums, one obtains that for any stochastic process (S(t); t ≥ 0) for the risky asset, the following inequality holds
We apply this inequality in the case of the binary tree model where
for i = 0, . . . , n − 1. Hence, for 0 < q ≤ 1, we find that
where I denotes the indicator function, and therefore
Further, we remark that due to comonotonicity (see Kaas et al. (2000) )
Clearly, F S c (nK) will be one of the cumulative distribution functions F (j, T −i). Therefore, we first concentrate on the ordering among them for different j and i.
We consider the cdf-values F (j, T −i) as elements F ji , j = 0, . . . , T −i, i = 0, . . . , n−1, in a ((T + 1) × n)-matrix F. Then only the elements F ji with j ≤ T − i are taken into account. It is obvious that F ji = 1 for j = T − i and that F j i > F ji for j > j. One can show that also F ji > F ji for i > i and that
In other words, walking through rows in one column of the matrix F, the value of the cdf increases. The same happens when walking trough columns in one row. This implies that given a cdf-value F (j, T − i) there are precisely two elements in each column such that F (j, T − i) lies between these elements. Therefore, the double sum in (26) reduces to a sum with at most n terms. In fact the problem in (26) turns down to determine by an algorithm the largest q = F (j(i), T − i) such that
Note that at the same time, the sum in (25) reduces to one term u j(i) d T −i−j(i) . Substituting the computed relations (25)- (26)- (27) into (23), we obtain a value for the upper bound.
IMPROVED COMONOTONIC UPPER BOUND
We assume from now on that
then we obtain an improved comonotonic upper bound, analogously as in (21)- (23):
By the comonotonicity property, we have that
with
Hence, the cdf of S u given the event X(T ) = j can be found from
As for the comonotonic upper bound, F S u |X(T )=j will be one of the distribution functions F j (s, T − i) or will be zero in case of an empty set. The cdf's F j (s, T − i) can also be ordered in a matrix which has similar properties as for the comonotonic upper bound. Thus, a cdf-value F j (s, T − i) lies precisely between two elements in each column and the sum (33) reduces to one term and hence the double sum (32) to at most n terms. Once we found for each fixed j, the largest q = F j (s, T − i) by a search algorithm, we can easily compute (33), (32) and hence obtain the value of the improved comonotonic upper bound.
CONVERGENCE
When we consider steps with length equal to a fraction of one day, say 1/m day, and let m go to infinity, we can prove that the lower bound and the comonotonic upper and improved comonotonic upper bound converge to the corresponding bounds for a European-style arithmetic forward starting Asian option with discrete sampling in the Black & Scholes setting, i.e. the underlying asset follows a geometric Brownian motion, see Vanmaele et al. (2002) . The proof follows the ideas of convergence of the CRR-model to the B&S-model.
A NUMERICAL EXAMPLE
We illustrate our results by some numerical examples. We consider the case of an Europeanstyle arithmetic forward starting Asian option with discrete sampling that in practice is used for protection against price manipulation. For this purpose, averaging over the last 10 days of the life time of the option is sufficient. Intuitively it is clear that this is a case where conditioning on the final value of the underlying asset will perform well. When one takes a longer averaging period into account, the weight of the final value diminishes and hence also the quality of the bounds. This can be seen by comparing the results for an expiration time T = 120 (days) but with different averaging periods n, namely n = 10 in table 1 and n = 30 in table 3. In table 2 we report for the case of an expiration time T = 60 (days) and n = 10 averaging days. In all cases, the risk-free interest rate r equals 9% yearly. The initial stock price S(0) is fixed at 100. Further, we consider several exercise prices K in the range of 90 to 110 by steps of 5 or 10. We also study the influence of different volatilities σ (=0.2, 0.3 and 0.4) on the quality of the bounds. From tables 1-3 we observe the following:
1. The method of Chalasani is accurate for the CRR-model since the lower (LBC) and upper bound (UBC) coincide.
2. The lower bound (LB) with conditioning on the final value of the underlying asset together with the comonotonic upper bound (CUB) or with the improved comonotonic upper bound (ICUB) gives a price-interval which contains the bound LBC=UBC.
3. The Rogers and Shi approach for the upper bound (LB +ε(K)) is of very bad quality in the sense that it leads to very large upper bounds that in all cases are larger than CUB and ICUB.
4. The relative error (ICUB-LB)/LB increases with increasing exercise price K which implies that the bounds are better for options in-the-money than out-of-the-money. 
CONCLUSIONS
In this paper, we have concentrated on the CRR-model with daily time step and we have derived price intervals for arithmetic Asian options with discrete sampling which are forward starting. Our method is based on comonotonicity and on conditioning on the final value of the underlying asset. Moreover, it can be shown that our upper and lower bounds in the CRR-model converge to those of the B&S-model. We also generalized the method of Chalasani et al. (1998) to this setting. Their method turns out to be still very accurate but the computations are very time consuming. We further noticed that the Chalasani et al. results form a lower bound for the price of an arithmetic Asian option with discrete sampling in the B&S-model, but that this lower bound is of a lesser quality than the B&S lower bounds found in Vanmaele et al. (2002) . As a conclusion, we can suggest that if the continuous B&S-model is an acceptable model, then one could better work with the B&S-bounds, see Vanmaele et al. (2002) . If one prefers to work in the CRR-model itself for pricing arithmetic Asian options with discrete sampling which are forward starting, then it turns out that the calculation time of our bounds is much shorter than the one of the bounds based on the (generalized) method of Chalasani et al. and is therefore recommended. An interesting question is to look at American-style Asian options in the CRR-model.
