Global query optimization in a multidatabase system (MDBS) is a challenging issue since some local optimization information such as local cost models may not be available at the global level due to local autonomy. It becomes even more difficult when dynamic environmental factors are taken into consideration. In our previous work, a qualitative approach was suggested to build so-called multistate cost models to capture the performance behavior of a dynamic multidatabase environment. It has been shown that a multistate cost model can give a good cost estimate for a query run in any contention state in the dynamic environment. In this paper, we present a technique to perform query optimization based on multistate cost models for a dynamic MDBS. Two relevant algorithms are proposed. The first one selects a set of representative system environmental states for generating an execution plan with multiple versions for a given query at compile time, while the second one efficiently determines the best version to invoke for the query at run time. Experiments demonstrate that the proposed technique is quite promising for performing global query optimization in a dynamic MDBS. Compared with related work on dynamic query optimization, our approach has an advantage of avoiding the high overhead for modifying or re-generating an execution plan for a query based on dynamic run-time information.
INTRODUCTION
A multidatabase system (MDBS) integrates data from multiple local (component) databases and provides users with a uniform global view of data. A global user can issue a (global) query on an MDBS to retrieve data from multiple databases without having to know where the data is stored and how the data is retrieved. How to process such a global query efficiently is the task of global query optimization.
There are a number of challenges for global query optimization in an MDBS. They are mainly caused by heterogeneity and local autonomy of the system. One major challenge is that some necessary local optimization information such as local cost models may not be available at the global level. Several methods to derive cost models for an autonomous local database system (DBS) at the global level have been proposed in the literature, including a calibration method (Du, 1992; Gardarin, 1996) , a query sampling method £ Research supported by the US National Science Foundation under Grant # IIS-9811980 and The University of Michigan under OVPR and UMD grants. (Zhu, 1994; Zhu, 1996a; Zhu, 1998) , a cost vector database approach (Adali, 1996) , a fuzzy approach (Zhu, 1997) , and a generic model approach (Naacke, 1998; Roth, 1999) . Other multidatabase query optimization issues that have been studied in the literature include: join tree parallelism (Du, 1995; Evrendilek, 1997; Subramanian, 1998) , entity joins (Tsai, 1997) , outerjoins (Chen, 1990; Yu, 1998) , schema level optimization (Lee, 1998) , semantic query optimization (Goni, 1996; Lim, 1995; Zhu, 1996b) , and query modification and decomposition (Yu, 1998) .
It is noted that many factors (e.g., CPU load, I/O load, and available memory space) in an MDBS may change dramatically over time. These dynamic factors make query optimization in an MDBS even more challenging. A number of researchers have studied the issues on dynamic query optimization in an MDBS recently (Amsaleg, 1996; Bouganim, 2000; Ng, 1999; Urhan, 1998) . All the dynamic techniques proposed so far have a common characteristic, that is, they modify or re-generate an execution plan for a given query based on dynamic information observed at run time. One shortcoming of such an approach is that the amount of work that needs to be done to
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modify or re-generate an execution plan may be very significant, which directly affects the query response time.
We adopt an alternative approach to perform query optimization in a dynamic multidatabase environment. In our recent work (Zhu, 2000) , we utilized a qualitative approach to build multistate cost models for dynamic local database systems in an MDBS. It has been shown that a multistate cost model can give a good cost estimate for a (component) query run in any contention state at a dynamic local site in an MDBS. In this paper, we present a technique to perform global query optimization for a dynamic MDBS based on multistate cost models. The basic idea is to select a set of representative system environmental states for a dynamic MDBS, generate an execution plan with multiple versions (corresponding to the representative system environmental states) for a given query at compile time, and then determine the best version to run for the query based on dynamic information at run time. Due to the limit on the number of versions allowed in an execution plan, an issue that needs to be addressed is how to choose a set of good representative system environmental states for generating versions for a query execution plan. Another issue is how to determine the best version of an execution plan for the running system environmental state at run time. Two algorithms to solve the above issues are proposed in this paper. Our simulation results demonstrate that the presented technique is quite promising in optimizing a global query in a dynamic MDBS.
One advantage of our optimization approach is that the amount of optimization work that needs to be done at run time is minimized and in the meanwhile the variation of dynamic factors affecting query performance at run time is taken into account. This is achieved by using the multistate cost models to estimate (component) query costs in a dynamic environment and shifting significant optimization work to the compile time, which does not affect the query response time.
The rest of the paper is organized as follows. Section 2 gives an overview of multistate cost models. Section 3 discusses the potential approaches for performing query optimization based on multistate cost models in a dynamic MDBS. Section 4 presents the details of a promising query optimization approach that employs a query execution plan with multiple versions for a dynamic multidatabase environment. We will discuss two algorithms: one is to select a set of representative system environmental states for generating multiple versions for a query execution plan at compile time, and the other is to determine the best version to invoke based on run-time information. Section 5 shows some experimental results. Section 6 summarizes the conclusions.
MULTISTATE COST MODEL
To incorporate the effect of dynamic factors on query performance into a cost model for an MDBS, we introduced an effective qualitative approach recently (Zhu, 2000) .
This approach considers the combined effect of all the dynamic factors on a query cost together rather than individually. Although dynamic factors may change differently in terms of changing frequency and level, they all contribute to the contention level of the underlying system environment, which represents their net effect. Notice that the cost of a query increases as the contention level. The system contention level can be divided into a number of discrete states (categories) such as "¤
, and "6 7 8 ! " ¥ " " (6 ). A qualitative variable can be used to indicate the contention states. This qualitative variable, therefore, reflects the combined effect of the dynamic environmental factors. A cost model including such a qualitative variable can capture the dynamic factors to a certain degree.
Since, for a given query, its cost increases as the system contention level, we can use the cost of a small probing query to gage the contention level and classify the contention states for the dynamic system environment. To obtain an appropriate classification of system contention states, we first partition the range of a probing query cost in the given dynamic environment into subranges (intervals) with an equal size. Each subrange represents a contention state. If some neighbor contention states are found to have a similar effect on the derived cost model, they are merged into one state. Such a uniform partition with merging adjustment procedure for a classification of contention states has been proven to be very effective in practice (Zhu, 2000) .
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in the cost model. To develop a cost model including the indicator variables, we extend the query sampling method (Zhu, 1998) . More specifically, component queries that can be performed on a local DBS in an MDBS are grouped into homogeneous classes first, based on some information available at the global level in an MDBS such as the characteristics of queries, operand tables and the underlying local DBS. A set of sample queries are then drawn from each query class and run against the user local database in different contention states. The observed costs of sample queries are used to derive a regression cost model with indicator variables of the following form: To estimate the cost of a query at run time, the query class to which the query belongs is first identified. The running system contention state is determined using the observed cost of a small probing query. The cost of the query is then estimated by using cost model (1). Studies have shown that a multistate cost model can give a good cost estimate of a query run in any contention state in a dynamic MDBS (Zhu, 2000) .
To reduce the overhead of cost estimation, the running system contention state can also be determined by using an estimated cost (rather than observed cost) of a probing query w x o . A regression equation between the probing query cost z y { and some major system contention parameters (such as CPU load
, and size of used memory space 
) in equation (2) usually requires much less overhead than executing a probing query, using the estimated costs of a probing query to determine system contention states is usually more efficient.
Note that different query classes may classify contention states at the same local site differently in order to obtain a good cost model specifically tuned for the underlying query class. For example, assume the cost range (i.e., the range of contention level) of a probing query at a particular local site A 
f or its cost model. Note that each contention state basically represents an interval (subrange) of contention level, which is called the representing interval of the state in the following discussion. The classification of contention states for a query class in a dynamic environment is automatically determined during its cost model building (Zhu, 2000) .
On the other hand, for a probing query cost (i.e., a contention level) gaged at a local site U X 
QUERY OPTIMIZATION BASED ON MULTISTATE COST MODELS
Establishing cost models is not the ultimate goal of query optimization. The ultimate goal is to choose a good execution plan for a query on the basis of the cost estimates given by the cost models. How to make use of multistate cost models to choose a good execution plan for a given query in a dynamic environment is the issue to be studied in the rest of the paper.
Interpretation vs Compilation for Query Processing
In general, there are two approaches to processing a query. The first one is called the interpretation ap-proach. In this approach, simple query optimization is performed on the fly while a query is being executed. This approach is suitable for ad hoc/interactive queries, which are usually executed only once. The second one is called the compilation approach. In this approach, comprehensive query optimization is performed for a given query at compile time, resulting in an execution plan. The execution plan can then be executed repeatedly at run time as needed. This approach is more suitable for stored and embedded queries, which are usually executed repeatedly. In an MDBS environment, both stored/embedded queries and ad hoc/interactive queries are expected.
Using multistate cost models to perform query optimization in the interpretation approach is relatively easy. Since the multistate cost models give cost estimates that reflect the current running system environment, the global query optimizer can choose a good query execution plan for the current environment based on the cost estimates.
Using multistate cost models to perform query optimization in the compilation approach is more difficult. The main challenge is that it is not easy to predict the run-time system environment in which the query is to be executed when a query is optimized at compile time. Apparently, the traditional methods of using static cost models to perform query optimization are not acceptable since a system environment is dynamic rather than static. There are several potential ways to perform query optimization based on multistate cost models in the compilation approach, which are described in the following subsection.
Optimization Approaches Based on Multistate Cost Models
(A) Optimistic Approach. The idea of this approach is to simply choose an efficient execution plan using the query cost estimates given by multistate cost models for the current system environmental state at compile time. This approach works only under the assumption that the system environment changes slowly. Due to the slow change of the system environment, cost estimates given by a multistate cost model for the current system environment remain valid for a certain period of time. The execution plan chosen for a query on the basis of the cost estimates is also good for some time. Clearly, the applicability of this approach is quite restricted.
(B) Environment Predicting Approach. The idea of this approach is to predict/estimate the system environmental state in which a query is to be executed. The system environmental state in which a query is to be executed may be predicted/estimated by analyzing the application background. For example, systemadministration-related queries are more likely to be executed in evenings/weekends when system load is low, and business-related queries are more likely to be executed during business hours on working days when system load is high, etc. The usage (execution) pattern of user queries and the load pattern of a system environment can also be analyzed to improve the predication accuracy. In addition, users may be required to provide inputs about their queries usage to help the system to optimize the queries. Using multistate cost models based on a predicted run-time running system environmental state can usually provide better cost estimates than using traditional static cost models based on a static system environmental state or using multistate cost models simply based on a compile-time system environmental state. The degree of goodness of an execution plan based on a predicted running system environmental state depends on how accurate the prediction is. This approach works well when the user query usage and system load patterns are clear and stable. It would be difficult to deal with the situation in which a user changes his/her query usage pattern frequently.
(C) Lazy Approach. This approach generates an execution plan at compile time based on a static system environmental state or a typical system environmental state. At run time, unless the plan is found to be very inefficient, the query optimizer execute the query according to the execution plan. If the plan is found to be very inefficient, the query optimizer adaptively improves the execution plan. This approach is similar to the dynamic query optimization approaches mentioned in Section 1. As indicated, the overhead for adjusting an execution plan can be very high. An execution plan is adjusted only if the overhead is paid off by the benefits of the new execution plan. Note that it is usually very expensive and complicated to adjust an execution plan in the middle of an execution. Furthermore it is sometimes too late to find the current execution plan is very inefficient. Re-generating a brand new execution plan at run time is equivalent to the interpretation approach, which prohibits comprehensive query optimization since its overhead directly affects the query response time.
(D) Multiple Version Approach. The idea of this approach is to generate multiple versions of an execution plan for a query at compile time, one for each representative run-time system environmental state. When a user runs the query at run time, an appropriate version of the execution plan is invoked according to the actual running system environmental state. Note that the main aim for our query optimization technique is to take the dynamic behavior of the system environment into consideration when choosing an execution plan for a query and in the meantime reduce the optimization work performed at run time. This approach is very promising in achieving this aim. It is expected to provide a better plan/version than the one generated by assuming a fixed environment (e.g., the static one), and also take much less work than that for conventional dynamic optimization at run time since most work is done at compile time. This approach makes the run-time algorithms simple, efficient and easy to implement. Since this approach is the most promising one, we will further discuss the relevant issues in the next section.
QUERY OPTIMIZATION VIA MULTIPLE PLAN VERSIONS
In this section, we address two key issues for the multiple version optimization approach, that is, what versions should be generated for an execution plan at compile time and which version should be invoked at run time.
Selecting Plan Versions at Compile Time
Assume that a given query
. The range of probing query cost y {
). There are v X query classes at site U X
. The number of (local) contention states used by the cost model for query class Xg 
contains all contention state vectors at site h X , and
contains all possible system environmental states for query w . If the contention level (i.e., y {
) at each site is given, the contention state vector at each site is determined. The system environmental state is then also determined. In other words, there is a unique system environmental state corresponding to a point
Note that many system environmental levels may correspond to the same system environmental state.
For any given system environmental state, the multistate cost models can give good cost estimates for component queries run at local sites in the environment. When a user issues a global query to an MDBS, the global query optimizer needs to decide how to decompose it into component queries and where to execute the component queries. These decisions are specified in an execution plan. If the system environmental state is known, the query optimizer can generate an efficient plan for the query based on cost estimates of component queries as well as possible communication costs
2
. Unfortunately, what run-time system environmental state in which the query is to be executed is unknown at compile time when the query optimizer optimizes the query.
One solution to this problem is to generate multiple versions of the execution plan, one for each possible system environmental state, and run the right version corresponding to the system environmental state in which the query is executed at run time. If the number of (participating) sites and the number of contention states for each query class at all sites are small, which leads to a small number of system environmental states, this solution is feasible. Otherwise, the query optimizer may have to generate too many versions for a query execution plan. In practice, there is a limit on the number of versions we could generate for a query execution plan due to the space and time constraints. Thus the number of versions that can be generated may be less than the number of possible system environmental states (with respect to the query) in an MDBS. We therefore need a way to select an appropriate subset of system environmental states for which we generate multiple versions of a query execution plan. Assume that each system environmental level, i.e., a point in region ³ , has an equal chance to occur at run time. If only one version is allowed for a plan, which system environmental state we should select? In principle, the selected system environmental state should be representative in the sense that the corresponding version of the plan will minimize the performance degradation when it is invoked in another system environmental state. A good choice in this case is to select the system environmental state corresponding to the center point 
. Figure 1 shows an example in the twodimensional case. If two versions are allowed for the plan, we can do the following. Let 
. That is, ³ is divided into two half regions along the dimension that has the maximum number of contention states (on average for all query classes) related to ³ . In this way, the maximum number of contention states (on average) that are covered (represented) by each sub-region (i.e., each chosen representative system environmental state) in any dimension is expected to be minimized. Hence the performance degradation caused by invoking a representative query plan version in a system environmental state other than the representative state can be reduced. If there is a tie for choosing such a dimension x , any of the tied dimensions can be used for splitting. The system environment states corresponding to (i.e., containing) the center points of Figure 2 shows an example in the two-dimensional case. 
)
of system environmental states to be selected for generating multiple versions of a query execution plan, (2) the region
for the system environmental level, and (3) the set ¤ u Xg of contention states, including their representing intervals, for every query class Xg
). Output: (1) a set of regions whose center points are used to determine the system environmental states for which query plan versions are to be generated, and (2) a data structure
that keeps the information about the current intervals for each dimension and their associated regions to facilitate the search for representative system environmental states are identical, depending on the particular MDBS. Since this phenomenon does not degrade the representativeness of the versions for the regions, for simplicity, we consider plan versions as different instances regardless of their contents in this paper. Algorithm 4.1 repeatedly splits a region along the dimension with the largest average number of contention states related to the region until the desired number of regions are obtained or every dimension has only one contention state related to the region. Thus the number of loops to be done is
is much less than the total number of possible system environmental states.
If a region
is used to determine a representative system environmental state:
A version of the query execution plan is generated for each of such representative system environmental states for the selected regions.
To facilitate the search for an appropriate version of the query execution plan at run time, Algorithm 4.1 also maintains a data structure
, which contains a substructure for each site (dimension) (see Table 1 ). The use of this data structure will be dis- 
for a given query. The entire region of contention levels is
. Each site has two query classes, whose contention states and their representing intervals are shown in Table 2 . Using Algorithm 4.1, Figure 3 shows the regions selected when 5 versions are to be generated for a query execution plan. In the first iteration, region 
A version of the query execution plan is then generated for each of the selected system environmental Table 3 . Note that if the assumption that every system environmental level has an equal chance to occur is not true, the actual distribution of system environmental level can be analyzed. Based on the analysis, more regions could be selected for the space area in which a system environmental level has a higher chance to occur. Due to the length limitation of the paper, the details of such a distribution-dependent partition of the space will be discussed in a separate paper.
Determining an Appropriate Version at Run Time
When a user requests to execute a query at run time, the best version of the relevant query execution plan should be invoked. How to determine the best version of the plan at run time is the issue to be discussed in this subsection. First of all, the (current) running contention level at each participating local site can be gaged by the (observed or estimated) cost of a small probing query at run time as described in Section 2. Hence we have the running system environmental (contention) level. The corresponding running system environmental state can also be determined.
If the system environmental state in which the query is running is one of the selected representative system environmental states for which the versions of the query execution plan are generated, the corresponding version should be invoked. However, in general, the running system environmental state may not be one of the selected states since the number of the latter is limited. In this case, the selected region that contains the running system environmental level needs to be identified. Since the set of selected regions form a partition of initial region ³ , there exists only one selected region containing the running system environmental level. The version of the execution plan generated for the representative system environmental state corresponding to the center point of the region should be invoked for the given query. Although this version was not generated exactly for the running system environmental state, it can usually yield a fair performance, compared with the single version (for a fixed static system environmental state) provided by a traditional static optimization approach. The more versions the query execution plan has, the better the query performance is expected.
Clearly, we need an efficient technique to search for the region that contains the running system environmental level. To do that, we make use of the data structure
provides an index for relevant regions along each participating site/dimension. Note that it is possible that a running (local) contention level at a participating local site belongs to two region intervals. One is a sub-interval of the other (see intervals [0,20] and [0,40] in Table 3 ). The cause for this phenomenon is that the split of regions along one dimension may not be completely done before the sufficient number of regions have been selected. However, there is at most one such dimension along which intervals with different lengths may exist. Although the region to which the running (global) system environmental level belongs is unique, we may have to search two lists for a desired region at one site/dimension. 
Find an interval AE X 
to find the interval containing 50 along dimension Ì . Once such an interval (30, 60] is found, the regions associated with the interval is saved in 
. Therefore, the version generated for @ µ Ï is selected for executing the query.
EXPERIMENTS
To verify the effectiveness of our technique, we conducted some simulation experiments. In the experiments, global queries with 4 participating local database systems (sites) in an MDBS were considered. Two sites (Sites An experimental database was created at each local site, with the same set of tables as those used in previous work (Zhu, 2000) . More specifically, each local database has 12 tables
) with cardinalities ranging from 3,000 ¢ 250,000. The data in the tables is randomly generated. Each table has a number of indexed columns and various selectivities for different columns.
Two query classes were considered at each local site: one for unary queries and the other for join queries. A multistate cost model was developed for each query class by applying the qualitative approach described in Section 2 based on the observed costs of sample queries run on the local database systems. Using the multistate cost models, we can estimate the cost of a (component) query run in any contention state at a local site. Since we focus on studying the effect of dynamic factors at autonomous local sites on query processing, we assume that the communication costs are negligible by using a high-performance local area network. For our simulation experiments, the costs of component queries obtained from decomposing a global test query are simulated by using the corresponding cost estimates given by the multistate cost models with a random error within 30%. From our previous empirical studies (Zhu, 2000) , this simulation is reasonable.
The global queries tested in our experiments are of the following form:
, and
There are a number of strategies to perform such a query. Figure 4 shows two of them. Given a system environmental level, we can determine the corresponding system environmental state. We can then use the cost estimates given by the multistate cost models in the system environmental state to determine a best execution strategy from many alternatives. Each chosen execution strategy for a given representative system environmental state yields a version in the corresponding query execution plan. If several representative system environmental states are considered, we have a query execution plan with multiple versions. At run time, the best version is chosen to run by the technique discussed in Section 4.2, based on the given running system environmental level. Figure 5 shows the comparison of costs for a set of random global queries of form (4) run in system environmental states determined by some random system environmental levels. The following costs for each query were compared: (i) the cost following the best version of the execution plan with (a random number between and $ ) multiple versions generated by the technique discussed in Section 4.1; (ii) the cost following the execution plan chosen by the static cost models (i.e., the ones assuming a static environment without considering dynamic factors); and (iii) the cost following the optimal execution plan for the running system environmental state determined by a given system environmental level. The figure shows that the execution plans with multiple versions are more efficient than the static execution plans. The performance of the execution plans with multiple versions well approximates the performance of optimal better and better as the number of versions allowed in the plan increases. In the experiment, we considered a number of global queries run in the system environmental states determined by some random running system environmental levels. As we increase the number of versions allowed in the execution plan for a query, the performance is usually getting better since a better version could be chosen to run the query. It is observed that the performance of the optimal plans for most queries in the experiment can be achieved without having to use a large number of versions. Besides, although in some cases the query performance may stay the same or even temporarily degrade, it always improves eventually as the number of versions in the plan increases. The figure demonstrates some typical types of query performance behavior in the experiment. Figure 7 shows the results of another experiment, in which we assumed that only one version (i.e., the one corresponding to the center point of the initial region) was allowed for the execution plan of a given query. We considered a number of running system environmental levels with various distances from the center point along different directions. The figure shows that the closer the running level is to the representative level (i.e., the center point), the closer the performance of the selected representative version is to the performance of the optimal plan. Therefore, when the representative regions are getting smaller and smaller (i.e., the maximum distance between the center and any point in the region is smaller), the better and better performance is expected for the execution plan with multiple versions. Our experimental results demonstrate that the technique proposed in this paper is quite promising in performing global query optimization for a dynamic multidatabase environment.
CONCLUSIONS
The techniques proposed so far in the literature for global query optimization in multidatabase systems can be classified into static ones and dynamic ones. A static technique optimizes a query at compile time and does not consider the dynamically-changing environmental factors that may have a significant effect on the query cost at run time. Hence, the query execution plan generated with such a technique is often sub-optimal in a dynamic environment. However, the amount of work performed at run time for optimization in this case is negligible if not nothing as all the work for generating plans is done at compile time. A dynamic optimization technique on the other hand takes into consideration the dynamicallychanging environmental factors and modifies or regenerates query execution plans at run time. Hence, the modified/re-generated plans are usually more efficient than the ones produced at compile time. However, the amount of work performed for such optimization is significant at run time, which directly affects the query response time and thus greatly reduces the benefits of an improved query execution plan.
The query optimization technique proposed in this paper overcomes the problems with the above two types of techniques. It takes into account the dynamically-changing environmental factors by adopting so-called multistate cost models for dynamic local sites. A multistate cost model can give a good cost estimate of a query run in any contention state at a dynamic local site. Based on the cost estimates, the technique generates an execution plan with multiple versions at compile time, one for each selected representative system environmental state. The algorithms to select a set of good representative system environmental states at compile time and to determine the best query execution plan version at run time are presented. Our experiments demonstrate that the proposed optimization technique is quite promising in
