Abstract -Distributed computing systems are increasingly being created as self-organizing collections of many autonomous (human or software) agents cooperating as peers. Peer-to-peer coordination introduces, however, unique and potentially serious challenges. When there is no one 'in charge', dysfunctions can emerge as the collective effect of locally reasonable decisions. In this paper, we consider the dysfunction wherein inefficient resource use oscillations occur due to delayed status information, and describe novel approaches, based on the selective use of misinformation, for dealing with this problem. A model of several servers offering equivalent service to independent clients is presented and studied numerically and analytically; the spreading of misinformation about the queue status is found to dampen oscillations and improve system performance for a wide range of parameters. 1 
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I. INTRODUCTION
Business and engineering systems are increasingly being created as self-organizing collections of autonomous and selfinterested (human or software) agents cooperating as peers. The reasons are simple: the challenges we now face are simply too large, both in scale and complexity, to be handled by hierarchical control schemes. In many cases, moreover, political or other concerns exclude the possibility of centralized control even when technically feasible. In such systems we face, however, the potential of highly dysfunctional dynamics emerging as the result of many locally reasonable agent decisions [1] . Such "emergent dysfunctions" can take many forms, ranging from inefficient resource allocation [2] [3] to chaotic inventory and price fluctuations [4] [5] [6] [7] to non-convergent and sub-optimal collective decision processes [8] . The properties of these dysfunctions often appear paradoxical, and their solutions often require new kinds of thinking.
In this paper we focus on one type of emergent dysfunction: delay-induced resource use oscillation in requestbased resource sharing. We will sketch out the nature and importance of this problem, examine how previous approaches have not addressed the self-interested agent case, and propose 1 several novel techniques, based on the selective use of misinformation, that are suited for this context. The strengths and weaknesses of these techniques are demonstrated using both empirical (simulation-based) and analytic techniques.
II. THE CHALLENGE
Imagine that we have a collection of self-interested consumer agents faced with a range of competing providers for a given resource (e.g. a roadway, a piece of information, a sensor or effector, a communication link, a storage capability, or a web service). Typically, the utility of a resource is inversely related to how many consumers are using it. Each agent therefore strives to select the least-utilized resource. Such resource allocation is frequently carried out on a first-come first-served basis. This is a peer-to-peer mechanism -there is no one 'in charge' -which is widely used in settings that include markets, internet routing, and so on. It is simple to implement, makes minimal bandwidth requirements, avoids centralized bottlenecks and -in the absence of delays in resource status information -allows consumers to quickly converge to a near optimal distribution across resources. This is a kind of selforganization, caused not by direct consumer-consumer interactions but rather by the mutual impacts they have on resource utilization. Consumers, however, will often have a delayed picture of how busy each resource is. Agents could imaginably poll every resource before every request. This would cause, however, an N-fold increase in number of required messages for N servers, and does not eliminate the delays caused by the travel time for status messages. In a realistic open system context [9] , moreover, consumers probably cannot fully rely on resource providers to accurately characterize the utility of their own offerings (in a way that is comparable, moreover, across providers). Resource providers may be self-interested and thus reluctant to release accurate utilization information for fear of compromising their competitive advantage. In that case, agents will need to estimate resource utilization using other criteria such as extrapolating from their own previous experience with those resources, consulting reputation services, or watching what other consumers are doing. Such estimates often lag behind the actual resource utilization.
It can be shown analytically (see Appendix part A) that when status delays occur, the resource queue lengths will oscillate, potentially reducing the utility achieved by the consumer agents far below optimum. This is also a kind of self-organization but, as we shall see, one with unfortunate effects. Imagine that we have two resources, R1 and R2. At some point one of the resources, say R1, is utilized less than the other. Consumers at that point will of course tend to select R1. However, since their image of resource utilization is Handling Emergent Resource Use Oscillations Mark Klein, Richard Metzler, and Yaneer Bar-Yam delayed, they will continue to select R1 even after it is no longer the less utilized resource, leading to an "overshoot" in R1's utilization. When the agents finally realize that R2 is now the better choice, they will tend to select R2 with the same delay-induced overshoot. The net result is that the utilization of R1 and R2 will oscillate around the optimal equilibrium value. The amplitude of the oscillations, increases with the delay, to the extent that all consumers may at times select one resource when the other is idle (Figure 1 Such oscillations have several undesirable effects. One is that they can reduce system throughput (and thus increase how long consumers have to wait for resources) because some resources may lay idle even when there are consumers not being served. Oscillations can increase the variability in how long consumers have to wait for a resource, which may be significant in domains where consistency, and thus predictability, is valued. Oscillations, finally, increase the maximum queue size needed by resources to avoid needless request rejections, which is an issue if queues, as is often the case, invoke some kind of cost.
This problem is influenced in seemingly paradoxical ways by changing the number of resources and consumers. Figure 2 shows the decline in throughput for a system with 5 resources as a function of status delay and number of consumers. We see that reducing resource utilization actually worsens the decline in throughput, and causes throughput losses to occur at lower status delay values. The throughput reduction can be substantial, reaching as high as 40%. Figure 3 shows the decline in throughput for systems with differing numbers of resources, where the number of consumers per resource is fixed. We find that the throughput losses increase and come at shorter status delays as we increase the number of resources. The traditional 'fix-all' of increasing system capacity thus actually makes this emergent dysfunction worse. Despite their apparently counter-intuitive nature, these results can be explained simply. When the utilization of a resource is low, even small amplitude oscillations can cause it to go idle. And when all consumers shift to what they believe is the least-utilized resource, many resources can potentially go idle as a result of delay-induced oscillations. It should also be noted that the detrimental impact of status information delays are remarkably robust in the face of variations in the size of these delays. This is illustrated in Table 1 , which shows the throughput loss, relative to the zero delay case, for 5 resources and 10 consumers, when the status delay for each consumer is selected randomly from a normal distribution with the given mean and standard deviation: status delay throughput loss 1000 +/-0 39% 1000 +/-500 29% 1000 +/-1000 24% Even when the variability in status delays is quite high, throughput loss is substantial.
A final point is that we have considered only linear effects in assessing the impact of resource use oscillations. We have assumed that the time it takes before a request is handled is a linear function of the load on a resource. But response times often increase more than linearly with load. Imagine, for example, that the resource is a web server. The more requests it is handling, the more likely the server is to experience virtual memory page faults that invoke additional page swapping overhead. Such nonlinear effects increase the negative impact of resource oscillations beyond what we have described above.
III. PREVIOUS WORK
Resource use oscillations have been examined in the literature on "minority games" [14] [15] [16] . In the minority game, a large number of players decide each turn to take one of two alternative resources, and the players in the minority are rewarded. This work has investigated how to design agents so that they maximize the reward they receive. In the original formulation, each player is equipped with two strategies that prescribe an action based on the recent past, and uses the more successful of the two [17] [18] . Another version of the game has players repeating their previous action if they win, and switching with a given probability if they lose [19] . In one evolutionary variant of the model, players have an innate preference for one of the actions, and change their preference if their win/loss balance drops below a certain threshold [20] [21] [22] . Another evolutionary variant utilizes an ecology of agents that each look at resource status information with some characteristic additional delay. Those agents whose total status delay matches the resource use oscillation period will, in theory, do a superior job of estimating current utilization and will come to dominate the population [23] . Evolutionary approaches are best suited for contexts where the delay in status information changes slowly or not at all. If the status delay changes more quickly than the agent population can evolve, the population will tend to be dominated by agents with inappropriate strategies. While previous work has proven effective at ameliorating resource use oscillations under some conditions, it is not however suited for open systems contexts because it assumes that we can control the design or operation of the consumer agents.
Related literature has also emerged from work on queuing and control theory. Much of this work has focused on developing active queue management schemes that avoid congestion in network routers [41] [24] [25] , but this addresses oscillations in the utilization of a single resource (i.e. a router), rather than the case considered here: usage oscillations across multiple resources. Some efforts, however, have addressed the multiple resource case, e.g. [26] [27] [28] [29] [30] , but they have assumed closed systems with cooperative, rather than self-interested, resource consumers and providers. Network clients, for example, are assumed to respond cooperatively to the "dropped packet" messages they receive from routers by reducing their data send rate.
There has been a large body of work, finally, on using centralized mechanisms for load balancing in parallel and distributed computing systems e.g. [31] [32] . This work is also aimed at closed systems, since centralized scheduling mechanisms are not suited to open peer-to-peer contexts.
IV. OUR APPROACH: EFFICIENCY THROUGH MISINFORMATION
As we have seen, emergent dysfunctions often have counterintuitive properties. The solutions for emergent dysfunctions can, similarly, grow out of behavior that seems locally suboptimal. This is the case with the techniques we have investigated. Our approach is predicated on resources (selectively) misinforming consumers about how busy they are. Paradoxically this can lead, as we show below, to superior resource allocation performance, including greater throughput and reduced variability.
A. Assumptions
We assume, first of all, that there are multiple resource consumers and providers, and that they are self-interested. This means that these entities attempt to maximize their utility without regards to the impact their decisions have on the utility of other entities in the system. Resources allocate themselves by responding to consumer requests, as opposed to by using some kind of centrally controlled allocation mechanism. We also assume that the resource consumers have no direct information about what other consumers are doing or plan to do in terms of resource requests. Consumers only have access to estimated task completion times for the relevant resources. Finally, we assume that this status information can be delayed by an amount that is relatively large compared to the time a resource needs to complete a task. These represent, we believe, realistic assumptions for at least some important domains. Human and computing systems of all types are increasingly open systems, which means that the component entities may come from diverse sources and can not be expected to adhere in their design and behavior to any centralized authority. They can be assumed, instead, to be developed to pursue the interests of their owners/developers. Large-scale resource allocation, in such contexts as business markets, grid computing, and Internet bandwidth allocation, is request-based because the needs of resource consumers are not know-able in advance by resource providers. Resource consumers, for the same reason, must operate largely in ignorance of which resources their peers may be interested in. Resource consumers, at least in the Internet environment, generally can access resources throughout the world. Finally, delayed status information is inevitable in a world where the time needed to perform computing tasks is decreasing exponentially according to Moore's law, but message transmission times can not drop below the limit imposed by the speed of light. As anyone can verify using 'ping', roundtrip message times on the Internet can range from 15 to 500 milliseconds or even more [33] , while many computing tasks (such as serving static web pages) make take a server fractions of a millisecond to perform. Cross-resource usage oscillations thus appear inevitable and have indeed been observed in a variety of contexts [34] 
B. Scenario
All the solution approaches proposed herein were evaluated using a specially-written discrete event simulator running under Macintosh Lisp 5.0 on a 733 MHz PowerMac G4. The simulation scenario considered multiple (from 20 -50) consumers and multiple (2 -5) resources. Consumers submit requests to the resource that they judge is the least heavily utilized. Resources can differ in how quickly they can complete requests. When a request is received by a resource, it is placed on a queue and, once it reaches the front of the queue, the resource is allocated to the consumer for a length of time inversely proportional to the speed of the resource. When that period is over, a notification message is sent to the consumer. Messages take a fixed amount of time to travel from sender to receiver. Consumers wait a randomly selected amount of time, after a notification is received, before submitting a new request. The value of the service provided by a resource (though not the time it takes to access the resource) is independent of the resource's utilization. The case where utilization does affect resource value is considered in [36] . The two metrics of interest to consumers in this scenario include (1) the aggregate throughput of the system, in terms of requests processed per time unit, and (2) the variability in request processing times. In our simulations, messages took 20 time units to propagate, the time gap between receiving a completion notification and a sending a subsequent request was normally distributed with an average of 40 and a standard deviation of 10, one server took 80 time units to service a request, and the other took 160 time units. Each simulation run was 10,000 time units long.
All of the experimental (i.e. simulation-based) conclusions reported in this paper were confirmed by performing a T test on the results of 100 simulator runs per condition. These conclusions were all statistically significant at p < 0.01.
C. Status Misinformation
Let us assume that the resources have control over the status information that the consumers are given when they decide which resource to request (this is a rather strong assumption, of course, which will be relaxed later). The resources use this control to lead consumers to select the 'wrong' (more heavily utilized) resource with probability p. The notion that agents can have somewhat 'corrupted' status information was broached in [23] , but that work did not investigate how status misinformation can be beneficial by dampening delay-induced oscillations. Oscillations are damped because misinformation causes requests are spread to some extent to both resources, irregardless of which one is actually less utilized. In the following figure, for example, we can see how the oscillations in resource queue lengths were substantially reduced when resource status misinformation (p = 0.25) was introduced at time = 10000 (Figure 4 If the status misinformation probability is made large enough, however, consumers get less and less 'real' information and begin to choose resources without regards to their actual utilization. Resource utilization then increasingly performs a 'random walk' [37] , once again increasing the variability in queue lengths. There is thus a tradeoff involved ( Figure 5 ): These changes in queue length variance can be expected to have a direct impact on the variability of request processing times, and also raise the possibility that the queue for one of the resources will empty out, thereby reducing throughput. This is confirmed by simulations (see Figures 6a and 6b ).
When p is zero, we find that the variability in how long an consumer must wait for a resource increases, as we would expect, with the status information delay, due to periodic oscillations. When the delays get large enough to cause queue emptying, throughput drops. For intermediate values of p, throughput is returned to near-optimal levels even with large delays, but variability is high. As p approaches 1/2, throughput drops off again (due to queue emptying caused by random walk fluctuations) and variability becomes higher yet. In our example system, throughput is maximized when p is about 0.35 -remarkably, performance is improved by imposing substantial misinformation. 
D. Stochastic Request Rejection
These concerns motivated us to explore an alternative approach for alleviating delay-induced resource use oscillations. The idea is simple: some fixed fraction of resource requests are rejected, at random, by resources. When a consumer receives a rejection message, it is (reasonably) assumed to send its request to some other server instead. It is in the consumer's interest to do so because, as far as a consumer knows, the reject implies that the resource is busy, and thus that some other resource is likely to be less loaded. The net effect of such stochastic rejection is the same as with the previous approach in that, for some constant fraction of requests, consumers are misled about which resource is the least utilized. In the scenario we studied, throughput was maximized when 1/2 of all requests were stochastically rejected. The stochastic request rejection approach can, however, reduce throughput if resource demands are low enough that the resource queues are forced to empty out due a request rejection. It also increases message traffic due to the addition of reject messages. When the rejection probability is 0.5, the average number of rejections for a request is 1, so an average of 2 requests will be needed to access a resource, increasing total required message traffic from 2 (one request and one notification) to 4 (two requests, one reject, and one notification). (See Appendix part C for an analytic treatment).
E. Load-Dependent Rejection
Both of these disadvantages can be substantially ameliorated by adopting a load-dependent rejection scheme, inspired by the 'random early drop' technique proposed for avoiding sendrate synchronization among the clients sharing a single network router [38] . Instead of using a fixed request rejection frequency, resources reject requests with a frequency proportional to how full their queue is. The number of rejection messages generated is less (because high rejection rates are only incurred at the utilization peaks) and very few rejections occur when the resources are under-utilized, making it unlikely that throughput will be reduced because a request was rejected when a resource was available. Load-dependent rejection also offers the bonus of somewhat higher throughout than fixed-rate rejection; because the rejection rate (and thus the degree of damping) increases with the amplitude, the oscillations have a rounded shape that results in a smaller peak amplitude.
The average rate of rejection needs to be tuned to the current average load. There is a tradeoff involved. If the rejection regime is too aggressive, we incur excessive reject message traffic, and the possibility of causing queue emptying by rejecting requests when a resource is lightly utilized. If the rejection regime is not aggressive enough, however, there will be insufficient damping which can also led to queue emptying and throughput loss. The following figure shows a typical tradeoff ( Figure 7 ): Each point on the curve represents a different level of loaddependent rejection: a relatively mild rejection regime (i.e. where the rejection rate increases slowly with load) on the left, and increasingly aggressive rejection to the right. As we can see, there is an optimum rejection 'strength', beyond which throughout begins to decrease.
The impact of the schemes we have discussed can be summarized and contrasted as follows (Figures 8a, 8b and 8c) : Misinformation-based techniques substantially increase throughput and reduce the variability in the time it takes to get a consumer request satisfied, for a wide range of delays, relative to the base case where these techniques were not used. Load-based rejection is the best technique in terms of throughput and variability, with the additional advantage of not assuming we can control the status information received by consumer agents, but incurs increased message traffic.
One final refinement involves the realization that there is no point in incurring the increased message traffic caused by request rejection if there are no resource use oscillations, or if the oscillations are caused by variations in aggregate consumer demand rather than by status delays. This challenge, fortunately, is easy to address. Stochastic request rejection should only be activated if (1) there are significant periodic oscillations in resource utilization (determined by looking for above-threshold values in the power spectrum derived by a fast Fourier transform), and (2) the resource utilization across servers is negatively correlated (positive correlation would imply that aggregate demand is varying). We have implemented this approach and found that it successfully avoids being triggered by aggregate demand variations while remaining effective in responding to delay-induced oscillations.
Are self-interested resources likely to implement a loaddependent rejection (LDR) scheme? The incentives are mixed. We can expect that most resources are motivated by two concerns: (1) increasing the number of requests they service (e.g. because they make a profit for each task completion), and (2) reducing maximum queue sizes (because long queues typically invoke some kind of storage cost). As we have seen, LDR does reduce maximum queue sizes, and increases overall throughput. Our simulations show that the more resources implement LDR, the higher the overall throughput will be. When only a subset of the resources implement LDR, however, the resources that do use it fare worse (in terms of tasks completed) than the resources that do not. This is because the non-LDR resources do not 'cooperate' by redistributing some of the requests they receive to other resources with lower utilizations. This is thus a kind of prisoner's dilemma: all benefit if all use LDR, but individual resources are incented to 'defect' and abandon LDR. But if all defect, all lose. One can imagine several solutions to this problem. One is to impose penalties on resources that do not use LDR. Another is for resources to implement a 'tit-for-tat' scheme, wherein resources begin using LDR, but abandon it if the others do. It has been shown that tit-for-tat strategies incent individuals to cooperate in prisoner's dilemma contexts [39] . A final possibility is to wrap resources in 'sentinels' that monitor and modify the requests and responses passing in and out of these resources, sending 'reject' messages to consumers when the resources they monitor have large queues [40] .
V. CONTRIBUTIONS AND FUTURE WORK
We have presented a novel and promising approach for mitigating the deleterious effects of delay-induced resourceuse oscillations on request-based resource sharing, by exploiting the paradoxical power of selectively (and stochastically) misinforming consumers. While stochastic approaches have been applied to such challenges as non-linear optimization [43] [44] , this is the first instance we are aware of where stochastic misinformation has been applied to resource use oscillations.
Our approach is designed to be appropriate for the important context of open distributed systems, where we can not rely on being able to control the design or operation of the resources or consumers. Our work therefore addresses an important gap in the literature, since previous efforts have focused almost exclusively on closed-system solutions that involve centralized scheduling, cooperative resources and consumers, or both.
Our future efforts will include empirical and analytic components. We will extend our analytic work to address more than two resources as well as asymmetric resources. Our simulations to date have shown that load-dependent rejection is effective at ameliorating status delay-induced oscillations in this context, but this needs to be backed up with an analytic treatment. We are attempting to derive an analytic way of determining the correct rejection regime for different contexts; we have done this empirically to date. We also plan to use our models to predict the degree of resource oscillation, as well as the potential benefits of selective misinformation, for realworld resources such as competing web sites.
APPENDIX: ANALYTIC TREATMENT
We have been able to formally verify many of the conclusions described above. Our analysis results to date are restricted to the case of two servers R 1 and R 2 , which offer the same service to a number N of clients (note that the simulations described above also consider cases where there are more than two resources). While previous work has derived the delaydifferential equations that underlie resource use oscillation (see, for example, [4] and [23] ), we are unaware of any successful previous efforts to formally model resource sharing dynamics with stochastic misinformation and request rejection.
In our analytic treatment, clients send data packets to one of the servers. After a travel time τ T , the packets arrive at the server, and are added to a queue. Servers need a time τ P to process each request. We chose the time scale such that τ P =1 (i.e., all times are given in units of τ P , and processing rates in units of requests/ processing time). When a client's request is completed, the server sends a "done" message (which takes another τ T to arrive) to the client. The client is then idle for a time τ I , after which it sends a new packet. Clients send their request to the server reputed to have the shorter queue length; however, the information they receive is obsolete --they only know the length of the queues a delay time τ D ago.
A. Dynamics without disinformation
We first study the simple case where both servers accept all incoming requests and demand is distributed uniformly enough, such that both servers are busy at all times. The only relevant variables are N 1 (t) and N 2 (t), the number of clients whose data is in the queue or being processed by R 1 and R 2 , respectively, at time t; we treat them as continuous variables. Idle clients do not have to be taken into account explicitly; neither do clients who are waiting for their "done" message from the server -for our purposes, they are the same as idle agents, and we simply do not count them in the number N of active clients. We will first solve the problem neglecting agents whose message is traveling to the server, then include non-vanishing travel times.
There are only two processes which change the length of the queues: (a) Due to processed requests, both N 1 and N 2 decrease by 1 per time unit. (b) In the same time span, two clients (whose data was processed by R 1 and R 2 a time τ T + τ I ago) compare the obsolete values N 1 (t-τ D ) and N 2 (t-τ D ) and add their requests to the queue according to this information.
We write delay-differential equations for N 1 and N 2 :
where Θ stands for the step function, Θ(x)=0 for x<0, and Θ(x)=1 for x≥0. This can be simplified by introducing the difference in queue lengths A(t)= N 1 (t)-N 2 (t):
The stationary solution (i.e., the oscillation that will result after a transient period) for this equation is
where tri(x) is the triangle function,
and φ is a phase determined by initial conditions. The frequency of the resulting oscillation is only determined by the delay, and the amplitude by the ratio of delay time to processing time --the total number of clients does not play a role. Clients typically spend much of their time with their request in the queue, and adding more clients only makes both queues longer. Also, if the delay goes to zero, so does the amplitude of oscillations.
Introducing a non-vanishing travel time τ T in this simple case has the same effect on A(t) as increasing the delay time: it leads to the delay-differential equation
The solution is given by Eq. (3) with τ D replaced by τ D +τ T .
The impact of idle servers: the case where oscillations become so strong that servers go idle periodically (2τ D >N) can be treated in a similar framework, for τ T =0: once the difference in queue lengths reaches the value +N or -N, one queue ceases to process requests. Hence, the rate of requests at the other server drops from 2 to 1 --exactly the rate at which it keeps processing them. The queue length at the active server therefore stays constant for some time τ L An example of the resulting curve can be seen in Fig. A1 . Starting from the time where A(t) crosses the zero line, it will take a time τ D for clients to realize that they are using the "wrong" server, so 
B. The impact of global disinformation Idealized case: no fluctuations
We now introduce global disinformation: clients have probability p of receiving the wrong answer, and accordingly choose the "wrong" server. The update equations are:
This equation has the form of Eq. (3) with a prefactor of 1-2p, and has a steady-state solution
for p<1/2. At p =1/2, no information is available: clients' decisions are random, and queue lengths perform a random walk, whose fluctuations are not captured by the deterministic framework we are using. Even for values p<1/2, fluctuations may become larger than the typical amplitude of oscillations, and thus dominate the dynamics. For p>1/2, users migrate systematically from the less busy to the busier server, until one is idle much of the time, and the other has almost all clients in its queue.
Effects and treatment of fluctuations
The trade-off between reduced oscillations and increased fluctuations can be seen in Fig. A2 (below) . Rather than measuring the amplitude of oscillations, the root mean square A rms = < A 2 > 1/2 of A(t) is shown. For a pure triangle function of amplitude a , one gets A rms =a/√ 3. For small p , the amplitude is reduced linearly; for larger p, fluctuations increase, dominating the dampened oscillations. When the amplitude of the undisturbed system is small, fluctuations have a large impact. As the amplitude of oscillations gets larger, the impact of fluctuations becomes smaller, and the value of p where fluctuations dominate moves closer to 1/2. Under the influence of randomness, A performs a biased random walk: let us assume that server R 2 is currently preferred. In each unit of time, A /4 increases by 1with probability p 2 (the two clients processed both go to R 1 ), stays constant with probability p (1-p) , and decreases by 1 with probability (1-p) 2 (both clients move from R 1 to R 2 ). To reproduce quantitatively the effects of fluctuations, one can numerically average A 2 over such a random walk that takes place in two phases: the first phase lasts until A=0 is reached; the second takes another τ D steps until the direction of the bias is reversed. The probability distribution of A at the beginning of the half-period has to be chosen self-consistently such that it is a mirror-image of the probability distribution at the end; the proper choice for A/4 is a Gaussian restricted to positive values with mean (1-2p)τ D and variance 2 p(1-p)τ D .
These analytic results are, as figure A2 shows, in excellent agreement with our simulation results.
C. Request rejection
Assuming that servers cannot influence the public information on queue status, they can still influence the behavior of clients directly: they claim they are not capable of processing a request, and reject it -in the simplest case, with a constant probability r. Compared to global disinformation, a new possibility arises that a request bounces back and forth several times between the servers, but that adds nothing new in principle: the fraction of requests that end up at the server that they tried at first is (1-r) + r 2 (1-r) + r 4 (1-r)+… = 1/(r+1), whereas a fraction r/(r+1) will be processed at the other server. This is equivalent to setting p=r/(1+r) in the "global disinformation" scheme (see Eq. (8)), and gives equivalent results.
Choosing r close enough to 1 reduces the amplitude of oscillations dramatically; however, each message is rejected a large number of times on average, generating large amounts of extra traffic.
D. Load-dependent request rejection
As a more general case of individual rejection, servers can have rejection probabilities that depend on their current queue length. For example, let us consider the case where r i = cN i if cN i <1, and 1 otherwise, with some appropriately chosen constant c.
The analysis from the "individual rejection" section can be repeated with the additional slight complication of two different rejection rates r 1 and r 2 . A fraction (1-r 1 )/(1-r 1 r 2 ) of agents who initially try server R 1 ends up being accepted by it, whereas a fraction r 1 (1-r 2 )/(1-r 1 r 2 ) eventually winds up at server R 2 , and vice versa for clients who attempted 2 first. Combining the resulting delay-differential equations for N 1 and N 2 into one for A, one obtains )). 
We can now substitute the load-dependent rates. We write them as follows: r 1 = r avg + c' A, r 2 = r avg -c'A, with r avg = (r 1 +r 2 )/2 and c' = c/2. For small amplitudes A relative to the total number of players N, the deviation from r avg does not play a significant role, and it is r avg that determines behavior, yielding the same results as a constant rejection rate. For larger relative amplitudes, the oscillations are no longer pure triangle waves, but have a more curved tip, effectively reducing the maximum values that A takes. These nonlinear effects make LDR more efficient at avoiding queue emptying. They also provide a restoring force that suppresses fluctuations effectively. Further details are available in [41] .
