We reconstruct the three-dimensional (3D) microstructure of Fontainebleau sandstone samples of different porosities by a process-based reconstruction method. Permeabilities of the reconstructed media are computed by solving the Stokes equations, while the formation factors are computed by solving a Laplacian equation. Nuclear Magnetic Resonance (NMR) responses are determined by a random walk simulation, and the results are compared with experimental data. Permeabilities estimated from commonly used NMR correlations are compared with the computed permeabilities. The comparison shows that the accuracy of the NMR-derived permeabilities can be improved significantly by accounting for tortuosity effects and variations in surface relaxivity.
Introduction
One of the major reasons for the oil industry's interest in Nuclear Magnetic Resonance (NMR) logging is that it can provide estimates of permeability. Seevers 1 was the first to propose a connection between NMR relaxation times and permeability. Later came empirical correlations, such as the Timur-Coates formu la [2] [3] [4] and the Schlumberger-Doll Research (SDR) formula 5 , which are currently used by logging companies as part of their commercial services.
Although NMR permeability correlations have found wide applicability in the petroleum industry, the accuracy of these correlations is often too low for practical purposes. This is especially the case for low permeability formations and has been observed in oil reservoirs in the Haltenbanken area on the Norwegian continental shelf. In some formations the NMR estimated permeability was found to be a factor 10 -100 higher than the permeability measured on cores.
The estimation of dynamic flow properties, such as permeability, from non-dynamic NMR measurements has limitations, of course. This can be illustrated by imagining a porous medium with only isolated pores. The permeability of this medium is zero because it has an infinite tortuosity value. However, the relaxation time, and hence the NMR estimated permeability, will be finite.
A critical assumption in NMR permeability correlations is that the dominant NMR relaxation time is related to the surface-to-volume ratio ( S/V) of the pore space. The NMR signal decay rate, and hence the S/V one estimates, is primarily determined by the larger pore bodies, with little contribution from the narrower channels or pore throats that connect the pore bodies. Permeability, on the other hand, is mainly determined by the pore throats. This suggests that NMR permeability correlations can only work if throat sizes are correlated with pore body sizes.
Although NMR log measurements are used extensively to predict permeability, few attempts have been made to study the permeability correlations theoretically. Dunn et al. 6 studied permeability correlations using periodic arrays of overlapping spheres while Hidajat et al. 7 investigated correlations on spatially correlated porous media with a given porosity and two-point correlation function. Recently, Arns et al. 8 examined cross-property correlations on micro-tomographic images of Fontainebleau sandstone. Although Fontainebleau sandstone is, texturally and diagentically speaking, a simple sandstone, the permeability varies by almost five orders of magnitude. It thus offers an ideal medium to study NMR permeability correlations.
The objective of the present paper is to investigate NMR permeability correlations on a real rock system where all the quantities entering the correlations can be computed. To this end we reconstruct the 3D microstructure of Fontainebleau sandstone at different porosities. The permeability and formation factor of the generated media are computed by finite difference techniques and compared with experimental data. The NMR relaxation response in these media is simulated by a random walk method and compared with available experimental measurements. The resulting decay curves are inverted to T2-distributions by a multi-exponential fitting. Finally, we compare NMR derived permeabilities with computed permeabilities.
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Numerical Simulations of NMR Responses for Improved Interpretations of NMR Measurements in Reservoir Rocks P.E. Øren, SPE, F. Antonsen, H.G. Rueslåtten, SPE, and S. Bakke, Statoil Research Centre NMR Permeability Correlations. The connection between NMR relax ation measurements and petrophysical parameters such as permeability stems from the strong effect that the rock surface has on promoting magnetic relaxation. For a single pore, the magnetic decay as a function of time is described by a single exponential
where M 0 is the initial magnetization and the transverse relaxation time T 2 is given by
S/V is the surface-to-volume ratio of the pore, T 2b is bulk relaxation time of the fluid that fills the pore space, and ρ is the surface relaxation strength. For small pores or large ρ, the bulk relaxation time is small and 1/T 2 = ρ S/V. Real rocks, of course, contain an assembly of interconnected pores of different sizes. The pores are connected through small and narrow pore throats that restrict interpore diffusion. If interpore diffusion is negligible, each pore can be considered to be distinct and the magnetization within individual pores decays independently of the magnetization in neighbouring pores. The decay can thus be described as
where a i is the volume fraction of pores of size i that decays with relaxation time T 2i . The multi-exponential representation corresponds to a division of the pore space into n main groups based on S/V values. Usually, a logarithmic mean, T 2lm , of the relaxation times is used for permeability correlations
T 2lm is thus related to an average V/S or pore size.
Commonly used NMR permeability correlations are of the form
The exponents b and c are usually taken as four and two, respectively. Correlations of this form can be rationalized from the Carman-Kozeny model
by assuming that the tortuosity τ is proportional to φ 1 -b . However, it is well known that tortuosity is not only a function of porosity 9 . It also depends on the formation factor F = τ/φ.
The formation factor can be obtained from resistivity logs and is usually readily available. This has given rise to permeability correlations of the form
Standard values for the exponents b and c are -1 and 2, respectively. Intuitively, correlations of this form are a better model than Eq. (5) since it incorporates tortuosity information through F. The value of the surface relaxation strength ρ affects strongly the NMR signal decay rate and hence the estimated permeability. Surface relaxivity data are difficult to measure, and most NMR permeability correlations assume a constant ρ. However, for heterogenous reservoir rocks with different minera logy, ρ is certainly not constant, and surface relaxivity has been reported to increase with higher fractions of microporosity 10, 11 . If surface relaxivity data are available it can be included in the NMR permeability correlation as
Experimental
Water-saturated 0.5 inch outer diameter and 2 inch long Fontainebleau sandstone plugs were used for the NMR measurements. Fontainebleau sandstone was chosen because it is a very pure quartz sandstone with significant porosity and permability variations due to different degrees of quartz cementations. Transverse relaxation measurements were made on three plugs of porosities 0.215, 0.175, and 0.08. The permeabilities of the plugs were 3404 mD, 1977 mD, and 100 mD, respectively. The NMR experiments were performed using a Maran 23 MHz spectrometer equipped with 18 mm sample. Sample temperature was regulated to 313 K. The Carr -PurcellMeiboom-Gill (CPMG) sequence was used for transverse relaxation measurements ( T 2 -measurements) with an interecho spacing of 250 µs. A single data point was acquired at the center of each echo, with up to 20000 data points being collected. The resulting decay curves were inverted to T 2 distributions using the WinDXP software from Resonance Instruments. This software was also applied on the simulated decay curves from the 3D reconstructions.
Reconstruction of Fontainebleau Sandstone
Fontainebleau sandstones are a popular reference standard for validating models of geological porous media because of their exceptional properties 12 -17 . They are made up of well-sorted quartz grains with an average grain size of about 200 µm. They do not contain clay and display only intergranular porosity. However, porosity varies from 0.03 to roughly 0.3. The wide spread in porosity is due to quartz cement overgrowth.
Process-Based Reconstruction. The process-based algorithm for reconstruction of 3D sandstone models has been presented before [18] [19] [20] [21] . In short, it consists of simulating the results of the main rock-forming processes: sedimentation, compaction and diagenesis. Input data are petrographical measurements on BSE-images of thin sections, such as grain sizes and shapes, porosity, amount of quartz cement, clay and other diagenetic minerals.
The sedimentation process is simulated by dropping spherical or ellipsoidal grains with randomly selected radii from a grainsize distribution into a virtual environment similar to a sedimentary basin. The basin's energy level may either be high, simulating lateral forces acting on the grains by placing each new grain on the global lowest position on the grainbed, or low, simulating the grains to fall vertically and rest on the local lowest position on the grainbed, normally between the three nearest grains. The grain-to-grain friction is neglected during the simulation of the sedimentation process. Further details are given elsewhere [18] [19] [20] [21] . Natural sedimentation processes does not result in ideal grain packs like computer-simulation of sedimentation with frictionless, spherical grains do. The non-ideal texture of natural grainpacks is mainly due to grain-to-grain friction caused by the friction coefficient, and the angular, irregular shapes and rugosity of natural quartz grains. The grain shapes, degree of roundness in geological terms, may vary a lot, but well-polished, perfect, spherical grains are extremely rare.
Simulation of the sedimentation process with frictionless spherical grains often results in textures that are too homogenous compared with those observed in micro -CT and thin section images 20, 22 . Introduction of ellipsoidal detrital grains and non-spherical modelling of quartz cement has not overcome the problem. Thin section studies of common reservoir sandstones has clearly shown that an improved representation of non-spherical, angular, irregular shaped grains is needed to more closely reproduce the microstructures of reservoir rocks.
Non-spherical grains. Non-spherical grains may be modelled in three different ways: sedimentation of horizontal ellipsoids (disks), non-spherical quartz cement growth on spherical or disk grains, or by reshaping sedimented spherical grains by an extension of a method first described by Pilotti 23 .The first two methods have been described earlier 18 -21 . The Pilotti method is implemented as a post-processor on a model of sedimented spherical grainpack. Each spherical grain is surrounded by an ellipsoid defined by three axis lengths chosen randomly between predefined minimum and maximum axis lengths (> grain diameter). The direction of the longest ellipsoid axis can be any randomly chosen space angle, or it may be defined to be within a certain range from the horizontal direction. The latter mimics the tendency often observed in sandstones that elongated or diskshaped grains are oriented horizontally or near horizontally.
The ellipsoid is next cut by a user-defined number of planes (1-100) which are tangents to the sphere. The direction of the planes' normals from the sphere centre to the tangency points on the sphere is defined by the random space angles Φ (horizontally) and θ (vertically). The angle Φ (
) is selected randomly while cosθ must be distributed uniformly in the range (-1,1).
The grain is defined by the smallest distance from the grain centre to the ellipsoid surface or to the planes. The grain is thus defined by all points that satisfy G≤ min(E , P n ) for all spatial directions. G is the distance from a point to the sphere center in any direction, E is the distance from the sphere center to the ellipsoid surface and Pn is the distance from the sphere center to plane number n, as illustrated schematically in 2D in Fig. 1 and in 3D in Fig. 2 . The intergranular porosity of the grainpack model may be different from the target porosity. If the porosity is too low, which is usually the case, it is increased by slightly decreasing the diameters of the spheres. The sphere diameters are changed stepwise, by use of the half-interval method, until the resulting porosity is within a pre-defined convergence limit. This may causes a minor decrease in the model's grain sizes. If the porosity is too low, the spheres' diameters are increased or additional quartz cement is added. The present technique results in textures which to a large extent reproduce the grain shapes and grainpack topology observed in thin sections and in micro-CT images. This is illustrated in Fig. 3 which compares 2D sections of an actual (micro -CT) and reconstructed Fontainebleau sandstone. The grain surfaces contain either plane or convex segments. Concave surface segments cannot be modelled. We note that increasing the number of cutting planes also increases the circularity of the grains. Compared with simulated grainpacks based on frictionless spherical and spherical/ellipsoidal grains, the present model displays more realistic and heterogenous grain-to-grain contacts that range from interpenetrating grains to non-tangency grains.
The relation between the number of straight line segments observed in a 2D grain section and the number of plane surface segments (cutting planes) in the 3D grain is not obvious. Counting the average number of straight line segments observed in 2D grain sections as a function of the number of cutting planes in a 3D single grain model gives the result presented in Table 1 .
It is unlikely that the shape of all the grains in a sand or a sandstone can be closely represented by a single number of cutting planes. Consequently, we allow the number of cutting planes to vary randomly between a pre -defined minimum and a maximum value. Fontainebleau sandstone samples were reconstructed using high energy sedimentation of spherical grains and subsequent modeling of non-spherical grain geometry by the Pilotti method to mimic the angular and irregular grain shapes caused mainly by quartz cement overgrowth. The size of the original spherical grains ranged from 133 µm to 268 µm. The ellipsoid axis factor ranged from 1.4 to 2.0 and the number of cutting planes varied between 8 and 14.
The reconstructions were performed in a discrete manner on a cubic grid of size 300 3 voxels. The lattice spacing was a = 5.7 µm. The porosity of the reconstructed models ranged from 0.03 to 0.3. Fig. 4 shows the reconstructed pore space in a model with porosity 0.18 together with a micro-CT image of an actual Fontainebleau core sample with similar porosity. Although differences do exist, visual inspection suggests that the reconstruction provides a fair representation of the actual microstructure. Compared with previous reconstructions of Fontainebleau sandstone 20, 22 , the current reconstruction reproduces more closely the angular and irregular grain shapes observed in the true microstructure.
Simulation Procedure Formation Factor. The directional formation factor, F i , is defined as the inverse of the macroscopic electrical conducance, σ i , in a given i-direction
where σ w is the bulk electrical conductance of the fluid that fills the pore space. We compute σ i for the three principal directions from a linear relation between the total electrical flux, Q i , and the applied potential gradient,
The potential Φ I is applied to and inlet face, Ω I , of area A, and the potential Φ O is applied to and outlet face, Ω O , separated from Ω I by a distance L. The electrical flux is determined by solving the electrical conduction problem which is described by the Laplace equation
where n denotes the outward normal at the pore -solid interface S. The conductance is distributed as σ(x) = σ w Z(x) where Z( x) is a binary phase function that equals one if x is inside the pore space and zero otherwise. The assumption of an insulating solid phase is well verified for sandstones that do not contain clays. Eq. (11) is solved by a finite volume method on the regular grid originating from the voxel representation of the reconstructed media. Details of the solution strategy are described by Øren and Bakke 20 .
The electrical field is calculated from Φ by E=-σ∇ Φ, and the total electrical flux through Ω I is
An average formation factor, F, is obtained from the harmonic
The use of discrete voxels to represent continuum objects results in discretization errors. It has been shown previously 8 that these errors scale linearly with the resolution ∆ of the image
where σ(∆) is the computed conductivity at resolution ∆ and σ 0 is the continuum value. To estimate this effect we generate realizations of the original microstructure at resolution na, n=2, 3, 4, by binning voxel clusters of sizes n 3 using a simple majority rule. The continuum value σ 0 is then obtained by extrapolating the results to n = 0.
Permeability. The directional absolute permeability, k i , is defined by Darcy's law
where Q i is the macroscopic flux obtained from applying a macroscopic pressure gradient (p I -p O )/L in a direction i. To calculate the directional permeabilities, we assume the flow to be governed by the steady state Stokes equations for an incompressible Newtonian fluid of viscosity µ
subject to a no slip boundary condition (v = 0) at the solid wall. The pressure is calculated at the center of each voxel and the velocity is calculated at the edge of each voxel. We employ the artificial compressibility scheme 24 to cope with the continuity equation.
Convergence was reached when the variation i n velocity across the different cross-sections of the model was within 1% of the average velocity. The average flux Q i is obtained by integrating v over the inlet area. The directionally averaged permeability is given by the arithmetic mean k = (k x +k y +k z )/3. T 2 Relaxation. For fully brine saturated porous media, three different mechanisms contribute to the relaxation: bulk fluid relaxation, surface relaxation, and relaxation due gradients in the magnetic field. In the absence of magnetic field gradients, the equations describing the relaxation are
with the initial condition
where D 0 is the self-diffusion coeffcient. We solve the governing diffusion equation in the reconstructed media by a random walk algorithm. The algorithm simulates the Brownian motion of a diffusing magnetized particle or random walker. Initially, the walkers are launched at random positions in the pore space. At each time step, ∆t, they advance from their current position, x(t), to a new position, x(t+∆t), by taking steps of fixed length ε in a randomly chosen direction. The time step is given by
The new position is given by
The angles θ (
) are selected randomly. We note that cosθ must be distributed uniformly in the range (-1,1) . If a walker encounters a pore-solid interface, it is killed with a finite probability δ. The killing probability δ is related to the surface relaxation strength 26 If the walker survives, it simply bounces off the interface and its position does not change. At each time step we record the fraction p(t) of the initial walkers that are still alive. Since the walkers move with equal probability in all directions, the above algorithm is valid as long as there is no magnetic gradient in the system. When protons are diffusing, the sequence of spin echo amplitudes is affected by inhomogeneities in the permanent magnetic field. This results in an additional decay of the spin echo amplitudes that depends on the echo spacing 2∆τ. In the simple case of a uniform spatial gradient G, the additional decay can be expressed as a multiplicative factor
where γ is the ratio of the Larmor frequency to the magnetic fie ld intensity. The total magnetization amplitude as a function of time is then given as ( )
Results and Discussion Formation Factor and Permeability. In Fig. 5 we show the effect of discretization errors for the electrical conductivity calculations in reconstructed Fontainebleau sandstone samples of different porosities. In general, discretization errors increase as the porosity of the sample decreases. For low porosity samples, the computed σ(∆) may differ from σ0 by as much as 30%. This is in agreement with previously published results for conductivity calculations in micro-CT images of Fontainebleau sandstone at a resolution of 5.7µm 8 . 27, 28 . Also shown in Fig. 6 are formation factors computed on four micro-CT images of Fontainebleau sandstone. Although we tend to underestimate the measured F at high porosities, the computed F are in fair agreement with both the experimental and micro-CT data over the full range of porosity. In Fig. 7 we compare computed, directionally, averaged permeabilities with experimentally measured values 12 . Although the measured permeabilities span nearly five orders of magnitude, the computed permeabilities are in fair agreement with the experimental data. Fig. 7 shows that there is a change in the permeability versus porosity trend at porosity 0.1. In our reconstructed media, this is when quartz cement begins to close off smaller pore throats. This increases the tortuosity of the medium and the permeability declines more rapidly. The agreement between computed and measured permeabilities and formation factors is encouraging. T his suggests that our reconstructions adequately reproduce the actual microstructure of the texturally and diagenetically simple Fontainebleau sandstone. T 2 Relaxation. Simulated magnetic decay data (M(t)/M 0 ) for three micro-CT images (φ = 0.215, 0.129, and 0.083) are compared with the results for reconstructed samples with similar porosity values in Fig. 8 . The value of ρ in the simulations was 1.6x10 -5 m/s which is a typical value for Fontainebleau sandstone 29 . The decay curves for the reconstructed media are in good agreement with the corresponding micro -CT curves. This provides further evidence that our reconstructions faithfully reproduce the actual microstructure of Fontainebleau sandstone.
The experimental magnetization decay data for the three Fontainbleau sandstone samples are plotted together with the simulated data in Fig. 9 . In each of the simulations, the value of ρ was adjusted so that the central part of the simulated and experimental decay curves agreed. The values that we used were ρ = 1. drilled from the same block of Fontainebleau sandstone. We note, however, that the selected values of ρ show a strong linear relationship with porosity. A similar observation was made by Straley and Schwartz 30 when comparing simulated and experimental decay data for glass bead packs having porosities in the ra nge 0.14 -0.38.
Having made the empirical adjustment of ρ, the simulated results agree fairly well with the experimental data and capture the correct curvature of the experimental decay curves. This suggests that the simulations are representing the experimental situation fairly well, even though each simulation is based on an adjusted ρ value. A more instructive comparison between simulated and experimental data can be made by displaying the computed T 2 distributions for porosity 0.08, i.e. by inverting the data of the lower curve in Fig. 10 . The main peak in the simulated and experimental T 2 distributions appear approximately on the same place in the spectrum at 600 ms. The simulated spectrum is bimodal while the experimental spectrum is unimodal with a long tail towards shorter relaxation times. Differences in size and shape of the T 2 -distributions are expected since the signalto-noise (S/N) ratio of the data is different. The S/N-ratio of the experimental data is around 100, while there is no noise in the simulated data. To compare the distributions more fairly, we could have introduced to the simulated data a noise level similar to that in the measurements. Nevertheless, we find the agreement between the simulated and measured distributions quite satisfactory. Fig. 11 shows T 2lm values computed from the simulated and experimental T 2 -distributions. The simulated T 2lm values decrease with decreasing porosity, as expected, and are in fair agreement with the corresponding experimental data. This further confirms that the simulated T 2 -distributions are in close agreement with the experimental T 2 -distributions. In the following, the simulated T 2lm values will be used to test the three different permeability correlations mentioned earlier (i.e. Eq. (5), (7) and (8)).
Permeability Correlations. Fig. 9, 10 , and 11 demonstrate that the simulated NMR responses reproduce the experimental data fairly well. Furthermore, Fig. 7 shows that the computed permeabilities of the reconstructed 3D microstructures are in fair agreement with permeabilities measured on cores with permeability variations of 5 orders of magnitude. This offers a unique opportunity for testing commonly used NMR permeability correlations (i.e. Eqs. (5), (7) and (8)). The accuracy of the different permeability correlations was judged by the correlation coefficient R 2 determined from plotting NMR derived permeabilities versus simulated permeabilities. Table 2 summarizes our results and shows R 2 for each of the three permeability correlations using both standard and optimized values of the coeffcients a, b, and c. In Fig. 12 we plot the permeabilities determined from Eqs. gives the poorest fit ( R 2 = 0.924) and significantly underestimates the computed permeabilities for most of the porosity range. This indicates that the porosity factor φ 4 does not properly account for variations in the tortuosity and in the pore body-to-throat aspect ratio with porosity. Such information is carried by the formation factor F and the permeability estimate is significantly improved by replacing φ 4 with 1/F. Fig. 13 shows the best predictions of the three formulas using the optimized coefficients given in (7)). However, Eq. (7) still overestimates the calculated permeability with a factor 20 at 1 mD. (5) k_Eq. (7) k_Eq. (8) k_exp. Eq. (8) is the only permeability estimate which match the calculated permeability at both very low and very high permeabilities. This permeability correlation adds information about the surface relaxivity in addition to the formation factor. As mentioned above, the surface relaxivity in the simulations was varied linearly with porosity from 24.7 µm/s at porosity 0.04 to 11.7 µm/s at porosity 0.28: ρ [µm/s] = -54.4φ + 26.9. These values of surface relaxivities are comparable to values presented earlier in the literature 29, 31, 32 . The variations in ρ were necessary to obtain a good match between simulated and experimental relaxation curves (Fig. 9) . The need to vary ρ to match experimental data may at least partially be caused by internal magnetic field gradients that arise from the magnetic susceptibility contrast between the pore fluid and matrix 31 . These gradients are not accounted for in the simulations. The strength of the internal gradients is expected to be inversely proportional to some average pore size 33 . For Fontainebleau sandstone, the average pore size decreases for smaller porosities. We thus expect the strength of the internal gradients to increase as the porosity is reduced.
To summarize this discussion the commonly used NMR permeability correlations predict the permeability of Fontainebleau sandstones above 100 mD. Information on both tortuosity and internal magnetic field gradients is needed to be able to predict permeabilities below 100 mD from NMR measurements. This hypothesis obviously warrants further investigation. (5) k_Eq. (7) k_Eq. (8) k_exp. 
Conclusions
Based on the work presented, the following conclusions can be made: 1) A process based reconstruction method was applied to closely reproduce the actual 3D microstructure of Fontainebleau sandstone samples at different porosities.
2) The formation factors and permabilities of the reconstructions were calculated by solving a Laplacian equation and the Stokes equations, respectively. The results from these calculations were in close agreement with experimental data. 3) The diffusion equation describing the NMR relaxation was solved in the reconstructed media by a random walk algorithm. 4) The resulting simulated NMR relaxations agreed fairly well with the experimental data and captured the correct curvature of the experimental decay curves. The best agreement with experimental data was found when the surface relaxivity ρ was varied linearly with porosity. 5) Three different NMR permeability correlations were tested on this set of simulated NMR responses in Fontaineblau reconstructions. It was found that information on both tortuosity and internal magnetic field gradients is needed to be able to accurately predict low permeabilities (> 100 mD) from NMR measurements.
