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Abstract 
 
Speech Endpoint Detection, also known as Speech Segmentation, is an unsolved problem in 
speech processing that affects numerous applications including robust speech recognition. 
This task is not as trivial as it appears, and most of the existing algorithms degrade at low 
signal-to-noise ratios (SNRs). Most of the previous research approaches have focused on 
the development of robust algorithms with special attention being paid to the derivation 
and study of noise robust features and decision rules. This research tackles the endpoint 
detection problem in a different way, and proposes a novel speech endpoint detection 
algorithm which has been derived from Chan-Vese algorithm for image segmentation. The 
proposed algorithm has the ability to fuse multi features extracted from the speech signal 
to enhance the detection accuracy. The algorithm performance has been evaluated and 
compared to two widely used speech detection algorithms under various noise 
environments with SNR levels ranging from 0 dB to 30 dB. Furthermore, the proposed 
algorithm has also been applied to different types of American English phonemes. The 
experiments show that, even under conditions of severe noise contamination, the proposed 
algorithm is more efficient as compared to the reference algorithms.  
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Chapter 1 Introduction  1.1 Introduction Speech endpoint detection (also known as boundary detection, voice activity detection, or speech segmentation) is the process of detecting the onset and the terminus of speech utterance and exclusion of the non-speech segments by digital processing technology. Endpoint detection constitutes an indispensable part of numerous applications, such as speech analysis, synthesis and recognition. The study in [1] has shown that the recognition performance has a close relation to the accuracy of endpoint detection. More than half of speech recognition errors were caused by incorrect endpoint detection even in quiet environment. Furthermore, higher detection rates can help to identify and reject background noise, which can in turn reduce the time complexity of speech recognition as well as improve the performance of speech recognition system. Three types of endpoint detection for speech recognition schemes are currently available: explicit, implicit, and hybrid [2]. Thus, as opposed to the implicit schemes, explicit schemes consist of a separate and independent endpoint detection stage prior to the speech recognition stage. On the other hand, in implicit schemes, the endpoint detection is integrated into the recognition stage. The hybrid schemes essentially combine both explicit and implicit approaches. In [2], it was also indicated that sophisticated explicit endpoint detection schemes usually outperform the other two approaches. The general block diagram of a speech recognizer using an explicit endpoint detector is shown in Fig. 1.1   Figure 1.1: Block Diagram of Speech Recognizer using an Explicit Endpoint Detector [2]. Preprocessing  Endpoint Detection  Feature Extraction  Recognition  Input Speech  Recognized Words  
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The need for speech detection also arises in other applications, including:  
• Analog Telecommunication: In analog multichannel transmission systems, a technique called Time-Assignment Speech Interpolation (TASI) is often used to take advantage of the channel idle time by detecting the presence of a talker's speech and engaging an unused channel only when speech is detected. This allows a substantial improvement in the efficiency (and throughput) of customer services [3].  
• Digital Communication: Accurate endpoint detection is used in many digital communication systems during discontinuous transmission to optimize power consumption and to minimize the average bit rate, thereby improving the overall encoding quality of the speech [4].  Endpoint detection is a challenging problem. There are numerous obstacles that render endpoint detection difficult. One particular class of such obstacles is those attributed to the speaker and the manner of producing the speech. For example, during articulation, the speaker often produces sound artifacts, including lip smacks, heavy breathing and mouth clicks [3]. Another common factor that makes reliable speech endpoint detection difficult is the environmental conditions in which the speech is produced. An ideal environment for acquiring speech signals is in a quiet room with no acoustic reverberations and/or noise clutter. Unfortunately, such an ideal environment is not always realizable [3]. For example, non-stationary sounds (such as a door slam, a car horn, or even speech interference by a radio, TV or background conversation) may occur during the speech recording.  Some of such interfering signals possess as much speech-like features as that of the desired speech signal itself, making accurate endpoint detection a non-trivial problem to solve. An additional source of signal degradation is the distortion introduced by the transmission system over which the speech signals are sent. Factors like cross-talk, inter-modulation distortion, and various types of tonal interference arise to various degrees in the communication channels [3]. 
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Difficulties in endpoint detection arise not only from the different types of noise present in the recording, but also from the vocabulary words themselves. Some phonemes or sounds have very low energy when compared to the vowel portion of the speech, and as a result, they are interpreted as background noise [5]. Among such phonemes, e.g., the weak fricative /f/, weak plosives /p/or /t/ or nasals such as /n/ at the end.  Among various endpoint detection approaches, energy-based methods are the most widely used. The basic idea of using energy signature to detect endpoints is that, for sufficiently high SNR values, the local energy (or power) of a speech signal is indicative of the utterance rather than of silence. In these methods, a fixed-length window is “slid” over the duration of the input utterance, followed by local energies computation of the signal within time window. By continuously monitoring the local energies, the starting point can be found as the one at which the latter exceed a pre-defined threshold. Similarly, the ending point can be located when the local energies fall below some ending threshold [6].  An efficient endpoint detection algorithm should be accurate, robust, and self-adaptive. Robustness means that the algorithm should be reliable in different noise conditions. Most of the recent endpoint detection methods (such as the methods which are based on short-term energy signature) demonstrate good performance at relatively high SNRs. Unfortunately, these methods become much less reliable as the SNR values decrease [7].  1.2 Research Motivation and Objective The recognition of isolated words has many potential applications, such as remote data entry via voice commands. Naturally, such systems rely heavily on endpoint detection stage for identifying the speech fragments of a given audio signal.  The precise estimation of the endpoints of speech has a significant and direct impact on the performance of the recognizer, since it can potentially increase the recognition accuracy and reduce computation complexity.   
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However, many words associated with digits as well as those having CVC (Consonant-Vowel-Consonant) composition are characterized by low-energy onsets and “tails”, which make them particularly difficult to accurately determine their actual endpoints. For example, for the digit “eight,” the endpoint detection system could easily miss the final weak portion “t”, especially when the utterance is contaminated with noise. As such, the detection of the weak points of an utterance in the presence of background noise has been considered as a challenging problem which has attracted many researchers trying to develop effective techniques for its solution. Currently, the research on endpoint detection is considered to be a hot topic. However, these research studies are mostly data-specific, and unfortunately, no globally accepted or widely used approach has been proposed so far.   Therefore, the main objective of this research is to develop a robust endpoint detection algorithm for isolated words, which will be efficient, and capable of performing reliably under various noise conditions. The performance of the proposed algorithm will be evaluated for different types of American English phonemes including the weak consonants which are difficult to detect using conventional endpoint detection methods. In addition, the experimental results of the proposed algorithm will be compared to two widely-used endpoint detection algorithms under three different types of noise with SNR values ranging from 0dB to 30 dB.   1.3 Thesis Organization This thesis is composed of five chapters. Chapter 1 provides an introduction to this thesis. Chapter 2 reviews state-of-the art of endpoint detection algorithms and provides a brief description of the speech production process and the classification of American English phonemes. In Chapter 3, the overall architecture of the proposed endpoint detection algorithm is presented.  Chapter 4 presents a series of experiments conducted to evaluate the effectiveness of the proposed algorithm by comparing its performance to two reference 
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algorithms used extensively in the field of endpoint detection. Finally, Chapter 5 summarizes the contributions of this thesis and highlights the directions of future research. 
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Chapter 2 Background and Literature Review   2.1 Introduction This chapter reviews state-of-the-art of what has been done over the years to solve the problem of endpoint detection using various features and techniques. A number of speech endpoint detection methods has been reported in the literature. This includes short-time Energy [2], Short-time Zero-crossing Rate [5], Entropy [13], Mel-Frequency Cepstrum Coefficient (MFCC) [7], Hidden Markov Models (HMM) [18], Wavelet Transform technology [22], etc. Before exploring these methods, a brief overview of speech production process and phonetic classification is represented.  2.2 Speech Production The speech waveform is an acoustic sound pressure wave that originates from voluntary movements of anatomical structures which make up the human speech production system [8]. A schematic view of the human vocal mechanism is shown in Fig. 2.1. Air enters the lungs via the normal breathing mechanism. As air is expelled from the lungs through the trachea, the tensed vocal cords within the larynx are forced to vibrate (in the mode of a relaxation oscillator). The air flow is chopped into quasi-periodic pulses which are then modulated in frequency as they pass through the pharynx (the throat cavity), the mouth cavity, and possibly the nasal cavity. Depending on the positions of various articulators (i.e., jaw, tongue, velum, lips, mouth), different sounds are produced [3].  
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A simplified representation of the complete physiological mechanism for creating speech is shown in Fig. 2.2. The lungs and the associated muscles act as the source of air for exciting the vocal mechanism. The muscle force pushes air out of the lungs and through the bronchi and trachea. When the vocal cords are tensed, the air flow causes them to vibrate, producing so-called voiced speech sounds [3]. When the vocal cords are relaxed, in order to produce a sound, the air flow must pass through a constriction in the vocal tract and thereby become turbulent, producing so-called unvoiced sounds. Alternatively, it can build up pressure behind a point of total closure within the vocal tract, and when the closure is opened, the pressure is suddenly and abruptly released, causing a brief transient sound [3].              Figure 2.1: Schematic View of the Human Vocal Mechanism [8].   
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                 Figure 2.2: Schematic Representation of the Complete Physiological Mechanism of Speech Production [3].  2.3 Phonetic Classification of Speech Speech is often segmented into smaller units or sounds that carry acoustical information [8]. These actual sound units that have certain acoustic and articulatory properties are called phones. Phones are realizations of phonemes, which are the basic theoretical linguistic units that comprise a word [9]. Therefore, phonemes are the smallest distinctive unit of a language, and the phones are the actual sounds of these phonemes uttered by a speaker.  Phonetic classification is the process of grouping the phonemes based on their properties pertinent to their waveforms, frequency characteristics, manner of articulation, place of 
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articulation, type of excitation, and the stationary characteristic of the phoneme [8]. The most general classification scheme groups phonemes into two broad categories: 1) voiced speech which does not restrict the airflow through the vocal tract, and 2) unvoiced speech which restricts the airflow at some point along the vocal tract [9]. A more specific classification based on the properties mentioned above include vowels, diphthongs, fricatives, affricates, nasals, semivowels (liquids & glides), stops (plosives) and whispers  (See Fig. 2.3 for details). For example, the word “tan” consists of three phonemes, each belonging to a different class of sounds. The first phoneme “t” belongs to the stop consonant class, the second phoneme “a” belongs to the vowel class, and the third phoneme “n” belongs to the nasals.               Figure2.3: Classifications of American English Phonemes into Broad Sound Classes [10]. 
Affricates Fricatives Stops  Nasals  Semivowels /jh/ /ch/ /v/ /dh/ /z/ /zh/ /f/ /th/ /s/  
/b/ /d/ /g/ /p/ /t/  
/m/ /n/ /ng/ /w/ /y/ /r/ /l/ 
Glides Liquids 
Whisper /h/ 
/iy/ /ih/ /eh/ /ae/ /aa/ /er/ /ax/ /ah/ /ao/ /uw/   
/ay/ /oy/ /aw/ /ey/ 
 Consonants  Vowels and Diphthongs 
Diphthongs 
Phonemes 
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The knowledge of the phonetic context of the vocabulary words has always been of utter importance for analyzing the implementation and performance of the endpoint detection algorithm. In general, it is a very challenging task to isolate the speech segment within the data file when the speech starts and/or ends with a weak fricative and/or a stop consonant (plosive), especially when the recording includes unwanted distortions.  2.4 Literature Review Up until the 1990s, a limited amount of research on endpoint detection appears in the literature. The most widely referenced paper is by Rabiner and Sambur in [5]. In this paper, a fairly simple and reliable algorithm has been proposed to locate the endpoints of an utterance. The algorithm is based on two measures of speech: Short-Time Energy (STE) and Zero-Crossing Rate (ZCR). These two features of speech have been extensively used to detect the endpoints of an utterance since then. The proposed algorithm works as follows: 1. Energy and ZCR Computations of the Framed Utterance: For a sampling frequency of 10 kHz, a 10 ms window is chosen, and the energy is computed as the sum of the magnitude of the speech samples in this interval. The choice of a 10-ms window for computing the energy and the use of a magnitude function rather than a squared magnitude function were prescribed by the necessity to perform the computations in integer arithmetic and, thus, to increase the speed of computation. Further, the use of a magnitude (as opposed to the squared amplitude) de-emphasizes large-amplitude speech variations and produces a smoother energy function [5]. The short-time ZCR of a given frame 𝑛  is defined as the number of times the successive samples of a speech sequence change sign (cross zero) per frame and given as:  
𝑍𝐶𝑅(𝑛) = 12�|𝑠𝑔𝑛[𝑥(𝑖 + 1)] − 𝑠𝑔𝑛[𝑥(𝑖)]|𝑁
𝑖=1
 ( 2. 1) 
        where 𝑁 is the length of a frame, and 𝑠𝑔𝑛[𝑥(𝑖)] is signum function defined as: 
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 𝑠𝑔𝑛[𝑥(𝑖)] = �+1, 𝑥 ≥ 0
−1, 𝑥 < 0   ( 2. 2) ZCR is a reasonably good measure of the presence or absence of unvoiced speech. Moreover, using this measure as a secondary parameter in combination with short- time energy allows one to refine the initial endpoints by detecting low-energy phonemes at the beginning or end of the word [5].  2. Threshold Setting: Assuming that during the first 100 ms of the recording interval there is no speech present; some background silence statistics can be measured. Such statistics include the average 𝐼𝑍𝐶���� and standard deviation 𝜎𝐼𝑍𝐶 of the zero-crossing rate, as well as the average energy of the background silence 𝐼𝑀𝑁 .  Subsequently, these measurements are used to set three thresholds: zero-crossing threshold 𝐼𝑍𝐶𝑇 , lower and upper short-time energy thresholds 𝐼𝑇𝐿 and 𝐼𝑇𝑈. Specifically, the first threshold    𝐼𝑍𝐶𝑇 is set as follows:  𝐼𝑍𝐶𝑇 = min�𝐼𝐹,(𝐼𝑍𝐶���� + 2𝜎𝐼𝑍𝐶)�,  ( 2. 3) where 𝐼𝐹 is a fixed threshold, for example (25 crossings per 10 ms window length). The other two thresholds are set according to the following rules:  𝐼1 = 0.03(𝐼𝑀𝑋 − 𝐼𝑀𝑁) + 𝐼𝑀𝑁 ,  ( 2. 4) where 𝐼𝑀𝑋 is the peak of the energy function of the entire interval, while:  𝐼2 = 4 𝐼𝑀𝑁  ( 2. 5)  𝐼𝑇𝐿 = min (𝐼1, 𝐼2)  ( 2. 6)  𝐼𝑇𝑈 = 5 𝐼𝑇𝐿 ( 2. 7)    
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3. Searching for the initial beginning and the ending 𝑁1 and 𝑁2of the utterance: By finding the first point at which the energy exceeds 𝐼𝑇𝐿, and then exceeds 𝐼𝑇𝑈 before falling below 𝐼𝑇𝐿. A similar approach is used to define a preliminary estimate of the endpoint of the utterance.  4. Refinement of endpoint estimates using zero crossing information: This is accomplished through examining the interval from 𝑁1 to 𝑁1 − 25, ( i.e., 250 ms interval preceding the initial beginning point) and counting the number of  intervals where the zero crossing rate exceeds 𝐼𝑍𝐶𝑇 . Specifically, if this number is larger or equal to three, then the starting point is set back to the first point at which the threshold  𝐼𝑍𝐶𝑇 was exceeded. Otherwise, the beginning point is kept at 𝑁1. Similarly the ending point is adjusted based on the examination of the interval 𝑁1 to 𝑁1 + 25.  The algorithm presented above serves as the basis for all energy- based endpoint detection algorithms and such approach works well enough when background noises are stationary. However, the performance of this algorithm is not very satisfactory in highly noisy environments, especially for low SNR and noises with non-stationary characteristics. It is difficult to differentiate the desired voice and unexpected background noise, such as the sound from opening or closing a door, cough sound, shaking sound from engine and so on [6].   There has been a noticeable increase of the amount of research conducted on endpoint detection after the 1990s, and many different features have been applied. In [11], Ying et al. have developed a new algorithm to detect the endpoints based on Teager’s Energy Algortithm. Teager’s Energy algorithm or simply Teager’s algorithm was presented by Kaiser in [12] to compute the energy of a signal. If the samples of a signal representing the oscillatory motion of the body are given by 𝑥𝑖 = 𝐴 𝑐𝑜𝑠(𝛺𝑖 + 𝜑), where A is the sample amplitude, Ω is the digital frequency in radians/sample, and φ is the initial phase in radians, then the energy of the signal is given by the following formula [12]: 
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 𝐸𝑖 = 𝑥𝑖2 − 𝑥𝑖+1𝑥𝑖−1                              =  𝐴2𝑠𝑖𝑛2(𝛺) ≈ 𝐴2𝛺2 ( 2. 8) From Equation 2.8, we can see that:  
• The algorithm takes into account not only the current sample, but also two adjacent samples. Thus, the instantaneous energy computed on the time-domain samples can capture dynamic changes in a signal rapidly 
• Teager’s energy is affected by both amplitude and frequency. Therefore, it is capable of responding rapidly in both A and 𝛺. The proposed algorithm in [11] implemented energy computations on a per-frame basis instead of on a per-sample basis and called the resulting algorithm the Frame-based Teager Energy  feature (FTE), which is computed according to the following steps: 
• The power spectrum of the samples in a frame is first estimated using Discrete Fourier Transform (DFT). 
• Each sample in the power spectrum is weighted with the square of its corresponding digital frequency. 
• Finally, the frame energy is obtained by taking the square root of the sum of the weighted power spectrum. In experimental part of [11], the speech data is split into overlapped frames. FTE feature is calculated for each frame as stated above. Some thresholds are determined from the first 10 frames of the recording. A search scheme applied to determine where the FTE measure first exceeds the upper threshold. Finally, endpoint locations are refined by searching along the FTE curve for the location where the FTE measure first goes below the lower threshold.  Speech endpoint detection continues to be a challenging problem particularly for speech recognition in noisy environments, and many different features have been investigated. Entropy, which is originated in the fields of coding and information theory, was first applied to the problem of endpoint detection by Shen et al.  in [13]. 
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Their experiments revealed that the spectral entropy of a speech segment is quite different from that of a silence one, where the short-term spectrum is more organized during speech segments than during noise, leading to relatively greater noise entropy compared to speech entropy.  Based on this character, the endpoints can be properly figured out. The spectral entropy of the nth
• K-point Discrete Fourier Transform (DFT) is computed as follow:  speech frame is calculated in the following manner: 
𝑋𝑛(𝑘) = ∑ 𝑥𝑛(𝑚)𝑒−𝑗2𝜋𝑘𝑚 𝑀⁄ ,𝑀−1𝑚=0    for  𝑘 = 0,1, … .𝑀-1                     ( 2.9 ) 
• Spectral energy of the frequency index k in each frame is estimated as: 
𝑆𝑛(𝑘) = |𝑋𝑛(𝑘)|2 ,  for  𝑘 = 0,1, … .𝑀/2                                 ( 2.10 ) where the spectral energy is known to be symmetric. 
• The probability density function (PDF) of the spectrum, can be estimated by normalizing the spectral energies: 
𝑃𝑛(𝑖) = 𝑆𝑛(𝑖)∑ 𝑆𝑛(𝑘)𝑀/2𝑘=0   , for   𝑖 = 0,1, … .𝑀/2                                   (2.11) 
• To improve the discriminability of the PDF between speech and non-speech signals, two empirical constraints are applied to the PDF defined above : 
𝑆𝑛(𝑘) = 0,   if  𝑓 < 250 𝐻𝑧  𝑜𝑟 𝑓 > 6000𝐻𝑧                               ( 2.12 ) This is because most of the frequency components of speech signals are covered in this region.    𝑃𝑛(𝑖) = 0,     if  𝑃𝑛(𝑖) < 𝛿2 𝑜𝑟 𝑃𝑛(𝑖) > 𝛿1                                    ( 2.13 ) Where 𝛿1is used to eliminate the noise concentrating on some specific frequency bands, i.e. to avoid strong tones, while 𝛿2 is used to cancel that noise with almost constant power spectral density values over all frequencies like white noise. 
• Finally, the entropy of a speech frame is defined as : 
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𝐻𝑛 = −�𝑃𝑛(𝑖) 𝑙𝑜𝑔10[𝑃𝑛(𝑖)]𝑀/2
𝑖=0
  (2.14) In the method of [12], the spectral entropy values of different frames are first evaluated and smoothed by a median filter throughout the utterance. Some thresholds are then used to detect the beginning and ending boundaries of the utterance and another set of thresholds for the refinement of the detected boundaries. The entropy-based approach is more reliable than pure energy-based methods in some cases, particularly when the non-stationary noises are mechanical sounds.  Nevertheless, experiments show that it failed under babble noise and background music. In such cases, entropy becomes very unstable. On the contrary, under those cases, energy performs well because of its additive property: energy of the sum of speech plus noise is always greater than energy of noise [6].  Consequently, many researchers have focused on the task of building more noise-robust endpoint detectors that may be operated in noisy environments. Huang and Yang in [6] have proposed a new feature that combines the two mostly wide features Energy and Entropy. This new feature has been found to be more reliable and robust, since it possesses advantages of each individual feature while compensates the drawbacks of each other. The proposed feature is referred to as Energy-Entropy Feature (EEF) and is formed as follows: 
• First, both energy (sum of squared samples) and entropy (as described in [13]) are computed in parallel for each frame.  
• Then their reference values are subtracted to shift their base lines. This is achieved by subtracting the average amount of the first 10 frames accordingly. Finally, the adjusted values are multiplied to get the proposed feature  𝑀𝑛 = (𝐸𝑛 − 𝐶𝐸). (𝐻𝑛 − 𝐶𝐻) ( 2. 15) 
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 𝐸𝐸𝐹𝑛 = �1 + |𝑀𝑛|  ( 2. 16) where 𝐶𝐸  and 𝐶𝐻 denote the average energy and average entropy of the first 10 frames, respectively. After computing the EEF for each frame, simple decision logic is then used with a pair of thresholds to determine the final endpoints. The experimental results show that this approach has a higher accuracy than energy- based algorithms [6].  In [14], Junqua et al. have proposed the Time-Frequency (TF) parameter to detect speech, which assumes that frequency information in the frequency ranges 250–3500Hz is less contaminated by noise. The TF parameter is composed of both frequency energy in the fixed frequency bands and time energy. Based on the TF parameter, the algorithm was proposed to get more precise word boundary detector in noisy environment. This algorithm can be described as follow: 
• First, the energy in the frequency band (250-3500Hz) is computed, normalized and smoothed by a median average algorithm. 
• The logarithm of the non-bandlimited root mean square energy is then computed, normalized, and smoothed. 
• The final parameter used (TF) is the result obtained after smoothing the sum of the two energy curves. 
• Then, a noise adaptive threshold is computed from the first few frames of the speech signal to determine the beginning of the first vowel and the end of the last vowel. 
• Finally, a refinement procedure is applied. Although this algorithm outperforms several commonly used alternatives for word boundary detection in the presence of noise, it requires one to determine thresholds empirically (using somewhat ambiguous rules), which is rather inconvenient from the practical point of view [7]. 
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Wu and Lin in [7] have modified the TF parameter approach by proposing Adaptive Time Frequency (ATF) parameter for extracting both time and frequency features of noisy speech signals. The ATF parameter is performed using Adaptive Band Selection (ABS) as a noise cancellation method.  The ATF parameter can extract useful frequency information by adaptively choosing proper frequency bands of the Mel-scale frequency bank. The author proposed a new word boundary detection algorithm by using a Self-Constructing Neural Fuzzy Inference Network (SONFIN) for identifying islands of word signals in noisy environment. Due to the self-learning ability of SONFIN, the proposed algorithm avoids the need of empirically determining the thresholds. The proposed approach has been shown to be able to reduce the recognition error rate to about 10% as compared with TF-based algorithm [7].  Although ATF-based algorithm outperforms many algorithms used for endpoint detection, it is found that the selection of useful bands depends on the information of the whole recording. Additionally, ATF parameter is based on energy, which is less reliable in the presence of non-stationary noise. Wu and Wang in [15] have found that the frequency energies of various types of noise are concentrated in different frequency bands and the inherent characteristic of banded nature is robust to noise. As a result, they have proposed a new feature called Band-Partitioning Spectral Entropy (BSE). To select useful bands effectively and accurately, a Refined Adaptive Band Selection (RABS) method was also proposed, which is extended from the Adaptive Band Selection ABS method presented in [7]. Finally, the RABS method incorporated the BSE parameter to form a new Adaptive Band-Partitioning Spectral Entropy (ABSE) feature to detect endpoints effectively under conditions of low SNR.  The experimental results reported in [15] reveal that the ABSE-based algorithm performs reliably in the presence of four types of noise (vehicle, multi-talker babble, factory, and white noise) at various SNR levels. The algorithm has also been shown to perform successfully in real cars with musical background noise. The entropy-based parameter is related only to the variation of spectral energy but not to the amount of spectral energy, so 
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the ABSE-based algorithm outperforms the energy-based algorithm, especially in changing level of noise [15].  In [16], Yingle et al.  have proposed applying a time-frequency speech enhancement stage prior to spectral entropy endpoint detection algorithm introduced in [13].  In this paper, the noisy speech is enhanced using Spectral Subtraction method in the frequency domain to remove the additive noise. In order to remove the residual noise produced by the spectral subtraction, a weighting function in the time domain is constructed by the original speech short-time energy and zero-crossing rate. Finally, spectral entropy based method is used to locate the endpoints. Experimental results showed that the proposed algorithm outperforms the entropy based without using the enhancement stage prior to endpoint detection, especially for low SNRs [16].  Change-point detection method has been also applied to the problem of endpoint detection as done in [17] by Lipeika and Lipeikiene. The proposed method was based on the assumption that there are two change-points in the signal, viz. the beginning and the end of a spoken word. They used fixed length segments at the beginning and the end of the signal to estimate initial background noise parameters, while the complementary portion of the signal was used to estimate initial energy parameters of the spoken word. Subsequently, the likelihood maximization based on dynamic programming was used to estimate endpoints using the initial bounds. The spoken word and background noise parameters were then re-estimated according to resulting endpoints, and this procedure is repeated until endpoint estimates stop changing.  The main advantage of this approach is that it avoids the need of thresholds and heuristic decision rules due to the incorporation of dynamic programming.   Statistical modelling for endpoint detection has attracted considerable attention, and many researchers focused on finding suitable model to simulate the empirical distribution of the 
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speech. In [18], Sohn et al. have proposed statistical model-based voice activity detection (VAD) as a robust decision mechanism.  This method constructs a statistical model by using an ergodic state transition model with speech and non-speech states. Then it calculates the likelihood ratio of a speech state to a non-speech state based on Hidden Markov Model (HMM) and makes use of Likelihood Ratio Test (LRT) to discriminate between speech and non-speech frames. The statistical VAD proposed in [18] uses the conventional a priori and a posteriori SNR-based approach to calculate likelihood for each state, which is not directly calculated by using any kind of probability density function (PDF).  Since the likelihood calculation with PDFs is more flexible and applicable, Fujimoto et al. in [19] have proposed Gaussian Mixture Models (GMMs) of noise (noise + silence) and noisy speech (noise + speech), and calculated the likelihood of speech and non-speech states directly. Furthermore, Sohn’s statistical VAD [18] was derived under the assumption that noise has stationary characteristics. Unfortunately, this assumption is impractical; since most of the noise characteristics observed in real environments are non-stationary. To overcome this problem, the authors in [19] introduced the using of a parallel non-linear Kalman filter. In addition, backward techniques (such as parallel Kalman smoother and backward probability estimation) have been used for noise estimation and likelihood calculation for speech and non-speech discrimination. The evaluation results showed that the proposed method significantly improves VAD accuracy compared with conventional methods [19]. The statistical models could detect the voice activity precisely, but they are not efficient in practice. Thus, Wu and Zhang in [20] have presented a new VAD that combines statistical models and empirical rule-based energy detection algorithm. In this study, the energy detection sub-algorithm is first used to detect the possible endpoints. However, these endpoints are not accurate enough in the case of noisy speech. Accordingly, the authors proposed a new Gaussian Mixture Model-based Multiple Observation Log Likelihood Ratio (GMM- based MO-LLR) algorithm to align the endpoints with their optimal positions. The experimental results showed that the proposed algorithm could achieve a better 
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performance than some commonly used VADs. It has also been demonstrated that the proposed VAD is more efficient and robust in different noisy environments [20].   In [21], Zhang and Hu have proposed a new endpoint detection algorithm based on Mel-Frequency Cepstral Coefficients (MFCC) and spectral entropy. The algorithm uses the  12-order MFCC parameters and spectral entropy proposed in [13] as a  feature vector. As well, it employs a trained Back Propagation Neural Network (BP NN) as a classifier to distinguish the speech and non-speech segments from audio signals, so as to avoid the need to set thresholds. Also, there is no need to assume that the first few frames of signals are noisy signals. Experimental results in [21] indicated that the proposed method is more reliable and efficient than the traditional ones based on short-term energy at low SNR [21].  Some other methods were also proposed for the Voice activity detection using discrete wavelet transform as in [22] by Aghajani et al. In this approach, the energy of each sub-band is determined from the wavelet coefficients, resulting in a feature vector. Finally, the Euclidian distance between feature vector of the frame and the noise feature vector is calculated and compared to a predetermined threshold value. Experimental results demonstrated advantage of this algorithm over different VAD methods [22].  Several works have been seeking to solve the problem of endpoint detection in noisy environments. Ghaemmaghami et al. in [23] has been the first to develop a method that utilizes gradient based edge detection algorithms, original from image processing field, to perform boundary detection for continuous speech in noisy environments. Gradient based image processing edge detectors localise edges within an image based on rapid gradient change at edge boundaries. This algorithm estimates a speech utterance region through observation of the time-domain plot of the associated noisy speech signal. Hence, the speech signal is converted into a matrix and treated as an image to obtain an accurate estimation of the speech utterance regions or boundaries (edges) within the noisy signal. It 
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is shown that the proposed method outperforms some VAD algorithms over a range of SNR levels, noise types and signal lengths. However, the method is not yet suitable for real-time applications and assumes a single utterance region per input vector. This is due to the decision smoothing technique employed in the proposed method.   
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Chapter 3 Speech Endpoint Detection: An Image Segmentation Approach   3.1 Introduction  Similar issues to speech endpoint detection have also been studied in other research areas, such as edge detection in image processing [41], and change-point detection in theoretical statistics [42]. It can be seen that if an extracted feature from an audio signal containing speech is plotted against time, the mean value of this feature’s energy over both the speech and non-speech portions can be clearly distinguished. This observation raised the question of whether it would be possible to modify such an image segmentation algorithm that is based on energy minimization to be applied in the field of speech detection. Conducting research in this direction has led to the development of the proposed algorithm which consists of four main stages, as shown in Fig. 3.1. In the first stage, the speech signal is enhanced using frequency domain multiband spectral subtraction. The second stage includes a number of preprocessing steps which are applied to the speech signal before any speech- specific information is extracted. The third stage of the algorithm is the extraction of three different features of the speech signal which are required to convert the speech waveform to a parametric representation at a lower information rate for further analysis. Finally, the extracted features are processed by a novel detection algorithm in order to solve the problem of endpoint detection. More details about the algorithm will be discussed thoroughly in the following sections.    
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        Figure 3.1: Block Diagram of the Proposed Algorithm. 3.2 Speech Enhancement To increase the accuracy of the proposed method, the measurement noise is first rejected by means of a speech enhancement method. In this thesis, we use a Multi-Band Spectral Subtraction (MBSS) approach, which is a variation of the basic spectral subtraction technique [10].  While the conventional spectral subtraction techniques reduce the noise level (thereby improving the speech quality), it may also introduce an undesirable distortion called musical noise. This distortion is caused due to the inaccuracies in the short-time noise spectrum estimate resulting in large spectral variations in the enhanced spectrum.  The motivation behind using multiband spectral subtraction stems from the fact that, in general, noise is unlikely to affect the speech signal uniformly over the whole frequency domain. In other words, some frequencies will be affected more adversely than the others, depending on the spectral characteristics of the noise.  In the multiband approach, the speech spectrum is divided into N non-overlapping bands, followed by spectral subtraction performed independently in each band. The process of 
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splitting the speech signal into different bands can be performed in the frequency domain by using appropriate windowing.  The estimated speech spectrum in the i th band can be obtained according to:   �𝑋�𝑖(𝜔𝑘)�2 = |𝑌�𝑖(𝜔𝑘)|2 − 𝛼𝑖. 𝛿𝑖 . �𝐷�𝑖(𝜔𝑘)�2            𝑏𝑖 ≤ 𝜔𝑘 ≤ 𝑒𝑖 ,  ( 3.1 ) where 𝜔𝑘 = 2𝜋𝑘 𝑁   (𝑘 =⁄ 0,1, … ,𝑁 − 1) are the discrete frequencies, �𝐷�𝑖(𝜔𝑘)�2is the estimated noise power spectrum (obtained and updated during speech-absent segments),  𝑏𝑖 and 𝑒𝑖 are the beginning and ending frequency bins of the i th frequency band, 𝛼𝑖is the over-subtraction factor of the i th band, and 𝛿𝑖 is a band-subtraction factor that can be individually set for each frequency band to customize the noise removal properties. 𝑌�𝑖(𝜔𝑘) is the i th frequency band estimation of the smoothed and averaged noisy speech spectrum as defined in the following equation:  
�𝑌�𝑗(𝜔𝑘)� = � 𝑊𝑖�𝑌𝑗−𝑖(𝜔𝑘)�𝑀
𝑖=−𝑀
 , ( 3.2 )  where |𝑌𝑖(𝜔𝑘)| is the noisy magnitude spectrum, and 𝑊𝑗(0 < 𝑊 < 1) are the weights assigned to each frame.  Here, the averaging is performed over M preceding and succeeding frames of speech. The band-specific over-subtraction factor 𝛼𝑖 in Equation 3.1 is a function of the segmental 
𝑆𝑁𝑅𝑖  of the i th frequency band, and is given by [10]:   
𝛼𝑖 = � 4.75           𝑆𝑁𝑅𝑖 < −54 − 320 (𝑆𝑁𝑅𝑖) −5 ≤ 𝑆𝑁𝑅𝑖 ≤ 201 𝑆𝑁𝑅𝑖 > 20 � 
( 3.3 ) 
 where the band 𝑆𝑁𝑅𝑖  is defined as:  
𝑆𝑁𝑅𝑖(𝑑𝐵) = 10𝑙𝑜𝑔10 � ∑ |𝑌�𝑖(𝜔𝑘)|2𝑒𝑖𝜔𝑘=𝑏𝑖
∑ �𝐷�𝑖(𝜔𝑘)�2 𝑒𝑖𝜔𝑘=𝑏𝑖 � 
( 3.4 ) 
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While using the over-subtraction factor 𝛼𝑖  provides a certain degree of control over the noise subtraction in each band, the use of multiple frequency bands as well as the 𝛿𝑖 weights provide an additional degree of control within each band. The values of 𝛿𝑖 in Equation 3.1 are empirically determined and set to [10]:   
𝛿𝑖 =
⎩
⎪
⎨
⎪
⎧
1 𝑓𝑖 ≤ 1𝑘𝐻𝑧2.5 1𝑘𝐻𝑧 <  𝑓𝑖 ≤ 𝐹𝑠2 − 2𝑘𝐻𝑧1.5          𝑓𝑖 > 𝐹𝑠2 − 2𝑘𝐻𝑧 ⎭⎪⎬
⎪
⎫ ( 3.5 ) 
 where 𝑓𝑖  is the upper frequency in the i th band, and 𝐹𝑠 is the sampling frequency in Hz.  The negative values resulting from the subtraction in Equation 3.1 are floored to the noisy spectrum as:  
�𝑋�𝑖(𝜔𝑘)�2 = � �𝑋�𝑖(𝜔𝑘)�2 𝑖𝑓 �𝑋�𝑖(𝜔𝑘)�2 > 𝛽|𝑌�𝑖(𝜔𝑘)|2
𝛽|𝑌�𝑖(𝜔𝑘)|2                         𝑒𝑙𝑠𝑒                   ,    
( 3.6 ) 
where the spectral floor parameter 𝛽 is set to 0.002.  The block diagram of the multiband method is shown in Fig. 3.2. In the first stage, the signal is windowed and the magnitude spectrum is estimated using DFT. Subsequently, the noisy speech spectrum is preprocessed by Equation 3.2 to produce a smoothed estimate of the spectrum. Next, the noise and speech spectra are split into N frequency bands and the over-subtraction of each band 𝛼𝑖 is calculated.  Then, the individual frequency bands of the estimated noise spectrum are subtracted from the corresponding bands of the noisy speech spectrum. Finally, the modified frequency bands are recombined and the enhanced speech signal is obtained by taking IDFT of the enhanced spectrum using the noisy speech phase.      
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                Figure 3.2: Block Diagram of the Multiband Spectral Subtraction Algorithm [10].  3.3 Signal Preprocessing The second module of the proposed algorithm consists of the preprocessing of input speech data. In this module, the input speech data are subjected to signal processing to enhance the feature extraction performed in the next stage. The second module is composed of two processing stages, viz. Pre-emphasis, Framing and Windowing, which are discussed in details in the following subsections.  3.3.1 Pre-emphasis In most of speech analysis applications, speech waveforms are usually pre-emphasized prior to extracting speech features. The pre-emphasis is achieved by applying a first order 
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Frequency Response of The Preemphasis Filter
digital filter that increases the relative energy of the high-frequency of the speech. This high-pass (HP) filter can be defined by the following transfer function:  𝐻𝑝𝑟𝑒(𝑧) = 1 − 𝜇𝑧−1,  ( 3. 7) where µ is a filter parameter, which determines its cut-off frequency. Typically, µ takes a value in the range 0.9 ≤ µ ≤ 1. The frequency response of the pre-emphasis filter for 
µ=0.94 is shown in Fig. 3.3.            Figure 3.3: Pre-emphasis Filter Frequency Response.  The pre-emphasis filter actually models the lip radiation characteristics, and introduces a zero near ω = 0, and a 6-dB per octave shift on the speech spectrum [8]. There are several reasons for employing such a pre-emphasis filter. First, using the filter tends to cancel the glottal or lip radiation effects on speech production so that one can achieve more accurate 
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results when representing the whole speech production procedure with the vocal tract model filter [8]. Another reason for using the pre-emphasis stage is to prevent numerical instability. If a speech signal is dominated by low frequencies, its autocorrelation matrix might turn out to be singular, and as a result, its inversion will cause numerical instability.  Finally, the pre-emphasis filter can also help to boost the signal spectrum (approximately 20 dB per decade). This can have many applications in case of voiced phonemes. It can also be noted that such pre-emphasis filters tend to raise frequencies above 5 kHz, a region in which the auditory system becomes increasingly less sensitive. Moreover, the frequencies above 5 kHz are naturally attenuated by the speech production system [24].  3.3.2 Framing and Windowing  In speech processing, before extracting the features, it is common to segment the speech waveform into finite-length frames followed by windowing. In this module, the input signal is divided into overlapped frames of length M.  Each of these frames is then multiplied by a window function. Note that, in combination with overlapping short-term frames, successive windowing amounts to applying a sliding window to the original speech signal. Fig. 3.4 illustrates the concept of signal framing, where each frame shares the first part with the previous frame and the last part with the next frame.        Figure 3.4:   Framing and Overlapping. 
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In general, speech signals are not stationary (i.e. their statistical characteristics may vary in time).  The lack of stationarity is caused by the changes of the vocal tract during speech production. However, when restricted to a short-time interval, the speech signal can be considered to be quasi-stationary, because of the fact that the glottal system can not change immediately. Generally speaking, the use of short frame duration and overlapping frames is chosen to capture the rapid dynamics of the spectrum. Therefore, the choice of the frame and overlap lengths are very important.  In practical systems, frame duration typically ranges between 10 msec and 30 msec . A specific value in this range is chosen to optimally balance between the rate of change of spectrum and system complexity [24]. The overlapping of speech frames is used in order to increase the redundancy of the input signal, to provide more speech data to the feature extraction algorithms. Moreover, we can capture the changes in the vocal tract more accurately.  The extent of the overlap depends on a particular signal/system, with a common choice being 50%.  In this thesis, a Hamming window function has been applied to the frames to minimize the discontinuity of the signal at the beginning and the end of resulting frames. The Hamming window function (as shown in Fig. 3.5) is given by the following equation:   
𝑤[𝑚] = 0.54 − 0.46 cos � 2𝜋𝑚
𝑀 − 1� ,𝑓𝑜𝑟  𝑚 = 0,1, … . .𝑀 − 1 ,  
( 3.8 ) 
where m represents the sample number and M is the total number of samples in a frame.     
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          Figure 3.5: Hamming Window Function for M=60. 3.4 Feature Extraction After performing all the necessary preprocessing to the input speech, the next step will be the Feature Extraction module. The basic role of this module is to use the input speech samples to calculate certain parameters (features) that will be used in the detection stage.  The key to having a high accuracy rate is selecting the appropriate features to optimize the performance of the speech detection system. These features should be able to distinguish between speech and background silence and they need to be robust to ambient noise. Different features of the speech signal contain various information about the speech waveform. Each feature requires a different methodology and a different level of computation complexity to extract it. In the following subsections, we will examine the extraction methodology of three features (Log- Energy, PLP, and MFCC), which will be used in our algorithm. 
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3.4.1 Log-energy The short-time energy has been used extensively as a speech feature in many endpoint detection algorithms since 1970’s, because of its simplicity and ease of implementation. The short-time energy is also a natural way of representing the amplitude changes in speech signals. Some segments of a speech signal, such as unvoiced segments, tend to have much lower amplitude than the voiced segments. As a result, the energy of such unvoiced segments should be lower than their voiced counterparts. Therefore, the energy measure can be used as a feature to discriminate between voiced and unvoiced segments (subject to appropriate thresholding). In particular, the short-time energy measure can also be used to discriminate between speech and silence segments in environments with very high signal-to-noise ratios (30 dB or higher), where the lowest energy segments of the speech signal will exceed the energy of the silence segments [5]. There are various ways to calculate the energy of a speech signal. The most used ones are: 
• Squared Energy :      
𝐸𝑘 =  �|𝑥𝑘(𝑖)|2𝑀
𝑖=1
 ( 3.9 ) 
• Root Mean Square Energy (RMSE) :      
𝐸𝑘 = �1𝑀�|𝑥𝑘(𝑖)|2𝑀
𝑖=1
 ( 3. 10) 
• Absolute Magnitude Energy :        
𝐸𝑘 =  �|𝑥𝑘(𝑖)|𝑀
𝑖=1
 ( 3. 11) 
• Log-Energy :     𝐸𝑘 = ∑ 𝑙𝑜𝑔10|𝑥𝑘(𝑖)|2𝑀𝑖=1  ,  ( 3.12 ) 
32  
where M  denotes the width of the window used to segment the speech into N numbers of frames, 𝑥𝑘(𝑖) represents the ith windowed speech sample in frame k , and Ek 
The squared energy measure suppresses low-frequency noise completely, and it is more stable than other measures. However, low energy segments, such as the weak fricatives and stop consonants, are likely to be deemphasized with the background noise. Thus, the squared energy provides very conservative edge point estimates and can be used to detect the voiced (mainly, vowel) portions of the words [25]. 
 is the energy of frame k. 
The RMS energy resembles the squared energy in the sense that it is a scaled version of the squared energy parameter. The square root operator, however, emphasizes low energy segments while deemphasizing higher energy ones, which also makes it behave similarly to the absolute magnitude energy. This characteristic in turn reduces the relatively large energy difference between voiced and unvoiced segments composing an utterance. The absolute magnitude energy represents a sum of the magnitudes of signal values in a given frame; hence, the weak unvoiced segments of the utterance are not deemphasized, and as a result, this quantity is capable of detecting information about the speech frame. However, some detection schemes may become unstable in strong noise cases since the background noise is not suppressed at all [25].  In the proposed algorithm, Log-Energy feature has been used, since the logarithm function results in a non-linear compression of signal amplitude and it is capable to detect the relatively weak amplitudes of the signal [25]. The normalized log-energy feature, corresponding to the word “Hot”, is depicted in Fig. 3.6.    
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           Figure 3.6: Waveform of the Word ”Hot”(Top Plot), and Corresponding Energy Curve (Bottom Plot).  3.4.2 Perceptual Linear Predictive Coefficients The Perceptual Linear Prediction (PLP) is a relatively new technique for the analysis of speech proposed by Hermansky in [26]. As opposed to the conventional linear predictive analysis (LP), the PLP analysis is known to be more consistent with the human auditory system. This technique uses three concepts from the psychophysics of hearing to derive the auditory spectrum estimation, viz.: (i) critical- band spectral resolution, (ii) equal-loudness curve and (iii) intensity-loudness power law. The auditory spectrum is then approximated by an autoregressive (AR) model. Fig. 3.7 shows a block diagram of PLP coefficients calculation of a speech segment.    
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         Figure 3.7: Block Diagram of Perceptual Linear Predictive (PLP) Analysis of Speech.    Below, we provide detailed explanation of each block of this technique:  I. Spectral Analysis The preprocessed speech segment is first transformed into the frequency domain by taking the Discrete Fourier Transform (DFT). Then, the short-term power spectrum 𝑃(𝜔) is obtained by squaring the absolute value of the DFT.  II. Critical-band Spectral Resolution  The power spectrum 𝑃(𝜔) of the signal is first warped along its frequency axis 𝜔 into the Bark frequency 𝛺 by the following equation [26]:   
𝛺(𝜔) = 6 𝑙𝑛 � 𝜔1200𝜋 + �� 𝜔1200𝜋�2 + 1�0.5�  ,                          ( 3.13 )  where 𝜔 is the angular frequency in rad/sec. Fig. 3.8 shows the mapping of the frequency to the Bark scale. 
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 Figure 3.8: The Bark Scale.  Subsequently, the resulting warped power spectrum is convolved with the critical-band masking curveψ(𝛺) defined by:  
ψ(𝛺) =
⎩
⎪
⎨
⎪
⎧
0,                                𝑓𝑜𝑟 𝛺 < −1.3102.5(𝛺+0.5) ,            𝑓𝑜𝑟 − 1.3 ≤ 𝛺 ≤ −0.51,                            𝑓𝑜𝑟 − 0.5 < 𝛺 < 0.510−(𝛺−0.5),                    𝑓𝑜𝑟 0.5 ≤ 𝛺 ≤ 2.50,                                    𝑓𝑜𝑟 𝛺 > 2.5 ⎭⎪⎬
⎪
⎫  ( 3.14 ) 
In practice, trapezoidal shaped filters are commonly applied to the power spectrum at bark intervals, where the Bark axis is derived from the frequency axis using the warping function given by Equation 3.13. The discrete convolution of ψ(𝛺) with (the even symmetric and periodic function) 𝑃(𝛺) yields samples of the critical-band power spectrum:  
𝜃(𝛺𝑖) = � 𝑃(𝛺𝑖 − 𝛺𝛺=2.5
𝛺=−1.3 )ψ(𝛺) ( 3.15 )  
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III. Equal-loudness Pre-emphasis The resulting 𝜃[𝛺(𝜔)] is pre-emphasized by the simulated equal loudness curve:    𝛯[𝛺(𝜔)] = 𝐸(𝜔)𝜃[𝛺(𝜔)] ( 3.16 )  where the function 𝐸(𝜔) approximates to the non-equal sensitivity of human hearing at different frequencies, thereby simulating the sensitivity of hearing at about the 4O-dB level. This function is given by [26]:  
𝐸(𝜔) = (𝜔2 + 56.8 ∗ 106)𝜔4(𝜔2 + 6.3 ∗ 106)2(𝜔2 + 0.38 ∗ 109) ,                         ( 3.17 )  which is a transfer function of a filter with asymptotes of 12 dB/oct between 0 and 400 Hz, 0 dB/oct between 400 and 1200 Hz, 6 dB/oct between 1200 and 3100 Hz, and 0 dB/oct between 3100 Hz and the Nyquist frequency. This function 𝐸(𝜔) is known to provide a close approximation in the range up to 5000 Hz [26].   IV. Intensity-loudness Power Law The last operation prior to the AR modeling is the cubic-root amplitude compression, which is performed according to:   Φ(𝛺) =  𝛯(𝛺)0.33 ( 3.18 )  This operation is an approximation to the power law of human hearing and it simulates the nonlinear relation between the intensity of sound and its perceived loudness [26].  V. Autoregressive modeling After all the previous operations, all signal components are perceptually equally weighted and a regular Linear prediction (LP) model can be estimated. In this step, the AR modelling is applied to the real part of the IDFT of  Φ(𝛺) by using the Levinson-Durbin algorithm. Note that the resulting AR parameters could be further transformed into a different set of parameters, such as spectral coefficients of the AR model [26]. 
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In this thesis, the order of the PLP model has been set to 5; since it has been found that the 5th
 
-order PLP analysis is consistent with the sensitivity of human hearing to changes in several important speech parameters [26]. As the representing feature, we take the mean value of the estimated coefficients.  Fig. 3.9 shows the normalized averaged PLP feature for the recording of the word “Hot”. 
          Figure 3.9: Waveform of the Word ”Hot”(Top Plot), and Corresponding PLP Curve (Bottom Plot).  3.4.3 Mel-Frequency Cepstral Coefficients  Cepstral analysis has been used extensively for feature extraction in speech recognition, and the most popular derivation of cepstral analysis combines the cepstrum with a nonlinear frequency-warping, known as the Mel-scale conversion. The resulting coefficients are called Mel-Frequency Cepstral Coefficients (MFCC). This technique has 
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been first developed by Davis et al. in [27] .The basic idea of using MFCCs is to obtain a feature representation which approximates the behaviour of the auditory system. It adopts the characteristics of a human ear which is commonly assumed to be sensitive to the frequencies in the range (300Hz-3400Hz). Besides, the human auditory system is also known to have higher resolution in lower frequencies as compared to higher frequencies. For example, humans can easily discriminate between closely spaced low frequency tones such as 300 and 350 Hz, but not between closely spaced high frequency tones such as 3000 and 3050 Hz. As a result, the Mel scale maps an acoustic frequency to a perceptual frequency scale (as shown in Fig 3.10).            Figure 3.10: The Mel Scale.  Fig. 3.10 shows that the mapping is linear below 1 kHz while being logarithmic above 1 kHz, and thus it mimics the spectral characteristics of the human ear. Formally, the mapping is computed according to the following formula [24]:  
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𝐹𝑀𝑒𝑙 = 2595. 𝑙𝑜𝑔10 �1 + 𝑓(𝐻𝑧)700 � ( 3.19 )  One useful way to create Mel-spectrum is to use a filter bank, which uses one filter per a desired Mel-frequency component. Typically, each filter in this bank has a triangular band-pass frequency response. Such filters compute the average spectrum around each center frequency with increasing bandwidths, as displayed in Fig 3.11.          Figure 3.11: Triangular Filters Used to Compute MFCC.  The computation of MFCC can be summarised in the following steps: 1. The spectral energy of each pre-processed frame is computed as :  𝑆𝑖 = |𝑆(𝑘)|2 ,    𝑖 = 0,1, … .𝑁/2 , ( 3.20 ) where S (k ) is the N -point DFT of the frame defined as :  𝑆(𝑘) = ∑ 𝑠(𝑛)𝑒−𝑗2𝜋𝑘𝑛 𝑁⁄ ,𝑁−1𝑛=0     𝑘 = 0,1, … .𝑁 − 1 ( 3.21 )  
Gain 1 
f[0] f[1] f[2] f[3] FFT bins 
H3[k] H2[k H1[k]  
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2. Next, the Mel-spectrum is obtained by multiplying the spectral energy of each band of the triangular Mel-weighting filters and integrating the result:  ?̃?𝑗 = ∑ 𝑆𝑖.𝐻𝑗(𝑖),𝑁/2𝑖=0    𝑗 = 0,1, … . , 𝐽 − 1 ( 3.22 ) where J is the total number of triangular Mel- weighting filters, 𝐻𝑗(𝑖), used. 3. Finally, the Mel-cepstrum (MFCC) is calculated by applying Discrete Cosine Transform (DCT)  to the logarithm of the Mel-spectrum as follows:  
𝑐(𝑛) = ∑ 𝑙𝑜𝑔𝐽−1𝑗=0 �?̃?𝑗� cos�𝜋𝑛2𝐽 (2𝑗 + 1)�,  𝑛 = 0,1, … . ,𝐶 − 1 ( 3.23 ) where C is the total number of cepstral coefficients.  Fig. 3.12 shows a block diagram of the computational process explained above.    Figure 3.12: Block Diagram of MFCC Computation Process.  In this thesis, C has been set to be equal to 20. As a speech feature, the minimum value of 
𝑐(𝑛) has been used. (As shown by the example of the word ”Hot” in Fig. 3.13).   
|DFT|2 Mel Filter Bank 𝑙𝑜𝑔(?̃?𝑗) DCT |𝑆(𝑘)|2 𝑠(𝑛) ?̃?𝑗 𝑐(𝑛) 
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           Figure 3.13: Waveform of the Word ”Hot”(Top Plot), and Corresponding MFCC Curve (Bottom Plot).  3.5 Speech Detection Having all the speech features computed, the final module estimates the speech bounds. In this thesis we propose an original formulation of the speech segmentation procedure based on the approach first proposed in [28] in the field of image segmentation. This approach is commonly referred to as Chan-Vese model for active contours.  Chan-Vese model is a powerful and flexible method used in image processing to perform image segmentation, including some types of images that are difficult to segment based on their edges and/or using their histograms as done in [29, 30, 31, 32]. The model is based on 
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an energy minimization problem, which can be efficiently solved using the level-set approach of [33]. This model is used in a wide range of applications, such as medical imaging [34], surveillance [35], robotics, control, just to name a few. In what follows, we provide a detailed description of our adaptation of this model and its assumptions to detect the speech endpoints successfully.   3.5.1 Problem Description  Let 𝜑(𝑡), with 𝑡 ∈ ℝ, be a 1-D analog of a level-set function in [33]. In this case:  𝜑(𝑡) ≤ 0 ,𝑓𝑜𝑟 𝑡 ∈ 𝐼
𝜑(𝑡) > 0 ,𝑓𝑜𝑟  𝑡 ∉ 𝐼   
,                                     (3.24) 
where  𝐼 is a closed subset of ℝ,  𝐼 ⊆ ℝ. In our case, we will use 𝐼 = [𝐿𝐵,𝑅𝐵], where 𝐿𝐵 and 
𝑅𝐵 indicate the beginning and the ending of an utterance, respectively.  A particularly convenient way to obtain such a function is in the form of a Signed Distance Function (SDF). The Signed Distance Function can be obtained mathematically by negating the values in the range (LB, RB) of the Distance Function 𝜑�(𝑡) defined by the following equation:    𝜑�(𝑡) = 𝑚𝑖𝑛{|𝑡 − 𝐿𝐵|, |𝑡 − 𝑅𝐵|} (3. 25)  Fig. 3.14 shows the Distance Function and its corresponding SDF.   
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         Figure 3.14: The Distance Function (Top Sketch), and its Corresponding Signed Distance Function (Bottom Sketch).  For practical reasons, instead of the whole  ℝ, we work with a measurement interval [0,𝑇], and assume that  𝐼 ⊂ [0,𝑇], and let 𝐼𝐶  be the complement of 𝐼 in [0,𝑇], i.e. 𝐼𝐶 = [0,𝑇]\𝐼. Then, given a speech feature 𝑢(𝑡), we assume the latter to have different mean values over 
𝐼 and 𝐼𝐶 . In this case, one could find an optimal 𝐼 through solving the following optimization problem:  
𝜉{𝐼} = �(𝑢(𝑡) − 𝜇𝑖𝑛)2
𝐼
𝑑𝑡 + �(𝑢(𝑡) − 𝜇𝑜𝑢𝑡)2
𝐼𝑐
𝑑𝑡  ,          (3.26) where  
𝜇𝑖𝑛 = � 𝑢(𝑡)𝑑𝑡
𝐶𝑖𝑛
� 𝑑𝑡
𝐼
�   (3.27) 
LB RB T 0 
𝜑�(𝑡) 
LB RB T 0 
𝜑(𝑡) 
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𝜇𝑜𝑢𝑡 = � 𝑢(𝑡)𝑑𝑡
𝐶𝑜𝑢𝑡
� 𝑑𝑡
𝐼𝑐
�   (3.28)  
𝜇𝑖𝑛 and  𝜇𝑜𝑢𝑡denote the mean values of 𝑢(𝑡) over 𝐼 and 𝐼𝐶  , respectively. In other words, we are looking for an optimal support 𝐼 of the useful speech signal which satisfies:  𝐼𝑜𝑝𝑡 = 𝑖𝑛𝑓{𝜉(𝐼)} (3. 29)  where the minimization is performed over all closed subset of [0,𝑇].  Obviously, the above problem entails a combinatorial solution, which is undesirable from the practical point of view. A much more efficient formulation is possible in terms of the SDF 𝜑(𝑡). In particular, let 𝐻(𝑡) be the Heaviside function defined by the following equation:  𝐻(𝑡) = �  1, 𝑡 ≥ 0  0, 𝑡 < 0   (3.30)  Then, the minimization over 𝐼 can be replaced by minimization over the SDF. In this case, the optimal 𝜑(𝑡) should minimize the following cost function:  
𝜉{𝜑(𝑡)} = �(𝑢(𝑡) − 𝜇𝑖𝑛)2𝑇
0
𝐻(−𝜑(𝑡))𝑑𝑡 + �(𝑢(𝑡) − 𝜇𝑜𝑢𝑡)2𝐻(𝜑(𝑡))𝑇
0
𝑑𝑡  (3.31) Note that 𝐻(−𝜑(𝑡)) is essentially the indicator function of 𝐼.  In order to minimize 𝜉{𝜑(𝑡)} with respect to 𝜑, we use the gradient-descent approach, which is given by a gradient flow equation of the form: 
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 𝜕𝜉(𝜑, 𝜏)
𝜕𝜏
= −𝛿𝜉(𝜑, 𝜏)
𝛿𝜑
 ,                                                 (3.32) where 𝜏 is an artificial time variable(iteration), and 𝛿𝜉 𝛿𝜑⁄  is the first variation of 𝜉( w.r.t. the level set function 𝜑). The latter can be shown to be given by:   
𝐸�𝜑(𝑡)� =  𝜕𝜉{𝜑(𝑡)}
𝜕𝜑
= 𝛿�𝜑(𝑡)�[(𝑢(𝑡) − 𝜇𝑜𝑢𝑡)2 − (𝑢(𝑡) − 𝜇𝑖𝑛)2] ,        (3.33)  where 𝛿(. ) is the distributive derivative of 𝐻(. ), i.e. the Dirac delta  function. In the discrete computation, we replace the partial derivative w.r.t. 𝜏 by its Euler approximation which results in:  𝜑𝑛+1(𝑡) = 𝜑𝑛(𝑡) − ∆𝑡𝐸(𝜑𝑛(𝑡) )  ,                         (3.34)  where ∆𝑡 is a step size and 𝑛 is an iteration index. After every update of 𝜑, we recomputed according to the following formulae:  
𝜇𝑖𝑛 = �𝑢(𝑡)𝐻(−𝜑(𝑡))𝑑𝑡𝑇
0
�𝐻(−𝜑(𝑡))𝑑𝑡𝑇
0
�   (3. 35)   
𝜇𝑜𝑢𝑡 = �𝑢(𝑡)𝐻(𝜑(𝑡))𝑑𝑡𝑇
0
�𝐻(𝜑(𝑡))𝑑𝑡𝑇
0
�   (3.36 ) The procedures of the proposed detection algorithm are further illustrated and summarized in subsection 3.5.4  3.5.2 Regularizations of the Heaviside and Dirac Delta Function Using the Heaviside and delta functions in Equations (3.33), (3.35), and (3.36) is impossible for practical reasons. To alleviate this problem, we replace 𝐻(𝑡) and 𝛿(𝑡) by their smooth approximations (regularizations). Specifically, in this thesis we use: 
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𝐻𝜀(𝑡) = �1,                                            𝑖𝑓 𝑡 > 𝜀0,                                         𝑖𝑓 𝑡 < −𝜀12 �1 + 𝑡𝜀 + 1𝜋 𝑠𝑖𝑛 �𝜋𝑡𝜀 �� , 𝑖𝑓 |𝑡| ≤ 𝜀    
 (3.37) 
 
𝛿𝜀(𝑡) = 𝐻𝜀′(𝑡) = �0,                               𝑖𝑓 |𝑡| > 𝜀12𝜀 �1 + 𝑐𝑜𝑠 �𝜋𝑡𝜀 �� , 𝑖𝑓 |𝑡| < 𝜀   (3.38 )  These approximations provide differentiability, resulting in a stable convergence, in the sense that they usually lead to a global minimum of the energy [28]. Fig. 3.15 shows the regularized Heaviside and Dirac delta functions with 𝜀 = 1.  3.5.3 Fusion of Different Features In order to enhance the performance of the algorithm, multiple different features {𝑢𝑘(𝑡)}𝑘=1𝑑  can be fused, (In our thesis we set 𝑑 to equal 3). In this case, the cost function and its first variation should be modified as given by:   
𝜉{𝜑(𝑡)} = ����𝑢𝑘(𝑡) − 𝜇𝑘𝑖𝑛�2𝑇
0
𝐻�−𝜑(𝑡)�𝑑𝑡 + �(𝑢𝑘(𝑡) − 𝜇𝑘𝑜𝑢𝑡)2𝐻(𝜑(𝑡))𝑇
0
𝑑𝑡�
𝑑
𝑘=1
 
 
 (3.39) 
 
𝐸�𝜑(𝑡)� = 𝜕𝜉{𝜑(𝑡)}
𝜕𝜑
=  𝛿�𝜑(𝑡)�.��(𝑢𝑘(𝑡) − 𝜇𝑘𝑜𝑢𝑡)2 − �𝑢𝑘(𝑡) − 𝜇𝑘𝑖𝑛�2�𝑑
𝑘=1
  (3.40)  Further, a set of weighting factors {𝛼𝑘}𝑘=1𝑑  can be assigned to indicate the importance of each feature compared to the others. Consequently, equation (3.40) can be modified to result in:  
𝐸�𝜑(𝑡)� = 𝜕𝜉{𝜑(𝑡)}
𝜕𝜑
=  𝛿�𝜑(𝑡)�.�𝛼𝑘 . �(𝑢𝑘(𝑡) − 𝜇𝑘𝑜𝑢𝑡)2 − �𝑢𝑘(𝑡) − 𝜇𝑘𝑖𝑛�2�𝑑
𝑘=1
  (3. 41)  
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                       Figure 3.15: Regularized Heaviside and Dirac Delta Functions.  
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 3.5.4 Summary of the Proposed Algorithm 1. Normalize the amplitude of the feature vectors to lie between 0 and 1, using an offset and linear scaling. 2. Initialize 𝜑𝑛=0 to some signed distance function  𝜑0. 3. Compute 𝜇𝑖𝑛 and 𝜇𝑜𝑢𝑡  for the three features by using Equations (3.35) and (3.36), respectively.  4. Update 𝜑𝑛+1 by solving the PDE of Equation (3.34). 5. Reinitialize 𝜑 to be the signed distance function to  {𝜑𝑛+1 = 0}.(Optional step) 6. Check the stationarity of the solution. If it is not stationary, 𝑛 = 𝑛 + 1 and go to step (3), else stop.  In practice, the process should be stopped when ‖𝜑𝑛+1 − 𝜑𝑛‖ < 𝜀, where 𝜀 is an experimentally-set threshold,  i.e., 𝜑 is not expected to change (except for some possible small numerical changes). Once an optimal 𝜑(𝑡) is computed, the associated support of the speech signal (utterance) can be recovered as:  𝐼 = {𝑡 |𝜑(𝑡) ≤ 0}                            (3.42)   
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Chapter 4 Experimental Validation   4.1 Performance Analysis To evaluate the performance of the proposed endpoint detection algorithm, two reference algorithms have been used for the purpose of comparative analysis. Specifically, the performance of the proposed algorithm is compared against that of the well-established and widely used algorithms of Rabiner and Sambur [5] and Huang and Yang [6]. Both the reference and the proposed algorithms have been applied to the same dataset under equivalent conditions (e.g., noise level, noise statistics, etc.). A quantitative comparison of the obtained results is presented in this chapter.  The speech segmentation boundaries, estimated using MATLAB by the proposed and reference algorithms, were compared against the boundaries obtained via manual segmentation by skilled personnel.  As a quantitative comparison metric we have used the relative amount by which the detected boundary 𝑥� differs from its corresponding manual value 𝑥. Formally, the Mean Squared Error (MSE) is defined as given by:  
𝑀𝑆𝐸 = 1
𝑁
.�𝑒(𝑖)2 = 1
𝑁
.�(𝑥(𝑖) − 𝑥�(𝑖))2𝑁
𝑖=1
𝑁
𝑖=1
 (4.1)  (4.1) where N is the number of estimates.  4.1.1  Support Database  The experimental results of this thesis have been obtained based on the dataset provided through Support Database [36], which is known to represent nearly all phonetic sounds of American English. This database contains hard types of phonemes to endpoint detection algorithms such as stops, frictions (fricatives), glides and nasals due to their low energy 
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content. So, using this database, we have been able to test the performance of our method for a broad range of the different types of phonemes. The database exploited in this study was composed of 68 audio recordings of the voice of a female speaker. Each recording consisted of between 3 to 6 words in addition to the sound of the phoneme represented by the given recording. All the recordings under processing have been acquired in a studio (i.e., clear signal). All the data sequences have been modified in the way described in [37]. Specifically, all the data file were first converted to the WAV (Waveform Audio File) format. Subsequently, the data sequences were down-sampled to the Nyquist rate of 4 kHz, followed by quantization to 16 bits resolution. Finally, all the recordings were segmented into individual words (with the exclusion of pure phonemes), resulting in a total of 326 audio signals.  4.1.2  Experimental Results A series of experiments have been carried out to analyze the performance of the proposed and the reference algorithms under different types of measurement conditions. Specifically, as an initial step, all the algorithms were applied to noise-free data. Table 4.1 summarized the resulting errors obtained by different methods under comparison. One can clearly see that, in terms of the mean squared error (MSE), the proposed algorithm outperforms the reference methods in detecting both the starting and the ending points of the speech segments. The “Overall MSE” column of Table 4.1, which is the average of the starting and the ending point MSE, presents the error reduction by 1.1% and 4.8% when compared to Rabiner and Huang algorithms, respectively. Table 4.1: MSE for various algorithms under comparison (SNR = Inf dB). Method Starting Point MSE Ending Point MSE Overall MSE Algorithm 1.9% 0.7% 1.3% Huang 6.3% 5.8% 6.1% Rabiner 2.1% 2.8% 2.4% 
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As the next step, the data signals were contaminated by various levels of three different types of measurement noises, viz. by white, pink, and car (Volvo) noise. All the noises have been taken from the NOISEX-92 database [38], followed by scaling their amplitude to set up a required value of SNR in the range from 0dB to 30dB. The results obtained in the case of white noise contamination are summarized in Fig. 4.1. Our algorithm is observably superior to the other algorithms, especially at low SNRs when detecting the starting points and at high SNRs when detecting the ending points. The overall error has also been measured and visualized in Fig. 4.1.  It can be seen that our algorithm outperforms the competitive algorithms at all SNR levels. Figures 4.2 and 4.3 show the results of the conducted experiments in case of pink noise and car noise, respectively. As evident from figures, our algorithm outperforms the reference methods, especially in detecting the ending points. As one can see, the proposed algorithm has the best overall MSE values, indicating a better performance of all compared endpoint detection methods. 
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 Figure 4.1: MSE of the proposed algorithm against the two reference algorithms with white noise added.  
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 Figure 4.2: MSE of the proposed algorithm against the two reference algorithms with pink noise added. 
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Figure 4.3: MSE of the proposed algorithm against the two reference algorithms with car noise added. 
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4.2 Multi-phoneme Comparison between Algorithms This section presents the results of a comparison between the three algorithms in terms of their mean square error (MSE) as they are applied to 14 basic types of American English phonemes: 3-element blend, affricate, back vowel, central vowel, diphthong, friction, front vowel, glide, l-blend, liquid, nasal, r-blend, s-blend, and stop sounds. The tests were performed in case of clean speech and with addition of the artificial noise (white, pink and car) as in the previous section. Results of the tests in case of noise-free speech can be found in Table 4.2 and Fig. 4.4 which translates the numerical results into graphical ones. We can see that the proposed algorithm provides more accurate estimation results than the reference algorithms, except in the case of detecting the starting point in stops, and the ending points in back vowels. Conducting tests in the presence of white noise resulted in the MSE values shown in Tables 4.3, 4.4, and 4.5, and their corresponding Figures 4.5, 4.6, and 4.7, which describe the behaviour of the proposed algorithm and other algorithms under three groups of SNRs. The first group represents low SNR (0dB≤ SNR<10dB), for which the performance of the methods are illustrated in Table 4.3 and Fig. 4.5. The results clearly show that the proposed algorithm results in the lowest overall MSE, as well as show an acceptable performance when detecting the starting and ending points, except at the s-blends and the3–element blends, respectively. Least fortunate performance of the proposed algorithm is observed on the second group (10dB≤ SNR<20dB) are at the back vowels, frictions, l-blends and the nasals when detecting the starting points and the central vowels when detecting the ending points. However, Fig. 4.6 and Table 4.4 demonstrate that the superior performance of the proposed algorithm on the rest of the phonemes as well as the enhancement of the overall error. As can be seen from Fig. 4.7 and Table 4.5, which represent the case of SNR equal to (20dB≤ SNR≤30dB), the results are the best among the three groups of SNR, since there 
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was only one phoneme “diphthongs” at which Huang’s algorithm was able to produce lower MSE than  ours when detecting the starting points.  For the case of pink noise, the results are summarized in Tables 4.6, 4.7 and 4.8 and their visualized Figures 4.8, 4.9, and 4.10 for the three groups of SNRs mentioned earlier. From theses tables and figures one can see that the proposed algorithm still outperforms the reference algorithms in almost each group of SNR and in almost each phoneme, with the following exceptions: 1. At low SNRs, the proposed approach has a slightly higher MSE than Rabiner’s algorithm when detecting the ending points of the diphthongs. While when detecting the starting points at medium SNRs, the MSE of diphthongs and stops were not the least among the others.  2. Also, the glide sounds of starting points of the last group of SNRs (high SNRs) are the only phoneme at which the proposed algorithms relinquish the lead.  Performing the same experiments in case of car noise resulted in the comparative metrics shown in Figures 4.11, 4.12 and 4.13 and their detailed Tables 4.9, 4.10 and 4.11. If we inspect them, we can find that our algorithm maintains the high performance as obtained with the other two types of noises. However, some exceptions can be found in each group of SNRs. At low SNRs, our algorithm are not the best when detecting affricates, frictions and r-blends of the starting points as well as the diphthongs of the ending points.  Also at medium SNRs, central vowels, glides and r-blends of the starting points and affricates of the ending points are the cases at which MSE of the proposed algorithm performs worse as compared to the other algorithms. The last group of SNR experiments shows that friction sounds of the starting points and affricates, r-blends and stops of the ending points are the weaknesses of our algorithm.    
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Table 4.2: MSE per phoneme type, in case of clean speech. 
Phoneme Type Method Mean Square Error Starting Point Ending Point Overall 3-ELEMENT  BLEND 
 
Algorithm Huang Rabiner 4.0% 15.2% 4.3% 0.2% 4.8% 3.0% 2.1% 10.0% 3.6% AFFRICATE Algorithm Huang Rabiner 1.7% 6.7% 2.7% 0.3% 7.4% 1.6% 1.0% 7.1% 2.2% BACK VOWEL Algorithm Huang Rabiner 2.0% 2.9% 2.6% 2.7% 2.7% 1.5% 2.4% 2.8% 2.1% CENTRAL VOWEL Algorithm Huang Rabiner 2.9% 3.1% 3.5% 0.1% 12.1% 2.1% 1.5% 7.6% 2.8% DIPHTHONG Algorithm Huang Rabiner 2.2% 2.2% 2.3% 0.4% 2.8% 0.8% 1.3% 2.5% 1.6% FRICTION Algorithm Huang Rabiner 0.6% 7.3% 0.8% 0.7% 9.6% 3.0% 0.6% 8.5% 1.9% FRONT VOWEL 
 
Algorithm Huang Rabiner 0.8% 1.5% 0.8% 0.7% 7.6% 1.2% 0.7% 4.6% 1.0% GLIDE Algorithm Huang Rabiner 2.7% 2.9% 2.8% 0.4% 4.1% 1.6% 1.6% 3.5% 2.2% L-BLEND Algorithm Huang Rabiner 1.6% 10.2% 1.6% 0.2% 5.4% 1.7% 0.9% 7.8% 1.7% LIQUID Algorithm Huang Rabiner 0.0% 1.9% 0.6% 0.3% 3.2% 3.0% 0.2% 2.6% 1.8% NASAL Algorithm Huang Rabiner 3.2% 6.4% 4.5% 2.8% 4.8% 7.2% 3.0% 5.6% 5.9% R-BLEND Algorithm Huang Rabiner 2.7% 4.1% 3.0% 0.8% 4.5% 3.0% 1.8% 4.3% 3.0% S-BLEND Algorithm Huang Rabiner 1.9% 18.3% 8.7% 0.2% 5.4% 6.6% 1.0% 11.8% 7.6% STOP Algorithm Huang Rabiner 1.7% 4.3% 1.4% 0.2% 4.0% 1.6% 1.0% 4.1% 1.5% 
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 Figure 4.4: MSE per phoneme type, in case of clean speech. 
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Table 4.3: MSE per phoneme type, in case of white noise (0dB ≤SNR<10dB). 
Phoneme Type Method Mean Square Error Starting Point Ending Point Overall 3-ELEMENT  BLEND 
 
Algorithm Huang Rabiner 9.5% 17.0% 9.6% 6.6% 7.8% 6.5% 8.0% 12.4% 8.0% AFFRICATE Algorithm Huang Rabiner 1.0% 1.2% 4.2% 4.9% 4.9% 5.1% 3.0% 3.0% 4.7% BACK VOWEL Algorithm Huang Rabiner 2.0% 20.7% 5.7% 11.3% 13.0% 29.6% 6.7% 16.8% 17.6% CENTRAL VOWEL Algorithm Huang Rabiner 1.0% 9.2% 1.9% 6.2% 6.2% 6.8% 3.6% 7.7% 4.4% DIPHTHONG Algorithm Huang Rabiner 1.2% 10.3% 5.5% 4.1% 4.2% 13.4% 2.6% 7.2% 9.5% FRICTION Algorithm Huang Rabiner 4.1% 17.5% 4.2% 11.5% 13.2% 13.9% 7.8% 15.3% 9.0% FRONT VOWEL 
 
Algorithm Huang Rabiner 2.3% 9.4% 3.4% 4.7% 5.0% 8.1% 3.5% 7.2% 5.7% GLIDE Algorithm Huang Rabiner 3.6% 13.5% 3.8% 8.6% 9.3% 18.3% 6.1% 11.4% 11.0% L-BLEND Algorithm Huang Rabiner 1.2% 5.8% 1.5% 11.4% 12.4% 13.5% 6.3% 9.1% 7.5% LIQUID Algorithm Huang Rabiner 4.5% 16.6% 4.5% 11.6% 12.4% 13.4% 8.1% 14.5% 9.0% NASAL Algorithm Huang Rabiner 2.1% 9.7% 2.1% 9.8% 10.0% 18.8% 5.9% 9.9% 10.4% R-BLEND Algorithm Huang Rabiner 3.7% 15.0% 3.8% 9.6% 9.6% 9.8% 6.6% 12.3% 6.8% S-BLEND Algorithm Huang Rabiner 12.9% 23.4% 10.3% 8.2% 8.7% 17.5% 10.5% 16.1% 13.9% STOP Algorithm Huang Rabiner 1.3% 23.1% 1.8% 6.3% 8.4% 7.0% 3.8% 15.7% 4.4% 
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 Figure 4.5: MSE per phoneme type, in case of white noise (0dB ≤SNR<10dB). 
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Table 4.4: MSE per phoneme type, in case of white noise (10dB ≤SNR<20dB). 
Phoneme Type Method Mean Square Error Starting Point Ending Point Overall 3-ELEMENT  BLEND 
 
Algorithm Huang Rabiner 3.0% 10.6% 9.9% 1.8% 3.3% 3.6% 2.4% 6.9% 6.7% AFFRICATE Algorithm Huang Rabiner 3.1% 6.0% 3.2% 2.4% 6.2% 6.5% 2.8% 6.1% 4.9% BACK VOWEL Algorithm Huang Rabiner 4.2% 2.9% 5.1% 3.0% 8.3% 3.8% 3.6% 5.6% 4.4% CENTRAL VOWEL Algorithm Huang Rabiner 0.7% 2.2% 1.0% 5.1% 9.7% 5.0% 2.9% 5.9% 3.0% DIPHTHONG Algorithm Huang Rabiner 1.0% 1.4% 1.2% 0.8% 6.3% 0.8% 0.9% 3.8% 1.0% FRICTION Algorithm Huang Rabiner 6.4% 17.6% 6.3% 12.3% 15.2% 15.3% 9.4% 16.4% 10.8% FRONT VOWEL 
 
Algorithm Huang Rabiner 0.5% 2.2% 0.6% 2.8% 3.3% 7.0% 1.6% 2.7% 3.8% GLIDE Algorithm Huang Rabiner 1.9% 2.9% 2.1% 2.8% 3.9% 3.4% 2.3% 3.4% 2.7% L-BLEND Algorithm Huang Rabiner 1.1% 2.8% 1.0% 5.5% 9.3% 7.6% 3.3% 6.0% 4.3% LIQUID Algorithm Huang Rabiner 0.4% 0.5% 3.3% 3.2% 13.1% 9.6% 1.8% 6.8% 6.4% NASAL Algorithm Huang Rabiner 5.8% 5.3% 10.7% 7.1% 9.9% 12.9% 6.5% 7.6% 11.8% R-BLEND Algorithm Huang Rabiner 2.4% 2.6% 2.5% 2.4% 8.8% 9.7% 2.4% 5.7% 6.1% S-BLEND Algorithm Huang Rabiner 2.3% 3.4% 11.7% 4.3% 5.6% 15.3% 3.3% 4.5% 13.5% STOP Algorithm Huang Rabiner 1.2% 5.6% 1.3% 2.6% 3.3% 7.0% 1.9% 4.4% 4.2% 
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 Figure 4.6: MSE per phoneme type, in case of white noise (10dB ≤SNR<20dB). 
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Table 4.5: MSE per phoneme type, in case of white noise (20dB ≤SNR<30dB). 
Phoneme Type Method Mean Square Error Starting Point Ending Point Overall 3-ELEMENT  BLEND 
 
Algorithm Huang Rabiner 1.5% 2.5% 8.3% 1.0% 8.5% 5.3% 1.2% 5.5% 6.8% AFFRICATE Algorithm Huang Rabiner 1.2% 1.3% 1.8% 1.0% 4.1% 3.1% 1.1% 2.7% 2.4% BACK VOWEL Algorithm Huang Rabiner 3.2% 3.2% 3.5% 2.9% 7.9% 7.4% 3.0% 5.5% 5.4% CENTRAL VOWEL Algorithm Huang Rabiner 3.2% 3.5% 3.6% 1.6% 6.4% 6.1% 2.4% 4.9% 4.8% DIPHTHONG Algorithm Huang Rabiner 1.7% 1.6% 1.8% 1.2% 4.0% 2.8% 1.5% 2.8% 2.3% FRICTION Algorithm Huang Rabiner 4.4% 5.0% 5.4% 6.6% 16.1% 15.2% 5.5% 10.5% 10.3% FRONT VOWEL 
 
Algorithm Huang Rabiner 1.3% 1.3% 1.7% 2.2% 6.2% 9.3% 1.7% 3.8% 5.5% GLIDE Algorithm Huang Rabiner 1.0% 6.7% 1.4% 1.1% 8.7% 6.4% 1.0% 7.7% 3.9% L-BLEND Algorithm Huang Rabiner 1.1% 1.1% 1.2% 0.5% 7.6% 4.3% 0.8% 4.3% 2.8% LIQUID Algorithm Huang Rabiner 0.3% 0.4% 1.7% 0.9% 7.4% 5.2% 0.6% 3.9% 3.4% NASAL Algorithm Huang Rabiner 3.0% 3.6% 3.3% 7.6% 14.4% 15.4% 5.3% 9.0% 9.3% R-BLEND Algorithm Huang Rabiner 2.3% 3.0% 2.7% 2.3% 8.4% 8.2% 2.3% 5.7% 5.5% S-BLEND Algorithm Huang Rabiner 2.4% 3.6% 11.8% 1.4% 6.1% 5.3% 1.9% 4.9% 8.5% STOP Algorithm Huang Rabiner 1.4% 1.7% 1.8% 0.4% 6.7% 6.4% 0.9% 4.2% 4.1% 
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 Figure 4.7: MSE per phoneme type, in case of white noise (20dB≤ SNR≤30dB).   
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Table 4.6: MSE per phoneme type, in case of pink noise (0dB≤ SNR<10dB).  Phoneme Type Method Mean Square Error Starting Point Ending Point Overall 3-ELEMENT  BLEND 
 
Algorithm Huang Rabiner 5.8% 10.4% 9.0% 3.4% 7.7% 3.4% 4.6% 9.0% 6.2% AFFRICATE Algorithm Huang Rabiner 0.4% 0.5% 0.9% 4.3% 8.6% 5.9% 2.4% 4.5% 3.4% BACK VOWEL Algorithm Huang Rabiner 1.8% 1.9% 2.1% 4.1% 9.1% 6.1% 2.9% 5.5% 4.1% CENTRAL VOWEL Algorithm Huang Rabiner 1.1% 1.8% 1.5% 4.8% 9.3% 4.8% 2.9% 5.5% 3.1% DIPHTHONG Algorithm Huang Rabiner 1.0% 1.2% 1.3% 2.2% 6.7% 1.5% 1.6% 3.9% 1.4% FRICTION Algorithm Huang Rabiner 2.1% 14.6% 2.4% 5.0% 8.9% 14.6% 3.6% 11.7% 8.5% FRONT VOWEL 
 
Algorithm Huang Rabiner 2.3% 2.4% 2.9% 4.7% 9.6% 7.0% 3.5% 6.0% 4.9% GLIDE Algorithm Huang Rabiner 1.5% 1.7% 2.3% 3.6% 10.6% 6.5% 2.6% 6.2% 4.4% L-BLEND Algorithm Huang Rabiner 0.7% 1.2% 0.8% 4.5% 18.6% 6.6% 2.6% 9.9% 3.7% LIQUID Algorithm Huang Rabiner 1.6% 1.9% 3.7% 2.5% 12.6% 4.3% 2.1% 7.2% 4.0% NASAL Algorithm Huang Rabiner 2.4% 6.5% 2.4% 9.9% 10.4% 12.1% 6.2% 8.5% 7.2% R-BLEND Algorithm Huang Rabiner 1.0% 1.7% 1.0% 4.2% 8.4% 8.0% 2.6% 5.0% 4.5% S-BLEND Algorithm Huang Rabiner 2.8% 11.3% 10.9% 7.7% 9.2% 17.6% 5.2% 10.3% 14.2% STOP Algorithm Huang Rabiner 1.0% 1.6% 1.0% 1.1% 5.6% 5.6% 1.0% 3.6% 3.3% 
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 Figure 4.8: MSE per phoneme type, in case of pink noise (0dB≤ SNR<10dB).   
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Table 4.7: MSE per phoneme type, in case of pink noise (10dB ≤SNR<20dB). 
Phoneme Type Method Mean Square Error Starting Point Ending Point Overall 3-ELEMENT  BLEND 
 
Algorithm Huang Rabiner 3.3% 4.5% 8.3% 2.1% 6.2% 4.7% 2.7% 5.4% 6.5% AFFRICATE Algorithm Huang Rabiner 0.6% 0.7% 0.7% 1.3% 3.8% 3.4% 1.0% 2.2% 2.1% BACK VOWEL Algorithm Huang Rabiner 0.5% 0.9% 0.7% 2.5% 6.8% 5.7% 1.5% 3.9% 3.2% CENTRAL VOWEL Algorithm Huang Rabiner 0.5% 0.7% 0.7% 2.5% 6.8% 5.8% 1.5% 3.8% 3.2% DIPHTHONG Algorithm Huang Rabiner 0.8% 0.9% 0.5% 0.9% 3.0% 1.7% 0.8% 1.9% 1.1% FRICTION Algorithm Huang Rabiner 1.4% 1.4% 1.6% 2.5% 10.1% 7.9% 1.9% 5.8% 4.8% FRONT VOWEL 
 
Algorithm Huang Rabiner 1.1% 1.1% 1.3% 1.8% 6.4% 6.6% 1.5% 3.7% 4.0% GLIDE Algorithm Huang Rabiner 0.3% 0.4% 0.5% 2.0% 6.5% 5.6% 1.2% 3.5% 3.0% L-BLEND Algorithm Huang Rabiner 0.5% 1.1% 0.7% 1.5% 7.2% 3.7% 1.0% 4.1% 2.2% LIQUID Algorithm Huang Rabiner 0.3% 0.4% 0.4% 1.8% 6.1% 4.9% 1.0% 3.3% 2.6% NASAL Algorithm Huang Rabiner 0.4% 0.4% 0.9% 5.8% 11.6% 9.5% 3.1% 6.0% 5.2% R-BLEND Algorithm Huang Rabiner 2.0% 2.5% 2.2% 2.2% 8.1% 6.3% 2.1% 5.3% 4.3% S-BLEND Algorithm Huang Rabiner 3.7% 4.0% 11.1% 1.7% 6.7% 8.5% 2.7% 5.4% 9.8% STOP Algorithm Huang Rabiner 1.2% 0.9% 0.7% 0.8% 6.1% 5.6% 1.0% 3.5% 3.2% 
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 Figure 4.9: MSE per phoneme type, in case of pink noise (10dB≤ SNR<20dB).  
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Table 4.8:  MSE per phoneme type, in case of pink noise (20dB ≤SNR≤30dB). 
Phoneme Type Method Mean Square Error Starting Point Ending Point Overall 3-ELEMENT  BLEND 
 
Algorithm Huang Rabiner 0.3% 0.7% 7.7% 0.8% 5.3% 4.6% 0.5% 3.0% 6.1% AFFRICATE Algorithm Huang Rabiner 0.6% 0.7% 0.8% 0.9% 1.6% 1.4% 0.7% 1.1% 1.1% BACK VOWEL Algorithm Huang Rabiner 0.9% 0.9% 0.9% 0.8% 1.4% 2.7% 0.8% 1.1% 1.8% CENTRAL VOWEL Algorithm Huang Rabiner 0.4% 0.5% 0.4% 0.9% 3.3% 3.8% 0.6% 1.9% 2.1% DIPHTHONG Algorithm Huang Rabiner 0.5% 0.6% 0.6% 0.8% 1.4% 1.5% 0.6% 1.0% 1.0% FRICTION Algorithm Huang Rabiner 0.7% 0.9% 1.2% 0.9% 5.1% 6.7% 0.8% 3.0% 4.0% FRONT VOWEL 
 
Algorithm Huang Rabiner 0.3% 0.2% 1.0% 0.6% 1.8% 1.8% 0.4% 1.0% 1.4% GLIDE Algorithm Huang Rabiner 1.3% 1.2% 1.1% 0.6% 2.9% 3.4% 0.9% 2.1% 2.3% L-BLEND Algorithm Huang Rabiner 0.7% 0.9% 0.7% 0.3% 3.0% 3.3% 0.5% 1.9% 2.0% LIQUID Algorithm Huang Rabiner 0.3% 0.4% 0.5% 0.5% 2.8% 4.8% 0.4% 1.6% 2.7% NASAL Algorithm Huang Rabiner 0.6% 1.3% 0.7% 3.9% 7.6% 8.6% 2.2% 4.5% 4.6% R-BLEND Algorithm Huang Rabiner 1.9% 2.2% 2.5% 1.1% 3.3% 4.3% 1.5% 2.8% 3.4% S-BLEND Algorithm Huang Rabiner 0.8% 1.3% 8.0% 0.8% 2.8% 4.5% 0.8% 2.1% 6.2% STOP Algorithm Huang Rabiner 0.5% 0.8% 0.7% 0.2% 3.4% 3.9% 0.4% 2.1% 2.3% 
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 Figure 4.10: MSE per phoneme type, in case of pink noise (20dB ≤SNR≤30dB). 
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Table 4.9: MSE per phoneme type, in case of car noise (0dB ≤SNR<10dB). 
Phoneme Type Method Mean Square Error Starting Point Ending Point Overall 3-ELEMENT  BLEND 
 
Algorithm Huang Rabiner 3.5% 3.9% 4.3% 2.2% 5.5% 3.0% 2.9% 4.7% 3.6% AFFRICATE Algorithm Huang Rabiner 2.7% 2.6% 3.3% 1.8% 2.6% 1.9% 2.2% 2.6% 2.6% BACK VOWEL Algorithm Huang Rabiner 1.7% 1.9% 2.2% 1.5% 7.1% 1.6% 1.6% 4.5% 1.9% CENTRAL VOWEL Algorithm Huang Rabiner 1.5% 1.6% 1.9% 2.3% 3.4% 2.5% 1.9% 2.5% 2.2% DIPHTHONG Algorithm Huang Rabiner 0.5% 0.9% 0.7% 1.2% 2.2% 0.9% 0.9% 1.5% 0.8% FRICTION Algorithm Huang Rabiner 1.0% 0.8% 1.0% 2.0% 5.6% 3.0% 1.5% 3.2% 2.0% FRONT VOWEL 
 
Algorithm Huang Rabiner 0.6% 1.1% 0.9% 1.3% 2.8% 1.5% 1.0% 1.9% 1.2% GLIDE Algorithm Huang Rabiner 1.2% 1.7% 1.2% 1.3% 4.2% 1.8% 1.3% 3.0% 1.5% L-BLEND Algorithm Huang Rabiner 1.6% 1.6% 1.9% 1.5% 4.7% 2.1% 1.5% 3.2% 2.0% LIQUID Algorithm Huang Rabiner 0.5% 0.8% 1.3% 2.7% 7.5% 3.4% 1.6% 4.2% 2.4% NASAL Algorithm Huang Rabiner 1.8% 2.9% 1.8% 5.0% 9.4% 7.1% 3.4% 6.1% 4.5% R-BLEND Algorithm Huang Rabiner 2.5% 3.1% 2.1% 2.8% 5.0% 3.0% 2.6% 4.0% 2.6% S-BLEND Algorithm Huang Rabiner 4.2% 5.7% 6.1% 1.9% 10.9% 7.5% 3.1% 8.3% 6.8% STOP Algorithm Huang Rabiner 0.5% 0.6% 0.5% 1.5% 2.7% 2.1% 1.0% 1.6% 1.3% 
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 Figure 4.11: MSE per phoneme type, in case of car noise (0dB ≤SNR<10dB).   
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Table 4.10: MSE per phoneme type, in case of car noise (10dB≤ SNR<20dB). 
Phoneme Type Method Mean Square Error Starting Point Ending Point Overall 3-ELEMENT  BLEND 
 
Algorithm Huang Rabiner 3.7% 4.6% 4.0% 1.7% 2.7% 3.0% 2.7% 3.7% 3.5% AFFRICATE Algorithm Huang Rabiner 0.4% 1.1% 0.6% 1.1% 1.0% 1.8% 0.7% 1.0% 1.2% BACK VOWEL Algorithm Huang Rabiner 1.7% 2.1% 1.9% 0.2% 2.8% 1.5% 1.0% 2.5% 1.7% CENTRAL VOWEL Algorithm Huang Rabiner 3.4% 3.3% 2.6% 1.2% 2.0% 2.2% 2.3% 2.6% 2.4% DIPHTHONG Algorithm Huang Rabiner 1.8% 3.3% 2.1% 0.6% 1.3% 0.8% 1.2% 2.3% 1.5% FRICTION Algorithm Huang Rabiner 0.5% 0.5% 0.7% 1.4% 2.7% 3.1% 0.9% 1.6% 1.9% FRONT VOWEL 
 
Algorithm Huang Rabiner 0.7% 0.9% 0.8% 0.8% 1.5% 1.1% 0.7% 1.2% 1.0% GLIDE Algorithm Huang Rabiner 2.1% 2.0% 2.1% 1.0% 1.7% 1.6% 1.6% 1.8% 1.9% L-BLEND Algorithm Huang Rabiner 1.7% 2.2% 1.8% 1.2% 2.1% 1.8% 1.5% 2.2% 1.8% LIQUID Algorithm Huang Rabiner 0.0% 1.0% 0.7% 3.1% 4.2% 3.2% 1.5% 2.6% 1.9% NASAL Algorithm Huang Rabiner 0.7% 2.0% 0.8% 2.1% 5.5% 7.7% 1.4% 3.7% 4.2% R-BLEND Algorithm Huang Rabiner 2.7% 2.6% 2.8% 1.7% 2.8% 3.1% 2.2% 2.7% 2.9% S-BLEND Algorithm Huang Rabiner 4.2% 5.3% 7.4% 1.7% 3.0% 5.6% 3.0% 4.2% 6.5% STOP Algorithm Huang Rabiner 0.5% 0.6% 0.6% 1.2% 1.4% 1.5% 0.9% 1.0% 1.1% 
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 Figure 4.12: MSE per phoneme type, in case of car noise (10dB ≤SNR<20dB).   
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Table 4.11: MSE per phoneme type, in case of car noise (20dB≤ SNR<30dB). 
Phoneme Type Method Mean Square Error Starting Point Ending Point Overall 3-ELEMENT  BLEND 
 
Algorithm Huang Rabiner 2.8% 3.0% 4.8% 1.3% 1.3% 3.3% 2.0% 2.1% 4.1% AFFRICATE Algorithm Huang Rabiner 0.6% 0.7% 0.7% 0.5% 0.4% 1.3% 0.5% 0.5% 1.0% BACK VOWEL Algorithm Huang Rabiner 0.7% 2.3% 0.8% 0.2% 0.7% 1.2% 0.4% 1.5% 1.0% CENTRAL VOWEL Algorithm Huang Rabiner 2.2% 3.2% 2.7% 0.3% 0.4% 1.3% 1.2% 1.8% 2.0% DIPHTHONG Algorithm Huang Rabiner 0.6% 3.5% 0.8% 0.3% 0.5% 0.8% 0.4% 2.0% 0.8% FRICTION Algorithm Huang Rabiner 0.3% 0.2% 0.6% 0.7% 1.0% 2.8% 0.5% 0.6% 1.7% FRONT VOWEL 
 
Algorithm Huang Rabiner 0.3% 0.3% 0.7% 0.4% 0.8% 1.1% 0.3% 0.5% 0.9% GLIDE Algorithm Huang Rabiner 1.8% 1.9% 1.8% 0.7% 0.7% 1.5% 1.2% 1.3% 1.6% L-BLEND Algorithm Huang Rabiner 1.8% 2.3% 1.9% 0.9% 1.3% 1.5% 1.3% 1.8% 1.7% LIQUID Algorithm Huang Rabiner 0.0% 2.0% 0.5% 1.2% 1.7% 2.6% 0.6% 1.8% 1.6% NASAL Algorithm Huang Rabiner 0.0% 0.0% 0.3% 2.1% 3.2% 7.2% 1.1% 1.6% 3.7% R-BLEND Algorithm Huang Rabiner 2.4% 2.5% 2.7% 1.5% 1.1% 2.6% 2.0% 1.8% 2.6% S-BLEND Algorithm Huang Rabiner 1.7% 2.0% 8.4% 1.0% 1.7% 3.1% 1.3% 1.8% 5.8% STOP Algorithm Huang Rabiner 0.7% 1.1% 0.7% 0.4% 0.3% 0.9% 0.6% 0.7% 0.8% 
76 
 
 Figure 4.13: MSE per phoneme type, in case of car noise (20dB ≤SNR≤30dB). 
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4.3 Summary This chapter presents the experimental work conducted to analyze the performance of the proposed endpoint detection algorithm. First, the overall performance has been compared to the reference algorithms in noise-free environment and in the presence of artificial noise contamination. In addition, extended comparisons have been investigated to evaluate the performance of the proposed algorithm and the reference algorithms as they applied to different types of American English Phonemes. In both sets of experiments, the proposed algorithm shows the best performance of all compared algorithm in most of the cases, as can be seen in the figures and tables provided in this chapter.     
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Chapter 5 Conclusion and Future Work  5.1 Conclusion The main contribution of this thesis is the introduction of a new method for speech endpoint detection. The proposed method presents a novel detection algorithm which has been derived from Chan-Vese algorithm [28] for image segmentation without edges. As opposed to edge-based image segmentation algorithms, Chan-Vese algorithm is based on solving an energy minimization problem, not on edges which are difficult to construct reliably in the presence of noise. In addition, our method has an ability to fuse numerous features of the speech signal, which allows one to find its endpoints in the presence of strong noises and uncertain transitions. In particular, Log-energy, PLP and MFCC features have been chosen along with multi-band spectral subtraction for enhancing the speech signal.  To quantitatively evaluate the performance of the proposed method, it was compared to two reference algorithms [5] and [6], which are discussed in details in Chapter 2. Extensive experiments involving different types of American English phonemes have demonstrated that the proposed method is more efficient than the reference algorithms. Even under conditions of severe noise contamination, the proposed method has also demonstrated reliable performance, as indicted by the metrics summarized in the provided tables and figures (see Chapter 4).  5.2 Future Work This work shows that speech endpoint detection is a wide area that has been explored by many researchers over the past decades. However, practical issues remain challenging, and much progress still needs to be done to solve the problem completely. 
79 
 
 Several paths to the continuation of this research can be outlined. First, further research might explore the performance of the proposed method using different techniques of speech enhancement such as nonlinear filters. Aside from conducting more research on the effect of speech enhancement techniques, another area to expand upon is investigating other types of features that would be more robust than those used in this thesis.  Another possible direction of future work is to evaluate and compare the performance of the proposed algorithm in combination with an edge- based image segmentation method, e.g. [29]. In addition, the proposed algorithm is considered as an off-line technique, and thus is not yet suitable for real-time processing. It would be more useful if the proposed algorithm can be modified to support real-time applications, e.g.  by using, [39]or [40].     
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