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Abstrat
The equilibrium distributions of probabilities providing maximality
of Renyi and Tsallis entropies are rederived. New S-forms of them are
found whih are normalised with orresponding entropies in ontrast
to the usual Z-forms normalised with partition funtions.
PACS: 05.10.Gg, 05.20.Gg, 05.40.-a
1 Introdution
Aording to the well-known maximum entropy priniple (MEP) developed
by Jaynes [1℄ for a Boltzmann-Gibbs statistis the distribution of probabili-
ties p = {pi} provides maximality of information entropy with an additional
onditions whih onsist in preassigning the average value U = 〈H〉p ≡∑
iHipi of the random quantity Hi and the requirement of normalisation
of p .
Then, the distribution {pi} is determined from the extremum of the
funtional
LG(p) = −
W∑
i
pi ln pi − β0
W∑
i
Hipi − α0
W∑
i
pi; (1)
where β0 and α0 are Lagrange multipliers. Its extremum is ensured by the
Gibbs anonial distribution, in whih β0 = 1/kBT0 and α0 + 1 is the free
energy.
Really, equating its funtional derivative to zero we get
δLG(p)
δpi
= − ln pi − β0Hi − α0 − 1 = 0. (2)
∗
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or
pi = e
−α0−1−β0Hi
(3)
With aount of normalization ondition
∑
i pi = 1 we get
eα0+1 = ZG ≡
∑
i
e−β0Hi (4)
and
pi = Z
−1
G e
−β0Hi
(5)
On the other side, multiplying equation (2) by pi and summing up over i ,
with aount of normalization ondition
∑
i pi = 1 we get
α0 + 1 = SB/kB − β0U (6)
and
pi = e
−SB/kB+β0U−β0Hi
(7)
When β0 = 1/kBT0 both equations (5) and (7) are equivalent due to defi-
nitions of a free energy F = U − T0S and F = −kBT0 lnZG . The first of
them, eq. (5), may be alled a Z-form and the seond one, eq. (7), a S-form
of the Gibbs' distribution.
2 MEP for Renyi entropy
If the Renyi entropy SR =
kB
1−q
ln
∑
i p
q
i is used instead of the Boltzmann
entropy the equilibrium distribution must provide maximum of the funtional
LR(p) =
1
1− q
ln
W∑
i
pqi − β
W∑
i
Hipi − α
W∑
i
pi, (8)
where β and α are Lagrange multipliers. Note that, in the q → 1 limit
LR(p) passes to LR(p) .
We equate a funtional derivative of LR(p) to zero, then
δLR(p)
δpi
=
q
1− q
pq−1i∑
j p
q
j
− βHi − α = 0. (9)
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Multiplying this equation by pi and summing up over i , with aount of
normalisation ondition
∑
i pi = 1 we get α =
q
1−q
− βU . Then, it follows
from equation (9) that
pi =

 W∑
j
pqj (1− β
q − 1
q
∆Hi)


1
q−1
, ∆Hi = Hi − U. (10)
Using one more the ondition
∑
i pi = 1 we get
W∑
j
pqj =
(
W∑
i
(1− β
q − 1
q
∆Hi)
1
q−1
)
−(q−1)
and, finally,
pi = p
(RZ)
i = Z
−1
R
(
1− β
q − 1
q
∆Hi
) 1
q−1
(11)
Z−1R =
∑
i
(
1− β
q − 1
q
∆Hi
) 1
q−1
This is the Renyi distribution in the Z-form. At q → 1 the distribution
{p
(R)
i } beomes the Z-form of Gibbs anonial distribution in whih the
onstant β = 1/kBT0 is the reiproal of the temperature.
To obtain the S-form of the Renyi distribution we an find that for the
Renyi distribution (11) SR = lnZR or rewrite the sum
∑
j p
q
j as
∑
j p
q
j =
exp{(1− q)SR/kB} . Then we get
p
(RS)
i = e
−SR/kB
(
1− β
q − 1
q
∆Hi
) 1
q−1
. (12)
At q → 1 this distribution beomes the S-form of Gibbs anonial distribu-
tion.
3 MEP for Tsallis entropy
When the Tsallis entropy was used firstly instead of the Boltzmann entropy
the equilibrium distribution was derived by Tsallis [2℄ in the form
pTi =
(1 + β(1− q)Hi)
1
q−1∑
i (1 + β(1− q)Hi)
1
q−1
, (13)
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This distribution was named later as the 1-st version of thermostatistis.
It was notied there that the parameter β was not a Lagrange multiplier
beause of the starting funtional was fored to be taken as
LT (p) = −
1
1 − q
(
1−
W∑
i
pqi
)
− αβ(q − 1)
W∑
i
Hipi + α
W∑
i
pi. (14)
Here, the question arises about forms of Lagrange multipliers αβ(q − 1)
and (+α) , but the main problem is that the funtional LT (p) does not pass
to the funtional (9) when q → 1 as the seond term in (13) vanishes.
It seems reasonable to suppose that just this diffiulty aused to introdue
the 3-rd version of nonextensive thermodynamis with the esort distribution
Pi = p
q
i/
∑
i p
q
i . The onsisteny of the transition to the esort distribution is
partly justified by the ondition onservation of a preassigned average value
of the energy U = 〈H〉es ≡
∑
iHi Pi , however other average values are to be
alulated with the use of the same esort distribution also, that ontradits
to the main priniples of probability desription.
For the generality sake, the resulted distribution of the Tsallis' 3-rd ver-
sion is reprodued here as
pT3i = Z
−1
T3

1− β(1− q)(Hi − U)/∑
j
(pT3j )
q


1
1−q
, (15)
ZT3 =
∑
i

1− β(1− q)(Hi − U)/∑
j
(pT3j )
q


1
1−q
(16)
where β is the true Lagrange multiplier in the orresponding variational
funtional of the 3-rd version.
Below, it will be shown that areful solution of the variational problem
for the 1-st version of thermostatistis gives rise to a probability distribution
whih doesn't seem to be less aeptable then pT3i .
Really, if we take the funtional
LT (p) =
1
1− q
(
W∑
i
pqi − 1)− β
W∑
i
Hipi − α
W∑
i
pi, (17)
and equate its funtional derivative to zero we get
δLT (p)
δpi
=
q
1− q
pq−1i − βHi − α = 0. (18)
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Multiplying this equation by pi and summing up over i , with aount of
normalisation ondition
∑
i pi = 1 we get α =
q
1−q
∑
i p
q
i − βU . Then, it
follows from equation (18) that
pi =

∑
j
pqj − β
q − 1
q
∆Hi


1
q−1
=

∑
j
pqj


1
q−1

1− β q − 1
q
∆Hi/
∑
j
pqj)


1
q−1
(19)
Using one more the ondition
∑
i pi = 1 we get
pi = p
TZ
i = Z
−1
T1

1− β q − 1
q
∆Hi/
∑
j
pqj


1
q−1
, (20)
ZT1 =
∑
i

1− β q − 1
q
∆Hi/
∑
j
pqj


1
q−1
(21)
This is my modifiation of the 1-st version of the Tsallis distribution in the Z-
form. It differs from the 3-rd version, eq. (15), by the signs before differenes
q−1 and doesn't invoke the esort distribution. In this respet it seems to be
muh more attrative then pT3 . At q → 1 the distribution pTZ beomes
the Z-form of the Gibbs anonial distribution.
It should be noted that both pT3 and pTZ are expliitly self-referential
in ontrast to pRS .
To obtain the S-form of the modified 1-st version of the Tsallis distribu-
tion we rewrite the sum
∑
j p
q
j in the upper line of eq. (19) in term of the
Tsallis entropy. Then we get finally
pi = p
TS
i =
(
1− (q − 1)(
ST
kB
−
β
q
U +
β
q
Hi)
) 1
q−1
. (22)
At q → 1 this distribution beomes the S-form of the Gibbs anonial
distribution.
4 Conlusion
In this artile, I derived and rederived some useful equations for equilibrium
probability distributions on the base of MEP for the Renyi and Tsallis en-
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tropies. I hope that they an abandon the use of esort distributions for
alulations of average values in favour of original distributions.
Besides, the new S-forms of the Renyi and Tsallis distributions are pro-
posed. They are normalised with the use of orresponding entropies but
not partition funtions. Theese forms may appear to be useful in different
appliations and in onstrution of new, non-Gibbsian, thermostatistis.
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