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RESUMEN 
La plataforma Raspberry Pi constituye un hardware de bajo coste con grandes 
capacidades como ordenador. Con un tamaño inferior al de la palma de la mano 
cuenta con un procesador ARM potente corriendo a más de 1 Gigahercio con una 
arquitectura RISC actual de 32 bits, una memoria RAM extensa y numerosos 
dispositivos de entrada salida actuales (controlador de video HDMI, puertos USB, 
controlador de tarjeta SD, Ethernet, uarts) así como una interfaz de pines de E/S 
configurables. 
 
Linux (Raspbian) es uno de los varios sistemas operativos disponibles para esta 
plataforma dotándola de la capacidad para funcionar incluso como ordenador de 
escritorio en base a sus prestaciones para la multimedia doméstica. 
 
No obstante, los sistemas operativos disponibles como Linux tienen una excesiva 
complejidad para permitir que los no especialistas de estos sistemas puedan tener 
una visión medianamente completa de cómo se aplican los conceptos básicos de 
sistemas operativos para el caso concreto de este diminuto ordenador. Por ese motivo 
cobra perfecto sentido la realización de un sistema operativo sencillo para la 
Raspberry Pi teniendo como objetivo de diseño primordial ser asequible a la 
compresión de los numerosos alumnos que han adquirido este ordenador gracias a 
su ajustado precio por debajo de los 40 dólares. 
 
Evidentemente el sistema debe reducir su extensión centrándose en los aspectos 
fundamentales: la gestión de la memoria, la gestión de los procesos, el abanico de 
las llamadas al sistema POSIX (simplificado) y el acceso a los ficheros ejecutables 
correspondientes a los programas de usuario. 
 
Como objetivo añadido, el sistema debe ser totalmente autosuficiente. Esto es que 
incluya los drivers básicos para su funcionamiento, siendo así prescindible el uso de 
una BIOS (inexistente en RPI) y permitiendo a los alumnos  entender la comunicación 
con el hardware hasta el nivel más alto de detalle. Estos drivers son: GPIO, uart, 
pantalla, timer y disco. 
 
Toda línea de código relativa a cualquier acción llevada a cabo en el sistema es 
consultable, no existen dependencias ni cajas negras. Se trata de sistema 
completamente desarrollado desde cero. 
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ABSTRACT 
The Raspberry Pi is a hardware environment that despite being affordable, it can work 
as a computer. Its size is less than a hand’s palm but it has an ARM processor running 
above one Gigahertz. It also has a RISC architecture of 32 bits, a vast RAM capacity 
and a lot of ports as HDMI video controller, USB ports, SD card driver, Ethernet or 
uart. In addition, it owns a pins interface of I/O that are configurable. 
Linux (Raspbian) is one of the available operating systems that are supported by 
Raspberry Pi. This software provides the possibility to work with a Raspberry Pi like a 
home computer because of its multimedia features. 
However, all available operating systems like Linux are really complex, so if we want 
to use it to teach to students it is not going to work very well. Young students are not 
able to understand how this OS work because they are too complex, and they will get 
lost trying to link the basic concepts that they know with the new knowledge that they 
are trying to acquire. 
That is the reason why it would be very useful the creation of a simple operating 
system for Raspberry Pi, although with teaching purpose. In this way this OS could be 
studied by owners of this small computer which Price is under 40 dollars. 
Obviously, this OS should be focused on the memory and process administration, 
simplifying the calls to the POSIX system and the access to executable files, as well. 
Furthermore, the OS is totally self-sufficient, as it includes the basic drivers so it can 
work, and making it possible that the user does not need a BIOS (unavailable in RPI) 
and making possible that students can understand the communication with the 
hardware in deep detail. These drivers are: GPIO, uart, screen, timer and disk. 
Every code line related to any action in the system can be checked, so there is 
no need for dependencies or black boxes. It is a totally new operating system 
developed from scratch. 
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INTRODUCCIÓN 
DESCRIPCIÓN DE CAPÍTULOS 
En este punto se presenta de forma resumida el contenido de cada uno de los 
capítulos que forman el documento.  
 
En el Capítulo 1, “Introducción”, se presenta de manera resumida en qué consiste el 
proyecto, cuáles son los objetivos que persigue, definiciones y acrónimos y esta 
descripción de capítulos. 
 
En el Capítulo 2, “Estado del arte”, se hace una rápida revisión de los fundamentos 
de los sistemas operativos, y se comentan las características más relevantes de 
algunos sistemas similares. 
 
En el Capítulo 3, "Gestión del proyecto", se explica la metodología seguida para la 
realización del proyecto, así como el software utilizado para el control de versiones.  
 
En el Capítulo 4, "herramientas de desarrollo", se realiza una exposición 
relativamente detallada de las tecnologías, compiladores, IDEs, etc. utilizados para el 
desarrollo del sistema. 
 
En el capítulo 5, “Diseño e implementación”, se realiza una exposición del diseño e 
implementación del sistema operativo, así como detalles de decisiones de diseño, 
comentarios de funcionamiento, estructuración del código, instalación, requisitos, etc. 
También se explica la estructuración en dioses que aparece en el índice. 
 
En el Capítulo 6, "Conclusiones", se exponen las conclusiones obtenidas al final del 
desarrollo del proyecto, así como futuras líneas de desarrollo y ampliación. 
 
En el Capítulo 7, "Licencia", se explica la licencia seleccionada para el proyecto y sus 
características legales desde la perspectiva del usuario, del desarrollador original y 
de futuros terceros desarrolladores. 
 
En el Capítulo 8, "Bibliografía y referencias", se recoge la bibliografía de consulta y 
enlaces URL a páginas web de interés para el proyecto. Se divide en bibliografía 
genérica (libros de sistemas operativos y programación), bibliografía técnica 
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(manuales de referencia de la arquitectura, procesador y periféricos) y referencias 
web. 
MOTIVACIÓN 
Es importante aclarar que este proyecto nació a mediados de 2015 como un hobby 
complementario a la formación académica y actividad laboral del autor. 
La informática es una disciplina en la que, con el tiempo, irremediablemente los 
diferentes paradigmas han aumentado su nivel de abstracción, comenzando desde el 
lenguaje máquina, lo más próximo al ordenador y más lejano a la comprensión 
humana; hasta el desarrollo de software persé utilizando complejas técnicas de 
reutilización de código, frameworks, bibliotecas, APIs, y, como no, los grandes 
sistemas operativos, las gigantescas arquitecturas de ejecución por antonomasia o, 
tal y como los denominó Andrew S. Tanenbaum en su libro Sistemas Operativos 
modernos. ‘máquinas extendidas’. 
Desde este punto de vista, quienes actualmente empezamos nuestro camino en este 
mundo tecnológico, nos encontramos en un nivel tal de abstracción que incluso 
nuestros propios programas nos resultan ajenos debido a que probablemente 
contengan más código prestado que propio y a que la mayoría de nuestras acciones 
se hagan a través de algún tipo de llamada, framework, servicio, etc. Del cual 
desconocemos su funcionamiento totalmente. Son las bien llamadas e 
indudablemente utilísimas “cajas negras”. Esto ha permitido mejorar enormemente 
los tiempos de desarrollo y contar con un código fiable, testado y de calidad.  
Sin embargo, para los más curiosos estas cajas suponen un gran reto o tentación; en 
mi caso particular, cuando realizaba cualquier acción desde dentro de mis programas, 
por ejemplo, algo tan simple como la escritura por pantalla, me preguntaba: “¿Cómo 
funciona?”, “¿Sabría escribir esa línea sin recurrir a esa función?”,  “¿realmente esa 
línea la estoy escribiendo yo?”. Y en último término en un nivel más filosófico: “¿Si 
estoy utilizando X bibliotecas, Y frameworks, Z APIs que componen más del 70% del 
programa, realmente mi programa es mío?”. Entonces mi curiosidad me empujó a 
querer saber, conocer y descubrir los secretos de dichas cajas negras. Cuanto más 
investigaba más me veía forzado a reducir el nivel de abstracción: de la llamada al 
cuerpo, del cuerpo a las rutinas internas, de las rutinas internas a las llamadas al 
sistema, de las llamadas al sistema a las rutinas de tratamiento del kernel y, una vez 
ahí, la curiosidad me empujó nuevamente hacia la siguiente frontera: Construir mi 
propio sistema operativo. 
En este punto, coincidiendo con el fin de mi etapa académica y aprovechando los 
avances que ya tenía en lo relativo a programación ‘bare-metal’ (programación 
directamente sobre el hardware) dentro de Raspberry Pi, decidí plantearlo como un 
proyecto de fin de carrera: un sistema operativo simple, sobre hardware actual y 
orientado a fines didácticos. 
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OBJETIVOS 
La necesidad de un sistema así en la enseñanza parece algo natural, ya que los 
sistemas operativos comerciales son enormemente complejos, y es difícil mostrar los 
detalles de su diseño y construcción sin tener que entrar en muchas complicaciones. 
Además, el acceso al código fuente puede ser complicado. 
Es cierto que existen ya algunos sistemas no muy complejos que están dedicados 
principalmente a la enseñanza. Un ejemplo claro de ello lo constituye el sistema 
operativo “Minix”, al menos en sus primeras versiones. Existe mucha información 
sobre el mismo para ser un buen candidato a ser utilizado como herramienta de apoyo 
en la enseñanza de los sistemas operativos. No obstante, desde cierto punto de vista, 
adolece todavía del inconveniente principal, su complejidad. Por ejemplo los fuentes 
de la versión 3.1.2a de Minix ocupan 32 Megabytes, siendo las versiones más 
actuales todavía más voluminosas. 
Por este motivo cobra perfecto sentido la realización de pequeños sistemas 
operativos a medida para la enseñanza tales como, por ejemplo, miSO y SO1, los 
cuales son utilizados actualmente en la Escuela Técnica Superior de Ingenieria de 
Sistemas Informáticos. 
Este tipo de sistemas, al ser pensados para este fin, son muy intuitivos para el alumno. 
No obstante, ambos están diseñados para correr en un tipo de ordenador “PC 
compatible” basado en el procesador Intel 8088/86 que, aunque es ya bastante 
antiguo, sigue vigente como modelo usado en la enseñanza mediante emulación con 
máquinas virtuales, Como por ejemplo: DOSBox, Qemu, Virtual PC, VirtualBox, 
VMWare, etc. Eso sólo si se pretende ejecutar el sistema cómodamente por encima 
de un sistema operativo como Windows, ya que siempre un sistema diseñado para el 
8086 puede ejecutarse en el ordenador físico, al ser los ordenadores actuales 
compatibles con esa arquitectura. 
Este proyecto no tiene como objetivo en ningún momento reemplazar a este tipo de 
sistemas en el contexto de enseñanza de un curso de fundamentos de sistemas 
operativos, ya que, a pesar de su anticuado hardware, desde la perspectiva del diseño 
son muy acertados para el aprendizaje. Más bien se pretende ofrecer una vía para 
que en un curso superior pueda verse cómo se aplican los conceptos en una 
arquitectura ARM actual, con periféricos actuales y en un entorno de hardware real 
no emulado.  
Es decir, se pretende crear un sistema operativo sencillo, que sirva de ejemplo para 
alumnos más avanzados de cómo pueden hacerse las cosas y de qué forma dichos 
conceptos son aplicados en una tecnología actual como es el caso de Raspberry Pi, 
con las complicaciones que ello supone.  
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Como valor añadido, esta memoria pretende acompañar la finalidad didáctica del 
proyecto siendo autoexplicativa. Se incluye información básica como definiciones, 
explicaciones aclaratorias, ejemplos, etc. para proporcionar a los lectores no 
especialistas una lectura menos ardua y fácil de seguir.  
DEFINICIONES Y ACRÓNIMOS 
DEFINICIONES 
En este apartado se definen los conceptos más utilizados a lo largo de este 
documento así como en el campo de los sistemas operativos en general. 
Sistema Operativo: Programa o conjunto de programas que efectúan la gestión de 
los procesos básicos de un sistema informático, y permite la normal ejecución del 
resto de las operaciones.   
Round-Robin: “Turno circular”. Es un método de planificación para seleccionar todos 
los elementos en un grupo de manera equitativa y en un orden, comenzando 
normalmente por el primer elemento de la lista hasta llegar al último y volviendo a 
empezar desde el primero.   
Bus: Sistema digital que transfiere datos entre los componentes de un ordenador o 
entre varios ordenadores.   
Kernel:  Parte fundamental de un programa, por lo general de un sistema operativo, 
que reside en memoria todo el tiempo y que provee los servicios básicos. Es la parte 
del sistema operativo que está más cerca de la máquina y puede activar el hardware 
directamente o unirse a otra capa de software que maneja el hardware. Normalmente 
el código del núcleo se ejecuta en un modo privilegiado disponible en la arquitectura 
utilizada. 
Driver: programa informático que permite al sistema operativo interactuar con un 
periférico, haciendo una abstracción del hardware y proporcionando una interfaz 
estandarizada para usarlo    
Cluster: Conjunto contiguo de sectores que componen la unidad más pequeña de  
asignación de espacio de almacenamiento en un disco.  
Phase-locked loop (PLL): Es un sistema de control que genera una señal de salida 
cuya fase está relacionada con la fase de una señal de entrada. Hay varios tipos 
diferentes; El más simple es un circuito electrónico que consiste en un oscilador de 
frecuencia variable y un detector de fase en un bucle de realimentación. El oscilador 
genera una señal periódica, y el detector de fase compara la fase de esa señal con la 
fase de la señal periódica de entrada, ajustando el oscilador para mantener las fases 
igualadas. 
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ACRÓNIMOS 
 
ACRÓNIMO SIGNIFICADO 
RISC Reduced Instruction Set Computer 
CISC Complex Instruction Set Computer 
ISA Instruction Set Architecture 
ABI Application Binary Interface 
UNIX Lo contrario de MULTICS 
MS-DOS MicroSoft Disk Operating System 
OSDev Operating System Development 
SJF Shortest Job First 
FCFS First Come First Served 
SPN Shortest Process Next 
SRTN Shortest Remaining Time Next 
LSP Lottery Scheduler Planning 
PLL Phase-locked Loop 
BCM BroadCoM 
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CPU Central Processing Unit 
GPU Graphics Processing Unit 
RAM Random Access Memory 
SDRAM Synchronous Dynamic Random-Access Memory 
RTI Rutina de Tratamiento de Interrupción 
E/S Entrada / Salida 
IDE Integrated Development Environment 
USB Universal Serial Bus 
SoC System on a Chip 
VMSA Virtual Memory System Architecture (Término de ARM) 
MMU Memory Management Unit 
TLB Translation Lookaside Buffer  
SBZ Should Be Zero 
FLD First Level Descriptor 
SLD Second Level Descriptor 
BIOS Basic Input/Output System 
MIT Massachusetts Institute of Technology 
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BSD Berkeley Software Distribution 
GNU GNU's Not Unix! 
GPL General Public License  
POSIX Portable Operating System Interface Unix 
FAT-32 File Allocation Table de 32 bits 
ROM Read Only Memory 
EPROM Erasable Programmable Read Only-Memory  
RODATA Read Only Data 
BSS Block Storage Start o Block Started by Symbol (Bloque de 
Variables no Inicializadas) 
SP Stack Pointer 
PC Program Counter 
FP Frame Pointer 
SPSR Saved Program Status Register 
CPSR Current Program Status Register 
GCC GNU Compiler Collection 
ELF Executable and Linkable Format 
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IMDB In Memory DataBase 
MBR Master Boot Record 
PBR Partition Boot Record 
ETSISI Escuela Técnica Superior de Ingeniería de Sistemas 
Informáticos 
RAE Real Academia Española 
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ESTADO DEL ARTE 
SISTEMAS OPERATIVOS 
La RAE define a un sistema operativo como:  “Programa o conjunto de programas 
que efectúan la gestión de los procesos básicos de un sistema informático, y permite 
la normal ejecución del resto de las operaciones”. 
Esta definición resulta bastante clara pero aun así en algunas ocasiones es difícil 
entender cuáles son las funciones que realiza el sistema operativo.  
Por un lado el sistema operativo extiende la máquina real, ampliando las posibilidades 
que ofrece y ocultando su complejidad interna. Por otro lado el sistema operativo 
actúa como un gestor de recursos. El sistema operativo debe responder de forma 
flexible a las diferentes cargas de trabajo que generan las aplicaciones que 
ejecutamos. En este punto entrarían las labores de gestión de memoria, de procesos 
y de E/S. 
El sistema operativo nos presenta una máquina extendida que dispone de 
características que nos permiten trabajar de una forma cómoda y sencilla, sin 
necesidad de hacer frente a la complejidad interna del mismo. 
Esta abstracción la podemos encontrar en operaciones tan simples como la entrada 
y salida sobre un disquete. La controladora de disco de un ordenador encierra una 
gran complejidad. Para llevar a cabo una operación de lectura o escritura en el 
sistema operativo hay que programar muchas instrucciones a muy bajo nivel. 
También habría que llevar un control de los sectores, pistas y cabezas que componen 
el disquete a nivel físico. De esta manera el sistema operativo ofrece una capa de 
abstracción que permite ocultar la forma en la que se implementan las funcionalidades 
que ofrece, dejando de cara al usuario una capa más intuitiva y manejable. 
A continuación se explican los conceptos o abstracciones que podemos encontrar 
generalmente en los sistemas operativos: 
Procesos: Un proceso es un programa en ejecución. Cada proceso tiene asociado 
un espacio de direcciones en memoria donde el proceso puede leer o escribir. En este 
espacio se encuentra información relativa al proceso tal como el programa ejecutable, 
los datos y la pila.  También hay asociados al proceso un conjunto de registros, tales 
como el contador de programa, el de pila, etc., así como el resto de información 
necesaria para ejecutar el programa. 
En el momento en el que se suspende la ejecución de un proceso, para reanudarse 
en el mismo punto donde se suspendió, el sistema operativo debe guardar toda la 
información necesaria en algún lugar. Aquí entra en juego la “tabla de procesos”, 
cuyos elementos se conocen como “descriptores de proceso”. Esta tabla la 
implementan la mayoría de sistemas operativos.  
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Las llamadas al sistemas relativas a procesos son las encargadas de crear y terminar 
procesos. Generalmente, cuando un proceso crea a otro, a este último se le conoce 
como proceso hijo. Si a su vez este proceso hijo crea otro proceso y así 
sucesivamente, se irá formando un árbol jerárquico de procesos. 
En algunas ocasiones varios procesos pueden trabajar en conjunto en algún trabajo 
y necesitan llevar a cabo una comunicación entre sí para sincronizarse. Para este fin, 
el sistema operativo dispone de un servicio de comunicación de procesos. Existen 
llamadas al sistema para solicitar o liberar memoria, esperar por la terminación de 
otro proceso, cambiar la imagen de memoria de un proceso, etc. 
Las “señales” constituyen una herramienta muy útil para el sistema operativo. El 
sistema operativo mediante el uso de esta técnica puede enviar una señal de alarma 
a un proceso cuando este ha consumido un cierto lapso de tiempo. La señal actúa 
haciendo que el proceso suspenda temporalmente su actividad, ejecutándose a 
continuación un procedimiento específico de tratamiento de señal. Cuando el 
tratamiento finaliza, el proceso reanuda su actividad justo en el punto donde fue 
interrumpido. 
Las señales son el equivalente a las interrupciones del hardware. Las señales pueden 
ser generadas por múltiples causas. Entre las señales que se generan podemos 
encontrar las enviadas por el sistema operativo al proceso que provoca una excepción 
por una dirección inválida. 
Para identificar al usuario que ejecuta un proceso en particular, a los usuarios de un 
sistema se les suele asignar un identificador (UID). Lo mismo sucede con los 
procesos, que son identificados mediante otro identificador (PID). Gracias a estos 
identificadores el sistema puede determinar quién ha ejecutado un proceso en 
particular, también pude evitar que un proceso lleve a cabo funciones no permitidas. 
El sistema operativo ofrece herramientas tales como semáforos, buzones, etc. Estas 
herramientas permiten resolver el problema de las condiciones de carrera, es decir 
de los errores dependientes del tiempo.  
Gestión de memoria: Comúnmente, los sistemas operativos suelen alojar más de un 
proceso en memoria. Esto implica la necesidad de establecer algún mecanismo de 
protección para evitar que los procesos interfieran entre sí. El SO lleva a cabo este 
control utilizando mecanismos hardware como la MMU. 
El espacio de direcciones de los procesos requiere una atención especial. 
Normalmente un proceso dispone de un conjunto limitado de direcciones de memoria. 
En el más simple de los casos todo el espacio de direcciones del proceso cabría 
íntegro en la memoria principal disponible. Sin embargo, puede darse el caso de que 
el espacio disponible en memoria principal no sea suficiente para albergar el espacio 
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de direccionamiento del proceso en su totalidad. Este problema no tenía solución en 
los  en los sistemas operativos más antiguos, pero gracias a la técnica de memoria 
virtual actualmente es posible gestionar el espacio de direcciones de un proceso, 
manteniendo parte del mismo en memoria principal y otra parte en el disco, 
intercambiando bloques desde un punto a otro según sea necesario. 
Entrada/Salida: Hay muchos tipos de dispositivos: el teclado, la pantalla, la 
impresora, el ratón, etc. Es responsabilidad del sistema operativo la gestión de estos 
dispositivos. Una parte del software necesario para gestionar estos dispositivos puede 
ser común en todos ellos y otra parte puede ser específica para cada dispositivo en 
concreto.  
Ficheros: El sistema de ficheros es una parte fundamental del sistema operativo. Es 
necesario ocultar al programador las particularidades de los discos y otros dispositivos 
para ofrecer de esta forma un modelo abstracto, intuitivo y agradable de ficheros. 
Naturalmente serán necesarios servicios para crear, leer y escribir ficheros. 
Los directorios permiten alojar los ficheros y mantenerlos agrupados. Los directorios 
pueden formar una jerarquía en árbol, como también sucede con los procesos. Dentro 
de la jerarquía todo fichero puede ser especificado por su ruta (path). Esta ruta puede 
ser especificada desde la raíz o bien desde el directorio de trabajo. 
RASPBERRY PI 
Raspberry PI es un ordenador de tamaño muy reducido, desarrollado por la 
Fundación Raspberry PI en el Reino Unido, con un coste muy bajo y con el objetivo 
de estimular la enseñanza de la Informática. Por estos motivos es la plataforma idónea 
sobre la que construir este proyecto. 
Aunque es un producto con propiedad registrada su uso es libre, de ahí que tiene el 
control de la plataforma pero se puede usar libremente tanto a nivel particular como 
educativo. No obstante su software si es open source. Así su sistema operativo oficial 
es una versión adaptada de Debian (Raspbian). Además permite usar otros sistemas 
operativos, incluido una versión de Windows 10. Han incluido en todas sus versiones 
un procesador Broadcom, una memoria RAM, una GPU, puertos USB, HDMI, 
Ethernet (A excepción del primer modelo), 40 pines GPIO y un conector para cámara. 
En las más recientes se ha incorporado una tarjeta MicroSD 1.9. 10. 
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Tabla  1: Tipos de RPIs. 
 
También existe otra gama de placas denominadas Raspberry Pi Zero que son mucho 
más pequeñas y menos potentes pero son muy atractivas ya que tienen menos gasto 
y un precio muy reducido. Son ampliamente utilizadas en proyectos de domótica. 
 
El escritor sobre tecnología, Glyn Moody, describió el proyecto en mayo de 2011 como 
un “potencial Micro 2.0” en la cadena de noticias internacional BBC , no para 
reemplazar a las computadoras personales sino como algo suplementario. Alex Hope, 
coautor de Next Gen Report, sentía esperanzas de que el Raspberry Pi animaría a 
los niños a aprender a programar, en vez de a usar aplicaciones ya creadas. El Centro 
de la historia de la computación da un fuerte apoyo al proyecto y sugiere que podría 
“marcar el comienzo de una nueva era”. Antes del lanzamiento del Raspberry Pi, la 
placa fue mostrada por el CEO de ARM, Warren East, en un evento en Cambridge, 
haciendo referencia a la filosofía de Google de mejorar la enseñanza de ciencias y 
tecnología de la computación en el Reino Unido. Harry Fairhead sugiere que se 
tendría que dar más énfasis en mejorar el software educativo en el hardware actual, 
usando herramientas como Google App Inventor, para volver a enseñar programación 
en las escuelas, en vez de sacar nuevos sistemas. Simon Rockman, que escribe en 
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el blog ZDNet opinaba que los adolescentes tienen “mejores cosas que hacer”, a 
pesar de lo que ocurrió en los 1980. 
A través de Google, en enero de 2013, con la ayuda de otros 6 socios, se hizo saber 
que se repartirían 15.000 placas entre estudiantes del Reino Unido que mostraran 
motivación por las ciencias de la computación. En junio de 2014, TECHBASE, 
empresa polaca de automatización industrial diseñó el primer ordenador industrial del 
mundo basado en el Compute module de RPI, llamado ModBerry. El dispositivo tiene 
numerosas interfaces, especialmente puertos seriales RS-485/232, entradas y salidas 
digitales y analógicas, interfaces CAN y 1-Wire, los cuales son ampliamente utilizados 
en la industria de automatización. Este diseño es usado en entornos industriales 
exigentes, por lo que Raspberry Pi no está limitada a proyectos de hogar y ciencias, 
sino que puede ser ampliamente utilizado como solución de internet de las cosas de 
manera industrial y alcanzar los objetivos de la industria del futuro. 
Pero también tiene su contraparte, otros muchos proyectos de código abierto han 
criticado que hubiera poca documentación sobre el hardware (en la sección de 
preguntas frecuentes de la web de Raspberry Pi se explica que no se va a lanzar la 
hoja de datos o datasheet completa para el SoC BCM2835), lo cual permitiría portar 
otros sistemas operativos a Raspberry Pi fácilmente. En el caso concreto del autor de 
este proyecto, se suma a la crítica añadiendo también que los cambios entre 
versiones de las placas tienen un bajo nivel de retrocompatibilidad. 
 
 
Imagen 2: RPI modelo B+ usada en el proyecto. 
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OTROS SISTEMAS OPERATIVOS PARA LA ENSEÑANZA 
MISO-A Y SO1 
MISO-A y SO1 son dos sistemas operativos orientados a la enseñanza en la ETSISI 
y utilizados actualmente para la docencia de la asignatura de sistemas operativos en 
dicha escuela. Como se ha mencionado anteriormente, ambos sistemas son “PC 
compatible”, basado en el procesador Intel 8088/86, que aunque es ya bastante 
antiguo, sigue vigente como modelo usado en la enseñanza mediante emulación de 
máquinas virtuales, como por ejemplo: DOSBox, Qemu, Virtual PC, VirtualBox, 
VMWare, etc. Aunque dada la retrocompatibilidad de los PCs también podrían 
ejecutarse físicamente sobre los ordenadores personales actuales. 
Sin embargo, esto incluye algunas pequeñas desventajas como la necesidad de 
utilizar punteros largos o dobles palabras debido a la longitud de registro de 16 bits 
de la época. 
Desde este punto vista y como se ha explicado en la sección de objetivos, este 
proyecto no pretende reemplazar a sistemas como MISO-A ni SO1 en su ámbito de 
aplicación sino más bien enfocarse en un curso avanzado donde se requiera o 
interese aplicar los conceptos básicos de sistemas operativos en un entorno actual 
con una arquitectura ARM RISC. 
 
Imagen 3: sistema operativo miSO ejecutando un proceso. 
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Imagen 4: Sistema operativo SO1 en el ordenador portátil de un alumno. 
MINIX 
Minix es un sistema operativo de código abierto, diseñado para ser muy fiable, flexible 
y seguro. Este sistema operativo tipo UNIX fue desarrollado por Andrew S. 
Tanenbaum en 1987, el cual también distribuyó su código fuente. Fue creado 
principalmente para la enseñanza del diseño de sistemas operativos, ya que el 
sistema Unix estaba bajo restricciones de licencia de AT&T y era demasiado 
complejo. Gracias a su pequeño tamaño, su diseño basado en el concepto de “micro 
núcleo” y la amplia documentación disponible, resulta bastante adecuado para todo 
aquel que desee un sistema Unix para su PC, así como también para aprender sobre 
su funcionamiento interno.  
 
Tabla 5: Estructura de niveles de Minix 
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Minix Está formado por un conjunto de procesos (denominadas tareas) que se 
comunican entre sí y con los procesos de usuario a través de unas primitivas de 
comunicación de paso de mensajes tipo “rendez vous” (comunicación síncrona). 
Existen restricciones de comunicación entre niveles, por ejemplo el nivel de usuario 
(3) no puede comunicarse con los niveles inferiores 0 ó 1. Seguidamente se detallan 
las funciones de cada una de los niveles: 
Nivel 0: Atender Interrupciones, planificar tareas y procesos y manejo y validación del 
paso de mensajes.  
Nivel 1: En él corren las tareas de entrada salida (manejadores de dispositivo) y la 
tarea del sistema (tiene funciones especiales no asociadas a ningún dispositivo). 
Tanto las tareas de nivel 0, como las del nivel 1, forman un único ejecutable (kernel), 
el cual corre en modo supervisor.  
Nivel 2: En el corren los procesos servidores (gestores) de Minix. El Gestor de 
memoria, el Gestor de ficheros y el Gestor de red. Tiene un nivel de privilegio menor 
que las tareas pero mayor que los procesos de usuario. El Gestor de Memoria atiende 
todas las llamadas relacionadas con procesos y memoria: fork, exec, brk, etc. El 
Gestor de ficheros, atiende las de ficheros: open, read, etc.  
Nivel 3: En este nivel corren los procesos “init” e “intérprete de comandos” (Shell), así 
como el resto de aplicaciones de usuario con el nivel de privilegio más bajo.   
 
 
Imagen 6: Logotipo de Minix. 
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GESTIÓN DEL PROYECTO 
METODOLOGÍA 
Debido a la complejidad que conlleva la creación de un sistema operativo, suele 
requerir un proyecto, la gestión de muchos recursos y en general todo un equipo de 
trabajo. 
En un proyecto de cierto tamaño es necesario realizar trabajos complejos, tanto a 
nivel técnico como administrativo, por estos motivos surge, en parte, la Ingeniería del 
Software. Es necesario seguir ciertas etapas en la creación del software y para que 
el proyecto concluya con éxito, es fundamental aplicar metodologías de desarrollo 
propias de la Ingeniería del Software. Por destacar algunas, “Extreme Programming”, 
“Feature Driven Development (FDD)”, “Scrum”, etc. 
Independientemente de la metodología utilizada, siempre se aplica un modelo de 
“ciclo de vida”. En muchos casos es frecuente aplicar híbridos formados al juntar 
diferentes metodologías de trabajo, o incluso una metodología propia. 
Las etapas mínimas que se han de cumplir en el proceso de desarrollo son: 
● Captura, análisis y especificación de requerimientos 
● Diseño 
● Codificación 
● Pruebas (Tanto unitarias como de integración) 
● Instalación y paso a producción 
● Mantenimiento 
El nombre de las etapas puede diferir en función de la metodología aplicada. 
Las etapas se pueden dividir a su vez en sub-etapas, siendo el “Modelo de ciclo de 
vida” el que define el orden de las mismas.  Algunos de los modelos más conocidos 
son: "Modelo en cascada o secuencial", "modelo espiral" y "modelo iterativo 
incremental". 
El “modelo en cascada” es poco atractivo para desarrollos muy largos, ya que para 
aplicarlo se requiere un conocimiento previo y absoluto de los requisitos, además de 
que estos no pueden cambiar. Por estas razones se considera que este modelo es 
más apropiado en desarrollos cortos. 
Este modelo es poco flexible, ya que no existe ningún mecanismo de vuelta a atrás 
en el paso de una etapa a otra. Por ejemplo, para pasar de la fase de diseño a la fase 
de codificación se requiere que el diseño sea perfecto. 
El funcionamiento de este modelo se ve reflejado en el siguiente esquema: 
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Figura 7: Modelo de cascada puro. 
Una variante del anterior modelo, es el “modelo de cascada retroalimentado”. Esto 
facilita el “volver a atrás” de una etapa a otra si fuese requerido. 
 
Figura 8: Modelo de cascada retroalimentado. 
Si existen pocos cambios este modelo resulta bastante efectivo. En el caso de que 
haya bastantes cambios, sería conveniente escoger otro modelo más ágil. 
Los modelos vistos no tienen en cuenta la evolución temporal del software. Son 
necesarios modelos orientados a la evolución temporal, donde se tiene una idea 
general de los requisitos centrales del proyecto, aunque no tanto de sus detalles. 
Estos modelos son los denominados “modelos evolutivos”, los cuales permiten 
desarrollar versiones cada vez más completas, las cuales se van aproximando cada 
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vez más al objetivo final. Dentro de este grupo se encuentran el “modelo iterativo 
incremental” y el modelo espiral”. El esquema siguiente muestra el funcionamiento de 
un ciclo iterativo incremental:  
 
 
Figura 9: Modelo genérico evolutivo incremental. 
El ciclo iterativo incremental permite entregar versiones parciales conforme se va 
construyendo el producto final. Cada versión realizada incorpora a las anteriores las 
funcionalidades y requisitos analizados. 
El “modelo espiral”, que es el utilizado en este desarrollo, es otro modelo evolutivo 
que fusiona la naturaleza del modelo de construcción de prototipos (MCP) con las 
características controladas y sistemáticas del “modelo en cascada”. Este modelo se 
construye en una serie de versiones incrementales. El modelo se divide en “regiones 
de tareas”, las cuales son actividades de marco de trabajo.  
De estas regiones suele haber entre tres y seis. A continuación se describen cada 
una de las regiones en el caso de un modelo espiral de seis regiones: 
Región 1: Tareas con el objetivo de establecer comunicación entre el cliente y los 
desarrolladores.   
Región 2: Tareas orientadas a la definición de recursos, tiempo e información 
relacionada con el proyecto.   
Región 3: Tareas de evaluación de riesgos técnicos y de gestión.   
Región 4: Tareas para construir una o varias representaciones de la aplicación.   
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Región 5: Tareas para construir la aplicación, instalarla, probarla y proporcionar 
soporte al usuario.   
Región 6: Tareas que tienen como objetivo obtener las impresiones del cliente, según 
la evaluación de lo creado e instalado en ciclos anteriores. 
 
 
Imagen 10: Modelo espiral de desarrollo software. 
HERRAMIENTAS 
Debido a la magnitud de código de la que dispone este proyecto, junto a la necesidad 
de llevar a cabo un control de las versiones y cambios efectuados en el mismo, surge 
la necesidad de usar un software de control de versiones. 
El software que se ha escogido es Git. Git es el sistema de control de versiones más 
usado hoy en día. Es de código abierto y está mantenido activamente. 
El sistema de alojamiento oficial para repositorios que utiliza Git, es conocido como 
GitHub. GitHub ofrece bastantes herramientas para gestionar nuestro código, algunas 
de ellas son: control de acceso, colaboración de terceros, gestión de tareas y wikis. 
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Imagen 11: GitHub del proyecto. 
 
En la imagen anterior se puede ver la estructura del proyecto en GitHub, donde se 
pueden apreciar las diferentes funcionalidades que ofrece. Por mencionar algunas: 
obtención de un vínculo que permite clonar el repositorio en local, visualizar los 
últimos cambios en el código y la autoría de los mismos, registrar tareas, crear ramas 
de desarrollo, etc. 
Como se ha comentado, la gestión del repositorio de este proyecto la se lleva a cabo 
con Git. Una vez se tenga instalado Git en un ordenador, podrá ser usado o bien 
mediante aplicaciones de escritorio como SourceTree o GitHub Desktop, 
directamente a través de la línea de comandos o a través de algún IDE como se ha 
hecho en este proyecto con la perspectiva de versiones de Eclipse. 
A continuación se presentan algunos de los comandos más significativos de git, junto 
a una breve explicación de la utilidad de los mismos: 
1. git clone: Permite clonar un repositorio remoto en la máquina local, 
concatenando a este comando la dirección remota en donde el repositorio está 
alojado. El repositorio será clonado dentro del directorio desde el cual se 
ejecuta el comando. 
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2. git checkout -b “nombre_de_rama”: Permite crear una rama gemela a partir 
de otra. Inicialmente en todo proyecto de git existe una rama llamada “master”. 
A partir de “master” se pueden crear otras, cada una normalmente con 
diferentes finalidades. En la práctica es común crear una rama para desarrollo 
y otra para producción. En la rama de producción estarían todos los cambios 
entregables que han sido desarrollados y probados en la rama de desarrollo. 
También es común crear ramas por funcionalidad a partir de la de desarrollo, 
permitiendo de esta manera tener una mejor organización del proyecto y de 
sus funcionalidades añadidas. 
 
3. git checkout “nombre_de_rama”: Permite cambiarnos de una rama a otra. 
 
4. git status: Permite visualizar los cambios realizados sobre la última versión: 
ficheros nuevos, ficheros que se han borrado, o que se han modificado. 
 
5. git add: Permite añadir los últimos cambios a la rama local, dejándola 
preparada para el siguiente commit. 
 
6. git commit -m “mensaje_explicativo”: Guarda los cambios con un mensaje 
explicativo. Previamente han debido añadirse los últimos cambios a la rama 
local para poder llevarlo a cabo con éxito. Una vez ejecutado este comando la 
rama se puede subir al repositorio remoto. 
 
7. git push origin “nombre_de_rama”: Permite copiar una rama local en el 
repositorio remoto. Si la rama ya existe actualiza su contenido en remoto 
siempre y cuando haya habido nuevos commits en local. Si no existe, la crea. 
 
8. git pull origin “nombre_de_rama”: Permite bajarse la última versión de una 
rama del repositorio remoto. 
 
9. git merge “nombre_de_rama”: Esta operación se lleva a cabo cuando se 
quiere juntar el contenido de dos ramas locales en una. El comando se ejecuta 
estando situados en la rama que queremos que reciba los nuevos cambios 
resultantes del merge. 
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HERRAMIENTAS DE DESARROLLO 
COMPILADOR CRUZADO Y TOOLCHAIN 
En el momento en el que deseamos generar código para una máquina que no es en 
la que estamos desarrollando es especialmente relevante la figura del compilador 
cruzado. El compilador debe conocer la plataforma de destino correcta (CPU, sistema 
operativo), de lo contrario no es capaz de generar el código correcto. Si se utiliza el 
compilador que viene con el sistema, entonces el código generado necesariamente 
necesitará dependencias tales como símbolos, llamadas, etc.  
En general, un compilador cruzado es un compilador que se ejecuta en la plataforma 
A (el host), pero genera ejecutables para la plataforma B (el destino). Estas dos 
plataformas pueden, pero no es necesario, ser diferentes en CPU, el sistema 
operativo y/o el formato ejecutable. En nuestro caso, la plataforma de host es su 
sistema operativo actual, PC, arquitectura x64, sistema operativo Ubuntu y compilador 
gcc de Ubuntu) y la plataforma de destino es el sistema operativo que se va a hacer 
(Raspberry Pi, arquitectura ARM, sin sistema operativo y sin compilador nativo). Es 
importante darse cuenta de que estas dos plataformas no son las mismas; Su sistema 
operativo siempre va a ser diferente de su sistema operativo actual. Esta es la razón 
por la que tenemos que utilizar un compilador cruzado que se ejecute sobre Ubuntu 
pero genere código para la arquitectura ARM de la Raspberry Pi. 
Para ello, se hace uso de la Toolchain o cadena de herramientas proporcionada por 
el fabricante de la Raspberry Pi (compilador, ensamblador, enlazador, linker, make, 
…) la cual ya incorpora un compilador cruzado. Esta cadena de herramientas es la 
arm-none-eabi-4.7.4 (aeb-4.7.4). Es muy importante que sea la 4.7.4 ya que las 
versiones posteriores generan código incorrecto para el hardware de destino (RPi b+, 
la cual es del 2012 y las nuevas versiones de la toolchain ya no la soportan). 
Con aeb-4.7.4 también es posible generar código para las siguientes placas por lo 
cual no necesitamos actualizar el entorno de desarrollo si se quisiese generar código 
para una placa más moderna. 
Los parámetros de compilación son los siguientes: 
arm-none-eabi--gcc-4.7.4 -c -O0 -DRPIBPLUS -fno-builtin -mfpu=vfp -mfloat-
abi=hard -march=armv6zk -mtune=arm1176jzf-s -nostartfiles 
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PARÁMETRO SIGNIFICADO 
-O0 Mínimo nivel de optimización del 
compilador. 
-DRPIBPLUS El codigo compilado es para un 
Raspberry Pi modelo b+ 
-fno-builtin Se ignoran las funciones built-in que no 
se explicitan con prefijo ‘__builtin_’   
-mfpu=vfp Especifica el tipo de CPU dentro de las 
posibilidades de la arquitectura ARM 
-mfloat-abi=hard Punto flotante de la ABI. ‘hard’ permite 
instrucciones de punto flotante. 
-march=armv6zk Nombre de la arquitectura ARM de 
destino (depende del modelo de la 
placa). En el proyecto se usa ARMV6 
-mtune=arm1176jzf-s Nombre del procesador concreto dentro 
de la arquitectura ARM para el que se 
generan las optimizaciones (si las 
hubiese) 
-nostartfiles Evita la incorporación de librerías 
estándar de GNU. 
 
También, como es de esperar en proyectos de este tipo, es necesario proporcionar 
ayuda al linker a la hora enlazar el código correctamente. Por ejemplo: señalar un 
punto de entrada, símbolos específicos, descartar alguna sección, etc. Esto se hace 
a través de lo que se conoce como el script del linker. En este proyecto existen dos, 
uno para el kernel en sí llamado ‘kernel.ld’ y otro para los comandos externos o 
procesos de usuario llamado ‘userprog.ld’. A continuación se muestran ambos: 
  
37 
 
Script del linker para el kernel: 
SECTIONS { 
 /* 
  * 0x8000 ver el ARManual. *bootloader! 
 */ 
 .text 0x8000 : { 
  *(.text.startup) 
  *(.text) 
 } 
 _physdatastart = .; 
 .data : { 
  *(.data) 
  *(.rodata*) 
 } 
  _physbssstart = .;  
   .bss : { 
    *(.dynbss) 
    *(.bss .bss.* .gnu.linkonce.b.*) 
    *(COMMON) 
    /* Align here to ensure that the .bss section occupies space up to 
       _end.  Align after .bss to ensure correct alignment even if the 
       .bss section disappears because there are no input sections. 
       FIXME: Why do we need it? When there is no .bss section, we don't 
       pad the .data section.  */ 
    . = ALIGN(. != 0 ? 32 / 8 : 1); 
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   } 
  _physbssend = .; 
 /DISCARD/ : { 
  *(*) 
 } 
} 
 
Script del linker para procesos de usuario: 
ENTRY(_start) 
SECTIONS { 
 . = 0x00101000 + SIZEOF_HEADERS; 
 .text : { 
     _start = .; 
  *(.text) 
 } 
 .data : { 
  *(.data) 
  *(.rodata*) 
 } 
   .bss : { 
   } 
 /DISCARD/ : { 
  *(*) 
 } 
} 
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MAKE 
La tecnología Make es originaria de los sistemas UNIX-LIKE y sigue siendo el 
mecanismo principal de compilación y linkado en dichos entornos. Es una herramienta 
de gestión de dependencias, típicamente, las que existen entre los archivos que 
componen el código fuente de un programa, para dirigir su recompilación o 
"generación" automáticamente. Si bien es cierto que su función básica consiste en 
determinar automáticamente qué partes de un programa requieren ser recompiladas 
en que orden y en ejecutar los comandos necesarios para hacerlo, también lo es que 
Make puede usarse en cualquier escenario en el que se requiera, de alguna forma, 
actualizar automáticamente un conjunto de archivos a partir de otro, cada vez que 
éste cambie.  
Make funciona utilizando un fichero llamado ‘makefile’ que contiene todas las 
directivas necesarias para la compilación. Utiliza una sintaxis propia y hace uso de la 
toolchain para las acciones de compilado y linkado. A continuación se muestra el 
makefile utilizado en el proyecto. 
# arm-bcm2708-linux-gnueabi. 
ARMGNU ?= /home/robert/Desktop/rasp/gcc-arm-none-eabi-4_7-2013q3/bin/arm-
none-eabi 
 
# The intermediate directory for compiled object files. 
BUILD = build/ 
 
# The directory in which source files are stored. 
SOURCE = source/ 
 
# The name of the output file to generate. 
TARGET = kernel.img 
 
# The name of the assembler listing file to generate. 
LIST = kernel.list 
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# The name of the map file to generate. 
MAP = kernel.map 
 
# The name of the linker script to use. 
LINKER = kernel.ld 
 
# The names of all object files that must be generated. 
# Primero el codigo en asm y después el C. De otra manera da error. 
OBJECTS := $(patsubst $(SOURCE)%.S,$(BUILD)%.o,$(wildcard 
$(SOURCE)*/*.S)) $(patsubst $(SOURCE)%.c,$(BUILD)%.o,$(wildcard 
$(SOURCE)*/*.c)) 
 
# Rule to make all. 
all: $(TARGET) $(LIST) 
 
# Rule to remake everything. Does not include clean. 
rebuild: all 
 
# Rules 
 
build/%.o: source/%.c 
 $(ARMGNU)-gcc-4.7.4 -c -O0 -DRPIBPLUS -fno-builtin -mfpu=vfp -mfloat-
abi=hard -march=armv6zk -mtune=arm1176jzf-s -nostartfiles -o $@ $< 
 
 
# Rule to make the listing file. 
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$(LIST) : $(BUILD)output.elf 
 $(ARMGNU)-objdump -g -d $(BUILD)output.elf > $(LIST) 
 
# Rule to make the image file. 
$(TARGET) : $(BUILD)output.elf 
 $(ARMGNU)-objcopy $(BUILD)output.elf -O binary $(TARGET)  
 
# Rule to make the elf file (linkado). 
$(BUILD)output.elf : $(OBJECTS) $(LINKER) 
 $(ARMGNU)-ld $(OBJECTS) -Map $(MAP) -o $(BUILD)output.elf -T 
$(LINKER) 
 
# Rule to make the object files (ensamblador). 
$(BUILD)%.o: $(SOURCE)%.s $(BUILD) 
 $(ARMGNU)-as -g -I $(SOURCE) $< -o $@ 
 
$(BUILD): 
 mkdir $@z 
 
# Rule to clean files. 
clean :  
 -rm -rf $(BUILD) 
 -rm -f $(TARGET) 
 -rm -f $(LIST) 
 -rm -f $(MAP) 
 -mkdir build 
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 -mkdir build/apolo 
 -mkdir build/hades 
 -mkdir build/hefesto 
 -mkdir build/poseidon 
 -mkdir build/atenea 
 -mkdir build/zeus 
 
El propio makefile contiene la lógica necesaria para recorrer las carpetas del proyecto. 
La única consideración que hay que tener y que está comentada dentro del fichero, 
es que es necesario compilar primero el código ensamblador de la rutina de arranque 
y rutinas de división y posteriormente el resto del sistema. De cualquier otra manera 
da error en el linkado debido a faltas de símbolos. 
IDE 
Como entorno de desarrollo se ha utilizado Eclipse LUNA. Eclipse es una plataforma 
de software compuesto por un conjunto de herramientas de programación de código 
abierto multiplataforma. Sin embargo, es cierto que algunas son de pago. 
Eclipse es ahora desarrollado por la Fundación Eclipse, una organización 
independiente sin ánimo de lucro que fomenta una comunidad de código abierto y un 
conjunto de productos complementarios, capacidades y servicios. 
 
Imagen 12: Eclipse con el proyecto abierto en un fichero cualquiera. 
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El uso de de este entorno de desarrollo se justifica en que Eclipse incorpora la 
facilidad de trabajar con GIT de manera gráfica mediante la perspectiva de control de 
versiones. Además, se integra perfectamente con Makefile. Debido a ello y a la 
experiencia previa del autor, fue el elegido para la realización del proyecto. 
 
Imagen 13: Eclipse en la perspectiva de control de versiones del proyecto. 
 
 
ENTORNO 
El entorno donde se ha desarrollado es un linux ubuntu con las siguientes 
características: 
Distributor ID: Ubuntu 
Description:             Ubuntu 16.04.1 LTS 
Release:            16.04 
Codename:     xenial 
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DISEÑO E IMPLEMENTACIÓN 
INTRODUCCIÓN 
Este proyecto se ha diseñado como un sistema monolítico, ya que en principio es más 
fácil de implementar al estar todo el sistema en un único programa ejecutable, el cual 
reúne toda la funcionalidad. El programa en el que se ha compilado todo el sistema 
se denomina "kernel.elf" (para el entorno de ejecución de máquina virtual qemu y las 
funciones de depuración con gdb) o bien "kernel.img" (si se va a ejecutar directamente 
sobre el hardware). La relación entre “kernel.elf” y "kernel.img" es que "kernel.img" se 
obtiene simplemente eliminando la cabecera ELF del fichero "kernel.elf". El esquema 
de la estructura de este diseño es el siguiente:  
 
 
Imagen 14: esquema de diseño del SO. 
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En el corazón del sistema están las rutinas de servicio generales que hacen uso de 
los tres grandes módulos de gestión de ficheros, gestión de memoria y gestión  
procesos. Aparte, estos módulos hacen uso unos de otros, por ejemplo cuando para 
la creación de un proceso (gestión de procesos) se requiere asignarle un cierto 
número de marcos de memoria (gestión de memoria). 
Las llamadas al sistema se reciben mediante la invocación de una rutina de 
tratamiento de interrupción software (RTI SW) dedicada a ello y en ella se determina 
de qué llamada se trata, redirigiendo la petición a la rutina de servicio apropiada, la 
cual a su vez se apoya en las rutinas de servicio auxiliares. Por otro lado los 
dispositivos (periféricos) producen interrupciones que procesan las rutinas de 
tratamiento de interrupción hardware, las cuales entre otras cosas, se encargan del 
teclado (interpretando y encolando teclas en cada uno de los buffers de teclado de 
las ventanas terminal), de reloj (controlando los "quantum" de tiempo), y en general 
de cualquier dispositivo que haya que controlar (rs232). 
En cuanto a la organización del código, el proyecto está dividido en una serie de 
módulos de acuerdo a la funcionalidad desempeñada. Estos módulos son nombrados 
mediante dioses griegos. De esta manera todas las interacciones entre los distintos 
módulos se pueden explican de manera metafórica como las relaciones entre las 
distintas deidades que conforman el panteón de Atenas (es decir, el sistema 
operativo). Esto es una ayuda mnemotécnica para explicar mejor el sistema, localizar 
más rápido la funcionalidad, estructurar el código, etc. 
 
ZEUS 
 
 
En la mitología griega, Zeus es gobernador del olimpo y el padre 
de todos los dioses y de los hombres. Además es el Dios del rayo 
y el relampago.  
 
Del mismo modo que el rayo ilumina, el procesador hace las 
veces de faro y se encarga de “iluminar” a los distintos procesos. 
Por este motivo toda la gestión de los procesos se encuentra 
dentro de Zeus. Aparte,  al ser el padre de todos los hombres 
(procesos de usuario), es el encargado de albergar las llamadas 
al sistema. 
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ATENEA 
 
En la mitología griega, Atenea es la diosa de la sabiduría y la 
memoria. 
 
Por este motivo, Atenea se encarga de todo lo referente a la 
gestión de la memoria del kernel, la gestión de memoria de 
los procesos de usuario y la gestión de la persistencia o de 
los ficheros. Es decir, la memoria no volátil. 
POSEIDON 
 
En la mitología griega, Poseidón es el dios de los mares y el 
agua. 
 
Los mares y sobretodo el agua es considerada la fuente o inicio 
de la vida, por tanto en Poseidón se encuentran las rutinas de 
inicio del sistema y el Main. 
APOLO 
 
En la mitología griega, Apolo es, entre otras cosas, el dios de la 
belleza.  
 
En Apolo se encuentra todo el código referente a la presentación 
de las consolas, el background de información y, en general, 
toda la parte visible para el usuario. 
HADES 
 
En la mitología griega, Hades es el dios de los infiernos y del 
inframundo.  
 
El inframundo, en términos de sistemas operativos, podría 
referirse al infierno que es trabajar directamente con el hardware 
y los periféricos a bajo nivel. Por este motivo en hades se ubican 
todos los drivers o controladores de los distintos periféricos. 
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HEFESTO 
 
En la mitología griega, Hefesto es el dios de la forja. Cuenta la 
leyenda que él mismo se encarga de forjar los rayos que después 
utilizaba Zeus, las armas de Ares, etc. 
 
De esta manera, en Hefesto se encuentran todas aquellas 
utilerías de apoyo para el resto de dioses, que sin ser algo 
específico de ellos, son necesarias. Por ejemplo, la rutinas de 
división, funciones matemáticas, utilidades de strings, etc. 
 
Es importante remarcar que esta organización del código en ningún momento 
interviene en la funcionalidad o tiene algún significado dentro de los ficheros fuente.  
Únicamente hace referencia a las carpetas o módulos en los que se reparten tales 
ficheros. En la siguiente figura se muestra nuevamente el esquema de diseño del 
sistema operativo pero esta vez aplicando la estructuración en dioses: 
 
IMAGEN 15: esquema de diseño del SO con estructuración en dioses. 
  
48 
 
 
Como se ha comentado antes, a nivel arquitectónico, el proyecto cuenta con un 
diseño monolítico el cual opera en su totalidad en el espacio del núcleo en modo 
protegido que, mediante un conjunto primitivo de llamadas al sistema, implementa 
todos los servicios propios del sistema operativo. 
El procesador BCM2385 cuenta con un total de 6 modos protegidos con diferentes 
niveles de privilegio. Cada uno de ellos tiene su utilidad específica y razón de uso 
dentro de las distintas rutinas, llamadas y primitivas del sistema. En cada caso se 
detallará dentro de cada módulo qué modo se está utilizando y porqué. Estos son: 
Modo USUARIO: cuenta con 16 registros de propósito general más el registro de 
estado (CPSR). En este modo, al no ser privilegiado, solo es posible acceder a sus 
registros de propósito general impidiendo así cambiar de modo, habilitar 
interrupciones, cambiar la tabla de páginas, etc . 
 
 
Modo SYSTEM: Tiene pleno acceso a los 16 registros del modo usuario permitiendo 
su acceso y modificación dentro del modo protegido. Este modo permite modificar sus 
registros especiales tales como el registro de estado (sin contar cambios en los bits 
de flag modificados automáticamente en el flujo de ejecución) permitiendo la 
habilitación/deshabilitación de interrupciones, cambiar a otros modos, etc. 
 
 
Modo SUPERVISOR: Es el modo general de operación del sistema operativo. Cuenta 
con dos registros propios (es decir, persisten en este modo tras un cambio) y al ser 
un modo de interrupción tiene acceso al estado salvado (SPSR). 
 
Modo ABORT: Es un modo de error o depuración. Dentro de sistema se utiliza 
meramente para crear barreras de memoria (mecanismos de control del flujo de 
ejecución), salida de errores, etc. Cuenta con dos registros propios y al ser un modo 
de excepción tiene acceso al estado salvado (SPSR). 
 
Modo UNDEFINED: Al igual que el anterior, es un modo de error. Ocurre cuando el 
contador de programa (CP) es situado en una dirección de memoria que contiene una 
palabra que no se corresponde con una instrucción del ISA. Cuenta con dos registros 
propios y al ser un modo de excepción tiene acceso al estado salvado (SPSR). 
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Modo INTERRUPT: Es el modo de interrupción hardware. Cuenta con dos registros 
propios y al ser un modo de interrupción tiene acceso al estado salvado (SPSR). 
 
Tabla 16: Tabla del manual técnico del procesador con los distintos modos de 
proceso. 
 
 
 
  
50 
 
ZEUS 
MODELO DE PROCESOS 
DISEÑO 
El modelo de procesos hace referencia a cómo se conciben los procesos dentro del 
sistema: cuáles son sus estados, sus transiciones, eventos, etc. También se incluye 
todo lo relativo a su planificación y al cambio de contexto. 
En un inicio, cuando los sistemas operativos sólo admitían un único programa de 
usuario en la memoria  y no incluían multiprogramación, no tenía sentido el concepto 
de proceso. La única función de estos sistemas era la de manipular el hardware y 
ofrecer una atractiva capa para su gestión situándose como un intermediario entre el 
hombre y la máquina. No obstante, con la llegada de la multiprogramación, el 
esquema cambió totalmente; los sistemas operativos pasaron a admitir varios 
programas cargados simultáneamente  por lo que la gestión de los procesos  se 
convirtió en uno de los grandes pilares de los sistemas operativos. 
Existen múltiples algoritmos de planificación de los procesos que se encargan de 
ordenar los procesos para su ejecución. Algunos de ellos son: Shortest Process Next 
(SPN), First Come First Served (FCFS), Shortest Remaining Time Next (SRTN), 
Lottery Scheduler Planning (LSP) y Round Robin, el cual es el que se utiliza en este 
proyecto. 
Estos algoritmos dictan cuánto tiempo de CPU se asigna a cada proceso. 
Básicamente un algoritmo de planificación debe cumplir los siguientes requisitos: 
 
1. Ningún proceso debe tener hambre de recursos. Es decir, tod0s los   procesos 
deben terminar consiguiendo la CPU que necesitan para ejecutarse, no 
quedando desatendidos. 
 
2. Si se utilizan prioridades, una proceso de baja prioridad no debe soportar una 
tarea de alta prioridad. 
 
3. El planificador debe debe decidir cuál es el siguiente proceso a ejecutar en un 
tiempo reducido que dependa a lo más linealmente del número de procesos 
preparados en el sistema. Esto se ha hecho, por ejemplo, en el kernel de Linux. 
 
  
51 
 
En el caso de Round-Robin, sólo se utiliza una sola cola de procesos preparados. 
Cuando el cambio de proceso o cambio de contexto se activa, el proceso actual pasa 
a ser el último de la cola y se cambia al siguiente proceso. Por tanto es fácil ver que 
se cumplen todos los requisitos anteriores. 
A cada proceso se le asigna una división de tiempo o "cuantum" de reloj. Este 
quantum dicta el número máximo de tics de reloj que puede ejecutar antes de ser 
interrumpido. Por ejemplo, si el temporizador corre a 100Hz, y un quántum de proceso 
es de 10 tics, puede funcionar durante 100 milisegundos (10/100 de segundo). Para 
lograr esto, el sistema operativo mantiene un campo en el descriptor de proceso para 
conocer cuántos tics admite todavía el proceso en ejecución. El proceso también 
puede renunciar a su rodaja de tiempo haciendo una llamada de sistema de bloqueo. 
En el algoritmo Round Robin, a cada proceso se le da un quantum igual; La gran 
incógnita aquí es cómo elegir la duración de ese quantum. Aquí hay algunas 
consideraciones:  
 
1. Cuanto más pequeño es el quantum, más grande es la proporción del tiempo 
usada por los procesos. 
 
2. Los procesos interactivos deben hacer E/S antes de ser interrumpidos, de 
modo que se evitan las interrupciones innecesarias. 
 
3. Cuanto más grande sea el quántum, peor es la experiencia del usuario ya que 
puede dar la sensación de “cuelgue” del sistema. Los quantums por encima de 
100ms deben ser evitados. 
 
4. Un compromiso frecuentemente elegido para el quantum es entre 20ms y 
50ms. 
 
Las mayor ventaja de utilizar Round-Robin es su simplicidad. Las desventajas 
incluyen la ausencia de un sistema de prioridad: un montón de procesos de baja 
prioridad puede privar a otro de alta prioridad. 
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DETALLES DE IMPLEMENTACIÓN 
La gestión de procesos está implementada en el módulo del proyecto Zeus en los 
ficheros "scheduler.c" y “procUtils.c”, y los tipos de datos y prototipos de función 
visibles a otros módulos se encuentran en los ficheros de cabecera “process.h”, 
"scheduler.h" y “procUtils.h”, como es habitual en el lenguaje de programación 'C'.  
En "process.h" están declarados los siguientes tipos de datos:  
Estados de los  procesos: 
#define PROCESS_STATUS_RUNNING 0 // En ejecucion 
#define PROCESS_STATUS_READY  1 // Esperando su turno de 
ejecucion 
#define PROCESS_STATUS_BLOCKED 2 // Esperando en cola de 
bloqueados 
#define PROCESS_STATUS_ZOMBIE  3 // Muerto, esperando a algun hijo 
#define PROCESS_STATUS_TERMINATED 4 // Terminado satisfactoriamente 
#define PROCESS_STATUS_ABORTED 5 // Terminado abruptamente 
Motivos generales de bloqueo: 
#define BLKD_PASIVE_WAITING    0b00 // Espera pasiva de N tics de reloj 
#define BLKD_DISK_IO       0b01 // Esperando por el disco 
#define BLKD_USER_IO       0b10 // Esperando accion del usuario 
#define BLKD_WAIT_PID       0b11 // Esperando a que termine proceso 
 
NOTA: Si algún recurso requiriese de un motivo de bloqueo propio, por ejemplo, un 
buzón, éste puede declarar nuevos motivos de bloqueo y tratarlo en consecuencia en 
su cola de procesos bloqueados 
Descriptor de proceso: 
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struct Process_t { 
    Pid_t        pid;           // Process ID 
    Pid_t   ppid;      // Parent Process ID 
    char *   name;      // Nombre 
    char *   fileName;     // Nombre de fichero 
    unsigned char terminal;     // Terminal asignado 
    unsigned int tablePageDir;   // Dirección tabla de paginas 
    unsigned int  stack_pointer;  // Puntero de pila 
    unsigned int  pc;      // Contador de programa 
    unsigned int spsr;      // Registro de estado 
    unsigned int  times_loaded;   // Veces ejecutado 
    unsigned int  status;    // Estado 
    unsigned int waiting_for;    // Motivo de bloqueo + args 
    Process_t *   nextProc;     // Siguiente proceso de la cola 
}; 
El miembro ‘waiting_for’ requiere de una explicación más detallada; Se trata de un 
campo compuesto. Es decir, sus dos bits más representativos indican el motivo de 
bloqueo mientras que el resto sirven para guardar argumentos o flags.  
 
Imagen 17: Descripción del campo waiting_for del descriptor de proceso 
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Por ejemplo:  
1. waiting_for = 0x00001000 significaría que el proceso está bloqueado, en 
espera pasiva a que pasen 4K tics de reloj. 
 
2. waiting_for = 0x11000004 significaría que el proceso está bloqueado, 
esperando a que termine le proceso con PID=4 
 
Para facilitar los accesos a estos bits se definen las siguientes macros con sus 
correspondientes máscaras: 
 
#define GET_BLKD_REASON(WAITING_FOR) WAITING_FOR >> 30 
#define GET_BLKD_ARGS(WAITING_FOR) WAITING_FOR & 0x3FFFFFFF 
 
En el fichero “procUtils.h” se exporta definido el tipo cola de procesos para facilitar 
que nuevos recursos creen sus propias estructuras del procesos internas. 
 
typedef struct { 
 Process_t * head; 
 Process_t * tail; 
} ProcessQueue_t; 
 
void init_queue(ProcessQueue_t * queue); 
void addProcToQueue(Process_t * proc, ProcessQueue_t * queue); 
Process_t * getProcFromQueue(ProcessQueue_t * queue); 
void addPidToQueue(Pid_t pid, ProcessQueue_t * queue); 
Pid_t getPidFromQueue(ProcessQueue_t * queue); 
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En el fichero “scheduler.h” únicamente aparecen prototipos de funciones, esto es 
debido a que no se exporta ni la tabla de procesos ni las listas generales por motivos 
de encapsulación y para evitar errores del compilador por redefinición de símbolos. 
Estas funciones son: 
 
API del scheduler: 
Pid_t getCurrentProcessPid(void); 
Pid_t getCurrentProcessPpid(void); 
Pid_t getNextPid(void); 
Process_t * getProcUsingPid(Pid_t); 
void init_proc_scheduling(void); 
void kInternalExecute(char * name,  Dir_t addr); 
unsigned int schedule_timeout(unsigned int stack_pointer, unsigned int pc, 
unsigned int spsr); 
unsigned int sleepCurrentProc(unsigned int addr,unsigned int sp, unsigned int 
spsr, unsigned int tics); 
unsigned int terminate_process(void); 
void halt(void); 
unsigned int uart_interrupt_handler(unsigned int stack_pointer, unsigned int pc);  
unsigned int getCharacterHandler(unsigned int pc, unsigned int sp, unsigned int 
spsr);  
 
Rutina de manejo del timeout de un quantum: 
/* 
 * Procedimiento entrante desde IRQ interrupt, 
 * Cambia al siguiente proceso 
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 */ 
unsigned int schedule_timeout(unsigned int stack_pointer, unsigned int pc, 
unsigned int spsr) { 
 unsigned int consolaAct = getCurrentSConsole(); 
    // refresco del background 
 if(consolaAct == 5) { 
  bgRefresh(); 
 } 
 unsigned int new_stack; 
 // Se salva PC y STACK del proceso en ejecucion 
      active_process->stack_pointer = stack_pointer; 
      active_process->pc = pc; 
      active_process->spsr = spsr; 
    // Se actualiza su status a READY y se pone al final de la cola 
 active_process->status = PROCESS_STATUS_READY; 
    // Actuamos sobre la cola de bloqueados 
    Process_t * proc; 
    Process_t * procAnt; 
    for(procAnt = proc = bloqued_queue; proc != NULL;) { 
        unsigned int reason = GET_BLKD_REASON(proc->waiting_for); 
     if(BLKD_PASIVE_WAITING == GET_BLKD_REASON(proc->waiting_for)) { 
      unsigned int newValue = GET_BLKD_ARGS(proc->waiting_for); 
      newValue--; 
      if(newValue == 0) { 
       // lo metemos en la cola de preparados 
             // actualizamos cola bloqueados 
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                if(bloqued_queue == procAnt) { 
                 bloqued_queue = proc->nextProc; 
                } 
                procAnt = proc->nextProc; 
               // fin act cola bloqueados 
             if(ready_queue == NULL) { 
              // si esta vacia 
              ready_queue_tail = proc; 
   ready_queue = ready_queue_tail; 
 
             } else { 
              ready_queue_tail ->nextProc = proc; 
              // actualizamos cola bloqueados 
             } 
             ready_queue_tail = proc; 
          proc = proc->nextProc; 
          ready_queue_tail->nextProc = NULL; 
      } else { 
       proc->waiting_for = newValue; 
          procAnt = proc; 
          proc = proc->nextProc; 
      } 
     } 
    } 
// Obtenemos siguiente proceso y encolamos el actual. 
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// Caso en el que no hay procesos en la cola (se está ejecutando el ocioso). 
 if(ready_queue != NULL ) { 
  if(ready_queue->pid == 0) { 
   if(ready_queue == ready_queue_tail) { 
// Caso en el que el procesos ocioso es el único en la lista. Continuamos 
ejecutando el actual 
   } else { 
// Caso en el que nos encontramos al proceso ocioso y hay mas procesos 
    ready_queue_tail->nextProc = active_process; 
    active_process->nextProc = ready_queue; 
    ready_queue_tail = ready_queue; 
    active_process = ready_queue->nextProc; 
    ready_queue = ready_queue->nextProc->nextProc; 
   } 
  } else { 
   ready_queue_tail->nextProc = active_process; 
   ready_queue_tail = active_process; 
   active_process = ready_queue; 
   ready_queue = ready_queue->nextProc; 
  } 
 } 
 active_process->nextProc = NULL; 
 
    // Incremetamos estadisticas y cambiamos status a RUNNING 
    active_process->times_loaded++; 
    active_process->status = PROCESS_STATUS_RUNNING; 
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 return active_process->stack_pointer; 
} 
 
LLAMADAS AL SISTEMA 
DISEÑO 
Las llamadas al sistema constituyen un provechoso mecanismo de comunicación con 
el sistema operativo para los procesos de usuario. El repertorio de llamadas al sistema 
es una interfaz mediante la cual los distintos procesos pueden solicitar recursos o 
información al sistema operativo y éste a su vez controlar de qué manera y qué 
proceso está haciendo uso de él. No deben confundirse con las llamadas a rutinas de 
biblioteca, que son incorporadas en tiempo de linkado al proceso y se ejecutan 
siempre en modo usuario como parte del programa. 
 
 
Imagen 18: Esquema de llamadas al sistema en LINUX. 
 
Como las llamadas al sistema suponen una vía de entrada y salida de datos al sistema 
operativo, es prudente pensar que es un punto crítico que requiere ser salvaguardado 
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o protegido de cara a garantizar el correcto funcionamiento y la seguridad del sistema. 
En seguridad informática existen multitud de ataques del tipo “buffer overflow” o 
desbordamiento de buffer que se sirven de vulnerabilidades en zonas como las 
llamadas al sistema para conseguir, por ejemplo, escalar privilegios dentro del 
sistema. Por este motivo, es de vital importancia, que desde la perspectiva del diseño, 
se garantice una implementación del modelo de llamadas firme y fiable que tenga en 
cuenta este tipo de cuestiones. En los detalles de implementación se comentan 
algunas técnicas básicas para ello. 
En el caso de la RPI y como es habitual, las llamadas al sistema se realizan mediante 
una instrucción específica de la ISA de nombre ‘SWI’. Posteriormente el sistema 
operativo se encargará de ejecutar la llamada que se corresponda a dicho número: 
Ejemplo de SWI en ensamblador embebido: 
("SWI #1");  
/* solicitud de ejecución de la llamada al sistema con código 1 */ 
 
Dentro del sistema operativo existe una estructura conocida como “tabla de llamadas 
al sistema” que mapea códigos de llamada con sus rutinas correspondiente.  
Todo este comportamiento descrito es muy similar sino idéntico en casi todos los 
sistemas operativos y arquitecturas actuales. De ahora en adelante, se explicará el 
flujo de ejecución de las llamadas dentro del sistema desarrollado en el proyecto. 
El procesador en el momento de ejecutar dicha instrucción fuerza, mediante un 
mecanismo hardware automático, la entrada en modo SUPERVISOR y guarda el 
‘Program Counter (PC)’ y el ‘Current Program Status Register (CPSR)’ del proceso 
interrumpido en los registros ‘Link Register (LR)’ y ‘Saved Program Status Register 
(SPSR)’ del modo supervisor. A continuación continúa la ejecución en la dirección 
definida en el vector de interrupción 0x0000000C, de esta manera se entra en la rutina 
pertinente a la gestión de interrupción software  ‘void software_interrupt_vector(void)’ 
del módulo Poseidón. 
Dicha función se limita simplemente a gestionar la interrupción sin entrar en la rutina 
de servicio que soporta dicha llamada.Es decir, se encarga de salvar los registros en 
la cola del proceso interrumpido de manera que no se pierdan durante la ejecución 
de la rutina. Esto es lo que  se  conoce como el prólogo de la función. A continuación 
llama a la rutina encargada de buscar la llamada al sistema pertinente pasándole 
como parámetros el SP, el PC, el SPSR y el código de interrupción (SWI): ‘unsigned 
int syscall_handler(sp_addr,lr_addr,spsr,swi);’ Por último, de manera opuesta al 
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prólogo, se lleva a cabo el epílogo, encargado de restaurar los registros del siguiente 
proceso a ejecutar (el cual puede ser el mismo que el interrumpido si se trata de una 
llamada no bloqueante) perpetrando así el cambio de contexto. 
 
 
Imagen 19: Esquema de cambio de contexto. 
 
El comportamiento del manejador de llamadas o ‘syscall_handler’ es muy sucinto;  
comprueba que el código de interrupción proporcionado se corresponde con algún 
índice de la tabla de llamadas al sistema. En caso afirmativo, ejecuta la rutina 
correspondiente y en caso contrario arroja un mensaje de error al flujo de depuración. 
En ambos casos se retorna el SP del siguiente proceso a ejecutar, si hay algún error 
o no se trata de una llamada bloqueante, se devuelve el del proceso interrumpido para 
continuar su ejecución. 
Para el acceso a los parámetros, tanto de entrada como de salida como de 
entrada/salida, se utiliza el acceso directo a la pila del proceso manteniendo la 
coherencia de la ABI. Se incluye un conjunto de rutinas de recubrimiento o wrappers 
a las rutinas del servicio solicitado, las cuales se encargan de la recolección y 
devolución de parámetros. Es muy simple, en la tabla de llamadas al sistema se 
incluye la función de recubrimiento y dentro de esta, una vez realizada la gestión de 
los parámetros, se llama a la rutina real. Esto es conocido en ingeniería del software 
  
62 
 
como patrón de diseño wrapper o recubridor. Sirve para aislar el manejo de los 
parámetros, lo cual es algo propio de la gestión de la interrupción, de la rutina de 
servicio en sí misma, dotando al sistema de mayor modularidad y reparto del código. 
DETALLES DE IMPLEMENTACIÓN 
La gestión de las interrupciones software es realizada por el periférico de control de 
IRQ. Lo relativo a la gestión de interrupciones se lleva a cabo en el módulo de 
proyecto Poseidon en el fichero “rpi-interrupts.c”, y los tipos de datos y prototipos de 
función visibles a otros módulos se encuentran en el fichero de cabecera “rpi-
interrupts.h”, como es habitual en el lenguaje de programación 'C'.  
En “rpi-interrupts.h” están declarados los siguientes tipos de datos:  
// Bits de control: consultar BCM2835 ARM Peripherals manual, section 7.5 
 
#define RPI_BASIC_ARM_TIMER_IRQ         (1 << 0) 
#define RPI_BASIC_ARM_MAILBOX_IRQ       (1 << 1) 
#define RPI_BASIC_ARM_DOORBELL_0_IRQ    (1 << 2) 
#define RPI_BASIC_ARM_DOORBELL_1_IRQ    (1 << 3) 
#define RPI_BASIC_GPU_0_HALTED_IRQ      (1 << 4) 
#define RPI_BASIC_GPU_1_HALTED_IRQ      (1 << 5) 
#define RPI_BASIC_ACCESS_ERROR_1_IRQ    (1 << 6) 
#define RPI_BASIC_ACCESS_ERROR_0_IRQ    (1 << 7) 
 
// Estructura de mapeo del controlador de interrupción 
 
typedef struct { 
    volatile uint32_t IRQ_basic_pending; 
    volatile uint32_t IRQ_pending_1; 
    volatile uint32_t IRQ_pending_2; 
    volatile uint32_t FIQ_control; 
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    volatile uint32_t Enable_IRQs_1; 
    volatile uint32_t Enable_IRQs_2; 
    volatile uint32_t Enable_Basic_IRQs; 
    volatile uint32_t Disable_IRQs_1; 
    volatile uint32_t Disable_IRQs_2; 
    volatile uint32_t Disable_Basic_IRQs; 
    } rpi_irq_controller_t; 
 
Los #define son una son una manera de facilitar el acceso a los bit del campo 
‘IRQ_basic_pending’. En el proyecto únicamente se utiliza el reloj en cuanto a lo que 
se entiende dentro de la arquitectura como “basic IRQs”. El resto de campos hacen 
referencia a las distintas interrupciones. Las interrupciones software se encuentran 
dentro de ‘IRQ_Pending_2’, ‘IRQ_enable_2’ y ‘IRQ_disable_2’. Para habilitar y 
deshabilitar una interrupción, es necesario poner a uno su bit correspondiente dentro 
de los campos ‘IRQ_enable_2’ y ‘IRQ_disable_2’ respectivamente. Una vez puesto a 
uno, su bit homólogo en el otro campo será puesto a cero automáticamente por el 
periférico. En ningún caso se deben poner a cero directamente los bits de estos 
registros ya que el periférico lo ignoraría. 
La gestión de las llamadas al sistema se lleva a cabo en el módulo de proyecto Zeus 
en el fichero “syscalls.c”, y los tipos de datos y prototipos de función visibles a otros 
módulos se encuentran en el fichero de cabecera “syscalls.h”, como es habitual en el 
lenguaje de programación 'C'.  
En “syscalls.h” están declarados los siguientes tipos de datos:  
/* Códigos de llamadas al sistema disponibles */ 
 
#define SC_EXIT     0 
#define SC_UART_WRITE   1 
#define SC_SLEEP     2 
#define SC_GET_PID    3 
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#define SC_GET_PPID    4 
#define SC_GET_CHAR    5 
#define SC_TERMINAL_WRITE   6 
#define SC_EXEC_PROC    7 
#define SC_READ_BUZ    8 
#define SC_WRITE_BUZ    9 
 
/* Puntero a la rutina o wrapper que soporta la llamada */ 
typedef unsigned int (*system_call_t)(unsigned int pc, unsigned int sp, unsigned int 
spsr); 
 
/* Entrada de la tabla de llamadas al sistema */ 
typedef struct system_call_entry { 
 uint32_t swi; 
    char* name; 
    system_call_t function; 
    uint32_t flags; 
    uint32_t params; 
} system_call_entry_t; 
 
Y en la definición de funciones: 
/* manejador de llamadas al sistema */ 
unsigned int syscall_handler(unsigned int sp_addr,unsigned int lr_addr,unsigned int 
spsr, unsigned int swi); 
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En los #define se encuentran los códigos de interrupción disponibles y coincidentes 
en índice con las entradas de la tabla de llamadas al sistema. De momento están 
implementadas las siguientes llamadas: 
 
Llamada Parámetr
os E/S 
Descripción Bloqueante 
SC_EXIT 0 Termina la ejecución del proceso 
satisfactoriamente. 
No 
SC_UART_WRI
TE 
1 E Escribe un mensaje por el puerto 
serie (rs232). 
No 
SC_SLEEP 1 E Duerme el proceso N tics de reloj 
especificados en el parámetro 0.  
Si 
SC_GET_PID 1 S Devuelve el PID del proceso en 
ejecución en el parámetro 0. 
No 
SC_GET_PPID 1 S Devuelve el PPID del proceso en 
ejecución en el parámetro 0. 
No 
SC_GET_CHAR 1 S Solicita un carácter y lo guarda en el 
parámetro 0. 
Si 
SC_TERMINAL
_WRITE 
1 E Escribe en el terminal asignado al 
proceso el contenido del string que 
comienza en la dirección guardada 
en el parámetro 0. 
No 
SC_EXEC_PRO
C 
1 E 1 S Ejecuta el proceso especificado en el 
parámetro 0 y devuelve su PID en 
ese mismo parámetro. 
No 
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SC_READ_BUZ 1 E 1 S Obtiene el mensaje del buzón 
especificado en el parámetro 0 y 
guarda el mensaje en el buffer 
especificado en el parámetro 1. 
Solo en caso 
de buzón 
vacío. 
SC_WRITE_BU
Z 
2 E Escribe un mensaje en el buzón 
especificado en el parámetro 0. La 
dirección del mensaje se obtiene del 
parámetro 1. 
Solo en caso 
de buzón 
lleno. 
Tabla 20: Tabla de repertorio de llamadas al sistema del SO del proyecto. 
 
El tipo entrada de la tabla ‘system_call_entry_t’ contiene el código de interrupción, el 
nombre de la llamada, el puntero a la función correspondiente de rutina o wrapper, 
algunos flags (aún no se utiliza ninguno) y el número de parámetros. 
En el fichero syscalls.c se encuentra la tabla de llamadas al sistema, la 
implementación de la rutina de manejo de interrupción software y los wrappers de 
gestión de parámetros: 
 
Tabla de llamadas al sistema: 
/* 
 * Entradas de la tabla de llamadas al sistema 
 */ 
static system_call_entry_t system_call_table[] = { 
    {SC_EXIT,"exit",(system_call_t) terminate_process,0,0}, 
    {SC_UART_WRITE,"uart_write",wrapper_uart_write,0,1}, 
    {SC_SLEEP,"sleep",wrapper_sleepCurrentProc,0,1}, 
    {SC_GET_PID,"getpid", wrapper_getCurrentProcessPid,0,0}, 
    {SC_GET_PPID,"getppid", getCurrentProcessPpid,0,0}, 
    {SC_GET_CHAR,"getcharacter",getCharacterHandler,0,0}, 
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    {SC_TERMINAL_WRITE,"terminal_write",wrapper_terminal_write,0,1}, 
    {SC_EXEC_PROC,"exec_process",kInternalExecute,0,1} 
}; 
 
Rutina de manejo de interrupciones software: 
/* 
 * Rutina de manejo de interrupciones software 
 */ 
unsigned int syscall_handler(unsigned int sp_addr,unsigned int lr_addr,unsigned int 
spsr,unsigned int swi) { 
    system_call_t syscall; 
    system_call_entry_t* syscall_entry; 
    unsigned int new_stack = 0; 
 
 debugPrintStrV1("Handling syscall: "); 
 debugPrintStrV1(uintToString(swi,DECIMAL)); 
 debugPrintStrV1(" with name "); 
 debugPrintStrV1(system_call_table[swi].name); 
 debugPrintStrV1("sp "); 
 debugPrintStrV1(uintToString(sp_addr,HEXADECIMAL)); 
 debugPrintStrV1("\n\r"); 
 
 if(swi >= MAX_SYSCALLS) { 
  // SYSCALL no reconocida. 
  debugPrintStrV1("[ERROR] SYSCALL NO RECONOCIDA: "); 
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       debugPrintStrV1(uintToString(swi,DECIMAL)); 
  debugPrintStrV1("\n\r"); 
  return 0; 
 } 
 
    syscall_entry = &system_call_table[swi]; 
    syscall = syscall_entry->function; 
 
    /* Llamamos a la rutina del kernel encargada de dicha llamada al   sistema con el 
número de parámetros especificado. */ 
 
    new_stack = syscall(lr_addr,sp_addr,spsr); 
 
 debugPrintStrV1("new_stack: "); 
      debugPrintStrV1(uintToString(new_stack,HEXADECIMAL)); 
 debugPrintStrV1("\n\r"); 
 
    return new_stack; 
} 
 
En esta rutina lo primero que se hace, en relación a la seguridad del sistema, es 
comprobar que efectivamente el identificador de la llamada a realizar está dentro del 
abanico de llamadas disponibles. De otro modo, un usuario de moral distraída podría 
introducir algún número que exceda del total de llamadas y ejecutar código no 
controlado a través del puntero a función de las entradas de la tabla. Después, se 
ejecuta la función de rutina pertinente a través de su puntero. 
 
Ejemplo de un wrapper para una función con un parámetro de salida: 
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static unsigned int wrapper_getCurrentProcessPid(unsigned int pc,unsigned int sp, 
unsigned int spsr) { 
 unsigned int pid = getCurrentProcessPid(); 
 setParameter(sp,0,pid); 
 return sp; 
} 
 
Como puede verse, se llama a la función del scheduler de ‘getCurrentProcessPid()’ 
para obtener el PID del proceso interrumpido y es en el wrapper donde se guarda en 
el parámetro 0 a través de ‘setParameter(sp,0,pid)’. Así se consigue liberar de la 
responsabilidad del manejo de parámetros a las rutinas de servicio dotando al código 
de una mayor modularidad. Al final, se devuelve el SP del proceso interrumpido pues 
no es una llamada bloqueante. Las funciones de manejo de parámetros son las 
siguientes: 
 
Obtención de parámetro: 
static unsigned int getParameter(unsigned int sp, unsigned int param) { 
 if(param > 10) { 
  return 0; 
 } 
 return (unsigned int) (*(unsigned int *) (sp + param*4)); 
} 
 
Devolución de parámetro: 
static void setParameter(unsigned int sp, unsigned int param, unsigned int value) { 
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 if(param > 10) { 
  return; 
 } 
 *((unsigned int *) (sp + param*4)) = value; 
 
} 
 
Nuevamente se aprecia en ambas funciones otra técnica de programación defensiva: 
antes de nada se comprueba que el parámetro a acceder sea uno de los 10 
parámetros de propósito general. 
ATENEA 
PAGINACIÓN Y MMU 
La Unidad de Manejo de Memoria o, por sus siglas en inglés, MMU, es un conjunto 
de circuitos integrados que se encarga de la traducción de direcciones virtuales a 
direcciones físicas en los accesos a memoria realizados por el procesador. 
 
Se trata de un chip cercano al procesador que sirve a modo de “frontera” entre el 
procesador y la memoria y periféricos. Esto es muy normal, todos los procesadores 
tienen algún tipo de interfaz con la que comunicarse con el “exterior” (la ram y los 
periféricos). Del lado de la “frontera” en el que se encuentra el procesador, se utilizan 
las denominadas direcciones virtuales, las cuales necesitan ser traducidas a 
direcciones físicas al cruzar la frontera. Es como si se tratase de dos países entre 
los cuales existe un intermediario (la mmu) para traducir ambos idiomas. No obstante, 
¡hace mucho más que eso! cuando el procesador dice algo que pudiese resultar 
ofensivo para el otro país, la MMU interviene advirtiendo a la CPU de que dicha 
dirección puede ponerle en un compromiso y que es mejor que no la consulte.  
 
Básicamente, lo que la MMU hace (o al menos hace en este proyecto) es traducir las 
direcciones virtuales a direcciones físicas comprobar que el tipo de acceso a memoria 
(lectura/escritura/extracción/…) respeta los permisos de acceso asignados a la zona 
de memoria a la que se accede. De esta manera permite al sistema operativo tener 
control sobre sus regiones mapeadas, permitir una multiprogramación segura, etc.  
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Cuando el procesador arranca la MMU está desactivada lo que significa que el 
espacio de direcciones virtuales es igual al espacio de direcciones físicas vis a vis. Es 
decir, el procesador tiene acceso directo a la memoria y a sus periféricos sin ningún 
tipo de control. Esto tiene sentido ya que al arrancar el sistema operativo necesita 
realizar algunas tareas para las cuales requiere acceder directamente a la memoria. 
Por ejemplo: poner el BSS a cero, iniciar algunos periféricos, obtener información del 
hardware, etc. 
 
El funcionamiento de la MMU puede parecer complicado pero es muy simple, cuando 
se dice que la MMU traduce las direcciones virtuales en direcciones físicas lo que esto 
significa es que en el lado del procesador hay una dirección a la cual se está 
accediendo, pero que no tiene que ser la misma dirección que en la memoria. Un 
ejemplo claro es el de ejecutar un programa dentro del sistema operativo, para 
compilar dicho programa se necesita vincular a un espacio de direcciones, por 
ejemplo, que comience a partir de la dirección 0x00100000 (caso real de este 
proyecto) por lo que el código se coloca en dicha dirección y comienza la ejecución 
satisfactoriamente. ¿pero qué ocurriría si se requiriese volver a cargar otro programa 
que quisiese utilizar ese espacio de direccionamiento (a partir de la dirección 
0x00100000)?,  ¿cómo pueden ambos utilizar el mismo espacio de direcciones sin 
solaparse entre sí? La respuesta es muy simple: no usando el mismo espacio de 
direcciones.  
 
En realidad, el proceso A, cuya dirección virtual o dirección que entiende el 
procesador, es la $0x00100000 sí que podría estar accediendo a dicha dirección  en 
memoria física @0x00100000. Pero en el caso del proceso B, cuya dirección virtual 
es la misma $0x00100000 estaría mapeado en otra dirección, por ejemplo la dirección 
@0x00101000: 
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Imagen 21: Ejemplo MMU con dos procesos en el sistema del proyecto. 
 
De esta manera ambos procesos creen que están accediendo a la misma dirección 
virtual $0x00100000 pero realmente solo uno de ellos lo está haciendo, el otro acaba 
accediendo a la @0x00101000 que es donde efectivamente se encuentra, 2 procesos 
en el sistema, que es un poco distinto que decir dos procesos en el Sistema Operativo. 
Hay muchos sistemas: sistema de ficheros, sistema informático, sistema de memoria. 
Ni los procesos ni el procesador son conscientes de donde acceden dentro de la 
memoria física una vez que la MMU está activada. Se han elegido cuidadosamente 
las direcciones 0x00100000 y 0x00101000 para este ejemplo porque en el caso 
concreto del sistema que se presenta, todos los procesos utilizan la misma dirección 
virtual ($0x00100000) y se trabaja con marcos de cuatro KB, de ahí que la siguiente 
dirección disponible para el proceso B sea 0x00101000. A continuación se explica el 
concepto de marco de página. 
Si se piensa en ello, no tiene ningún sentido mapear cualquier dirección virtual a 
cualquier dirección física, por ejemplo desde 0x12345678 a 0xAABBCCDD. Estamos 
hablando de direcciones de 32 bits lo que supone un total de cuatro Gigas de 
direcciones. Si permitimos que cualquier dirección se convierta a cualquier dirección 
necesitaríamos un mapa de 4GB a 4GB, es decir, 16 Gigabytes solamente para poder 
sostener la estructura de datos necesaria para tal direccionamiento. Lo cual es ridículo 
desde todo punto de vista y más cuando la capacidad de la RAM de la placa es de 
512 MB. Para solucionar este problema la MMU tiene una opción donde los 12 
primeros bits de la dirección Virtual se traducen a los 12 bits de la física,mientras que 
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los 20 bits menos representativos se mapean sin alteraciones. Esto significa Podemos 
controlar 1MByte de espacio de direcciones con una única definición, y tenemos 4096 
entradas en alguna tabla para convertir de dirección virtual a física, lo cual es bastante 
manejable. Estos 12 primeros bits son los que se conoce como número de  marco y 
los otros 20 restantes el desplazamiento dentro de dicho marco. 
 
Imagen 22: Marco y desplazamiento de una dirección virtual. 
 
La MMU de la RPI también da la posibilidad de poder  elegir en el descriptor del marco 
si si desea o no habilitar el almacenamiento en caché de ese bloque. Una razón obvia 
para esto sería la gestión de la zona de periféricos. Un ejemplo muy recurrente es el 
de un temporizador; Lo ideal es que se lea el contador de tiempo actual y cada vez 
que se vuelva a consultar, esta se actualice incrementando el valor en el tiempo 
transcurrido entre ambas lecturas ¿Pero qué pasa si lleva a la caché el marco que 
cubre la dirección del periférico? Entonces el valor del temporizador quedará 
guardado en dicha memoria caché la primera vez que se consulte y por mucho que 
se vuelva a consultar no será posible leer una nueva marca de tiempo. Eso no es 
bueno, ya que aparte nos imposibilita la capacidad de administrar el periférico. Lo más 
lógico sería optar por ni siquiera mapear la zona de periféricos y acceder a ella con la 
MMU desactivada o, en su defecto,  al menos configurar dicha zona para que no se 
guarde en la caché.  
Otra característica muy interesante que ofrece esta MMU es la capacidad de asignar 
bits de control. Si volvemos atrás a la explicación del marco y del desplazamiento, 
inmediatamente nos damos cuenta de que no es necesario guardar la información 
referente al desplazamiento en el mapa de traducción, ya que estos nunca varían. 
Entonces contamos con 20 Bits donde poner otro tipo de información más relevante 
para la traducción, como por ejemplo, seleccionar en qué modo de proceso es 
accesible un marco configurar el modo en el que puede llevarse a cabo el acceso.  
Esto es súmamente útil, por ejemplo, en el caso del sistema de este proyecto, esto 
permite tener mapeado el sistema operativo dentro del espacio de direccionamiento 
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de los procesos sin temor a que accedan a él y permitiendo agilizar la gestión de las 
llamadas al sistema (las cuales se ejecutan en modo privilegiado, distinto al del 
proceso de usuario) sin tener que cambiar de tabla de páginas, con todo lo que ello 
supondría: deshabilitar MMU, refrescar la TLB, cargar la tabla de páginas del kernel, 
volver a activar la MMU, efectuar la rutina de servicio pertinente, volver a deshabilitar 
la MMU, volver a refrescar la TLB y cargar nuevamente la tabla de páginas del 
proceso para continuar la ejecución. 
En este punto, veamos cómo se configuraría una entrada de la tabla de páginas para 
esta MMU. La unidad principal son la secciones que hacen referencias a marcos de 
1 MB. También tiene “blobs” que son tamaños más pequeños de páginas de 4096 
Bytes para, por ejemplo, los marcos de los procesos de usuario. En ARM un marco 
de 4KB es denominado una ‘small page’. 
 Como se mencionó anteriormente, el espacio de direcciones es de 32 bits, 1 MB   
puede direccionarse con 20 bits, por lo que 32-20 = 12 bits o 4096 combinaciones 
posibles en las que se divide la capacidad de direccionamiento de la placa. 4096 
secciones de 1MB. Los 12 primeros bits de la dirección virtual se traducen a 12 bits 
de física. No hay reglas sobre la traducción, puede ser virtual igual a física, o tener un 
montón de secciones virtuales apuntan al mismo espacio físico. Queda a elección del 
programador establecer el criterio de traducción de acuerdo a sus necesidades. 
 
ARM utiliza el término arquitectura del sistema de memoria virtual o VMSA por sus 
siglas en inglés y utiliza el término VMSAv6 para hablar sobre el ARMv6 VMSA. Hay 
una sección en el manual de la arquitectura titulada Virtual Memory System 
Architecture, ahí se explica el funcionamiento de la tabla de páginas. A continuación 
se muestra una imagen del manual técnico de la arquitectura que esquematiza el 
funcionamiento de la tabla de páginas a primer nivel de la RPI. 
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Imagen 23: Descripción del funcionamiento de la tabla de páginas a primer nivel. 
 
Lo primero que vemos es que los 14 bits menos significativos  son should be zero 
(SBZ).  Básicamente tenemos que tener la base de la tabla de traducción alineada a 
16KB (2^14 es 16K) lo cual limita las opciones de dónde colocar la tabla. La primera 
opción sería en la dirección 0x00000000 sin embargo en ella se encuentra la tabla de 
vectores de interrupción por lo que no está disponible. La siguiente dirección 
disponible sería 0x00004000.  
Recordemos que necesitábamos 4096 entradas de 32 bits cada una, es decir. la tabla 
de páginas de primer nivel ocupa un tamaño total de 16 KB, esto no es una 
coincidencia, ya que 4 x 096 = 0x00004000 y 0x00004000 + 0x00004000 Es 
0x00008000, precisamente la dirección donde comienza nuestro sistema operativo. 
A continuación se muestra el layout de un descriptor de primer nivel (FLD) o una 
entrada de la tabla: 
Los privilegios se gestionan mediante los bits APX/AP (3 bits en total) 
APX está en el bit 15 de la definición del sector, mientras que AP 
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están en los bits 10 y 11. 
 
  * APX AP               Privileged    Unprivileged 
  *  1  11 (0x8c00) = read-only     read-only 
  *  1  01 (0x8400) = read-only     no access 
  *  0  10 (0x0800) = read-write    read-only 
  *  0  01 (0x0400) = read-write    no-access 
  *  0  11 (0x0c00) = read-write    read-write (full access) 
 
eXecute Never (XN) está en el bit 4 (0x10) - las secciones con este flag no pueden 
ser ejecutadas ni por modos privilegiados. En este sentido, es posible proteger a 
los programas de sí mismos. 
 
Los bits 0 y 1 identifican en tipo de entrada en la tabla: 
 
0 = translation fault 
1 = course page table (paginas de 1KB, 4KB o 16KB (big pages). Requieren de 
descriptores de segundo nivel. 
2 = section or supersection 
 
Para poder definir marcos más pequeños, como es de interés en este caso, hay que 
poner a 0b01 los dos primeros bits del FLD, de esta manera marcaremos la sección 
como “COURSE”, esto es que se concretará mediante descriptores de segundo nivel 
(SLD) el contenido de dicha sección. A continuación se muestra una imagen del 
esquema de funcionamiento de la tabla de páginas a segundo nivel, que será 
referenciada en cada FLD que requiera un mayor nivel de detalle que 1 MB: 
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Imagen 24: Descripción del funcionamiento de la tabla de páginas a segundo 
nivel. 
Como se puede ver en la figura, en este caso el SBZ es más pequeño que en los FLD. 
Por lo tanto no es necesario utilizar un alineamiento de 16 KB para la base de la tabla 
de segundo nivel. Esto nos da mayor libertad a la hora de buscar un sitio en la 
memoria donde colocarlo. Aún así, al tener 13 Bits SZB, tenemos que mantener el 
alineamiento de 4 KB. 
En cuanto al tamaño de la tabla de segundo nivel, viene determinado por el número 
de SLD necesarios para mapear una sección. Como hemos dicho, queremos emplear 
marcos de 4 KB para cada proceso, por consiguiente necesitaremos dividir dicha 
sección de 1 MB abarcada en el FLD en subsecciones o marcos de 4 KB. Se divide 
el tamaño de la sección entre el tamaño de la subsección o marco que se desea 
emplear y se obtiene el número total de SLD requeridos para su mapeo: 1 MB / 4 KB 
= 256 SLDs.  Y como cada SLD tiene una longitud de una palabra (32 bits), la tabla 
de segundo nivel tiene un tamaño de 256 Bytes. 
En lo relativo al layout de un SLD hay que decir que es muy parecido al de un FLD, 
esto es debido a que la lógica necesaria para diferenciar un FLD de un SLD radica en 
la forma de acceso. La MMU es consciente de que está en un FLD porque ha llegado 
a él sin dar ningún salto, simplemente avanzando en la tabla de de primer nivel. 
Mientras que en el caso de estar en un FLD, ha tenido que llegar a él a partir de un 
salto a través de un FLD. De esta manera no es necesario incorporar ningún tipo de 
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información a los descriptores para saber si son de un nivel u otro. A continuación se 
muestra el layout de un SLD: 
 
Los privilegios se gestionan mediante los bits APX/AP (3 bits en total) 
APX está en el bit 9 de la difinicion del sector, mientras que AP 
están en los bits 4 y 5. El significado es el mismo que en el caso de un FLD 
solamente cambiando el número de bit, se recuerda: 
 
  * APX AP               Privileged    Unprivileged 
  *  1  11 (0x8c00) = read-only     read-only 
  *  1  01 (0x8400) = read-only     no access 
  *  0  10 (0x0800) = read-write    read-only 
  *  0  01 (0x0400) = read-write    no-access 
  *  0  11 (0x0c00) = read-write    read-write (full access) 
 
eXecute Never (XN) varía de posición en función del tipo de página que se desea 
definir. Como se mencionó antes, las secciones con este flag no pueden ser 
ejecutadas ni por modos privilegiados. 
 
Los bits 0 and 1 determinan el tipo de página o tamaño de marco: 
  * 0 = unmapped, falta de página 
  * 1 = large page (64K)           (XN is bit 15) 
  * 2 = small page (4K), executable        (XN is bit 0) 
  * 3 = small page (4K), not-executable  (XN is bit 0) 
 
Para terminar este capítulo, se ilustra mediante la siguiente figura lo que podría ser el 
esquema de estructura en árbol de la tabla de páginas en un instante de tiempo 
cualquiera del sistema: 
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Imagen 25: Ejemplo tabla de páginas de un proceso en un instante del 
sistema. 
Como se puede apreciar, la tabla de páginas de primer nivel contiene siete entradas 
(siete FLD), es decir, 7 MB mapeados de los cuales los seis primeros han sido 
definidos como “course” y referencian a tablas de páginas de segundo nivel. En las 
tablas de páginas de segundo nivel nos encontramos las entradas de segundo nivel 
(SLD) que son las que contienen la dirección física del marco final para la dirección 
virtual que se desea traducir. 
MODELO DE MEMORIA 
MODELO DE MEMORIA DEL KERNEL 
Primero, es importante conocer cómo funciona el proceso de arranque en la RPI y 
cómo el código es llevado a memoria por el boot loader; Es necesario saber en qué 
dirección se empieza a ejecutar el sistema, en qué modo de proceso y también dónde 
se encuentran qué periféricos. De esta manera podremos establecer un mapa de la 
memoria física y hacernos una idea de qué zonas se pueden usar para el sistema 
operativo. 
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El BCM2385 de Broadcom incluye dos procesadores, uno es un Videocore (tm) GPU 
que es lo que hace que RPI pueda ser utilizada como un centro multimedia tan bueno 
y el otro es el núcleo ARM que ejecuta el sistema operativo. Ambos procesadores 
comparten el bus periféricos y también tienen que compartir algunos recursos de 
interrupción. Esto en nuestro caso concreto significa que algunas interrupciones no 
están disponibles para el procesador ARM porque ya son tomadas por la GPU. 
La GPU comienza a ejecutarse al arrancar y es la encargada de ejecutar el código 
para leer la primera partición FAT de La tarjeta SD en el bus MMC. Esto es muy raro 
ya que generalmente no es la GPU quien se encarga de llevar a cabo los procesos 
de arranque. Básicamente la GRU, busca y carga un archivo llamado “bootcode.bin” 
e Inicia la ejecución de ése código.  
El loader de “bootcode.bin” es de código privativo y apenas está documentado. En 
líneas generales busca en la tarjeta SD un archivo llamado “start.elf” y otro “config.txt” 
para establecer varias configuraciones del kernel antes de cargar el fichero de imagen 
del sistema operativo “kernel.img”. Una vez realizado ese proceso, carga el fichero 
“kernel.img” a partir de la dirección 0x8000 e inicia el procesador ARM poniendo el 
contador de programa en dicha dirección. 
Esto quiere decir que el procesador ya está funcionando cuando empieza a ejecutar 
nuestro código. Además la GPU ya se ha encargado de arrancar el reloj, los fuentes 
y ajustes de PLL (Phase-locked Loop) ya están decididos y programados en el 
cargador de arranque que nos  resuelve ese problema..  Esto es algo bastante raro 
también, normalmente lo primero que se debería hacer en el código es configurar 
correctamente el reloj y PLL para inicializar el procesador, pero la GPU ya nos ha 
provisto con un esquema de configuración básico. 
Por consiguiente, tenemos que el sistema operativo se encuentra a partir de la 
dirección 0x8000 en RAM y el siguiente paso es conocer el mapa de memoria física: 
 
  
81 
 
 
Imagen 26: Esquema de la memoria física de la placa. 
 
Atendiendo a la imagen y con lo mencionado anteriormente, se deduce que los 
siguientes componentes se encuentran en las siguientes direcciones: 
 
DIRECCIÓN COMPONENTE 
0x00000000 Tabla de vectores de interrupción 
0x00008000 Comienzo del sistema operativo 
0x20000000 Comienzo del área de periféricos 
 
En consecuencia se propone el siguiente mapa de memoria para el sistema: 
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Imagen 27: Mapa de la memoria física del sistema operativo del proyecto. 
 
 
 
 
MODELO DE MEMORIA DE PROCESOS 
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Una vez explicada la disposición de la memoria física, se debe tener en cuenta que 
todos los procesos de usuario cuentan con un esquema de memoria virtual. Por lo 
que desde la perspectiva del proceso, la disposición de la memoria cambia respecto 
a la física. 
 
Mediante el siguiente diagrama se explica el mapa de memoria virtual de un proceso 
(a la derecha) su correspondencia con la memoria física (a la izquierda): 
 
Imagen 28: Mapa de la memoria virtual de un proceso y su correspondencia. 
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El espacio del kernel está paginado vis a vis, esto es que ocupa las mismas 
direcciones en la memoria virtual del proceso que en la memoria física y la única tarea 
de la tabla de páginas es la gestión de los accesos mediante los bits de control, así el 
kernel únicamente es accesible en modo protegido. La mayor ventaja de este diseño 
es que nos permite atender las peticiones al sistema operativo sin cambiar la tabla de 
páginas lo que agiliza muchísimo el trabajo al ahorrar el cambio de página a la del 
sistema operativo o tener que desactivar la MMU. Para más información consulte el 
capítulo anterior (paginación y MMU). 
 
En los marcos de propósito general de procesos, aprovechando que por necesidad 
están alineados a un boundary de 4 KB. se incluyen las tablas de páginas de segundo 
nivel.  
MODELO DE FICHEROS 
SISTEMA DE FICHEROS 
La gestión de ficheros se lleva a cabo mediante lo que se conoce como sistemas de 
ficheros. Los sistemas de ficheros son la forma en que el sistema dispone sus datos 
en el disco; guardan la información referente a los metadatos del fichero como su 
nombre, tamaño, extensión, etc. Y sobre todo en qué lugar se encuentra dicho fichero 
dentro del disco. En resumen, se encargan de proporcionar una forma lógica de 
acceder a los datos que se guardan en el disco para que puedan ser accedidos, 
leídos, modificados o incluso borrados.  
La elección de qué sistema de ficheros utilizar radica principalmente en lo que se 
desee hacer con él. Por ejemplo, Windows tiene capacidad para utilizar el sistema 
FAT32 o NTFS y dependiendo de la situación hace uso de uno u otro; Si su disco es 
realmente enorme, entonces no tiene sentido usar FAT32 porque el sistema FAT fue 
diseñado en los días en los que nadie tenía discos tan grandes como lo hacemos 
ahora. Al mismo tiempo, no sirve de nada usar un sistema de archivos NTFS en un 
disco diminuto, porque fue diseñado para trabajar con grandes volúmenes de datos. 
La sobrecarga sería inútil para, por ejemplo, leer un disquete de apenas algo más de 
1 MB. 
Si se establece una comparación con la administración de memoria, hay algunas 
diferencias clave en el manejo de los medios de disco: 
1. Los datos sólo pueden escribirse en trozos de tamaño fijo. En el caso concreto 
de este proyecto, la unidad mínima de almacenamiento es el cluster. Un cluster 
son 64 sectores consecutivos de 512 MB cada uno. Por tanto, un cluster son 
32.768 B. Esto quiere decir que si decidimos añadir un fichero este ocupará 
como mínimo 32.768 B, aunque únicamente contenga un carácter. 
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2. Los tiempos de acceso son diferentes para diferentes ubicaciones en el disco. 
La búsqueda es generalmente una operación costosa. 
El tiempo de transferencia de información es muy pequeño en comparación con la 
RAM y normalmente, los datos deben mantenerse. 
Por estos motivos, algunos de estos sistemas tienen estructuras especializadas, 
algoritmos o combinaciones de los mismos para mejorar las  prestaciones en cuanto 
a la velocidad. 
En este proyecto únicamente se contempla el sistema de ficheros FAT de 32 Bits. La 
razón por la que se ha usado este sistema es su sencillez y amplia difusión. Además, 
como se ha explicado con anterioridad en el capítulo de modelo de memoria del 
kernel, el propio sistema de boot de la placa cuenta con que ya haya una partición 
FAT en la tarjeta microSD mediante la cual localizar los ficheros de configuración y 
arranque necesarios para su acción. Aprovechando esta característica, se ha podido 
incorporar con relativa sencillez el uso de un disco RAM. 
lA tabla de asignación de fichero (FAT) es comparable al enfoque de mapa de bits. 
Sin embargo, en lugar de tener un campo libre o ocupado, puede contener otra 
información adicional. La ventaja es que el uso de esta estructura es simple, la 
desventaja es que este enfoque es relativamente lento (si la FAT no está 
completamente cargada en memoria) y se necesita un conjunto separado de datos 
para definir las secciones que se utilizan, y en qué orden. FAT combina una lista l 
enlazada y un mapa de bits en una misma estructura. 
Existen múltiples tipos de FAT: FAT12, FAT16 y FAT32. La principal diferencia radica, 
principalmente en el tamaño de las entradas en la tabla, sin embargo no es la única. 
A continuación se aporta una tabla con las principales distinciones: 
 
Tabla 29: Tipos de FAT 
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EL DISCO RAM 
El disco RAM, también conocido como RAM Drive, es una unidad de disco generada 
por software que almacena información en la memoria del ordenador en lugar de en 
una unidad de disco físico. Debido a que la información se almacena y se accede 
directamente desde la memoria de la computadora, las unidades de disco RAM son 
muchísimo más rápidas. Como contrapartida, pierden la principal característica que 
otorga la memoria secundaria:la persistencia. No obstante,pueden plantearse 
volcados de memoria del disco RAM al disco físico de manera periódica o en un 
evento clave como el cierre de una sesión o el apagado del sistema para suplir esa 
carencia. 
De manera sorpresiva, el uso de este tipo de discos se está popularizando en el 
mercado de la mano de la proliferación de las IMDB o bases de datos en RAM. Un 
ejemplo es SAP Hana.  
En cuanto a su inclusión en el sistema, es importante remarcar en este punto el hecho 
de que este proyecto es un sistema hecho desde cero. Por lo que no cuenta con 
drivers comerciales sino con drivers caseros hechos por el autor. En el caso del disco, 
se realizó una adaptación de un conocido driver open source de John Cronin. El driver 
fue diseñado para RPI versión dos o sucesivas, por lo que en el caso del proyecto 
daba errores en la lectura de algunos bits espontáneos debido a su configuración de 
uso de diferencias de voltaje. Se llevó a cabo un proceso de modificación y adaptación 
del driver hasta lograr que funcionase de manera satisfactoria para la configuración 
de voltaje definida en RPI versión uno.  
Lamentablemente, aunque el driver del proyecto funciona perfectamente, no se 
lograron tiempos de respuesta razonables en los accesos y por este motivo se ha 
optado por presentar una solución mediante disco RAM. No obstante la funcionalidad 
desarrollada y la capacidad de acceso a la memoria secundaria de la tarjeta microSD 
están presentes y usables. 
EL FORMATO EJECUTABLE ELF 
Por último, aparte de la gestión de los ficheros y el tipo de disco a usar, se presenta 
la necesidad de utilizar ciertos metadatos para los ficheros ejecutables. El sistema 
cuenta con dos tipos de ficheros: los ficheros de texto plano los cuales no requieren 
ningún metadato adicional y los ficheros ejecutables correspondientes a los 
programas de usuario o comandos externos.  
En el caso de los ficheros ejecutables, es necesario conocer alguna información 
adicional (que no se encuentra en la FAT) como por ejemplo: el punto de entrada al 
programa, la tabla de símbolos, las secciones, etc. Todo esto está contemplado 
dentro del formato ELF (Executable and Linkable Format). 
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EL formato ELF fue diseñado por Unix System Laboratories mientras trabajaba con 
Sun Microsystems en SVR4 (UNIX System V Release 4.0). En consecuencia, ELF 
apareció por primera vez en Solaris 2.0 (también conocido como SunOS 5.0), que se 
basa en SVR4. El formato se especifica en el sistema V ABI. Se trata de un formato 
muy versátil que más tarde fue recogido por muchos otros sistemas operativos para 
su uso. 
Hoy en día, ELF es considerado el formato estándar en los sistemas similares a UNIX. 
Aunque tiene algunos inconvenientes, por ejemplo, utilizando uno de los escasos 
registros de propósito general del IA-32 cuando se utiliza código independiente de la 
posición (autoreubicable) . Al ser un formato tan extendido, está bien soportado y  
documentado. 
Para entender correctamente el formato, primero es necesario conocer brevemente 
la estructura de un programa: 
SECCIÓN DESCRIPCIÓN 
.text donde se encuentra el código. Mediante el comando objdump en los 
sistemas tipo unix se puede consultar en detalle esta sección. 
.data donde se encuentran encuentran las variables globales inicializadas. 
Objdump -s -j .data <<fichero>> muestra la información relativa a esta 
sección. 
.bss donde se almacenan variables no inicializadas o inicializadas a cero. 
El sistema en la carga se encarga de poner a cero esta sección. 
.rodata Donde se guardan los datos que no quieren ser modificados, como los 
literales. objdump -s -j .rodata <<fichero>> muestr la información 
relativa a esta sección. 
.comment 
& .note 
Comentarios que incluye el linker y el compilador. Por ejemplo, 
versiones. 
.stab & 
.stabstr 
Información para el debugger y el proceso de depuración. Estos datos 
son los que luego utiliza el depurador gdb para poder ofrecer 
información del programa a alto nivel. 
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La cabecera ELF se crea como resultado de la compilación y el linkado. Un archivo 
ELF se divide en secciones. Para un programa ejecutable, estas son la sección de 
texto correspondiente al código, la sección de datos para las variables globales y la 
sección rodata que normalmente contiene las cadenas de literales. El fichero ELF. 
contiene la información necesaria para poder llevar esas secciones a la memoria en 
lo que constituye la carga del programa con vistas a su posterior ejecución. Hay que 
tener en cuenta que dependiendo de si se trata de un fichero objeto o un fichero 
ejecutable, la cabecera ELF será diferente. 
 
Ejemplo ELF: 
C32/kernel/bin/.process.o 
architecture: i386, flags 0x00000011: 
HAS_RELOC, HAS_SYMS 
start address 0x00000000 
 
Sections: 
Idx Name          Size      VMA       LMA       File off  Algn 
  0 .text         00000333  00000000  00000000  00000040  2**4 
                  CONTENTS, ALLOC, LOAD, RELOC, READONLY, CODE 
  1 .data         00000050  00000000  00000000  00000380  2**5 
                  CONTENTS, ALLOC, LOAD, DATA 
  2 .bss          00000000  00000000  00000000  000003d0  2**2 
                  ALLOC 
  3 .note         00000014  00000000  00000000  000003d0  2**0 
                  CONTENTS, READONLY 
  4 .stab         000020e8  00000000  00000000  000003e4  2**2 
                  CONTENTS, RELOC, READONLY, DEBUGGING 
  5 .stabstr      00008f17  00000000  00000000  000024cc  2**0 
                  CONTENTS, READONLY, DEBUGGING 
  6 .rodata       000001e4  00000000  00000000  0000b400  2**5 
                  CONTENTS, ALLOC, LOAD, READONLY, DATA 
  7 .comment      00000023  00000000  00000000  0000b5e4  2**0 
                  CONTENTS, READONLY 
DETALLES DE IMPLEMENTACIÓN 
Como detalle de implementación, se muestra una rutina que traduce una dirección 
virtual a física siguiente la tabla de páginas especificada por parámetro. Esta rutina 
se encuentra en el fichero mem-utils.c del módulo de proyecto Atenea. 
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/* Rutina para convertir una dirección virtual en fisica 
 *  siguiendo la tabla de páginas. 
 * Retorna la dirección fisica o 0xffffffff si dicha dir. virtual 
 * no se encuentra mapeada. 
 */ 
uint32_t mem_v2p(unsigned int virtualaddr, unsigned int * pagetable) { 
 unsigned int pt_data = pagetable[virtualaddr >> 20]; 
 unsigned int cpt_data, physaddr; 
 if((pt_data & 3)==0 || (pt_data & 3)==3) 
 { 
  /* nada mapeado */ 
  return 0xffffffff; 
 } 
 if((pt_data & 3)==2) 
 { 
  /* (Super)Section */ 
 
  physaddr = pt_data & 0xfff00000; 
 
  if(pt_data & (1<<18)) 
  { 
   /* 16MB Supersection */ 
   physaddr += virtualaddr & 0x00ffffff; 
  } 
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  else 
  { 
   /* 1MB Section */ 
   physaddr += virtualaddr & 0x000fffff; 
  } 
 
  return physaddr; 
 } 
 /* Coarse page table */ 
 cpt_data = ((unsigned int *)(0x80000000 + (pt_data & 
0xfffffc00)))[(virtualaddr>>12)&0xff] ; 
 if((cpt_data & 3) == 0) 
 { 
  /* nada mapped */ 
  return 0xffffffff; 
 } 
 if(cpt_data & 2) 
 { 
  /* Small (4k) page */ 
  return (cpt_data & 0xfffff000) + (virtualaddr & 0xfff); 
 } 
 /* Large (64k) page */ 
 return (cpt_data & 0xffff0000) + (virtualaddr & 0xffff); 
} 
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También puede ser interesante mostrar el tipo de cabecera ELF definido en el fichero 
‘elf32.h’. Del módulo atenea. Se adjunta imagen para preservar la disposición de los 
comentarios en la estructura. 
 
Imagen 30: Cabecera ELF. 
HEFESTO 
UTILERÍAS DE STRINGS 
Las utilerías de strings son las típicas: 
int8_t uintToStringStr(uint32_t num, uint8_t base, uint8_t * str); 
uint8_t * uintToString(unsigned int num, char base); 
uint8_t * stringToUint(char * str, uint8_t base); 
uint8_t intToString(int32_t num, uint8_t base, uint8_t * str); 
int8_t * stringToInt(char * str, uint8_t base); 
uint8_t stringLength(const uint8_t * str); 
uint32_t searchStringPattern(uint8_t * pattern, const uint8_t * str); 
uint8_t * strcpy(uint8_t * dest, const uint8_t *  src); 
uint8_t * strncpy(uint8_t * dest, const uint8_t * src, const uint32_t numChars); 
uint8_t *strncat(uint8_t *dest, const uint8_t *src, uint32_t n); 
int32_t strncmp(const char *s1, const char *s2, uint32_t n); 
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Carecen de interés de verse en detalle pues su implementación es muy fácil de 
encontrar en la web. Por comentar alguna, a continuación se muestra la rutina de 
conversión de un entero sin signo a cadena de caracteres con la base seleccionada 
(binario,decimal, hexadecimal, etc): 
 
char * uintToString(unsigned int num, char base){ 
 
 char divCont; 
 char reminder; 
 char i; 
 static char buff [] = {"            \0"}; 
 
 if(base > 16) {  
// Se comprueba la base 
  buff[0] = '\0'; 
  return buff; 
 } 
 if(num==0) { 
  buff[0]='0'; 
  buff[1]='\0'; 
  return buff; 
 } 
 
 divCont = 0;   
// Llevamos la cuenta de la sucesivas divisiones 
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 if(base==HEXADECIMAL) { 
  while(num) {   
// Se divide hasta que el ńumero sea 0 
 
   reminder = num % base; 
 
   if(reminder < 10) 
    buff[divCont] = '0' + reminder; 
   else 
    buff[divCont] = 'a' + reminder - DECIMAL; 
// 'a' representa el inicio de las minúsculas en la tabla ASCII 
   divCont++; 
   num /= base;   
// Le restamos el resto y loop. 
  } 
 
 } else { 
  while(num) {    
// Se divide hasta que el ńumero sea 0 
  reminder = num % base; 
  buff[divCont] = '0' + reminder; 
  divCont++; 
  num /= base;    
// Le restamos el resto y loop. 
       }  
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      } 
 buff[divCont] = '\0'; 
// Siempre acaba en una división más de la cuenta (D = 0)  
// En el caso hexadecimal no incluye el '0x' 
 
 for(i = 0; i < --divCont; i++) {     
// Reordenamos el array    
   
  reminder      = buff[i]; 
// Reutilizamos la variable, ahora como var aux para el intercambio. 
  buff[i]    = buff[divCont]; 
  buff[divCont] = reminder; 
 } 
 return buff; 
} 
 
UTILERÍAS DE DIVISIÓN Y EL PROBLEMA DE LA DIVISIÓN EN ARM 
La división es la operación más difícil en términos computacionales de todas las 
operaciones aritméticas (suma, resta, multiplicación y división) por lo que muchos 
procesadores optan por no incorporarla de manera nativa. 
La familia de procesadores ARM no tiene una instrucción de división por defecto así 
que delega su implementación a rutinas de biblioteca que se enlazan con los 
programas de usuario. Es decir, es tarea nuestra codificar una rutina capaz de dividir 
dos registros y que además sea acorde con la ABI (Application Binary Interface). De 
otro modo, no podremos recuperar los valores correctamente al llamarla. 
El compilador al detectar un operador de módulo (%) o de cociente (/) del tipo 
(integer)(%)(integer) o (integer)(/)(integer) crea una referencia (símbolo) 
y espera que le sea facilitada la rutina pertinente en el linkado. Si el linker no es capaz 
de encontrar el símbolo lanzará un error de compilación del tipo: 
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/data/Projects/arm/test/main.c:39: undefined reference to `__aeabi_idivmod' 
 
/data/Projects/arm/test/main.c:40: undefined reference to `__aeabi_uidivmod' 
 
/data/Projects/arm/test/main.c:41: undefined reference to `__aeabi_idiv' 
 
/data/Projects/arm/test/main.c:42: undefined reference to `__aeabi_uidiv' 
 
símbolos divisiones y módulos: 
 
SÍMBOLO DEFINICIÓN 
`__aeabi_idivmod' División entera con signo. Devolvemos el resto. 
`__aeabi_uidivmod' División entera sin signo. Devolvemos el resto. 
`__aeabi_idiv' División entera con signo. Devolvemos el cociente. 
`__aeabi_uidiv' División entera sin signo. Devolvemos el cociente. 
 
La implementación de estas rutinas se encuentra en el fichero ‘divisions.S’ del módulo 
hefesto. 
POSEIDON 
RUTINA DE ARRANQUE 
Las rutina de arranque es aquella encargada de preparar el entorno para la correcta 
ejecución del sistema operativo. Esto es necesario ya que de otro modo el sistema 
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podría hacer uso de un recurso que no estuviese correctamente inicializado y él 
espera que lo esté. Por ejemplo, una variable en la sección .BSS del SO. 
A continuación se comenta paso a paso el algoritmo de arranque: 
 
1. Instanciación de la tabla de vectores dentro del espacio de memoria del 
sistema operativo (dirección 0x00008000). 
 
2. Se desplaza dicha estructura a la dirección 0x00000000 de manera que 
ya queda colocada en su sitio en el momento de que se produzca una 
interrupción de algún tipo. 
 
3. Asignar al puntero de pila de los distintos modos de proceso una 
dirección. Si esto no se hace correctamente o directamente no se hace, no se 
tendría control de en qué punto se encuentran las pilas del sistema lo que 
podría acarrear un funcionamiento impredecible y la posibilidad de modificar 
de forma incontrolada otras zonas de memoria. 
 
4. Poner a cero toda la sección .BSS del kernel. 
 
5. Llamar a la función main del SO. 
 
MAIN 
En el fichero main se llevan a cabo las inicialización del resto de recursos y periféricos 
del sistema, se crea el proceso ocioso y se habilitan las interrupciones para dar 
comienzo al Round-Robin con el proceso ocioso finalizando así la fase de inicio del 
sistema. 
DETALLES DE IMPLEMENTACIÓN 
La rutina de arranque está escrita completamente en ensamblador y se encuentra en 
el fichero ‘boot.s’ del módulo de proyecto Hefesto. Lo más interesante de la rutina es 
el paso uno de la tabla de vectores de interrupción: 
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/* Rutina de arranque del sistema */ 
 
_start: 
 
/* configuración de la tabla de vectores de interrupción */ 
 
    ldr pc, _reset_h 
    ldr pc, _undefined_instruction_vector_h 
    ldr pc, _software_interrupt_vector_h 
    ldr pc, _prefetch_abort_vector_h 
    ldr pc, _data_abort_vector_h 
    ldr pc, _unused_handler_h 
    ldr pc, _interrupt_vector_h 
    ldr pc, _fast_interrupt_vector_h 
 
_reset_h:                           .word   _reset_ 
_undefined_instruction_vector_h:    .word   undefined_instruction_vector 
_software_interrupt_vector_h:       .word   software_interrupt_vector 
_prefetch_abort_vector_h:           .word   prefetch_abort_vector 
_data_abort_vector_h:               .word   data_abort_vector 
_unused_handler_h:                  .word   _reset_ 
_interrupt_vector_h:                .word   interrupt_vector 
_fast_interrupt_vector_h:           .word   fast_interrupt_vector 
 
_reset_: 
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    /* La ejecución comienza en modo SUPERVISOR. For more information on 
     processor modes see ARM Section A2.2 (Processor Modes) */ 
    mov r10, r0 
    mov r11, r1 
    mov r12, r2 
 
    mov     r0, #0x8000 
    mov     r1, #0x0000 
    ldmia   r0!,{r2, r3, r4, r5, r6, r7, r8, r9} 
    stmia   r1!,{r2, r3, r4, r5, r6, r7, r8, r9} 
    ldmia   r0!,{r2, r3, r4, r5, r6, r7, r8, r9} 
    stmia   r1!,{r2, r3, r4, r5, r6, r7, r8, r9} 
 
/* Fin de la configuración de la tabla de vectores de interrupción */ 
 
Función main: 
int main(uint32_t r0, uint32_t r1, uint32_t atagsAddr) { 
 
 uart_init(); 
 bgInit(atagsAddr); 
 init_syscalls(); 
 init_proc_scheduling(); 
 init_commandInterpreter(); 
 init_screen_consoles(); 
 init_pmem(); 
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 init_uartConsole(); 
 /* habilitar timer interrupt IRQ */ 
 RPI_GetIrqController()->Enable_Basic_IRQs = 
RPI_BASIC_ARM_TIMER_IRQ; 
 /* Setup del system time r interrupt */ 
 /* Timer frequency = Clk/256 * 0x400 */ 
 RPI_GetArmTimer()->Load = 0x800; 
 /* Setup del ARM Timer */ 
 RPI_GetArmTimer()->Control = 
 RPI_ARMTIMER_CTRL_23BIT | 
 RPI_ARMTIMER_CTRL_ENABLE | 
 RPI_ARMTIMER_CTRL_INT_ENABLE | 
 RPI_ARMTIMER_CTRL_PRESCALE_256; 
 
 //habilitar uart interrupts: 
 RPI_GetIrqController()->Disable_IRQs_1 = 0xFFFFFFFF; 
 RPI_GetIrqController()->Disable_IRQs_2 = 0xFFFFFFFF; 
 // habilitar UART + SWI 
 RPI_GetIrqController()->Enable_IRQs_2 = 0x02000200; 
 asm volatile("cpsie i,#0x10"); 
 while(1) { 
          // Comienza el Round-Robin! 
 } 
 return 0; 
} 
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APOLO 
GESTIÓN DE TERMINALES 
Una consola o terminal es un programa especial que normalmente está integrado en 
la distribución del S.O, y que ofrece al usuario una interfaz con el ordenador. La forma 
en la que se muestra al usuario puede variar de sistema a sistema (línea de 
comandos, explorador de archivos, etc), pero el concepto es siempre el mismo: 
 
1. Permitir al usuario seleccionar un programa para iniciar, y 
opcionalmente darle argumentos específicos de la sesión. 
 
2. Enumerar el contenido de los directorios, mover y copiar archivos a 
través del sistema. 
 
Para hacer esas acciones, el terminal puede tener que emitir numerosas llamadas al 
sistema, como "abrir el fichero 'x', abrir el fichero 'y' y crearlo si no existe, leer el 
contenido de X, escribir en Y, cerrar Ambos ficheros, escribe "hecho" a la salida 
estándar". 
 
El terminal comúnmente es usado también por programas que quieren iniciar otros 
programas pero no quieren hacerlo ellos mismos (por ejemplo, completar patrones de 
archivo como "* .mp3", recuperar la ruta exacta del programa, etc.). 
 
Los terminales más modernos también pueden tener varias características 
adicionales: 
 
Auto-Completion: Al pulsar la tecla TAB, la palabra que el usuario está escribiendo se 
completará con un comando de shell válido, un archivo, un directorio o cualquier otra 
cosa. Al presionar la tecla de autocompletar varias veces, se muestran todas las 
posibilidades de finalización. 
 
Inserción de caracteres: El usuario puede moverse en el comando que ha escrito de 
manera que al escribir nuevos caracteres en esa posición del cursor, los caracteres 
se insertan desplazando todo lo que se encuentre a la derecha. 
 
Historial de comandos: Utilizando las teclas de flecha hacia arriba y hacia abajo, el 
usuario puede desplazarse por las entradas anteriores. 
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Scripting: Algunos terminales tienen lenguajes de scripting personalizados. Algunos 
ejemplos de estos lenguajes pueden ser Bash o PowerShell. 
En el caso del sistema desarrollado en este proyecto, se plantea una solución primitiva 
de terminales con las características básicas mencionadas al principio del capítulo. 
Estos terminales son mostrados mediante una GUI haciendo uso de la salida HDMI y 
recogen sus caracteres mediante interrupciones hardware de la UART.  
Los terminales se conciben como un recurso compartido por los procesos. Como se 
ha explicado en el modelo de procesos,a todos los procesos tras su creación se les 
asigna un terminal. Esta asignación aparece reflejada en el descriptor de proceso en 
el campo ‘terminal’. 
Un terminal puede asignarse a varios procesos y es el encargado de suministrarles la 
entrada estándar. Esto se explica muy bien con un ejemplo: supongamos que existe 
un proceso A asignado al terminal uno, el cual en un momento dado decide ejecutar 
un proceso hijo B. Dicho proceso B hereda el terminal de su padre A, pasando a ser 
también su salida estándar. En este momento ambos procesos pasan a escribir sus 
mensajes en el terminal uno y éste bloquea la lectura de caracteres hasta que 
terminen de ejecutarse ambos. Si se diese el caso de que ambos procesos se 
bloquean por la espera de algún carácter, el terminal se lo asignará al primero en 
solicitarlo y el otro continuará bloqueado. 
 
Imagen 31: Esquema terminal y procesos de usuario. 
DETALLES DE IMPLEMENTACIÓN 
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La gestión de terminales está implementada en el módulo de proyecto Apolo dentro 
del fichero ‘screenConsole.c’. Los tipos de datos y prototipos de función visibles a 
otros módulos se encuentran en el fichero de cabecera ‘screenConsole.h’, como es 
habitual en el lenguaje de programación 'C'.  En ‘screenConsole.h’ están declarados 
los siguientes tipos de datos: 
 
/* constantes */ 
#define MAX_SCONSOLE_INBUFFER        50 
#define MAX_SCONSOLES      5 /* +1 BackGround */ 
static char * sprompt = " rOS- "; 
#define SPROMPT_LEN    6 
#define LINE_SPACING   0 
#define MAX_SCONSOLE_LINES  MAX_VERTICAL_PIXELS / 
CHAR_HEIGHT - 6  /* 768 / 16 - 6 = 42 CARACTERES */ 
#define MAX_SCONSOLE_LINE_LEN MAX_HORIZONTAL_PIXELS / 
CHAR_WIDTH - SPROMPT_LEN - 2 /* 1024 / 8 - 2 = 126 CARACTERES */ 
 
/* tipo identificador de terminal */ 
typedef unsigned char SCid_t; 
 
/* tipo del terminal */ 
typedef struct { 
 uint16_t backGroundColour; 
 uint16_t fontColour; 
 unsigned int currentX; 
 unsigned int currentY; 
 unsigned char        
matrixMessages[MAX_SCONSOLE_LINES][MAX_SCONSOLE_LINE_LEN]; 
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 unsigned int messageCount; 
 ProcessQueue_t bloquedProcs; 
 unsigned int locked; 
}ScreenConsole_t; 
 
Con la siguiente tabla se explican los campos del descriptor de terminal: 
CAMPO DESCRIPCIÓN 
backGroundColour Color de fondo del terminal. Por defecto es negro y es 
modificable en tiempo de ejecución. 
fontColour Color de la fuente de letras. Por defecto es blanco y es 
modificable en tiempo de ejecución. 
currentX Valor de la posición actual en el eje de abscisas de la pantalla. 
currentY Valor de la posición actual en el eje de ordenadas de la 
pantalla. 
matrixMessages Log de comandos y mensajes escritos en el terminal. 
únicamente se guarda la información del texto. Esto es 
necesario para restaurar el texto escrito cuando se cambia de 
un terminal a otro. 
messageCount Contador de mensajes escritos. Se incrementa tanto por 
comandos escritos por usuarios como por mensajes escritos 
por procesos. 
bloquedProcs Cola de procesos bloqueados esperando un carácter de 
entrada escrito en este terminal. 
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locked Variable de cerrojo que indica si es posible o no la escritura 
en el terminal. Esto se utiliza para evitar que el usuario 
introduzca caracteres cuando se está ejecutando un proceso 
y este no ha solicitado ninguno. 
 
Las funciones disponibles son las siguientes: 
void init_screen_consoles(void); 
SCid_t getCurrentSConsole(void); 
void lockSConsole(SCid_t consoleNum); 
void unLockSConsole(SCid_t consoleNum); 
void setSConsoleFontColour(SCid_t consoleNum, uint16_t colour); 
void setSConsolebackGroundColour(SCid_t consoleNum, uint16_t colour); 
void clearSConsole(SCid_t consoleNum); 
void focusSConsole(SCid_t consoleNum); 
void sConsoleWrite(SCid_t consoleNum, char * str); 
void sConsoleManageChar(char c); 
void sConsoleManageBlinkPrompt(void); 
 
EL INTÉRPRETE DE COMANDOS 
En este sistema y desde el punto de vista del diseño, es conveniente separar el código 
concerniente a los terminales del referente al intérprete de comandos. Estos dos 
conceptos suelen confundirse o entremezclarse ya que toda consola hace uso de un 
intérprete de comandos. Un programa cualquiera como’ Hello World’ podría utilizar un 
terminal sin necesidad de un intérprete de comandos y Un intérprete de comandos 
podría tomar su entrada y salida estándar de ficheros de datos en vez de terminales. 
A modo de resumen, el intérprete de comandos es el encargado de traducir las 
órdenes que introducen los usuarios en la consola; es el que decide dicta la sintaxis 
de los comandos y se encarga de entenderlos para poner en movimiento las distintas 
herramientas del sistema operativo que puedan dar una respuesta conveniente al 
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usuario. Esto es perfectamente separable de la lógica llevada a cabo en el terminal, 
por ejemplo, mostrar las líneas escritas, escribir una nueva a continuación de la 
anterior, canalizar el flujo de entrada a la línea que se está escribiendo en ese 
momento, etc.  
Con el siguiente diagrama de flujo se explica qué partes de la gestión de un comando 
pertenecen a cada uno: 
 
Imagen 32: Diagrama de flujo de un comando. 
 
Además, separando la lógica del intérprete de la de la consola, se facilita 
enormemente la posibilidad de incorporar otros intérpretes de comandos diferentes al 
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predefinido. Incluso si se quisiese, podría estudiarse la posibilidad de tener consolas 
con intérpretes diferentes dentro del mismo sistema. 
DETALLES DE IMPLEMENTACIÓN 
El intérprete de comandos está implementado en el módulo de proyecto Apolo dentro 
del fichero ‘commandInterpreter.c’. Los tipos de datos y prototipos de función visibles 
a otros módulos se encuentran en el fichero de cabecera ‘commandInterpreter.h’, 
como es habitual en el lenguaje de programación 'C'.  En el fichero 
‘commandInterpreter.h’ están declarados los siguientes tipos de datos: 
 
/* constantes */ 
#define MAX_COMMANDS     6 
#define MAX_SIZE_COMMAND           126 
#define MAX_SIZE_ARG              10 
#define MAX_SIZE_COMMAND_DESCRP       61 
#define MAX_SIZE_COMMAND_USAGE    61 
#define MAX_SIZE_ARGV                   4 
 
/* descriptor de comando */ 
typedef struct { 
 char name[MAX_SIZE_COMMAND];    // Comando 
 char descrp[MAX_SIZE_COMMAND_DESCRP];  // DEscripción 
 char usage[MAX_SIZE_COMMAND_USAGE];   // Uso 
 unsigned char argc; 
 void (* function)(unsigned int argc, unsigned char (* 
argv_pointer)[MAX_SIZE_ARG]); // puntero a funcion de rutina del comando 
interno 
} command_t; 
/* descriptor del interprete */ 
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typedef struct { 
 command_t commands[MAX_COMMANDS]; 
 unsigned int nCommands; 
 unsigned char (* argv_pointer)[MAX_SIZE_ARG]; 
 unsigned char commandBuffer[MAX_SIZE_COMMAND]; 
} commandInterpreter_t; 
 
Como se puede apreciar, se incorpora una gestión muy simplificada y primitiva de los 
parámetros de línea de comandos con ‘argc’ y ‘argv’. La cual funciona correctamente 
para comandos internos pero por motivos de tiempo queda pendiente su 
implementación en comandos externos como una vía de ampliación del proyecto. 
 
La rutina encargada de recoger la línea proporcionada por el terminal y obtener la 
información del comando y sus parámetros es ‘void executeCommand(unsigned char 
* command)’: 
 
void executeCommand(unsigned char * command) { 
 strcpy(commandInterpreter->commandBuffer,command); 
 unsigned char * commandInfo = commandInterpreter->commandBuffer; 
// buscar si existe el comando dentro de los definidos para ese interprete 
 char i; 
 for(i = 0; i < commandInterpreter->nCommands && 
strncmp(commandInfo,commandInterpreter-
>commands[i].name,stringLength(commandInterpreter->commands[i].name)); i++); 
 
 if(i == commandInterpreter->nCommands) { 
  sConsoleWrite(getCurrentSConsole(),"No existe el comando!!!!"); 
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 } 
 else { 
  // limpiamos argv anteriores 
  char j; 
  for (j = 0; i < commandInterpreter->commands[i].argc; ++j) { 
   argv[j][0] = '\0'; 
  } 
  /* creamos la cadena de argumentos (argv) */ 
  char v,last; 
  for (j = 0, v = 0, last = 0; commandInfo[j] != '\0' && v < 
commandInterpreter->commands[i].argc - 1; j++) { 
   if(commandInfo[j] == ' ') { 
    commandInfo[j] = '\0'; 
    strcpy(argv[v],&commandInfo[last]); 
    last = j + 1; 
    v++; 
   } 
  } 
  strcpy(argv[v],&commandInfo[last]); 
  // ejecución del comando interno y paso de parámetros 
  commandInterpreter->commands[i].function(commandInterpreter-
>commands[i].argc, argv); 
  commandInterpreter->commandBuffer[0] = '\0'; 
 } 
 return; 
} 
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FLUJOS DE DEPURACIÓN Y DE ERRORES 
Como uno de los valores añadidos al sistema, se incorpora un flujo de depuración y 
errores a través del puerto serie (rs232) diferente al de la salida estándar. Este flujo 
cuenta con tres niveles de detalle incrementales que muestran la información relativa 
al flujo de ejecución interno del sistema operativo. Estos niveles son: 
 
NIVEL Descripción 
Basic Nivel mínimo en el que se muestra el flujo de ejecución de llamadas al 
sistema, ejecución de comandos y errores. 
Verbose A la información mostrada en el nivel básico le suma el flujo de 
ejecución de las rutinas de interrupción hardware de la UART y el 
recorrido del caracter hasta llegar a un terminal o proceso de usuario. 
Very 
Verbose 
A la información mostrada en el nivel Verbose, le suma el flujo de 
ejecución pertinente a gestión de interrupciones de reloj y cambio de 
contexto. 
 
Con este mecanismo se dota al sistema de la capacidad de ser “autoexplicativo” en 
la medida en la que es el propio sistema el cual, de manera guiada, muestra su 
funcionamiento interno de acuerdo a las acciones realizadas por el usuario. 
DETALLES DE IMPLEMENTACIÓN 
La gestión del flujo de depuración y errores es muy sencilla. Está implementado en el 
módulo de proyecto Apolo dentro del fichero debugTracer.c’. Los tipos de datos y 
prototipos de función visibles a otros módulos se encuentran en el fichero de cabecera 
debugTracer.h’, como es habitual en el lenguaje de programación 'C'.  En el fichero 
debugTracer.h’ están declaradas las siguientes funciones: 
 
void init_debugTracer(void); 
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void setDebugDisplayLevel(unsigned int level); 
void debugPrintStrV1(char * str); 
void debugPrintStrV2(char * str); 
void debugPrintStrV3(char * str); 
void debugPrintValueV1(unsigned int value, char base); 
void debugPrintValueV2(unsigned int value, char base); 
void debugPrintValueV3(unsigned int value, char base); 
 
Básicamente, ‘setDebugDisplayLevel(unsigned int level)’ se encarga de actualizar 
una variable de control del nivel y el resto de funciones para escribir el mensaje en 
función de dicha variable. Ejemplo de una ellas: 
Función debugPrintStrV2(char * str): 
 
void debugPrintStrV2(char * str) { 
 if(level <= 2) { 
  uart_puts(promptL2); 
  uart_puts(str); 
 } 
} 
HADES 
DRIVER PINES GPIO 
La placa cuenta con un total de 54 pines que pueden ser tanto de entrada como de 
salida. Para utilizar un pin hay que enviarle dos mensajes: 
 
1. Indicar si es un pin de entrada o de salida (output / input)  
2. SI está encendido o apagado (turn ON, turn OFF) 
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El controlador GPIO no es un simple mapa en el que accediendo bit a bit podemos 
comunicarnos con cada pin. De hecho, no existe una relación directa 0-OFF, 1-ON 
para los pines. Esto es algo muy raro en este tipo de controladores. Cada pin cuenta 
con dos registros diferentes para encenderse y apagarse.  
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Imagen 33: Esquema de pines de la placa 
 
DRIVER DEL RELOJ 
En la dirección 0x20003000 se encuentra un chip cronómetro que cuenta los 
microsegundos desde que se arranca la placa. Podemos mapearlo en código C con 
la siguiente estructura: 
 
typedef volatile struct { 
     uint32_t control_status; 
     uint32_t counter_lo; 
     uint32_t counter_hi; 
     uint32_t compare0; 
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     uint32_t compare1; 
     uint32_t compare2; 
     uint32_t compare3; 
    } rpi_sys_timer_t; 
 
NOTA: La palabra reservada ‘volatile’ de C se utiliza para forzar al procesador a no 
guardar en ningún registro hardware el valor de ningún campo de la estructura. Esto 
es muy útil ya que de otra forma podríamos correr el riesgo de consultar un valor 
‘cacheado’ en un registro en vez del valor real del periférico. 
 
Este periférico cuenta con cuatro canales de 32 bits y un único contador de tiempo de 
64 bits. Como el procesador cuenta con una longitud de palabra de 32 bits el contador 
se divide en dos registros: counter_lo (para los 32 bits menos significativos) y 
counter_hi (para los 32 bits más significativos).  
 
 
Imagen 34: Esquema de registros del periférico del reloj. 
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Los canales, que en la estructura aparecen mapeados como compare0, compare1 
compare2 y compare3, se utilizan para controlar situaciones de overflow o para 
simplemente controlar cuando el contador de tiempo ha alcanzado un valor 
determinado.  
Cuando un valor almacenado en algún canal coincide con el valor del registro 
counter_lo entonces se produce una interrupción que deberá ser tratada por el 
controlador de interrupciones correspondiente.  
Por ejemplo, una implementación de espera activa muy simplista, sin controlar 
desbordamientos de buffer sería: 
 
void RPI_esperarMicroSeconds( uint32_t us ) 
{ 
    volatile uint32_t ts = rpiSystemTimer->counter_lo; 
    while( ( rpiSystemTimer->counter_lo - ts ) < us ); 
} 
 
Si nos encontramos en modo depuración, el contador se detendrá siempre que el 
procesador se pare. 
Para más información consultar página 172 del manual de periféricos. 
DRIVER GRÁFICO (GPU) 
Como el controlador gráfico de la RPI es muy complejo  en este proyecto 
únicamente se hace uso de una parte muy concreta y limitaremos su explicación a 
ella para simplificar la explicación y acotar el alcance del proyecto. 
ARM GPU y CPU se comunican mediante buzones. Un buzón es simplemente un 
lugar de la RAM donde dejamos un mensaje de manera que la contraparte sea capaz 
de leerlo. Esto es posible gracias a que la GPU y la CPU comparten el mismo espacio 
de memoria.  
La placa cuenta con un total de siete buzones de los cuales únicamente vamos a usar 
el primero. Este buzón nos va a permitir establecer un diálogo con la GPU en el que 
le especificaremos una serie de parámetros y ésta, de acuerdo a ellos, nos devolverá 
un framebuffer. Un framebuffer es simplemente un puntero a una zona de memoria 
en la cual podremos modificar los pixeles mostrados.  
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Básicamente, en este diálogo le vamos a decir una altura, una anchura y un modo 
de color. El modo de color hace referencia a cuántos bits vamos a utilizar para la 
representación de cada pixel, es decir, la cantidad de información que vamos a 
dedicar a cada “puntito en la pantalla”. Cuanto mayor sea el modo de color, más 
información usaremos para representar cada pixel, más colores tendremos y, en 
definitiva, mayor calidad de imagen. 
Los modos de color son lo que, en ciencias de la computación, se conocen como 
colour depth o bit depth: A medida que la tecnología avanzó, la cantidad de colores 
disponibles fue aumentando. En algún momento pasaron del "blanco y negro" a 
soportar 8 colores, luego 16 (4 bits), luego 256 (8 bits), luego 65536 (16 bits) y el 
llamado TrueColor (24 bits). En la actualidad se ha llegado incluso a los 32 bits con el 
RGBA32. 
 
Esta tabla muestra el salto de calidad de distintos modos de color: 
 
Nombre: Monochrome 
 
Utiliza 1 bit para almacenar cada píxel, donde un 1 que 
es blanco, y donde 0 es negro. 
 
Nombre: 8 Colour 
 
Utiliza 3 bits para almacenar cada pixel, el primero que 
representa la presencia del color rojo, el segundo 
representa el color verde y el tercero el color azul. 
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Nombre: Low Colour 
 
Utiliza 8 bits para almacenar cada pixel, los primeros 3 
bits representan la intensidad del color rojo, los próximos 
3 bits representan la intensidad del color verde y los dos 
bits finales que representan la intensidad del color azul. 
 
Nombre: High Colour 
 
Utiliza 16 bits para almacenar cada píxel, los primeros 
5 bits representan la intensidad del color rojo, los 
próximos 6 bits representan la intensidad del color verde 
y los últimos 5 bits que representan la intensidad del color 
azul. 
 
Nombre: True Colour 
 
Utiliza 24 bits para almacenar cada píxel, los primeros 
8 bits representan la intensidad del color rojo, los 
próximos 8 bits representan la intensidad del color verde 
y los últimos 8 bits que representan la intensidad del color 
azul. 
Tabla 35: Tabla de modos de color. 
 
No obstante, a partir de los 16 bits (high colour) el salto de calidad de imágen no es 
tan grande como en los anteriores por lo que se ha decidido utilizar el HIgh Colour 
para este proyecto. 
Por tanto, tras establecer el diálogo de la GPU obtendremos un framebuffer con el 
siguiente tamaño: 
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framebuffer_tam = pixels_x * pixels_y * bytes_por_pixel (modo de color) 
 
La dirección para acceder al buzón es: 0x2000B880. 
El algoritmo para escribir un mensaje en el buzón es: 
 
1. Combinamos en el registro write nuestro descriptor de framebuffer 
(estos son los parámetros antes mencionados: altura, anchura y modo de 
color) con el canal (4 bits menos significativos. Como queremos acceder al 
primer canal estos deben ser 0000). 
 
2. Esperamos respuesta (leer mensaje). 
 
El descriptor de framebuffer se encuentra mapeado en la dirección @FramebufferInfo 
definida en boot.S con un align de 12 para asegurarnos de escribir en el canal 1 (0000) 
y tiene esta forma: 
 
.align 12 
.globl FrameBufferInfo  
FrameBufferInfo: 
 .int 1024 /* #0 Width */ 
 .int 768 /* #4 Height */ 
 .int 1024 /* #8 vWidth */ 
 .int 768 /* #12 vHeight */ 
 .int 0 /* #16 GPU - Pitch */ 
 .int 16 /* #20 colour mode */ 
 .int 0 /* #24 X */ 
 .int 0 /* #28 Y */ 
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 .int 0 /* #32 GPU - Pointer */ 
 .int 0 /* #36 GPU - Size */ 
 
Se define una altura y anchura físicas que hacen referencia a la altura y anchura del 
monitor y unas homólogas virtuales. Que normalmente tienden a ser un poco más 
pequeñas que las otras y son lo que realmente usaremos de límites para escribir en 
el framebuffer. El modo de color se especifica en bits y como valor máximo puede ser 
32. 
 
Width >= vWidth y Height >= vHeight 
colour Mode <= 32 
 
Los valores con 0 (Pitch, X, Y, Pointer y Size) serán rellenados por la GPU de acuerdo 
a los especificados. Los importantes son el Pointer (donde nos devolverá el puntero 
al framebuffer) y el Size (que nos devolverá el tamaño del framebuffer). 
 
El algoritmo para leer un mensaje del buzón es: 
 
1. Leemos del estado el segundo bit más representativo mediante un bucle hasta 
que dicho bit sea 1. 
 
2. Leemos los datos del registro Read. 
 
 
3. Comparamos canales: los 4 bits menos representativos los obviamos (son bits 
de control, deben estar a 0 si todo ha ido bien) y los 28 restantes son el cuerpo 
del mensaje. 
 
4. Actuamos sobre el puntero de framebuffer devuelto. 
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Este diálogo es una de las rutinas de inicio del sistema. El código se encuentra en el 
fichero “rpi-gpuMailBox.S” del módulo de proyecto Hades.  
Por ejemplo, si queremos pintar toda la pantalla de un determinado color, el código 
sería: 
 
 
void paintEntireScreen(uint16_t Colour16b) { 
 uint16_t * pixel = (uint16_t *) FrameBufferDescrp->pointer; 
 uint32_t x,y; 
 for(y = 0; y < FrameBufferDescrp->vHeight; y++) 
  for(x = 0; x < FrameBufferDescrp->vWidth; x++) 
   *(pixel++)= Colour16b; 
} 
 
Es importante utilizar tipos congruentes con el modo de color que hemos utilizado. Si 
en vez de uint16_t usáramos uint32_t pretendiendo pintar dos píxeles por acceso la 
placa sufrirá un cuelgue.  
DRIVER UART 
El controlador del UART es el componente clave del subsistema de comunicaciones 
series de una computadora. El UART toma bytes de datos y transmite los bits 
individuales de forma secuencial. En el destino, un segundo UART reensambla los 
bits en bytes completos. La transmisión serie de la información digital (bits) a través 
de un cable único u otros medios es mucho más efectiva en cuanto a costo que la 
transmisión en paralelo a través de múltiples cables. Se utiliza un UART para convertir 
la información transmitida entre su forma secuencial y paralela en cada terminal de 
enlace. Cada UART contiene un registro de desplazamiento que es el método 
fundamental de conversión entre las forma secuencial y paralela. 
El UART normalmente no genera directamente o recibe las señales externas entre 
los diferentes módulos del equipo. Usualmente se usan dispositivos de interfaz 
separados para convertir las señales de nivel lógico del UART hacia y desde los 
niveles de señalización externos. 
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Las señales externas pueden ser de variada índole. Ejemplos de estándares para 
señalización por voltaje son RS-232, RS-422 y RS-485 de la EIA. Históricamente se 
usó la presencia o ausencia de corriente en circuitos telegráficos. 
Algunos esquemas de señalización no usan cables eléctricos; ejemplo de esto son la 
fibra óptica, infrarrojo (inalámbrico) y Bluetooth (inalámbrico). Algunos esquemas de 
señalización emplean una modulación de señal portadora (con o sin cables); por 
ejemplo, la modulación de señales de audio con módems de línea telefónica, la 
modulación en radio frecuencia (RF) en radios de datos y la DC-LIN para la 
comunicación de línea eléctrica. 
 
Imagen 36: Conexión UART a través de pines de la RPI. 
 
Para poder comunicarse con la RPI a través del puerto serie se ha optado por el uso 
de un terminal llamado MINICOM. Su uso desde Linux es muy sencillo. Una vez 
conectado el adaptor USB a rs232, es necesario dar permisos al fichero de dispositivo 
ttyUSB0 y ejecutar el MINICOM:  
sudo chmod +777 /dev/ttyUSB0  
minicom 
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DETALLES DE IMPLEMENTACIÓN 
Como detalle de implementación, se muestran las funciones de escribir y leer carácter 
de la UART. Estas funciones se encuentra en el fichero ‘rpi-uart.c’ del módulo de 
proyecto Hades. 
unsigned char uart_getc() { 
    while ( mmio_read(UART0_FR) & (1 << 4) ); // Wait for UART to have recieved. 
 
    return mmio_read(UART0_DR); 
} 
void uart_write(const unsigned char* buffer, uint32_t size) { 
 uint32_t i; 
 for (i = 0; i < size; i++ ) 
  uart_putc(buffer[i]); 
} 
 
DRIVER DEL DISCO 
El driver del disco es el facilitado por John Cronin en su repositorio de GitHub 
(https://github.com/jncronin/rpi-boot/blob/master/emmc.c) sin embargo no cuenta con 
ningún tipo de documentación. Así pues se explica la interfaz que se realizó tras la 
refactorización del driver para el proyecto y su uso: 
Las fuentes del driver del disco están en el módulo de proyecto Hades dentro del 
fichero emmc.c’. La interfaz preparada está en el fichero de cabecera emmc.h’,  En el 
cual podemos encontrar las siguientes funciones: 
int emmc_card_init(struct block_device **dev); 
int emmc_read(struct block_device *dev, uint8_t *buf, size_t buf_size, uint32_t 
block_no); 
int emmc_write(struct block_device *dev, uint8_t *buf, size_t buf_size, uint32_t 
block_no); 
int emmc_issue_command(struct emmc_block_dev *dev, uint32_t command, 
uint32_t argument, useconds_t timeout); 
 
El número de bloque hace referencia al bloque lógico a partir del cual se quiere 
empezar a leer. Para más información en el fichero ‘fs.c’ del módulo Atenea se puede 
encontrar un uso de esta interfaz para leer un MBR, PBR y finalmente un fichero.  
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CONCLUSIONES 
CONCLUSIONES DEL SISTEMA 
En primer lugar remarcar que se considera conseguido el objetivo fundamental del 
proyecto. El sistema obtenido es pequeño, manejable y de una relativa sencillez.  
El sistema tiene además entre sus cualidades la posibilidad de comprobar, en tiempo 
de ejecución y con tres modos distintos de detalle, el flujo de ejecución interno del 
sistema operativo a través del puerto serie. Con este mecanismo se dota al sistema 
de la capacidad de ser “autoexplicativo” en la medida en la que es el propio sistema 
el cual muestra su funcionamiento interno de acuerdo a las acciones realizadas por 
el usuario. 
Por otro lado el sistema es suficientemente complejo y completo como para permitir 
la realización de nuevos trabajos prácticos que abarquen muchos otros aspectos de 
los sistemas operativos de igual o incluso mayor relevancia.  
CONCLUSIONES DEL PROYECTO 
Este tipo de proyectos, que en principio pueden ser abordables por una sola persona 
si se limita su funcionalidad, cuando se llevan a la práctica, es fácil que se tornen más 
complejos de lo previsto y se produzcan frecuentemente errores de análisis y de 
programación difíciles de depurar, con lo que los tiempos de desarrollo se 
incrementan en gran medida y de forma poco previsible.  
En estos sistemas es muy común que, a medida que crece su tamaño y complejidad, 
la introducción de nuevas características, o simplemente la corrección de los errores 
detectados, introduzca nuevos errores. Aunque este hecho no ha llegado a ser muy 
preocupante en este proyecto, sí que se ha llegado a dar. Por ello, desde la 
perspectiva del proyecto y si se continuase el desarrollo, sería muy conveniente 
empezar a emplear una gestión de cambios efectiva que permitiese la trazabilidad de 
los cambios introducidos y su impacto en el sistema. 
CONCLUSIONES PERSONALES DEL AUTOR 
Considero que este proyecto me ha servido en gran medida para mejorar mis 
capacidades de gestión de proyectos, estimación del esfuerzo, la complejidad, la 
gestión del tiempo y por supuesto para conocer mejor y poner a prueba mis aptitudes 
y/o habilidades técnicas. 
En cuanto al conocimiento en la materia, este proyecto ha servido para mejorar 
enormemente la comprensión que tenía del tema. No obstante, es importante tener 
muy bien afianzados los conceptos antes de abarcar un proyecto de estas 
características; Intentar aprender a la vez que se desarrolla un sistema operativo es 
considerada una muy mala praxis entre los profesionales del portal de desarrolladores 
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OSDev. Me gustaría listar algunas disciplinas, tecnologías y ámbitos de conocimiento 
que considero necesario conocer y tener experiencia antes de abordar un proyecto 
así: 
Conocimientos básicos de informática: Es importante tener una fuerte base en 
notación binaria y hexadecimal, en el uso y manipulación de estructuras de datos, en 
la comprensión de diversos conceptos abstractos de programación y en el uso de 
algoritmos de búsqueda y clasificación, entre otros. 
Lenguaje y Vocabulario: Se necesita un nivel competente de inglés, ya que toda la 
documentación está escrita en este idioma, así como la gran parte de recursos que 
podemos encontrar en internet. Usar una terminología incorrecta puede llevar a 
perder horas buscando una solución a un problema por la sencilla razón de no 
haberse expresado correctamente. 
Lenguaje C: La mayoría de sistemas operativos están escritos en C (o C++). Incluso 
si se escogiera otro lenguaje (como FreeBASIC o Pascal), C es la “lingua franca” de 
la programación y por tanto debe conocerse ese lenguaje en profundidad. 
Lenguaje Ensamblador: Para lograr comunicarse con el hardware, es necesario 
tener un buen nivel en el uso de este lenguaje de bajo nivel. Incluso si se quisiera 
escribir la mayor parte del sistema operativo a un nivel superior, al final es necesario 
el lenguaje ensamblador. 
Experiencia como programador: No solo es importante dominar los lenguajes de 
programación citados sino que también es fundamental una consolidada base en 
programación, habiendo realizado previamente programas de usuario 
satisfactoriamente y usado herramientas de desarrollo como sistemas de control de 
versiones, debugging, etc.  
Buenas prácticas de desarrollo: Es necesario saber documentar con claridad el 
código que se escribe en el proyecto, incluso aunque sea para uso personal. Es 
altamente recomendable usar herramientas de gestión de código como repositorios 
externos. En este proyecto se ha usado GitHub. 
Experiencia en UNIX: Muchas de las herramientas existentes para desarrollo de 
sistemas operativos han sido desarrolladas primeramente para Unix y luego, portadas 
a Windows. El kernel de Unix sirve como referencia para saber cómo deben realizarse 
correctamente las cosas. Además, tener experiencia usando la línea de comandos de 
Unix es un requerimiento muy importante. 
Conocimiento de las herramientas utilizadas: Debe tenerse un buen conocimiento 
de las herramientas utilizadas: compiladores, assemblers, linkers, etc. Debemos 
saber interpretar correctamente el significado de cada uno de los errores o warnings 
que pueden emitir estas herramientas durante su uso. 
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Máquinas virtuales y emuladores: Es importante estar familiarizado con 
emuladores o máquinas virtuales como “Qemu”. Estas herramientas pueden resultar 
muy útiles en el desarrollo de nuestro sistema operativo, ya que ofrecen un buffer 
intermedio entre el hardware real y el sistema operativo. 
Formatos ejecutables de ficheros: Los formatos ejecutables hacen referencia a un 
conjunto de metadatos (cabecera) que contienen información para el sistema 
operativo relativa a la ejecución de dicho fichero. Por ejemplo: el punto de entrada, 
tablas de símbolos, secciones, etc. En este proyecto se ha utilizado ELF. 
La plataforma: Es indispensable haber estudiado los manuales del procesador, de la 
arquitectura e incluso de los periféricos que vamos a utilizar. Estos manuales 
contienen la información necesaria para diseñar el kernel. Tener estos manuales 
presentes durante todo el desarrollo es fundamental, ya que en cualquier momento 
puede ser necesario consultarlos. 
El concepto: Es necesario entender cómo los sistemas operativos existentes 
funcionan a nivel técnico y entender los pros y contras de cada uno. El haber leído 
libros sobre otros sistemas operativos es de gran ayuda. También es importante saber 
hacia dónde se quiere enfocar el sistema operativo a desarrollar, el tipo de uso que 
se desea que tenga y las funcionalidades de las que dispondrá. 
FUTURAS VÍAS DE AMPLIACIÓN 
En un proyecto de esta naturaleza, el número de trabajos de ampliación y mejora a 
realizar sería enorme. Dado que uno de los principios de diseño es la simplicidad, se 
propone la siguiente lista de mejoras o ampliaciones que, sin abandonar dicho 
principio, serían de gran interés.  
 
1. Incorporar nuevas llamadas al sistema similares a las que ya ofrecen los 
sistemas UNIX como: wait, signal, sigaction, etc. 
 
2. Aumentar la lista de comandos internos. 
 
3. Gestión de ficheros especiales de dispositivo. 
 
4. Ofrecer la posibilidad de redireccionar la entrada y la salida. 
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5. Diseño de los drivers de Ethernet, USB y sonido. 
 
6. Ofrecer comunicaciones por red. 
 
7. Incorporar el dispositivo ratón, bien mediante el puerto RS232 o USB. 
 
8. Incorporar el dispositivo teclado mediante USB. 
 
9. Diseño del sistema para permitir la instalación dinámica de los drivers. 
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LICENCIA 
LICENCIA MIT 
La licencia MIT es una licencia sin copyleft, lo que permite que la creación de trabajos 
derivados a partir de ella pudieran ser no libres. En cuanto al usuario  final, le otorga 
los derechos de usar, copiar, modificar, publicar, distribuir o sublicenciar el software, 
siempre y cuando se mantenga el fichero de licencia MIT. Por último, en lo 
concerniente al desarrollador mediante un disclaimer, le libera de cualquier 
responsabilidad de garantía o consecuencias legales fruto de algún mal uso o 
modificación derivada. 
Se trata de una licencia permisiva que únicamente pretende mantener el 
reconocimiento del autor o autores del software. 
 
Fichero de licencia: 
Copyright (c) 2015 Robert A. Vazeux Blanco 
 
Permission is hereby granted, free of charge, to any person 
obtaining a copy of this software and associated documentation 
files (the "Software"), to deal in the Software without 
restriction, including without limitation the rights to use, 
copy, modify, merge, publish, distribute, sublicense, and/or sell 
copies of the Software, and to permit persons to whom the 
Software is furnished to do so, subject to the following conditions: 
 
The above copyright notice and this permission notice shall be 
included in all copies or substantial portions of the Software. 
 
THE SOFTWARE IS PROVIDED "AS IS", WITHOUT WARRANTY OF ANY KIND, 
EXPRESS OR IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES 
OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND 
NONINFRINGEMENT. IN NO EVENT SHALL THE AUTHORS OR COPYRIGHT 
HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER LIABILITY, 
WHETHER IN AN ACTION OF CONTRACT, TORT OR OTHERWISE, ARISING 
FROM, OUT OF OR IN CONNECTION WITH THE SOFTWARE OR THE USE OR 
OTHER DEALINGS IN THE SOFTWARE. 
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