dependent and independent variables in these analyses are strongly spatially structured. 27 Several studies have suggested that spatially structured variables may be significantly 28 correlated with one another despite the absence of a causal link between them. In this study 29 we ask: if two variables are spatially structured, but causally unrelated, how strong is the 30 expected correlation between them? As a specific example, we consider the correlations 31 between broad-scale variation in gamma species richness and climatic variables. Are these 32 correlations likely to be statistical artefacts? To answer these questions, we randomly 33 generated pseudo-climatic variables that have the same range and spatial autocorrelation as 34 temperature and precipitation in the Americas. We related mammal and bird species richness 35 both to the real and the pseudo-climatic variables. We also observed the correlations among 36 pseudo-climate simulations. Correlations among randomly generated, spatially unstructured, 37 variables are very small. In contrast, the median correlations between spatially structured 38 variables are near r 2 =0.1 -0.3, and the 95% confidence limits extend to r 2 =0.6 -0.7. Viewing 39 this as a null expectation, given spatially structured variables, it is worth nothing that published 40 richness-climate correlations are typically marginally stronger than these values. However, 41 many other published richness-environment correlations would fail this test. Tests of the 42 "predictive ability" of a correlation cannot reliably distinguish correlations due to spatial 43 structure from causal relationships. Our results suggest a three-part update of Tobler's "First 44 Law of Geography": #1) Everything in geography that is spatially structured will be collinear. 45 #2) Near things are more related than distant things. #3) The more strongly spatially structured 46 two variables are, the stronger the collinearity between them will be. The most basic questions in ecology and biogeography are: why do some places on 68 Earth have more species, or higher productivity, or greater densities of individuals, or more 69 herbivory, etc., than other places (Wallace 1876; Rosenzweig 1995; Adams 2009 )? A first step 70 toward answering these questions is to ask which characteristics of the environment are most 71 strongly correlated with variation in the biotic variable of interest (Currie 2019) . Consequently, 72 the goal of many biogeographic or macroecological studies is to characterize the relationship 73 between some biotic variable Y and environmental variables X 1 , X 2 , … : 74 Y=f(X 1 , X 2 , …) + ε eq. 1 75 where ε is an error term. Of course, correlations such as these do not imply causation, but 76 correlations are "a recognition of the possible" (Rigler 1982) . Correlations invite the researcher 77 to propose and test hypotheses about underlying causal processes. But before suggesting that 78 a correlation may reflect a causal link, it makes sense first to ask what correlations would arise 79 in the absence of causal links (Gotelli and Ulrich 2012) . 80 In the present study, we focus on correlations between broad-scale variation in species 81 richness and environmental variables. The strongest of these correlations (r 2 >0.8) are typically 82 with climatic variables: heat, water, and/or an interaction between the two ( To answer whether broad-scale variation in species richness and environmental 140 variables are stronger than predicted from induced spatial dependence alone, we used a 141 randomization study, as advocated by Lennon (2000) . We focused on temperature and 142 precipitation because the strongest richness-environment correlations reported in the 143 literature often involve those two variables (Wright et al. 1993 ). We were interested to know 144 how strong correlations are likely to be in practice; we therefore used a real geographic 145 domain: the Americas (whereas Lennon 2000 used a 32 x 32 quadrat matrix). We used the 146 algorithm of Chapman (2010) to generate simulated climatic variables that had the same spatial 147 6 | P a g e autocorrelation structure as temperature and precipitation in the Americas. We shall refer to 148 these as pseudo-temperature and pseudo-precipitation. We then estimated bird species 149 richness using the species' ranges reported by Birdlife International and mammal richness from 150 ranges reported on NatureServe. We related richness to observed temperature and 151 precipitation, and to pseudo-temperature and pseudo-precipitation. We compared the 152 strength of these relationships. Finally, we tested how well models using real climate data in 153 North America predict the spatial variation of richness in an independent area: South America. 154 We compare this to richness predicted using pseudo-climate data. ). Richness was determined by superimposing ranges on the grid system. 174 We counted a species as present in any quadrat into which its range extended, partially or 175 entirely. Richness represents a tally of all the presences in a given quadrat. The frequency 176 distribution of richness is also strongly positively skewed; a logarithmic transformation yielded 177 an approximately normal distribution and improved residuals in regression models.
179
Pseudo-climate 180 We created pseudo-temperature and pseudo-precipitation datasets as follows. We 181 used the algorithm presented by Chapman (2010) . Broadly, the algorithm first models the 182 spatial correlation structure in a real data set. It then generates a stationary Gaussian field with 183 the same spatial structure. Chapman's algorithm assumes that autocorrelation is 184 homogeneous across the study area, except near the coasts, where there is a buffering effect of 185 the ocean. We rescaled the resulting pseudo-temperature surface to have the same range of 186 values as the real temperature data. This yields temperature surfaces that resemble a real 187 temperature map, except that the extremes of temperature were not generally in the expected 188 places and the gradients were not necessarily in the expected directions (e.g., Fig. 1 ). We 189 carried out the same process for precipitation, and we repeated the simulations 1000 times. 190 To isolate the effect of spatial structure in the pseudo-climatic variables, we also fully 191 randomized each pseudo-climate variable, destroying its spatial structure. We related species 192 richness to both the spatially structured pseudo-climate variables and to the fully randomized 193 variables. 194 We also calculated the pairwise correlations between environmental variables. These where SR= species richness, T=mean annual temperature, P= total annual precipitation, and  is 203 a normally distributed error term. Regression coefficients are represented by c 0 , c 1 , c 2 , and c 3 . 204 We fitted this model using the real climate data (T and/or P 1/3 ) as well as each set of pseudo-205 temperature (T ) and/or pseudo-precipitation (P 1/3 ), and we noted the coefficients of 206 determination (R 2 ) for each fit. 207 The fits to the 1000 pseudo-climate datasets yield a distribution of the R 2 between 208 richness and spatially structured environmental variables in the absence of any causal links 209 among them. We then compared the R 2 using the real environmental data to the distribution 210 generated using pseudo-environmental variables. We could have examined other models (e.g., 211 models with higher-order polynomial terms or other environmental variables), but simple 212 models suffice to evaluate the effect of spatial dependence in the dependent and independent 213 variables.
215
Test of predictive ability 216 For any fitted model, R 2 provides a measure of explained variance within a dataset but 217 not a measure of the model's predictive accuracy. We tested the predictive capacity of each of 218 the 1000 models fitted to the North American pseudo-climate data, and the 1 model fitted to 219 the real data. We did this in two ways. First, we examined within-sample predictive capacity 220 using a jackknife technique. Using the North American data, we excluded one site, and we 221 8 | P a g e calculated a regression model with the remaining data. We then used that model to predict 222 richness at the hold-out site. We repeated this process for each observation in the data set. 223 Second, we tested out-of-sample predictive ability. For each data set, we fitted a model 224 in North America, and we used the environmental data from South America to predict richness 225 in each quadrat in South America. We carried out this procedure using both the real climatic 226 data and pseudo-climate. We restricted the test cases in South America to quadrats whose 227 temperature and precipitation both fall within the ranges of those variables in North America.
229
Residual effects of pseudo-variables 230 We also tested whether the residual variation in species richness, after controlling for the real 231 environmental variables, is related to pseudo-temperature (T ) or pseudo-precipitation (P 1/3 ). 232 To do this, using the North American data, we fitted each of the following subsets of the We then repeated these analyses, substituting P 1/3 for T . 238 All statistics were done using R version 3.4.1, with the exception of confidence intervals around 239 coefficients of determination, which were calculated using VassarStats 2 . 240 241
Results

242
How well the algorithm works 243 Chapman's (2010) algorithm yielded spatially autocorrelated pseudo-environmental 244 variables that vary spatially in ways that resemble the real temperature and precipitation data, 245 but whose gradients appear slightly less regular (Figure 1 ). Chapman's algorithm assumes 246 isotropic autocorrelation (i.e., equally strong in all directions), whereas the Earth's geometry 247 and rotation most strongly constrain temperature in the N-S direction and precipitation in the 248 E-W direction (in the Americas). Chapman's algorithm also does not prevent variables from 249 having multiple minima or maxima along any particular transect, whereas this is uncommon in 250 real climatic data. The pseudo-climate variables have the same mean spatial autocorrelation as 251 the real data (by design), but the autocorrelation in the simulated data is slightly stronger at 252 short distances, and slightly weaker at long distances, than in the real data ( Figure S1 ). Correlations among simulated environmental data 255 Spatially structured variables (here, pseudo-temperature or pseudo-precipitation) tend 256 to be collinear with one another (Table 1) data are very small (Table 1) . When randomly generated variables are spatially structured, the 260 expected correlations among them is still r≈0. However, the variation is huge, with some r 2 >0.7 261 ( Figure 2 ). Among these correlations, 96.2% are statistically significant at =0.05 (statistical 262 power is high: n=1000). Similarly, 89.5% of the pairwise correlations among the pseudo-263 precipitation simulations are significant at =0.05. It is important to note that the median 264 correlation between replicate, causally unrelated, but spatially structured, pseudo-temperature 265 simulations is r 2 =0.183. We will return to this point below. 266 Spatially structured variables need not share the same spatial structure to be strongly 267 collinear (Figure 2 ). Of the pairwise pseudo-temperature -pseudo-precipitation correlations, 268 94.0% are statistically significant at =0.05. The strength of collinearities between causally 269 unrelated variables appears to depend upon how strongly spatially structured the two variables 270 are, not how similarly structured the variables are (Table 1) . Pseudo-temperature (T) is more 271 strongly spatially structured than pseudo-precipitation (P). We observed that median T -T 272 collinearity (i.e., between pairs of T simulations) > T-P collinearity > P-P collinearity ( Figure 2 ). These results are qualitatively similar to those of Lennon (2000) . 274 Correlations among pseudo-climate variables are relatively insensitive to the spatial 275 extent of the data, at least over continental to hemispheric extents (Table 2 ). If anything, the 276 correlations were slightly stronger over smaller spatial extents. (Figure 4 ). Multiple regressions that include both temperature, precipitation, and 287 their interaction increase explained variation by another ~3%-7% (Table 3) Richness is also related to the simulated pseudo-environmental variables, even though 293 there is (by design) no causal link between the two. The median correlations between richness 294 and the pseudo-variables are much weaker than the correlations with the real environmental 295 variables (Table 3) : r 2 =0.15 to r 2 =0.31 for log 10 (richness) and pseudo-temperature, and r 2 =0.06 296 to r 2 =0.07 for pseudo-precipitation. However, some simulations yielded pseudo-climates that 297 have much stronger correlations with richness. The one-tailed non-parametric 95% confidence 298 limits (obtained from the 1000 simulations) included simple linear correlations between 299 observed richness and pseudo-temperature as strong as r 2 =0.70, and multiple-correlations as 300 strong as R 2 =0.74 (Table 3 and Figure 5 ).
301
The richness -pseudo-climate coefficient of determination has three components 302 ( Figure 6 ). First, as statistical theory predicts, there is usually some small, but non-zero 303 correlation between richness and fully randomized pseudo-climate variables (represented by 304 the + in the centre of Figure 6 ). Approximately 5% of the correlations with fully randomized 305 pseudo-temperature were significant at =0.05 (n=1978), as theory predicts. 306 Second, as shown in Figure 2 , spatially structured variables tend to be collinear with one 307 another, even with no causal link between them. Consequently, 96% of the pairwise 308 correlations between richness and pseudo-temperature are statistically significant (p≤0.05). 309 The more strongly pseudo-temperature or pseudo-precipitation is collinear with observed 310 temperature, the more strongly richness is correlated with that pseudo-climate variable( Figure   311 6, also Figure S2 ). In contrast, richness is not strongly correlated with pseudo-climate variables 312 that are collinear with pseudo-precipitation ( Figure S2 ). 313 Third, even when pseudo-temperature is not collinear with temperature, it shows an 314 elevated probability of being correlated with richness by chance. When pseudo-temperature 315 was not collinear with true temperature (viz., the points directly above and below the + in the 316 centre of Figure 6 ), correlations between richness and pseudo-temperature ranged When we examined the "predictive accuracy" of the log(richness) -temperature 344 relationship in North America using a jackknife procedure, we found that the relationship 345 between observed and predicted richness had a slope of 1 and an intercept of 0, as expected 346 (Figure 7) . Moreover, the shape and the r 2 of the observed-predicted relationship were very 347 close to the fit of the original model (cf. Figures 4 and 7) . A within-sample, hold-one-out 348 procedure using real data tells nothing that the standard statistics of the original model (F and 349 r 2 ) did not already tell. 350 Using pseudo-climatic data, we found the same result (Figure 8) Using the real data ( Figure S3 ), we found that observed richness in South America is 365 strongly correlated with richness predicted from the richness-temperature relationship fitted 366 using the North America data. This is true for both mammals and birds. Moreover, these 367 relationships are nearly as strong as the observed richness-temperature correlations in North 368 America. However, for both taxonomic groups, the slopes and intercepts of the observed-369 predicted relationship differed from the expected values of 1.0 and 0.0. This difference, which 370 is also evident in the original scatterplots (Figure 4) , indicates that the linear function of 371 12 | P a g e temperature alone is an insufficient explanation of the richness patterns across the Americas, 372 despite its impressive predictive power. Something is missing from the model. 373 Out-of-sample prediction using the pseudo-climatic data can yield quite variable results. 374 Consider, first, a simulation in which -by chance -pseudo-temperature was weakly 375 negatively collinear with observed temperature in North America (r=-0.17), but strongly 376 positively collinear in South America (r=+0.68) . The North American model predicts that 377 richness should also be weakly negatively correlated with pseudo-temperature in South 378 America. Instead, richness in South America is positively correlated with pseudo-temperature. 379 Consequently, observed richness in South America is negatively related to predicted richness 380 ( Figure 9 ). This would lead one (correctly) to reject the hypothesis that the correlation reflects 381 a causal relationship. 382 Consider, now, a second pseudo-temperature dataset in which temperature and hypothesis of a causal link has survived a strong test. Evidence that is consistent with a 399 hypothesis is often viewed as "supporting" the hypothesis, but one cannot infer that the causal 400 hypothesis is true. Popper and Miller (1983) Legendre 1993) . Here, we show that pseudo-climatic variables with exogenously 413 induced spatial structure and no inherent spatial autocorrelation have a dramatically 414 increased probability of being significantly correlated, even with no causal link 415 whatsoever between the pairs of pseudo-climatic variables. 416 2) Spatial structure does not induce bias. The expected correlation between randomly 417 generated, spatially structured variables is zero. 418 3) Spatial structure does greatly increase the variance in correlations between causally 419 unrelated variables. Some correlations are very strong, purely by chance. 420 Consequently, the expected r 2 between spatially structured variables is much greater 421 than the r 2 between variables that are not spatially structured. In the case of pseudo-422 temperature across the Americas, spatial structure increased the median r 2 from 0.000 423 to 0.183. correlations should be stronger than those obtained using random data that are 443 similarly spatially-structured. The observed richness-temperature correlations (r 2 ≈0.7) 444 were much stronger than the median correlations between richness and pseudo-445 temperature (0.15 -0.31). However, the one-tailed 95% confidence interval for 446 richness-pseudo-temperature correlations included correlations as strong as r 2 =0.70.
447
The richness-observed temperature correlation was stronger than that ( ). However, our study highlights a serious drawback to this approach. Suppose 497 that biotic variable Y is strongly correlated with environmental variable X 1 . An 498 uncensored, spatially-structured randomization of X 1 will yield many pseudo-X 1 surfaces 499 that are highly correlated with true X 1 (Figure 6 ). Biotic variable Y will be strongly 500 correlated with those randomizations. Consequently, the randomization study provides 501 an excessively conservative test of the significance of the Y~ X 1 relationship because the 502 randomizations have an elevated probability of being collinear with the true X 1 data. 503 Thus, it is probably too strong to say that there are "no macroscale associations with 504 climate in European birds" (Beale et al. 2008 ). Rather, it would be more accurate to say 505 that those associations with climate may be real, but randomizations cannot exclude the 506 possibility that the associations result from spatial structure. Using the subset of 507 randomizations in which pseudo-X 1 is not collinear with X 1 may provide a more 508 reasonable null distribution. This study was funded by the Natural Sciences and Engineering Research Council of Canada. 515 We thank Simon Venne, Robert Whittaker, and two anonymous reviewers for feed-back on an 516 earlier version of the study. 
