Abstract-The goal of this paper is to increase our understanding of the fundamental communication properties in urban vehicle-to-vehicle mobile networks by exploiting the selfsimilarity and hierarchical organization of modern cities. We use an innovative model called "hyperfractal" that captures the self-similarities of both the traffic and vehicle locations, and yet avoids the extremes of regularity and randomness.
I. INTRODUCTION
Connected vehicles (such as cars, drones, etc.) attract increasing attention in the community of the Internet of Things. A distributed network of vehicles such as a vehicular ad-hoc network (VANET) can easily be turned into an infrastructure-less self-organizing traffic information system, where any vehicle can participate in collecting and reporting useful information. As the number of vehicular networks continue to grow and now create giant networks (with diverse hierarchical structures and node types), vehicular interactions are becoming more complex [1] . This complexity is further exacerbated by the time-space relationships between vehicles. The intrinsic mobility of the vehicles on the roads leads to highly dynamic and evolutionary topologies. Concurrently, in terms of advanced communication technologies, ultra dense cellular deployments are leading to larger than ever communications among vehicle units (vehicles to infrastructures and infrastructures to infrastructures) while the Device-to-Device (D2D) based vehicular-to-vehicular (V2V) communications generate a complex hybrid communication network [2] , [3] .
Naturally, vehicles are deployed where human activities occur. Confinement of human settlement in areas limited in size is the foundation of the long-standing Central Place Theory (CPT) which assumes the existence of regular spatial patterns in regional human organizations. Similarly, cities reflect a statistical self-similarity or a hierarchy of clusters [4] . The towns are split in neighborhoods, each neighborhood is organized in quarters then blocks separated by streets. Such self-similarity is present in traffic too. Figure 1 illustrates the spatial patterns appearing in the traffic in Minneapolis. The concept of self-similarity is particularly important. In mathematics, a self-similar object, or fractal, is an object which shows strong similarity with smaller parts of itself (i.e. the whole has the same shape as one or more of the parts) [5] ). The models of spatial repartition of population following a fractal (and sometimes hyperfractal) distribution have been recently introduced in order to give a more realistic description of interactions that arise in an urban ad-hoc wireless network [6] , [7] .
Disseminating information in a network is typically done in a broadcast-oriented way [8] . Broadcasting schemes are particularly adequate for vehicular networks due to the mobility of the cars, which implies an ongoing evolving topology [9] . In broadcast protocols, the advantage stands in the fact that the vehicles do not require the knowledge of a specific destination location or its relevant route. This eliminates the complexity of route discovery, address resolution and the previously mentioned topology management with mobility.
In this context, the objective of the paper is to evaluate the time necessary for a piece of information to propagate in an urban vehicular wireless environment where the population of vehicles is distributed according to a hyperfractal pattern that captures the self-similarity of the topology of the traffic.
Our result: We will prove that the average broadcast time in a hyperfractal setup behaves as n 1−δ times a slowly varying function, where δ depends on the precise fractal dimension. We prove our model fits real cities traffic using available data sets.
In the past decades, the research community has modeled locations of nodes in a network by extensively using Poisson Point Process (PPP). The seminal work of [10] has enriched the community knowledge on the achievable limits of capacity. In making use of the delay tolerant property of ad-hoc networks, a remarkable work has been done in [11] , where a thorough analysis is provided for the broadcast time in a delay tolerant network.
Our hyperfractal topology has been recently introduced in [7] and [12] yet these first works regard only the static case. In contrast, this paper studies a dynamic aspect. Interestingly, the propagation model generates a Delay Tolerant Network (DTN). The network is intermittently interconnected as the spatial repartition of the mobile nodes and the mobility may force packets to "wait" for a vehicle to arrive and receive the packet.
Information dissemination in delay tolerant networks is a long studied problem in vehicular communications as highlighted by the authors of [13] which give an overview of the existing works together with the benefits and weak points. In [14] , the authors propose an effective information dissemination algorithm that requires the existence of city maps and GPS traces.
II. SYSTEM MODEL

A. Hyperfractals
Cities are hierarchically organized [4] . The centers which form this hierarchy have many elements in common in functional terms and repeat themselves across several spatial scaling. In this sense, districts of different sizes at different levels in the hierarchy have a similar structure. Cities are organized in self-similar structures and represent good candidates for being modeled using fractal geometry.
We propose to use a model focused on the self-similarity of the topology of the traffic, a model that is not in the extremes of the regularity or randomness, but has a behavior similar to a fractal set. By definition, a fractal set has a dimension smaller than the Euclidean dimension of the embedding vector space; it can be arbitrary smaller, [6] , [15] . The proposed model is not a fractal but a hyperfractal, in the sense that the dimension is higher than the dimension of the euclidean space. Informally, the hyperfractal model is a Poisson shot model which supports a measure with scaling properties.
Initially, the map is assumed to be the unit square. The support of the population is a grid of streets with an infinite resolution. An example is displayed in Figure 2a . In the first stage the lines forming level 0 are drawn in thick black. In the second stage, each of the four areas obtained is again considered as an independent map with a specific scaling and the lines of level 1 are drawn in thinner black. The process is further continued in a similar manner in the third stage, where each of the 16 areas are again split by 16 crossed drawn in very thin black lines. The split factor of 2 in each dimension is chosen as example yet one can imagine different split factors in each dimension (e.g., 3, 4, etc.).
B. Hyperfractal Mobile Node Distribution
We now introduce the hyperfractal model for mobile nodes. For completeness we remind briefly the static model studied in our previous works [7] , [12] .
The map contains n mobile nodes. The process of assigning points to the lines is performed recursively, in iterations, similar to the process of obtaining the Cantor Dust [5] . The two lines of level 0 form a central cross which splits the map in exactly 4 quadrants. We denote by probability p the probability that the mobile node is placed on the cross according to a uniform distribution and q = 1 − p the complementary probability. With probability q/4, the mobile is placed in one of the four quadrants. The assignation procedure recursively continues in each quadrant and it stops when the mobile node is assigned to a cross of a level m ≥ 0. A cross of level m consists of two intersecting segments of lines of level m and each segment of the cross is considered to be a segment of level m.
A street of level H consists of the union of consecutive segments of level H in the same line. The length of a street is the length of the side of the map. Figure 2b shows the population obtained in the street assignment process after 4 iterations. As one can easily notice, the population density decays with the street level. Taking the unit density for the initial map, the density of mobile nodes in a quadrant is q/4. Let λ H be the density of mobile nodes assigned on a street of level H. It satisfies:
The measure (understood in the Lebesgue meaning) which represents the actual density of mobile nodes in the map has strong scaling properties. The most important one is that the map as a whole is identically reproduced in each of the four quadrants but with a weight of q/4 instead of 1. Thus the measure has a structure which recalls the structure of a fractal set, such as the Cantor map [5] . A crucial difference lies in the fact that the fractal dimension here, d F , is in fact greater than 2, the Euclidean dimension. Indeed, considering the map in only half of its length consists into considering the same map but with a reduced weight by a factor q/4. One obtains:
This property can only be explained via the concept of measure.
It is said that a street is busy if the street contains at least one mobile node. The following lemma will play an important role in the proof of our main results:
The average number of busy streets is asymptotically equivalent to n δ −Γ(−δ) log(2/q) with δ = log 2 log(2/q) and where Γ(.) is the Euler "Gamma" function.
The proof can be found in the extended version of this paper [16] .
Notice that when p → 0 then d F → 2 and the measure tends to the uniform measure in the unit square. In other words, a hyperfractal with an asymptotic value of d F = 2 is a uniform Poisson point process. In this case the number of busy streets tends to n, since in an uniform Poisson point process nodes are east-west or north-south aligned with probability zero. This is well reflected in the result above since one would obtain δ → 1.
The mobiles move on the lines that are the support of the hyperfractal map. When a node reaches a boundary, it reenters the map from the same point, following a billiard mobility.
Initially, for the sake of simplicity, the speed of the mobiles is considered to be constant and identical, v, no matter the level and the density of the nodes on the lines. In reality, the values of speed vary in certain intervals. As our analysis is focused on upper and lower bounds, the variation will not impact the order of magnitude. The case of variable speed will be discussed later, in Section V where we show that the bounds are validated for variable speed case as well. Due to space limit, we will not analyze the case where some streets are congested and thus speed up the broadcast as some nodes are blocked in intersections.
C. Canyon Effect
The analyzed network model is an urban vehicular network that can be made realistic by capturing a well-known phenomenon: the canyon effect [17] . The canyon propagation model implies that the signal emitted by a mobile node propagates only on the street where it stands on. If the network was static, considering the given construction process, the probability that a mobile node is placed in an intersection goes to zero when the street width goes to zero and nodes positioned on two different streets are never able to communicate. Notice that when a street has positive width, the intersection width is negligible compared to the street length and the network will still be partitioned. The connectivity of the network is thus ensured through the mobility of the nodes, leading to a scenario of a delay tolerant network.
D. Broadcast algorithm
A feasible approach to forward a packet of information from a source to a destination in the absence of any predictive knowledge on the node movement is an epidemic routing. In this case, when the traffic is low, epidemic routing can achieve an optimal delivery delay at the expense of increased use of network resources. The considered broadcast protocol is a single-hop broadcast meaning that each vehicle carries the information while traveling, and this information is transmitted to the other vehicles in its one-hop vicinity (nearest neighbors of the "infected" node) during the next broadcasting cycle. This single-hop broadcasting protocol relies heavily on the mobility of the vehicles for spreading information.
In this paper, as we primarily seek to understand the limit of the propagation speed, we do not consider other detailed aspects of the broadcast protocol, such as packet collisions. At time t 0 = 0 only one node, called "source", holds the packet. At time t > t 0 , the population of nodes is split among nodes that have received the packet, called infected nodes, and nodes that have not yet received the packet, called healthy nodes.
The measured broadcast time represents the time needed for the contamination of the entire network, starting from a single random source.
III. MAIN RESULTS
Throughout the following analysis, without lack of generality, we only consider streets which are busy streets as per Section II-B.
A. Upper Bound
Remark: There are 2 H streets of level H intersecting each of the streets forming the central cross.
We denote by I(n i , n j ) the average time that a packet takes to jump from one street containing n i nodes to an intersecting street containing n j nodes, assuming all nodes on the first street carry the packet. In fact, it is sufficient to assume that the closest nodes to the intersection carry the packet.
In the following, for sake of generality, we deal with the case where the nodes of interest, x and y, are placed on perpendicular lines of respective depths, H a and H b . Denote by T (x, y) the time needed for a packet in a broadcast initiated by node x to reach node y. Definition 1. The direct route uses the streets that embed the nodes x and y, and contains the intersection between these two streets.
Definition 2. A diverted route between nodes x and y is a route that employs four segments and three intersections.
As an example, in Figure 3 , the direct route is drawn in red dotted line and the diverted route is drawn in continuous red line and continuous blue line. 
Proof. To prove the formulae, let us look at the setup illustrated in Figure 3 . In the direct route case it is assumed that the packet hops from node x towards the intersection with the street holding the node y (dashed, red line). The maximum number of hops is n a , thus it takes at most hn a time units. The packet turns on the intersection in time I(n a , n b ) and then proceeds towards node y in at most hn b time units. 
where L(H i ) is the distance from a node to the intersection with a street of level H i .
Proof. Let us again look at the setup illustrated in Figure  3 . It is assumed that, instead of taking the direct route as expressed in inequality (3), the packet is diverted into the street of level H c , then to the street of level H d before being delivered on the street of node y (straight, red line). The quantity h(n a L(H c ) + 1 and h(n b L(H d ) + 1) is the time necessary for the packet to propagate from x to the intersection with the street of level H c through hop-by-hop propagation, and similarly, the time necessary for the packet to propagate from the intersection of the street of level H d to node y. The average number of nodes between x and the streets of level H c is n a L(H c ), due to the uniform node distribution on the interval. Even in considering the node mobility and the time difference between each hop, the mean remains the same since the distribution of nodes remains uniform on the interval. The additive term +1 in the final result comes from the fact that the closest node moving towards the intersection may be located beyond the intersection.
The following lemma gives an estimate of the packet turn time at an intersection.
Lemma 4. For all n i , n j ∈ N * , the following inequality holds:
Proof. Let ∆ be the distance between an intersection and a node moving toward the respective intersection. It is assumed, without loss of generality, that the packet originally progresses on an East-West street and that the intersection stands at abscissa z ∈
n , in fact it is exactly this expression when z ∈ [g, 1−g], omitting border effects.
The car at distance ∆ reaches the intersection in ∆ v time units. At this time the car can transmit the packet to the closest car on the North-South street. Now, merging the problem over the two streets together, the probability that the time for the packet to turn to be larger than g/v is equal to the probability that no car on the East-West street and on the North-South street reaches the intersection before g/v time units, which is upper bounded by (1 − g)
The following technical result gives the probability that a street is busy.
Lemma 5. In a hyperfractal with n nodes and d F > 2, the probability that a street i of level H(n) with H(n) = ⌈ log(n 1−ǫ p/2) log(2/q) ⌉ is empty is smaller than e −(q/2)n ǫ .
Proof.
The following theorem gives the upper bound on the broadcast time and proves that it grows as n 1− Definition 3. We define by T n (x, y) the time necessary for a packet transmitted in a broadcast initiated by node x to arrive at node y. We define by E[T n (x, y)] the average broadcast time between all fixed (x, y) pairs. 
• (ii) in the diverted route scenario, for all ǫ > 0
Proof. As we look for the upper bound, the inequality in the direct route (eq.(6)) comes directly from E[n a + n b ] < pn. The term 1 v is the upper bound of I(n i , n j ) thus maximizing the sum.
The diverted route scenario again follows Figure 3 . Let us take
log(2/q) ⌉ as per (5), thus:
log(2/q) + 1.
We have:
Meanwhile, let us take as diverted route the closest street of level H(n) from node x since this street is busy with probability higher than e −(q/2)n ǫ . In this case:
Consequently: In this case, we know that T n (x, y) ≤ hpn + 
Remarks: (i)
As ǫ becomes smaller, the convergence of eq. (7) is slower. (ii) The quantity δ is strictly less than 1 (δ < 1) and tends to 1 when d F → 2. (iii) In fact the term 3/v is far too high while its weight in the sum should not be of high importance. Using Lemma 5, the term can be replaced by 2 vn + 1 vn ǫ/δ . Notice that the optimal value of ǫ is of order log log n/ log n which does not reach negligible values as long as n ≪ 1/hv and leads to the global estimate E[T n (x, y)] = O(n 1−δ log n).
Definition 4. The average broadcast time T broadcast is the average of all source-destination pairs
Corollary 1. When n → ∞, the average broadcast time as the average over all sources x satisfies:
B. Lower Bound
The intuition behind the lower bound of the average broadcast time comes from the fact that the highest weight in the broadcast time is taken by the time that the packet hops on the main cross, where the density of mobile nodes is considerably higher than on the subsequent levels. 
Proof. The broadcast time verifies:
when (x, y) are all the possible pairs of two nodes in the hyperfractal. We denote by H the set of nodes on the horizontal segment belonging to the central cross and V the set of nodes on the vertical segment of the central cross.
As we compute the sum only over the terms on the central cross,
(11) as the number of the terms in the sum in (11) is lower than the total number of terms in the sum in (10) .
Since the packet must leave the street of node x, it must at least run on a distance L(x) which is the average distance from node x to the closest busy perpendicular street. The same holds for reaching nodes y. In other words, the following inequality holds:
Assume that the node x is on the East-West segment of the central cross. The average distance to the closest North-South busy street is larger than 1 2NSn , where NS n is the random variable expressing the number of busy North-South streets in presence of n mobile nodes. Therefore, E[L(x)] ≥ E[ 
Using the fact that E[|H||V|] = (n − 1)np 2 /4 terminates the proof.
Corollary 2. The average broadcast time when n → ∞ satisfies:
T
Combining the upper bound in Corollary 1 and the lower bound of Corollary 2, one obtains the matching bound that the average broadcast time behaves as n 1−δ times a slowly varying function, where δ depends on the precise fractal dimension:
Corollary 3. The average broadcast time when n → ∞ satisfies:
C. Information Teleportation
In a hyperfractal, the broadcasted packet follows either a direct route or a diverted route. The diverted route case leads to the existence of new contagions on the lines of level H c and H d . This is what we call "information teleportation" phenomenon as the new contagions are not due to a source on lines H c or H d spreading its packet in a hop by hop manner but is due to routing the packets through intersections. The phenomenon will be visually illustrated by experiments in Section V.
The teleportation phenomenon allows an acceleration of the broadcast time. The acceleration itself is a self-similar phenomenon and takes places recursively: propagation on level H i is accelerated by teleportation coming from lines H i+1 , H i+2 , H i+3 and so on.
In a hyperfractal with teleportation effect, the broadcast time evolves as O(n 1−δ log n) according to Corollary 1. To consider a network with the absence of teleportation is to consider the direct route case in Theorem III.1. In such a network, the broadcast time scales linearly as O(nh). The two regimes are illustrated in Figure 4 . The teleportation phenomenon arises after the linear characteristic overtakes the one for O(n 1−δ log n). The inflexion point where teleportation arises verifies nh = An 1−δ log n, where A is a constant.
Let us look at an example of broadcast speed up that occurs due to information teleportation. In a hyperfractal setup, consider an infected source on a line of level H i = 0. In each time slot h, two more nodes get infected and become themselves sources. In the absence of teleportation, therefore, the number of infected points increases linearly with the hop time. In the presence of intersections with lines of levels H i > 0, new "outbreaks of infection" arise at time stamps of 1 vn(λ0+λ H i ) . Figure 5 shows graphically the evolution. This is an upper bound as not all the teleportation contagions generate a speed up; the nodes can be infected from neighboring contagions by simple hop by hop propagations. In this section, we show that the hyperfractal model fits real cities. Let us describe the procedure that computes the fractal dimension of a city using the spatial traffic density criterion.
The spatial traffic density criterion is about the statistic of the street densities in the map.
In a hyperfractal, the cumulated length of the street up to level H is 2 H+1 − 2. At this level, H, the density of the nodes on the streets is
In the general setting we consider as a single street an alignment of consecutive segments whose density from the less dense segment to the densest segment does not vary more than by a factor F > 1. We call the density of the street the average density of its segment. In a pure hyperfractal city model we have F = 1. Next, we rank the streets in decreasing order of density: λ 1 ≥ λ 2 ≥ . . . ≥ λ i ≥ . . .. Denote by l i the length of the ith street.
We define the density as a function of the cumulated distance l, λ(l) as follows: if
It can be expressed as:
In order to illustrate how the hyperfractal fits vehicles distribution on streets, we present here data fitting results using public measurements [18] . Figure 1 shows the snapshot of a traffic flow map displaying the average annual weekday traffic in a neighborhood of Minneapolis. By applying the described fitting procedure and using (14) , the estimated fractal dimension for Minneapolis is d F = 2.9. In Figure 6 we illustrate the fitting of the data for the density repartition function, proving how traffic flow maps are transformed into hyperfractals. The fitting becomes more accurate with the increase of number of terms in the density repartition function.
Additional criteria such as time interval intersection criterion are presented in the extended version of the paper [16] . The map length is the unit and a scaling is performed in order to respect the scaling of real cities as well as communication and motion parameters. In that sense, it is considered that the unit represents 10 kms of distance in a real scale. Respecting this scaling, the value of speed in the simulations is v = 10 −3 . The hop duration is = 1ms, in line with most protocols used for vehicular communications.
Throughout the simulations, the depth of the hyperfractal are restricted to H = 5.
A. Information spread under hyperfractal model and Teleportation phenomenon
We first study information propagation in a full idealized epidemic broadcast with its specific phenomenons. In a two dimensional uniform Poisson point process, the information packet spreads uniformly as a full disk that grows at a constant rate, which coincides with the information propagation speed, as shown in [11] .
Interestingly, in a hyperfractal, the phenomenon is completely different, as a consequence of the canyon effect and the population distribution specific to the new model.
The simulations are performed using the following scenario: a source starts an epidemic broadcast of an information packet at time t = 0 in a network of 1,200 nodes in a 1x1 unit square, mobile node speed v = 10 −3 , packet transmission time, also called hop time is h = 10 −3 . The population of 1,200 nodes is distributed in the map according to a hyperfractal of dimension d F = 5.33. Figure 7 shows different stages in the information propagation starting from a random chosen source until the complete contamination of the nodes.
Notice how, although the information propagates along the streets of the network, it does not propagate in a uniform way (e.g., like a growing disk). The propagation follows the repartition of the population, the constraints imposed by the environment (i.e., intersections) and accelerates along the streets (i.e., canyon effect). Figure 7b shows "the teleportation phenomenon" in a network of n = 1, 200 nodes with d F = 5.33. Two contagions of infected nodes on the lines of level 0 are highlighted. These areas are not connected to the main infected area on the line on which they originate, the line of level H = 0. The nodes on these areas are infected by receiving the packet from nodes traveling on perpendicular lines. This generates several areas of contagion. On this line, the packet is spread from all of the contamination sources that have arisen and thus the broadcast is sped up. This is a phenomenon that uniquely characterizes the broadcast in hyperfractal setups.
B. Validation of upper and lower bounds. Average broadcast time
The experiments are run for numerous values of n starting with n = 300 and then from n = 500 up to 5, 000 nodes with a step of 500 and d F = 3and d F = 5.33, thus p = 0.5, and 0.9 respectively.
The formulation used for the upper bound is the expression in equation (4) Notice that the lower bound follows with a good approximation the simulation results. Each of the cases shows that the broadcast time increases with the decrease of the number of points, a phenomenon which is captured successfully by the upper bound. The upper bound increases with a higher slope for big fractal dimension (see Figure 8b) , converging towards the asymptotic bound of O(n 1−δ log n).
C. Speed Variation
The theoretical results are developed under the assumption of constant speed throughout the whole network map. The following experiments show that the bounds hold for the more realistic scenario of variable values of speed.
The first analysis looks at the case where the speed of the nodes is proportional to the level, v ∝ H. This models the scenario where the speed is lower on crowded streets, due to congestion, and increases with the decrease of density of nodes. More precisely, the nodes on a level H i have the same
The values of speed are chosen such as to represent, in realsetup, v = 36 kmph for H = 0, v = 40 kpmh for H = 1, v = 50 kmph for H = 2, v = 60 kmph for H = 3 and v = 70 kmph for H = 4. 
VI. CONCLUSIONS
This paper initiated a characterization of the information propagation speed of of vehicular delay tolerant mobile networks in urban scenario by using a novel model for the traffic topology of the mobile vehicles and by providing matching theoretical upper and lower bounds for such networks. These theoretical bounds both increase our understanding of the fundamental properties and performance limits of vehicular networks in urban environments, and help us optimize the performance of specific routing algorithms. The enhanced model captures self-similarity as an environment characteristic and highlights the speedup in propagation due to the teleportation phenomenon. This opens new opportunities in the study of urban vehicular networks. The paper also provides a method for fitting the model to real traffic data.
