Computer migration of seismic data emerged in the late 1960s as a natural outgrowth of manual migration techniques based on wavefront charts and diffraction curves. Summation (integration) along a diffraction hyperbola was recognized as a way to automate the familiar point-to-point coordinate transformation performed by interpreters in mapping reflections from the x, t (traveltime) domain into the X, z (depth domain).
INTRODUCTION
Migration of seismic data has been a basic tool of interpreters since at least the 1940s. The classic work of Hagedoom (1954) provided firm theoretical basis for the migration of time sections in two or three dimensions based upon the use of wavefront charts and diffraction curves. In the late 196Os, numerous computer implementations of Hagedoom' s migration principle became available for commercial use in seismic data processing. In the main, these programs accomplished migration by summation of stacked trace amplitudes along hyperbolic trajectories governed by the rms velocity distribution.
A recent revival in migration theory and practice stems principally from the work of Jon Claerbout (1970 Claerbout ( , 1972 and his colleagues at Stanford University, who first formulated a finite-difference algorithm for migration based upon the scalar wave equation. Commercial programs at-c now available in industry to implement finite-difference migration of seismic data based on Claerbout' s original work and extensions thereof. These techniques are variously called "wave equation" migrations. This paper develops an alternate view of wave equation migration in which the problem is posed as a boundary value problem, which leads naturally to an integral or summation algorithm for migration in either two or three dimensions. As will be seen, the integral solution has strong historic ties to the "conventional" diffraction summation approach of the late 1960s. The differences are subtle but significant ins turns of amplitude and waveform reconstruction. faithful to the scalar wave equation. The specific geometry of interest is shown in Figure 1 with n the outward normal vector to the surface So. It includes the recording surface Z = 0 place, and a hemisphere extending to infinity in the subsurface. Contributions from the distant hemisphere are ignored, and the boundary value representation reduces to an integral over the surface involving the wave field on So and a suitable Green' s function G. Since U(r,, to) in equation (2) is equated to the observed seismic data, we require that G = 0 on So in order to eliminate the gradient of U, which may not also be independently specified, nor is it measured in current seismic practice. A Green' s function having the desired properties at the free surface consists of a point source at r0 and its negative image at rh, or G(r, tl ro, to) = S(r-r,-;) *(r-ro-g (4), we recognize the transformation as a three-dimensional convolution of the observed wave field w*ith a space-time operator related to the point source solution to the wave equation. We will return to this point subsequently. Before doing so, however, it is instructive to re-express equation (4) by performing the indicated Z0 differentiation and t, integration resulting in an equivalent expression.
THEORY
The bracketed term contains the time derivative of the recorded data plus the recorded data scaled by C/R or l/r the reciprocal traveltime, all evaluated at the ' ' retarded' ' time to = 1 -R/C, Multiplying the brackets is the familiar "obliquity" factor. cos0. Because of the l/t multiplier, the second term in brackets is frequently dropped giving the Rayleigh-Sommerfeld diffraction formula of optics, Goodman (1968) . However, it is no problem to retain both terms in seismic applications; we need only to differentiate the seismic section and add to it the same section scaled by l/t in order to implement equation (5) Still another representation of equation (4) is possible by interchanging the Z0 derivative with a Z derivative which may then be taken outside the integral, giving This is the most compact form and clearly demonstrates that the integral transformation is a solution to the 3-D wave equation by virtue of the form of the kernel f(t -R/C)/R. Now let us return to the convolutional aspects of this transformation. As noted previously, the integral transformation equation (4) may be written symbolically as a threedimensional convolution, French (1975) ], the mathematics are somewhat messier. For simplicity, we limit this discussion to the familiar CDP stack representation which approximates coincident source/receiver geometry as illustrated in Figure 3 . Furthermore, the equations are cast in one-way traveltime so we can either divide our stacked section time scales by 2 or use a velocity in migration equal to l/2 the true velocity. With these two assumptions, it becomes clear that the "physical" experiment we are approximaging with stacked data is one in which the re- For example, simulated receiver r1 at z1 maps a zero at t = 0 because the reflection has not arrived. Similarly, the response is zero at zz, and as becomes obvious, the integral will be zero when evaluated at zero traveltime unless the receiver is sitting on top of or very near the reflector. When it is, the reflection wavelet will be mapped at the vertical traveltime below the surface receiver position (actually below the CDP midpoint position). We recognize that this mapping procedure will produce the migrated picture.
Thus far, the development has assumed seismic observations are available over an area of sufficient traces in this example is arbitrary, and generally is chosen to accommodate the maximum geologic time dip to be migrated. In principle, dips to 90 degrees and beyond can be migrated by the integral approach; however, this is not the case fol-finite-difference migration algorithms. Figure 7 and the exact operator in Figure 6 are virtually identical near the apex corresponding to small dip angles. The approximate operator decays more rapidly with offset and follows a parabolic rather than hyperbolic trajectory. Both these factors, plus frequency dispersion associated with finite differencing schemes, limit the accuracy and fidelity of finite difference migration in steeply dipping situations. While it is true that higher order approximations are possible and have been discussed by Claerbout (1976) and others. in the limit they can only approach the exact transfer function which the integral method achieves with ease. Next, let us examine the application of these migration algorithms to both model and field data. is a delayed version of this signal, and the observed time dip dt ' ldx is the familiar quantity sin 0/c. For this analytical signal we can actually analytically downward continue our receiver to a depth z using either equation (7) or (8). The result, U(X, y, z, t), is not unexpected and could have been arrived at by inspection. Since the receiver is a distance z closer to the reflector, the traveltime delay is reduced by z cos 0/c. Now to obtain the migrated time picture we must invoke the mapping principle by setting t = 0, and change variable from depth z to vertical time T = Z/C as shown by U(X, y, T, 0) in Figure 9 . In migrated time space, the time dip dr'/dx after migration becomes tanB/c, and the bandwidth of the signal is reduced by cos0. Since migration is a loss-less process, the latter is purely a geometrical effect due to rotation of the reflection. Put another way, migration increases the time dip of a reflector by cos 0 and decreases the apparent signal frequency by the same factor so as to preserve horizontal wavenumber. Now let US examine the computeI' migration of several simple synthetic sections. Figure 17 is virtually a perfect reconstruction of the subsurface acoustic impedance with accurate representation of the amplitude and waveform, structural attitude, curvature, and bed terminations. Were the world so simple, seismic processing would be a closed book. Unfortunately, real seismograms are infinitely more complex than the constant velocity model depicted here, and much ptoggiess remains to be made in seismic processing techniques before we can accurately image in heterogeneous media.
MODEL RESULTS

First
Some of the more practical aspects of migrating seismic data are knowing what velocity to use, how to estimate it from the data, and how accurate it must be. None of these are trivial issues, nor shall I attempt to provide comprehensive answers. Certainly the issues of estimating seismic velocity for stacking and more recently for migration have received ample attention in the literature and in professional society meetings. I will not attempt to summarize the current art in this mature activity except to point out there is a trend away from CDP stack based velocity analysis toward migration based techniques [Sattlegger (1975) , Dohr (1975) (1961). For traveltimes of  1, 2, 3, and 4 set, the wavefronts are virtually identical for dips less than 20 degrees. The rms velocity curve continues to track the exact wavefront to about 40 degrees and then departs gradually as the dip angle increases. Even out to approximately 60 degrees the offset error is only about l-2 percent, which implies the velocity is too slow by the same amount.
A second model, Figure 24 , presents a more complicated velocity distribution consisting of a deep water layer over a high-velocity subsurface. The wavefronts shown in Figure 25 tell a similar story; the ermrs are slightly greater due to the large discontinuity at the water bottom, yet migration using the rms velocity appears quite satisfactory to about 60 degrees, considering the expected accuracy of seismic velocity estimation.
A final model, Figures 26 and 27 , shows a first order velocity discontinuity at depth between two linearly increasing functions. The errors are of the same magnitude as in the previous two models and suggests that for this class of linear increasing velocity functions (with or without discontinuities), the strategy of using the vertical rms velocity in the integral migration algorithm [equation (12) Below the Cretaceous-Jurassic unconformity the data are complex, discontinuous, and exhibit numerous diffraction events. The 2-D migrated picture reveals a much more interpretable Jurassic section between 1 and 2 set, indicating major block faulting and tectonic activity probably related to salt movement. In particular, several small fault blocks on the left of the section and also just right of center are virtually obscured by diffractions on the stacked section. After migration, they stand out with remarkable clarity. as does the uncomformity at the base of the Cretaceous. Overall, the waveform and character of the input section are faithfully preserved in the migrated picture, due principally to the wave equation formulation of the algorithm. This is perhaps the most significant difference between this "Kirchhoff" based migration and the earlier diffraction-summation techniques.
Whether the structural picture portrayed here by migration is correct cannot be answered from this result alone; additional seismic control is necessary. In general, from our experience we know complex geology is seldom sufficiently two-dimensional to satisfy the assumptions required for 2-D migration. While French (1975) because of their custom problem-solving nature, require a much greater degree of prep~hmnirrg and client-contractor interplay than conventional seismic surveys.
SUMMARY AND CONCLUSIONS
Our understanding of migration has come a long way from the era of wavefront charts and curves of maximum convexity. We now view the operation as a rigorous inverse wave propagation process subject only to the limitations of the scalar wave equation assumption. and our ability to estimate propagation velocity. Both these areas will undoubtedly be the focal points for further improvements in migration practice in the years ahead.
This discussion has centered on the integral formulation for migration. The finite-difference school also has its advocates and supporters and no attempt was made here to plead their case. Loewenthal (1974), Koehler (1976) . Larner (1976), and others have discussed the latter in considerable detail. To claim one approach is vastly superior to the other is to ignore the fact that both integral and tinite-difference migrations are based on the scalar wave equation. In the limit of no approximations in implementation they would yield the same results.
In the author' s opinion, the integral method offers the following advantages:
I) The 2-D and 3-D algorithms can be implemented without approximating the scalar wave equation.
Data can be migrated to 90 degrees and beyond, velocity accuracy and cost being the only real limitations. In 3-D applications, departure from a regular X, v grid can be easily accommodated by the integral method. This occurs frequently in both land and marine applications because of the difficulty in collecting seismic data exactly where you want it. Finally, the integral method lends itself more readily to ad hoc weighting schemes which are meant to combat seismic noise not comprehended by any of the current wave equation formulations for migration. 
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