Signal identification represents the task of a receiver to identify the signal type and its parameters, with applications to both military and commercial communications. In this paper, we investigate the 
I. INTRODUCTION
Signal identification represents a core process in military communications, such as in radio surveillance, electronic warfare, and interference identification [1] - [3] . For example, if the signal type is identified at the receiver, a more efficient jamming can be performed. Recently, signal identification has attracted increased attention in several commercial applications, such as software-defined and cognitive radios [4] .
Extensive studies have been devoted to signal identification problems for single-input singleoutput scenarios (see the extensive survey [1] and references therein). However, with the rapid adoption of the multiple-input multiple-output (MIMO) technology, additional signal identification problems have been introduced, such as estimation of the number of transmit antennas and identification of the space-time block codes (STBCs). Investigation of MIMO signal identification is at an early stage; for example, estimation of the number of transmit antennas was explored in [5] , [6] and STBC identification was studied in [7] - [11] . For STBC identification, algorithms were developed for single carrier [7] - [9] and orthogonal frequency division multiplexing (OFDM) systems [10] , [11] . For the latter, receivers equipped with multiple antennas were considered, which is not always a practical case due to power, cost, and size limitations. Secondorder statistics [10] and cyclic statistics [11] were employed as discriminating features; however, they are not applicable for the single receive antenna scenario. Furthermore, to the best of the authors' knowledge, there exists no study in the literature for the identification of single carrier frequency division multiple access (SC-FDMA) signals, which represent an alternative to OFDM, being used in uplink LTE and LTE-A [12] . This paper fills in the gap regarding the identification of STBC for SC-FDMA signals. Different from the existing works on OFDM signal identification, we propose a fourth-order statistic-based algorithm to identify spatial multiplexing (SM) and Alamouti (AL) STBC for SC-FDMA signals when the receiver is equipped with a single antenna. The proposed fourth-order statistic exhibits significant peaks at certain delays for the AL SC-FDMA signal, whereas no peaks exist for the SM SC-FDMA signal. A constant false alarm rate test is developed to detect the presence of such discriminating peaks. A theoretical analysis of the identification performance is performed and a closed form expression for the probability of correct identification is obtained. The proposed algorithm provides a good identification performance without requiring STBC/SC-FDMA block synchronization or knowledge of the modulation, channel, and noise power.
The rest of this paper is organized as follows. The system model is introduced in Section II, and the properties of AL and SM SC-FDMA signals, leading to the discriminating feature, are presented in Section III. The proposed identification algorithm is described in Section IV, and the corresponding theoretical performance analysis is given in Section V. Finally, simulation
Subcarrier mapping Subcarrier mapping results are reported in Section VI, and conclusions are drawn in Section VII.
II. SYSTEM MODEL
The block diagram of a transmitter using either AL or SM SC-FDMA signals and equipped with two antennas is shown in Fig. 1 . The unit-variance modulated data symbols, which are randomly and independently generated from an Ω-point constellation, Ω ≥ 4, are considered as a stream of M-length blocks, i.e., the ith data block is
is input to an M-point fast Fourier transform (FFT) leading to a stream of M-length blocks representing the frequency-domain symbols corresponding to the modulated data blocks,
Each two consecutive frequency-domain blocks, i.e., with i = 2b, 2b + 1, are encoded using a space-time coding matrix which is respectively defined for AL and SM STBCs as
and
where
U b+u represents the (Ub + u)th block of length M transmitted from the f th antenna, f = 0, 1 and b is an integer denoting the STBC block index, U is the length of the STBC (U = 2 for AL and U = 1 for SM), u is the slot index within the bth STBC block, u = 0, ..., U − 1, and * denotes the complex conjugate.
For each transmit branch, the interleaved subcarrier mapping 1 is used to assign the M symbols within the block C (f ) U b+u to N subcarriers, N > M. Note that N = λM, with λ as an integer representing the expansion factor, and the unoccupied subcarriers are set to zero [12] . The mapped
U b+u (N − 1)] using an N-point inverse FFT (IFFT). Then, the cyclic prefix of length ν is added to the block c (f ) U b+u by appending the last ν samples as a prefix, leading to s
Accordingly, the transmitted sequence from the f th antenna can be expressed as
We consider a receiver equipped with a single antenna, where the kth sample can be expressed as
where the superscript T denotes transpose, 
III. PROPERTIES OF AL AND SM SC-FDMA SIGNALS AND DISCRIMINATING FEATURE
In this section, we first introduce properties exhibited by the AL and SM SC-FDMA signals, which we then employ to obtain the feature for their identification.
Property 1:
One can show that the time-domain samplesc 
where mod is the modulo operation. Similar expressions can be written forc
, as a function of their associated modulated data symbols, d 2b+1 and d * 2b+1 , respectively. For SM, similar to (5), the time domain samples transmitted from the two antennas can be expressed asc
In other words, the transmitted symbols from each antenna belong to the Ω-point constellation,
scaled by a factor of
; note that this also holds after adding the cyclic prefix.
Property 2: Based on the structure of the AL coding matrix and by following [10] , one can show for the AL SC-FDMA signal that s
Property 3: Let x
(f,τ ) denote the sequence with components
. By using Property 1 and Property 2, and following the analysis in [10] , for the AL SC-FDMA signal, it can be shown that the components of s (0,τ ) i and s We first introduce the proposed fourth-order statistic of the transmitted sequence, and then the one of the received sequence. We define the fourth-order statistic of the transmitted sequence as 2 Note that λ = 2 is considered in the analysis, as being a typical value [13] . (N + ν) for
(ν + 1) for τ = 3N/4; 3) Define the fourth-order statistic A r (τ ) = E r
By using (4) and (7), one can obtain A r (τ ) for the AL SC-FDMA signal as
, ...,
, ..., 3N 4 + L h − 1; (
3 Note that the block length, (N + ν), is assumed known at the receive-side; otherwise, this parameter needs to be estimated.
For example, the algorithm in [14] , for single transmit antenna scenario, can be adapted to the scenario under consideration to estimate the block length. On the other hand, by using the properties that E{d 
By following [15] , this can be expressed asÂ r (τ ) = A r (τ ) + ǫ(τ ), where the estimation error ǫ(τ ) has an asymptotic zero-mean complex Gaussian distribution with variance σ 2 ǫ . For SM SC-FDMA (hypothesis H 0 ), A r (τ ) = 0 ∀τ = 0, ..., N + ν − 1, while for AL SC-FDMA (hypothesis H 1 ) A r (τ ) = 0. We define the statistic G(τ ) as
Note that the denominator in (10) is an estimate of σ 2 ǫ regardless of the transmitted signal (there are no statistically significant peaks). Also, for the AL SC-FDMA signal, the peak positions in G(τ ) are the same as in A AL r (τ ). Moreover, for the SM SC-FDMA signal,Â r (τ ) = ǫ(τ ) has an asymptotic zero-mean complex Gaussian distribution with variance σ 2 ǫ . Accordingly, and considering the denominator of (10) as a constant, σ 2 ǫ , G(τ ) has an asymptotic central chi-square distribution with the degree of freedom equal to two [15] . We further define the test statistic Γ = max τ =0,...,N +ν−1 G(τ ).
By using the fact that the cumulative distribution function (CDF) of the maximum value Γ is the product of the CDFs of G(τ ), τ = 0, ..., N +ν−1 [15] , we can set a threshold, γ corresponding to a certain probability of false alarm, P f = P (Γ > γ|H 0 ), i.e., 1 − P f = (1 − e −γ 2 ) (N +ν) . Then, the threshold can be calculated as γ = −2 ln(1
V. THEORETICAL PERFORMANCE ANALYSIS
The identification process is done by comparing the test statistic, Γ, with a threshold, γ.
If Γ > γ, then the AL SC-FDMA signal is declared present; otherwise, SM SC-FDMA is chosen. As the threshold γ is determined according to a constant P f , the probability of correctly identifying the SM SC-FDMA signal is determined as P (ζ = SM|SM) = 1 − P f , where ζ is the estimated signal type.
On the other hand, the probability of correctly identifying the AL SC-FDMA signal is P (ζ = AL|AL) = P (Γ > γ|H 1 ) = 1 − P (Γ ≤ γ|H 1 ). As Γ is the maximum of G(τ ), P (Γ ≤ γ|H 1 ) is 
an asymptotic central chi-square distribution with two degrees of freedom, and one can write
have a non-central chi-square distribution with the non-centrality parameter, P τ , which can be written based on (10) as
For the PSK modulated data symbols with unit variance constellation, 4 by using that r (τ ) q and r (τ ) q+4 are independent, representing them as a function of y (τ ) (k), and employing that y (τ ) (k) = y(k + τ ), along with (4), one can show that σ 2 ǫ is given by
where ⊗ and · F denote the Kronecker product and the Frobenius norm, respectively.
Based on the CDF of the non-central chi-square distribution with two degrees of freedom, the probability that G(τ ) ≤ γ, τ ∈ Λ, for certain channel coefficients is P (G(τ ) ≤ γ, τ ∈ 4 Note that in this case both second-order/ one-conjugate and fourth-order/ two-conjugate moments are equal to one [1] , and a simple analytical expression can be obtained.
, where Q 1 (·, ·) is the generalized Marcum Q function [16] . Furthermore, the probability of correctly identifying the AL SC-FDMA signal for certain channel coefficients can be expressed as
Then, the probability of correctly identifying the AL SC-FDMA signal can be calculated as P (ζ = AL|AL) = h P (ζ=AL|AL, h)p(h)dh, where p(h) is the probability density function of h. Finally, the average probability of correct identification is defined as P c = 0.5
[P (ζ = AL|AL) + P (ζ = SM|SM)] when AL and SM SC-FDMA are considered to be received with equal probability.
VI. SIMULATION RESULTS
The evaluation of the proposed identification algorithm was done by considering the LTE removed at the receive-side with a Butterworth filter, and the signal-to-noise ratio (SNR) was considered at the output of this filter. The average probability of correct identification, P c , was mainly showed as a measure of the identification performance. This was calculated based on 1000 trials for each signal. (10) and the actual value shown in (13) . Indeed, this difference decreases as N increases, as a better estimate of the variance, σ identification performance significantly improves as N increases, as the peak values in A AL r (τ ) are proportional to (N + ν).
The effect of the modulation format on P c is illustrated in Fig. 3 (b) with N B = 2000.
As can be seen, the same performance is achieved for the PSK modulations, i.e., QPSK and Table I presents the effect of the timing offset, µ, frequency offset, ∆f , and Doppler frequency, |f d |, on the average probability of correct identification, P c for SNR=5, 10 dB. Note that the timing offset is normalized to the sampling interval [8] , whereas the frequency offset and Doppler frequency are normalized to the subcarrier spacing. A slight degradation in the identification performance is observed at SNR=5 dB when µ increases. However, the performance is basically not affected by the timing offset at SNR= 10 dB. This is because the effect of timing offset can be modeled as an additional noise component that affects the discriminating peaks in A AL r (τ ); the effect of such a noise component vanishes at high SNRs. It should be noted that when the timing offset is a multiple integer of the sampling interval, the discriminating peaks in A AL r (τ ) are shifted by that offset, which does not affect the performance (results are not included here due to the space consideration). On the other hand, the performance drops for a normalized frequency offset beyond 10 −4 . It should be mentioned that although the frequency offset does not affect the identification of SM SC-FDMA, it affects the identification of the AL SC-FDMA signal, as the discriminating peaks reduce when increasing the frequency offset. Hence, the algorithm requires accurate estimation and compensation of the carrier frequency recovery. A similar behavior is observed for |f d |; a good performance is achieved for pedestrian mobility speeds. Furthermore, a constant false alarm rate criterion was developed for decision-making. Analytical results for the identification performance of the proposed algorithm were derived. It was shown that simulation and theoretical findings match. The applicability of the proposed algorithm was proved through extensive simulations; this does not require estimation of noise power or channel coefficients, block timing synchronization, and modulation identification. Furthermore, it is robust to timing offset, while requiring carrier frequency recovery and being suitable for pedestrian mobility speeds. In future work, we plan to explore other test statistics, which are also applicable to identify STBCs with binary PSK, and are robust to the carrier frequency offset and mobility speeds.
