where M n = \H-~ Q I I n is the n x n identity matrix, and g f denotes the transpose of g. Specify a complete set of conjugacy class representatives of the maximal parabolic subgroups H in Σ n (c.f., [9] , §8) by defining H = Z'SA, where the subgroups Z, S, and A are given below. Let the isotropic subspace of C 2n corresponding to H have dimension n lf with 0 < n x ^ n and n 0 -n -n x . Then the blocking scheme used in defining Z, S, and A has diagonal blocks of dimensions n γ x n lf n 0 x n 0 , n x x n 19 and n Q x n 0 from upper left to lower right. Clearly, S is isomorphic to Sp (w 0 , C), A is isomorphic to Gl (X, C) and elements of S commute with elements of A. Also, it is easilyshown that Z and Z f are normalized by SA and hence, ZSA and i?'SA are semidirect products.
The maximal parabolic subgroup H -Z'SA gives rise to a degenerate principal series of representations T χ of Σ n induced from unitary characters X on H. We shall realize T χ in the Hubert space L\Z) as follows: Let dz denote Haar measure on the unimodular group Z. Denote by dih and d r h, respectively, fixed left and right Haar measures on H, and let 8 H be the modular function defined by δ H (h) = dihjdji. By direct calculation (cf., [3] , §6), HZ is an open subset of Σ n whose complement is a set of Haar measure zero. Thus, we can extend the positive character 8 H and any unitary character 1 on H to functions defined almost everywhere on Σ n by defining δ H (hz) = δ π (h) and X(hz) = X(h) for any hz e HZ. Also, each right coset of H in Σ n , except for a set of cosets whose union is a null set, contains a unique element of Z. It follows that the canonical action of Σ n on the right coset space H\Σ n gives rise to an "action" of Σ n on Z: for any g e Σ n and z e Z, let zg be the unique element of Z such that H(zg) = Hzg, provided that such an element exists. To be specific, denote by Z 9 the subset of Z such that zg exists, then Z
9
is an open subset of Z whose complement is a null set. Therefore, if feL\Z) then the function z->f(zg), for fixed geΣ n , is defined almost everywhere in Z. Now, the formula ( [2] , §30) defining the (continuous) unitary, representations T χ of Σ n9 which form a (degenerate) principal series is
Let us briefly explain the Fourier-analytic reduction of the restriction of T χ to the (opposite) parabolic subgroup ZSA. Fix n γ with 1 ^ n t < n, fix X, and let T = T χ . We observe that the restriction T\ z of T to Z is just the right regular representation of Z. and J#"(I) Π .S*f'(D\ Aι ). This is the content of §3.
It should be noted that there are two special cases in which complete results are known. The case n x = n is special since Z is abelian. It is not difficult to show that J*f'(f\ ZSA ) is one-dimensional and, hence, for all X, T χ is already irreducible upon restriction to ZSA. Also, the irreducibility problem has been completely solved in the case n t = 1, n 0 = n -1, in [3] , which may be regarded as the prototype for the general case. There it is proved that T χ is irreducible unless X is the trivial character on H, in which case, T χ splits into the sum of two irreducible representations of Σ n . The complete results of [3] rest on the fact that the commuting algebra jy"(J) Π *£f'(D\Ay) i s J us t 2-dimensional when n x = 1. In the general case, this algebra is infinite dimensional and the full analysis of T on all of Σ n depends upon its explicit description. 1 The author wishes to thank Steven Gaal and the referee of an earlier version of this paper for advice and helpful criticism. (zsa) . In order to analyze t\ ZSΛ we need to introduce the dual object of Z, the resulting Plancherel transform of L\Z) and the oscillator representation of Sp (n 0 , C).
Procedures of Kirillov [5] can be applied to the simply connected, nilpotent lie group Z to yield the dual object -the set of equivalence classes of irreducible, unitary representations of Z. The results are given below.
Denote the elements of Z by (x, y, ί), where t = η -yx f so that t is symmetric. In this way Z is identified with V x V x Λ o , where V = O x *° and Λ o = {ί eC* ιXΛl : t = ί'}. Multiplication in Z is now given by Also, the center of Z is easily seen to be {0} x {0} x Λ Q and the Haar measure of the unimodular group Z is real Lebesgue measure dz = dx dy dt on the Euclidean space Fx V x Λ o .
For XeΛ 0 with rank λ = r, let C(λ) eO(n lt C) be such that 0
, where λ r is a symmetric, invertible r x r matrix. C %lX%0 , thought of as a measure space with real Lebesgue measure. Finally, throughout this paper we shall let (u\v) == Retr iw' for all u, veC pxg . THEOREM 
Every irreducible, unitary representation of Z is unitarily equivalent to Π latβt χ) for some choice of a, β e V and X e Λ o , where Π {(X)β)λ) is defined as follows:
(
1) If X = 0 then Π {atβi χ) is 1-dimensional and is given by \χ) + (β\v)]
is 00-dimen-
and (x,y,t) eZ. Moreover Π {aίtβvh) and Π^h >h) are unitarily equivalent if and only if X 1 -λ 2 , α t = a 2 + λ x α, α^cί β 1 = ^ + x^ /or some α, 6 e F.
The Plancherel transform of L 2 (Z) does not require the entire dual object of Z, but only the representations corresponding to THE REDUCTION OF CERTAIN DEGENERATE PRINCIPAL SERIES 295 "maximal orbits". These are the representation Π {0>0>λ) , where X is invertible (i.e., r = n x ). Thus, let A = {XeA 0 :τa,nkX = wj and for XeA denote Π iOtOiX) by λ, then λ acts in the Hubert space L\V) by the formula The mapping f -> K f defined for f 6 £f by
extends uniquely to a linear isometry of L\Z) onto L\ V X V X A o , dxdydm(X)). This is the function-valued Plancherel transform. (3)
The mapping f -> / defined weakly for f sS^ by
Jz extends uniquely to an isometry & of L\Z) onto L\A 9 HS(L\ V)) 9 dm(X)). This is the Plancherel transform of L\Z).
Proof. A computation shows that f(X) is an integral operator with kernel K f . The mapping / -> K f is decomposed as in [3] (1.8) into ordinary, partial Fourier transforms
(/ e ,Pt the factor c = 2~W l(%1~1)/2 makes J^ an isometry) and a trans-
is chosen so that & is an isometry and hence / -> K f is an isometry.
To prove (3) and (2), one shows that the mapping K f -> /, defined for f eSζ extends to a linear isometry of
The tensor product of n x copies of the oscillator representation of S occurs naturally in the present setting. Note that S normalizes Z. Specifically, for seS and z -(x, y,t 
For each s, λ(s) is unique up to scalar multiples of absolute value 1, and, as we will show, λ(s) can be normalized so that s -> λ(s) is a unitary representation of S acting in L\V). Let us now be more explicit.
Identify S with Σ nQ and define the following subgroups of Σ nQ using the blocking scheme with two diagonal blocks of size n 0 x n 0 :
The set L U M U {p} generates Σ no ([3] , p. 404), so to define λ on S it is enough to define it on this generating set.
where C7is the Fourier transform of L\V) defined for feL\V)
by
and τ(λ) is a complex number with modulus 1, which will be determined in the proof of Theorem 2.5. Proof. It is easy to verify that the restrictions of λ to L, M, and LM are continuous unitary representations of these groups. Now apply Lemma 1 of [3] . To prove that condition (2) .
of Lemma 1 is satisfied, we use the following: Observe that m(I)pm(I) -pm( -I)p. Let m = m(I), then m" 1 == m( -/). From the definitions of the operators λ(m) and X(p), a computation shows that and hence YΊ(λ) = X(p)~ίX(m)X(p)~1X(m)X(p)X(m)
e J^"(λ), the commuting algebra of λ. This is true regardless of the value of γ(λ) with |7(λ)| = 1. Thus, letting
But λ is irreducible so jy"(λ) is 1-dimensional and hence are easily seen to agree on the center of Z. Hence, these two irreducible representations of Z are unitarily equivalent and, in fact, the operator D(a) given by
intertwines them. Also, the fact that
suggests that D(a) may also intertwine λ and (aXa'T and, indeed, this is the case. We summarize these facts in the next theorem. THEOREM 
The mapping D: A -• ^f{L\ V)) is a continuous unitary representation of A which satisfies (1) D{a)-\aXa r T{z)D{a) = \(or ι za) (2 ) D(a)X(s)D(ay i = (αλα'Γ(β) for all XeΛ, aeA, seS, and zsZ.
We omit the proof of the above theorem since it is fairly straightforward (cf., [3] , Theorem 2), however, we make the following observation related to the proof. For each invertible symmetric matrix X there exists β 6 Gl (n l9 C) such that X -ββ' m Consequently, the action of A on A defined by a X -aXa! is transitive, and from this follow two important facts: First, the function 7 defined on A in the proof of Theorem 2.5 is constant. Secondly, we have the COROLLARY.
LetXeA and let IeA denote the n x x n γ identity matrix, then X is unitarily equivalent to I.
View L\V) as the tensor product (gΓ 1 L\C n°) by defining
where u t is the ΐth row of u and •/< e L\C n°) . By inspection of / and comparison with Theorem 2 of [3] , one sees that / is a tensor product of n γ copies of the oscillator representation 7 of [3] .
We Proof. For every λ e Λ, T(z o sα)/(λ) =
which gives the theorem. Equation (1) is a change of variables, (2) is the fact disaza^s' 1 ) = δ H (a)dz (cf., [6] , II. 7), (3) is an application of Theorem 2.5, and (4) is from Theorem 2.6 (1). The formula in the Theorem is said to hold "almost everywhere" since there may be a null set in A where the right-hand-side is not in HS(L\V)).
3. The commuting algebra of f \ ZSA . We seek necessary and sufficient conditions for B e Jϊf(J%f), the bounded linear operators on the Hubert space 3ίf = L\A, HS(L\ V)\ dm(X)), to be in the commuting algebra J#"(f\ ZSA ).
Suppose Bej&"(f\ ZSA ). Then, in particular, B commutes with t(z) and f(s) for all zeZ and seS. We will first see what conditions on B these facts impose. Then we will obtain additional conditions from the fact that B commutes with f(a) for aeA.
Realize HS(L% V)) as L\ V) ® L\ V). From the observation that T -L\Λ, L\ V) (g) L\ V), dm(X)) = j L\ V) ® L\ V)dm{X)
is a direct integral of Hubert spaces, we have the notions of decomposable and diagonalizable operators ( [7] , I. 3). From Theorem 2.8, it is clear that f(z) and f(s) are decomposable operators for zeZ and s eS and can be denoted:
Λ
To show from this that B is decomposable requires the following technical lemma of Stone-Weierstrass type.
Let X be a locally compact, σ-compact, Hausdorff space with positive Borel measure μ, which is finite on compact sets. Let H be a separable Hubert space. For a e L°°{X, μ), let M(a) denote the diagonalizable operator on L\X, H, μ) given by M{a)f{x) -a(x)f(x). Consider the weakly measurable maps β -> B^ββ') and β -> D{β)LD{β)~ι of A into j^(L 2 ( F)). Since Λ = {α e A: αα' = /}, the first map is constant on left cosets of A x . The second map is continuous (with respect to either the strong or the weak operator topology of J*f(L\ V))). Also, (3) implies that the two maps coincide almost everywhere. We can conclude that β -> D^LDίβ)" Let XeA, then λ = aX o a' = aββ'a! for some aeA. Now apply the definition of ί?(λ) along with Theorem 2.6 (2).
