Currently Support Vector Machines (SVM) 
INTRODUCTION
Object recognition and classification is the sequence of steps that must be performed after appropriate features have been detected. Based on the detected features in an image, one must formulate hypotheses about possible objects in the image. These hypotheses must be verified using models of objects. Not all object recognition techniques require strong hypothesis formation and verification steps. Most recognition strategies have evolved to combine these steps in varying amounts. In the following, a few basic recognition strategies used for recognition objects in different situations are reviewed.
One of the earliest approaches to object recognition is based on template matching. This method based on the concept of finding the similarity between two entities such as points, curves, or shapes 978-1-4244-2315-6/08/$25.00 ©2008 IEEE.
of the same type. In template matching, a template typically a 2D shape of the pattern to be recognized is available. The pattern to be recognized is matched against the stored template while taking into account all allowable pose such as translation and rotation and scale changes. The similarity measurement is normally defined as a metric distance. Various distance measures have been exploited in object include city block distance, Euclidean distance, cosine distance, histogram intersection distance, X2 statistics distance, quadratic distance, and Mahalanobis distance [1] .
Nearest Neighbourhood (NN) classifier [2] is based on the fact that if two elements are close in their representation space, they probably belong to the same class. The nearest neighbour classifier is useful when the number of training samples is small. Each form is represented by a feature vector which represents variance of motion and variance of compactness in a multi-dimensional representation space. In order to identify the class of a form, the form class of its nearest points in the representation space is significant information. A strict rule is to impose that the nearest neighbours belongs to the same class to take a decision. This rule reduces the number of errors, but it leads to many rejects. It can be smoothed by weighting the voting of each neighbour according to its rank or distance.
Neural networks can be viewed as a massively parallel computing systems consisting of an extremely large number of simple processors with many interconnections. The main characteristics of neural networks are that they have the ability to learn complex nonlinear input-output relationships using sequential training procedures and adapt themselves to the data. During training, many instances of the objects to be further recognized are input to the net. If the training set is carefully selected to represent all objects encountered later during the recognition phase, then In Figure 1 , the optimal hyperplane (solid line) is defined as the one the maximal margin of separation between the two classes. It can be uniquely constructed by solving a constrained quadratic optimization problem. The output from this solution is the support vectors (SV) (inside dot circle near dash line) that will be used for classification.
The SVM learning algorithm is based on finding optimal separating hyperplane for the two classes of data. The support vector classifier is based on the class of hyperplanes:
Where w is the normal vector that perpendicular to the hyperplane, x is the input data set, f(x) is the output data set and' b is the bias values.
To increase the classification ability for non separating data, SVM map the data into a higher dimension feature space with kernel function K(x,y) where the data has much more possibility to be separated, then use a hyperplane in this feature space to separate the data as shown in Figure 2 . the net may learn the classification boundaries in its feature space. The most commonly used family of neural networks for recognizing system is the feedforward network, which includes Multilayer Perceptron (MLP) networks [3] .
Support vector machine (SVM) are receiving increasing attention these day and have achieved very good accuracy in pattern recognition. In a binary classification, SVM try to find a hyperplane to separate the data into two classes. In the case in which all the data are well separated, the margin is defined as two times the distance between the hyperplane with the largest margin, which provides good generalization ' ability based on Vapnik's VC dimension theory [4] . To increase the classification ability, SVMs first map the data into a higher dimension feature space with kernel function, then use a hyperplane in that feature space to separate the data. For testing a new unseen dataset, SVM calculate the distance of this sample from the decision surface, and produced a sign signifying which side of the surface they reside. SVMs have demonstrated good generalization performance in face recognition [5] , plankton recognition [6] , gene classification [7] , Chinese character classification [8] , and text categorization [9] .
Recognition techniques are mandatory to add to monitoring system to understand the behaviour of dynamic events in complex scenarios. Template matching and nearest neighbour method capable to classify the object with high accuracy if the data is separable, but if the data is in non separable case, neural network and support vector machine (SVM) perhaps the best method for this purpose. SVM is a new pattern recognition technique based on simple and elegance theory. It simplicity for training a highly non separabIe data compared to neural networks make this method receive increasing intention nowadays. It's good highly accuracy in text recognition, face detection, and surveillance system make it worthwhile to explore the ability of this approach to be implemented in the system. The paper is organized as follows. Section 2 presents a fundamental of SVM and how to implement it during training and testing session. Section 3 describes in detail how to determine the best kernel and capacity control values. The result is presented in section 4 and summary and future researches are presented in section 5. 
KERNEL AND CAPACITY CONTROL (C) SETTING
In order to get a good performance of the SVM classifier, there are two points that must be considered carefully which are kernel function and capacity control (C). Kernel function K (Xb x) is used to map the nonlinear input into a higher dimensional feature space, in which the learning capability of the machine is significantly increased. This kernel function will enable the operations to be performed in the input space rather than in the potentially high dimensional feature space. Hence, the inner product does not need to be calculated in the feature space. In this paper three common kernel functions which are Linear, Polynomial and Gaussian Radial Basis Function (GRBF) were tested. These kernel function capabilities were compared and the one that gives the higher accuracy in training and testing will be used in the real time system.
The optimization processes will produce a Lagrange multipliers (a) and bias (b) values that will be used for classification. For predicting output (Ypredict) using new data input(~est), equation below will be used :
With constraint: 
The detail algorithm for each kernel is shown below:
2. Polynomial Kernel
Gaussian Radial Basis Function Kernel
K(x,x') = ex{_llx;d~f J
Choosing a suitable parameter for capacity control (C) is crucial for good performance during training. Generally, C controls between how hard to have a large margin and how hard to avoid training error. As C getting large, the solution with minimum training error is acquired and increment in C beyond this point will have no effect. This point cannot be overemphasized because training SVM with an excessively large value of C tends to increase the required training time by several orders of magnitude. On the other hand, if C is too small, it will manifest itself in a solution with no unbounded support vectors, and therefore no ability to determine the bias (b) term [10] .
For simplification, the step for classification using SVM can be summarized as below:
(84.21 %) with lowest magnitude of support vector capacity (3.11 %).
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. Prepare the pattern of input-output matrix. 2. Choose the best kernel function. 3. Select the parameter of the kernel function and the capacity control (C). 4 . Execute the training algorithm using quadratic programming optimization to obtain the values ofa. 5. Classified unseen using a value and the support vectors. For real time mode application, the selected kernel function must attain a high performance in training and testing with a minimum number of support vector (SV). Figure 3 up to Figure 8 show the performance of training and testing with number of support vectors, for several kernel functions that based on training and testing data. The training data acquired from MIT database [11] consists of 386 images (212 of human images and 174 of vehicle images), while the testing data consists of 114 images taken from the video sequences of outdoor scene in [12] . The input feature consist of the selected best five HU moment values in [12] whereas the output classes is assigned to +1 for human and -1 for vehicle.
From simulations, value of C that is greater than 100 produced a static percentage performance (training and testing) and number of support vector (SV). Thus, only a range of C that lies from 1 to 100 has been analysed in detail. Also, only the polynomial function with a power of 2 and 3 is considered. As for Gaussian Radial Basis Function (GRBF), apart from C the width parameter (d) is also tested simultaneously. For this reason, a cross intersection between these two parameters (C and d E {O.l to l}) consist of 1000 combinations, equipped to the kernel function have been analyzed. Figure 3 shows the result for linear kernel analysis. From the graph, linear kernel function shows that with the increment of C, the performance for both training and testing fluctuate between minimum of 54.92%(training) and 76.32%(testing) to maximum of 99.48%(training) and 84.21%(testing) , while the number of support vectors decreased constantly. From the graph analysis, C = 63 gave the highest performance of training (99.48 %) and testing 15.00
Result for Linear Kernel Analysis
: The results for the best cross intersection parameters between C and d from Figure 3 to 8 can be summarized in Table 1 below. it will be used in the real time mode.
CONCLUSIONS
In this paper, a system to classify between human and vehicle using Support Vector Machine (SVM) classifier is discussed under dynamic pose. From the analyses, SVM training session via Gaussian Radial Basis Function (GRBF) with C=67 and d=0.6 gave the highest performance in training and testing, with only need eight of support vector (SV). The proposed SVM model gave a good result in 100% during training and 86.84% during testing.
In future, the system can be improve by extend the classification framework to other object classes like groups of people or sub classes like cars, vans, trucks, and motorcycles. A hierarchical multi class SVM probably best for this purpose by training the data using one versus all method.
