We give a nonstandard analytic proof of de Finetti's theorem for an exchangeable sequence of Bernoulli random variables. The theorem postulates that such a sequence is conditionally independent given the value of a uniquely distributed random parameter on the interval [0, 1]. We use combinatorial arguments to show that this probability distribution is induced by a hyperfinite sample mean.
de Finetti's Theorem for exchangeable zero-one sequences
Throughout this paper, we have a fixed probability space (Ω, F , P). We will often abuse notation and use P to denote the nonstandard extension * P as well (with the usage being clear from the context of the event measured by P). Definition 1.1. A finite collection X 1 , . . . , X n of random variables is said to be exchangeable if for any permutation σ ∈ S n , the random vectors (X 1 , . . . , X n ) and (X σ(1) , . . . , X σ(n) ) have the same distribution. Definition 1.2. An infinite sequence X 1 , X 2 , . . . of random variables is said to be exchangeable if any finite subcollection of the X i is exchangeable in the sense of Definition 1.1.
A well-known result of de Finetti says that an exchangeable sequence of Bernoulli random variables (i.e., random variable taking values in {0, 1}) is conditionally independent given the value of a random parameter in [0, 1] (the parameter being sampled through a unique probability measure on [0, 1]). More precisely, we may write de Finetti's theorem in the following form. Theorem 1.3. Let X 1 , X 2 , . . . be an exchangeable sequence of Bernoulli random variables. There exists a unique measure µ on the interval [0, 1] such that the following holds:
for any k ∈ N and e 1 , . . . , e k ∈ {0, 1}.
See [2] and [3] for the original works of de Finetti on this topic. See [5] for a recent elementary proof of de Finetti's theorem, and also for more detailed references of earlier works.
We will give a nonstandard proof of the above theorem. The idea is that the measure µ will be shown to be induced by a hyperfinite sample mean
We refer the reader to [1] and [4] for basic nonstandard analytic concepts and notation.
For the rest of this section, we fix an exchangeable sequence X 1 , X 2 , . . . of Bernoulli random variables. We also fix k ∈ N and e 1 , . . . , e k ∈ {0, 1}. Taking α = k j=1 e j and writing the integral in (1.1) as an expectation in terms of a random variable Y ∼ µ, de Finetti's theorem may be restated as follows:
Written this way, it is clear that any measure satisfying the conclusion of de Finetti's theorem must be unique. Indeed, taking α = k and varying k through N in (1.2) shows that such a measure has a unique sequence of moments, which implies that they agree on expected values of continuous functions on [0, 1] (using the Weierstrass approximation theorem). Hence, it is enough to prove the existence of a probability measure on [0, 1] satisfying the conclusion of de Finetti's theorem. Toward that end, we will verify equation (1.2) for a measure µ coming out of an appropriate Loeb measure. Fix N > N and define:
Note that Y N takes values in 1 N , . . . , N − 1 N , N N = 1 . Naively conditioning on the value of Y N , we obtain:
(1.4)
Note that we could have started the sum in (1.4) at i = α since the conditional probabilities in this sum are zero for all i < α.
The random variable Y N induces an internal finitely additive probability measure (1.6)
Consider the function f :
Noting the form of the right side in (1.2), and using (1.4) and (1.7), it is clear that we need the following to be true:
The rest of this section will build toward a proof of Theorem 1.4. The strategy is to use the following result from nonstandard analysis:
Proof. Let H, α j , and β j be as in the statement of the lemma. Note that α j , β j must all be strictly positive. For any real number ǫ ∈ R >0 , the condition that
Multiplying all sides of the above inequality by β j , we have:
Summing as j varies over the hyperfinite set (in this step, we are also using transfer of a similar inequality for finite sums), we get:
(1.10)
Dividing all sides of (1.10) by j∈H β j and noting that ǫ ∈ R >0 was arbitrarily chosen completes the proof.
For brevity in future computations, we define
Let us first try to understand the conditional probabilities a i . As explained earlier, the a i are zero for i < α. By summing over all possible cases, we have:
It is clear that the internal cardinality of G is the number of ways of choosing
By a simple counting argument, this yields:
Also, by the transfer of exchangeability of the X i , it is clear that: Then for any u, u ′ ∈ G ′ , exchangeability implies that
Since adding P((X 1 , . . . , X N ) = u | X 1 + . . . + X N = i) as u varies over G ′ gives 1, it must be the case that
In particular, since G ⊆ G ′ , equation (1.16) explains (1.15). Now, another simple counting argument shows that #(G ′ ) = N i . Thus, (1.15) becomes:
Using (1.17) and (1.14) in (1.13), we obtain:
where N − k i − α is understood to be zero when i < α.
Using (1.18), we first prove Theorem 1.4 in a pathological case of zero probability (see Lemma 1.6) that we will avoid afterward. Note that the conclusion of de Finetti's theorem implies that this pathological case can never happen, unless all the random variables X i are zero almost surely. However, since we are proving de Finetti's theorem, we have to take care of this case in a non-circular way, without using de Finetti's theorem. Lemma 1.6. Suppose P(X 1 = e 1 , . . . , X k = e k ) = 0. Then, (1.9) holds.
Proof. Suppose P(X 1 = e 1 , . . . , X k = e k ) = 0. Suppose i ≥ α and consider the event Y N = i N , which is the same as the event
If the sum of N zero-one random variables is i ≥ α then some subcollection of k such random variables must have had exactly α ones. Therefore, if C denotes the collection of all k tuples of distinct indices from {1, . . . , N } (so that the internal cardinality #(C) is N k ), then we have
By exchangeability, all events in the union on the right have the same probability as the event {X 1 = e 1 , . . . , X k = e k }, which is assumed to have probability zero. Since * P is hyperfinitely subadditive, this implies that P(X 1 + . . . + X N = i) = 0 whenever i ≥ α. Thus (using (1.18)), proving (1.9) is equivalent to proving the following:
But the left side of (1.19) is zero (as N − k i − α = 0 for i < α), while the right side is an infinitesimal (being a finite sum of infinitesimals). This completes the proof.
Also using (1.18), we obtain the following result about the ratio of a i and b i :
There exists a constant r ≈ 1, such that for each i ∈ * N >k , we have
Proof. From (1.18) and (1.12), we obtain:
Thus the proof is complete because:
Note that k i=0 a i is an infinitesimal. Hence, by (1.20) , it suffices to show that
. But the right side is an infinitesimal because 2α > 1 (as α ≥ 1 is assumed in the statement of the lemma). This completes the proof.
For the rest of this paper, let
where [·] is the greatest integer function.
Proof. Note that i! (i − α)!i α = 1 when α = 0, 1. And for α ≥ 2, we have
Thus, we have:
(1.23)
Now let i be as in the statement of the corollary, i.e., N < i ≤ M 2 . Then,
Using (1.23) and (1.24) in (1.20) completes the proof.
Proof. By (1.20) , it suffices to show that the second sum is an infinitesimal. Since the b i are all positive, we have the following estimate for the second term:
where the last term is infinitesimal since k − α ≥ 1.
We are now in a position to prove Theorem 1.4. We restate it here for convenience.
Proof. The case when α = 0 is verified directly by plugging in α = 0 to the formulae for a i and b i and using Lemma 1.5.
In the case when α = k, using (1.9) and (1.12), we get:
This expression is infinitesimally close to 1 whenever i > N. Thus, Lemma 1.8 and Lemma 1.5 complete the proof in this case. By Lemma 1.6, we may also assume that P(X 1 = e 1 , . . . , X k = e k ) = 0.
Then using (1.4), we obtain N i=0 P X 1 = e 1 , . . . ,
Thus, by Lemmas 1.8 and 1.10, we obtain:
Corollary 1.9 together with Lemma 1.5 now complete the proof in this case.
As the e 1 , . . . e k were an arbitrarily fixed sequence of zeros and ones, this proves de Finetti's Theorem 1.3 using Theorem A.1.
We finish this section with a combinatorial-probabilistic interpretation of the proof. A main ingredient in the proof was Corollary 1.9. It shows that when i is large (in the sense that it is hyperfinite) but not too large (in the sense that it is less than M 2 = [N − √ N ] + 1), then a i b i is infinitesimally close to 1. Looking at the expressions (1.18) and (1.12) for a i and b i respectively, we can express the ratio as follows:
The first term on the right is an expression related to a certain hypergeometric random variable, while the second term is related to a certain binomial random variable. We can thus interpret Corollary 1.9 as a statement about asymptotically approximating a hypergeometric random variable with a binomial random variable. More explicitly, Corollary 1.9 says that as long as i is neither too small not too large, then the probabilities P 1 and P 2 described by the following are very close to each other in the sense that P 1 P 2 ≈ 1:
(1) Uniformly choose a random subset of size i (here i ≥ α) from {1, . . . , N }:
thus all the N i subsets are equally likely to be chosen. Then P 1 is the probability that exactly α elements of {1, . . . , k} appear in this random subset of size i. (2) Take a coin with a probability of Heads being i N . Then P 2 is the probability that exactly α Heads appear in k independent tosses of this coin.
Appendix A. Some nonstandard measure theory
The following result can be modified for more general situations (refer to the settings in Sections 3.4 and 3.5 of [1] ). However, we restrict to compact spaces and real-valued functions on them for convenience. In the right side of (A.4), we used the nonstandard characterization of continuity (i.e., that st( * f (x)) = * f (st(x)) for all nearstandard points x ∈ * X, which in our case includes all x ∈ * X since X is compact).
For y ∈ (0, ∞), let 
