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Plenoptic imaging is a promising optical modality that simultaneously captures the location and
the propagation direction of light in order to enable three-dimensional imaging in a single shot.
However, in standard plenoptic imaging systems, the maximum spatial and angular resolutions are
fundamentally linked; thereby, the maximum achievable depth of field is inversely proportional to
the spatial resolution. We propose to take advantage of the second-order correlation properties of
light to overcome this fundamental limitation. In this paper, we demonstrate that the correlation in
both momentum and position of chaotic light leads to the enhanced refocusing power of correlation
plenoptic imaging with respect to standard plenoptic imaging.
Plenoptic imaging (PI) is a technique aimed at capturing
information on the three-dimensional lightfield of a given
scene in a single shot [1]. Its key principle is to record, in
the image plane, both the location and the propagation
direction of the incoming light. The recorded propaga-
tion direction is exploited, in post-processing, to com-
putationally retrace the geometrical light path, thus en-
abling the refocusing of different planes within the scene
and the extension of the depth of field of the acquired
image. As shown in Fig.1b, PI resembles standard imag-
ing (Fig.1a), however, a microlens array is inserted in
the native image plane and the sensor array is moved be-
hind the microlenses. On the one hand, the microlenses
act as imaging pixels to gain the spatial information of
the scene; on the other hand, each microlens reproduces
on the sensor array an image of the camera lens, thus
providing the angular information associated with each
imaging pixel [2]. As a result, a trade-off between spatial
and angular resolution is built in the plenoptic imaging
process.
Plenoptic imaging is currently used in digital cameras
enhanced by refocusing capabilities [3]; in fact, in photog-
raphy, PI highly simplifies both auto-focus and low-light
shooting [2]. A plethora of innovative applications in 3-D
imaging and sensing [4, 5], stereoscopy [1, 6, 7] and mi-
croscopy [8–10] are also being developed. In particular,
high-speed large-scale 3D funcional imaging of neuronal
activity has been demonstrated [11]. However, the po-
tentials of PI are strongly limited by the inherent inverse
proportionality between image resolution and maximum
achievable depth of field. Attempts to decouple resolu-
tion and depth of field based on signal processing and
deconvolution have been proposed in literature [10–15].
Our idea is to exploit the second-order spatio-temporal
correlation properties of light to overcome this fundamen-
tal limitation. Using two correlated beams, from either
a chaotic or an entangled photon source, we can perform
imaging in one arm [16–21], and simultaneously obtain
the angular information in the other arm. In fact, the
position and momentum correlations at the core of our
proposal have been demonstrated more than ten years
ago by performing separate imaging and diffraction ex-
periments, respectively [18, 21]. Here we devise a physical
context where such correlations can be measured and ex-
ploited simultaneously to enhance the performances of a
practically-useful imaging technique, namely, to improve
the depth of field of plenoptic imaging. In this paper,
we develop a comprehensive theory of the proposed tech-
inque, named correlation plenoptic imaging (CPI), in the
case of chaotic light. In particular, we show that the sec-
ond order correlation function possesses plenoptic imag-
ing properties (i.e., it encodes both spatial and angu-
lar information), and is thus characterized by a key re-
focusing capability. From a practical standpoint, our pro-
tocol can dramatically enhance the potentials of PI, the
simplest method of 3D imaging with the present techno-
logical means [10, 11]. From a fundamental standpoint,
the plenoptic application is the first situation where the
counterintuitive properties of correlated systems are ef-
fectively used to beat intrinsic limits of standard imaging
systems. Moreover, the interest in position-momentum
correlations goes well beyond imaging and optics, due to
their relation with quantum tomography [22, 23].
The working principle of CPI is introduced in Fig. 1c.
In PI (Fig. 1b) the sensor is divided into macropixels of
width δx, defining the image resolution; a macropixel is
made of N
(p)
u micropixels per side, of width δ < δx, fixing
the directional resolution [1, 2]. An array of microlenses
of diameter δx and focal length F is inserted in front
of the sensor for reproducing, within each macropixel,
the image of the main camera lens. Hence, each mi-
cropixel collects light from a sector of the main lens and
encodes information on the direction of light that im-
pinges on the specific macropixel, corresponding to a spe-
cific point of the acquired image. For a sensor of width
W , this configuration yields the following relationship be-
tween the number of pixels per side devoted to the spatial
(N
(p)
x = W/δx) and to the directional (N
(p)
u = δx/δ) de-
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2tection of the lightfield:
N (p)x N
(p)
u =
W
δ
≡ Ntot, (1)
where Ntot is the total number of pixels per side on the
sensor. Simple geometrical considerations indicate that
the maximum achievable depth of field is determined by
the directional resolution N
(p)
u ; hence, based on Eq. (1),
the depth of field can be increased only at the expenses of
the image resolution N
(p)
x . In addition, for the direction
measurement to be physically meaningful, the image res-
olution must be well above the diffraction limit, namely,
the image pixel size δx must be bigger than the minimum
image resolution allowed by diffraction.
Now, in CPI (Fig. 1c) light is split in two arms, and two
sensors are employed: Da to image the desired scene,
and Db to perform the direction measurement. In fact,
when using the correlation properties of chaotic light, the
light source plays the role of the focusing element, and
can replace the main lens of Figs. 1a-1b [19, 20]. Direc-
tion measurement is thus performed by imaging the light
source on Db through the lens Lb, which collects light
reflected off the object. Notice that lens Lb replaces the
whole lenslet array of Fig. 1b. As we shall prove, when
measuring correlation between Da and Db, the image of
the desired scene is reproduced on Da. The image is fo-
cused provided the distance za between the source and
the sensor Da is equal to the distance zb between the
source and the object [20, 24]. Since the two sensors can
have the same pixel size δ, and their widths W
(cp)
i (with
i = x, u) are such that W
(cp)
x +W
(cp)
u = W , the number
of pixels per side dedicated to the spatial and the direc-
tional measurement (N
(cp)
i = W
(cp)
i /δ, with i = x, u) is
constrained by the relation:
N (cp)x +N
(cp)
u = Ntot. (2)
The striking improvement of CPI with respect to PI in-
creases with increasing Ntot. Realistic chaotic sources
for the realization of the proposed scheme include
the pseudo-thermal sources typically employed in ghost
imaging [17, 19–21, 25], as well as LEDs [26].
Correlation imaging and refocusing.— The core of CPI
is the second-order spatio-temporal correlation measure-
ment, as described by Glauber correlation function [27]
G(2)(ρa,ρb; ta, tb) =
〈
E(−)a (ρa, ta)E
(−)
b (ρb, tb)
E
(+)
b (ρb, tb)E
(+)
a (ρa, ta)
〉
, (3)
where ρi indicates the planar position on the sensor Di
(with i = a, b), ti is the corresponding detection time,
and E
(±)
i are the positive- and negative-frequency com-
ponents of the electric field operators at each detector,
for which a scalar approximation is assumed. The ex-
pectation value in Eq.(3) is evaluated by considering the
FIG. 1. a) Standard imaging: The lens focuses the object on
the sensor. b) Plenoptic imaging: The lens focuses the object
on a lenslet array; each microlens focuses the main lens on
a macropixel (blue lines) of the sensor to provide directional
information. c) Correlation plenoptic imaging: By means of
correlation measurement, the chaotic light source acts as a
focusing element (i.e., as an imaging lens) and enables imaging
the object on the (blue) sensor Da. The light source is imaged
by the lens Lb on the (red) sensor Db to provide directional
information. Note: Distances are related by the thin-lens
equations: 1/s0 + 1/si = 1/f , 1/S0 + 1/Si = 1/F .
source statistics. Let us consider a quasi-monochromatic
chaotic light source characterized by a coherence time
larger than τ = ta − tb, in such a way that the temporal
part of the correlation function can be neglected, and the
spatial part reduces to [18]:
G(2)(ρa,ρb) = Ia(ρa)Ib(ρb) + Γ(ρa,ρb), (4)
3where the first term is the mere product of the intensities
Ii = G
(1)
ii at the two detectors (i = a, b), and the second
term is the non trivial part of the correlation Γ = |G(1)ab |2.
Here, G
(1)
jk (ρj ,ρk) = C
∫
d2q g∗j (ρj , q)gk(ρk, q), with C a
constant and gi(ρi, q) the Green’s function propagating
the electric field mode with transverse momentum q from
the source to the detector Di [28]. By propagating the
field in the setup of Fig.1, while assuming for simplic-
ity that lens Lb is diffraction-limited, the second term of
Eq.(4) yields the desired correlation plenoptic image of
the object:
Γza,zb(ρa,ρb) = C
′
∣∣∣∣∫ d2ρoA(ρ0)e− iωczb ρo· ρbM
×
∫
d2ρsF (ρs)G(|ρs|)[ω
c
(
1
zb
− 1za
)]e− iωcza
(
za
zb
ρo−ρa
)
·ρs
∣∣∣∣2 ,
(5)
parametrized by the distances of the sensor Da (za) and
the object (zb). In Eq. (5), C
′ is a constant, ρo and ρs
are, respectively, the transverse coordinates on the ob-
ject and the source plane, A(ρo) is the aperture function
describing the object, F (ρs) is the intensity profile of the
source, G(x)[y] = e
iyx2/2, and M = Si/So is the magni-
fication of the image of the source on Db. Based on the
result of Eq.(5), when the sensor Da is placed at za = zb,
for any pixel of the sensor Db, we obtain
Γzb,zb(ρa,ρb)∝
∣∣∣∣∫ d2ρoA(ρ0)e− iωρo·ρbczbM F˜(ω(ρo−ρa)czb
)∣∣∣∣2.
(6)
This result indicates that a coherent image of the object
A(ρ0) is retrieved on Da when measuring correlation with
any pixel of Db; its point-spread function is given by the
Fourier transform of the source intensity profile F˜ (κ) =∫
d2ρsF (ρs)e
−iκ·ρs . By keeping za = zb and integrating
the result of Eq. (6) over the whole detector array Db,
one gets the incoherent image of the object, namely
Σzb(ρa) :=
∫
d2ρbΓzb,zb(ρa,ρb)
∝
∫
d2ρo|A(ρo)|2
∣∣∣∣F˜( ωczb (ρo − ρa)
)∣∣∣∣2 . (7)
This is the well known ghost image produced by chaotic
light sources [19, 20]. In addition, based on Eq. (5), the
correlation measurement between Db and any pixel of
Da reproduces the image of the source; its point-spread
function is given by the Fourier transform of the object
aperture function A˜(q) =
∫
d2ρoA(ρo)e
−iq·ρ0 , which is
Γzb,zb(ρa,ρb)
∣∣∣
point source
∝
∣∣∣∣A˜( ωczb
(
ρ¯s +
ρb
M
))∣∣∣∣2 (8)
for a point source placed in ρ¯s. Hence, the one-to-one
correspondence between points of the source (ρs) and
points of the sensor Db (ρb = −Mρs) can only be hin-
dered by diffraction at the object.
In summary, due to the peculiar position and momen-
tum correlation of chaotic sources, the second order cor-
relation function of Eq. (5) possesses plenoptic proper-
ties, namely, it enables the simultaneous measurement
of both spatial and angular information. This intriguing
result indicates that plenoptic imaging may represent a
natural playground for the position and momentum cor-
relations of chaotic sources to find a realistic practical
application. In this perspective, it is worth emphasiz-
ing that, based on the result of Eq.(8), our scheme may
perform plenoptic imaging only when working in the geo-
metrical optics limit. This limit is recovered in both arms
of the CPI system when λza/(dDs) 1 with d the small-
est detail of the object and Ds the width of the source.
It is also worth noticing that the diffraction limits on the
image and the angular resolution:
∆ρlima ∼
λza
Ds
,
∆ρlimb
M
∼ λzb
d
, (9)
are defined, respectively, by the characteristic size of the
source and the object. Hence, as far as the effects of
diffraction are negligible, the spatial and angular resolu-
tions are completely decoupled. The required number of
correlation events is the same as in chaotic ghost imaging
[29]. We finally remark that the limitations to CPI are
ultimately related with fundamental physical constraints
(namely, the uncertainty principle) rather than with the
geometrical structure of the system.
In view of exploiting the plenoptic properties of the
second order correlation function, let us now consider
the more interesting case in which the retrieved image of
the scene is out of focus (za 6= zb). Inspection of Eq. (5)
indicates that the correlation function Γza,zb(ρa,ρb) in-
corporates a plenoptic information on the lightfield prop-
agating from the source to the object and the sensors,
thus enabling the reconstruction of misfocused images.
In fact, as schematically shown in Fig. 2, the propaga-
tion direction of the light detected at the point ρ′a of the
sensor Da can be reconstructed by knowing the source
point ρs from which it is coming. This reconstruction
enables re-tracing the light-path from the source to the
correct image plane, which is at a distance zb = αza from
the source. Imaging the chaotic source on detector Db is
thus the key feature which enables refocusing in CPI.
In fact, from Fig. 2, one can infer the following scaling
property:
Γza,zb
(
za
zb
ρa − ρb
M
(
1− za
zb
)
,ρb
)
' Γzb,zb(ρa,ρb) ,
(10)
which is exact in the geometrical optics limit [31]. Similar
to PI [2], such a scaling property guarantees the refocus-
ing capability of CPI. Its integral yields the refocused
4zb=α za
z a
ρ ' a ρ sρ a
ρ ' a−ρ a
ρ s=−
ρ b
M
ρ s−ρ a
Detector Image plane Source
FIG. 2. Geometrical representation of the scaling property
given in Eq. (10), in the case za > zb.
incoherent image:
Σrefza,zb(ρa) :=
∫
d2ρbΓza,zb
(
za
zb
ρa− ρb
M
(
1− za
zb
)
,ρb
)
.
(11)
Figure 3 reports the simulation of CPI for: a) a focused
image, b) an out of focus image taken at zb = 5za, c) the
refocused image obtained by applying the scaling rule of
Eq. (11) to the out-of-focus image. We conclude that
the correlation properties of chaotic light [18, 21] enable
achieving a much higher refocusing capability with re-
spect to plenoptic imaging.
The computational steps required for rescaling
[Eq. (10)] and integration [Eq. (11)] grow linearly in the
total number N2u of angular pixels. Since the operation
must be repeated N2x times, the computational steps
required for refocusing scale like (NuNx)
2, as in stan-
dard plenoptic imaging. The overall computational time
has an additional scaling factor, given by the number of
frames which must be averaged to obtain the correlation
image.
Depth of focus.— It is worth comparing the perfor-
mance of PI and CPI in terms of the maximum achievable
depth of focus (DOF), namely, the maximum distance
from the actual detection plane at which perfect refocus-
ing is allowed. For any plenoptic device, we can define
α = Si/S
′
i as the ratio between the distance Si from the
focusing element to the image plane, and the distance S′i
between the focusing element (the main lens in standard
plenoptic, the source in CPI) and the detector. Perfect
refocusing is possible when [2]:∣∣∣∣1− 1α
∣∣∣∣ < M δxδu = ∆x∆u, (12)
where ∆x = 2δx is the minimum distance that can be
resolved on the image plane, and ∆u = 2δu/M is the
minimum distance that can be resolved on the focusing
element, with M the latter’s magnification. Now, in stan-
dard PI, the image resolution is given by the width of
the macropixel ∆x(p) = 2δN
(p)
u , while each (micro)pixel
δ coincides with a region on the lens plane of width
∆u(p) = 2Ds/N
(p)
u , hence:(
∆x
∆u
)(p)
=
δ
Ds
(
N (p)u
)2
. (13)
In CPI, the relation ∆u(cp) = 2Ds/N
(cp)
u is unchanged,
but ∆x(cp) = 2δ, since pixels of width δ can be used also
to retrieve the image. Hence(
∆x
∆u
)(cp)
=
δ
Ds
N (cp)u . (14)
In conclusion, CPI enable to extend perfect refocusing at
a much longer distance with respect to PI, since
DOF(cp)
DOF(p)
=
N
(cp)
u
(N
(p)
u )2
(15)
can be easily made larger than one in experiments.
Based on Eq. (12), in the simulation reported in Fig.3,
the maximum object distance for perfect refocusing is
zb = 5za. For the given total number of pixels per side
Ntot = 300, a PI system with the same spatial resolu-
tion N
(p)
x = 150, would lead to an angular resolution of
N
(p)
u = Ntot/N
(p)
x = 2. Based on Eq. (15), the CPI sys-
tem enables refocusing at a depth of focus that is almost
40 times higher than for the equivalent PI system.
FIG. 3. Simulations of a CPI system illuminated by a chaotic
source with λ = 500 nm and a Gaussian intensity profile of
widthDs ' 3σ = 1.8 mm; the source is magnified byM = 0.8,
the pixel size is δ = 32µm, the number of pixels for spatial and
directional resolutions are N
(cp)
x = N
(cp)
u = 150. (a) Focused
image in za = zb = 10 mm. (b) Out-of-focus correlation image
retrived in za = 10 mm, with zb = 50 mm. (c) Refocused
image as given by Eq. (11).
Conclusions and outlook.— We have presented an in-
novative approach to plenoptic imaging which exploits
the fundamental correlation properties of chaotic light
to decouple spatial and angular resolution of standard
plenoptic imaging systems. This has enabled us to per-
form plenoptic imaging at a significantly higher depth
5of field with respect to an equivalent standard plenoptic
imaging device. As plenoptic imaging is being broadly
adopted in diverse fields such as digital photography [3],
microscopy [10, 11], 3D imaging, sensing and rendering
[4], our proposed scheme has direct applications in sev-
eral biomedical and engineering fields. We have analyzed
the CPI setup as an imaging device; potentially, it would
also represent an interesting tool to characterize turbu-
lence, thus enabling volumetric imaging within scatter-
ing media [5]. Interestingly, the coherent nature of the
correlation plenoptic imaging technique may lead to in-
novative coherent microscopy modality. The merging of
plenoptic imaging and correlation quantum imaging has
thus the potential to open a totally new line of research
and pave the way towards the promising applications of
plenoptic imaging.
In view of practical applications, it is worth mentioning
that the obtained results do not depend on the nature of
the object, whether reflective or transmissive. It is also
reasonable to expect the CPI procedure to work with any
source, of either photons or particles [32], that is char-
acterized by correlation in both momentum and position
[17, 18]. In particular, when replacing the chaotic source
with an entangled photon source such as Spontaneous
Parametric Down-Conversion [34], the light source can
still be imaged on Db to obtain the angular information,
but a lens is required to achieve ghost imaging of the ob-
ject [16, 18]. On the contrary, we do not expect CPI to
work with classically correlated beams of the kind em-
ployed in Ref.[33], which are only characterized by mo-
mentum correlation [18].
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