This paper studies photon-limited, spectral intensity estimation and proposes a spatially-and spectrally-adaptive, nonparametric method to estimate spectral intensities from Poisson observations. Specifically, our method searches over estimates defined over a family of recursive dyadic partitions in both the spatial and spectral domains, and finds the one that maximizes a penalized log likelihood criterion. The key feature of this approach is that the partition cells are anisotropic across the spatial and spectral dimensions so that the method adapts to varying degrees of spatial and spectral smoothness, even when the respective degrees of smoothness are not known a priori. The proposed approach is based on the key insight that spatial boundaries and singularities exist in the same locations in every spectral band, even though the contrast or perceptibility of these features may be very low in some bands. The incorporation of this model into the reconstruction results in significant performance gains. Furthermore, for spectral intensities that belong to the anisotropic Hölder-Besov function class, the proposed approach is shown to be near-minimax optimal. The upper bounds on the risk function, which is the expected squared Hellinger distance between the true intensity and the estimate obtained using the proposed approach, matches the best possible lower bound up to a log factor for certain degrees of spatial and spectral smoothness. Experiments conducted on realistic data sets show that the proposed method can reconstruct the spatial and the spectral inhomogeneities very well even when the observations are extremely photon-limited (i.e, less than 0.1 photon per voxel).
1. Spectral Poisson intensity estimation. Spectral images consist of a spatial map of intensity variation across a large number of spectral bands or wavelengths; alternatively, they can be thought of as a measurement of the spectrum of light transmitted or reflected from each spatial location in a scene. Because spectral signatures are unique for every chemical element, observing these spectra at a high spatial and spectral resolution provides information about the material properties of the scene with much more accuracy than is possible with conventional three-color images. Spectral imaging is used in a variety of applications, including remote sensing, astronomical imaging and fluorescence microscopy [36, 34, 46] . In the remote sensing of forest covers, for example, the spectral information helps to identify different types of vegetation and their chlorophyll content, which leads to better understanding of the forest ecosystem [36] . Similarly, in fluorescence microscopy, the spectra help to identify unwanted emissions due to background, autofluorescence and other contaminants [46] .
Although spectral imaging has the potential to be very useful, its use poses significant challenges. For instance, the number of photons hitting the detector might be very low (this is referred to as the photon-limited regime) because of either a weak source or a large distance between the source and the detector. Even if the source is not weak, the observed photon counts are binned by the imaging system according to their spatial location and wavelength. This means that increasing the spatial or spectral resolution of an imaging system decreases the number of photons detected in each spatiospectral bin. Thus, low photon counts always impact the quality of spectral images, either as photon noise or resolution limits. In addition, the geometry of imaging systems may introduce further distortions of the scene (either intentionally or unintentionally). For instance, lenses in optical systems introduce spatial blurring artifacts, and innovative new spectral imaging systems [21, 53, 54] measure pseudo-random projections of the scene to exploit recent theoretical developments in compressed sensing [5, 6, 13] . These indirect measurements of a scene result in challenging photon-limited inverse problems.
In this paper, we describe and analyze an approach to estimate a spectral intensity from either indirect or direct photon-limited measurements. In particular, we assume that the observations follow a spatially and spectrally inhomogeneous Poisson distribution, and make the following two contributions: (a) develop a spatially and spectrally adaptive multiscale algorithm for recovering spectral image intensities from Poisson observations, and (b) provide a theoretical characterization of the proposed approach and prove that it is near-minimax optimal. The work presented here is an extension of our previous work [31] in which we proposed an algorithm to reconstruct spectral solar flare intensities from photon-limited observations. The previous work was focused on a specific model of spectra that was characterized by a wide dynamic range. This paper proposes and analyzes a much more broadly applicable extension and provides experimental results comparing the proposed approach with other methods described in the literature and demonstrating its effectiveness. We also present new theoretical upper and lower bounds on performance which prove that the proposed algorithm is near minimax-optimal over a broad class of spectral images.
The remainder of the paper is organized as follows. In Sec. 1.1, we provide a mathematical formulation of the problem of interest. This is followed by a review of the existing literature on Poisson intensity estimation and inverse problems in Sec. 1.2. We describe the complexity-penalized likelihood estimation algorithm for denoising in Sec. 2 and discuss the near-optimality of this approach and its computational complexity in Sec. 3 and Sec. 4, respectively. In Sec. 5 we extend the denoising algorithm using an Expectation-Maximization (EM) framework to solve inverse problems. We demonstrate the effectiveness of the proposed approach in performing denoising and image reconstruction with numerical experiments in Sec. 6.1 and Sec. 6.2 respectively, followed by a discussion in Sec. 7. Proofs of the main theorems are relegated to the appendices.
Problem formulation.
Let f be the true spatially-and spectrally-varying spectral image on [0, 1] 3 , where the first two dimensions correspond to the spatial locations and the third dimension corresponds to the spectral bands. We let x 1 , x 2 , and λ denote the two spatial and one spectral arguments of f , respectively. Let f denote a sampled version of f , where
f (x 1 , x 2 , λ)dλ dx 2 dx 1 (1.1) for i 1 = 0, 1, . . . , N 1 − 1, i 2 = 0, 1, . . . , N 2 − 1 and i 3 = 0, 1, . . . , M − 1. At the detector, we observe noisy and distorted photon counts which are given by (1.2) y ∼ Poisson(Af ),
where A corresponds to the distortion induced by the measurement system and "Poisson" denotes the independent observations of an inhomogeneous Poisson process with intensity Af on a grid of size N x × N y × M . The methods described in this paper can easily be generalized to the case N x = N y , but carrying this notation throughout our proof makes it less transparent. We thus assume that N x = N y = N for simplicity of presentation. Let n denote the total number of observed events: n = i1,i2,i3 y i1,i2,i3 . Our goal is to estimate f from y as accurately as possible by exploiting anisotropic correlations in the spectral and spatial dimensions. The inference methods and associated theoretical properties described below assume that f is piecewise smooth, meaning that spatially it is composed of smooth surfaces separated by smooth boundaries in the two spatial dimensions (and hence can be modeled as a member of a piecewise Hölder function class [30] ), and that each spectrum in f varies smoothly as a function of wavelength except for a finite number of singularities and discontinuities (and hence can be modeled as a member of a Besov function class [11] ). Such a function class can model several complex spectral intensities like the flare spectral intensities [34] and thus has wide applicability.
We thus assume that f belongs to an anisotropic Hölder-Besov function class (formally defined in detail in Sec. 3) and that 0 < C ≤ f ≤ C u < ∞. As discussed in Sec. 3, this anisotropy will allow us to model spectral images that exhibit different degrees of smoothness and irregularity in spatial and spectral domains, and precludes using isotropic basis functions (such as 3d wavelets) without sacrificing performance.
In this paper, we will use the conventional O notation to specify the computational complexity and use the symbols and to describe the error rates, where f n g n means there exists some C > 0 such that the sequences f n and g n satisfy f n ≤ Cg n for n sufficiently large and f n g n means there exist some C 1 , C 2 > 0 such that C 1 g n ≤ f n ≤ C 2 g n for n sufficiently large.
Background review.
Many researchers have studied multiresolution methods to perform intensity estimation from Poisson data because of the ability of those methods to capture the inhomogeneities in the data; see, [39, 25, 43, 10, 9, 1, 4, 52] . Preserving discontinuities is critical because they potentially convey important information about the signal or image under observation. The key challenge in Poisson intensity estimation problems is that the mean and the variance of the observed counts are the same. As a result, the conventional wavelet-based approaches like hard thresholding [14] and soft thresholding [12] , originally designed to denoise Gaussian data, will yield suboptimal results when applied to Poisson data with low intensities.
Variance-stabilizing transforms (VSTs), such as the Anscombe transform [18] and the Haar-Fisz [19, 20] transform, are widely used to address this issue and to approximate the Poisson observations by Gaussian random variables [9, 24] . Jansen proposes a wavelet based Poisson estimation method based on data-adaptive VSTs and Bayesian priors on the stabilized coefficients [22] . However, as pointed out in [16, 49] , such approximations are inaccurate when the observed number of photons per pixel or voxel is very low and tend to oversmooth the resulting estimate. In a more recent work, Zhang et al. [56] propose a multiscale variancestabilizing transform (MSVST) which applies a VST to the empirical wavelet, ridgelet or curvelet transform coefficients. However, theoretical analysis of this approach is not available and it is not clear how to extend the MSVST to Poisson inverse problems.
Several authors have investigated signal and image estimation methods specifically designed for Poisson noise without the need for VSTs. For example, Kolaczyk proposes scaledependent corrected Haar wavelet thresholds for Poisson data [16, 26] . Bayesian approaches offer an elegant way of incorporating prior knowledge into the estimation process to improve the performance. Kolaczyk [25] and Timmermann and Nowak [47] propose a multiscale approach using the unnormalized Haar wavelet transform in conjunction with Bayesian methods to perform denoising of Poisson data. In [39, 38] , Nowak and Kolaczyk extend the multiscale and Bayesian approaches mentioned above to Poisson inverse problems, where they present a MAP estimation algorithm in an Expectation-Maximization (EM) framework to reconstruct two-dimensional intensities. While Bayesian methods are optimal when the prior distribution accurately reflects the true distribution underlying the phenomenon being observed (i.e. f ), it is not clear how the performance of these approaches changes with inaccurate approximations of the true prior.
In their seminal paper [27] , Kolaczyk and Nowak present a multiscale framework for likelihoods similar to the multiresolution analysis on wavelets and propose a denoising algorithm based on the complexity-penalized likelihood estimation (CPLE). Compared to the Bayesian methods discussed above, the CPLE algorithm has fewer tuning parameters (or, alternately, avoids complex MCMC methods required when replacing tuning parameters with Bayesian hyperparameters) and is also minimax optimal over a wide range of isotropic likelihood models. There are variants of the CPLE method depending upon the nature of the image or signal being denoised [52, 17, 51] .
Though there is a rich literature on one-and two-dimensional Poisson intensity estimation problems, there are not many algorithms developed for photon-limited Poisson spectral intensity estimation, which is the focus of this paper. Extending the multiresolution methods discussed above in the context of one-and two-dimensional signals and images to spectral intensities will, in many applications, yield suboptimal results because the spatial and the spectral content of a spectral intensity might exhibit different degrees of smoothness. Conventional wavelet based approaches (e.g., 3d wavelets), cannot optimally adapt in this setting.
Atkinson et al. [2] propose a wavelet-based method for estimating spectral intensities from noisy Gaussian observations. The basic idea behind their approach is to decorrelate the spectral data along the spectral dimension using the discrete Fourier transform, denoise each spatial map of Fourier coefficients independently using 2d wavelet-based thresholding algorithms, and reform the images using the inverse Fourier transform. Manjón, Robles and Thacker [23] propose an extension of the non-local means [3] filter to spectral measurements for denoising spectral MR images from Gaussian data. Scheunders suggests denoising spectral images from Gaussian observations using the interband correlations in the data [23, 44] . However, these spectral intensity estimation algorithms are all designed for Gaussian noise statistics, and the impact of Poisson noise on their performance is not well understood. Some researchers have also considered the related problem of compressing spectral images [15] , that, like our work, often relies on a low-complexity representation of the spectral image.
Recent work [40, 50] on marked Poisson processes suggests that the use of marks (i.e. spectral dimension of a spectral intensity) can improve the spectral estimation accuracy when the observations are in the photon-limited regime. In this paper, we extend the approach of [40, 50] to a broader setting and show that the proposed algorithm is near minimax optimal in a certain anisotropic Hölder-Besov function class. We also demonstrate its effectiveness through the experiments conducted on realistic data sets.
2. Multiscale spatiospectral intensity estimation. In this section, we assume that the measurements collected at the detector are noisy but not distorted, so that A in (1.2) is the identity matrix, and describe our approach and analysis in this special case. The extension of these ideas to inverse problems will be discussed later in the paper. Thus, we let y ∼ Poisson(f ).
Our approach consists of finding the spectral image within a class of candidate estimates which optimizes a penalized log likelihood function. The class of candidate estimates and the penalty term are chosen to yield an estimator which is both near-minimax optimal for a broad and realistic class of spectral images and easy to compute rapidly. Specifically, we search over a family of recursive dyadic partitions (RDPs) of [0, 1] 3 , and for each partition consider the estimate formed by computing maximum likelihood model fits on each partition cell. We then choose the partition which gives the best fit to the data (in a log likelihood sense) and which has low complexity. This can formally be expressed as
where Γ M,N is the class of candidate estimates and pen(·) is a complexity penalization term which satisfies the Kraft inequality [8] given by f ∈Γ M,N e −pen( f ) ≤ 1. The Kraft inequality plays an important role in our proof of an upper bound on the estimation error. Intuitively, the penalties can be thought of as negative log prior probabilities assigned to each candidate estimator, and the Kraft inequality ensures that the prior probabilities sum to something less than one. The class of candidate estimators, Γ M,N , corresponds to functions which are piecewise constant spatially and piecewise polynomial spectrally, where the breakpoints between the constant and polynomial pieces are constrained by a recursive dyadic partition (RDP). The role of the RDP framework is to allow more localized model fits in regions where the intensity is very inhomogeneous (such as near a boundary) and hence preserve that inhomogeneity, and yet use much less local model fits in regions where there is strong homogeneity. This encourages significant smoothing in homogenous regions and removes noisy artifacts without eliminating key features.
The penalty of the estimate f , which will be specified shortly, is proportional to the sum of the polynomial order of the model fits across all the cells in the partition corresponding to f . It is thus a measure of the estimator complexity and helps to balance the bias and the variance of the estimator; a higher penalty value favors smoother estimate with lower variance and higher bias, and a lower penalty value encourages complex estimates that have high fidelity to the observed data and a high variance.
The proposed approach takes advantage of correlations in the spectral image both between different spectral bands and between neighboring pixels by (a) dividing the spatial domain into spatially homogeneous regions, and (b) computing an estimate of the spectrum in each spatial region by dividing it into spectrally homogeneous or smooth bands. A sample partition of this kind is displayed in Figure 2 .1. This approach leverages the key fact that spatial features such as boundaries between different spatial structures are manifested in the same spatial locations at all spectral bands, even though such features may have low contrast or be difficult to detect in certain spectral bands. Intuitively, we use high-contrast spectral bands to infer important information about the locations of the boundaries of these structures even in low-contrast spectral bands. Estimation procedures that do not leverage this fact can be much more vulnerable to noise or oversmoothing. 
RDP estimators.
We define a dyadic spatial partition P on [0, 1] 3 to be a disjoint union of dyadic cubiods that covers [0, 1] 3 , where each cuboid is of the form
for a scale parameter j ∈ {0, 1, . . . , log 2 (N )} and indices k 1 , k 2 ∈ {0, 1, . . . , 2 j − 1}. Similarly, each spectrum can be represented by an RDP defined using disjoint dyadic intervals on
3 is thus a disjoint union of dyadic cuboids, where each cuboid of the form
The spatial and spectral RDPs can be represented in terms of quadtrees and binary trees, respectively, in which tree branches correspond to partition cells being subdivided into smaller partition cells with half the sidelength. We refer the readers to [27, 52] for more details on this.
We define the class of possible estimates Γ M,N as follows. Let r be a positive integer which is an upper bound on the smoothness of the spectra. Consider the set of all 1d functions (i.e. spectra) g : [0, 1] → [C , C u ] that are piecewise polynomial where each polynomial piece is of order r. The polynomial pieces are defined on dyadic intervals corresponding to a 1d RDP and the polynomial coefficients are quantized to one of √ n levels. Each of these functions can then be clipped according to
so that the resulting function is positive. Let Γ M,N denote the collection of all g clipped satisfying the above construction. (We focus on the above piecewise polynomial model for our analysis, but note that piecewise exponential models, such as those described in [31] , are a simple extension of the above, where log(g ) is a piecewise polynomial.)
The class of candidate spectral image estimates, Γ M,N , can now be defined in terms of the class of candidate spectral estimates,
where g c ∈ Γ M,N for all c ∈ P, i.e., g is spatially partitioned according to an RDP P, and every spatial location in a given cell c ∈ P has a corresponding spectrum g c . Each element of the class Γ M,N corresponds to a sampled version of g, where the sampling is similar to sampling of f described in (1.1).
The penalty, as outlined earlier, is a measure of the estimator complexity and is proportional to the number of cells in the spatiospectral partition Q of the estimate f and the order of the polynomial fits to the partition cells of Q. Specifically, we set the penalty of f to
where n is the total number of observed photon counts. This penalty is simply proportional to the complexity of the estimate, i.e. the number of RDP cells times the number of polynomial coefficients in each cell. The other terms in the penalty expression are scaling factors which ensure than our penalty satisfies the Kraft inequality since our proof hinges on the application of the Li-Barron theorem (explained in detail in Appendix A), which presupposes that the Kraft inequality is satisfied. The origin of these terms is detailed in Appendix A. This particular choice of penalty leads to near-minimax estimators as discussed in Sec. 3 and yields an optimal balance of the bias and the variance terms of the estimates.
Estimation algorithm.
The optimization problem in (2.1) can be solved accurately and efficiently using the approach described in this section. An initial, complete recursive dyadic partition (RDP) of [0, 1] 2 is obtained by recursively partitioning [0, 1] 2 into cells with dyadic (power of two) sidelengths until the finest resolution (pixel-level) is reached. The optimal spatiospectral partition of the data is found by ascending through every level of the quadtree (starting at one level above the leaves), finding the best spectral estimate to the data in each RDP cell at that level, and pruning quadtree branches based on the penalized likelihood criterion. We explain this in detail below.
Given a spatial partition P, the estimate f (P) can be calculated by finding the "best" model fit to the observed spectrum over each cuboid in P. The spectral estimate for a given cuboid can be computed using 1d penalized-likelihood Poisson intensity estimation methods, such as those described in [52] . In particular, for each cuboid c and for each spectral band we sum the observations. This yields Poisson observations, denoted y (c) , of the aggregate spectrum f
. We then estimate the intensity of each spectrum of this form. This can be accomplished by pruning an RDP representation of the spectrum; the spectral RDP can be represented using a binary tree, and the models fit to each terminal interval in the spectral RDP can be constants, polynomials or exponentials.
In each partition cell c, we compute the following penalized log likelihood
where
We define pen( f (c) ) to be the penalty proportional to the number of terminal intervals in the pruned binary RDP; the penalties are discussed in detail in [27, 52] .
As the algorithm iterates over every level of the quadtree, it prunes the branches of the quadtree to find the partition P with the minimal sum of the L (c) . The final spatiospectral estimate is then calculated by finding the partition P, which minimizes the total penalized likelihood function:
and
In this paper, we refer to this approach as the full spatiospectral denoising algorithm since at every level of quadtree pruning we perform both spatial and spectral smoothing. Each of the terminal intervals in the pruned RDP could correspond to a homogeneous or smoothly varying region of intensity. This endows our estimators with spatially and spectrally varying resolution to automatically increase the smoothing in very regular regions of the intensity and preserve detailed structures in less homogeneous regions.
This approach is similar to the image estimation method described in [27, 41] , with the key distinction that the proposed method forces the spatial RDP to be the same at every spectral band. This constraint ensures that the method preserves the spatial boundaries at the same locations in every spectral band, irrespective of the contrast differences among different spectral bands. In other words, when a tree branch is pruned, it means partition cells are merged in every spectral band simultaneously at the corresponding spatial location. This approach is effective because an outlier observation in one spatiospectral voxel may not be recognized as such when spectral bands are considered independently, but may be correctly pruned when the corresponding spectrum is very similar to a spatially neighboring spectrum.
3. Error analysis. In this section, we present a minimax upper bound on the risk of the full spatiospectral denoising algorithm proposed in Sec. 2.2, and also derive minimax lower bounds on the risk of any spectral intensity estimation procedure to demonstrate the near-optimality of our approach over anisotropic Hölder-Besov function class to be defined precisely below.
To facilitate the error analysis, let us reformulate the intensity estimation problem using a multinomial framework. The conditional distribution of a random variable y ∼ Poisson(f ) with unit total intensity (i.e., the components of f sum to one) given the observed number of photon counts n is multinomial. Estimating the Poisson intensity can be broken into two components: (1) estimating the total intensity I f of the spectral image and (2) estimating the normalized spectral image f /I f . The multinomial framework allows us to bound the error between f /I f and f /I f . Unfortunately, the error in estimating I f can make it very difficult to bound the error between f and f using the Poisson framework, even though the normalized error is primarily important to most end-users. Assuming that the true continuousdomain intensity f integrates to unity, I f ≡ f = 1, the components of f will sum to unity as well. Consequently, we restrict each f ∈ Γ M,N to be positive and to sum to one. The observations y are now assumed to follow a multinomial distribution with parameter vector f , that is, y ∼ Multinomial(f ; n). We enumerate the voxels according to the lexicographic ordering and let f j be the component of f corresponding to the j th voxel. The likelihood of observing y given f under this model is
3.1. Specification of Hölder-Besov function class. We assume that the underlying density f lies in an anisotropic Hölder-Besov function class F which we define as the space of functions on the unit cube [0, 1] 3 that exhibit piecewise Hölder smoothness in the first two (spatial) dimensions and Besov smoothness in the third (spectral) dimension, as illustrated in Fig. 3.1 . To describe such a Hölder-Besov function class we will draw upon the machinery of anisotropic smoothness classes [37] . We start by developing an appropriate notion of a modulus of smoothness following [11] . Consider a continuous function
difference of f with step h:
We will mostly deal with the case when d is equal to 1, 2 or 3. Note that the mapping f → ∆ r h f is linear and the function ∆ r h f is supported on the set A
The corresponding moduli of smoothness are given by
where r = 1, 2, . . ., 1 ≤ p ≤ ∞, and let ω(f, t) = ω 1 (f, t) ∞ . We are interested in functions on [0, 1] 3 that exhibit different kinds of smoothness in different coordinate directions. In particular, we consider functions that are Hölder in the first two directions and Besov in the third direction. We will say that a function f : we can write
where, for each λ ∈ [0, 1], the surfaces (
In 1]) is the approximation space [11] . In this paper, we fix τ = 2. In terms of the moduli of smoothness, the surfaces f 1 and f 2 that enter into the definition in (3.2) belong to a family of functions f : [0, 1]
3 → R such that for a given 1 ≤ p, q < ∞, 0 < α ≤ 1, and β > 0,
where r = β + 1 [11] . The superscript (1, 2) on |f |
Hα in (3.5) refers to the fact that we measure the modulus of smoothness only along the first two spatial dimensions; the same goes for the superscript (3) in (3.6). With these definitions, we can formalize the notion of different types of smoothness in different coordinate directions. In particular, the condition in (3.5) defines the functions f on [0, 1] 3 that are uniformly Hölder in the first two coordinate directions. Similarly, the condition (3.6) defines the functions f on [0, 1] 3 that are uniformly Besov in the third coordinate direction. Thus, f 1 and f 2 in (3.2) belong to the function class
for some L > 0. We will see that although our estimate must be a member of the class Γ M,N , we can accurately estimate any function in the Hölder-Besov space.
Upper bounds on the risk function.
The derivation of the upper bounds on the risk function follows the one in [52] , but with some significant differences because of the fact that we consider anisotropic three-dimensional Hölder-Besov densities here, whereas [52] deals with one-and two-dimensional densities in the Besov and Hölder function spaces, respectively, and explicitly considers discrete-domain intensities.
We define the risk function between the true intensity f and its penalized log likelihood estimate f (defined in (2.1)) as follows:
is the squared Hellinger distance between f and f . Here, the expectation is taken with respect to the observations. THEOREM 3.1. Let F denote the class of functions of the form (3.2). Suppose that the observation y ∼ Multinomial(f ; n), where f is obtained from an unknown intensity f ∈ F with I f = 1 via integration sampling. Let Γ M,N be a class of candidate estimators as detailed in Sec. 2, and let f be the estimate obtained by the full spatiospectral denoising algorithm according to (2.5) . Assume that every f ∈ Γ M,N satisfies the condition f j ≥ C N 2 M , for j = 1, . . . , N 2 M and some C ∈ (0, 1), and that the penalty is given by (2.2). Assume N and M are sufficiently large, so that
where C is a constant independent of n, N and M and dependent on the smoothness parameters α, β and γ. Assume that the polynomial fits in (2.5) are of order r ≥ β . Then,
where ν = min(α, γ). The proof of Theorem 3.1 is given in Appendix A. As detailed in the proof, log 2 M term arises from a combination of known approximation error bounds for free knot polynomials and our restriction of polynomial endpoints to boundaries in a recursive dyadic partition.
For a fixed n, the lower bounds on N and M place a limit on the spatial and the spectral resolution of the observed data to ensure that the photon noise is dominant over the errors due to sampling. In particular, if M and N are held fixed (and small), but the number of photons n increases, at some point photon noise will be negligible relative to errors from sampling the spectral image to fit on the N × N × M grid. In that case, the estimation error will not continue to decay with n at the rate our bounds suggest. Since approximation errors due to sampling are not the focus of this paper, we consider the case where M and N are relatively large.
3.3. Lower bounds on the risk function. In this section, we present lower bounds on the Hellinger risk when the unknown target intensity is a member of the Hölder-Besov class. To keep the technical details to a minimum, we consider the problem of estimating the actual continuous-domain intensity f : [0, 1] 3 → [0, 1], without discretization. Effectively, this corresponds to the case when the number of voxels N 2 M → ∞, while the number of observed photon counts n is held fixed. Since [0,1] 3 f = 1, this asymptotic scenario is equivalent to observing n independent samples z 1 , . . . , z n from a probability density f with support in the unit cube [0, 1] 3 , and the goal is to estimate f . To measure the quality of a candidate estimator f , we adopt the Hellinger risk R(f, f ) = E H 2 (f, f ) , where
and the expectation is taken w.r.t. z 1 , . . . , z n . The squared Hellinger distance H 2 (f , f ) defined in (3.7) can be viewed as a discrete approximation of the above integral, and the limit N, M → ∞ corresponds to taking increasingly fine approximations. Moreover, the set of all possible estimators of f includes those that first bin the observations into voxels. Thus, the lower bounds on the risk of estimating the actual continuous-domain intensity f also provide lower bounds for the discrete estimators of f . We are interested in lower bounds on the minimax risk R n (F) = inf f sup f ∈F R(f, f ), where the infimum is over all estimators f based on n i.i.d. samples z 1 , . . . , z n from f .
Our derivation of the minimax lower bound relies on a powerful information-theoretic method of Yang and Barron [55] . The key idea behind the method of [55] is that the minimax rates of convergence for a wide variety of function classes can be determined from the global metric properties of a carefully chosen subset of the particular function class. These metric properties are encoded in the covering and the packing numbers of the class. Before stating the main result of [55] , let us define the following. Given > 0 and a function class G ⊂
Let M ( , G) denote the cardinality of the maximal -packing set for G with respect to ||.|| L2([0,1] d ) ; the the Kolmogorov -capacity of G is defined by K (G) = log M ( , G) [29] . One of the key results of [55] is that, if F ⊇ G is a class of density functions bounded above and below such that 0 < C ≤ f ≤ C u < ∞ for all f ∈ F, then we have the minimax lower bound R n (F) 2 n , where n is the critical separation distance, determined from the Kolmogorov packing entropy by solving the equation
In this paper, as indicated in Sec. 3, F represents the anisotropic Hölder-Besov function class consisting of piecewise Holder surfaces separated by a Hölder boundary in the spatial dimensions and piecewise Besov spectra in the spectral dimension. Using the result from [55] referred to above, we arrive at the following lower bound. THEOREM 3.2. Let us assume that we observe n i.i.d. realizations drawn from a density f ∈ F and that 0 < C ≤ f ≤ C u < ∞. Let f be any estimate of f based on these n realizations. Then the minimax lower bound is given by
for α ∈ (0, 1], γ ∈ (0, 1] and β > 0.
In particular, for γ = 1 we have ν = min(α, γ) = α, and
Thus the lower bound matches the upper bound given in (3.8) up to a log factor when γ = 1. The proof of Theorem 3.2 is given in Appendix B.
4. Computational complexity. Implementing the full spatiospectral algorithm involves performing both spatial and spectral smoothing at every level of the tree. For a datacube of size N × N × M the computational complexity of finding a spatiospectral estimate with piecewise constant fits in the spatial dimension and piecewise constant fits in the spectral dimension is O(N 2 M ). To see this, first note that the computational complexity of performing binary tree pruning of a spectrum of length M and fitting constants to each optimal partition interval for a single spectrum is O(M ) because constant fits (and their likelihoods) at one node of a tree can be computed from the average of the constant fits of the children. In the full spatiospectral algorithm, as described in Sec. 2, the spectral smoothing operation is performed on every unique spectrum at each level of the quadtree. At scale j of the quadtree, there are N 2 /2 2j spectra to estimate, where j ranges from 0 to log 2 N . Since
, the computational complexity of finding the optimal spatiospectral partition and fitting piecewise constants to the partition cells is O(N 2 M ). The computational complexity of finding a spatiospectral estimate with piecewise constant fits in the spatial dimension and piecewise polynomial fits in the spectral dimension depends on the complexity of the optimization routine used to find the polynomial coefficients. To prune a spectrum of length M and to fit polynomials to each partition interval, we will need O(M ) likelihood function calls (that can be computed using a total of O(M log 2 M ) operations), and O(M ) optimization routine calls. Thus, the full spatiospectral denoising algorithm that makes piecewise constant fits in the spatial dimension and piecewise polynomial fits in the spectral dimension requires O(N 2 M log 2 M ) likelihood function calls and O(N 2 M ) polynomial fitting routine calls. The accuracy of the proposed estimator can be augmented by a process called cyclespinning, or averaging over shifts, resulting in translation-invariant (TI) estimates [32, 7] . Cycle-spinning was derived in the context of undecimated wavelet coefficient thresholding in the presence of Gaussian noise, but can be difficult to implement efficiently in our case when spectral smoothing is performed at every leaf of the quadtree. If spectral smoothing is not required (which might be the case when the spectral intensity is uncorrelated along the spectral dimension), then TI estimates with piecewise constant spatial fits can be obtained in O(N M log 2 N ) time using some novel computational methods discussed in [41] .
Spectral image reconstruction.
The proposed multiscale method for spatiospectral denoising can now be used in an Expectation-Maximization framework to reconstruct a blurred noisy spectral image. As explained in Sec. 1.1, the observations y ∼ Poisson(Af ) collected at the detector are noisy and distorted, where A corresponds to the distortion operator, and our goal is to estimate f from y as accurately as possible.
To solve this challenging inverse problem, we perform the following optimization problem:
where Γ M,N is the collection of estimators corresponding to a pruned spatiospectral tree as described in Section 2, and the penalty pen( f ) is proportional to the number of cells in the pruned RDP; hence the penalty term encourages solutions with small numbers of leaves. We compute the solution to this problem using an Expectation-Maximization algorithm, which in this case is a regularized version of the Richardson-Lucy algorithm [42, 35, 39] . The method consists of two alternating steps:
where .× and ./ denote element-wise multiplication and division, respectively. M-step: Compute f (t+1) by denoising x (t) as described in Section 2.
Experimental results.
In this section we demonstrate the effectiveness of the proposed spatiospectral algorithm on the NASA AVIRIS (Airborne Visible/Infrared Imaging Spectrometer) Moffett field reflectance data set.
Denoising results.
In these experiments, we focus on a region of the data cube which is 256 × 256 × 128. Furthermore, we scale the data so that observations are truly photon-limited and the mean intensity per voxel is 0.0387. Figs. 6.1a and 6 .1b show the true intensity and the noisy observations at spectral bands 6 respectively. Here we compare our denoising algorithm to three other approaches, a) Kolaczyk's corrected Haar thresholds extended to spectral data [28, 26] , b) Kolaczyk's and Nowak's multiscale CPLE method applied to every spectral image independently [27] and c) the Fourier-and wavelet-based spectral image estimation algorithm (Atkinson method) [2] . To provide a quantitative comparison of the results, we use the following error measure:
In the experiments discussed below, the error numbers are obtained by averaging the error obtained by running independent experiments over 100 different noise realizations.
Kolaczyk's corrected Haar wavelet thresholds algorithm extends the wavelet-based thresholding approaches to Poisson data. To account for the signal-dependence of the Poisson statistics, Kolaczyk suggested the use of corrected, scale-dependent thresholds at every level of decomposition based on the tail probabilities of the wavelet coefficients followed by hard or soft thresholding. Here we extend this approach to 3d Haar wavelet transform to denoise spectral data and use the following thresholds at every level j = 0, 1, . . . , J for J = log 2 N, log 2 M ):
where n j = 2 3j , λ j = 2 3(J−j) λ , and t and λ are user-defined parameters that are chosen to minimize the error. In this experiment, we use hard-thresholding. This approach assumes the same degrees of smoothness in the spatial and the spectral dimensions. However, if the underlying intensity has anisotropic smoothness in the spatial and the spectral dimensions, such an approach becomes less effective as demonstrated by the results shown in Figs. 6.1c and 6.2a respectively. The parameters t and λ are chosen to minimize the error, which is ε = 0.3497.
The multiscale CPLE method finds a spatial partition that maximizes the penalized log likelihood from the space of all possible recursive dyadic partitions in [0, 1] 2 and fits piecewise constants to every partition interval [27] . In this experiment, we weighted the spatial penalty to minimize the error. Since the observations are extremely photon-limited, performing the multiscale CPLE method on every spectral image independently yields oversmoothed results, as shown in Figs. 6.1d and 6.2b respectively. The average error is ε = 0.2887.
The Atkinson method proposed in [2] is designed to perform spectral intensity estimation from Gaussian observations. A possible approach for handling Poisson data is to apply the Anscombe transform to the Poisson data and approximate them to Gaussian. However, such a transformation is inaccurate when the observations are extremely photon-limited; for example, when the mean intensity per voxel is 0.0387, then the number of photons measured at each voxel is either 0 or 1. Under such circumstances, the Anscombe transform breaks down and hence yields suboptimal results. In our experiments, we found that the error was much higher (ε = 0.3471) when we performed the wavelet-based spectral intensity estimation algorithm after applying the Anscombe transform to the Poisson data. The results obtained by this algorithm without variance stabilization are shown in Figs. 6.1e and 6.2c respectively, and the error is ε = 0.2298. We chose a wavelet threshold that minimized the error. From the results, we can see that this algorithm performs better than the multiscale CPLE method because it accounts for the spectral correlation that exists between different spectral bands. However, the algorithm fails to preserve some fine edges when the number of observed photons is extremely low, as shown in Fig. 6 .1e.
Figs. 6.1f and 6.2d show the results obtained by applying the proposed full spatiospectral denoising algorithm with r = 1, averaged over 2000 random spatial and spectral shifts to overcome the blocky artifacts introduced by the full spatiospectral denoising algorithm (ε = 0.1917). The penalty in (2.2) was multiplied by a small constant factor to yield a low error and also visually appealing results. From the results, we can see that the proposed approach outperforms the other two algorithms. The algorithm is very effective in estimating fine (high-frequency) details even when the observations are extremely photon-limited, as seen in Fig. 6.1f . Similar results were achieved using piecewise polynomial fits to the log of the spectrum using generalized linear models [31] .
Reconstruction results.
Reconstruction problems are generally much more challenging and computationally intensive than the denoising problems because of the iterative algorithms often used to solve such problems. In the experiments discussed below, we restrict our attention to a smaller subset of the AVIRIS data of size 128 × 128 × 64 to reduce the computational complexity. We also increase the mean intensity per voxel to be 20.7614 because of the difficulty associated with the reconstruction in the inverse problem setting. In this experiment, we apply the full spatiospectral denoising algorithm as the M-step of the EM algorithm and fit piecewise constants both spatially and spectrally. To overcome the blocky artifacts resulting from the full spatiospectral denoising algorithm, and to approximate cyclespinning, we perform the following at every iteration:
Estimate at iteration t:
The shift operator S i (.) shifts the argument (.) by i voxels in either of the three coordinate directions, and the inverse operator S −1 i (.) undoes the shifting. This procedure is a very good approximation to cycle-spinning as the number of shifts k approaches the detector resolution
Fig . 6 .3a shows the true intensity at spectral band 61. Fig. 6 .3b shows the blurred and noisy observations measured at the detector. Fig. 6 .3c shows the result of the RL algorithm after convergence. The RL reconstruction is very noisy as is evident from Fig. 6.3 ; the error is ε = 0.2700. In order to provide a more meaningful comparison, we computed an ad hoc approximation to the EM algorithm, in which we used the Atkinson method of [2] in the M-step; this yielded the result presented in Fig. 6 .3d. The method is considered an ad hoc, approximate EM algorithm because it does not correspond to the penalized likelihood criterion in equation (5.1) for any known penalization method or prior probability model on the wavelet and Fourier coefficients. In performing this experiment, we used the undecimated wavelet transform and found a threshold that minimizes the error and also yields visually sharp results. The error associated with this approach is ε = 0.1467. Fig. 6 .3e shows the result obtained by using the proposed reconstruction algorithm. As with the previous algorithm, the spatial and the spectral penalties were chosen to yield an estimate with minimum error and visually sharp results, the error is ε = 0.1415. Visually, the reconstruction results shown in Figs. 6.3d and 6.3e are comparable. This is largely because of the fact that we use an undecimated wavelet transform in the wavelet-based spectral reconstruction algorithm and just average over nine different spatial shifts in the case of the proposed approach. To make a fair comparison, we conducted an experiment with the Atkinson method using the decimated wavelet transform and averaged over nine spatial shifts similar to our proposed approach. The reconstruction with the Atkinson method did not converge, and the results were unacceptable.
In all the experiments discussed above, the penalties were chosen to minimize the error and yield visually appealing results since the ground truth was available. When the true spectral data are unknown, but multiple realizations of the data are available, then the data can be split to test and validation data, and methods such as cross validation can be used to find the tuning parameters.
In related work, our approach was shown to be similarly effective in the context of compressed sensing of spectral images. Many modern spectral imagers face a limiting tradeoff between spatial and spectral resolution, with the total number of voxels measured constrained by the size of the detector array. To mitigate this tradeoff, many researchers have developed spectral imaging systems and associated reconstruction methods that are designed to exploit the theory of compressive sensing [21, 48, 45, 54] . One example physical system collects coded projections of each spectrum in the spectral image [21] . Using the novel multiscale representation of the spectral image based upon adaptive partitions as described in this paper, we are able to accurately reconstruct spectral images with an order of magnitude more reconstructed voxels than measurements.
7. Discussion. In this paper, we presented an efficient multiscale algorithm for estimating spectral Poisson intensities. The key feature of our algorithm is that it adapts to varying degrees of smoothness in the spatial and the spectral directions unlike 3d wavelet transform based approaches that assume the same degree of smoothness in all coordinate directions. Furthermore, our approach is backed by strong theoretical results which show that the proposed spatiospectral algorithm is nearly minimax optimal on a certain anisotropic Hölder-Besov function class. The experimental results suggest that the algorithm performs very well even when there are significantly fewer photons than voxels. In many practical applications, the observed data are binned because of the inability of the reconstruction software to reconstruct the true intensity from such low photon counts. In contrast, our algorithm can offer improved estimation accuracy even when the observations are photon-limited. The near-optimality of our algorithm on a wide range of spectral intensities and the superior performance in photon-limited scenarios suggest that it can be an important component of several applications.
Appendix A. Proof of Theorem 3.1. For the expected squared Hellinger loss function, it can be shown [27, 52] that, if we consider all density estimates in a finite or countable family Γ M,N and if the penalty corresponding to every estimate f ∈ Γ M,N satisfies the Kraft inequality, then, by applying the Li-Barron theorem [33] , it can be shown that
is the Kullback-Leibler (KL) divergence between densities p f and p f following the proof techniques in [27, 52] . Here, we use the subscript notation p f (y) ≡ p(y|f ). The Li-Barron theorem shows that the performance of our estimator is bounded by the optimal tradeoff between approximation error K p f ||p f and the estimation error pen( f ) . The penalty term can be though of as a bound on estimation errors since it is proportional to the number of degrees of freedom in an estimate.
When the observations follow a multinomial distribution, the risk function R(f , f ) can be bounded by [27] 
The squared 2 approximation error between the discrete densities f and f can be upper bounded by the L 2 approximation error between the continuous densities f and f respectively:
2 allows us to exploit the theoretical properties of the Hölder and Besov function class to bound the approximation error between f and f . The approximation error between f and f can be bounded using triangle inequality as
where g is obtained by forming a spatial partition of cuboids with sidelengths at least 1/m, where m ≤ N is a dyadic number. In particular, g has O(m 2−γ ) cuboids with sidelength 1/m along the Hölder boundary in f and O(m) larger cuboids apart from the boundary. Using techniques similar to those presented in [51, 31] , it can be shown that the approximation error between f and g decays as
where ν = min(α, γ) [31] . Given g, f is obtained by finding the best p-piece spectral RDP of each spectrum in g and fitting polynomials to every partition cell. The second term on the RHS of (A.4) can be determined using techniques described in [52, 31] based on free-knot polynomial approximation errors [11] to yield
The approximation error in (A.6) corresponds to a single spectrum. Integrating (A.6) over the spatial domain of observations [0, 1] 2 we have
Substituting (A.5) and (A.7) in (A.4),
Now we show that the penalty corresponding to the density estimates in class Γ M,N as defined in (2.2) satisfies the Kraft inequality. Consider an estimate f ∈ Γ M,N , which, according to our definition, is piecewise constant in the two spatial dimensions and piecewise polynomial in the spectral dimension. In a tree representation, it can be represented as a quadtree having binary splits in each of its leaves. We arrive at the penalty for the estimate f by computing the number of bits needed to uniquely represent f . The structure of a quadtree with k leaves can be uniquely encoded using at most 4k/3 bits [52] . Each of the k leaves of the quadtree is associated with a binary tree which can also be encoded using a prefix code as described in [52] . In particular, a binary tree with p leaves consists of 2p − 1 nodes, and hence can be encoded uniquely by at most 2p − 1 bits, which can be verified by induction [52] . Let P be the spatial partition, and for each c ∈ P, let p c be the number of cells in the spectral RDP. Then the number of bits required to encode the structure of the spatiospectral RDP Q is
Assuming that each polynomial coefficient is quantized to one of √ n levels, log 2 √ n bits are needed to encode each coefficient in the partition Q, and the total number of bits required to prefix encode the estimate is |Q| The approximation error in (A.8) assumed k = O m 2−γ cells in the spatial partition and a maximum of p cells in each spectral partition, for a total of at most kp cells. It further assumed that the spectral approximation was a free-knot piecewise polynomial. However, in the RDP construction, the knots are restricted to lie on dyadic interval endpoints. A p-piece piecewise polynomial can be subdivided into a (p log 2 M )-piece piecewise polynomial with the same approximation error but with knots on dyadic interval endpoints. Thus the RDP corresponding to the approximation error in (A.8) has at most kp log 2 M cells, so its penalty is bounded by pen( f ) ≤ kp log 2 M 10 3 + r 2 log 2 n log e 2, < kp log 2 M 10 3 + r 2 log 2 n log e 2 = kp log 2 M 10 3 + r 2 log e n. (A.9) Applying (A.3), (A.8) and (A.9) to (A.2), the risk function can be rewritten as follows:
The values of m and p that minimize the risk function given above can be shown to be m = C n log 2 M log e n 2β 2β(ν+2−γ)+ν and p = C n log 2 M log e n ν 2β(ν+2−γ)+ν where C is a constant independent of n, N , and M and dependent on the smoothness parameters α, β and γ. Thus, if we collect the measurements on a grid of size N × N × M , where N ≥ m and M ≥ p and estimate the true intensity f by the estimation procedure given in Sec. 2, then the risk function between the true and the estimated density is upper bounded by,
, which is within a log factor of the lower bound when γ = 1.
Appendix B. Proof of Theorem 3.2. The proof of Theorem 3.2 involves finding a suitable packing set for the density class G ⊆ F and bounding the packing entropy. Once a bound on the packing entropy is obtained, the lower bound on the risk function can be obtained using the relation (3.9).
B.1. Bound on the Kolmogorov -capacity. We will show that the L 2 packing numbers of
for L large enough. The first step in arriving at (B.1) is to construct an appropriate packing set for F α,(β,p,q) (L). To this end, let us choose functions φ : [0, 1] 2 → R and ψ : [0, 1] → R, such that:
1. φ and ψ are bounded, respectively, by some C φ and C ψ 2. φ L2 = 1 and ψ L2 = 1 3. φ is α-Hölder on [0, 1] 2 with constant C α : sup t>0 (t −α ω(φ, t)) = C α < ∞. Now let j and m denote fixed positive integers (to be chosen later), and for each k = (k 1 , k 2 , k 3 ), k i = 0, 1, 2, . . ., define a function ξ k (x 1 , x 2 , λ) = 2 j+m/2 φ j,k1,k2 (x 1 , x 2 )ψ m,k3 (λ)
Let S k denote the support of ξ k . It is easy to see from definitions that ξ k L2 = 1 and S k ∩ S k = ∅ for k = k . Let where we also used the fact that ξ k L 2 = 1 for all k. Next, again using the fact that the ξ k have disjoint support, we get ω(f Λ (·, λ), t) = sup Finally, we deal with the Besov norm along the third coordinate direction. We split the integral in (3.6) as follows: 1, where the constants hidden in the asymptotic order notation depend on the choice of φ and ψ, as well as on α, β, p and q.
We now extract an -packing set from the collection {f Λ }. To this end, we will use a result from information theory known as the Gilbert-Varshamov bound (see, e.g., Lemma 2.7.4 in [30] ): we can choose at least 2 J/2 subsets Λ i of S j,m , such that |Λ i Λ j | ≥ J/4. For each of these Λ i 's, let us denote the corresponding f Λi by f i . Then
Hence, the functions f i are /2-separated in L 2 sense, and so {f i } is an /2-packing set for the corresponding function class F α,(β,p,q) (L). Thus, M ( /2, F α,(β,p,q) (L)) ≥ 2 J/2 , or K /2 (F α,(β,p,q) (L)) = log M ( /2, F α,(β,p,q) (L)) ≥ J/2 −(2/α+1/β) = −(2β+α)/(αβ) .
B.2. Minimax lower bound.
To arrive at the lower bound we consider a subset G ⊆ F which consists of all functions g : [0, 1] 3 → [0, ∞) satisfying the following conditions: 1. There exist constants 0 < C , C u < +∞ such that for every g ∈ G we have C ≤ g(x 1 , x 2 , λ) ≤ C u , ∀(x 1 , x 2 , λ) ∈ [0, 1] 3 .
2. There exist constants α, γ ∈ (0, 1], c γ > 0, β ∈ (1, 2], such that each g ∈ G has the form g(x 1 , x 2 , λ) = g 1 (x 1 , x 2 , λ)I {H(x1)≥x2} + g 2 (x 1 , x 2 , λ)I {H(x1)<x2} , where H is γ-Hölder with constant c γ , and g 1 and g 2 are both in F α,(β,p,p) (L) with 1/p = 1/β + 1/2 and a large but finite L (which implicitly depends on C and C u ). 3. There exists a constant 0 < h < 1/2, such that 1/2 − h ≤ |H(x)| ≤ 1/2 + h for all x ∈ [0, 1]. The last constraint described above restricts the Hölder-γ boundary that separates the two Hölder-α surfaces to lie within a small strip of height 2h < 1 centered on the line x 2 = 1/2.
We now establish the following result:
R n (G) max n −2γ/(2γ+1) , n −2αβ/(2αβ+2β+α) .
The reasoning is similar to the proof of Theorem 3.3.7 in [30] . Let us first consider the subset G 0 of G consisting of functions that are equal to C below the boundary and to C u above the boundary. Then R n (G 0 ) R n (H γ (c γ )) n −2γ/(2γ+1) . In addition, since the boundary lies within the strip [0, 1] × [1/2 − h, 1/2 + h] with 0 < h < 1/2, we have R n (G) R n (F α,(β,p,p) (L)), where the constant hidden in the asymptotic order notation depends on h. We can determine the minimax lower bound on R n (F α,(β,p,p) (L)) using the Yang-Barron method [55] : R n (F α,(β,p,p) (L)) 2 n , where 2 n is the solution of the equation K n (F α,(β,p,p) (L)) = n 2 n . This yields R n (F α,(β,p,p) (L)) n −2αβ/(2αβ+2β+α) . Overall, R n (G) max n −2γ/(2γ+1) , n −2αβ/(2αβ+2β+α) .
Now, let us consider the case γ = 1. Then the minimax lower bound becomes R n (G) max n −2/3 , n −2νβ/(2νβ+2β+ν) , since ν = min{α, γ} = α. Thus, the upper bound given in (3.8) matches the lower bound up to a log factor.
