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1. Introduction
In the last few decades there has been great interest in exponential integrators, which provide a powerful approach for
the time integration of ordinary differential equations (ODEs).
Exponential integrators split the problem into a linear and a non-linear term and a time-discretization scheme involving
the exponential of the linear term is applied. In most applications the linear term is stiff, and approaches of this kind usually
allow the use of explicit schemes without requiring severe restrictions on the step size.
Several kinds of methods belong to this class; among them, exponential time differencing (ETD) methods have received
constant attention since the early 1960s [1]. The main aim of this paper is to discuss the way in which ETD methods can be
generalized and applied for solving semilinear differential equations of fractional order (FDEs) in the form
CDαt0y(t)+ λy(t) = g(y(t))
y(t0) = y0 (1)
where λ > 0, g : D ⊆ R → R is assumed sufficiently smooth, t ∈ [t0, T ] and CDαt0 denotes the derivative operator (with
respect to t0) of non-integer order 0 < α < 1, according to the definition of Caputo [2]:
CDαt0y(t) =
1
Γ (1− α)
∫ t
t0
y′(s)
t − sα ds.
Problems of this kind are nowadays common in the simulation of real-life models in several fields, such as engineering,
finance, physics, rheology and so on. We introduce problem (1) at a scalar level merely for ease of presentation, although
the extension to systems of FDEs is straightforward.
The term exponential integrator refers to the use of the exponential function; in the context of FDEs this terminology
could appear somewhat inappropriate since more general functions, belonging to the family of the Mittag-Leffler functions,
are involved. For this reason the term generalized exponential integrators should be preferred to denote the extension to FDEs.
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This paper is structured as follows. In Section 2 we recall some fundamentals on exponential integrators for ODEs and
we provide a brief review of ETDs. In Section 3 we discuss a variation-of-constants formula for FDEs which establishes the
grounds for the development, in Section 4, of two explicit generalized exponential integrators for FDEs; the analysis of the
accuracy is provided in Section 5 and in Section 6 the attention is moved to investigating stability properties. After briefly
discussing, in Section 7, some aspects related to the evaluation of Mittag-Leffler functions, Section 8 is devoted to validating
theoretical results by means of numerical experiments.
2. Exponential integrators
To provide introductory material on exponential integrators we consider a semilinear system of ODEs in the form
d
dt
U(t) = AU(t)+ g(U(t)), U(t0) = U0 (2)
where U(t) is a vector valued function, A a real matrix of the appropriate dimension and g(U) the non-linear part of the
vector field.
Sometimes problem (2) refers to partial differential equations (PDEs) in an abstract formulation, U(t) describing the
time evolution of a system in some function space, A a linear (typically unbounded) differential operator (for instance, the
Laplace operator) and g a non-linear, and usually non-stiff, operator. This kind of formulation provides a useful and elegant
framework comprising both ODEs and PDEs. Anyway, after space discretization, a PDE can be brought back to a system of
ODEs, thus allowing us to focus on just ODEs. In some other situations, problem (2) can be the result of the linearization of
a fully non-linear problem.
The basic ideas underlying exponential integrators date back to the 1960’s [1,3]. For a historical survey of exponential
integrators we refer the reader to the paper of Minchev and Wright [4].
Themain reason for the introduction of exponential integrators is related to the stiff nature of problems like (2) in several
real-life applications; solving a stiff problem by using numerical schemes of explicit type would require the selection of
extremely small step sizes, probably making the computation unfeasible.
In exponential integrators the linear part of (2), which is usually the source of stiffness, is solved exactly (or, at least,
with a very high accuracy) and explicit time integrators are used to process the non-linear term without severe restrictions
on the step size. This approach turns out to be very efficient, especially when the size and the complexity of the problem
indicate against the use of implicit methods.
ETD methods are commonly used and, as far as we know, the first paper on this subject is that due to Certaine [1] from
1960. These methods are essentially based on a variation-of-constants formula for the exact solution of (2):
U(t) = e(t−t0)AU0 +
∫ t
t0
e(t−s)Ag(U(s))ds. (3)
Given a grid of points {tn}n≥0 on the interval of integration, Eq. (3) is written as
U(tn+1) = e(tn+1−tn)AU(tn)+
∫ tn+1
tn
e(tn+1−s)Ag(U(s))ds, (4)
the non-linear term g is approximated by using an algebraic polynomial and the resulting integral is solved exactly.
Throughout the paper, for simplicity, we will assume the grid to be uniform with step size h.
The simplest choice is a constant polynomial: for instance, the replacement of g(U(s)) by the constant value g(Un) leads
to the explicit ETD Euler method
Un+1 = ehAUn + hϕ1(hA)g(Un) (5)
with ϕ1(z) = (ez − 1)/z; observe that, since limz→0 ϕ1(z) = 1, when A = 0 the above formula reduces to the classical
forward Euler scheme. The use of different schemes for evaluating the integral in (4) leads to a variety of methods such as
exponential multistepmethods, exponential Runge–Kuttamethods, exponential generalmethods and so on (e.g., see [5–9]).
The function ϕ1(z) introduced in (5) belongs to the more general class of the ϕ-functions, which play a central role in
exponential integrators. They are defined by means of
ϕℓ(z) = 1
(ℓ− 1)!
∫ 1
0
e(1−s)zsℓ−1ds, ℓ ≥ 1.
Although ϕℓ(z) is not defined for ℓ = 0, it is a widely accepted convention to put ϕ0(z) = ez (e.g., see [10]). Thanks to
this convention the following recurrence relation:
ϕℓ+1(z) = ϕℓ(z)− ϕℓ(0)z , ϕℓ(0) =
1
ℓ! (6)
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can be easily proved. For instance, we give here the first few ϕ-functions
ϕ1(z) = e
z − 1
z
, ϕ2(z) = e
z − z − 1
z2
and ϕ3(z) = e
z − z2/2− z − 1
z3
,
indicating how the extension tomatrix arguments is straightforward, provided that somemethods for evaluating thematrix
exponential are available.
The introduction of the ϕ-functions allows us to devise more involved ETD methods. Indeed, the true solution of (2) can
be written as
U(tn+1) = ehAy(tn)+
∞−
k=0
hk+1ϕk+1

hA

g(k)(U(tn)) (7)
and the truncation of the series in (7), together with the approximation of derivatives by difference operators, leads to ETDs
of Adams–Bashforth (AB) and Adams–Moulton (AM) type [11,4].
The need of efficient techniques for approximating exponential and ϕ-functions on matrix arguments lessened in early
days the feasibility of exponential integrators for practical use but stimulated, at the same time, increasing research in this
field. The development of new and sophisticated techniques for approximating matrix functions (see the recent book by
Higham [12] or the reviews by Moler and Van Loan [13,14] and the references therein) has recently allowed the design of
robust software packages implementing exponential integrators for a wide class of problems (see for instance the Matlab
package EXPINT [10]).
3. A variation-of-constants formula for FDEs
It is a well-known result that the true solution of (1) can be reformulated as the second-kind Volterra integral equation
y(t) = y0 + 1
Γ (α)
∫ t
t0
(t − s)α−1f (y(s))ds, f (y) = −λy+ g(y), (8)
which establishes the main framework for devising most of the numerical methods for solving (1). For instance, given a
mesh grid of equispaced points tn = t0 + nh, in product integration rules the function f (y(s)) in (8) is first replaced by
piecewise interpolating polynomials and then the resulting integrals are exactly evaluated. Examples of explicit rules of this
kind are the one-step and two-step fractional AB rules, respectively [15–17] given by
yn = y0 + h
α
Γ (α + 1)
n−1
j=0
β
(1)
n−jf (yj) (9)
and
yn = y0 + h
α
Γ (α + 2)

bnf (y0)+
n−1
j=1
β
(2)
n−jf (yj)− β(2)0 f (yn−2)+ β(2)0 f (yn−1)

, (10)
where the convolution weights β(1)n and β
(2)
n are given by
β(1)n = nα − (n− 1)α, β(2)n = (n− 1)α+1 − 2nα+1 + (n+ 1)α+1
for n = 1, 2, . . . ,with β(2)0 = 1 and bn = (n− 1)α+1 − nα+1 + (α + 1)nα .
Remark 3.1. The expressions one-step rule and two-step rule are conventional and they have been introduced to refer
to the analogous terminology of classical multistep methods. Rather than being related to the number of past values,
the description ‘‘k-step’’ in this context is related to the degree of the interpolating polynomial or the number of initial
approximations needed to start the computation. Indeed, at each time step all the past history of the solution is involved in
the computation and not just the last few values.
With the aim of generalizing ETD methods to FDEs we first provide an alternative formulation of problem (1). To this
end, after assuming, for simplicity, t0 = 0, we write the equivalent of (1) in the Laplace transform domain as
sαY (s)− sα−1y0 + λY (s) = H(s),
where Y (s) and H(s) denote the Laplace transforms of y(t) and h(t) = g(y(t)) respectively [2]. Hence, after putting
Eα,β(s; λ) = s
α−β
sα + λ, ℜ(s) > |λ|
1
α ,
an explicit formulation of Y (s) can therefore be written as
Y (s) = Eα,1(s; λ)y0 + Eα,α(s; λ)H(s).
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By denoting with eα,β(t, λ) the inverse Laplace transform of Eα,β(s; λ), the true solution y(t) can be expressed in the
temporal domain as
y(t) = eα,1(t − t0; λ)y0 +
∫ t
t0
eα,α(t − s; λ)g(y(s))ds, (11)
where an elementary transformation has been used to obtain a general result for the case in which the starting point is
moved from the origin to t0.
Eq. (11) represents a variation-of-constants formula for the FDE (1) and it is the counterpart of (3) for the fractional case.
It is a well-known result [18,2] that eα,β is a generalization of the Mittag-Leffler (ML) function Eα,β according to
eα,β(t; λ) = tβ−1Eα,β(−tαλ), Eα,β(z) =
∞−
k=0
zk
Γ (αk+ β) ,
where α and β are two (possibly complex) parameters withℜ(α) > 0.
The special case eα,α(t; λ) is called in [18] the α-exponential function since it generalizes the exponential e−λt which it
reduces to when α = 1.
In some situations of practical value in our investigation it will be convenient to scale the time variable t according to
the equivalence
eα,β(t; λ) = hβ−1eα,β

t
h
; hαλ

, ∀h > 0 (12)
whose proof can be easily derived by using the series representation of the ML function Eα,β .
In the remainder of this section we present a collection of results concerning the eα,β-function which will be useful later.
Lemma 3.2 ([19]). Suppose that a ≤ t,ℜ(α) > 0, and β > 0, and let r ∈ R be such that r > −1. Then∫ t
a
eα,β(t − s; λ)(s− a)rds = Γ (r + 1)eα,β+r+1(t − a; λ).
Lemma 3.3. Suppose that a < b ≤ t,ℜ(α) > 0, and β > 0. Then∫ b
a
eα,β(t − s; λ)ds = eα,β+1(t − a; λ)− eα,β+1(t − b; λ)
and ∫ b
a
eα,β(t − s; λ)(s− a)ds = eα,β+2(t − a; λ)− (b− a)eα,β+1(t − b; λ)− eα,β+2(t − b; λ).
Proof. The first result is simply obtained by splitting the integral into two terms, one for [a, t] and the other for [t, b]. The
application of Lemma 3.2 to both terms completes the proof. For the second equality we first split the integral as in the
previous case and hence, after writing s− a = s− b+ (b− a), we apply Lemma 3.2 again. 
Besides being related to the exponential, the ML functions are closely related to the ϕ-functions and represent a
generalization of the ϕ-functions for non-integer subscripts. Indeed we can present the following result.
Proposition 3.4. Suppose that k ∈ N and z ∈ C. Then E1,k+1(z) = ϕk(z).
Proof. From the definition of the ϕ-function and by expanding ez in a Taylor series it is immediately seen that
ϕk(z) =
∞−
j=0
z j
(j+ k)!
from which the proof follows since (j+ k)! = Γ (j+ k+ 1). 
From the results in [20] on the ML function, for β ≥ 1 it is easy to derive
eα,α+β(t; λ) = eα,β(t; λ)− eα,β(t; 0)−λ , eα,β(t; 0) =
tβ−1
Γ (β)
,
which is the generalization of the recurrence (6). Furthermore, it is a well-known result [2, Eq. (1.82)] that for any γ ∈ R
CD
γ
t0eα,β(t; λ) = eα,β−γ (t; λ).
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Under the assumption that λ > 0 and t ≥ 0, it has been proved that Eα,β(−λtα) is completely monotonic (c.m.) with
respect to the variable t if and only if 0 < α ≤ 1 and β ≥ α [21]; we recall here that a function f with domain (0,+∞) is
said to be c.m. if f has continuous derivatives f (n)(x) for all n ∈ N and (−1)nf (n)(x) ≥ 0 for x ∈ (0,+∞). As an immediate
consequence, whenever β ≥ α, we have
0 ≤ Eα,β(−λtα) ≤ Eα,β(0) = 1
Γ (β)
, t ≥ 0. (13)
The following results concern the character of eα,β(t; λ) as a function of the variable t .
Lemma 3.5. Suppose that 0 < α < 1 and λ > 0. Then for any t > 0:
1. eα,α(t; λ) is decreasing;
2. eα,β(t; λ) ≥ 0 and eα,β(t; λ) ≤ tβ−1/Γ (β) for any β ≥ α.
Proof. Point 1. trivially results from the decreasing behavior of tα−1 and Eα,α(−λtα), as previously discussed, while point
2. is a direct consequence of (13). 
4. The generalized exponential integrator for FDEs
The extension of ETD methods to the fractional case is not direct and presents some difficulties. With this purpose we
observe that, under suitable hypotheses on the smoothness of g , the r.h.s. of the FDE (1) can reasonably be expanded as
g(y(t)) =
∞−
j1=0
∞−
j2=0
gj1,j2(t − t0)j1+αj2
for some real coefficients gj1,j2 (see [22]). By inserting the above expansion in (11) and applying Lemma 3.2 it is immediately
seen, after putting g¯j1,j2 = Γ (j1 + αj2 + 1)gj1,j2 , that
y(t) = eα,1(t − t0; λ)y0 +
∞−
j1=0
∞−
j2=0
g¯j1,j2eα,α+j1+αj2+1(t − t0; λ). (14)
Eq. (14) represents the counterpart for FDEs of the expansion (7) for the true solution of semilinear ODEs, with the
ϕ-functions replaced in their key role by the ML functions eα,β .
Anyway, themost remarkable difference lies in the non-local character of (14). Unlike the solutions of classical ODEs, that
of a FDE at a time point tn+1 can not be expressed as the solution at a previous point tn incremented by an integral over the
local interval [tn, tn+1] as in (4). This is due to the fact that some important properties of the exponential function, such as
the semigroup property, are no longer true when generalizing toML functions; indeed, eα,β(t+ s; λ) = eα,β(t; λ) ·eα,β(s; λ)
only when α = β = 1, that is, for the exponential.
Thus, the generalization to FDEs of ETD methods of AB type is unreliable if based on (14) since it would involve
approximations over the whole integration interval. To pursue an alternative approach we have to rewrite the variation-of-
constants formula (11) in a piecewise manner:
y(tn) = eα,1(tn − t0; λ)y0 +
n−1
j=0
∫ tj+1
tj
eα,α(tn − s; λ)g(y(s))ds.
A naïve analogue of the ETDmethods can now be obtained by replacing, in each subinterval [tj, tj+1], the function g(y(s))
with a suitable interpolating polynomial and hence evaluating the integrals by using Lemma 3.3. The resulting method will
be named as generalized exponential time differencing (GETD).
If the constant value g(yj) is used to approximate g(y(s)) in each subinterval [tj, tj+1] then, after using (12), we get the
one-step GETD method
yn = eα,1(n; z)y0 + hα
n−1
j=0
e(1)z,n−jg(yj), (15)
where the convolution weights e(1)z,n are given by
e(1)z,n = eα,α+1(n; z)− eα,α+1(n− 1; z)
and for brevity we put z = hαλ (we will make use of this shorthand throughout the remainder of the paper). We stress that
the description ‘‘one-step’’ follows the same convention as was discussed in Remark 3.1.
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The scheme employed for generating the one-step GETD method (15) can be enhanced by employing polynomials of
higher degree. For instance, we consider the piecewise first-order interpolating polynomials
p2,j(s) = g(yj)+ (s− tj)h

g(yj+1)− g(yj)

and we replace g(y(s)) by p2,j(s) when s ∈ [tj, tj+1], j = 0, 1, . . . , n − 2, and by p2,n−2(s) when s lies in the last interval
[tn−1, tn]. The resulting explicit scheme which, according to the terminology previously introduced, will be named the two-
step GETD method, is given for n ≥ 2 by
yn = eα,1(n; z)y0 + hα e˜z,ng(y0)+ hα

n−1
j=1
e(2)z,n−jg(yj)− e(2)z,0g(yn−2)+ 2e(2)z,0g(yn−1)

(16)
with
e(2)z,n =

eα,α+2(1; z) n = 0
eα,α+2(n− 1; z)− 2eα,α+2(n; z)+ eα,α+2(n+ 1; z), n ≥ 1
and e˜z,n = eα,α+2(n− 1; z)+ eα,α+1(n; z)− eα,α+2(n; z). Notice that Lemma 3.3 and (12), together with some computation,
have been used to derive the approximation (16). Some properties of the convolution weights e(1)z,n and e
(2)
z,n will be discussed
in the Appendix.
It is immediately verified that for λ = 0, GETD methods (15) and (16) turn back into the fractional AB methods
(9) and (10).
5. Analysis of the accuracy
To study the accuracy of GETD methods we first review some background material on the asymptotic behavior of the
true solution y(t) of (1). Assuming g to be sufficiently smooth, it is a well-known result that y(t) has an expansion in mixed
powers of (t − t0) and (t − t0)α [23,15,22]. For our analysis it will be sufficient to state that
y(t) = ψ(t)+
J−
j=1
cj(t − t0)jα +
K−
j=1
dj(t − t0)1+jα,
where ψ(t) ∈ Ck[t0, T ], cj, dj ∈ R and J and K are the greatest integers such that αJ < k and 1 + Kα < k respectively
whenever g ∈ Ck+1(D), with k ∈ {1, 2}.
We think it reasonable to assume that the smoothness of g brings about a similar behavior for the composite function
g(y(t)) too. Thuswewill consider the following assumptionswhich seemquite natural on the basis of results on the behavior
of y(t):
H1: the function g ∈ C2

D

and g(y(t)) = ∑Jj=1 c˜j(t − t0)jα + o(t − t0), as t → t0, for some coefficients c˜j ∈ R and for J
the greatest integer such that αJ < 1;
H2: the function g ∈ C3

D

and g(y(t)) = ∑Jj=1 c˜j(t − t0)jα +∑Kk=1 d˜j(t − t0)1+kα + o(t − t0)2, as t → t0, for some
coefficients c˜j, d˜j ∈ R and for J and K the greatest integers such that αJ < 2 and 1+ Kα < 2 respectively.
We can now study the accuracy of this method by means of the following result whose proof relies on some lemmas
presented in the Appendix.
Theorem 5.1. Suppose that 0 < α < 1 and that the assumption H1 holds. If yn, n = 1, . . . ,N, is the numerical solution provided
by the one-step GETD method (15) with a step size h, then
|y(tn)− yn| ≤ Ch, n = 1, . . . ,N,
with N = ⌊T/h⌋ and C a constant which depends on α and T but not on h.
Proof. In this proof we will follow the main ideas developed in [15,24]. The error of the one-step GETD method (15) is
y(tn)− yn =
∫ tn
t0
eα,α(tn − s; λ)g(y(s))ds− hα
n−1
j=0
e(1)z,n−jg(yj) = E[g ◦ y] + hα
n−1
j=0
e(1)z,n−j

g(y(tj))− g(yj)

,
where
E[f ] =
∫ tn
t0
eα,α(tn − s; λ)f (s)ds− hα
n−1
j=0
e(1)z,n−jf (tj)
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is the error of (15) when used as a quadrature rule for a function f . Hence by the Lipschitz continuity of g , and since for
Lemma A.1 e(1)z,n ≥ 0, we have
|y(tn)− yn| ≤ |E[g ◦ y]| + Lhα
n−1
j=0
e(1)z,n−j|y(tj)− yj|.
Motivated by the assumption H1, we now study E[f ] with f (t) = (t − t0)p, for a real 0 < p < 1. Assume that f (t) is
sufficiently smooth in [τ , tn] for a given τ > t0 and let r be the smallest integer such that τ ≤ tr . We then split the interval
of integration [t0, tn] into two subintervals [t0, tr ] and [tr , tn] and we denote with E1[f ] and E2[f ] the contributions to the
error respectively on [t0, tr ] and [tr , tn], that is, E[f ] = E1[f ] + E2[f ].
To study the error E1[f ] related to the interval in which f (t) presents a lack of smoothness, we observe that when
s ∈ [tj, tj+1]with j < r we have
|f (s)− p1,j(s)| = |f (s)− f (tj)| ≤ |f (tj+1)− f (tj)| = hp((j+ 1)p − jp) ≤ hp.
Thus
|E1[f ]| =
 r−1
j=0
∫ tj+1
tj
eα,α(tn − s; λ)

f (s)− p1,j(s)

ds
 ≤ M1hp+1(tn − t0)α−1
where Lemma 3.5 has been used and M1 = r/Γ (α). To examine the behavior of the error in [tr , tn], where f (t) can now
be considered sufficiently smooth, we observe that the results in [19, Theorem 4.2] ensure the existence of a constant M¯2,
which does not depend on n and h, such that
|E2[f ]| ≤ M¯2h
∫ tn
tr
eα,α(tn − s; λ)(s− t0)p−1ds.
Moreover by applying Lemmas 3.2 and 3.5 we obtain
|E2[f ]| ≤ M¯2h
∫ tn
t0
eα,α(tn − s; λ)(s− t0)p−1ds ≤ M2h(tn − t0)α+p−1
whereM2 = M¯2Γ (p)/Γ (α + p). Hence we can find a constantM such that
|E[f ]| ≤ |E1[f ]| + |E2[f ]| ≤ Mh(tn − t0)α+p−1
(observe that we have assumed in the proof that n > r; anyway it is straightforward to see that the above result does not
change when n ≤ r). By means of assumption H1 we can now write
|y(tn)− yn| ≤ Mh(tn − t0)2α−1 + hαL
n−1
j=0
e(1)z,n−j
y(tj)− yj
and we can use Lemma A.2 to obtain
|y(tn)− yn| ≤ MΓ (2α)h(tn − t0)2α−1Eα,2α

(tn − t0)αL/α

from which we deduce the existence of a constant C = C(T , α) such that the proof follows. 
Theorem 5.2. Suppose that 0 < α < 1 and that the assumption H2 holds. If yn, n = 1, . . . ,N, is the numerical solution provided
by the two-step GETD method (16) with a step size h, then
|y(tn)− yn| ≤ Ch1+α, n = 1, . . . ,N,
with N = ⌊T/h⌋ for a given constant C which depends on α and T but not on h.
Proof. The proof is similar to that of Theorem 5.1 and we will highlight only the main differences. Thus, we first write
|y(tn)− yn| ≤ |E[g ◦ y]| + hαL
n−3
j=0
e(2)z,n−j|y(tj)− yj|
+ hαL|e(2)z,2 − e(2)z,0||y(tn−2)− yn−2| + hαL|e(2)z,1 + 2e(2)z,0||y(tn−1)− yn−1|,
where
E[f ] =
∫ tn
t0
eα,α(tn − s; λ)f (s)ds− hα

n−1
j=0
e(2)z,n−jf (tj)− e(2)z,0f (tn−2)+ 2e(2)z,0f (tn−1)

.
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Let us now consider f (t) = (t − t0)p, for a real 0 < p < 2, and write E[f ] = E1[f ] + E2[f ], with E1[f ] and E2[f ] the
contributions to the error E[f ] respectively on [t0, tr ] and [tr , tn], for tr chosen as in the proof of Theorem 5.1.
For s ∈ [tj, tj+1], with j < r , we have
|E1[f ]| ≤ M1hp+1(tn − t0)α−1
forM1 = M¯1r/Γ (α). To examine the behavior of the error in [τ , tn]we observe as a preliminary that
f (s)− p2,n−2(s) = f (s)− p2,n−1(s)+ s− tn−1h

f (tn)− 2f (tn−1)+ f (tn−2)

and hence
E2[f ] =
n−1
j=r
∫ tj+1
tj
eα,α(tn − s)

f (s)− p2,j(s)

ds+ f (tn)− 2f (tn−1)+ f (tn−2)
h
∫ tn
tn−1
eα,α(tn − s)

s− tn−1)ds.
By using the results in [19, Theorem 4.2] the first term can be bounded in the following way:n−1
j=r
∫ tj+1
tj
eα,α(tn − s)

f (s)− p2,j(s)

ds
 ≤ M2(tn − t0)α+p−2h2
for a given constant M2 which does not depend on n or h. For the second term in E2[f ], since f (tn) − 2f (tn−1) + f (tn−2) =
h2f ′′(ξ), ξ ∈ [tn−2, tn], it is straightforward to see, after using Lemma 3.2, that f (tn)− 2f (tn−1)+ f (tn−2)h
∫ tn
tn−1
eα,α(tn − s)

s− tn−1)ds
 ≤ M3(tn − t0)p−2h2+α.
Thus, we can bound the error as
|E[f ]| ≤ M1(tn − t0)α−1h1+p +M2(tn − t0)α+p−2h2 +M3(tn − t0)p−2h2+α
and, for h sufficiently small, this leads to
|E[f ]| ≤ M(tn − t0)α+p−qhq,
where q = min(1+α, 2) andM does not depend on n and h. Thanks to hypothesisH2 we have |E[g ◦y]| ≤ Mh1+α(tn−t0)α−1
and the proof follows upon applying Lemma A.3. 
The above result shows an order of convergence for the two-step GETDmethod (16) equal to 1+α. Clearly, this behavior
could be improved if (g ◦ y)(t) had a smoother representation; however it is not easy to study hypotheses on g such that
this happens, so 1+ α has to be considered the more general result on the order of convergence for this method.
In the case in which problem (1) is vectorial, the scalar λ needs to be replaced by a matrix A as in (2) and all convolution
weights and coefficients of methods (15) and (16) are matrices too. The extension of the definition of the Mittag-Leffler
function, and its generalization, to matrix arguments is straightforward from a theoretical point of view; unfortunately its
numerical approximation is much more complicated. We will discuss in Section 7 some issues for the actual computation
of the values of these functions with matrix arguments.
6. Stability properties
One of the more remarkable features of exponential integrators is that by evaluating the exponential of the linear term,
which in several models includes the stiffness of the problem, explicit schemes can be applied for the time step integration
of the remaining non-linear (usually non-stiff) term without calling for severe restrictions on the step size.
As stability rather than accuracy governs the performance of explicitmethods for stiff problems, it is fundamental to study
stability properties of the GETD methods and verify the way in which they allow one to overcome the stability limitations
of explicit schemes.
To study stability properties we consider a test problem in which also the function g is linear with respect to y,
i.e. g(y(t)) = µy(t), for µ ∈ C. Thus, we obtain the generalized test problem
CDαt0y(t)+ λy(t) = µy(t). (17)
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We point out that (17) is merely a test problem suitable for investigating stability; from a computational point of view,
it would be more advantageous to evaluate directly the true solution rather then applying GETD methods. Nevertheless, as
noted in [11], problems like (17) can have a their own interpretation when coming from transformation, discretization or
linearization of more complex problems such as advection–diffusion equations.
Starting from the results in [25], it is straightforward to observe that the true solution of this test problem, which is given
by y(t) = Eα,1
−(t − t0)α(λ − µ), asymptotically vanishes for t → ∞ whenever µ lies in the sector S⋆λ = λ + z ∈ C :
| arg(z)− π | < (1− α/2)π.
The application of a k-step GETD method to the test problem (17) leads to non-homogeneous convolution quadratures
in the form
yn = fn + θ
n−
j=k−1
ωn−jyj, θ = hαµ, n ≥ k (18)
where the starting values fn and the convolution weights ωn depend on z and they are defined in the following way:
• one-step GETD (15):
fn = eα,1(n; z)y0, ωn =

0 n = 0
e(1)z,n n ≥ 1
• two-step GETD (16):
fn = eα,1(n; z)y0 + θ e˜z,ny0, ωn =

0 n = 0
e(2)z,1 + 2e(2)z,0 n = 1
e(2)z,2 − e(2)z,0 n = 2
e(2)z,n n > 2
The stability region of the quadrature (18) is defined as the set of all complex values θ = hαµ such that yn → 0 for
n → ∞, whenever fn converges to a finite limit. A characterization of this region can be obtained by making use of the
results provided by Lubich in [25] which can be summarized in the following way.
Theorem 6.1. Let the sequence {fn} of starting weights be convergent and assume that the quadrature weights {ωn} satisfy
ωn = nα−1/Γ (α) + un, n ≥ k + 1, with∑∞n=1 |un| < ∞. The stability region of the convolution quadrature (18) is given
by
S = {θ ∈ C | 1− θω(ξ) ≠ 0 : |ξ | ≤ 1} ,
where ω(ξ) =∑∞n=0 ωnξ n is the generating power series of {ωn}.
Denote now with e(1)z (ξ) and e
(2)
z (ξ) the generating power series of

e(1)z,n

n∈N and

e(2)z,n

n∈N respectively, i.e.
e(1)z (ξ) =
∞−
n=0
e(1)z,nξ
n, e(2)z (ξ) =
∞−
n=0
e(2)z,nξ
n
(note that e(1)z,0 has not been defined since it is actually not used in the computation; thus e
(1)
z,0 can assume any value since, as
will be clear later, it does not affect the stability region of the method). Theorem 6.1 provides a useful tool for investigating
the stability regions of the GETD methods.
Proposition 6.2. The stability region of the one-step GETD method (15) is given by
S(1)z =

θ ∈ C | θ ≠ 1
e(1)z (ξ)− e(1)z,0
: |ξ | ≤ 1

.
Proof. We first observe that for any p ∈ C the binomial expansion gives
(n− 1)p = np

1− 1
n
p
= np − pnp−1 + p(p− 1)
2
np−2 + Onp−3,
and hence it is
(n− 1)αEα,α+1
−(n− 1)αz = nαEα,α+1−nαz− nα−1
Γ (α)
+ Onα−2.
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Fig. 1. Stability regions for one-step GETD for α = 0.5 (left) and α = 0.7 (right).
Thus
e(1)z,n = nαEα,α+1
−nαz− (n− 1)αEα,α+1−(n− 1)αz = nα−1
Γ (α)
+ Onα−2
satisfies the hypothesis of Theorem 6.1. Furthermore it is elementary to show that eα,1(n; z)y0 converges as n →∞. Hence
we can apply Theorem 6.1 and the proof follows after observing that for this method ω(ξ) = θe(1)z (ξ)− e(1)z,0. 
Proposition 6.3. The stability region of the two-step GETD method (16) is given by
S(2)z =

θ ∈ C | θ ≠ 1
e(2)z (ξ)− (1− ξ)2e(2)z,0
: |ξ | ≤ 1

.
Proof. The proof is similar to that of Proposition 6.2 and we omit the details. 
The above results enable us to plot the boundaries of the stability regions as a family of curves, each of themcorresponding
to a different value of z = hαλ, circumscribing the corresponding regions in which θ = hαµ can lie in order to assure that
yn → 0 as n →∞.
To draw the boundaries of the stability regions S(1)z and S
(2)
z we will consider a very fine mesh of points ξk on the unit
circle and we will evaluate e(1)z (ξk) and e
(2)
z (ξk) by bringing to convergence the corresponding power series.
In Figs. 1 and 2 we plot the stability regions for the one-step and two-step GETD respectively, for α = 0.5 and α = 0.7
and for the set of values z ∈ {0, 0.5, 1.0, 1.5, 2.0}. The curve corresponding to each value of z can be identified by means of
the corresponding point of intersection with the horizontal axis in the right half-plane.
To better understand the information provided by these plots, in the linear test problem (17) we consider a fixed value
q < 0 and some possible selections of λ,µ ∈ R, with λ > 0 and µ < 0, such that q = µ − λ (clearly λ ∈ [0,−q));
furthermore we denote with R(λ) the lower bound of the interval of stability given by the intersection of the stability region
with the real axis.
From Figs. 1 and 2 we clearly observe the increasing (in absolute value) character of R(λ)with respect to λ. By denoting
with (0, h¯] the interval in which the step size hmust be constrained to fulfill stability, it is elementary to see that the bound
h¯ is a function of λ and is given by
h¯ =

R(λ)
q+ λ
 1
α
.
Asλmoves from0 (the classical non-exponential PI rule) to−q, the bound h¯ increases because of the effect of the presence
at the denominator of q+ λ. Anyway this improvement is further amplified from the increasing character of R(λ).
7. Evaluation of weights
Just a few years ago, GETD methods would be sounded impracticable due to the requirement for intensive evaluation of
the ML functions, a topic which has been considered very challenging for several years.
Although several studies are devoted to investigating methods for performing this task in an accurate way, most of the
resulting algorithms suffer from long execution times, especially when a certain level of accuracy is required.
We remark here that, depending on the step size h and the interval of integration, GETD methods can demand a large
number of evaluations of the ML function, possibly with matrix arguments; thus this work has to be accomplished not only
accurately but also in a fast and efficient way.
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Fig. 2. Stability regions for two-step GETD for α = 0.5 (left) and α = 0.7 (right).
Fortunately, some of the techniques developed for the evaluation of exponential and ϕ-functions in exponential
integrators for ODEs can be generalized to the ML functions. We are convinced that, among these, methods based on the
inversion of the Laplace transform deserve particular interest because of their appealing characteristics.
In our recent paper [19] we successfully tested the approach described in [26] in which the exponential in the inversion
formula of the Laplace transform
eα,β(t; λ) = 12π i
∫
C
etzEα,β(z; λ)dz, ℜ(z) > |λ| 1α , (19)
is replaced by a suitable rational approximation; thus an easily computable approximation of eα,β(t; λ) is obtained after
applying Cauchy’s integral formula.
This technique turns out to be very competitive due to the availability of efficient methods for evaluating rational
approximations of the exponential; indeed, since their error decreases geometrically as the degree N of the approximation
increases, very high precision can be reached with a reasonable degree N [26].
However, to guarantee the absolute convergence of the integral in (19) all the singularities of Eα,β(z; λ)must be located
in the region of the complex plane to the left of the contour C. While this does not represent a particular issue for scalar
problems, when dealing with a matrix argument A, for which Eα,β(z; A) = zα−β

zα I + A−1, the requirements on the
integration contour are related to the whole spectrum of A.
Most of the works devoted to thematrix case deal with symmetric definite matrices [27,28] or at least matrices with real
eigenvalues [26], thus avoiding the complex case analysis. Only recently the computation of the ML function with sectorial
matrix arguments (i.e., with matrices whose spectrum lies in a sector mostly contained in the left half-plane) has been
approached by Moret and Novati [29].
In these more general situations it can turn out to bemore convenient to approximate the integral form (19) bymeans of
suitable quadrature rules. A key issue in these cases is the choice of the integration contour C. Several works have been
devoted to this analysis and, essentially, a few contours have received all of the attention, in particular parabolic and
hyperbolic contours [27,30,31,28]. The main advantage of using parabolic contours is that the resulting approach is quite
easy to apply; however this kind of contour onlyworks suitably for real spectra. Hyperbolic contours apply to awider class of
matrices, although several parameters need to be selected to achieve good results, thusmaking the approach quite intricate.
The contour integral representation of the eα,β function can be used at a scalar level to compute eα,β(t; λ), at a matrix
level to get eα,β(t; A) or at a vector level to evaluate eα,β(t; A)v for a given vector v. The difference between the last two
problems is a topic widely discussed in the literature and we just refer the reader to [32] for a clever explanation of the
deep contrast when numerical approaches have to be devised. In particular when the matrix argument is very large the
computation of eα,β(t; A) could be impossible since the method requires the inversion of large matrices. In these situations
the vector valued approach turns out to be less problematic since ad hoc strategies, as the Krylov subspace techniques, can
be applied. In particular for the generalized Mittag-Leffler functions we think that the rational Krylovmethod, as introduced
in [33] and later in [29] for the Mittag-Leffler function, surpasses the standard Krylov approach. Indeed the latter is based
on a polynomial interpolation of the function on a special set of points, while the former relies on a rational approximation
which presumably better describes the behavior of eα,β .
Many aspects of this argument still deserve an adequate analysis; however this task would require a close examination
which is beyond the scope of this paper. We intend to deepen this topic in a forthcoming paper.
8. Numerical experiments
With the help of some numerical experiments we will test the effectiveness of the integrators presented in this paper
andwewill verify some of the theoretical findings. Furthermore wewill make some comparisons with standard integrators.
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Fig. 3. Comparison between explicit one-step (left) and two-step (right) methods for α = 0.5.
Our first test concerns with stability with respect to the linear test problem (17), where an initial condition y(t0) = 5 is
assigned, for t0 = 0. We aim to compare the behavior of GETD methods with that of classical fractional AB rules which, as
observed in Section 4, correspond to the particular choice of λ′ = 0 and µ′ = µ − λ. The parameters selected for this test
are α = 0.5 and µ− λ = −10.
In the first plot of Fig. 3we observe the comparison of one-stepmethods; the dotted line distinguishes the one-step GETD
applied with λ = 8 and µ = −2 while the solid line relates to the fractional one-step AB rule (9). The step size h = 0.01
has been used for both methods; in this way the quantity hαµ is made close to the boundary of the stability region of the
fractional one-step AB method, thus highlighting the enhanced stability features of the GETD. In a similar way the same
experiment has been repeated with two-step GETD and AB methods using the step size h = 0.0014.
As the plots clearly show, the solutions provided by GETDmethods are smoother with respect to those obtained with the
non-exponential counterpart with the same step size; these issues provide evidence that the exponential approach allows
us to relax stability constraints also with FDEs, thus allowing us to perform the integration with a greater step size and with
computational savings.
The effects on the stability become more noticeable with problems coming from the spatial discretization of PDEs. With
this in mind, we consider the prototype non-linear parabolic differential equation of time-fractional order
∂α
∂tα
u(t, x)+ a ∂
2
∂x2
u(t, x) = cu(t, x) ∂
∂x
u(t, x)+ f (t, x), x ∈ [0, 1], t ≥ 0 (20)
with boundary conditions u(t, 0) = u(t, 1) = 0 and initial condition u(0, x) = x(1− x) and where
f (t, x) = −2a+ ceα,1(t;ψ)(2x3 − 3x2 + x)+ ψx(1− x)eα,1(t;ψ).
The true solution of this test problem can be easily seen to be u(t, x) = eα,1(t;ψ)x(1−x). For a given spatial grid xj = j∆x,
j = 0, 1, . . . ,N + 1, with∆x = 1/(N + 1), the replacement of the spatial derivative operators by the following differences:
∂2
∂x2
u(t, xn) ≈ u(t, xn+1)− 2u(t, xn)+ u(t, xn−1)
∆x2
,
∂
∂x
u(t, xn) ≈ u(t, xn+1)− u(t, xn−1)2∆x
leads to the semilinear system of FDEs
CDαt0U(t)+
a
∆x2
AU(t) = c
2∆x
G(U(t))+ F(t),
with U(t) = u(t, x1), u(t, x2), . . . , u(t, xN)T and where
A =

−2 1
1 −2 1
1 −2 1
. . .
. . .
. . .
1 −2
 , g(U) =

U2U1
U3U2 − U2U1
U4U3 − U3U2
...
−UNUN−1

and F(t) = f (t, x1), f (t, x2), . . . , f (t, xN)T . In our test we select α = 0.7 and we use the coefficients a = −1, c = 1 and
ψ = 1 with N = 20 spatial grid points.
The first plot in Fig. 4 shows the numerical solution at t = 1 evaluated by the one-step GETD method compared with
the true solution u(1, x). Despite the quite large step size h = 0.05 used in the computation, the numerical approximation
is very close to the true solution and does not present instability phenomena. Conversely, the solution provided by the
non-exponential one-step AB method (9) shows in the second plot of Fig. 4 some noticeable oscillations even though the
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Fig. 4. Comparison between one-step GETD (left) and one-step fractional AB (right) for the fractional PDE (20).
Table 1
Errors and EOC for one-step GETD.
h α = 0.3 α = 0.5 α = 0.8
Error EOC Error EOC Error EOC
1/16 4.54 (−4) 5.86 (−4) 6.06 (−4)
1/32 2.17 (−4) 1.066 2.67 (−4) 1.135 2.73 (−4) 1.151
1/64 1.04 (−4) 1.064 1.23 (−4) 1.123 1.27 (−4) 1.098
1/128 4.93 (−5) 1.074 5.65 (−5) 1.119 6.06 (−5) 1.073
1/256 2.30 (−5) 1.099 2.59 (−5) 1.126 2.87 (−5) 1.076
Table 2
Errors and EOC for two-step GETD.
h α = 0.3 α = 0.5 α = 0.8
Error EOC Error EOC Error EOC
1/16 2.03 (−4) 2.05 (−4) 1.09 (−4)
1/32 9.05 (−5) 1.163 7.64 (−5) 1.427 3.16 (−5) 1.787
1/64 4.00 (−5) 1.176 2.87 (−5) 1.410 9.31 (−6) 1.764
1/128 1.74 (−5) 1.205 1.07 (−5) 1.423 2.74 (−6) 1.766
1/256 7.45 (−6) 1.222 3.99 (−6) 1.426 7.96 (−7) 1.782
remarkably smaller step size h = 3.685× 10−5 has been used (slightly greater values of h generate oscillations of very high
amplitude).
The last test is performed to validate theoretical results on the accuracy as stated in Theorems 5.1 and 5.2, where orders
of convergence of 1 and 1+ α are predicted for one-step and two-step GETD methods respectively. To verify this outcome
the test problem
CDα0y(t)+ 3y(t) = cos(y(t))
with initial condition y(0) = 1 is considered. Numerical solutions are evaluated by GETD methods with a halving sequence
of step sizes and the errors E(h) (with respect to a reference solution) are reported together with the estimated order of
convergence (EOC) evaluated as log2(E(h)/E(h/2)).
Results in Table 1 for the one-step GETD method and in Table 2 for the two-step GETD method provide quite clear
evidence of the correctness of the theoretical results concerning the order of convergence of the proposed methods.
Appendix. Properties of convolution weights
In this appendix we collect together some results, concerning the convolution weights e(1)z,n and e
(2)
z,n, which have been
used throughout the paper.
Lemma A.1. Suppose that 0 < α < 1 and z > 0. Then, for j ∈ {1, 2}, e(j)z,n ≥ 0 and e(j)z,n ≤ (n− 1)α−1/Γ (α) for any n ≥ 2.
Proof. The proofs for the two cases are very similar, so we just present that for j = 1. Observe that e(1)z,n is the first divided
difference of eα,α+1(n; z) as a function of n at points n − 1 and n. Thus the mean value theorem ensures the existence of a
ξ ∈ (n−1, n) such that e(1)z,n = eα,α(ξ ; z). Now from the positivity and themonotonicity of eα,α(t; z) discussed in Lemma 3.5
the desired result follows. 
Lemma A.2. Suppose that 0 < α < 1 and 0 < p < 1, and let xn, n = 0, 1, . . . ,N, be a sequence of non-negative real numbers
satisfying
xn ≤ M(tn − t0)α+p−1 + Lhα
n−1
j=0
e(1)z,n−jxj
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with M and L two positive constants. Then
xn ≤ MΓ (α + p)(tn − t0)α+p−1Eα,α+p((tn − t0)αL/α).
Proof. As a preliminary, observe that, by simply applying the definition of e(1)z,1 and Lemma A.1, for n ≥ 1 we have
e(1)z,n ≤ nα−1Γ (α + 1) and hence
xn ≤ M(tn − t0)α+p−1 + Lh
α
Γ (α + 1)
n−1
j=0
(n− j)α−1xj.
We proceed now as in the proof of [24, Theorem 2.1] by defining, for θn = M(tn − t0)α+p−1, the sequence

θ
(k)
n
∞
k=1 in
the following way:
θ (1)n = θn, θ (k)n =
Lhα
Γ (α + 1)
n−1
j=0
(n− j)α−1θ (k−1)j , k ≥ 2.
Thus
xn ≤
∞−
k=1
θ (k)n , n = 0, 1, . . . ,N
and it can be proved inductively that
θ (k)n ≤ Γ (α + p)M

L
α
k−1 hkα+p−1nkα+p−1
Γ (kα + p)
from which the proof follows. 
Lemma A.3. Suppose that 0 < α < 1 and let xn, n = 0, 1, . . . ,N, be a sequence of non-negative real numbers satisfying
xn ≤ M(tn − t0)α−1 + Lhα

n−3
j=0
e(2)z,n−jxj + |e(2)z,2 − e(2)z,0|xn−2 +

e(2)z,1 + 2e(2)z,0

xn−1

with M and L two positive constants. Then
xn ≤ MΓ (α)(tn − t0)α−1Eα,α

(tn − t0)αCα

,
with Cα depending on α but not on n and h.
Proof. In a similar way as in the proof of Lemma A.2 it is sufficient to observe as a preliminary that e(2)z,1 + 2e(2)z,0 =
eα,α+2(1; z) ≤ 2α+1/Γ (α + 2) and |e(2)z,2 − e(2)z,0| = | − 2eα,α+2(2; z)+ eα,α+2(3; z)| ≤

3α+1 + 2α+2/Γ (α + 2). Moreover
for n ≥ 2, thanks to Lemma A.1, e(2)z,n ≤ nα−12α−1/Γ (α).
Thus, after putting
Lα = L ·max

2α+1
Γ (α + 2) ,
3α+1 + 2α+2
2α−1Γ (α + 2) ,
21−α
Γ (α)

we obtain
xn ≤ M(tn − t0)α−1 + Lαhα
n−1
j=0
(n− j)α−1xj
and the proof follows upon applying [24, Theorem 2.1]. 
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