Abstract-In this paper, a distributed optimization problem with general differentiable convex objective functions is studied for continuous-time multi-agent systems with single-integrator dynamics. The objective is for multiple agents to cooperatively optimize a team objective function formed by a sum of local objective functions with only local interaction and information while explicitly taking into account nonuniform gradient gains, finite-time convergence, and a common convex constraint set. First, a distributed nonsmooth algorithm is introduced for a special class of convex objective functions that have a quadratic-like form. It is shown that all agents reach a consensus in finite time while minimizing the team objective function asymptotically. Second, a distributed algorithm is presented for general differentiable convex objective functions, in which the interaction gains of each agent can be self-adjusted based on local states. A corresponding condition is then given to guarantee that all agents reach a consensus in finite time while minimizing the team objective function asymptotically. Third, a distributed optimization algorithm with statedependent gradient gains is given for general differentiable convex objective functions. It is shown that the distributed continuous-time optimization problem can be solved even though the gradient gains are not identical. Fourth, a distributed tracking algorithm combined with a distributed estimation algorithm is given for general differentiable convex objective functions. It is shown that all agents reach a consensus while minimizing the team objective function in finite time. Fifth, as an extension of the previous results, a distributed constrained optimization algorithm with nonuniform gradient gains and a distributed constrained finite-time optimization algorithm are given. It is shown that both algorithms can be used to solve a distributed continuous-time optimization problem with a common convex constraint set. Numerical examples are included to illustrate the obtained theoretical results.
I. INTRODUCTION
D ISTRIBUTED optimization problems for multi-agent systems have received significant attention in the control community [1] - [16] . The objective is to solve an optimization problem cooperatively in a distributed manner where the team objective function is composed of a sum of local objective functions, each of which is known to only one agent. Earlier work about distributed optimization problems mostly concentrated on discrete-time algorithms. For example, article [1] gave a discrete-time projection algorithm where each agent is required to lie in a closed convex set and showed that all agents reach an optimal point in the intersection of all the convex sets even when the communication topologies are dynamically changing as long as the edge weight matrix is doubly stochastic. Moreover, articles [4] - [8] addressed distributed optimization problems with inequality-equality constraints or using other discrete-time algorithms and derived conditions to ensure that all agents converge to the optimal point or its neighborhood. Recently, some researchers turned their attention to distributed optimization problems for multi-agent systems with continuoustime dynamics. For example, article [9] proposed a continuoustime zero-gradient-sum algorithm. Article [10] and its extension [16] studied a continuous-time version of the work in [1] . Article [11] studied the continuous-time distributed optimization problem for undirected graphs and derived explicit expressions for a lower bound on the algorithm's convergence rate. Article [12] proposed a novel distributed continuous-time algorithm for distributed convex optimization by introducing a dynamic integrator. Founded on the work of [12] , articles [13] , [14] studied the distributed continuous-time optimization problem for general strongly connected balanced directed graphs and gave the estimate of the convergence rate of the algorithm.
Although excellent work has been presented in [1] - [16] to solve the distributed optimization problem, there are still issues that need to be addressed, in particular when nonuniform gradient or subgradient gains and finite-time convergence are taken into account. For example, in [5] , a distributed optimization problem with nonuniform subgradients was studied from a view point of stochastic theory, but by taking the mathematical expectation, it can be seen that the given algorithm uses uniform 0018-9286 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
subgradient gains in nature. In reality, it is a difficult task to keep the gradient or subgradient gains uniform for different agents all the time, in particular when the number of agents is huge. It is important and necessary to design algorithms for distributed optimization with nonuniform gradient gains. However, due to coexistence of the nonuniformity of the gradient gains and the nonlinearity of the gradients of the local objective functions, the convergence rates of the local objective functions are no longer uniform for the distributed optimization problem with nonuniform gradient gains and hence the existing approaches cannot be applied directly. Besides this aspect, most of the existing works on the distributed optimization problem (e.g., [1] - [16] ), studied only the asymptotical stability of the algorithm and rare results are concerned about the finite-time convergence of the algorithms. Due to the existence and the nonlinearity of the objective functions, the existing approaches for the distributed finite-time consensus problem (e.g., [17] , [18] ) cannot be extended directly to the distributed finite-time optimization problems. Though some results have been obtained in our previous works in [19] , [20] for the distributed finite-time optimization problem, they are limited to a special class of convex objective functions that have a quadratic-like form and the approaches cannot be applied to more general convex objective functions. It is meaningful and challenging to study the distributed finite-time optimization problem for more general convex objective functions.
In this paper, we are interested in solving the distributed optimization problem with general differentiable convex objective functions for continuous-time multi-agent systems with the consideration of nonuniform gradient gains, finite-time convergence, and a common convex constraint set. First, a distributed nonsmooth algorithm is introduced for a special class of convex objective functions that have a quadratic-like form. It is shown that all agents reach a consensus in finite time while minimizing the team objective function asymptotically. Second, an adaptive distributed algorithm is presented where the interaction gains of each agent can be self-adjusted based on local states. It is shown that the distributed continuous-time optimization problem can be solved when general differentiable convex local objective functions are taken into account. Third, to relax the synchronization requirement of the system on the gains of the gradients, a distributed algorithm with state-dependent gradient gains is given. It is shown that the optimization problem can be solved even though the gradient gains are not identical. After that, a distributed tracking algorithm combined with a distributed estimation algorithm is given. It is shown that all agents reach a consensus while minimizing the team objective function in finite time. Finally, as an extension of the previous results, a distributed constrained optimization algorithms with nonuniform gradient gains and a distributed constrained finite-time optimization algorithm are given. It is shown that both algorithms can be used to solve a distributed continuous-time optimization problem with a common convex constraint set.
II. NOTATION AND PRELIMINARIES
We adopt the following notation throughout this paper: R ; sgn(s) denotes a component-wise sign function of s; the symbol / denotes the division sign; Y − X denotes the relative complement set of X in Y for any two sets X and Y ; and P X (s) denotes the projection of the vector s onto the closed convex set X, i.e., P X (s) = arg mins ∈X s −s .
Let G(V, E, A) be a graph of order n, where V = {1, . . . , n} is the set of nodes, E ⊆ V × V is the set of edges, and A = [a ij ] ∈ R n ×n is the weighted adjacency matrix. An edge of (i, j) ∈ E denotes that agent i can obtain information from agent j. The weighted adjacency matrix A is defined as a ii = 0 and a ij = 1 if (i, j) ∈ E and a ij = 0 otherwise. The graph G is undirected if a ij = a j i for all i, j. The set of neighbors of node i is denoted by N i = {j ∈ V : (i, j) ∈ E}. A path is a sequence of edges of the form (i 1 , i 2 ), (i 2 , i 3 ), . . ., where i j ∈ V. The graph G is connected, if there is a path from every node to every other node. Lemma 1: [22] Let f 0 (s) : R m → R be a differentiable convex function. f 0 (s) is minimized if and only if ∇f 0 (s) = 0.
Lemma 2: [23] Suppose that Y = ∅ is a closed convex set in R m . The following two statements hold: (a) For any y ∈ R m , y − P Y (y) is continuous with respect to y and ∇
III. DISTRIBUTED CONTINUOUS-TIME OPTIMIZATION WITHOUT CONSTRAINTS
Consider a multi-agent system consisting of n agents. Each agent is regarded as a node in an undirected graph G(t), and each agent can interact with only its neighbors. Suppose that the agents satisfy the continuous-time dynamicṡ
where x i (t) ∈ R m is the state of agent i, and u i (t) ∈ R m is the control input of agent i. Our objective is to design u i (t) using only local interaction and information, such that all agents cooperatively find the optimal state s * that solves the optimization problem
where f i (s) : R m → R denotes the local objective function of agent i, which is convex, differentiable, and known only to agent i. Clearly, n i=1 f i (s) is also a differentiable function. The problem described above is equivalent to the problem that all agents reach a consensus while minimizing the team objective function
Assumption 1: Each set X i s ∇f i (s) = 0 is nonempty and bounded.
To illustrate Assumption 1, we consider the convex function f i (s) : R 2 → R:
By simple calculations, we have
Clearly, X i = {s| s ≤ 1} and hence f i (s) satisfies Assumption 1.
In Assumption 1, we only make assumptions on each f i (s) rather than the team objective function 
, and ∇f (y) 
On the other hand, since each f i (y) is lower bounded,
is lower bounded and hence its infimum exists, denoted by ω 2 . From (3), for any sufficiently large constant ω 3 > ω 2 , there exists a constant h l > 0 such that
is continuous with respect to y, from the property of a continuous function on a closed bounded set, we have the minimum set of n i=1 f i (y) inỸ is nonempty. That is, X is nonempty. Then by using the same analysis approach as for X i , it can be proved that X is bounded and closed.
Assumption 2: The length of the time interval between any two contiguous switching times is no smaller than a given constant, denoted by d w .
Arbitrary switching of the graph G(t) might lead to the Zeno behavior. Hence Assumption 2 is imposed to prevent the system from exhibiting the Zeno behavior. Throughout this paper, our analysis is founded on Assumption 2. For simplicity, this will not be repeatedly mentioned except when it is necessary.
A. Distributed Gradient Optimization
In this subsection, we design u i (t) for (1) to solve the convex optimization problem (2) . In particular, all agents are driven to reach a consensus in finite time while minimizing the team objective function as t → +∞. We propose the following algorithm
where α > 0 and γ > 0 are two constants. In (4), the role of the first term, α j ∈N i (t) sgn x j (t) − x i (t) , is to drive all agents to reach a consensus, while the second term, −γ∇f i (x i (t)), is a weighted negative gradient of f i (x i (t)) playing a role in minimizing f i (x i (t)).
Remark 1: As our algorithms discussed in this paper contain sign functions that is piecewise differentiable, the solution of the system (1) would be considered in the sense of Filippov [24] .
Assumption 3:
Let ∇f i (s) = σs + φ i (s), where σ ≥ 0 and φ i (s) < g for a certain positive number g and all s ∈ R m . In [2] , the subgradients of the local objective functions were assumed to be bounded and the most common quadratic convex functions were not considered. Under Assumption 3, when σ = 0, the gradient of each local objective function is bounded, and when σ > 0, the gradient of each local objective function contains a linear term and a bounded term, which includes the scenarios of [2] and the quadratic convex functions as special cases.
Proposition 1: Suppose that the graph G(t) is undirected and connected for all t and Assumptions 2 and 3 hold. For system (1) with algorithm (4), if α/γ > 2ng, all agents reach a consensus in finite time. That is, there exists a positive number T such that x j (t) = x i (t) for all t > T and all i, j ∈ I.
Proof: Consider the Lyapunov function candidate
It is clear that when V (t) = 0, x i (t) = x j (t) for all i, j. CalculatingV (t) along the solutions of system (1) with (4), we havė
where the second equality holds because
Under Assumption 3, (6) and (7) thatV
Consider the quantity
Therefore,
T sgn(x j (t) − x i (t)) for all i, j ∈ I from the relations of operator norms. It follows that
If α/γ > 2ng, it follows from (8) and (9) thaṫ
This implies that V (t) and hence
Integrating both sides of this inequality, we have
It is clear that V (t) converges to zero in finite time. Namely, all agents reach a consensus in finite time. Theorem 1: Suppose that the graph G(t) is undirected and connected for all t and Assumptions 1, 2 and 3 hold. For system (1) with algorithm (4), if α/γ > 2ng, all agents reach a consensus in finite time and minimize the team objective function (2) as t → +∞.
Proof: Define
Under Assumption 3, Proposition 1 holds. From Proposition 1, there exists a positive number T such that x i (t) = x * (t) for all t > T and all i ∈ I. Since the graph G(t) is undirected, it follows that for all t > T,
Consider the Lyapunov function candidate 2 for t > T . CalculatingV (t) along the solutions of (12), it follows from Lemma 2 and the convexity of
where∂Y denotes the boundary of Y . Since P X (s) ∈ X, from the definition of X, we have ρ > 0. Moreover, from Lemma 3,
In view of the arbitrariness of l 1 , letting l 1 → 0, we have lim t→+∞ x * (t) − P X (x * (t)) = 0. It follows from the definition of X that the team objective function (2) is minimized as t → +∞.
B. Distributed Adaptive Gradient Optimization Algorithm
In algorithm (4), it is required that the gains α and γ should be known to all agents and it can only be used to deal with quadraticlike convex objective functions. In this subsection, we design a distributed adaptive algorithm for (1) to solve the optimization problem (2) for general convex local objective functions. The algorithm is given by
where c 0 > 0 is an arbitrary constant. In (14) , the role of the first term,
, is to drive all agents to reach a consensus, while the second term,
Theorem 2: Suppose that the graph G(t) is undirected and connected for all t and Assumptions 1 and 2 hold. For system (1) with algorithm (14) , all agents reach a consensus in finite time and minimize the team objective function (2) as t → +∞.
Proof: We first show that all x i (t) remain in a bounded region. Under Assumption 1, it follows from Lemma 4 that all X i and X are nonempty closed bounded convex sets for all i. Therefore, there is a closed bounded convex set Y such that
CalculatingV (t), we havė
Since z ∈ X, from the convexity of the function f i (x i (t)),
Moreover, since the graph G(t) is undirected, similar to the proof of Proposition 1, we have
and
From (15), (16) and (17), we haveV
Now, we show that all agents reach a consensus in finite time. Let 0 < t k 1 ≤ t k 2 < t k +1,1 ≤ t k +1,2 denote the contiguous switching times for all k ∈ {1, 2, . . .} such that x i (t) = x j (t) for some two integers i, j ∈ I and all t ∈ [t k 1 , t k 2 ) and x i (t) = x j (t) for all i, j ∈ I and all t ∈ [t k 2 , t k +1,1 ). Suppose that consensus is not reached in finite time and
Then by a similar approach to the following case of +∞ k =1 (t k 2 − t k 1 ) = +∞, it can be shown that consensus can be reached in finite time, which is a contradiction.
Suppose that
Then from the dynamics of q ij (t), there must exist a pair of agents, denoted by i 0 = j 0 , such that lim t→+∞ q i 0 j 0 (t) = +∞. In the following, we prove that there exist a pair of agents, denoted by 
Since all x i (t) remain in a bounded region, x i 0 (t) − x j 0 (t) < ρ v for some positive constant ρ v . Let τ a (T 1 ) and τ b (T 1 ), respectively, denote the total time in the interval (T 0 , T 1 ) for any T 1 > T 0 for the case when (i 0 , j 0 ) ∈ G(t) and x i 0 (t) − x j 0 (t) = 0 and the case when there exist at least an agent i such that i ∈ N˜i(t) and x˜i(t) − x i (t) = 0 forĩ ∈ {i 0 , j 0 } and either
Since lim t→+∞ q i 0 j 0 (t) = +∞, from the dynamics of q ij (t), we have lim T 1 →+∞ τ a (T 1 ) = +∞ and hence from (18) we have lim T 1 →+∞ τ b (T 1 ) = +∞. That is, there exist a pair of 
, where x * (t) is defined in (11), for all t > T and all i ∈ I. Similar to the proof of Theorem 1, it can be proved that the team objective function (2) is minimized as t → +∞.
C. Distributed Optimization Algorithm With Nonuniform Gradient Gains
In the existing works, the gradient gains are usually assumed to be uniform and need to be known in advance, e.g., [1] . In this subsection, we extend to consider the nonuniform gradient gains based on the agents' states for general convex local objective functions. The algorithm is given bẏ
for all i. Here, the gain 1/ q i (t) is used to ensure the weighted gradient
to tend to zero as time evolves. In practical applications, it is hard for all agents to have a uniform system clock and know its value accurately at any time. So, we do not use the information of the system clock directly in the design of the gradient gains. Remark 2: Here, we use the inverse tangent functions and the exponential functions to guaranteeq i (t) to be upper and lower bounded by two positive constants (here the two constants are π 2 and π 4 ). As a matter of fact, there are some other functions, e.g., saturation function, that can be used to play the same role. For easy readability, we do not give the general form of such functions.
Theorem 3: Suppose that the graph G(t) is undirected and connected for all t and Assumptions 1 and 2 hold. For system (1) with algorithm (19) , all agents reach a consensus in finite time and minimize the team objective function (2) as t → +∞.
Proof: Note that π/4 ≤ arctan(e x i (s) ) ≤ π/2 for all s and all i. There exists a constant T > 0 such that
for all i and all t > T . Consider the Lyapunov function candidate V (t) =
n i=1 x i (t) − z 2 for z ∈ X and t > T . Under Assumption 1, it follows from Lemma 4 that all X i and X are nonempty closed bounded convex sets for all i. Let Y be a closed bounded convex set such that
all z j ∈ X j and all x i (t) / ∈ Y . Then similar to the proof of Theorem 2, it can be proved that all x i (t) and all ∇f i (x i (t)) are bounded for all t > T . That is, |f i (x i (t))| < μ c and ∇f i (x i (t)) < μ c for some constant μ c > 0, all i and all t > T . Moreover, note that X is bounded and each f i (s) is differentiable for all i and all s. Let μ c be sufficiently large such that μ c > 2n ∇f i (x i (t)) and μ c > f i (s) for all i, all t > T and all s ∈ X. Let T 0 > T be a constant such that
2 > μ c . Similar to the proof of Proposition 1, it can be proved that all agents reach a consensus in finite time. That is, there exists a constant T 1 > T 0 such that x i (t) = x * (t) for all i and all t > T 1 , where x * (t) is defined in (11) . Now, we prove that the team objective function (2) is minimized as t → +∞.
, where∂E denotes the boundary of E. Since P X (s) ∈ X, from the definition of X, we have ρ > 0. From Lemma 3,
arctan(e x * (s) )ds q * (t) and q i (t) = q * (t)/Δ i (t) for all i, j and t > T 1 , where
q * (t) ). Since the graph G(t) is undirected and connected, it follows that for all t > T 1 ,
On the other hand, recall that π/4 ≤ arctan(e x i (s) ) ≤ π/2 for all s and all i. From the definition of q * (t), there exists a constant
Consider the Lyapunov function candidateV (t) = 1 2 x * (t) − P X (x * (t)) 2 for t > T 2 . CalculatingV (t) along the solutions of (20) , it follows from Lemma 2 and the convexity of
/ ∈ E and all t > T 2 . Integrating both sides of this inequality from T 2 to t, we haveV (t) ≤ −(
. This implies that there exists a constant T 3 > T 2 for any
In view of the arbitrariness of l 1 , letting l 1 → 0, we have lim t→+∞ x * (t) − P X (x * (t)) = 0. That is, the team objective function (2) is minimized as t → +∞.
Remark 3: In the existing works, the gradient or subgradient gains are usually assumed to be uniform for all agents at any time instant, and moreover their values for all time instants need be known in advance. For example, in [2] , for discrete-time multiagent systems, the gains should satisfy that , k = 0, 1, . . .. To determine the gains, the exact time clock (i.e., k in the discrete-time case) should be known by all agents and the values of the gains for all agents need be kept identical at any time instant. In contrast, in this paper, the gradient gains in algorithm (19) are state-dependent and can be self-adjusted based on the agents' current states. At each time instant, the agents only need to know their current states x i (t) to determine their own gains and there is no need to know the current time clock (i.e., t in the continuous-time case). Note that while x i (t) is a function of time, the agents do not use the current time to calculate x i (t) but instead the states are obtained by measurements without the need for explicitly knowing the exact clock. The gradient gains can be different for different agents, which might distinctly relax the synchronization requirement on the system. In [5] , a distributed algorithm with nonuniform subgradient gains was also given to solve the distributed optimization problem, but the algorithm can only be used in the stochastic sense. By taking the mathematical expectation, it uses uniform subgradient gains for all agents in nature.
D. Distributed Finite-Time Optimization Algorithm
Most of the existing works on the distributed optimization problem (e.g., [1] - [16] ) as well as the algorithms introduced in Section III.A-III.C, studied only the asymptotic stability of the algorithm, and are rarely concerned with the finite-time convergence of the algorithms. To this end, in this subsection, we design one algorithm for (1) such that distributed optimization can not only be achieved, but achieved in finite time.
The finite-time algorithm for system (1) is given bẏ
where c 0 > 0 is an arbitrary constant, and θ i (t) and ψ i (t) are the internal states of the dynamic averaging estimator for all i. Here the dynamic averaging estimator is motivated by [21] . Here, to eliminate the singular point of the function x x , we define x x = 0 when x = 0. In algorithm (22) , the role of θ i (t) is to estimate the average derivative of all local objective functions f i (x i (t)) with respect to x i (t), the role of the time-varying gains p ij (t) is to ensure the influence of ∇ 2 f i (x * (t))ẋ * (t) on the tracking of the average derivative of all f i (x i (t)) to vanish to zero as time evolves, and the role of the time-varying gains q ij (t) is to force all agents to reach a consensus and move along the negative direction of the average derivative of all local objective functions f i (x i (t)).
Remark 4: There are three difficulties in the analysis of system (1) with algorithm (22) : (a) this system is a time-varying system with a strong nonlinearity since the interaction gains p ij (t) and q ij (t) are time-varying and this system contains a strongly nonlinear term ∇ 2 f i (x * (t))ẋ * (t) as shown later in (31); (b) there exist four strong couplings: the first one is between the variables θ i (t) and x i (t) in each agent; the second one is among the variables θ i (t) for neighbor agents; the third one is among the variables x i (t) for neighbor agents; and the last one is between the variables θ i (t) and x j (t) for neighbor agents; (c) each ∇f i (x i (t)) and each ∇ 2 f i (x * (t)) are not bounded and hence θ i (t) might tend to infinity as time evolves, which might destroy the system stability.
Assumption 4:
is continuous with respect to s, and either one of the following conditions holds:
(a) There exists a scalar δ > 0 and a vectors ∈ X such that
There is a neighborhood of X, denoted by S, and a uniform constant 0 < c s ≤ 1 such that (s − P X (s))
Below are some lemmas that will be used in the proof of the main theorem.
Lemma 5: Let Z be a closed bounded convex set containing X, ands be defined in Assumption 4(a). Under Assumption 4(a), there exists a uniform constant 0 < c x ≤ 1 such that (s −s)
Proof: As all f i (s) are twice differentiable convex functions,
is a twice differentiable convex function as well. It follows that
for all s 0 ∈ X and all s ∈ Z − X. If this lemma does not hold, there exists a sequence of vectors
m be an arbitrary unit vector for any k. Under Assumption 4(a),s + 1 2 δd k ∈ X for all k, where δ is defined in Assumption 4(a). In view of the arbitrariness of the direction d k , we can adopt a proper d k such that 
is upper bounded by a negative constant as k → +∞, which contradicts with (23) .
Lemma 6: Consider the system given byẏ(
. Let Z be a closed bounded convex set containing X. If y(t) ∈ Z for all t and Assumption 4 holds, there exists a constant T > 0 such that y(t) ∈ X for all t > T .
Proof: (a) Under Assumption 4(a), Lemma 5 holds and consider the Lyapunov function candidate V a (t) = y(t) −s for all t. CalculatingV a (t), we havė
for a constant c x > 0 and all y(t) ∈ Z − X. Integrating both sides of this inequality, we have V a (t) − V a (0) ≤ −c x t for all y(t) ∈ Z − X. It is clear that there exists a constant T > 0 such that y(t) ∈ X for all t > T . 
for all y(t) ∈ S. Similar to the proof of Lemma 4,
y −P X (y ) > 0, where∂S denotes the boundary of the set S. From Lemma 3, it follows that
for some constant > 0 and any y(t) ∈ Z − S. Since Z is bounded,
for some constant > 0 and any y(t) ∈ Z − S. Consider the Lyapunov function candidate V b (t) = y(t) − P X (y(t)) for all t. In the same way as the proof of (a), it can be proved that there exists a constant T > 0 such that y(t) ∈ X for all t > T .
Remark 5:
Under Assumption 4(a), X is a nonempty closed convex set and contains at least one interior point while Assumption 4(b) considers the case that X has no interior points and excludes the singular situation where
i.e., 1 n n i=1 ∇f i (s) tends to be orthogonal to s − P X (s) as s converges to X. In [25] , some finite-time results are given for nonconvex functions, but when convex functions are considered, the results can only be used to a special case of Assumption 4(b) because the convexity of the functions was not fully exploited.
Lemma 7: Suppose that the graph G(t) is undirected and connected for all t and Assumptions 1, 2 and 4 hold. For system (1) with algorithm (22) , the following statements hold:
(a) x i (t) ∈ Z for all t and a closed bounded region Z and there exists a constant T 0 > 0 such that x i (t) = x j (t) for all t > T 0 ; (b) Each θ i (t) is bounded for all i and all t. Proof: Under Assumption 1, it follows from Lemma 4 that all X i and X are nonempty closed bounded convex sets for all i. Consider the Lyapunov function candidate
m for some constant L 0 > 0 be a closed bounded convex set such that
for any y / ∈ Y and
for all y ∈ Y . Then, from the triangle relationship, for any y / ∈ Y , the angle between y − P X i (y) and y − z 0 is no larger than
for all i and any y / ∈ Z. We first consider the case where θ i (t) = θ j (t) or x i (t) = x j (t) for some i = j. Suppose that there exists an agent i 0 such that x i 0 (t) / ∈ Z. Then there must exist an agent i 1 such that x i 0 (t) = x i 1 (t) / ∈ Z and gc i 1 (t) = 0. If this is not true, from (22) , x j (t) = x i 0 (t) / ∈ Z and θ j (t) = θ i 0 (t) for all j ∈ N i 0 (t). Since the graph G(t) is undirected and connected, it follows that x i (t) = x j (t) / ∈ Z and θ i (t) = θ j (t) for all i, j. This yields a contradiction. Without loss of generality, suppose that (16) and (27), we havė
From (22), (25) and (26), we have (
Now, we consider the case where θ i (t) = θ j (t) and x i (t) = x j (t) for all i, j. CalculatingV (t), we havė
Since G(t) is connected and ψ i (0) = 0 for all i, we have n i=1ψ i (t) = 0 and thus
for all t. Since θ i (t) = θ j (t) and x i (t) = x j (t) for all i, j, we have
for all i. Moreover, since z 0 ∈ X, from the convexity of the functions f i (s), we have
It follows from (28), (29) and (30) thatV (t) ≤ 0. Summarizing both cases, we haveV (t) ≤ 0 if there exists an agent i such that x i (t) / ∈ Z. Since x i (0) ∈ Z, then x i (t) ∈ Z for all i and all t. Then similar to the proof of Theorem 2, it can be proved that there exists a constant T 0 > 0 such that
, where x * (t) is defined in (11) , for all i and all t > T 0 . It is clear thaṫ
where |A 1k (t)| ≥ 1 and |A 2k (t)| ≥ 1 denote, respectively, the cardinality of A 1k (t) and A 2k (t). It is clear that the kth component of eachθ i (t) can be written aṡ
n . From the dynamics of p ij (t), we haveṗ ij (t) = 1 for any (i, j) ∈ C 1k (t).
Note that the number of all parameters p ij is finite, denoted by n e , and it takes at most nd μ time for each p ij to increase from 0 to nd μ at the rate of 1. Sinceθ k (t) ≤ d μ and especiallẏ θ k (t) < 0 when α(t) > nd μ , we have that it takes at most nn e d μ time for α(t) to increase to nd μ whenθ k (t) = θ k (t).
μ for all t > T 1 . Thus,θ k (t) is upper bounded for all t and all k. In the same way, it can be proved that θ k (t) is lower bounded for all t and all k. Thus, θ i (t) is bounded for all i and all t. Theorem 4: Suppose that the graph G(t) is undirected and connected for all t and Assumptions 1, 2 and 4 hold. For system (1) with algorithm (22) , all agents reach a consensus and minimize the team objective function (2) in finite time.
Proof: Under Assumptions 1, 2 and 4, Lemma 7 holds. Hence, x i (t) ∈ Z for all t and a closed bounded region Z and there exists a constant T 0 > 0 such that x i (t) = x j (t) = x * (t), where x * (t) is defined in (11) , for all i and all t > T 0 . Moreover, from Lemma 7, each θ i (t) is bounded for all i and all t. Then, similar to the proof of Theorem 2, it can be proved that all θ i (t) reach a consensus in finite time. That is, there exists a number
for all t > T 1 . Recalling (29), from Lemma 6, the team objective function (2) will be minimized in finite time. Remark 6: Due to the existence and the nonlinearity of the objective functions, the existing approaches for the distributed finite-time consensus problem (e.g., [17] , [18] ) cannot be extended directly to the distributed finite-time optimization problems, which need to consider the finite-time convergence of the consensus of the agents and the finite-time convergence of the objective functions simultaneously. Although some results have been obtained in our previous works in [19] , [20] for the distributed finite-time optimization problem, they are limited to a special class of convex objective functions that have a quadraticlike form and the approaches cannot be applied to more general convex objective functions.
IV. DISTRIBUTED CONTINUOUS-TIME OPTIMIZATION WITH A COMMON CONVEX CONSTRAINT SET
In this section, we will extend the results in Sections III.C and III.D and design algorithms for system (1) to solve a distributed optimization problem with a common convex constraint set as follows
where H is a closed convex set. Theorem 6: Suppose that the graph G(t) is undirected and connected for all t and Assumptions 1, 2 and 5 hold. For system (1) with algorithm (34), all agents reach a consensus and minimize the team objective function (32) in finite time.
Proof: This theorem can also be proved based on the ideas of the proofs of Theorems 4 and 5 and hence its proof is omitted.
V. SIMULATIONS
Consider a multi-agent system with 8 continuous-time agents in R 2 . For the algorithms (14) , (19) , (22), (33) and (34), the communication graph is randomly switched among connected graphs, the union of which is shown in Fig. 1 . The local objective functions are adopted as Figs. 2-6 . We use dash-dot lines to denote the two components of the optimal state. Specifically, for the algorithms (14) and (19) , consensus is reached, respectively, at about 2.1 s and 2.2 s and the team objective function (2) is minimized as t → +∞. For algorithm (22) , consensus is reached at about 2.2 s and the team objective function (2) is minimized at about 2.5 s. For the algorithm (33), consensus is reached at about 1 s and the team objective function (32) is minimized as t → +∞. For algorithm (34), consensus is reached at about 1.7 s and the team objective function (32) is minimized at about 2.6 s. Clearly, all these simulation results are consistent with the obtained theorems.
VI. CONCLUSION
In this paper, a distributed continuous-time optimization problem was studied with the consideration of nonuniform gradient gains, finite-time convergence, and a common convex constraint set. Six distributed algorithms were given. The first three and the fifth dealt with a distributed gradient optimization problem for general differentiable convex local objective functions. The fourth and the sixth dealt with a distributed finite-time optimization problem using a combination of a distributed tracking algorithm and a distributed dynamic averaging estimator. For the first three and the fifth algorithms, it has been shown that the agents reach a consensus in finite time while minimizing the team objective function as time evolves. In particular, it has been shown that the third and the fifth algorithms can be used to deal with general differentiable convex local objective functions with nonuniform gradient gains, and their gradient gains are state-dependent and need not to be known in advance. For the fourth and the sixth algorithms, it has been shown that all agents reach a consensus while minimizing the team objective function in finite time. In addition, it has been shown that the last two algorithms can be used to deal with a distributed continuous-time optimization problem with a common convex constraint set. Our future work will be directed towards the case of directed graphs with nonuniform convex constraint sets.
