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Abstract
In this paper, we consider the stability to the global large solutions of 3-D incompressible Navier–Stokes
equations in the anisotropic Sobolev spaces. In particular, we proved that for any s0 ∈ ( 12 ,1), given a global
large solution v ∈ C([0,∞);H 0,s0(R3) ∩ L3(R3)) of (1.1) with ∇v ∈ L2loc(R+,H 0,s0(R3)) and a diver-
gence free vector w0 = (wh0 ,w30) ∈ H 0,s0 (R3) satisfying ‖wh0‖H 0,s  cs,w30,v for some sufficiently small
constant depending on s ∈ ( 12 , s0), v, and ‖w30‖H 0,s , (1.1) supplemented with initial data v(0) + w0 has
a unique global solution in u ∈ C([0,∞);H 0,s0(R3)) with ∇u ∈ L2(R+,H 0,s0(R3)). Furthermore, uh is
close enough to vh in C([0,∞);H 0,s (R3)).
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the stability to the global large solutions of the classical (isotropic)
Navier–Stokes equations in the anisotropic Sobolev spaces:
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where u(t, x) denote the fluid velocity and p(t, x) the pressure and x = (xh, x3) a point of R3 =
R2 × R.
In the pioneering paper [14], J. Leray proved the global existence of weak solutions to (1.1)
with initial data in L2(Rd). Yet their uniqueness (or propagation/breakdown of regularity for
smooth data) has remained to be the biggest open question in the mathematical theory of the
incompressible fluid mechanics except the two-dimensional case. On the other hand, given a
global large solution u ∈ L∞loc([0,∞);H 1(R3)) ∩ L2loc([0,∞);H 2(R3)), G. Ponce, R. Racke,
T.C. Sideris and E.S. Titi [16] proved its global stability under the additional assumption that∫∞
0 ‖∇u(t)‖4L2 dt < ∞. This additional assumption was later removed by I. Gallagher, D. Iftimie
and F. Planchon in [9]. In fact, the authors [9] proved more general stability results for the global
large solutions to (1.1) in the scaling invariant spaces.
The stability result presented in this paper is very much motivated by recent studies [4,8,15,
17] to the global wellposedness of the so-called anisotropic Navier–Stokes system, where the
usual Laplacian is substituted by the Laplacian in the horizontal variables, namely:
⎧⎪⎨⎪⎩




Systems of this type appear in geophysical fluids (see for instance [5]). It has been studied first
by J.-Y. Chemin, B. Desjardins, I. Gallagher and E. Grenier in [4] and D. Iftimie in [11] where















L2 + ‖u‖2H˙ 0,s , (1.3)
for s = 12 + ε and ε > 0. Moreover, it has also been proved that if the initial data u0 is small





for some sufficiently small constant c, then they have a global wellposedness result. Let us notice
that the space in which uniqueness is proved is the space of continuous functions with value
in H 0,
1
2 +ε and the horizontal gradient of which belongs to L2([0, T ];H 0, 12 +ε).
Before going further, we first recall the following operators of localization in Fourier space,
for q ∈ Z,











vq ′a for q ∈ Z,
viq a = vqa for q  0, and vi−1a = Sv0a, (1.4)
where Fa and aˆ denote the Fourier transform of the function a, and ϕ a function in D([ 34 , 83 ]),







With the introduction of the anisotropic dyadic operators defined in (1.4), we recall the fol-
lowing Besov–Sobolev type space B0, 12 , which was first introduced by D. Iftimie in [10] to study
the wellposedness of the classical Navier–Stokes system.
Definition 1.1. We denote by B0, 12 the space of distributions, which is the completion of S(R3)









Definition 1.2. We denote by B0, 12 (T ) the space of distributions, which is completion of the
space C∞([0, T ],S(R3)) by the norm:







(∥∥va∥∥L∞T (L2(R3)) + ∥∥∇hva∥∥L2T (L2(R3))).
In [15], M. Paicu proved the following wellposedness result for (1.2):
Theorem 1.1. If u0 ∈ B0, 12 with divu0 = 0, then a positive time T exists such that the system
(1.2) has a unique solution u in B0, 12 (T ). Moreover, a constant c exists such that
‖u0‖B0, 12  c 	⇒ T = +∞.
This result was recently generalized by Chemin and Zhang in [8] for initial data in Besov–
Sobolev type space of negative indices. More recently, Zhang [17] claimed the following result:
Theorem 1.2. A positive constant C1 exists such that if u0 ∈ B0, 12 which satisfies divu0 = 0 and
C1
∥∥uh0∥∥B0, 12 exp{C1∥∥u30∥∥4B0, 12 } 1,
then (1.2) has a unique global solution in B0, 12 (∞).
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Section 3 (see Theorem 3.1) below, we shall present a theorem to this type in the framework of
anisotropic Sobolev spaces. And we shall comment more about the gap in [17] in Remark 3.1.
We should point out that: although the proof presented in [17] might not be correct, its main idea
plays a very important role in the proof of Theorem 3.1.
Now we present the main result of this paper:
Theorem 1.3.
(a) (Wellposedness) Let s0 > 12 and w0 = (wh0 ,w30) ∈ H 0,s0(R3) with divw0 = 0. Then there
exists a small enough constant ε0 and some C0 > 0 such that if
η0
def= ∥∥wh0∥∥2H 0,s0 exp{C0∥∥w30∥∥4H 0,s0 } ε0, (1.5)
the system (1.1) with initial data w0 has a unique global solution w ∈ C([0,∞);H 0,s0(R3))
with ∇w ∈ L2(R+;H 0,s0(R3)). Moreover, there holds∥∥wh∥∥2
L∞(R+;H 0,s0 ) +
∥∥∇wh∥∥2
L2(R+;H 0,s0 )  Cη0 and∥∥w3∥∥2
L∞(R+;H 0,s0 ) +
∥∥∇w3∥∥2
L2(R+;H 0,s0 )  2
∥∥w30∥∥2H 0,s0 + η0. (1.6)
(b) (Stability) Let 12 < s < s0 < 1, let v ∈ C([0,∞);H 0,s0(R3) ∩ L3(R3)) with ∇v ∈ L2loc(R+,
H 0,s0(R3)) be a global large solution to (1.1) with initial data v0. There exists a small
positive constant cs,w30,v which depends on s, ‖w
3
0‖2H 0,s , ‖v‖L∞(R+;L3) and
‖v‖s0,∞ def= ‖v‖L∞(R+;H 0,s0 ) + ‖∇v‖L2(R+;H 0,s0 )
such that if w0 = (wh0 ,w30) ∈ H 0,s0(R3) satisfies
divw0 = 0 and
∥∥wh0∥∥H 0,s  cs,w30,v, (1.7)
(1.1) supplemented with initial data u0 = v0 + w0 has a unique global solution in u ∈
C([0,∞);H 0,s0(R3)) with ∇u ∈ L2(R+,H 0,s0(R3)). Moreover, let w be the unique global




L∞(R+;H 0,s ) +
∥∥∇(u− v −w)∥∥2
L2(R+;H 0,s )  Cs,w30,v
∥∥wh0∥∥ 2θ3H 0,s , (1.8)
for some Cs,w30,v depending on s, ‖w
3
0‖H 0,s , ‖v‖L∞(R+;L3) and ‖v‖s0,∞.





1252 G. Gui, P. Zhang / Advances in Mathematics 225 (2010) 1248–1284Therefore ‖v‖L∞(R+;L3) is finite. And we shall prove in Proposition 5.1 that both ‖v‖L∞(R+;H 0,s0 )
and ‖∇v‖L2(R+,H 0,s0 ) are finite.
The paper is organized as follows. In Section 2, we first recall some basic facts from
Littlewood–Paley theory, and then derive some product and inner-product estimates which will
be used in the subsequent sections. In Section 3, we prove a wellposedness result for (1.2) under
the assumption that the horizontal component of the initial data is small enough compared to the
vertical one, more precisely (3.1). In Section 4, we present a decay estimate for small solutions
of (1.1). Finally in the last section, we establish the uniform estimates for ‖v‖L∞(R+;H 0,s0 ) and‖∇v‖L2(R+,H 0,s0 ) and give the proof of Theorem 1.3.
Let us end this introduction by the notations we are going to use in the sequel.
Notations. Let A, B be two operators, we denote [A;B] = AB −BA, the commutator between
A and B , a  b, we means that there is a uniform constant C, which may be different on different
lines, such that a  Cb. We shall also denote by (a|b)L2 (or (a|b) for short) the L2(R3) inner





h)) the space L
r([0, T ];Lq(Rx3;Lp(Rx1 × Rx2))), and similar convention for
LrT (H˙
0,s ) and LrT (H 0,s).
2. Preliminaries
In this section, we shall apply Littlewood–Paley analysis to study some product and inner-
product estimates, which will be used in the subsequent sections. For the convenience of the
readers, we first recall the following lemma from [2,3,8]:
Lemma 2.1. Let Bv be a ball of Rv , and Cv a ring of Rv; let 1 p ∞ and 1 q2  q1 ∞.
Then there holds:
If the support of aˆ is included in 2Bv , then
∥∥∂β3 a∥∥Lq1v (Lph )  2(β+( 1q2 − 1q1 ))‖a‖Lq2v (Lph ).








∥∥∂N3 a∥∥Lq1v (Lph ).
In the sequel, we shall frequently use the following anisotropic version of Bony’s para-
differential decomposition [1]: let a, b ∈ S ′(R3), then











Sometimes, we shall also use its inhomogeneous version.








































































Note that for any fixed x3, there holds
∥∥vq(a)(·, x3)∥∥L4h  ∥∥vq(a)(·, x3)∥∥ 12L2∥∥∇hvq(a)(·, x3)∥∥ 12L2,
from which and Lemma 2.1, we deduce that
∥∥vq(a)∥∥L2v(L4h)  ∥∥vq(a)∥∥ 12L2∥∥∇hvq(a)∥∥ 12L2  cq2−qs‖a‖ 12H˙ 0,s‖∇ha‖ 12H˙ 0,s and∥∥Svq (a)∥∥L∞v (L4h)  ∑−1q ′max(q−1,0)2
q′
2
∥∥viq ′ (a)∥∥L2v(L4h)  ‖a‖ 12H 0,s‖∇ha‖ 12H 0,s (2.4)


















































This proves (2.2). A similar proof ensures (2.3), and we omit the details here. 
Remark 2.1. Let 12 < s < s0, and a, b ∈ H 0,s0(R3). Modifying the proof of (2.2) a little bit, one



















We shall use this inequality in the last step of the proof to Theorem 1.3 in Section 4.






















+ ∥∥∇hah∥∥ 12H˙ 0,s‖b‖ 12H 0,s )∥∥∇hah∥∥ 12H˙ 0,s‖∇hb‖ 12H 0,s ]. (2.6)
Proof. The main idea of the proof to this lemma essentially follows from that of Lemma 3 of [4]
and Proposition 3.3 of [8]. But comparably here the estimate (2.6) is more delicate concerning
the homogeneous and inhomogeneous norms of a, b. Noticing that the right-hand side of (2.6)
does not contain term with ∂3b, we distinguish the terms with horizontal derivatives from the
terms with vertical ones so that
Iq
def= (vq(a · ∇b)|vqb)L2 def= Ihq + I vq ,
with
Ihq
def= (vq(ah · ∇hb)|vqb)L2 and I vq def= (vq(a3∂3b)|vqb)L2 .











∥∥∇hah∥∥ 12H 0,s‖∇hb‖H˙ 0,s
+ ∥∥ah∥∥ 12 0,s∥∥∇hah∥∥ 12 0,s‖∇hb‖H 0,s )‖b‖ 12 0,s‖∇hb‖ 12 0,s . (2.7)H˙ H˙ H˙ H˙
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from [4,8]. Toward this, we first use Bony’s decomposition (2.1) for a3∂3b and then a commutator



































def= I 1,vq + I 2,vq + I 3,vq + I 4,vq . (2.8)
In what follows, we shall successively estimate all the terms above. Firstly as diva = 0, we get








from which and (2.4), we deduce that
∣∣I 1,vq ∣∣ ∥∥Svq−1(divh ah)∥∥L∞v (L2h)∥∥vqb∥∥2L2v(L4h)  c2q2−2qs∥∥divh ah∥∥H 0,s‖b‖H˙ 0,s‖∇hb‖H˙ 0,s .















3(xh, τy3 + (1 − τ)x3)dτ
× (y3 − x3)∂3vq ′b(xh, y3) dy3 vqb(x) dx,
where h(x3)
def= F−1(ϕ(|ξ3|))(x3). Applying Lemma 2.1, Young’s inequality and (2.4) yields∣∣I 2,vq ∣∣ ∑
|q−q ′|5
2q
′−q∥∥Svq ′−1∂3a3∥∥L∞v (L2h)∥∥vq ′b∥∥L2v(L4h)∥∥vqb∥∥L2v(L4h)
 c2q2−2qs
∥∥divh ah∥∥H 0,s‖b‖H˙ 0,s‖∇hb‖H˙ 0,s .
Whereas thanks to Lemma 2.1 and diva = 0, we have
∥∥vqa3∥∥L∞v (L2h)  2− q2 ∥∥vq∂3a3∥∥L2  cq2−q(s+ 12 )∥∥divh ah∥∥H˙ 0,s and∥∥vqa3∥∥ ∞ 2  2− q2 ∥∥vq∂3a3∥∥ 2  cq2− q2 ∥∥divh ah∥∥ 2 for q  0, (2.9)Lv (Lh) L L
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∥∥divh ah∥∥H 0,s‖b‖H˙ 0,s‖∇hb‖H˙ 0,s ,
as s > 12 . Finally again thanks to Lemma 2.1, we obtain
∣∣I 4,vq ∣∣ ∑
q ′q−N0
2q
′∥∥vq ′a3∥∥L2∥∥Svq ′+2b∥∥L∞v (L4h)∥∥vqb∥∥L2v(L4h)
 c2q2−2qs
∥∥divh ah∥∥H˙ 0,s‖b‖ 12H 0,s‖∇hb‖ 12H 0,s‖b‖ 12H˙ 0,s‖∇hb‖ 12H˙ 0,s .
This gives the estimate of I vq . Combining (2.7) and (2.8), we complete the proof of Lem-
ma 2.3. 
To handle the pressure term in (1.1), we need to use the following lemma:











[∥∥∇ha3∥∥H 0,s∥∥ah∥∥H˙ 0,s∥∥∇hah∥∥H˙ 0,s
+ (∥∥ah∥∥ 12
H 0,s
∥∥∇hah∥∥ 12H 0,s + ∥∥a3∥∥ 12H 0,s∥∥∇ha3∥∥ 12H 0,s )∥∥ah∥∥ 12H˙ 0,s∥∥∇hah∥∥ 32H˙ 0,s ].
Proof. Motivated by [12,17], here we again distinguish the terms with horizontal derivatives













































∥∥∇hah∥∥ 12H 0,s∥∥ah∥∥ 12H˙ 0,s∥∥∇hah∥∥ 32H˙ 0,s . (2.10)








3)|vq divh ah). (2.11)






















and a similar proof of (2.4) ensures
∥∥vq(−)−1∂3 divh ah∥∥L2v(L4h)  ∥∥vq(−)−1∂3 divh ah∥∥ 12L2∥∥∇hvq(−)−1∂3 divh ah∥∥ 12L2







∥∥vq ′(ak)∥∥L2v(L4h)∥∥Svq ′+2(∂ka3)∥∥L∞v (L2h)∥∥vqah∥∥ 12L2∥∥∇hvqah∥∥ 12L2 ,
applying (2.4) gives ∣∣Pv,2q ∣∣ c2q2−2qs∥∥∇ha3∥∥H 0,s∥∥ah∥∥H˙ 0,s∥∥∇hah∥∥H˙ 0,s . (2.13)

















+ (vq∂3(Svq ′−1(∂3a3)vq ′(a3))|vq(−)−1 divh ah)
]
,




















∥∥Svq ′−1(ah)∥∥L∞v (L4h) + 2q ′∥∥Svq ′−1(a3)∥∥L∞v (L4h)]




[∥∥Svq ′−1(ah)∥∥L∞v (L4h) + ∥∥Svq ′−1(a3)∥∥L∞v (L4h)]
× ∥∥vq ′(∂3a3)∥∥L2∥∥vqah∥∥ 12L2∥∥∇hvqah∥∥ 12L2 .
Then applying (2.4) and diva = 0 ensures that
∣∣Pv,1q ∣∣ c2q2−2qs[∥∥ah∥∥ 12H 0,s∥∥∇hah∥∥ 12H 0,s
+ ∥∥a3∥∥ 12
H 0,s
∥∥∇ha3∥∥ 12H 0,s ]∥∥ah∥∥ 12H˙ 0,s∥∥∇hah∥∥ 32H˙ 0,s . (2.14)
Combining (2.10)–(2.14), we complete the proof of Lemma 2.4. 












∥∥∇hah∥∥ 12H 0,s∥∥ah∥∥ 12H˙ 0,s∥∥∇hah∥∥ 12H˙ 0,s∥∥∇ha3∥∥H˙ 0,s
+ ∥∥∇ha3∥∥H 0,s∥∥ah∥∥H˙ 0,s∥∥∇hah∥∥H˙ 0,s
+ ∥∥ah∥∥ 12
H 0,s
∥∥∇hah∥∥ 12H 0,s∥∥ah∥∥ 12H˙ 0,s∥∥∇hah∥∥ 32H˙ 0,s ]. (2.15)
In fact, by virtue of (2.11), a similar proof of (2.13) gives









∥∥∇hah∥∥ 12H 0,s∥∥ah∥∥ 12H˙ 0,s∥∥∇hah∥∥ 12H˙ 0,s∥∥∇ha3∥∥H˙ 0,s
+ ∥∥ah∥∥ ˙ 0,s∥∥∇hah∥∥ ˙ 0,s∥∥∇ha3∥∥ 0,s ],H H H
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of the velocity field of (1.2) (see the proof of Theorem 3.1 below).
The proof of Lemma 2.4 also ensures the following corollary:













∥∥∇hah∥∥H 0,s (∥∥∇hah∥∥H 0,s + ∥∥∇ha3∥∥H 0,s ).
































def= Ph + Pv.











































which along with (2.16) ensues that


















This completes the proof of the corollary. 
3. The global wellposedness of (1.2)
The aim of this section is to prove the following global wellposedness result for (1.2):
Theorem 3.1. Let s0 > 12 be a real number, and u0 be a divergence free vector field in H 0,s0(R3).
Then there exists a small enough constant ε0 and some positive constant C0 such that if
η0
def= ∥∥uh0∥∥2H 0,s0 exp{C0∥∥u30∥∥4H 0,s0 } ε0, (3.1)
the system (1.2) has a unique global solution u ∈ C([0,∞);H 0,s0(R3)) with ∇hu ∈ L2(R+;
H 0,s0(R3)). Moreover, there holds
∥∥uh∥∥2
L∞(R+;H 0,s0 ) +
∥∥∇huh∥∥2L2(R+;H 0,s0 )  Cη0 and∥∥u3∥∥2
L∞(R+;H 0,s0 ) +
∥∥∇hu3∥∥2L2(R+;H 0,s0 )  2∥∥u30∥∥2H 0,s0 + η0. (3.2)
Remark 3.1. In fact, the only gap in the proof of Theorem 1.2 lies in the proof of Proposition 3.2






























as it claimed in [17], where both (dj )j∈Z and (dj (t))j∈Z are generic elements in 1(Z) with
the norm of which equal to 1. With this technical difficulty, we do not know how to work out
Theorem 1.2 in the framework of B0, 12 and that is the reason why we choose to work this problem
in the setting of anisotropic Sobolev space here.
G. Gui, P. Zhang / Advances in Mathematics 225 (2010) 1248–1284 1261Proof. Motivated by [17], we first rewrite (1.2) as follows:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂tu
h + u · ∇uh −huh + ∇hp = 0,
∂tu
3 + u · ∇u3 −hu3 + ∂3p = 0,
divhuh + ∂3u3 = 0,(
uh,u3
)|t=0 = (uh0, u30).
(3.3)
We shall use the classical Friedrichs’ regularization method to construct the approximate solu-
tions to (3.3). For simplicity, we just outline it here (for the details in this context, see [15] or [3]).
In order to do so, let us define the sequence of operators (Pn)n∈N by
Pna
def= F−1(1B(0,n)aˆ)
and we define (uhn,u3n) via⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tu
h






























where (−)−1∂j ∂k is defined precisely by
(−)−1∂j ∂ka def= F−1
(|ξ |−2ξj ξkaˆ).
Because of properties of L2 and L1 functions the Fourier transform of which are supported in
the ball B(0, n), the system (3.4) appears to be an ordinary differential equation in the space
L2n
def= {a ∈ L2(R3): Supp aˆ ⊂ B(0, n)}.




∥∥∇hun(t ′)∥∥2L2 dt ′ = ‖Pnu0‖2L2  ‖u0‖2L2 . (3.5)
We refer to [3] and [15] for the details.
Now let us turn to the uniform estimates for thus obtained approximate solutions. We first
apply vq to the horizontal equations in (3.4) and then take the L2 inner product of the resulting
equation with vuh to getq n
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dt
∥∥vquhn(t)∥∥2L2 + 2∥∥∇hvquhn(t)∥∥2L2














[(∥∥uhn∥∥ 12H 0,s0∥∥∇huhn∥∥ 12H 0,s0 + ∥∥u3n∥∥ 12H 0,s0∥∥∇hu3n∥∥ 12H 0,s0 )∥∥uhn∥∥ 12H˙ 0,s0
× ∥∥∇huhn∥∥ 32H˙ 0,s0 + (∥∥∇huhn∥∥H 0,s0 + ∥∥∇hu3n∥∥H 0,s0 )∥∥uhn∥∥H˙ 0,s0∥∥∇huhn∥∥H˙ 0,s0 ](t).
Multiplying 22qs0 to the above inequality and summing up for q ∈ Z, then integrating the result-
ing equation on [0, t], we reach





(∥∥uhn∥∥H 0,s0∥∥∇huhn∥∥2H 0,s0 + ∥∥∇hu3n∥∥H 0,s0∥∥uhn∥∥H 0,s0∥∥∇huhn∥∥H 0,s0
+ ∥∥u3n∥∥ 12H 0,s0∥∥∇hu3n∥∥ 12H 0,s0∥∥uhn∥∥ 12H 0,s0∥∥∇huhn∥∥ 32H 0,s0 )(t ′)dt ′. (3.6)
Whereas a standard energy estimate applied to the uhn equations of (3.4) gives∥∥uhn(t)∥∥2L2 + 2∥∥∇huhn∥∥2L2t (L2)















∥∥uhn∥∥H 0,s0∥∥∇huhn∥∥H 0,s0 (∥∥∇huhn∥∥H 0,s0 + ∥∥∇hu3n∥∥H 0,s0 )dt ′, (3.7)
where we used Corollary 2.1 in the last step. Therefore, thanks to (3.6), (3.7) and Young’s in-
equality, we obtain
∥∥uhn∥∥2L∞t (H 0,s0 ) + 32∥∥∇huhn∥∥2L2t (H 0,s0 )  ∥∥uh0∥∥2H 0,s0 +C∥∥uhn∥∥L∞t (H 0,s0 )∥∥∇huhn∥∥2L2t (H 0,s0 )
+C
t∫ (
1 + ∥∥u3n∥∥2H 0,s0 )∥∥∇hu3n∥∥2H 0,s0∥∥uhn∥∥2H˙ 0,s0 dt ′.0
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
∥∥uh0∥∥2H 0,s0 exp{C1(1 + ∥∥u3n∥∥2L∞t (H 0,s0 ))∥∥∇hu3n∥∥2L2t (H 0,s0 )}. (3.8)
Similarly, applying vq to the u3n equation in (3.4) and taking the L2 inner product of the












)|vq divh uhn)L2, (3.9)










∥∥u3n∥∥ 12H˙ 0,s0∥∥∇hu3n∥∥ 12H˙ 0,s0 [∥∥uhn∥∥ 12H 0,s0∥∥∇huhn∥∥ 12H 0,s0∥∥∇hu3n∥∥H˙ 0,s0
+ ∥∥uhn∥∥ 12H˙ 0,s0∥∥∇huhn∥∥ 12H˙ 0,s0∥∥∇hu3n∥∥H 0,s0 + ∥∥∇huhn∥∥H 0,s0∥∥u3n∥∥ 12H˙ 0,s0∥∥∇hu3n∥∥ 12H˙ 0,s0
+ ∥∥∇huhn∥∥H˙ 0,s0∥∥u3n∥∥ 12H 0,s0∥∥∇hu3n∥∥ 12H 0,s0 ]dt ′. (3.10)
Therefore, thanks to (2.15) and (3.10), we get by multiplying (3.9) by 22qs0 and taking summation





(∥∥∇huhn∥∥H 0,s0∥∥u3n∥∥H 0,s0∥∥∇hu3n∥∥H 0,s0
+ ∥∥uhn∥∥H 0,s0∥∥∇huhn∥∥H 0,s0 (∥∥∇huhn∥∥H 0,s0 + ∥∥∇hu3n∥∥H 0,s0 )
+ ∥∥uhn∥∥ 12H 0,s0∥∥∇huhn∥∥ 12H 0,s0∥∥u3n∥∥ 12H 0,s0∥∥∇hu3n∥∥ 32H 0,s0 )(t ′)dt ′.
While again as divun = 0, similar to (3.7), we have




+ ∥∥∇hu3n∥∥ 0,s ∥∥uhn∥∥ 0,s ∥∥∇huhn∥∥ 0,s )(t ′)dt ′.H 0 H 0 H 0
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∥∥u3n(t)∥∥2L∞t (H 0,s0 ) + ∥∥∇hu3n∥∥2L2t (H 0,s0 )

∥∥u30∥∥2H 0,s0 +C2{(∥∥uhn∥∥L∞t (H 0,s0 ) + ∥∥uhn∥∥2L∞t (H 0,s0 ))∥∥∇huhn∥∥2L2t (H 0,s0 )
+ (1 + ∥∥uhn∥∥2L∞t (H 0,s0 ))∥∥∇huhn∥∥2L2t (H 0,s0 )∥∥u3n∥∥2L∞t (H 0,s0 )}. (3.11)
Now let us define
T ∗n
def= sup{Tn > 0: ∥∥uhn∥∥2L∞Tn (H 0,s0 ) + ∥∥∇huhn∥∥2L2Tn (H 0,s0 )  2eC1η0, and∥∥u3n∥∥2L∞Tn (H 0,s0 ) + ∥∥∇hu3n∥∥2L2Tn (H 0,s0 )  2∥∥u30∥∥2H 0,s0 + η0}, (3.12)
for η0 given by (3.1). We claim that if η0 is small enough, then, T ∗n = +∞. In fact, if T ∗n < ∞,
(3.12) implies that for every Tn < T ∗n , there holds
∥∥u3n∥∥2L∞Tn (H 0,s0 ) + ∥∥∇hu3n∥∥2L2Tn (H 0,s0 )  2∥∥u30∥∥2H 0,s0 + η0,
from which, we deduce from (3.8) that
∥∥uhn∥∥2L∞Tn (H 0,s0 ) + ∥∥∇huhn∥∥2L2Tn (H 0,s0 )  eC1∥∥uh0∥∥2H 0,s0 exp{C1∥∥u30∥∥4H 0,s0 }= eC1η0. (3.13)
Inserting (3.13) into (3.11) results in
∥∥u3n∥∥2L∞Tn (H 0,s0 ) + ∥∥∇hu3n∥∥2L2Tn (H 0,s0 )  ∥∥u30∥∥2H˙ 0,s0 +C(η0∥∥u3n∥∥2L∞Tn (H 0,s0 ) + η 320 ),
which gives
∥∥u3n∥∥2L∞Tn (H 0,s0 ) + ∥∥∇hu3n∥∥2L2Tn (H 0,s0 )  32(∥∥u30∥∥2H˙ 0,s0 +Cη 320 ) (3.14)
provided that η0 satisfies (3.1) for some ε0 sufficiently small. (3.13) and (3.14) contradict
with (3.12). This in turn shows that T ∗n = ∞. With (3.12) being obtained for T ∗n = ∞, one
can prove the rest of Theorem 3.1 via standard argument. One may check [15] or [3] for the
details. 
An immediate corollary of the above Theorem 3.1 is:
Corollary 3.1. Under the assumption of Theorem 3.1, (1.1) has a unique global solution u ∈
C([0,∞);H 0,s0(R3)) with ∇u ∈ L2(R+;H 0,s0(R3)). Furthermore, there holds
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L∞(R+;H 0,s0 ) +
∥∥∇uh∥∥2
L2(R+;H 0,s0 )  Cη0 and∥∥u3∥∥2
L∞(R+;H 0,s0 ) +
∥∥∇u3∥∥2
L2(R+;H 0,s0 )  2
∥∥u30∥∥2H 0,s0 + η0, (3.15)
with
η0
def= ∥∥uh0∥∥2H 0,s0 exp{C0∥∥u30∥∥4H 0,s0 }.
4. Decay of global small solutions to (1.1)
The aim of this section is to consider the decay of global small solutions to (1.1), which
will be used in proof of Proposition 5.1 below, more precisely (5.9). In order to do so, we
first recall the anisotropic Littlewood–Paley operators from [10]. Let i ∈ 1,2,3, q ∈ Z and
q¯ = (q1, q2, q3) ∈ Z3, we define
˙iq
def= ϕ(2−qDi) and ˙q¯ def= ˙q1,q2,q3 = ˙1q1˙2q2˙3q3 .
Definition 4.1. Let s¯ ∈ R3, we define B˙s¯ (R3) the space of distributions, which is the completion
of S(R3) by the norm:
‖u‖B˙s¯ def=
∥∥2q¯·s¯‖˙q¯u‖L2∥∥2,2,1 .
With initial data in the anisotropic Besov space B˙s¯ (R3), one needs the following space from
[7,10] to study the wellposedness of (1.1):






)) def= {u ∈ S ′([0, T ] × R3): ‖u‖L˜rT (B˙s¯ ) < ∞}
where
‖u‖L˜rT (B˙s¯ )
def= ∥∥2q¯·s¯‖˙q¯u‖LrT (L2)∥∥2,2,1 .
Remark 4.1. Thanks to Minkowski’s inequality, there holds: L˜rT (B˙s¯ ) ↪→ LrT (B˙s¯ ) for r  2.
For the convenience of the reader, we also recall the following lemma and theorem from [10]:
Lemma 4.1. Let si < 12 , ti <
1
2 , si + ti > 0 for i ∈ {1,2}, s3  12 , t3  12 , s3 + t3 > 0 and p,q  1
be such that r = pq
p+q  1. Then, there holds
‖uv‖
L˜rT (B˙
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so that a + b = 12 . Then there exists T  > 0 such that (1.1) has a unique solution u ∈









for all 0 < T < T . Moreover, T ∗ = ∞ provided that ‖u0‖
B˙
0,0, 12
< c0 for some c0 sufficiently
small.
We now improve Theorem 4.1 to the following form:
Theorem 4.2. Let u0 ∈ B˙0,0, 12 (R3) with divu0 = 0. Let a and b be positive numbers so that
a + b = 12 . Then there exists T  > 0 such that (1.1) has a unique solution u ∈ C([0, T );
B˙0,0,
1
2 (R3))∩ L˜4T (B˙a,b,
1
















for all 0 < T < T . Moreover, T ∗ = ∞ provided that ‖u0‖
B˙
0,0, 12
< c0 for some c0 sufficiently
small.
Remark 4.2. Thanks to Theorem 4.2 and the fact that H 0,s0(R3) ↪→ B˙0,0, 12 (R3) for s0 > 12 , we











 C1‖u0‖H 0,s0 . (4.1)
Proof of Theorem 4.2. We shall use Picard’s contraction principle to prove this theorem. Firstly,
as in [3,13], for divergence free vector fields (v,w), we define B(v,w) via⎧⎪⎪⎨⎪⎪⎩
∂tB(v,w)−B(v,w) = −12P
(




where P is the Leray projection operator, so that the system (1.1) can be equivalently reformu-
lated as
u = etu0 +B(u,u). (4.3)




















for a, b satisfying the properties listed in Theorem 4.2.
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u,v ∈ ET , we get by using Lemma 2.1.2 of [3] and Lemma 4.1 that










4q1 + 4q2 + 4q3)− 34 (2q1 + 2q2 + 2q3)∥∥˙q¯ (u⊗ v)∥∥L2T (L2)
 dq¯
(
















where and in what follows, we always denote (dq¯)q¯∈Z3 as a generic element of 2,2,1 with the

















































On the other hand, applying the Duhamel principle to (4.2), one has









e(t−τ)P∇ · (u⊗ v)(τ ) dτ.


































2a− 12 ,2b− 12 , 12 )
, (4.6)





t s22jse−ct22j < ∞ for s > 0.

















































Thanks to (4.4)–(4.5) and (4.7), we arrive at∥∥B(u, v)∥∥
ET
 CB‖u‖ET ‖v‖ET . (4.8)
With (4.8), to use Picard’s contraction principle, we still need to study the mapping properties
























∥∥˙q¯ (u0)∥∥L2  t− 12 ‖u0‖B˙0,0, 12 ,q1∈Z q2∈Z 3




∥∥etu0∥∥L∞(R3)  C‖u0‖B˙0,0, 12 . (4.9)














∥∥dq¯(1 − e−cT (22q1+22q1+22q1 )) 14 ∥∥2,2,1 . (4.10)
Combining (4.9) with (4.10), we obtain∥∥etu0∥∥ET  C‖u0‖B˙0,0, 12 . (4.11)




 14CCB , (4.3) has a unique solution in E∞. Moreover, there holds
‖u‖















is not small, for any δ > 0, we can split u0 as
u0 = u0,1 + u0,2 with ‖u0,1‖
B˙
0,0, 12









∥∥etu0∥∥L∞(R3)  t 12 ∥∥etu0,1∥∥L∞(R3) + t 12 ∥∥etu0,2∥∥L∞(R3)
 Cδ + t 12 ‖u0,2‖L∞ . (4.12)




which in particular ensures the existence of a positive time T such that ‖etu0‖ET  14CCB . Then


















This completes the proof of Theorem 4.2. 
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Corresponding to the classical result (like Proposition 1.2.1 of [3]) concerning small solutions
to (1.1), we shall first establish a property of small solutions to the system (1.1) in the anisotropic
Sobolev space.
Lemma 5.1. Let s > 12 and u0 ∈ H 0,s(R3) with














for some c0 sufficiently small. Then (1.1) has a unique solution u ∈ C([0,∞);H 0,s (R3)) with














Proof. Similar to the proof of Theorem 3.1, we can prove the existence part of Lemma 5.1 by
constructing the approximate solutions to (1.1) first, then performing uniform estimates for such
approximate solutions, finally using a standard compactness argument. Whereas the uniqueness
theorem in [10] ensures the uniqueness part of Lemma 5.1. For simplicity, we just present the
detailed proof of (5.2) for smooth enough solution of (1.1) under the assumption (5.1).






∥∥vqu(t)∥∥2L2 + ∥∥∇vqu(t)∥∥2L2 = (vq(u⊗ u)|∇vqu)L2 . (5.3)






















































T ∗ def= sup
{
T > 0:
(‖u0‖ 12L2 + ∥∥u(t)∥∥ 12L∞(H˙ 0,s ))∥∥u(t)∥∥ 12L∞(H˙ 0,s )  1
}
, (5.5)T T 2C
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(‖u0‖ 12L2 + ∥∥u(t)∥∥ 12H˙ 0,s )∥∥u(t)∥∥ 12H˙ 0,s  12C ,













































which contradicts with (5.5), and it in turn proves that T ∗ = ∞ and there holds (5.2). This proves
Lemma 5.1. 
With Lemma 5.1 and motivated by the proof of Theorem 2.1 of [9], we now turn to the study
of the global behavior of a given global solution to (1.1).
Proposition 5.1. Let s0 ∈ ( 12 ,1) and v0 ∈ H 0,s0(R3) be a divergence free vector field. Let v ∈
C([0,∞);H 0,s0(R3)) with ∇v ∈ L2loc(R+;H 0,s0(R3)) be a global solution of (1.1) with initial












′ < ∞. (5.7)





with c0 given by Lemma 5.1, we decompose v0 as
1272 G. Gui, P. Zhang / Advances in Mathematics 225 (2010) 1248–1284v0




where the constant C1 is given by (4.1). Then by virtue of Lemma 5.1, (1.1) has a unique global






∥∥∇v(t ′)∥∥2H 0,s0 dt ′  δ24 exp{C‖u0‖4L2}. (5.8)





∥∥v(t)∥∥L∞(R3)  δ2 . (5.9)
Now we define vh¯
def= v − v, which satisfies:⎧⎨⎩
∂tvh¯ −vh¯ + v · ∇vh¯ + vh¯ · ∇v + ∇p = 0,
divvh¯ = 0,
vh¯|t=0 = v0,h¯.
Note that v ∈ C([0,∞);H 0,s0(R3)) with ∇v ∈ L2loc(R+;H 0,s0(R3)), which together with (5.8)
implies that vh¯ ∈ C([0,∞);H 0,s0(R3)) with ∇vh¯ ∈ L2loc(R+;H 0,s0(R3)). Then we get by a stan-

















‖vh¯‖L2‖v‖L∞‖∇vh¯‖L2 dt ′, (5.10)





















from which and the interpolation inequality that



































In particular, for all t  t0 + 1, we obtain
inf
t ′∈[t0,t]
∥∥vh¯(t ′)∥∥H˙ 0,s0  C(t0)∥∥vh¯(t0)∥∥L2 t δ28 − s02 .
This ensures that there exists a tη ∈ (t0,∞) such that for any η > 0, ‖vh¯(tη)‖H˙ 0,s  η. In partic-
ular, we can find a tδ ∈ (t0,∞) such that∥∥vh¯(tδ)∥∥H˙ 0,s0  δ2 exp{C‖u0‖4L2},
which together with (5.8) implies that∥∥v(tδ)∥∥H˙ 0,s0  δ exp{C‖u0‖4L2}.


















H˙ 0,s0 = 0, (5.12)
due to the arbitrariness of δ. Combining (5.11), (5.12) with the energy equality of v, we complete
the proof (5.7). 
With Proposition 5.1, to prove Theorem 1.3, we still need the following product laws in the
inhomogeneous anisotropic Sobolev spaces:
1274 G. Gui, P. Zhang / Advances in Mathematics 225 (2010) 1248–1284Lemma 5.2. Let s ∈ ( 12 ,1) and a, b ∈ H 0,s(R3). Then, there holds∥∥viq (ab)∥∥L2(R3)  cq2−qs‖a‖ 14H˙ 0,s‖a‖ 14H 0,s‖∇ha‖ 12H 0,s‖b‖ 12H 0,s‖∇hb‖ 12H 0,s for q −1.
Proof. Thanks to (2.1), we split ab as
ab = T vb a + Rv(b, a).








∥∥vq ′b∥∥L2v(L4h)∥∥Svq ′+2(a)∥∥ 12L∞v (L2h)∥∥Svq ′+2(∇ha)∥∥ 12L∞v (L2h), (5.13)

































which together with (2.4) applied gives
∥∥viq (Rv(b, a))∥∥L2(R3)  cq2−qs‖a‖ 14H˙ 0,s‖a‖ 14H 0,s‖∇ha‖ 12H 0,s‖b‖ 12H 0,s‖∇hb‖ 12H 0,s ,
for q >N0. While for −1 q N0, a similar proof of (5.13) gives∥∥viq (Rv(b, a))∥∥L2(R3) ∑
q ′∈Z































































Thus we obtain∥∥viq (Rv(b, a))∥∥L2(R3)  cq2−qs‖a‖ 14H˙ 0,s‖a‖ 14H 0,s‖∇ha‖ 12H 0,s‖b‖ 12H 0,s‖∇hb‖ 12H 0,s , (5.16)
for q −1.
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∥∥viq (T vb a)∥∥L2(R3)  cq2−qs‖a‖ 12H˙ 0,s‖∇ha‖ 12H 0,s‖b‖ 12H 0,s‖∇hb‖ 12H 0,s , (5.17)
for q >N0. Whereas for q N0, a similar proof of (5.13) yields




























This in turn shows that (5.17) holds for q −1. Combining (5.16) with (5.17), we complete the
proof of Lemma 5.2. 
To prove Lemma 5.4 below, we shall frequently use the following inequality:






















∥∥f (·, x3)∥∥ 12 − θ6L2 ∥∥∇hf (·, x3)∥∥ 12 + θ6L2 ,
applying Hölder inequality in the x3 variable gives (5.18). 
Lemma 5.4. Let 12 < s < s0 < 1 and 0 < θ < 1− ss0 . Let a = (ah, a3) ∈ H 0,s (R3) with diva = 0,
and b ∈ L3(R3)∩H 0,s0(R3). Then, one has∥∥viq (a3b)∥∥L2(R3)
 cq2−qs
























∥∥∇ha3∥∥ 12 + θ6H 0,s ) for q −1. (5.19)





)= viq (T vb a3)+viq (Rv(b, a3)).




∥∥vq ′(b)∥∥θL3∥∥vq ′(b)∥∥1−θL2v(L4h)∥∥Svq ′+2(a3)∥∥L 6θv (L 123−θh ). (5.20)

























2 − θ6 )







∥∥v(∂3a3)∥∥ θ3L2∥∥v(a3)∥∥ 1−θ2L2 ∥∥v(∇ha3)∥∥ 12 + θ6L2 ,














2 − θs3 )
 2( 1−θ2 − θs3 )q ′
















2 − θs3 )
∥∥a3∥∥ 1−θ2
L2









∥∥∇ha3∥∥ 12 + θ6H˙ 0,s
)

∥∥divh ah∥∥ θ3H˙ 0,s∥∥a3∥∥ 1−θ2H 0,s∥∥∇ha3∥∥ 12 + θ6H 0,s , (5.22)
for θ ∈ (0, 33+2s ). Therefore, for 0 < θ < 1 − ss0 , we obtain
























∥∥divh ah∥∥ θ3H˙ 0,s
× ∥∥a3∥∥ 1−θ20,s∥∥∇ha3∥∥ 12 + θ60,s for q >N0, (5.23)H H
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s0
< 33+2s provided that
1
2 < s < s0 < 1. While for −1 q N0, it





∥∥vq ′(b)∥∥θL3 + ∑
q ′0
∥∥vq ′(b)∥∥θL3)∥∥q ′(b)∥∥1−θL2v(L4h)∥∥Svq ′+2(a3)∥∥L 6θv (L 123−θh ).
Whereas thanks to (5.21), we have
∑
q ′0
























∥∥divh ah∥∥ θ3H˙ 0,s∥∥a3∥∥ 1−θ2L2 ∥∥∇ha3∥∥ 12 + θ6L2 ,
and by virtue of (5.22), one has
∑
q ′0

























∥∥divh ah∥∥ θ3H˙ 0,s∥∥a3∥∥ 1−θ2H 0,s∥∥∇ha3∥∥ 12 + θ6H 0,s .
Hence, we obtain
∥∥viq (Rv(b, a3))∥∥L2(R3)  ‖b‖θL3‖b‖ 1−θ2L2 ‖∇hb‖ 1−θ2H 0,s0∥∥divh ah∥∥ θ3H˙ 0,s∥∥a3∥∥ 1−θ2H 0,s∥∥∇ha3∥∥ 12 + θ6H 0,s ,
for −1 q N0. This together with (5.23) shows that ‖viq (Rv(b, a3))‖L2(R3) satisfies (5.19).
Now let us turn to the estimate of ‖viq (T vb a3)‖L2(R3). Again we first consider the high fre-
quency part. In fact, for q > 5, one gets by using Lemma 2.1 that










from which, Lemma 2.1 and (5.18), we deduce that
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|q ′−q|5
∥∥vq ′(∂3a3)∥∥ 13L2∥∥vq ′(∇ha3)∥∥ 23L2
 cq2−qs‖b‖L3
∥∥divh ah∥∥ 13H˙ 0,s∥∥∇ha3∥∥ 23H˙ 0,s , (5.24)




∥∥viq (T vb a3)∥∥L2(R3)  ∑
q ′N0
∥∥Svq ′−1(b)∥∥θL3∥∥Svq ′−1(b)∥∥1−θL3 ∥∥vq ′(a3)∥∥L6 .
However, it follows from Lemma 2.1 that




∥∥Svq ′−1(b)∥∥ 23L2∥∥Svq ′−1(∇hb)∥∥ 13L2  2 q′6 ‖b‖ 23L2‖∇hb‖ 13L2 ,
and








′∥∥divh ah∥∥ θ3H˙ 0,s∥∥a3∥∥ 1−θ3L2 ∥∥∇ha3∥∥ 23L2 .
Thus, for 0 < θ < 33+2s , we arrive at
∥∥viq (T vb a3)∥∥L2(R3)  ∑
q ′N0
2q



















∥∥divh ah∥∥ θ3H˙ 0,s∥∥a3∥∥ 1−θ3L2 ∥∥∇ha3∥∥ 23L2 ,
for −1  q  5. This together with (5.24) shows that ‖viq (T vb a3)‖L2(R3) satisfies (5.19) for
q −1, and we complete the proof of Lemma 5.4. 
Remark 5.1. Lemma 5.4 plays a crucial role in the proof of the stability part of Theorem 1.3 as
well as Theorem 5.1 below. In fact, one key step in the proof of Theorem 5.1 will be to show
the global existence of small solutions to (5.29), and the only seemingly non-small sauce term
in (5.29) is ∂3(w¯3v). To justify this term is indeed small in some function space, one needs
Lemma 5.4.
With the above preparations, we can prove the following stability result for (1.1):
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C([0,∞);H 0,s (R3)) with ∇u ∈ L2(R+,H 0,s(R3)). Furthermore, let w¯ be the unique solution
of (1.1) supplemented with initial data w0, then for 0 < θ < 1 − ss0 , there holds
sup
t0
∥∥(u− v − w¯)(t)∥∥2
H 0,s +
∥∥∇(u− v − w¯)∥∥2
L2(R+;H 0,s )  Cs,w30,v
∥∥wh0∥∥ 2θ3H 0,s , (5.25)
where Cs,w0,v is a positive constant depending on s, ‖w30‖H 0,s , ‖v‖L∞(R+;L3) and
‖v‖s0,∞ def= ‖v‖L∞(R+;H 0,s0 ) + ‖∇v‖L2(R+;H 0,s0 ).
Proof. Let w def= u − v. Then thanks to the uniqueness result of [10], we only need to show that
the following system⎧⎪⎨⎪⎩
∂tw +w · ∇w + v · ∇w +w · ∇v −w + ∇p = 0,
divw = 0,








has a global solution in w ∈ C([0,∞);H 0,s (R3)) with ∇w ∈ L2(R+,H 0,s(R3)) for any s ∈
( 12 , s0), and there holds (5.25). Toward this, motivated by [6], we shall prove the global existence
of (5.26) by constructing good enough approximate solutions. We first construct w¯ through⎧⎪⎨⎪⎩
∂t w¯ + w¯ · ∇w¯ −w¯ = −∇p1,
div w¯ = 0,








Thanks to Corollary 3.1, (5.27) has a global unique solution w¯ ∈ C([0,∞);H 0,s (R3)) with
∇w ∈ L2(R+,H 0,s(R3)). Moreover, there holds∥∥w¯h∥∥2
L∞(R+;H 0,s ) +
∥∥∇w¯h∥∥2
L2(R+;H 0,s )  Cηs and∥∥w¯3∥∥2
L∞(R+;H 0,s ) +
∥∥∇w¯3∥∥2
L2(R+;H 0,s )  2
∥∥w30∥∥2H 0,s + ηs, (5.28)
provided that
ηs
def= ∥∥wh0∥∥2H 0,s exp{C0∥∥w30∥∥4H 0,s}
is sufficiently small.
With w¯ thus obtained, we set R def= w − w¯. Then thanks to (5.26), (5.27), R satisfies⎧⎨⎩
∂tR +R · ∇R + (v + w¯) · ∇R +R · ∇(v + w¯)+ v · ∇w¯ + w¯ · ∇v = −∇q,
divR = 0, (5.29)
R|t=0 = 0.
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the proof of Lemma 5.1, we only perform a priori estimate for smooth enough solutions of (5.29).





∥∥viq (R(t))∥∥2L2 + ∥∥viq (∇R(t))∥∥2L2
= −(viq (R · ∇R)|viq R)− (viq ((v + w¯) · ∇R)|viq R)− (viq (R · ∇(v + w¯))|viq R)
− (viq (w¯ · ∇v)|viq R)− (viq (v · ∇w¯)|viq R). (5.30)
Firstly, using the fact that divR = 0, one gets by using integration by parts and Lemma 5.2
that∣∣(viq (R · ∇R)|viq R)∣∣ ∣∣(viq (R ⊗R)|viq ∇R)∣∣ c2q(t)2−2qs‖R‖H 0,s‖∇R‖2H 0,s . (5.31)
Similar procedure gives
∣∣(viq ((v + w¯) · ∇R)|viq R)∣∣ c2q(t)2−2qs‖v + w¯‖ 12H 0,s
× ∥∥∇h(v + w¯)∥∥ 12H 0,s‖R‖ 12H 0,s‖∇R‖ 32H 0,s . (5.32)
The same estimate holds for (viq (R · ∇(v + w¯))|viq R).
Note that div w¯ = 0, one gets by using integration by parts that(
viq (w¯ · ∇v)|viq R
)= −(viq (w¯h ⊗ v)|viq (∇hR))− (viq (w¯3v)|viq (∂3R)).













∥∥∇hw¯h∥∥ 12H 0,s‖∇R‖H 0,s .
Whereas it follows from Lemma 5.4 that∣∣(viq (w¯3v)|viq (∂3R))∣∣ ∥∥viq (w¯3v)∥∥L2∥∥viq (∂3R)∥∥L2
 c2q(t)2−2qs
























∥∥∇hw¯3∥∥ 12 + θ6H 0,s )‖∇R‖H 0,s ,
for any θ ∈ (0,1 − s
s0
). Similar estimate holds for (viq (v · ∇w¯)|viq R).
Therefore, multiplying 22qs to both sides of (5.30) and taking summation for q  −1 to re-
sulting equations, we obtain
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dt
∥∥R(t)∥∥2









H 0,s +Cf (t)
+C∥∥(v + w¯)(t)∥∥2
H 0,s
∥∥∇h(v + w¯)(t)∥∥2H 0,s∥∥R(t)∥∥2H 0,s , (5.33)




∥∥∇hv(t)∥∥H 0,s∥∥w¯h(t)∥∥ 12H 0,s∥∥w¯h(t)∥∥ 12H˙ 0,s∥∥∇hw¯h(t)∥∥H 0,s












∥∥∇hv(t)∥∥1−θH 0,s0∥∥w¯3(t)∥∥1−θH 0,s∥∥∇hw¯3(t)∥∥1+ θ3H 0,s ).









1 + 2∥∥w30∥∥2H 0,s )1− θ3 , (5.34)
where Cv is a positive constant depending on ‖v‖L∞(R+;H 0,s0∩L3) and ‖∇hv‖L2(R+;H 0,s0 ).
Now let us define T ∗ by
T ∗ def= sup
{







Then for t < T ∗, applying Gronwall inequality to (5.33) gives∥∥R(t)∥∥2













thanks to Proposition 5.1 and (5.28), and Cv,w30 is a positive constant depending on

































from which, we deduce (5.25). This completes the proof of the theorem. 
Now we are in a position to complete the proof of Theorem 1.3.
Proof of Theorem 1.3. Thanks to Corollary 3.1 and Theorem 5.1, we only need to show
that u = v + w ∈ C([0,∞);H 0,s0(R3)) with ∇u = ∇v + ∇w ∈ L2(R+;H 0,s0(R3)). In fact,
thanks to the local wellposedness theory in [4], (1.1) has a unique solution u on [0, T ) such
that u ∈ C([0, T );H 0,s0(R3)) with ∇u ∈ L2loc([0, T );H 0,s0(R3)). Then the uniqueness re-
sult of [4] ensures that u = v + w, and v + w ∈ C([0, T );H 0,s0(R3)) with ∇(v + w) ∈
L2loc([0, T );H 0,s0(R3)). Thus to complete the proof of Theorem 1.3, we only need to show
that T ∗ = ∞.
Toward this, we first apply vq to (1.1) and then take the L2 inner product of the resulting
equation with vqu to get
d
dt
∥∥vqu(t)∥∥2L2 + 2∥∥∇vqu(t)∥∥2L2 = −2(vq(u · ∇u)|vqu) 2∥∥vq(u⊗ u)∥∥L2∥∥vq∇u∥∥L2 .
However, it follows from (2.5) that




∥∥vqu(t)∥∥2L2 + 2∥∥∇vqu(t)∥∥2L2  c2q(t)2−2qs0‖u‖ 12H 0,s0 ‖∇u‖ 32H 0,s0 ‖u‖ 12H 0,s‖∇hu‖ 12H 0,s ,




H˙ 0,s0 + 2
∥∥∇u(t)∥∥2























′  ‖u0‖2H˙ 0,s0 +C
t∫
‖u‖2
H 0,s‖∇u‖2H 0,s‖u‖2H 0,s0 dt ′,
0 0



















H 0,s‖∇u‖2H 0,s‖u‖2H 0,s0 dt ′.













H 0,s‖∇u‖2H 0,s dt ′
}
.












which contradicts with the fact that T  is the maximal time of existence of the solution u to (1.1),
this in turn proves T  = +∞. And we complete the proof of Theorem 1.3. 
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