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Abstract—This paper considers the joint antenna selection (AS)
problem for a classical two-user non-orthogonal multiple access
(NOMA) network where both the base station and users are
equipped with multiple antennas. Since the exhaustive-search-
based optimal AS scheme is computationally prohibitive when
the number of antennas is large, two computationally efficient
joint AS algorithms, namely max-min-max AS (AIA-AS) and
max-max-max AS (A3-AS), are proposed to maximize the system
sum-rate. The asymptotic closed-form expressions for the average
sum-rates for both AIA-AS and A3-AS are derived in the high
signal-to-noise ratio (SNR) regime, respectively. Numerical results
demonstrate that both AIA-AS and A3-AS can yield significant
performance gains over comparable schemes. Furthermore, AIA-
AS can provide better user fairness, while the A3-AS scheme can
achieve the near-optimal sum-rate performance.
I. INTRODUCTION
The non-orthogonal multiple access (NOMA) technique has
been recently regarded as a promising solution to significantly
improve the spectral efficiency of 5G wireless networks [1].
By superposing the information of multiple users in the power
domain, multiple users can be served within the same time,
frequency and code domain. Different from the conventional
water-filling power allocation strategy, the NOMA technique
allocates more transmit power to the users with poor channel
conditions (i.e., weak users). In this case, these users can
decode their higher-power-level signals directly by treating
others’ signals as noise. In contrast, those users with better
channel conditions (i.e., strong users) adopt the successive
interference cancellation (SIC) technique for signal detection.
Specifically, the weak users’ messages are first decoded and
subtracted before the strong users’ massages with lower-
power-levels can be recovered. It has been demonstrated that
both the system throughput and user fairness are significantly
improved in NOMA systems compared to conventional orthog-
onal multiple access (OMA) systems [1].
Recent works have attempted to apply the multiple-input-
multiple-output (MIMO) techniques into NOMA systems
(MIMO-NOMA) to exploit the spatial degrees of freedom [2]–
[4]. Although the capacity performance can potentially scale
up with the increase of the number of antennas, this superior
performance comes at the price of expensive RF chains at
terminals. To avoid the heavy burden of hardware expenses
while preserving the diversity benefits from MIMO, the an-
tenna selection (AS) technique has been well recognized as
an effective solution [5]. There are only a few papers that
considered the AS problem for MIMO-NOMA systems in
open literature. Specifically, a transmit AS (TAS) algorithm
was proposed in [6], and a joint TAS and user scheduling
algorithm was studied in [7]. However, both [6] and [7] only
focused on the TAS design at the base station side as each
user was assumed to equipped with single antenna. Moreover,
the insightful analytical expressions of the system performance
have not been derived in [6] and [7].
To our best knowledge, the joint AS at both the base station
and users for MIMO-NOMA systems is still an open problem.
Though there are some previous literatures which studied
the joint AS schemes in conventional MIMO-OMA systems,
they cannot be extended to MIMO-NOMA systems directly.
This is because there are severe inter-user interferences in
MIMO-NOMA systems while the signals are transmitted in
an interference free manner in MIMO-OMA systems. A native
way to find the global optimal solution of the problem may
require an exhaustive search (ES) over all possible antenna
combinations, whose complexity would become unacceptable
as the numbers of antennas at both the base station and users
become large. Motivated by this, in this paper we propose
two computationally efficient joint AS algorithms for MIMO-
NOMA systems, namely max-min-max AS (AIA-AS) and
max-max-max AS (A3-AS), to maximize the system sum-
rate. Specifically, AIA-AS tries to improve the performance
of the instantaneous weak user while the A3-AS scheme
maximizes the performance of the instantaneous strong user.
The asymptotic closed-form expressions for the average rates
for both AIA-AS and A3-AS are derived for high signal-to-
noise (SNR) scenario. All analytical results are validated by
computer simulations and it is demonstrated that both the AIA-
AS and A3-AS can yield significant performance gains over
comparable schemes. Furthermore, AIA-AS can provide better
user fairness while the A3-AS scheme can achieve the near-
optimal sum-rate performance.
II. SYSTEM MODEL
Consider a two-user MIMO-NOMA down-link scenario,
since the two-user scenario is how NOMA is implemented in
LTE-Advanced [3]. As shown in Fig. 1, the base station (BS) is
equipped with N antennas, while user one (UE1) and user two
(UE2) are equipped with M and K antennas, respectively. The
channel matrix from the BS to UE1 is denoted by H ∈ CN×M
and the one from the BS to UE2 is denoted by G ∈ CN×K ,
where Cm×n represents the set of all m× n matrices. We as-
sume that the channels between the BS and users are spatially
uncorrelated flat Raleigh fading, then the entries of H (G),
e.g., h˜im (g˜ik), can be modeled as independent and identically
Fig. 1: Diagram of a MIMO-NOMA down-link scenario with
multiple antennas at each node.
distributed (i.i.d.) complex Gaussian random variables, where
h˜im (g˜ik) represents the channel coefficient between the ith
antenna of the BS and the mth (kth) antenna of UE1 (UE2).
Specially, we define him = |h˜im|2 and gik = |g˜ik|2, where
the operation |·| denotes the absolute value.
We assume all the nodes are limited with one RF chain
based on the cost consideration. As such, in each resource
block, the BS selects one (e.g., ith) out of N available antennas
to transmit information, while the users select one (e.g., mth
and kth) out of M and K available antennas respectively
to receive massages. To proceed, the global information of
the channel amplitudes are assumed to be perfectly known at
the BS.
Let δ denote the indicator, defined as
δ =
{
1, him ≥ gik,
0, him < gik.
(1)
According to the principle of NOMA, the BS broadcasts the
signals superposed in the power domain as
x = (1 − δ)(√as1 +
√
bs2) + δ(
√
bs1 +
√
as2), (2)
where si denotes the signal to UEi with E[|si|2] = 1 and
E[·] denotes the expectation operation. a and b are the power
allocation coefficients satisfying a + b = 1. For notational
simplicity, we assume that a > b is set to guarantee that more
power is allocated to the instantaneous weak user.
The received signals at UEs are given by
y1 =
√
Psh˜imx+ n1, (3)
y2 =
√
Psg˜ikx+ n2, (4)
where Ps is the transmit power at the BS, and ni is the
complex additive white Gaussian noise (AWGN) with variance
σ2i . For simplicity, we assume σ21 = σ22 = σ2.
When δ = 1, UE2 is the weak user and UE1 is the strong
user, hence the power level of s2 is larger than that of s1. In
this case, UE2 decodes s2 directly by treating s1 as noise. In
contrast, UE1 first decodes s2 and subtracts it by performing
SIC, then decodes its own s1 without interference. For the case
δ = 0, the decoding order is inverted. By using the fact that
the channels are ordered, it can be easily verified that SIC can
be carried out successfully, and the following two rates are
achievable to the users:
R1 = (1−δ) log2
(
1+
ahim
bhim +
1
ρ
)
+δ log2 (1 + ρbhim) ,(5)
R2 = (1−δ) log2 (1+ρbgik)+δ log2
(
1 +
agik
bgik +
1
ρ
)
, (6)
where ρ = Ps
/
σ2 is the transmit SNR. Accordingly, the
achievable system sum-rate is given by
Rsum = R1 +R2
= log2 (1 + ρbγ˜
s
i ) + log2
(
1 +
aγ˜wi
bγ˜wi + 1/ρ
)
,(7)
where γ˜si = max (him, gik) denotes the instantaneous channel
gain of the strong user and γ˜wi = min (him, gik) denotes the
instantaneous channel gain of the weak user.
In order to maximize the achievable system sum-rate, we
need to solve the AS problem given by
P1 : {i∗,m∗, k∗} = argmax
i∈N ,m∈M,k∈K
Rsum (him, gik) , (8)
where N = {1, 2, · · · , N}, M = {1, 2, · · · ,M} and K =
{1, 2, · · · ,K}.
It is straightforward to see that the optimization problem
is an NP-hard problem, which means that the global optimal
solution to the problem cannot be efficiently achieved. Finding
the optimal combination of antennas at both the BS and
users may require an exhaustive search with the complexity
of O (NMK)1. This becomes unaffordable when N , M and
K become large. Motivated by this, in next section we will
develop two computationally efficient AS algorithms with
dramatically reduced computational complexity.
III. PROPOSED ANTENNA SELECTION ALGORITHMS
We can easily observe from (7) that the sum-rate Rsum
is an increasing function of both γ˜wi and γ˜si . Based on
this observation, in this section we develop two novel joint
AS algorithms, termed AIA-AS and A3-AS, for the con-
sidered MIMO-NOMA system. In particular, AIA-AS aims
to maximize γ˜wi , while A3-AS targets to maximize γ˜si . The
principles of these two proposed algorithms are elaborated in
the following two subsections.
A. Max-min-max antenna selection (AIA-AS)
AIA-AS mainly consists of three stages as below.
• Stage 1. Find out the largest elements hmaxi and gmaxi for
each row of H and G, respectively.
hmaxi = max (hi1, · · · , hiM ) , (9)
gmaxi = max (gi1, · · · , giK) . (10)
1The big O notion is usually used in the efficiency analysis of algorithms.
q(x) = O(p(x)) when lim
x→∞
|
q(x)
p(x)
| = c, 0 < c < ∞.
Then each pair (hmaxi , gmaxi ) is treated as one AS candi-
date where i ∈ N . The set of all N pairs can be written
as S(1) = {(hmax1 , gmax1 ), · · · , (hmaxN , gmaxN )}.
• Stage 2. Find out the relatively smaller element γwi in
each pair (hmaxi , gmaxi ). That is,
γwi = min(h
max
i , g
max
i ), i ∈ N . (11)
The set of the N smaller elements are denoted by S(2)AIA =
{γw1 , · · · , γwN}.
• Stage 3. Find out the largest element in S(2)AIA, i.e.,
γw = max(γwi ), i ∈ N . (12)
We use (i∗I , k∗I ) to denote the original row and column
indexes of γw when it lies in G. In this case, the i∗I th antenna at
the BS and the k∗I th antenna at UE2 are selected, respectively.
Meanwhile, we use m∗I to denote the original column index
of γs = hmaxi∗I . Therefore the m
∗
I th antenna at UE1 would
be selected concurrently. For the case that γw lies in H, the
selected antenna indexes can be obtained similarly. It is worth
noting that γw (γs) coming from UE1 or UE2 is not static,
but varies based on the instantaneous channel conditions and
the corresponding AS results.
The AIA-AS scheme is formally described in Algorithm 1.
Algorithm 1 Max-min-max antenna selection (AIA-AS).
Require:
The channel matrix of UE1 and UE2: H and G;
The antenna sets of the BS, UE1 and UE2: N , M and K.
Ensure:
{i∗I , m
∗
I , k
∗
I } = argmax
i∈N ,m∈M,k∈K
Rsum(him, gik).
Stage 1:
1: Find out hmaxi and gmaxi according to (9)-(10);
2: Obtain S(1) = {(hmax1 , gmax1 ), · · · , (hmaxN , gmaxN )}.
Stage 2:
3: γwi = min(h
max
i , g
max
i ) where (hmaxi , gmaxi ) ∈ S(1);
4: Obtain S(2)AIA = {γ
w
1 , · · · , γ
w
N}.
Stage 3:
5: γw = max(γwi ) where γwi ∈ S
(2)
AIA;
6: i∗I ← the row index of γw;
7: γs = {hmaxi∗
I
, gmaxi∗
I
}−{γw}, where γs is in the same row of γw;
8: m∗I and k∗I ← the column indexes of γw and γs.
9: return i∗I ,m∗I , k∗I .
B. Max-max-max antenna selection (A3-AS)
Similar to the AIA-AS algorithm, A3-AS scheme also has
three stages. The main difference between A3-AS and AIA-
AS lies in the second stage. Specifically, for each pair of
(hmaxi , g
max
i ), A3-AS selects the larger element to maximize
the contribution of γs, while AIA-AS selects the smaller one to
guarantee γw. Three stages of A3-AS are elaborated as follow.
• Stage 1. Similar to the stage 1 in AIA-AS, find out the
set S(1) = {(hmax1 , gmax1 ), · · · , (hmaxN , gmaxN )}.
• Stage 2. Find out the relatively larger element in each
pair of (hmaxi , gmaxi ). Mathematically, we have
γsi = max(h
max
i , g
max
i ), i ∈ N . (13)
The set of the N larger elements are denoted by S(2)A3 ={γs1 , · · · , γsN}.
• Stage 3. Find out the largest element in S(2)A3 , i.e.,
γs = max(γsi ), i ∈ N . (14)
We use (i∗A, m∗A) to denote the original row and column
indexes of γs when it lies in H. In this case, the i∗Ath antenna at
the BS and the m∗Ath antenna at UE1 are selected, respectively.
Meanwhile, we use k∗A to denote the original column index of
γw = gmaxi∗A
. Therefore the k∗Ath antenna at UE2 would be
selected simultaneously. For the case that γs lies in G, the
selected antenna indexes can be obtained similarly.
The process of A3AS is formally described in Algorithm 2.
Algorithm 2 Max-max-max antenna selection (A3-AS).
Require:
The channel matrix of UE1 and UE2: H and G;
The antenna sets of the BS, UE1 and UE2: N , M and K.
Ensure:
{i∗A,m
∗
A, k
∗
A} = argmax
i∈N ,m∈M,k∈K
Rsum(him, gik).
Stage 1:
1: Similar to the stage one of A3-AS in algorithm 1, obtain S(1) =
{(hmax1 , g
max
1 ), · · · , (h
max
N , g
max
N )}.
Stage 2:
2: γsi = max(h
max
i , g
max
i ) where (hmaxi , gmaxi ) ∈ S(1);
3: Obtain S(2)
A3
= {γs1 , · · · , γ
s
N}.
Stage 3:
4: γs = max(γsi ) where γsi ∈ S
(2)
A3
;
5: i∗A ← the row index of γs;
6: γw = {hmaxi∗A , g
max
i∗A
}−{γs}, where γw is in the same row of γs;
7: m∗A and k∗A ← the column indexes of γs and γw.
8: return i∗A,m∗A, k∗A.
C. User fairness
To evaluate the user fairness of the proposed two AS algo-
rithms in MIMO-NOMA system, the Jain’s fairness index [8]
is adopted in this paper. Specifically, the Jain’s fairness index
for the aforementioned two-users scenario can be expressed as
η =
(R1 +R2)
2
2(R21 +R
2
2)
. (15)
Jain’s fairness index is bounded between 0 and 1 with the
maximum achieved by equaling user’s rates.
D. Computational complexities
As mentioned before, the complexity of the optimal selec-
tion algorithm achieved by the exhaustive search is as high
as O (NMK). In other words, the exhaustive search needs to
calculate the achievable rate for all the NMK combinations
before finding out the optimal antenna triple. When the number
of antennas at each node becomes large, the computational
burden would increase significantly.
In contrast, both the two proposed AS algorithms dramati-
cally reduce the selection complexity to O(N(M +K + 3)),
where the main computation only lies in sorting the channel
gains. For the case N = M = K , we can find that the com-
plexity of AIA-AS and A3-AS is approximatelyO(N2), which
reduces an order of magnitude compared to the complexity of
O(N3) for the optimal ES scheme.
IV. PERFORMANCE ANALYSIS OF PROPOSED
ALGORITHMS
In this section, we derive asymptotic close-form expressions
for the system average sum-rates of AIA-AS and A3-AS
algorithms for the high SNR scenario.
Assuming the flat Raleigh fading channel, him = |h˜im|2 ≥
0 is then an exponentially distributed random variable with the
distribution given by
Fh(x) = 1− e−Ωhx, fh(x) = Ωhe−Ωhx, x ≥ 0, (16)
where Ωh = 1/E[him], and F (x) and f(x) denote the
cumulative distribution function (CDF) and the probability
distribution function (PDF), respectively. Similarly, let Ωg =
1/E[gik] and for any element in G, e.g., gik, we have the CDF
and PDF of gik as follow
Fg(x) = 1− e−Ωgx, fg(x) = Ωge−Ωgx, x ≥ 0. (17)
Recall that the first stage of both AIA-AS and A3-AS is
to find out hmaxi and gmaxi for i ∈ N according to (9)-(10).
Therefore, we can obtain the distribution of hmaxi for x ≥ 0
as follow
Fhmaxi (x) =
(
1−e−Ωhx)M (c1)= ∑M
i=0
λi,Me
−iΩhx, (18)
fhmaxi (x) = −
∑M
i=1
iΩhλi,M e
−iΩhx, (19)
where λi,M = (−1)i
(
M
i
)
and the expansion step (c1) is
conducted based on the Binomial theorem.
Similarly, the CDF and PDF of gmaxi for x ≥ 0 are given by
Fgmax
i
(x) =
(
1−e−Ωgx)K =∑K
j=0
λj,Ke
−jΩgx, (20)
fgmaxi (x) = −
∑K
j=1
jΩgλj,Ke
−jΩgx. (21)
Then the asymptotic analysis for the sum-rates of AIA-AS
and A3-AS will be obtained in the following subsections, re-
spectively.
A. Analytical sum-rate of the AIA-AS algorithm.
In the second stage of AIA-AS, it is to find out the relatively
smaller element γwi = min(hmaxi , gmaxi ) in each row. Thus, the
CDF of γwi for x ≥ 0 can be calculated as follows:
Fγw
i
(x) = Pr {min(hmaxi , gmaxi ) < x}
= 1−
M∑
i=1
K∑
j=1
λi,Mλj,Ke
−(iΩh+jΩg)x. (22)
In the third stage of AIA-AS, it is to find out γw =
max(γwi ) for i ∈ N . In case γw lies in the i∗I th row, we first
define γˆw = max
i6=i∗I
(γwi ) and obtain the CDF of γˆw as follows:
Fγˆw(x) = [Fγwi (x)]
N−1 (c2)=
∑
ℓ
Cℓtℓe
−ξℓx, (23)
where the step (c2) is expanded according to the Multi-
nomial theorem. Specifically, ℓ0 + · · · + ℓMK = N − 1,
the multinomial coefficient Cℓ =
(
N−1
ℓ0,··· ,ℓMK
)
= (N−1)!ℓ0!···ℓMK ! ,
tℓ =
∏
1≤i≤M
1≤j≤K
(−λi,Mλj,K)ℓij and ξℓ =
∑M
i=1
∑K
j=1(iΩh +
jΩj)ℓij .
Next we need to obtain the CDF and PDF of γs =
max(hmaxi∗I
, gmaxi∗I
) which lies in the same i∗I th row with γw.
By applying some algebraic manipulations, we have
Fγs(x) = Pr
{
max(hmaxi∗I , g
max
i∗I
) < x, γwi∗I ≥ γˆ
w
}
= NPr(γˆw < gmaxi∗I < h
max
i∗I
< x)
+ NPr(γˆw < hmaxi∗I < g
max
i∗I
< x), (24)
and
fγs(x) = Nf
max
hi (x)
∫ x
0
fmaxgi (y)
∫ y
0
fγˆw(z)dzdy
+ Nfmaxgi (x)
∫ x
0
fmaxhi (y)
∫ y
0
fγˆw(z)dzdy (25)
=
M∑
i=1
K∑
j=1
∑
ℓ
Cℓtℓζij
(
ψ(iΩh, jΩg) + ψ(jΩg, iΩh)
)
,
where ψ(µ1, µ2) = e−µ1x
(
e−µ2x−1
µ2
− e−(µ2+ξℓ)x−1µ2+ξℓ
)
and
ζij = NijΩhΩgλi,Mλj,K .
By observing (7), we can approximate the achievable rate
of the instantaneous weak user as a constant in the high SNR
scenario, i.e. log2
(
1 +
aγ˜wi
bγ˜wi +1/ρ
)
ρ→∞≈ log2 (1/b). In this
case, we can find the approximation of the system average
sum-rate as follow
R¯AIAsum ≈
∫ ∞
0
log2(1 + bρx)fγs(x)dx + log2
1
b
(26)
= log2
1
b
+
M∑
i=1
K∑
j=1
∑
ℓ
Cℓtℓ
ln 2
(T1 + T2 + T3 + T4) ,
where Tn, n = {1, 2, 3, 4} are given by
T1 = −
∫ ∞
0
ξℓζij ln(1 + bρx)e
−jΩgx
iΩhφi
dx =
ξℓζ˜ij
φi
χ(jΩg),
T2 = −
∫ ∞
0
ξℓζij ln(1 + bρx)e
−iΩhx
jΩgφj
dx =
ξℓζ˜ij
φj
χ(iΩh),
T3 = −
∫ ∞
0
ζijφij,2 ln(1 + bρx)e
−φij,1x
φiφj
dx =
ζijφij,2χ(φij,1)
φiφjφij,1
,
T4 =
∫ ∞
0
ζij(iΩh + jΩg) ln(1 + bρx)e
−(iΩh+jΩg)x
ijΩhΩg
dx
= −ζ˜ijχ(iΩh + jΩg),
in which,
ζ˜ij = Nλi,Mλj,K ,
φi = iΩh + ξℓ, φj = jΩg + ξℓ,
φij,1 = iΩh + jΩg + ξℓ, φij,2 = iΩh + jΩg + 2ξℓ,
χ(x) = e
x
bρEi
(
− x
bρ
)
,
Ei(x) is the Exponential integral function and the integral of
Tn is obtained with the help of [9, Eq. (4.337.2)].
B. Analytical sum-rate of the A3-AS algorithm.
Recall that in the A3-AS algorithm, γs is actually the
larger element of max
i
(hmaxi ) and max
i
(gmaxi ). Here we denote
hmax = max
i
(hmaxi ) and gmax = max
i
(gmaxi ) and obtain the
corresponding distributions as follows:
Fhmax(x) =
∑NM
i=0
λi,NMe
−iΩhx, (27)
Fgmax(x) =
∑NK
j=0
λj,NKe
−jΩgx, (28)
fhmax(x) = −
∑NM
i=1
iΩhλi,NMe
−iΩhx, (29)
fgmax(x) = −
∑NK
j=1
jΩgλi,NKe
−jΩgx. (30)
Then the CDF and PDF of γs = max(hmax, gmax) is given by
Fγs(x) = Pr {max(hmax, gmax) < x} (31)
= Pr (hmax < gmax < x) + Pr(gmax < hmax < x) ,
fγs(x) =
∫ x
0
(
fmaxg (x)f
max
h (y) + f
max
h (x)f
max
g (y)
)
dy
=
NM∑
i=1
NK∑
j=1
λi,NMλj,NK
(
iΩhe
−iΩhx + jΩge
−jΩgx
− (iΩh + jΩg)e−(iΩh+jΩg)x
)
. (32)
Similarly, when ρ → ∞, we can attain the asymptotic
closed-form expression for the average sum-rate for the A3-AS
algorithm as follows
R¯A
3
sum ≈
∫ ∞
0
log2(1 + bρsx)fγs(x)dx + log2
1
b
= log2
1
b
+
1
ln 2
NM∑
i=1
NK∑
j=1
λi,NMλj,NK
× (χ(iΩh + jΩg)− χ(iΩh)− χ(jΩg)), (33)
where χ(x) = e
x
bρEi
(
− xbρ
)
as in AIA-AS.
V. NUMERICAL STUDIES
In this section, the performance of the proposed AS algo-
rithms for MIMO-NOMA systems, i.e., AIA-AS and A3-AS,
is evaluated by using computer simulations. In all simulation,
we set M = K = 2, Ωh = dα1 , Ωg = d
α
2 , where α is the
path-loss exponent and α = 3, d1 (d2) is the distance between
the BS and UE1 (UE2).
Fig. 2 illustrates how the transmit power Ps at the BS affects
the system average sum-rate R¯sum. As can be observed from
Fig. 2, when Ps increases, R¯sum increases for all the schemes.
Moreover, the performance of the proposed AIA-AS and A3-
AS schemes are much better than that of the random AS in
NOMA scenarios (NOMA-RAN), since both AIA-AS and A3-
AS utilize the benefit brought by the multiple antennas settings
at each node. Furthermore, the A3-AS scheme can achieve the
same performance as that of the optimal ES scheme in NOMA
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Fig. 2: Average sum-rate vs. transmit power, N = 2, d1 =
30m, d2 = 100m, a = 0.6, b = 0.4, σ = −70dBm.
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Fig. 3: Average sum-rate vs. N , d1 = 30m, d2 = 100m, a =
0.6, b = 0.4, σ = −70dBm, Ps = 20dBm.
scenarios (NOMA-ES) but with much lower computational
complexity. We should note that the analytical results match
the simulation results for both AIA-AS and A3-AS, which
validates our theoretical analysis in Sec. IV. It is also worth
pointing out that all the NOMA schemes outperform the ES
scheme in OMA system (OMA-ES) over the entire region.
Fig. 3 illustrates how the number of antennas N at the BS
influences the average sum-rate R¯sum. We can see from this
figure that the sum-rates of the NOMA-RAN and AIA-AS
keep constant when N increases. For NOMA-RAN scheme,
this is because it does not properly utilize the multiple antenna
setting but selects one antenna at each node randomly. The
reason for AIA-AS is that it guarantees the performance of
the user with the poor channel gain γw, but not the user with
the better channel condition γs, which contributes the most to
R¯sum. In contrast, the average sum-rate of A3-AS increases
along with N and A3-AS achieves the same performance as
that of the optimal scheme. Again, all the NOMA schemes
outperform the OMA-ES scheme in the entire region.
Fig. 4 depicts how the distance between the BS and users
influences R¯sum for various AS schemes. Take a constant d1
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and a variable d2 for example. We can observe that when
d2 increases, R¯sum decreases for all the schemes. We also
note that both AIA-AS and A3-AS outperform the NOMA-
RAN and the OMA-ES schemes, and again A3-AS achieves
the same performance as NOMA-ES. Specially, there is a
crossing between the curves for NOMA-RAN and OMA-ES.
The reason for this is that in OMA-ES, when d2 is much
larger than d1, the energy and frequency resources exclusively
allocated to UE2 are wasted since they contribute very little
to R¯sum.
Fig. 5 demonstrates how the power allocation coefficient b
affects the R¯sum for various AS schemes. Interestingly we can
see that all the NOMA schemes keep almost constant when
b increases. The main reason is that R¯sum ≈ log2(γsρ) when
ρ → ∞ and it is not affected by the value of b. In contrast,
the performance of the OMA-ES scheme decreases when b
increases as more power are allocated exclusively to the user
with the poor channel condition γw which contributes little
to R¯sum.
Although the system sum-rate performance of A3-AS is
slightly better than that of AIA-AS, regarding the fairness
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Fig. 6: Jain’s fairness index vs. b, N = 4, d1 = 60m, d2 =
100m, a = 1− b, σ = −70dBm, Ps = 20dBm.
between UE1 and UE2, we can observe in Fig. 6 that AIA-
AS can provide better fairness than A3-AS. In other words,
in practice AIA-AS would be a better choice to balance the
tradeoff between the system sum-rate and user fairness.
VI. CONCLUSION
This paper studied the joint AS problem in a two-user
MIMO-NOMA system. Two computationally efficient algo-
rithms, i.e., AIA-AS and A3-AS, were proposed to maximize
the system sum-rate. The asymptotic closed-form expressions
for the average sum-rates for both the proposed schemes were
provided. Numerical simulations demonstrated that both AIA-
AS and A3-AS yield significant performance gains over the
OMA-ES and NOMA-RAN schemes. Furthermore, AIA-AS
provides better user fairness while the A3-AS achieves the
near-optimal sum-rate performance.
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