The purpose of this paper is to establish first and second order necessary optimality conditions for optimal control problems of stochastic evolution equations with control and state constraints. The control acts both in the drift and diffusion terms and the control region is a nonempty closed subset of a separable Hilbert space. We employ some classical set-valued analysis tools and theories of the transposition solution of vector-valued backward stochastic evolution equations and the relaxed-transposition solution of operator-valued backward stochastic evolution equations to derive these optimality conditions. The correction part of the second order adjoint equation, which does not appear in the first order optimality condition, plays a fundamental role in the second order optimality condition.
Introduction
Let T > 0 and (Ω, F, F, P) a complete filtered probability space with the càdlàg (right continuous with left limits) filtration F = {F t } t∈[0,T ] , on which a cylindral Brownian motion {W (t)} t∈ [0,T ] taking values in a separable Hilbert space V is defined. Let H be a separable Hilbert space and A be an unbounded linear operator generating a contractive C 0 -semigroup {S(t)} t≥0 on H. For a nonempty closed subset U of a separable Hilbert space H 1 define
and consider the following controlled stochastic evolution equation (SEE for short):
dx(t) = Ax(t) + a(t, x(t), u(t)) dt + b(t, x(t), u(t))dW (t) in (0, T ],
where u ∈ U . A process x(·) ≡ x(· ; ν 0 , u) ∈ L 2 F (Ω; C([0, T ]; H)) is called a mild solution of (1.1) if
It is one of the important issues in optimal control theory to establish necessary optimality conditions for optimal controls, which is useful for characterizing optimal controls or solving the optimal control problems numerically. Since the seminal work [34] , necessary optimality conditions are studied extensively for different kinds of control systems. We refer the readers to [15, 17, 19, 23, 38, 40, 41] and the rich references therein for the first and second order necessary optimality conditions for systems governed by ordinary differential equations, by partial differential equations and by stochastic differential equations.
It is natural to seek to extend the theory of necessary optimality conditions to those infinite dimensional SEEs. The main motivation is to study the optimal control of systems governed by stochastic partial differential equations, which are useful models for many processes in natural sciences (see [5, 22] and the rich references therein).
We refer to [3] for a pioneering work on first order necessary optimality condition (Pontryagintype maximum principle) and subsequent extensions [19, 37, 42] and so on. Nevertheless, for a long time, almost all of the works on the necessary conditions for optimal controls of infinite dimensional SEEs addressed only the case that the diffusion term does NOT depend on the control variable (i.e., the function b(·, ·, ·) in (1.1) is independent of u). As far as we know, the stochastic maximum principle for general infinite dimensional nonlinear stochastic systems with control-dependent diffusion coefficients and possibly nonconvex control domains had been a longstanding problem till the very recent papers ( [10, 18, 29, 30, 31] ). In these papers first order necessary optimality conditions for controlled SEEs are established by several authors with no constraint on the state. Further, in [27, 28] , some second order necessary optimality conditions for controlled SEEs are obtained, provided that there is no constraint on the state and U is convex. As far as we know, there are no results on first or second order necessary optimality conditions for controlled SEEs with state constraints and for a nonconvex set U .
Compared with [10, 18, 27, 28, 29, 30, 31] , the main novelty of the present work is in employing some sharp tools of set-valued analysis with the following advantages:
• only one adjoint equation is needed to get a first order necessary optimality condition even when the diffusion term is control dependent and U is nonconvex;
• two second order necessary optimality conditions are obtained by using two adjoint equations;
• state constraints are presented.
The rest of this paper is organized as follows: in Section 2, we introduce some notations and assumptions and recall some concepts and results from the set-valued analysis to be used in this paper; Section 3 is devoted to establishing first order necessary optimality conditions; at last, in Section 4, we obtain two integral-type second order necessary optimality conditions.
Preliminaries

Notations and assumptions
Let X be a Banach space. For each t ∈ [0, T ] and r ∈ [1, ∞), denote by L r Ft (Ω; X) the Banach space of all (strongly) F t -measurable random variables ξ : Ω → X such that E|ξ| r X < ∞, with the norm |ξ| L r If r 1 = r 2 , we simply write L r 1 F (0, T ; X) for the above spaces. As usual, if there is no danger of confusion, we omit the ω (∈ Ω) argument in the notations of functions and operators.
Let H be a separable Hilbert space and A be an unbounded linear operator (with the domain D(A)) on H, which generates a contractive C 0 -semigroup {S(t)} t≥0 on H. It is well known that D(A) is a Hilbert space with the usual graph norm. By A * , we denote the adjoint operator of A, which generates the adjoint C 0 -semigroup {S * (t)} t≥0 . Denote by L 2 the space of all Hilbert-Schmidt operators from V to H, which is a Hilbert space with the canonical norm.
Throughout this paper, we use C to denote a generic constant, which may change from line to line.
Let us introduce the following condition: 
We have the following result:
Lemma 2.1. Let (AS1) hold. Then the equation (1.1) admits a unique mild solution. Furthermore, for some C > 0 and all 
Set-valued analysis
For readers' convenience, we collect some basic facts from set-valued analysis. More information can be found in [2] .
Let Z (resp. Z) be a Banach (resp. separable Banach) space with the norm | · | Z (resp. | · | Z ). Denote by Z * (resp. Z * ) the dual space of Z (resp. Z). For any subset K ⊂ Z, denote by intK and clK the interior and closure of K, respectively. K is called a cone if αz ∈ K for every α ≥ 0 and z ∈ K. Define the distance between a point z ∈ Z and K as
and the metric projection of z onto K as
and the adjacent cone
The dual cone of the Clarke tangent cone
Definition 2.3. Let (Ξ, Σ) be a measurable space, and F : Ξ ❀ Z be a set-valued map. For any Lemma 2.7] Suppose that (Ξ, Σ, µ) is a complete finite measure space, p ≥ 1 and K is a closed nonempty subset of Z. Put
Then for any ϕ(·) ∈ K, the set-valued map
The following result provides a criteria for the measurability of set-valued maps. We say that a measurable set-valued stochastic process
3) Let G be the collection of B ⊂ [0, T ]×Ω for which there exist B 1 , B 2 ∈ G such that B 1 ⊂ B ⊂ B 2 and (m×P)(B 2 \B 1 ) = 0. One can define a function µ on G as µ(B) = [m×P](B 1 ) for any B ∈ G. By Proposition 1.5.1 in [6] , the measure space
e., the corresponding solution x(·) of (1.1) satisfies (1.3) and (1.4) .
× Ω, µ = µ and Z = H 1 . From Lemma 2.2, we deduce the following result.
The next result concerns the completion of a measure space, which is a corollary of Proposition 1.5.1 in [6] .
Lemma 2.4. Let (Ξ, Σ, µ) be a σ-finite measure space with the completion (Ξ, Σ, µ), and f be a Σ-measurable function from Ξ to Z. Then there exists a Σ-measurable function g such that µ(g(ξ) = f (ξ)) = 0.
Due to Lemma 2.4 , in what follows, we omit to simplify notation. Proof. Since H is separable, it has an orthonormal basis {e k } ∞ k=1 . Denote by Γ k the projection operator from H to H k 
⊗ F-measurable and F-adapted if and only if F k is G-measurable. Then Lemma 2.5 follows from the fact that
Next, we recall the notion of measurable selection for a set-valued map.
Definition 2.5. Let (Ξ, Σ) be a measurable space and Z a complete separable metric space. Let F be a set-valued map from Ξ to Z. A measurable map f : Ξ → Z is called a measurable selection of
A result concerning the measurable selection is given below. Lemma 2.7. Suppose that (Ξ, Σ, µ) is a complete σ-finite measure space, K is a closed nonempty subset in Z and ϕ(·) is a Σ-measurable map from Ξ to Z. Then the projection map ξ
At last, let us recall some results concerning convex cones. Definition 2.6. For a cone K in Z, the convex closed cone K − = {ξ ∈ Z * |ξ(z) ≤ 0 for all z ∈ K} is called the dual cone of K. 
Then for any convex cone
Definition 2.7. We call K a nonempty closed polyhedra in Z if for some n ∈ N, {z * 1 , · · · , z * n } ⊂ Z * \ {0} and {b 1 , · · · , b n } ⊂ R,
Lemma 2.9. [16, Lemma 2.5] Let Z be a Hilbert space. Let K be a nonempty closed polyhedra in Z. Then, for any 0 = ξ ∈ Z such that sup y∈K ξ, y Z < +∞, this supremum is attained at somē y ∈ ∂K. Furthermore, ξ ∈ j∈In(ȳ) R + y j , where
if and only if there are z * 0 , z * 1 , · · · , z * n ∈ Z * , not vanishing simultaneously, such that
First order necessary conditions
This section is devoted to establishing a first order necessary optimality condition for Problem (OP). Let us first impose the following assumptions:
are differentiable, and (a x (t, x, u, ω), a u (t, x, u, ω)) and (b x (t, x, u, ω), b u (t, x, u, ω)) are uniformly continuous with respect to x ∈ H and u ∈ U . For any p ≥ 1, there exists a nonnegative η ∈ L 2 F (0, T ; R) such that for a.e. (t, ω) ∈ [0, T ] × Ω and for all x ∈ H and u ∈ H 1 ,
(AS3) The functional h(·, ω) : H → R is differentiable, P-a.s., and there exists an η ∈ L 2
(AS4) For j = 0, · · · , n, the functional g j : H → R is differentiable, and for any x,x ∈ H,
. Consider the following linearized stochastic control system:
It is a classical result that, under (AS1), for any u 1 ∈ T Φ (ū) and
Let x ε (·) be the solution of (1.1) corresponding to the control u ε (·) and the initial datum ν ε 0 , and put
We have the following results:
Proof of Lemma 3.1 is provided in Appendix A.
Next, we give a result which is very useful to get the first order pointwise necessary condition.
Proof of Lemma 3.2 is postponed to Appendix C.
and
Proof of Lemma 3.3 is given in Appendix D.
Let T Ka (ν 0 ) be a nonempty closed convex cone contained in T b Ka (ν 0 ). Put
(3.15) Denote by Γ * the adjoint operator of Γ. Clearly, Γ is surjective. From (3.11) to (3.14), we see that
If Q (1) and E (1) are nonempty, then
This, together with the fact that E g x (x(·)), z(·) H is continuous with respect to t, implies that there exists a constant ρ > 0 such that
This proves that z ∈ intQ (1) .
Now we introduce the first order adjoint equation for (3.1):
where
Since neither the usual natural filtration condition nor the quasi-left continuity is assumed for the filtration F in this paper, one cannot apply the existence results for mild or weak solution of infinite dimensional BSEEs (e.g. [20, 32] ) to obtain the well-posedness of the equation (3.17) . Thus, we use the notion of transposition solution here. To this end, consider the following (forward) SEE:
where [7, Chapter 6] for the well-posedness of (3.18) in the sense of mild solution). We now introduce the following notion.
. If ψ = 0 and W (·) is a one dimensional Brownian motion, Lemma 3.5 is proved in [29, Chapter 3] . The proof for the case ψ = 0 is similar. We only give a sketch in Appendix E.
Define the Hamiltonian 20) where
Now we state a first order necessary optimality condition in the integral form.
such that the corresponding transposition solution (y(·), Y (·)) of the first order adjoint equation (3.17) with y(
where Proof. We first claim that 
Let x ε (·) be the solution of the control system (1.1) with the initial datum ν ε 0 and the control u ε (·).
H is continuous with respect to t. This, together with the compactness of I 0 (x), implies that there exists ρ 0 > 0 such that
Moreover, there exists δ > 0 (independent of t ∈ I 0 (x)) such that
By Lemma 3.1, there is an ε 0 > 0 such that for every ε ∈ [0, ε 0 ],
(3.25)
By (3.25) and (3.26), x ε (·) satisfies the state constraint (1.3) for ε < min{ε 0 , ε 1 }.
T , E g j x (x(T )),x 1 (T ) H < 0 for every j ∈ I(x). Similar to the proof of (3.26), for every sufficiently small ε, x ε (·) satisfies the final state constraint (1.4), and (x ε (·), u ε (·)) ∈ P ad . Following (3.24), there exists ρ 2 > 0 such that for all sufficiently small ε,
contradicting the optimality of (x(·),ū(·)). This completes the proof of (3.23).
To finish the proof, we consider three different cases.
is nonempty, open and convex, and G (1) is nonempty and convex, by the HahnBanach separation theorem and Lemma 3.3, there exists a nonzero
Since Q (1) and G (1) are cones, 0 = sup
Furthermore, it follows from the definition of the transposition solution to (3.17) that for every x 1 solving (3.1) with u 1 ∈ T Φ (ū) and
Set λ 0 = 0, λ j = 0, j ∈ I(x) and y(T ) = 0. Then, (3.21) holds and (3.22) follows from (3.27) and (3.28).
Case 2:
If E (1) = ∅, we claim that for each j ∈ I(x), there exists λ j ≥ 0 such that
Indeed, if there is a j 0 ∈ I(x) such that g j 0
x (x(T )) = 0, then we can take λ j 0 = 1 and λ j = 0 for all j ∈ I(x) \ {j 0 }. In this context, (3.29) hold.
If g j x (x(T )) = 0 for all j ∈ I(x), then E (1,j) = ∅ for all j ∈ I(x) since Γ is surjective (recall (3.11) for the definition of E (1,j) ). From (3.16), we find that E (1,j) T = ∅ for all j ∈ I(x). On the other hand, since E (1) = j∈I(x) E (1,j) = ∅, by (3.16), we get that E (1)
Then one can find a j 0 ∈ I(x) and a subset I j 0 ⊂ I(x) \ {j 0 } such that j∈I j 0 E
(1,j) T = ∅ and
By the Hahn-Banach separation theorem, there exists a nonzero ξ ∈ L 2
Noting that E
By taking λ 0 = 0, ψ = 0 and y(T ) = 0, we have (3.21) and the condition (3.22) holds trivially with (y, Y ) ≡ 0.
If
Since both Γ(Q (1) ∩ G (1) ) and E
T are cones, 0 = sup
By Lemma 2.8, for each j ∈ I(x), there exists λ j ≥ 0 such that
. By (3.28) and (3.30), we obtain (3.22).
Case 3:
This yields that
Then, for each j ∈ I(x), there exists λ j ≥ 0 such that
Let ψ ∈ Q (1) − with ψ(0) = 0 be such that
Combining (3.31) with (3.28), we obtain (3.22) . This completes the proof of Theorem 3.1.
. From Theorem 3.1 and Lemma 3.2, it is easy to obtain the following pointwise first order necessary condition. Theorem 3.2. Let (AS1)-(AS4) hold and (x(·),ū(·),ν 0 ) be an optimal triple for Problem (OP) such that E|g 0
x (x(t))| H = 0 for any t ∈ I 0 (x). Then for (y, Y ) as in Theorem 3.1,
Remark 3.1. If both the control set U and the initial state constraint set K a are convex, then N C U (ū) and N C Ka (x 0 ) are simply the normal cones of convex analysis.
where P (·) is the first element of the solution of the second order adjoint process with respect to (x(·),ū(·),ν 0 ) (defined by (4.1) in Section 4). If there is no state constraint, the stochastic maximum principle (e.g. [29, 30] ) says that, if (x(·),ū(·),ν 0 ) is an optimal triple, then
This implies that
e., the second condition in (3.32) holds. However, to derive (3.33), one has to assume that a, b and h are C 2 with respect to the variable x. Therefore, in practice, under some usual structural assumptions on U , it is more convenient to use the condition (3.32) directly.
As for the deterministic optimal control problems with state constraints, we call the first order necessary condition (3.22) normal if the Lagrange multiplier λ 0 = 0. By Theorem 3.1, this is the case when G (1) ∩ Q (1) ∩ E (1) = ∅. Let us give some conditions to guarantee it. To this end, we first introduce the following equation:
where α(·) ∈ L 2 F (0, T ; H). The equation (3.34) is a special case of (3.17), where dψ(·) = α(·). Let us make the following assumptions:
is a condition about the unique continuation for the solution of (3.34).
. This, together with (AAS1), guarantees that the solution set of (3.1) is rich enough for us to choose one belonging to Q (1) ∩ E (1) . (AAS2) holds for some trivial cases. For example,
Note that we put state constraints (1.3) and (1.4) in the control problem. Hence, even for U = H 1 , the optimal control problem is not trivial. We believe that for some concrete control problem, both (AAS1) and (AAS2) can be dropped. A possible way to do it is to follow the idea in the proof of Proposition 3.3 in [12] . The detailed analysis is beyond the scope of this paper and will be investigated in future work.
Remark 3.5. From the definition of G (1) , Q (1) and E (1) , it is clear that (AAS3) is necessary for
Proof. We divide the proof into two steps.
Step
where x 1 (·) is the solution of (3.1) for some
Let us prove (3.35) by a contradiction argument. Without loss of generality, we assume that ν 1 = 0. If (3.35) was false, then there would exist a nonzero
Let α = β 0 . By the definition of the transposition solution of (3.34), we have that for any
This, together with the choice of u 1 (·), implies that
(3.38)
It follows from (3.35) that for every k ∈ N, there is u 1,k ∈ T Φ (ū) such that the corresponding solution
Consequently, there is a subsequence
Since both
Hence, there exists N ∈ N such that
This, together with (AAS3) and (3.38), implies that
This completes the proof.
Second order necessary conditions
In this section, we establish second order necessary conditions for the optimal triple of Problem (OP). In addition to (AS1)-(AS4), we impose the following:
, and a xu (t, x, u, ω) and b xu (t, x, u, ω) are uniformly continuous with respect to x ∈ H and u ∈ H 1 , and
(AS6) The functional h(·, ω) : H → R is C 2 , P-a.s., and for any x,x ∈ H,
(AS7) For j = 0, 1, · · · , n, the functional g j (·) : H → R is C 2 , and for any x,x ∈ H,
Remark 4.1. Recall that (Ω, F T , P) is separable if there exists a countable family D ⊂ F T such that, for any ε > 0 and B ∈ F T one can find B 1 ∈ D with P (B \ B 1 ) ∪ (B 1 \ B) < ε. Probability space enjoying such kind of property is called a standard probability space. Except some artificial examples, almost all frequently used probability spaces are standard ones(e.g. [36] ). From [4, Section
Consider the following L(H)-valued BSEE
. In (4.1), the unknown (or solution) is a pair (P, Q).
Let us first recall the definition of the relaxed transposition solution of (4.1). To this end, consider two SEEs:
For any t ∈ [0, T ], both Q (t) and Q (t) are bounded linear operators
and Q (t) (0, 0, ·) * = Q (t) (0, 0, ·) . * Throughout this paper, for any operator-valued process (resp. random variable) R, we denote by R * its pointwisely dual operator-valued process (resp. random variable), e.g., if R ∈ L r 1
, the following is satisfied 
The proof is almost the same as the one of [29, Theorem 6.1]. The only difference is that one should replace the inner product of H by L 2 for terms involvingf 1 andf 2 . Hence we omit it.
For ϕ equal to a or b, let
Ka (x 0 , ν 1 ) and
V (ū, u 1 ), consider the following second order variational equation:
where x 1 (·) is the solution of the first order variational equation (3.1) (for u 1 (·) and ν 1 as above). By the definition of the second order adjacent tangent, for any ε > 0, there exist ν ε 2 ∈ H and
Denote by x ε (·) the solution of (1.1) corresponding to the control u ε (·) and the initial datum
We have the following result.
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Lemma 4.2. Suppose that (AS1), (AS2) and (AS5) hold. Then, for ν 1 ,ν 2 , ν ε 2 ∈ H and
and lim
Proof of Lemma 4.2 is provided in Appendix B. Put
and define the critical cone
then e(t) = 0 for any t ∈ I 0 (x, x 1 ). In this case,
Remark 4.3. Let z 1 ∈ Q (1) and z 2 ∈ Q (2) (x 1 ). Then for every t ∈ I 0 (x, x 1 ) ⊂ I 0 (x), we have
Let (y, Y ), ψ and λ j , j ∈ I(x) be defined as in the proof of Theorem 3.1 in the case when (3.10) and (3.12) for the definitions of G (1) , Q (1) and E (1) , respectively), where y(
Let (P (·), (Q (·) , Q (·) )) be the relaxed transposition solution of the equation (4.1) in which P T , J(·), K(·) and F (·) are given by
P T = −h xx x(T ) , J(t) = a 1 [t], K(t) = b 1 [t], F (t) = −H xx [t] △ = −H xx (t,
x(t),ū(t), y(t), Y (t), ω).
We have the following result. (2) (x 1 ) with the corresponding ν 2 ∈ W(ν 0 , ν 1 ) and u 2 (·) ∈ M(ū, u 1 ), we have
Theorem 4.1. Suppose that (AS1)-(AS9) hold and that
x(t),ū(t), y(t), Y (t), ω).
Remark 4.4. In Theorem 4.1, we take λ 0 = 1 and (y, Y ), ψ and λ j , j ∈ I(x) as in Theorem 3.1. Accordingly, the terms
x 2 (t), dψ(t) H appear. By doing so, our second order condition is valid for any normal multiplier appearing in the first order conditions.
In Theorem 4.1 we assumed that G (2) (x 1 , u 1 ) ∩ Q (2) (x 1 ) ∩ E (2) (x 1 ) = ∅. It seems that this condition is not easy to verify. Let us give a result concerning this below. Proposition 4.1. Assume that there is (x 1 , u 1 , ν 1 ) ∈ Z(x,ū) such that the function e(·) defined by (4.11) is bounded on I 0 (x, x 1 ), and that T
b(2)
Ka (ν 0 , ν 1 ) and T
V (ū, u 1 ) are nonempty. If G (1) ∩ Q (1) ∩ E (1) = ∅ (with T Ka (ν 0 ) and T Φ (ū) being replaced by C Ka (ν 0 ) and C V (ū), respectively), then
Proof. If G (1) ∩ Q (1) ∩ E (1) = ∅ (with T Ka (ν 0 ) and T Φ (ū) being replaced by C Ka (ν 0 ) and C V (ū), respectively), then there existsx 1 (·) ∈ G (1) ∩ Q (1) ∩ E (1) with the initial datumν 1 ∈ C Ka (ν 0 ) and the controlû 1 (·) ∈ C V (ū).
Since T
V (ū, v) are nonempty, they contain some nonempty convex subsets W 1 (ν 0 , ν 1 ) and M 1 (ū, u 1 ), respectively. Put
It follows from Lemma 2.
V (ū, u 1 ). Moreover, for everyν 2 ∈ W 1 (ν 0 , ν 1 ),ũ 2 ∈ M 1 (ū, u 1 ) and δ ≥ 0, we have δν 1 +ν 2 ∈ W(ν 0 , ν 1 ) and δû 1 +ũ 2 ∈ M(ū, u 1 ). Fixing δ ≥ 0 and letting x 2,δ (·)(resp.x 2 ) be the solution of (4.5) corresponding to δν 1 +ν 2 (resp.ν 2 ) and δû 1 +ũ 2 (resp.ũ 2 ), we have x 2,δ (·) = δx 1 (·) +x 2 (·). It follows from Lemma 4.2 that
, and I 0 (x) and I 0 (x,x 1 ) are compact sets, for all sufficiently large δ,
and for every j ∈ I(x,x 1 ), and all δ sufficiently large
Therefore, when δ is large enough,
In such case, without loss of generality, we can ignore the constraint (1.3) and put ψ = 0. Thus, we only need to consider the case I 0 (x, x 1 ) = ∅. The proof is divided into five steps. In the first four steps, we deal with the special case when
. Then, in the last step, we handle the general case.
Step 1:
Denote by x ε (·) the solution of (1.1) corresponding to ν ε 0 and u ε (·). By (AS1)-(AS7) and Lemma 4.2, for any t ∈ [0, T ], we have
Step 2: Fix an arbitraryt ∈ I(x, x 1 ). In this step, we prove that there exist δ(t) > 0 and α(t) > 0 such that
If (4.17) is false, then for any ℓ ∈ N, we can find ε ℓ ∈ [0, 1/ℓ] and 
By (4.16),
Sincet ∈ I 0 (x, x 1 ) and x 2 (·) ∈ Q (2) (x 1 ), there exists ρ 0 > 0 such that
which, together with (4.19), implies that Eg 0 (x ε ℓ k (s ℓ k )) ≤ 0, provided that k is large enough. This contradicts (4.18).
Case 1.2:
There is no subsequence of {s ℓ } ∞ ℓ=1 such that (4.19) holds. Under this circumstance,
Noting that e(t) ≥ 0 for all t ∈ [0, T ] and I 0 (x, x 1 ) is compact, there exists ρ 2 > 0 such that
Since s ℓ →t andt ∈ I(x, x 1 ), when ℓ is large enough,
Then, by (4.16) and (4.20) , for any sufficiently large ℓ,
which also contradicts (4.18). This proves (4.17).
Step 3: In this step, we prove that (x ε (·), u ε (·)) ∈ P ad , provided that ε is sufficiently small. By the compactness of I 0 (x, x 1 ), we can find {t ℓ } N ℓ ⊂ I 0 (x, x 1 ) (N ∈ N) such that
. Since I c 0 is compact, we can findδ > 0 and ρ 3 > 0 (independent of t) such that
This, together with (4.16), implies that there exists ε 2 > 0 such that
Clearly,
Let δ 0 > 0 be small enough such that
From the compactness of I cc and the continuity if Eg 0 (x(·)) with respect to t, we know that there exists ρ 4 > 0 such that Eg 0 (x(t)) < −ρ 4 , ∀ t ∈ I cc . This, together with (4.16), implies that for all sufficiently small ε > 0,
Combining (4.23) and (4.24), we conclude that x ε (·) satisfies the constraint (1.3), provided that ε is small enough.
By a similar argument, we can show that when ε is small enough, x ε (·) satisfies the constraint (1.4). This proves that (x ε (·), u ε (·)) ∈ P ad , provided that ε is sufficiently small.
Step 4: By the optimality of (x(·),ū(·)) and the equality E h x (x(T )), x 1 (T ) H = 0, we have
From the definition of the transposition solution of the equation (3.17), we get that
This, together with the choice of y(T ), implies that
By the definition of the relaxed transposition solution of (4.1), we have that This, together with (4.27) and (4.25), implies (4.15).
Step 5: In this step, we handle the case when
with the correspondingν 2 ∈ W(ν 0 , ν 1 ) and u 2 (·) ∈ M(ū, u 1 ). For θ ∈ (0, 1), put
Noting that W(ν 0 , ν 1 ) and M(ū, u 1 ) are convex, x θ 2 is the solution of the equation (4.5) with the initial datum ν
Step 1, we deduce that
Letting θ → 0 in the above inequality, we obtain (4.15). This completes the proof of Theorem 4.1. 
is exactly controllable and there are no state constraints, then Y(x,ū) = ∅. However, to enjoy the exact controllability property, one needs some restrictive conditions (e.g. [24, 25, 26] ).
Next, we give another second order necessary condition. Theorem 4.2. Suppose that (AS1)-(AS9) hold and (x(·),ū(·),ν 0 ) be an optimal triple of Problem (OP). Let Φ(t, ω) = C U (ū(t, ω)). Assume that E|g 0
x (x(t))| H = 0 for all t ∈ I 0 (x). Let (x 1 , u 1 , ν 1 ) ∈ Υ(x,ū) and suppose that e(·) (defined by (4.11)) is bounded on
V (ū, u 1 ) be convex. Then there exist λ 0 ∈ {0, 1}, λ j ≥ 0 for all j ∈ I(x) and ψ ∈ Q (1) − such that the solution (y, Y ) of (3.17) with
) and I(x) replaced by I(x, x 1 ) satisfies the first order condition (3.32), and for any u 1 ) with the corresponding ν 2 ∈ W(ν 0 , ν 1 ) and u 2 (·) ∈ M(ū, u 1 ), the second order necessary condition (4.15) holds true, where (P (·), Q (·) , Q (·) ) is the relaxed transposition solution of (4.1) with
Proof. If either W(ν 0 , ν 1 ) or M(ū, u 1 ) is empty, then by Theorem 3.2, we get the desired result. Therefore, in the rest of the proof, we assume that these two sets are nonempty. Put
We divide the rest of the proof into two steps. In Step 1, we handle the case when I 0 (x, x 1 ) = ∅. In Step 2, we deal with the case when I 0 (x, x 1 ) = ∅.
Step 1.
Fix (x 1 (·), u 1 (·), ν 1 ) ∈ Z(x,ū) (recall (4.8) for the definition of Z(x,ū)). Consider the following two different cases:
Let x ε (·) be the solution of the control system (1.1) with the initial datum ν ε 0 and the control u ε (·). Put h
By Lemma 4.2, there is ρ < 0 such that for each j ∈ I(x) and all sufficiently small ε > 0,
Direct computations yield
where ρ
Similar to the proof of Lemma 4.2, we can show that lim
It follows from the definition of the transposition solution of (3.17) that
By the definition of the relaxed transposition solution of (4.1), we have 
Indeed, if (4.32) was false, then there would exist ν 2 ∈ W(ν 0 , ν 1 ) and u 2 (·) ∈ M(ū, u 1 ) such that for some ρ < 0, the corresponding solution x 2 (·) of (4.5) satisfies
Let x ε (·) be the solution of the control system (1.1) with the initial datum ν ε 0 and the control u ε (·). Similar to Case 1.1, one can prove that for every j / ∈ I(x, x 1 ) and for all ε > 0 small enough, Eg j (x ε (T )) ≤ 0. Meanwhile, by Lemma 4.2, for any j ∈ I(x, x 1 ), and for all sufficiently small ε > 0,
This proves that (x ε (·), u ε (·)) ∈ P ad . On the other hand, for all sufficiently small ε > 0,
This contradicts the optimality of (x(·),ū(·),ν 0 ). Hence, (4.32) holds.
Next, we consider two subcases (recall (4.9), (4.13) and (4.14) for the definitions of G (2) (x 1 , u 1 ), E (2) (x 1 ) and L (2) (x 1 )).
By Lemma 2.9, there exists
. By Lemma 2.9, for every j ∈ I 0 (x, x 1 ), there exists λ j ≥ 0 such that
we find that for any
This, together with (4.30) and (4.31), implies (4.15).
T (x 1 ) = ∅. For simplicity of notations, we put g n+1 (·) = h(·), 
If E (2,j) T (x 1 ) = ∅ for each j ∈ I, then one can find j 0 ∈ I and a subset I 0 ⊂ I with j 0 / ∈ I 0 such that
By Lemma 2.9, we can find α 0 ∈ clE
It follows from Lemma 2.9 that there exists λ j 0 > 0 such that ξ = λ j 0 g j 0
x (x(T )) and
Denote by I 1 the set of all indices j ∈ I 0 satisfying
Then, by Lemma 2.9 once more, for each j ∈ I 1 , there exists λ j ≥ 0 such that
Combing (4.35)-(4.38), we obtain that
Let y(T ) = 0 and
Applying the same argument as before, we obtain (4.15) with ψ = 0.
Step 2. In this step, we deal with the case that I 0 (x, x 1 ) = ∅. From E|g x (x(t))| H = 0 for any t ∈ I 0 (x) and e(·) (recall (4.11) for the definition of e(·)) is bounded on I 0 (x, x 1 ), we get that −g x (x(·)) ∈ Q (1) and −δg x (x(·)) ∈ Q (2) (x 1 ) when δ (> 0) is large enough. Thus, Q (1) = ∅ and Q (2) (x 1 ) = ∅.
Let x 2 (·) ∈ G (2) (x 1 , u 1 ) and (y(·), Y (·)) be the transposition solution to (3.17) . We deduce from (4.26) that
x (x(T )) = 0, P-a.s. and E g j 1
xx (x(T ))x 1 (T ), x 1 (T ) H ≥ 0. Therefore, by setting ψ(·) = 0, λ j 1 = 1 and λ j = 0 for all j 1 = j ∈ I, we get (y(·), Y (·)) = (0, 0),
These facts, together with (4.28), imply (4.15).
Next, assume that E (2,j) (x 1 ) = ∅ for every j ∈ I. We claim that
then (4.39) holds. Otherwise, for any
from (4.14) and (4.25), we see that x 2 / ∈ L (2) (x 1 ) = E (2,n+1) (x 1 ). This also yields (4.39). It follows from Lemma 2.10 that there exist x * , x * j ∈ L 2 F (Ω; C([0, T ]; H)) * for all j ∈ I, which do not vanish simultaneously, such that for κ
). This, together with (4.40), yields x * j = 0. For each j ∈ I with g j x (x(T )) = 0, put
Then R j is a closed convex cone and (R j ) − = R + g j x (x(T )). Let Γ be given by (3.15) . It is easy to show that
and that Γ −1 (R j ) is a cone. Hence, by (4.40) , −x * j ∈ Γ −1 (R j ) − . Noting that Γ is surjective, by the well known result of convex analysis, Γ −1 (R j ) − = Γ * (R − j ) (see for instance [1, Corollary 22, p . 144] applied to the closed convex cone R j and the set-valued map Γ −1 whose graph is a closed subspace of L 2
, then we put λ j = 0. By normalizing, we may assume that λ 0 ∈ {0, 1}.
Since the map Γ is surjective, we have that
By the definition of E (2,j) (x 1 ), for any j ∈ I with g j x (x(T )) = 0,
From (4.40) (by setting dψ = −x * ), we deduce that sup
(4.42) Recalling Remark 4.3 for the inclusions
) and let (y(·), Y (·)) be the solution to (3.17) with I(x) replaced by I(x, x 1 ). Let P (T ) = −λ 0 h xx (x(T )) and (P (·), Q (·) , Q (·) ) be the relaxed solution of (4.1). By (4.42), for every
From the above inequality, using (4.26) and (4.28), we complete the proof.
Similar to the above argument, we obtain
and lim The desired result follows from the fact that the sequence {ε j } ∞ j=1 is arbitrary. 36
C. Proof of Lemma 3.2
Proof of Lemma 3.2. We borrow some idea from [39] . The proof is divided into three steps.
This, together with (C.1), implies that
ad . This, together with (C.2) and (C.3), implies that
Step 2. In this step, we prove that the set
We achieve this goal by showing that , ω) ) ∈ G ⊗ B(H 1 ). By the assumption on F (·), we have that
It follows from Lemma 2.3 and (C.9) that Λ k is G-measurable.
This, together with (C.8), implies (C.7). Consequently, we have (C.6).
Step 3. In this step we prove that µ(Aū) = T .
Bū ,k,m .
Similar to the proof of Bū ,k ∈ G, one can show that Bū ,k,m ∈ G. Now we only need to prove that µ(Bū ,k,m ) = 0 for every k, m ≥ 1. Let us do this by a contradiction argument.
Suppose that there exist k and m such that µ(Bū ,k,m ) > 0. Define the set-valued map Υ k,m :
Obviously, Υ k,m (t, ω) is closed-valued. Similar to (C.9),
This, together with Lemma 2.3, implies that Υ k,m is G-measurable. Then by Lemma 2.6 there
On the other hand, by Corollary 2.1, one has v k,m (·) ∈ Tū ⊂ C U ν 0 ad (ū(·)). It follows from (C.5) that 
D. Proof of Lemma 3.3
The case that H is finite dimensional was studied in [17] . The proof for the general case is similar. We give it here for the sake of completeness.
Recall that {e k } ∞ k=1 is an orthonormal basis of H and Γ k the projective operator from H to
For each k ∈ N, from the proof of [9, Theorem 65, p. 254], we deduce that, there exist two R-valued processes ψ 
where x − (·) is the predictable modification of x(·), which equals x(·) when x(·) ∈ L 2 F (Ω; C([0, T ]; H)). Define two H-valued processes ψ + (·) and ψ − (·) as follows:
This, together with the arbitrariness of x(·) ∈ L 2 F (Ω; D([0, T ]; H)), implies that ψ + (·) and ψ − (·) are functions of bounded variation and dy(t) = −A * y(t)dt + f (t)dt + dψ(t) + Y (t)dW (t) in [0, T ),
where y T ∈ L p F T (Ω; H) and f (·) ∈ L 1 F (0, T ; L 2 (Ω; H)). The general case follows from the wellposedness of (E.2) and the standard fixed point technique.
We divide the proof into several steps. Since the proof is very similar to that of [29, Theorem 3.1], we give below only a sketch.
Step 1. For any t ∈ [τ, T ], let us define a linear functional F (depending on t) on the Banach space L 1
Ft (Ω; H) as follows:
where φ(·) ∈ L 2 F (Ω; C([t, T ]; H)) is the mild solution of the equation (3.18) . It is an easy matter to show that F is a bounded linear functional. By Lemma E.1, there exists a triple
such that E φ(T ), y T H − E Step 2. Note that (y t (·), Y t (·)) obtained in Step 1 may depend on t. Now we show the time consistency of (y t (·), Y t (·)), that is, for any t 1 and t 2 satisfying 0 ≤ t 2 ≤ t 1 ≤ T , it holds that for a suitable choice of the η, f 1 and f 2 in (3.18). In fact, for any fixed ̺ 1 (·) ∈ L 1 F (t 1 , T ; L 2 (Ω; H)) and ̺ 2 (·) ∈ L 2 F (t 1 , T ; L 2 ), we choose first t = t 1 , η = 0, f 1 (·) = ̺ 1 (·) and f 2 (·) = ̺ 2 (·) in (3.18). From (E.4), we get that 
Ft (Ω; H).
(E.11)
Step 3. We show in this step that ξ t has a càdlàg modification. The detail is lengthy and very similar to Step 3 in the proof of [29, Theorem 3.1] , and hence we omit it here.
First of all, we claim that, for each t ∈ [0, T ], E S * (T − t)y T − To prove this, we note that for any η ∈ L 2 Ft (Ω; H), f 1 = 0 and f 2 = 0, the corresponding solution of (3.18) is given by φ(s) = S(s − t)η for s ∈ [t, T ]. Hence, by (E.11), we obtain that E S(T −t)η, y T H −E η, ξ = X λ (τ 1 ), P-a.s., as desired.
42
Now, since {X λ (t)} 0≤t≤T is an H-valued F-martingale, it enjoys a càdlàg modification, and hence so does the following process Here we have used the fact that {S * λ (t)} t∈R is a C 0 -group on H. We still use {ξ t λ } 0≤t≤T to stand for its càdlàg modification.
From (E.12) and (E.15), it follows that Choosing t = t 2 , f 1 (·) = 0, f 2 (·) = 0 and η = (t 1 − t 2 )γ in (3.18), utilizing (E.11), we obtain that E S(T − t 2 )(t 1 − t 2 )γ, y T H − E (t 1 − t 2 )γ, ξ 
