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Abstract
Information regarding the location of power distribution grid can be extracted from the power
signature embedded in the multimedia signals (e.g., audio, video data) recorded near electrical
activities. This implicit mechanism of identifying the origin-of-recording can be a very promis-
ing tool for multimedia forensics and security applications. In this work, we have developed
a novel grid-of-origin identification system from media recording that consists of a number of
support vector machine (SVM) followed by pole-matching (PM) classifiers. First, we determine
the nominal frequency of the grid (50 or 60 Hz) based on the spectral observation. Then an SVM
classifier, trained for the detection of a grid with a particular nominal frequency, narrows down
the list of possible grids on the basis of different discriminating features extracted from the elec-
tric network frequency (ENF) signal. The decision of the SVM classifier is then passed to the PM
classifier that detects the final grid based on the minimum distance between the estimated poles
of test and training grids. Thus, we start from the problem of classifying grids with different
nominal frequencies and simplify the problem of classification in three stages based on nominal
frequency, SVM and finally using PM classifier. This cascaded system of classification ensures
better accuracy (15.57% higher) compared to traditional ENF-based SVM classifiers described
in the literature.
Keywords: Location forensics, ENF, nominal frequency, SVM, AR model, pole-matching
classifier.
1. Introduction
With the proliferation of terrorism, child pornography [1] or abuse on women, location foren-
sics has become an important area of research in the 21st century. Success in identifying such
locations properly can ease the process of getting hold of the criminals involved. Furthermore,
correct estimation of recording location of media recordings may pave the way for automatic
tagging of geo-location of huge amount of digital data which are being uploaded every moment
on social media platforms such as YouTube and Facebook [2]. Therefore, a consistent as well as
fast method of region-of-recording recognition is highly necessary.
A potential route to obtain the information of recording location from media recordings is to
extract the fingerprint left on that recording by the power grid of that location. Due to electro-
magnetic radiation, every grid acts like an antenna that radiates an electromagnetic wave with a
frequency similar to the corresponding grid frequency [3]. It has a nominal value of 60 Hz in
North America and 50 Hz in most other places of the world. This radiation introduces a weak
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interference in audio or video clips recorded near places where there is electrical activity. The
instantaneous frequency of a power grid fluctuates over time around its nominal value due to
control mechanism and load variation. The variation pattern of the Electric Network Frequency
(ENF) over time for any grid is defined as an ENF signal. ENF can vary with time over a cer-
tain range for a particular grid. For example, in Lebanon, it varies by about 1 Hz around 50 Hz
nominal frequency, whereas in China, this variation is about 0.1 Hz. The frequency variation
pattern is almost identical in all places of the same grid [3] and depends on load variation pattern
of that grid. The load variation has different statistical distribution for different grids and follows
a specific pattern for a particular grid. From the aforementioned facts, it can be inferred that
the electromagnetic interference contains information about the grid. If such interference pattern
can be reliably extracted from the recording, we can use this information to correctly identify the
location of the recording.
The ENF signal extracted from the media recording is generally utilized for grid-location iden-
tification. However, accurate and reliable estimation of ENF signal from the media recording is
not a trivial task. The frequency of the electromagnetic interference signal needs to be estimated
from short segments of media and sensor recordings that may contain human speech, acoustic
noise, and other interfering signals. The amounts of noise and distortions can be different even
within the same signal due to change of recording conditions which can heavily distort the actual
ENF signal pattern. A variety of ENF extraction techniques have been reported in the literature.
Initial work in this area was proposed by Grigoras and Cooper [4, 5, 6, 7, 8, 9]. Their study re-
veals that a reference ENF measurement obtained from anywhere in the grid can then be used to
determine the time at which the recording was made and to detect tempering. Some of the recent
works that have extended the initial research includes the extraction of ENF from video flicker
[10], refining the Fourier approaches [11], using dynamic programming and a feed forward spec-
tral estimator [12] and incorporating power signal harmonics [13]. Most of the techniques are
based on either time or frequency based methods or variations of these techniques. Both the ap-
proaches have practical applications. Time-based techniques such as zero-crossing method have
been proven to be very useful in order to record the ENF directly from the power line. Such
methods are used by power suppliers, which are obliged to keep the ENF within a given toler-
ance and thus need to record the ENF time history to validate that. Zero crossing method is,
however, not suitable to extract ENF from real-world speech or music audio content. Spectrum
or short-time-Fourier-transform (STFT) based methods, in contrast, are suitable for this, and are
commonly applied for this purpose [13]. In short, there is no unique way to extract the ENF
signal and different extraction methods may give different ENF estimations for the same media
recording.
A number of algorithms have been proposed in the literature to identify the grid location
from the estimated ENF. Garg et al. proposed a half-plane intersection method based on highly
quantized information from the correlation coefficient between the processed ENF signals across
different locations [2]. Unfortunately, the method provides satisfactory results only for power
recordings since the audio data do not have high correlation. Most of the current techniques are
machine learning based that rely on the extracted features from the ENF. However, ENF only
captures the frequency variation of the underlying grid voltage. The power grid experiences dif-
ferent phenomena that not only changes the frequency but also the voltage of the grid. Therefore,
complimentary information can be extracted from the raw data and utilizing these features along
with the ENF-based classification pipeline may improve the grid identification accuracy.
In this paper, we propose a novel grid-location identification method that not only uses the
informations from the ENF signal but also the features obtained directly from the raw data. In
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our approach, SVM classifiers are trained on the feature extracted from the ENF signal of audio
and power recordings with 50 and 60 Hz nominal frequency. In addition to that we estimate the
AR parameters of short data segments of the training data set. The roots of the AR-parameter
polynomial provide the poles of the AR model. In testing phase, the nominal frequency of
the grid is identified based on spectral observation and then the particular SVM trained for the
nominal frequency gives the most probable grids. Then poles are extracted from the testing data.
Now a distance-based classifier is used to match the poles of the testing data with those of most
probable grids of training data set. The grid with minimum average distance between the training
and testing poles is estimated as the identified grid. We have tested our system using the data
set provided for the IEEE Signal Processing Cup, 2016 [14] on “Location Forensic of Media
Recording”. The results show that the proposed classification system can classify power/audio
recordings with a higher accuracy of 95.08% on the test set compared to that of 79.51% of only
ENF-based SVM classifier.
The organization of rest of the paper is as follows. Section II defines the problem statement
and provides a concise overview on the dataset. The proposed cascaded classification system
is described in detail in Section III. Section IV shows the experimental results and comparison
with a traditional ENF based clssification method. The paper is concluded with some remarks in
Section V.
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Figure 1: Block diagram of the proposed classification system.
2. Data Description and Problem Statement
In this work, the data provided for the IEEE Signal Processing Cup, 2016 [14] have been used.
Two types of signals namely audio and power signals are provided for training purpose from 9
different grids and the grids were labeled as A to I. Again for the grids labeled J to L only power
recordings were provided. Table 1 depicts the location of the grids of the dataset along with their
corresponding labels. The data consist of 8 grids with nominal frequency of 50 Hz and 4 grids
with nominal frequency of 60 Hz. Power recordings were taken by a signal recorder connected
to a power outlet using a step-down transformer. However, the audio signal is simply recorded
using an audio recorder not connected to anything. For each grid, 2 audio recordings of duration
30 min each were provided. The power data were provided for varying amounts of time (5 to 7
hours) for different grids. However, in the development and test data set, both audio and power
signals were of 10 minutes duration. Development data consisted of 45 recordings and testing
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Table 1: Location of the grids in the dataset.
Grid Label Location Nominal
Frequency (Hz)
A Texas 60
B Lebanon 50
C Eastern U.S. 60
D Turkey 50
E Ireland 50
F France 50
G Tenerife 50
H India (Agra) 50
I Western U.S. 60
J Brazil 60
K Norway 50
L Australia 50
was done on 134 recordings from the 12 grids. The given power data are sinusoidal signals with
clear periodicity. However, the audio recordings are extremely noisy, and thus obtaining the time
varying power frequency component from such a signal is very challenging. The problem is to
build an efficient and accurate classifier system that can detect the region-of-recording for both
power and audio recordings.
3. Description of the classification system
A simplified block diagram of the proposed classifier is presented in Fig. 1. In what follows
we describe different blocks sequentially.
3.1. ENF Extraction Method
First of all, we determine the nominal frequency and data type (audio/power) of the given test
sample. This is done to enhance the inter-grid separability, and thus improve the grid classifica-
tion performance. The data type of a given signal can be easily detected in the frequency domain.
Figs. 2a and 2b present the spectrogram of a power and an audio signal, respectively. As we can
see, for the power signal, the spectrum is sparse and energy of the signal is mostly concentrated
on the nominal and harmonic frequencies. However, for the audio signal, the energy of the signal
is spread over the entire spectrum. The figures also reveal that the detection of nominal frequency
is a trivial task for the power signal. However, for the audio signal, the ENF signal is covered
with the audio signal and hence nominal frequency estimation becomes a challenge.
In order to determine the nominal frequency, we take the magnitude of the Fourier transform
(FT) of the given signal. We split the spectrum into two parts: S n and S r. The S n contains
the frequency components that are located in the narrow spectral band around the two nominal
frequencies and their second harmonics and S r is the rest of the spectrum. Then we find the
frequency of the maximum magnitude in S n that is denoted by Fp. We now calculate two distance
parameters for two different nominal frequencies as
D50 = min(|Fp − 50|, |Fp − 100|) (1)
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(a) STFT magnitude spectrum of a power
signal
(b) STFT magnitude spectrum of an audio
signal
Figure 2: Spectrogram estimation using short-time Fourier transform (STFT) of media recordings.
and
D60 = min(|Fp − 60|, |Fp − 120|). (2)
If D50 < D60, then 50 Hz is chosen as nominal, otherwise 60 Hz is chosen.
Again, for audio or power type detection, we compute the summation of frequency compo-
nents of S n and S r that are denoted by Pn and Pr, respectively . To calculate Pr, we only consider
the frequency components up to 125 Hz. Now, if the ratio of Pr to Pn is greater than a certain
predefined threshold, T , the signal is classified as an audio signal. On the other hand, if this
ratio is small meaning that the power is highly concentrated on the nominal frequency and its
harmonics, then it is detected as a power signal.
After deciding whether the signal is audio or power, we use different versions of ENF extrac-
tion method for each type. For audio signal, we use spectrum combining technique (similar to
[13] with some modifications). The method in [13] includes harmonic analysis which is par-
ticularly useful for extracting weak ENF signal from audio data. However, for power data we
extract the ENF signal directly from the fundamental nominal frequency band as in [15]. Since
the power signal is clean and the nominal frequency signal is always present in the data, we do
not need to consider the harmonic bands in this case.
3.1.1. ENF Extraction from Audio Recording
For ENF extraction, the total data points (of each recording) are divided into a number of
overlapping frames. In our work, the time-duration of each frame is 5s and the overlap between
successive frames is 3s. Thus we get estimated ENF values at 2s intervals for the audio signal.
In order to obtain the combined spectrum for each frame, we compress and shift the spectral
components at different harmonic bands to the nominal base range, [ f0 − fB, f0 + fB], and then
combine them together as follows (as in [13]).
S ( f ) =
L∑
k=1
wkPB,k(k f ) (3)
where, wk is the combining weight of the kth harmonic band and PB,k( f ) is the spectral band
around the kth harmonic frequency. As in [13], wk is obtained by estimating the SNR in the kth
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harmonic band. The ENF can vary over a wide range across the globe (for example, Laos has
f0 ± fB = 50 ± 8 Hz). Therefore, we have chosen three different bandwidths, fB = 1, 3, 8 for
SNR calculation. For each value of fB, we get a different wk and a different combined spectrum
S ( f ). Thus we get three different probable estimates of ENF by searching the maximum in each
S ( f ) for a given time-frame. Finally, we choose the ENF signal that is the least varying among
the successive frames. After estimating instantaneous ENF, we perform IIR Hampel filtering
followed by smoothing to remove outliers in ENF signals.
3.1.2. ENF Extraction from Power Recording
For each recording, total data points are divided into a number of non-overlapping frames of
duration 2s. Then we use an STFT based quadratic interpolation technique to determine the ENF.
Choosing the frequency directly from the STFT may give wrong estimation of ENF because Fast
Fourier Transform (FFT) is computed for a finite number of discrete frequencies. To overcome
this limitation, a quadratic interpolation scheme described in [15] is used in our work. For each
STFT frame, log power spectrum is calculated at discrete frequencies. Then the peak of the
spectrum is identified in the frequency range between 46 Hz to 64 Hz. Let, k represents the
sample index of the peak-spectrum and α, β, γ denote the spectrum values at (k − 1), k and
(k + 1). Now according to quadratic interpolation technique, the location of true peak can be
estimated as
ktrue = k + p (4)
where
p =
α − γ
2(α − 2β + γ)
The ENF in Hz is obtained by (Fs∗ktrue)/N , where Fs is sampling frequency and N is the number
of FFT point used.
3.2. Feature Ectraction
The extracted ENF signal is divided into non-overlapping segments having 32 samples in each
block from which 38 features were extracted as shown in Table 2.
Table 2: List of extracted features from the ENF signals.
Name of the Feature Feature index
Variance 1
Mean 2
Average of max. three frequency fluctuation 3
AR Coefficient 4-5
Wavelet Coefficients (5 level and ’Haar’ basis) 6-37
Range of each segment 38
3.3. SVM Classifier
We have used four different SVM classifiers for each of the different data types (50Hz-power
/ 60Hz-power / 50Hz-audio / 60Hz-audio). Different classifiers for different data-types help us
to reduce the overlap between different grid features. Moreover, to make the classifier robust
against the curse of dimensionality, the features are analyzed using the sparse logistic regression
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with Bayesian regularization [16], and only the significant features are taken. The tolerance
level of feature selection was adjusted to 0.6 by observing the highest cross validation result
accuracy. The list of significant features for different data type is presented in Table 3. The order
of the features implies the level of significance. The most significant feature is placed in the first
position. Now, with the selected features for the grids with a specific data type a multiclass SVM
with RBF kernel is trained. The hyperparameters for the RBF kernel has been chosen using
exhaustive grid search and observing the cross validation accuracy.
Table 3: List of selected features for different data types.
Data Type Selected Feature indices.
60 Hz power 1, 38, 5, 3, 13, 4, 20, 26, 22, 34, 30, 6, 37, 27, 19,
31, 36, 32, 33, 18, 14
50 Hz power 6, 3, 1, 2, 5, 26, 13, 33, 18, 4, 12, 11, 38, 24, 31, 32,
23, 34, 22, 36, 21, 30, 25, 28, 20, 29
60 Hz audio 3, 1, 4, 25, 12, 33, 30, 28, 37, 21
50 Hz audio 2, 1, 3, 26, 37, 4, 6, 11, 22, 13, 28, 29, 5, 35, 10,
31
In what follows, we describe how our SVM classifier works. We have 9 segments of ENF
with each having 32 samples as described in the previous section for a test sample. First, an
SVM multiclass classifier trained for the corresponding data type gives a probability estimate
for each segment of ENF. Some of these segments will highly deviate from the feature space
of the outlier (incorrect) grids leading to a poor probability estimate (close to 0), whereas all
the segments will give high probability estimates for the probable correct grids. Therefore, we
use the geometric mean of the probability estimates of the 9 segments as the overall probability
estimate so as to reduce the overall probability estimate for the outlier grids to a greater extent.
Now, using the probability estimates of the SVM for the test sample, we narrow down the list
of two (60 Hz) or three (50 Hz) most probable grids, and the decision is then passed to the pole
matching classifier to take final decision.
3.4. Pole Estimation
So far, we have been concerned about the instantaneous nominal frequency of a grid, i.e.,
ENF. However, interaction between a power grid and the loads under it, have an impact on
the fluctuation of the grid frequency as well as on the voltage magnitude leading to different
transient phenomena like surge, sag, swell [17] in the power grid. These fluctuation patterns of
voltage magnitude are unique to a particular grid as it depends on the loading schedule specific
to that grid. In addition to the voltage magnitude fluctuation pattern, different grids have different
nominal values of voltage at the power outlet and distribution lines in different parts of the world
such as most Asian grids have a nominal voltage magnitude of 220 volts whereas USA maintains
a nominal voltage of 120 volts at its power outlets. Therefore, in addition to ENF pattern, voltage
fluctuation pattern and its nominal value can be very promising in increasing the accuracy of an
origin-of-recording identification system. Considering this in what follows, we attempt to use
parametric modeling, i.e., AR modeling to model the power grid as a linear system driven by
white noise. An AR model is suitable for signals that have sudden peaks in their frequency
spectrum [18] similar to power signal which has peaks at the nominal frequency along with its
harmonics. Again, the roots of the AR parameters reveal the positions of the power grid poles in
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the z-plane that reflect both the frquency and the voltage magnitude of the signal. To estimate the
pole locations of the data, we model the given raw data, x(n), as the output of an autoregressive
(AR) system as
x(n) =
N∑
k=1
ak x(n − k) + e(n) (5)
where, N is the order of the AR system, ak represent the AR coefficients and e(n) is the random
excitation signal. Applying z-transform on both side of (5), we can get the transfer function,
H(z), of an all-pole AR system as
H(z) =
X(z)
E(z)
=
1
1 −∑Nk=1 akz−k (6)
The roots of the denominator polynomial of (6) provides us the poles of the given data x(n).
However, we need to evaluate the values of AR coefficients ak to estimate the poles. For this, we
multiply both sides of (5) by x(n − j) and take the expectation operation which gives
E[x(n)x(n − j)] =
N∑
k=1
akE[x(n − k)x(n − j)] + E[e(n)x(n − j)] (7)
where E[.] represent expectation operation. Now for the optimal model coefficients, the random
excitation e(n) is orthogonal to the past samples, and (7) gives
rxx( j) =
N∑
k=1
akrxx( j − k). (8)
Given N + 1 correlation values, (8) can be solved to obtain the AR coefficients ak. Since the
data is non-stationary, i.e., the grid frequency varies with time, it is not useful to compute the
correlation values for the whole data. Therefore, we divide the given data into non-overlapping
small segments assuming that the grid frequency remains stationary during that short period.
Now, for each segment, the correlation values are estimated that give the AR coefficients, and
finally, we get the estimated poles. The poles extracted from the training dataset are stored as
reference to be compared with those obtained from the test data for grid identification.
3.5. Pole-matching Classifier
First we explain the concept of our pole-matching classifier through an illustrative example
as shown in Fig. 3. Here, the pole locations of a test signal is plotted along with four different
training poles. The different training poles are marked with different colors and they are extracted
from Texas, Eastern U.S., Western U.S., and Brazil grids. It is apparent that the test poles (in
yellow) match mostly with the poles of the Texas grid (marked as red). Therefore, we can easily
decide that this test signal belongs to the Texas grid. The proposed pole-matching classifier is
based on this visual comprehension.
The test signal is first segmented into short duration of 10 seconds with non-overlapping
blocks, and the poles are estimated from each blocks. After that, the classification process is
initiated by measuring distances between the pole points of test signal and those of the training
dataset. Let, pi is the ith pole point of the test data and gk is the vector containing all the pole
points of the training data of grid k. Then, a distance function is calculated as follows
dki, j = ||pi − gkj ||, (9)
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Figure 3: Plot of the location of poles of a testing set superimposed on the pole plot of the power recordings of the
training grids.
where ||.|| denote the l2 norm, i = 1, 2, ....U, j = 1, 2, ....Vk and k = 1, 2, ....R. Here, U, Vk and R
are total no. of testing poles, total no. of training poles of grid k and total no. of training grids,
respectively. For each testing pole, only X no. of minimum distances are considered and stored
in a vector. Thus, a vector dk of length XU is obtained for the grid k considering all the test
poles. We then calculate the average distance ok from dk as
ok =
1
XU
XU∑
l=1
dk(l). (10)
The final grid label for the test data is determined from the grid that gives the minimum distance.
Mathematically, the identified grid is
ĝrid = arg min
k
(ok). (11)
Table 4: Meta data of four test samples used to verify the grid detection results.
Sample Data Nominal Region of
No. type frequency recording
1 Power 60 Eastern US
2 Audio 60 Texus
3 Power 50 Ireland
4 Audio 50 Agra-India
4. Results
In this section we present results to validate the effectiveness of our grid identification system
and performance accuracy analysis.
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Table 5: Numerical results of detection of data type and nominal frequency for the test samples.
Sample Data type Nominal frequency
No. Pr/Pn Data D50 D60 Nominal
type freq.(Hz)
1 0.375 Power 10.005 0.035 60
2 7.620 Audio 19.965 0.035 60
3 0.390 Power 0.052 10.052 50
4 10.741 Audio 0.323 19.677 50
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Figure 4: ENF signals of different grids extracted from the power data.
4.1. Examples of Extracted ENF Signals
Fig. 4 and 5 show some sample ENFs extracted from the power and the audio data using our
adopted methods for different 60 Hz and 50 Hz grids. It is observed that the ENF of a particular
grid is significantly different from the other in terms of variance, mean, maximum rate of change,
and fluctuation range, and thus the ENF signal qualifies to be the power signature of a particular
grid. Again, though the nominal frequency of A, C, and I grids are same, the mean and variance
of the ENF will be different. The same observation is valid for B, D, and H grids.
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Figure 5: ENF signals of different grids extracted from the audio data.
4.2. Parameter Settings
First, we mention the specified values of different parameters used in the experiment. The
threshold, T , for power or audio data type detection was set to 3. The data was segmented into
10 sec blocks for pole estimations. The order of the AR system was 8 and 12 for power and audio
data, respectively. The pole matching distance for a certain grid was calculated using X = 2, i.e.,
the mean distance of the two closest training poles from each test pole was used for measuring
pole-matching distance.
4.3. Performance Measurement
The performance of different grid detection algorithms are evaluated using the accuracy crite-
rion defined as
Accuracy(%) =
No. o f correctly classi f ied grids
Total no. o f grids classi f ied
(12)
4.4. Verification of Grid Identification Results
Here, we describe the workflow of our proposed grid identification algorithm using numerical
examples. We consider four test samples representing power and audio data type and 50 or
60 Hz nominal frequencies. The meta data associated with the test samples are presented in
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Figure 6: Workflow diagram of two sample data gird of origin detection.
Table 4. Different parameters extracted from the test samples for data type and nominal frequency
classification are shown in Table 5. It is seen that data type and nominal frequency can be easily
determined from the extracted parameters. Next, the number of probable grids is narrowed down
using the probability estimates obtained from SVM. Table 6 shows the list of probable grids for
each test samples along with the calculated pole matching distances. The pole-matching classifier
determines the final estimated grid based on the minimum distance. A complete workflow of the
overall procedure for the detection of sample data 1 and 4 from Table 4 is shown in Fig. 6.
4.5. Advantage of Cascaded Classifiers
In this section, we attempt to explain the intuition behind our proposed cascaded classification
system. For the detection purpose, the ENF extracted from a test sample is split into short
duration segments that may be similar to more than one grid in terms of features. To validate our
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Table 6: Pole matching distance between test poles and available training grids.
Test sample Available grids Detected grid60 Hz A C I
1 0.0373 0.0026 C (Eastern US)
2 0.0024 0.0124 A (Texus)
50 Hz B D E F G H
3 0.0036 0.0014 9.13e-5 E (Ireland)
4 0.0817 0.0882 0.0079 H (Agra-India)
Table 7: Distance of different segments of the test ENF from the centroid of training data of F and G grids
Test ENF Distance from grid
segment no. F G
1 2.1108 1.9566
2 1.4139 1.3583
3 1.9378 1.7382
4 0.2413 0.2041
5 0.0896 0.3428
6 1.2921 1.0468
7 0.9381 0.7430
8 0.1370 0.3645
9 1.0622 0.7796
Table 8: Classification accuracy on different grids using pole-matching, ENF-based SVM and cascaded classifier for the
testing set. Here the digit in the parenthesis denote the total no. of files of that type and the digit before the parenthesis
denote the no. of correctly identified datafile
Grid ENF-based SVM Proposed cascaded classifier
label Power Audio Accuracy(%) Power Audio Accuracy(%)
# correct # correct # correct # correct # correct
(# total) (# total) (# total) (# total) (# total)
A 9(9) 2(3) 92 9(9) 3(3) 100
B 8(8) 6(6) 100 8(8) 6(6) 100
C 5(8) 3(7) 53 7(8) 7(7) 94
D 6(7) 7(7) 93 6(7) 7(7) 93
E 7(8) 2(5) 69 7(8) 3(5) 77
F 6(8) 3(3) 82 8(8) 3(3) 100
G 6(9) 2(6) 53 9(9) 6(6) 100
H 8(8) 4(5) 92 8(8) 5(5) 100
I 6(8) 7(7) 87 8(8) 6(7) 94
All 61(73) 36(49) 79.51 70(73) 46(49) 95.08
claim, we choose a 50 Hz power metadata of grid F from the test dataset and extract the feature
vectors for all the 9 segments of the ENF signal. As visualization of higher dimensional data is
difficult, we calculate the centroid, i.e., mean position of a multivariate distribution, of the feature
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vectors extracted from the training data of power grid F and G. Then we calculate the Euclidean
distance between the feature vectors of the test data and the centroid of F and G grids as a measure
of similarity between the test and train data. It is seen from Table 7 that the test sample is close to
both F and G grids in terms of the considered feature sets extracted from the ENF, and unanimous
decision in favour of any grid is difficult to take. From the above discussion, it is clear that the
metadata has ENF pattern overlapping in terms features with both grid F and G, and hence, SVM
gives mean probability estimates of 0.631 and 0.369 for G and F grids respectively whereas the
metadata was from grid F. Therefore, only ENF based classification may fail to classify a grid
successfully if it has an ENF pattern similar to more than one grid. In our proposed scheme, we
propose to use the SVM classifier as the front-end and narrow down the probable grids using
it. Thereafter, we use the PM classifier which incorporates both the frequency and the voltage
magnitude fluctuation pattern of a grid to detect the correct grid. PM classifier gives pole distance
of 0.0001844 and 0.0048 for grid F and G, respectively and thereby, successfully detects the test
sample as of grid F.
4.6. Comparison with ENF-based and Proposed Cascaded Classifiers
Table 8 presents the grid identification results of cascaded classifiers (proposed ) and ENF-
based SVM classifier (baseline) on the given test set. The baseline system has 83.56% and
73.47% accuracy on the power and audio samples, respectively. To the contrary, the proposed
system achieves 95.89% and 93.88% accuracy on the power and audio samples, respectively.
On the average, the proposed cascaded classifiers give superior accuracy of 95.08% compared to
79.51% of only ENF-based SVM classifier.
5. Conclusion
In this paper, we have developed a classification system based on cascaded SVM and pole-
matching criterion that can identify the grid-of-origin of a power or audio signal. The proposed
approach makes use of the estimated poles calculated from the raw power or audio data that
are used in a distance based classification system with a front-end of conventional ENF-based
SVM classifiers. This proposed cascaded classification system shows much higher accuracy as
discussed in the result section compared to that of standalone ENF-based SVM classifier.
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