Abstract
Introduction
nformation Technology (IT) constitutes an important part of our life today. Data management has become one of the most important parts in the industry. Using techniques from data management to increase productivity, especially in agriculture is very important. Large amounts of data to increase efficiency, but using the correct techniques for managing and organizing this information is required. Hence data mining may help to convert this raw data into useful information for improving agricultural uses, because Data Mining represents a set of specific methods and algorithms aimed solely at extracting patterns from raw data [1] . Data mining is the process of discovering previously unknown and potentially interesting patterns in large datasets [1] . The 'mined' information is typically represented as a model of the semantic structure of the dataset, where the model may be used on new data for prediction or classification [2] . Data mining, also termed as knowledge discovery, is the process of analyzing data from different perspective and summarizing it into valuable or non-trivial information. This information can be used for variety of purposes-research, cost cuts and revenue, future forecasting or prediction and so on. Data mining applications serve as a fraction of a number of analytical tools for analyzing data. The data can be analyzed from many different dimensions, categorized & summarized the relationships identified. Agricultural and biological research studies have used various techniques of data analysis including, natural trees, statistical machine learning and analysis methods [2] . The more common model functions in current data mining practice include [3]:
1. Classification: classifies a data item into one of several predefined categorical classes [4] .
2. Regression: maps a data item to a real valued prediction variable [5, 6, 7] .
3. Clustering: maps a data item into one of several clusters, where clusters are natural groupings of data items based on similarity metrics or probability density models [8, 14, 15, 19] . 4. Rule generation: extracts classification rules from the data [9]. 5. Discovering association rules: describes association relationship among different attributes [10] .
6. Summarization: provides a compact description for a subset of data [11] .
7. Dependency modeling: describes significant dependencies among variables [12] .
8. Sequence analysis: models sequential patterns, like time-series analysis. The goal is to model the states of the process generating the sequence or to extract and report deviation and trends over time [13] . This paper discusses data mining technique such as regression and clustering which is a process model for analyzing data and describes the support that SPSS provides for this model. SPSS-based analysis and application construction process is illustrated through a case study in the agricultural domain-ornamental plants. Cluster analysis or clustering was used is the task of assigning a set of objects into groups so that the objects in the same cluster are more similar to each other than to those in other clusters. In this survey clustering technique divides growth factors into several independent categories. Also, regression technique which was used includes many techniques for modeling and analyzing several variables, when the focus is on the relationship between a dependent variable and one or more independent variables. This paper showed us the impressive factors on flowering of ornamental plants which lead to improve and maintain Kish Island landscape. A comparison of data mining techniques and statistical methods could produce a model for further understanding the data. The advantage of a better understanding of ornamental plants could improve elegance in landscape. The overall aim of the research was to introduce valid data mining techniques in agriculture and how these techniques have most efficient in determining patterns when compared to standard statistical analysis techniques.
Materials and Methods

Clustering Technique
Clustering is one method of data mining, were used in this research. When many data is available, it must develop algorithms, which can extract meaningful information from these data. Finding useful information in huge amounts of data has become known as the field of data mining. Clustering is a process of partitioning a set of data (or objects) in a set of meaningful sub-classes called clusters [14, 15] .
Many studies have used clustering methods. Clustering techniques are used widely in various fields of science. Clustering is often followed by a stage in which a decision tree or rule set is inferred that allocates each instance to the cluster in which it belongs. Then, the clustering operation is just one step on the way to a structural description [19] .
In the agricultural science, data mining clustering techniques are used in Optimizing pesticide use by data mining [16] ,explaining pesticide abuse by data mining [17] ,detecting weeds in precision agriculture [18] and The impact of data mining in the flowering [20] .
Clustering techniques apply when there is no class to be predicted but rather when the instances are to be divided into natural groups. Clustering naturally requires different techniques to the classification and association learning methods we have considered so far. Many clustering methods are available and each of them may give a different grouping of a dataset. In [19, 21] discussed about a few of them.
Regression
Regression Analysis is a statistical tool that uses the relation between two or more quantitative variables so that one variable (dependent variable) can be predicted from the other(s) (independent variables). But no matter how strong the statistical relations are between the variables, no cause-and-effect patterns are necessarily implied by the regression model. Many regression analyzes are available including simple linear, multiple linear, curvilinear and multiple curvilinear regression models [24] . Regression is the oldest and most well-known statistical technique that the data mining community utilizes. Basically, regression takes a numerical dataset and develops a mathematical formula that fits the data The simplest form of regression, linear regression, uses the formula of a straight line (y = mx + b) and determines the appropriate values for m and b to predict the value of y based upon a given value of x. Advanced techniques, such as multiple regression, allow the use of more than one input variable and allow for the fitting of more complex models, such as a quadratic equation [22] . This paper discusses a process model for analyzing data and describes the support that SPSS provides for this model. SPSS-based analysis and application construction process is illustrated through a case study in the agricultural domain-ornamental plants
Methodology 3.1 Location of study
The study was conducted in Kish Island which is located in the Persian Gulf on the mainland Iran. The island in the geographic coordinates 53 degrees 53 minutes to 54 degrees 3 minutes east of the Greenwich meridian and 26 degrees 34 minutes north latitude, respectively.
Island weather is hot and humid, and the average annual temperature is 27 degrees Celsius. Four different regions of Kish Island were selected to do the experiment. They were Sanae, Sadaf, Pavion and Saffein
Data collection
Data were collected from different ornamental plants which are in selected regions in 2013-2014. The ornamental plants included Nerium oleander, Tecoma stans, Thevetia nerrifolia and Delonix regia. The data were related to growth factors such as number of flowers, florets, leaves, duration of flowering, leaf area, chlorophyll and proline contents, fresh and dry weight of leaves.
Data mining process
The data mining process was conducted with regression and clustering techniques on dataset.
Application of clustering
The clusters found by different algorithms vary significantly in their properties, and understanding these cluster models is a key to understanding the differences between the various algorithms. division of data into groups of similar objects is clustering And each group, called cluster, Objects within each cluster are similar but they are different with other Clusters.
Clustering naturally requires different techniques to the classification and association learning methods.
The classic clustering technique is called kmeans. First, you specify in advance how many clusters are being sought: this is the parameter k. Then k points are chosen at random as cluster centers. All instances are assigned to their closest cluster center according to the ordinary Euclidean distance metric. Next the centroid, or mean, of the instances in each cluster is calculated this is the "means" part.
These centroids are taken to be new center values for their respective clusters. Finally, the whole process is repeated with the new cluster centers. Iteration continues until the same points are assigned to each cluster in consecutive rounds, at which stage the cluster centers have stabilized and will remain the same forever. This clustering method is simple and effective [19] .
We used K-means clustering. This research considered growth factors included diameter of flowers, length of flowers, diameter and length of stems, chlorophyll and proline content, leaf area, dry and fresh weight of leaves in order to cluster them.
Application of regression
Regression analysis states the relation between some independent variables and one dependent variable in order to predict the variation of dependent variables through independent variables.
It also determines the portion of each independent variable in variation of depended variable. This research showed the effect of chlorophyll content on the number of flowers.
Result
The measured growth factors were classified into four clusters. In the first cluster, diameter of flowers, length of flowers and chlorophyll content were related to each other. However, they were independent to the other groups. Diameter and length of stem were in the second cluster. They were not related to the other groups. There were leaf areas, fresh and dry weight of leaves in cluster 3.
They were related to each other, but they were independent compared to other clusters. As shown in Table 1 in cluster 4, there was only proline content which was not related to other clusters. 
Classification of Flowering Plants in season 1, area 1
Cluster Analysis of Variables: H11; I11; K11; L11; P11; R11; S11; V11; Z11. The resulat is shown in figure 3 .
Cluster 1: X1=0.147118 + 0.173162V (eq.1) X1 is number of flowers and V is chlorophyll content. There is prediction interval (months) for equation 1,Which is predicted for duration of flowering by rising chlorophyll content ,Also it has confidence interval(months). The result is shown In Figure  4 .
Figure4: Effects of chlorophyll content on number of flower
There is confidence interval (months) which is consist of a range of values (interval) that act as good estimates of the unknown population parameter (duration of flowering) .Also, prediction interval is an estimate of an interval in which future observations will fall, with a certain probability, given what has already been observed. As shown in Table 2 that rising chlorophyll content lead to increase number of flowering. 
Discussion and conclusion
The collection of information and data has increased with the advent of new computing technology, but establishing patterns within this data has become more difficult and requires new approaches and tools if it is to be undertaken. The advent of this problem has provided an opportunity from which data analysis has started to take over from current methods. Furthermore, this technology has reduced the time taken to undertake data analysis and increased automation of the process [25] . Since, a great deal of data was collected in this research some effective outcome gained. As shown in Table 1 growth factors were in four clusters. These clusters varied independently, for instance, proline variation which was in cluster 4 didn't affect any other growth factors. Also 
