Introduction
Let G = (L, R, E) be a bipartite graph with a vertex set V(G) = L u R and an edge set E. We denote then L(G) = L, R(G) = R, and we call these sets the left and the right set of bipartition of the vertex set of G. The cardinality of the vertex set of G is called the order of G and is denoted by u(G), while the cardinality of the edge set E(G) = E is the size of G, denoted by e(G). For a vertex XEV(G), N(x, G) denotes the set of its neighbors in G. The degree d(x, G) of the vertex x in G is the cardinal of the set N(x, G); d,(G) and d,(G) are maximum vertex degree in the set L(G) and R(G), respectively. A vertex x of G is said to be pendent if d(x, G)= 1. K,, stands for the complete bipartite graph with ) L(K,,)I =p and IR (K,,) 
(G ?J H) = L(G) u L(H), R(GI:H)=R(G)uR(H), E(G:H)=E(G)uE(H) and the sets L(G),R(G),L(H)
and R(H) are supposed to be mutually disjoint.
Let G= (L,R, E) and H=(L',R', E') be two (p,q)-bipartite graphs. We say that G and H are mutually placeable (or just mp) if there is a bijection 4 :
and, for every edge xy~E, cj(x)&(y) is not an edge of H. The function 4 is called the biplacement of G and H. A 2-placement of G is a biplacement of G and its copy. If such a 2-placement of G exists then we say that G is 2-placeable. Finding a biplacement of two (p, q)-bipartite graphs G and H is equivalent to finding in the graph K,,-G a copy of H. We then call the edges of G black and the edges of H red. A 2-placement of (p, q)-bipartite graph G is a red copy G, of Gb = G, such that (G,) and E(G,)nE (G,) =tii Note that for two bipartite graphs G and H it may happen that for some bipartitions of the vertex sets they may be mp while they are not mp for some other bipartitions.
Thus, if one asks if bipartite graphs G and H are mp then the left and right sets of bipartitions of the sets V(G) and V(H) must be made precise. Exhaustive surveys of the results concerning the problems of placing of graphs are given in [2, Chapter S] and [S, Chapter 41 ; however, the particular case of placement of bipartite graphs, in the sense of the definition given above, has probably not been considered yet. See also [3] for another approach to the placement of bipartite graphs. In this paper we give some sufficient conditions for bipartite graphs to be mp or 2-placeable.
2-Placements
In the main result of this section we shall prove that every (p,q)-bipartite graph (p, q 3 2) of size at most p + q -2 is either 2-placable or its size is exactly p + q -2 and G is in a family of graphs which is defined below.
A ( Let r, s, t be nonnegative integers such that r+s+t>, 1. Then the graphs F = F (3, r, s, t) We define Y(p,q) to be the set of (p,q)-bipartite graphs G such that either -p > 3, q > 3 and G is isomorphic to BS( p, q), or -p + q = 2r + 2s + 2t + 2, 3 E( p, q) and G is isomorphic to F (3, r, s, t), or -p+q=2r+s+2, 3c{p,q}, s32r and G is isomorphic to B (3,r,s) , or else -p+q=2r+2s+2, 3~{p, q} and G is isomorphic to H(3,r, s).
It is not difficult to see that every graph in 9(p, q) is (p, q)-bipartite of size p + q -2 and has no 2-placement.
Theorem 2.1. Let G be a (p, q)-bipartite graph of size at most p + q -2, p > 2, q > 2. Then either G is 2-placeable or e(G)=p+q-2 and G~%(p,q).
To prove Theorem 1, we shall need two lemmas.
Lemma 2.2. Every (2, q)-bipartite graph G of size at most q has a 2-placement.
Proof. We may suppose that the size of G is equal to q. Let L(G)= {a, b}, and put Proof. We shall give only the main idea of the proof, leaving to the reader long but easy verification of some details. By adding new eges if necessary, we may suppose e(G)=p +q-2. Consider two cases.
Case 1: There is in G an isolated vertex u.
Without loss of generality, we may suppose that ueL(G). Since e(G)=p+q-2, p, q >, 3, there is in L(G) a vertex v such that d(v, G) > 2. If the graph G'= G -{u, v} is 2-placeable then it is not difficult to prove that the same holds for G. If it is not the case then either p=3 or else d(v, G)=2 and G'~9(p-2,q) . When p = 3, then one may show that G is either 2-placeable or isomorphic with H (3, r, s, t) . By inspection of all possible cases, the reader may check that also when Let us denote by x the neighbor of u and by y the neighbor of v. We may suppose that u, VE L(G).
Note that if p= 3 then there is only one graph of size p+q -2, without isolated vertex and with two pendent vertices u, VE L (G), N (u, G) #N (v, G) and, moreover, this graph has a 2-placement.
Thus, suppose that p 2 4. 
Proof (by induction on p + q).
The theorem is easy to check for p + q = 2,3,4. So, let us suppose that p + q 3 5 and that the theorem is true for all positive integers p', q' such that p'+q'dp+q.
Let G and H be two (p,q)-bipartite graphs satisfying the assumptions of the theorem. If p = q and each of the graphs is the union of independent edges, the theorem is easy to prove. So, let us assume that at least one of the graphs G, H has an isolated vertex. Without loss of generality, we may assume that there is an isolated vertex a in L(G). Then take a vertex bG L(H) such that d(b, H) 10. If G -a and H-b are mp, then the same holds for G and H. If (G-a, H-b) is an exceptional pair, the reader may easily check that either G and H are mp or (G, H) is an exceptional pair of graphs. 0
A bipartite graph G is said to be balanced if and only if 1 L(G)1 = \R(G)I. We shall now prove the following theorem. Proof (by induction on p). The theorem is very easy to prove for p = 1,2,3.
Let us assume that ~34
is such an integer that every two bipartite graphs G' = G'(p', p') and H' = H'(p', p'), with p' <p, satisfying the assumptions of the theorem and mp. Let G and H be two balanced bipartite graphs, each of order 2p, such that e(G) =2p and e(H)=p-2. To prove that G and H are mp we shall distinguish three cases. Without loss of generality, we may assume that x,EL(G). Let ~,ER(G) be a vertex of degree at least 2 in G, and let us choose two vertices x1 and y, in H such that x~EL(H), ~,ER (H), d(x,,H) Let us assume that x,EL(G), and by the consequence ~,ER(G). Now choose a vertex x1 EL(H) such that d(x,)> 1 and an isolated vertex y, in R(H) and proceed as in preceding case. The reader may check very easily that such vertices x1, y,, ao, bo, al, bI always exist. Moreover,thegraphsG"=G-{xo,x~,yo,yl}andH"=H-{ao,a,,bo,b,}satisfythe assumptions of our theorem and, therefore, by the induction hypothesis, there is a biplacement, $J say, of G" and H". The bijectionfdefined byf(x) = 4(x) for XE V(G"),
Case 4: d(x, G)32for every XE V(G).
Then d(x, G) = 2 for every vertex x in G and G is a union of vertex disjoint cycles. Let x1, y,, x0, y, be four vertices of G which are consecutive in this order on a cycle of G, xo,xl~L (G) and yo,yl~R(G), say. Take four vertices of H: ao,alEL(H),
bo,b,ER(H)
such that a0 and b. are isolated while a, and bl are nonisolated and nonadjacent. Now construct a biplacement of G and H as in Case 3. 0
The following is an evident consequence of Theorem 3.3. Proof. We adopt the method due to Sauer and Spencer [4] to prove the corresponding theorem for (nonbipartite) graphs. Let cr be a bijection of L(G)uR (G) onto L(H)uR(H), with a(L(G))= L(H), which minimizes the number 1 of edges e of G such that o*(e@E(H).
We shall show that l=O. Let us denote by A the set of integers k such that there is an integer j for which either ajbl~E(G) and xjy,~E(H), and by B the set of integers m such that there is an i for which ylxieE(H) and aib,EE(G). Since ulbl~E(G) and xly,~E(H), 1gAnB and, therefore, 
