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I. INTRODUCTION 
The purpose of this paper is to show that the theory of quadratic forms 
developed by M. R. Hestenes and the author may be used to obtain results for 
oscillation of nonlinear, non-self-adjoint integral-differential equations. 
Perhaps more important than the results is the philosophy of developing 
tools and techniques for a quantitative study of oscillation of differential equations 
on an interval a < t < b as opposed to the qualitative study on a .< t cz 03 
usually developed. In this way our results are “meaningful” for real problems 
(eigenvalue problems, optimization problems, etc.) and oscillation points can 
be computed by numerical techniques developed by the author. 
Section 2 is devoted to explaining the relationships between quadratic forms 
and linear, self-adjoint, integral-differential equations. Section 3 gives the 
expected “classical” Sturm separation theorem and the elementary comparison 
results. In Section 4 we consider nonlinear, nonself-adjoint equations. In 
Section 5 we consider comparison problems for integral-differential equations. 
We note that our final example involves techniques that will give further results 
for linear but non-self-adjoint differential equations (including odd order). 
2. FREDHOLM TYPE QUADRATIC FORMS 
In this section we give the basic theory involving quadratic forms and the 
associated differential equations. The presentation in this section will be more 
general than we require for the remainder of this paper, but will provide the 
reader with enough tools so that he may generalize our results. Details may be 
found in [2]. 
The fundamental quadratic for J(X) is given by 
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(i,j = o,..., n), when P(t) = P(t) and PP(s, t) = P(t, S) are continuous on 
a < t < b, and Pn(t) > 0 on a < t < b. We note that repeated indices 
(except for n) are summed. For convenience we will assume that W(t) and 
IP(s, t) are “smooth enough” so that solutions to differential equations given 
below exist in the usual sense, as opposed to being “generalized” solutions. 
The following theorem is central to this paper. It is normally based on more 
general results dealing with quadratic forms on Hilbert space. In this theorem 
we will state only what we need for the remainder of this paper. The interested 
reader is invited to consult [2] for details. “Vectors” x(t) (and y(t)) are assumed 
to satisfy the following continuity conditions: x(n-z)(t) is continuous, x(+l)(t) is 
absolutely continuous, and x(n)(t) is square integrable on finite intervals. For 
the next theorem we set 
P(t) = S(t) x@)(t) + Jb Fj(s, t) xys) ds (j = 0, l,..., n). 
lz 
THEOREM 2.1. There exists a nontrivial solution x(t) of 
-g [T”(t)] - gg [T”-‘(t)] + *a’ + (-I)” [P(t)] = 0 
satisfying 
x(a) = x’(a) = ... = x(+l)(a) = x(b) = x’(b) = . . . = x(+1)(b) = 0, (3) 
if and only ;f  the associated bilinear form 
J(~, y) = lb pjxcys) Yqt) dt + lbjb @(s, t) x@)(s) y”)(t) ds dt 
a a 
is zero for all oector y(t) satisfying (3). 
Furthermore the quadratic form (1) is negative on a maximul subspace of dimekon 
m satisfying (3) if and only if there exists m linearly independent solutions xi(t) of (2) 
andpoints ai , a < ai < b, which satisfy (for i = l,..., m) the conditions x:“‘(a) = 
x:“)(q) = 0 for h = O,..., n - I. 
We remark that Theorem 2.1 is the “main” idea for the remainder of this 
paper. Thus we can count the number of “oscillation points” between a and b 
by counting the number of negative vectors at b. These ideas can also be 
adopted for numerical solutions of differential equations as well as eigenvalue 
probIems. 
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3. CLASSICAL RESULTS 
In this section we will prove the “Sturm Separation Theorem,” a classical 
comparison theorem associated with our problem. These follow immediately 
from Theorem 2.1. We will define a zero of a nontrivial solution x(t) of (2) to be a 
point c such that @J(c) = 0, K = 0 ,..., n - 1. 
THEOREM 3.1. The zeros of two linearly independent solutims of (2) separate 
each other. 
Suppose not. Let xl(t) and x2(t) be linearly independent solutions of (2) such 
that a and b are two consecutive zeros of xl(t), c and $ are two consecutive 
zeros of x2(t), and a < c < d < b. By Theorem 2.1, the number of negative 
vectors of the form J(X) in (1) on c < t < (d + b)/2 is at least one. Let x(t) 
denote this vector. Define w(t) = z(t) on c < t < (d + b)/2 and zero elsewhere. 
Then w(t) is a vector of “type” xi(t) described in Theorem 2.1. 
Conversely the negative space of (1) on a < t < b + E (for E sufficiently 
small) is zero because of q(t). This contradiction established the result. 
We remark that it is not sufficient to find a negative vector but also one 
which “vanishes” up to the n - 1st derivative. In the next theorem assume we 
have two quadratic forms Jr(x) and ]a(~) of type (1). Assume also that Ii(x) < 
Jz(x) for all vectors X. Finally assume that (2), and (2)2 are the differential 
equations of form (2) associated with Ii(z) and la(x), respectively. 
THEOREM 3.2. If a < a, < a2 < ... < a, < b are the zeros of a solution 
of (2), , then any nontrivial soktion of (2)% h aszerosa < 6, <b, < ... <b, <b 
which follow the corresponding zeros of (2), , that is, a, < bi (i = 1,2,..., I). 
4. COMPARISON THEOREMS FOR DIFFERENTIAL EQUATIONS 
In this section we assume Kij(s, t) of (1) is identically zero. The “theme” of 
this section is that we may compare linear self-adjoint equations with nonlinear, 
non-self-adjoint equations. For reasons of clarity we will do the same theorems 
three times. The first time for second-order equations, the second time for 
fourth-order equations, and finally for 2nth-order equations. Note that negative 
vectors with the proper number of zeros guarantee a solution to the linear, 
self-adjoint problem, but not necessarily to the nonlinear problem. The corollary 
of these results extended to integral differential equations in Section 4 is left 
to the reader. 
In Theorem 4.1, Corollaries 4.2, 4.3, and 4.4 we set L(X) = (r(t) x’(t))’ - 
q(t) x(t) and assume that xg(t, x) > 0 on an interval a < t < b. Furthermore 
we assume that 0 < rl(t) < r(t) and ql(t) < q(t) on a < t < b. 
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THEOREM 4.1. Assume there exists a nontrivial solution to L(x) = g(t, x) 
satisfying x(a) = x(b) = 0. Th en there exists a nontrivial solution to L,(x) = 
(Y, x’)’ - qIx = 0 such that x(aJ = x(a,) = 0, a < a, < a2 < b. 
Let x(t) be as given in the hypothesk. Then 
0 = s.” [L(x) - g(t, x)] x dt = s.” [-r~‘~ - px2 - xg(t, x)] dt + YX’X 1; , 
implies 
0 = 1” [r~‘~ + qx2 + xg(t, x)] dt > jb (r,~‘~ + qlx) dt = Q(x). 
a a 
Thus the negative space of Q(x) is at least one which implies there exists a, , a2 and a 
nontrivial solution y(t) to L,(x) = 0 such that y(aJ = y(a,), a < a, < a2 < b. 
COROLLARY 4.2. Let a = a1 < a, < a, < -0. < a,,, < b be points such 
that a nontrivial so&ion of L(x) = g(t, x) vanishes at ai (i = I,..., n + I), then 
there exists a nontrivial solution to L,(x) = 0 which vanishes at least n + 1 times 
on the interval a < t < b. 
COROLLARY 4.3. If  no nontrivial solution to L,(x) = 0 vanishes n times on 
a < t < b then no nontrivial solution to L(x) = g(t, x) vanish n times on 
a<t<b. 
COROLLARY 4.4. I f  L(x) = g(t, x) is oscillatory so is L,(x) = 0. If  L,(x) = 0 
is nonoscillatory then L(x) = g(t, x) is nonoscillatory. 
An an example the reader may varify that x(t) = sin t is a solution to 
[(2 + cos t)x’]’ + (2 + 2 cos t)x = 0 such that x(O) = 0. Hence no nontrivial 
solution to [(2 + cos tJd]’ + (2 + 2 cos t)x = [h,(t)x5 + h&)X3], h,(t) > 0, 
h,(t) > 0 vanishes more than once on [0, n) or (more generally) on [a, a + rr). 
Note that if k > 0 then sin t is a solution to 
[(Z + cos t)x’]’ + (2 + 2 cos t)x = h(x5 + 9) 
so our results are “best possible.” 
In Theorem 4.5 and Corollaries 4.6 and 4.7 we assume f(t, x, x’) does not 
change sign on a < t < b for some nontrivial solution x(t) of L(x) = (Ix’)’ - 
qx = f  (t, x, x’), 0 < c(t) d r(t), and qdt) < q(t). 
THEOREM 4.5. Assume the hypothesis of the last paragraph and that x(t) is a 
nontrivial solution to L(x) = f  (t, x, x’) such that a < c < b are three consecutive 
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zeros of x(t), x’(c) # 0. Then there exists a nontrivial solution to L,(x) 
(r+‘) .- q,x = 0 vanishing at a, and a2 , a < a, < a2 < 6. 
We may assume that x(t)f(t, x, x’) 3 0 on a < t < c. As in Theorem 4.1 
we have setting y(t) :I x(t) on [a, c] and zero otherwise 
0 = 
s 
c [r# + 4X2 -i- $(t, X, x’)] dt > Jb (y1yf2 -! qd) dt Q(Y) 
0 R 
and hence the conclusion follows as above. 
COROLLARY 4.6. Assume x(t) is a nontrivial solution to L(x) = f  (t, x, x’) such 
that x(u,) -- 0 for i :- 1,2,..., 2n + I; a < a, < u2 < ... < uZnfl -7 b and 
x’(uJ f  0 for j = 2, 3,..., 2n. Then there exists a nontrivial solution y(t) of 
L1(x) .= (r,x’)’ - q,x 1 0 w tc vunishes (at least) at n points of u < t < c. h’ h 
COROLLARY 4.7. If a nontrivial solution of L,(x) L-- 0 vanishes less than n 
times on u < t < b, then every nontrivial solution y(t) of L(x) = f  (t, x, x’) 
vanishes less than 2n + 1 times on a < t < b unless a < ai < b, y(aJ := 0 
implies y’(uJ === 0 (i = 2, 3 ,..., 2n). 
For example, if f(t, x, x’) = e(t, x, x’)[l - (x)” - (x’)~] then sin t is a 
solution to 
[(2 + cos t)x’]’ -t (2 -+ 2 cos t)x = qt, x, X’)[l - (x”) - (x’)Z]. 
Thus there exists a nontrivial solution to (TAX’)’ + q,x 2 0 for any rl(t) and 
qI(t) such that 0 < rl(t) < 2 .J- cos t, ql(t) < 2 + 2 cos t, which vanishes at 
least n times on any interval a < t ,< a + 27.~~. In fact in this example we can 
easily show that any solution must vanish 2n times on a < t < a + 27~. 
In Theorems 4.8 and 4.9 we extend (in the obvious manner) our comparison 
theory to fourth-order differential equations. For simplicity we set L,(x) = 
(rx”)” + qx, though our results are valid for more general fourth-order linear, 
self-adjoint equations. We also assume 0 < rl < r and q1 < q on a < t < b 
as above. In Theorem 4.8 we assume xg(t, x, x’, x”, x”‘) < 0. We note the obvious 
corollaries to Theorem 4.8 are (essentially) Corollaries 4.2, 4.3, and 4.4 except 
that the condition x(t,) 1 0 (or x(t) vanishes at to) is replaced by x(t,) = 0 and 
x’(to) =: 0. 
THEOREM 4.8. Let x(t) be a nontrivial so&ion to L,(x) 7 g(t, x, x’, x”, x”‘) 
such that x(u) -- x’(u) = x(b) -7 x’(b) = 0. Assume xg(t, x) < 0, then there 
exists a nontrivial soZution y(t) to L3(x) = (r,x”)” + qlx -: 0 satisfying y(uI) 
y’(aJ - ~(a,) = ~‘(a,) --: 0, where a < a, < a2 < b. 
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Integrating by parts twice we have 
0 =: 1” [L,(x) - g] x dt 
(I 
= .,e [Y(x”)’ -I- qx - gx] dt + [(IX”)’ x - (rx”) x’] I”, > lb [Y,(x”)’ + q x] dt r n 
which completes the theorem. 
THEOREM 4.9. Assume f  (t, x, x’, x”, x”‘) does not change sign for a nontrivial 
solution x(t) of L,(x) -1 f  (t, x, xl, x’, x”‘) on a < t < b, where a < c < b, 
x(a) == x’(a) = X(C) = x’(c) : 0 x(b) = x’(b), x”(b) $: 0. Then there exists 
a nontrivial solution y(t) ojL3(x) = (r,x’)’ + qlx - 0 such that y(a,) = y’(aJ = 
y(a,) -: y’(uJ 7 0 for a < a, < a2 < b. 
For the general 2nth-order problem similar results hold. For convenience we 
assume L(x) =- (r(t) x(“)(t))fn) -i- (-I)” q(t) x((t). As above we assume 0 < 
rl(t) < r(t), ql(t) < q(t), and (-I)“-%g(t, x, x’,..., x(2+1)) < 0 hold on 
a<t<b. 
THEOREM 4.10. Let x(t) be a nontrivia solution to L(x) -g(t, x, x’,..., x(2+1)) 
such that x(a) = x’(a) = x”(a) _ ... == x(n-1) (a) _ x(b) =. x’(b) =: x”(b) == . . . 
-- xcL l)(b) 17 0. Then there exists a nontrivialsolution y(t) to L,(x)=[r,(t)x(“)](n)i 
(-I)% ql(t)x = 0 such thaty(a,) =- y’(al) - ... .:= y(“-l)(a,) y(a,) = ~‘(a,) = 
... = 0 = yfn-l)(a2), where a < a, < a, < b. 
THEOREM 4.11. Assume f(t, x, x’, x” ,..., x (Zn-l)) does not change sign for a 
nontrivial solution x(t) of I,(x) (rx(“))(“) + (--I)” qx = f(t, x,..., xf2+l)) on 
a < t < b, whet-e a < c < 6, x(a) x x’(a) - ... = x(+1)(a) = x(c) = ... -= 
xf+1)(c) = x(b) _= . . . :- xtn-l)(b) - 0 and x(“)(c) # 0. Then there exists a 
nontriviaz solution y(y) of L,(x) = (rI~(n))n + (-l)“qlx = 0 such that ~(a,) = 
... -: y(“-“(a,) = y(a,) = ... = y’+l)(a2) = 0, a < a, < a2 < b. 
5. COMPARISON THEOREMS FOR INTEGRAI-DIFFERENTIAL EQUATIONS 
We now consider some elementary integral-differential comparison problems. 
Thus let L(x) = (TX’) - qx. Unlike the above the existence of solutions is 
guaranteed in “both directions” because our equations are the Euler equations 
of a quadratic form. 
THEOREM 5.1. Let f(t) b e g iven, a < b, and assume there exists a nontrivial 
solution x(t) of L(x) x f(t) gf(s) x(s) d s such that x(a) -= x(b) = 0. Let 0 < 
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r, < r and q1 < q on a < t < 6. Then there exists a < a, < a, < b and a 
nontrivial solution y(t) ofL,(x) = (r,x’)’ - qIx = 0 such that y(aJ =: y(a,) = 0. 
We have by straightforward calculations 
0 = jb (rx’2 
a 
+ 9xX2) dt t j” jbf(s)fo) 4s) x(t) ds dt 
a a 
3 jab (r,x" + 91x2) dt + [jab f (4 x(s) ds]'. 
The existence of a solution y(t) vanishing at a, and a2 now follow as above. 
COROLLARY 5.2. The number oscillation points of L,(x) = 0 is not less than 
the number of oscillation points of L(x) = f(t) Jl f  (s) x(s) ds. They coincide if and 
onZy if r(t) = rl(t), q(t) = q(t) and f(t) is such that gif(s) x(s) ds = 0, where 
a, < a2 are two points such that a solution to L(x) = 0 vanishes at a and b. 
As an example we note that if x(t) is a solution of (rx’)’ - qx = et fi es x(s) As 
vanishing at a, < a2 then it is also a solution of (rx’)” - (qx)’ - (IX’)’ + qx = 0 
vanishing at a, and a, . In particular suppose r(t) = 1, q(t) = -1. Then 
x(t) = sin t + cos t is a solution to x”+x == et sl es x(s) ds or x”’ + X’ - X” - x = 0 
if sin b == sin a = 0. 
Thus we will be able to use quadratic form ideas to find oscillation points of 
nonquadratic problems. We remark that the author has given efficient computer 
algorithms to find oscillation points of second-order integral-differential 
equations. 
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