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Abstract
In this paper, stochastic age-dependent population equations, one of the important classes of hybrid systems,
are studied. In general, most of stochastic age-dependent population equations do not have explicit solutions, thus
numerical approximation schemes are invaluable tools for exploring their properties. The main purpose of this paper
is to develop a numerical scheme and show the convergence of the numerical approximation solution to the true
solution.
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1. Introduction
Stochastic differential equations have been found many applications in such areas as economics,
biology, ﬁnance, ecology and other sciences [2,6,7]. Recently, one of the most important and interesting
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problems in the analysis of stochastic differential equations is their numerical solution. For example,
Platen [8] gave an introduction to numerical methods for stochastic differential equations. Marion et al.
[5] studied the convergence of the form
dx(t) = f (x(t)) dt + g(x(t)) dWt ,
under relaxed linear growth and Lipschitz conditions. Yuan and Mao [10] discussed the convergence of
stochastic differential equations with Markovian switching
dx(t) = f (x(t), r(t)) dt + g(x(t), r(t)) dWt ,
where r(t) is a Markov chain, Wt is a Brownian motion. The equations they considered are stochastic
ordinary differential equations. In this paper, we shall discuss the convergence of stochastic partial differ-
ential equations. That is, we consider the convergence of stochastic age-dependent population equation
of the form
P
t
+ P
a
= −(t, a)P + f (t, P ) + g(t, P )dWt
dt
,
or
dtP =
[
−P
a
− (t, a)P + f (t, P )
]
dt + g(t, P ) dWt , (1)
where P(t, a) denotes the population density of age a at time t, (t, a) denotes the fertility rate of females
of age a at time t, (t, a) denotes the mortality rate of age a at time t. f (t, P ) denotes effects of external
environment for population system. g(t, P ) is a diffusion coefﬁcient.
Eq. (1) is a generalization of the deterministic age-dependent population equation. In the deterministic
age-dependent population system, due to inaccuracies in our measurements we do not really measure
f (t, P ) but a disturbed version of it: f (t, P ) + g(t, P )W˙t . Such a generalization seems to be more
appropriate for population system.
There has been an increasing interest in the study of age-dependent population equations. For exam-
ple, Cushing [4] investigated hierarchical age-dependent populations with intra-speciﬁc competition or
predation when g(t, P ) = 0. Allen and Thrasher [1] considered vaccination strategies in age-dependent
populations in the case of g(t, P ) = 0. Pollard [9] studied the effects of adding stochastic terms to
discrete-time age-dependent models that employ Leslie matrices. Zhang et al. [11] showed the existence,
uniqueness and exponential stability for stochastic age-dependent population equation (1).
In general, stochastic age-dependent population equation (1) rarely has an explicit solution. Thus,
numerical approximation schemes are invaluable tools for exploring its properties. In the present paper,
we will develop an numerical approximation method for stochastic age-dependent population equation
of the type described by Eq. (1).
This paper can be organized as follows: In Section 2, we begin with some preliminary results which
are essential for our analysis, and deﬁne an numerical approximate solutions to stochastic age-dependent
population equation. In Section 3, we shall prove that the numerical solutions converge to the exact
solutions and provide the order of convergence. In Section 4, we give an example to show the efﬁciency
of our numerical method.
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2. Preliminaries and approximation
Let
V = H 1([0, A]) ≡
{
| ∈ L2([0, A]), 
xi
∈ L2([0, A]),
where

xi
is generalized partial derivatives
}
.
V is a Sobolev space. H = L2([0, A]) such that
V ↪→ H ≡ H ′ ↪→ V ′.
V ′ is the dual space ofV. We denote by ‖ · ‖, | · | and ‖ · ‖∗ the norms inV, H and V ′, respectively; by 〈·, ·〉
the duality product between V, V ′, and by (·, ·) the scalar product in H. For an operator B ∈ L(M,H)
be the space of all bounded linear operators from M into H, we denote by ‖B‖2 the Hilbert–Schmidt
norm, i.e.
‖B‖22 = tr(BWBT).
Let (,F,P) be a complete probability space with a ﬁltrations {Ft }t0 satisfying the usual conditions
(i.e., it is increasing and right continuous whileF0 contains all P-null sets).
Let C = C([0, T ];H) be the space of all continuous function from [0, T ] into H with sup-norm
‖‖C = sup0 sT ||(s), LpV = Lp([0, T ];V ) and LpH = Lp([0, T ];H).
Consider stochastic age-dependent population equation of the form
dtP =
[
−P
a
− (t, a)P + f (t, P )
]
dt + g(t, P ) dWt in Q = (0, T ) × (0, A),
P (0, a) = P0(a) in [0, A],
P (t, 0) = ∫ A0 (t, a)P (t, a) da in [0, T ],
(2)
where T > 0, A> 0, f (t, ·) : L2H → H be a family of nonlinear operators,Ft -measurable almost surely
in t. g(t, ·) : L2H → L(M,H) is the family of nonlinear operator,Ft -measurable almost surely in t.
The integral version of Eq. (2) is given by
Pt = P0 −
∫ t
0
Ps
a
ds −
∫ t
0
(s, a)Ps ds +
∫ t
0
f (s, Ps) ds +
∫ t
0
g(s, Ps) dWs , (3)
here Pt = P(t, a).
For system (2) the discrete approximate solution on t = 0,t, 2t, . . . , Nt is deﬁned by the iterative
scheme
Qn+1t = Qnt −
Qn+1t
a
t − (t, a)Qnt t + f (t,Qnt )t + g(t,Qnt )Wn, (4)
with initial value Q0t = P(0, a), Qn(t, 0) =
∫ A
0 (t, a)Q
n
t da, n1. Here, Qnt is the approximation to
P(tn, a), for tn=nt , the time increment is t = TN>1, Brownian motion increment is Wn=W(tn+1)−
W(tn).
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For convenience, we shall extend the discrete numerical solution to continuous time. We ﬁrst deﬁne
the step function
Zt = Z(t, a) =
N−1∑
k=0
Qkt 1[kt,(k+1)t), (5)
where 1G is the indicator function for the set G. Then we deﬁne
Qt = P0 −
∫ t
0
Qs
a
ds −
∫ t
0
(s, a)Zs ds +
∫ t
0
f (s, Zs) ds +
∫ t
0
g(s, Zs) dWs , (6)
withQ0=P(0, a),Q(t, 0)=
∫ A
0 (t, a)Qt da,Qt =Q(t, a). It is straightforward to check thatZ(tk, a)=
Qkt = Q(tk, a).
The key contribution of this paper is to show that the approximate solution Qt will converge to the true
solution Pt of stochastic age-dependent population equation (2) under the given conditions. Because Qt
interpolates the discrete numerical solution, this will immediately give a convergence for Qkt .
Next, we note that the numerical solution in (2) is deﬁned by an implicit equation containing partial
derivative. So our work differs from these Refs. [4,1,9,11] in that (a) implicit method is considered, and
(b) partial derivative is involved, thus it is rather technical to deal with this problem.
As the standing hypotheses we always assume that the following conditions are satisﬁed:
(i) f (t, 0) = 0, g(t, 0) = 0;
(ii) (Lipschitz condition) there exists a positive constant K such that x, y ∈ C
|f (t, y) − f (t, x)| ∨ ‖g(t, y) − g(t, x)‖2K‖y − x‖C, a.e.t; (7)
(iii) (t, a), (t, a) are continuous in Q¯ such that
00(t, a) ¯<∞, 0(t, a) ¯<∞. (8)
(iv) (Coercivity condition) There exist constants > 0, > 0,  ∈ R, and a nonnegative continuous
function 	(t), t ∈ R+, such that
2〈f (t, v), v〉 + ‖g(t, v)‖22 − ‖v‖2 + |v|2 + 	(t)e−t , v ∈ V, a.e.t.,
where, for arbitrary 
> 0, 	(t) satisﬁes 	(t) = o(e
t ), as t → ∞, i.e., limt→∞	(t)/e
t = 0.
Note: It is known (cf. [11]) that Eq. (2) has a unique strong solution on t ∈ [0, T ] under conditions
(i)–(iv).
3. The main results
In this section, we will prove the convergence of Qt . Throughout the following analysis we use
C1, C2, . . . to denote generic constants that depend upon K, T, but not upon t . The precise values
of these constants may be determined via the proofs.
In order to prove the convergence of Qt , we ﬁrst give several lemmas. Our ﬁrst lemma shows that the
continuous approximation has bounded second moments in a strong sense.
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Lemma 3.1. Under the assumptions above, then
E sup
t∈[0,T ]
|Qt |2C1. (9)
Proof. From (6), one can obtain
dQt = −Qt
a
dt − (t, a)Zt dt + f (t, Zt ) dt + g(t, Zt ) dWt . (10)
Applying Itô formula to |Qt |2 yields
|Qt |2 = |Q0|2 + 2
∫ t
0
〈
−Qs
a
− (s, a)Zs,Qs
〉
ds + 2
∫ t
0
(f (s, Zs),Qs) ds
+ 2
∫ t
0
(Qs, g(s, Zs) dWs) +
∫ t
0
‖g(s, Zs)‖22 ds
 |Q0|2 − 2
∫ t
0
〈
Qs
a
,Qs
〉
ds − 20
∫ t
0
(Zs,Qs) ds + 2
∫ t
0
(f (s, Zs),Qs) ds
+
∫ t
0
‖g(s, Zs)‖22 ds + 2
∫ t
0
(Qs, g(s, Zs) dWs).
Since
−
〈
Qs
a
,Qs
〉
= −
∫ A
0
Qs da(Qs) = 12
(∫ A
0
(s, a)Qs da
)2

1
2
∫ A
0
2(s, a) da
∫ A
0
Q2s da
1
2
A2¯
2|Qs |2.
Therefore, we get that
|Qt |2 |Q0|2 + A2¯2
∫ t
0
|Qs |2 ds + 2
∫ t
0
|Qs ||f (s, Zs)| ds
+ 20
∫ t
0
|Qs ||Zs | ds +
∫ t
0
‖g(s, Zs)‖22 ds + 2
∫ t
0
(Qs, g(s, Zs) dWs).
Now, it follows that for any t ∈ [0, T ]
E sup
0 s t
|Qs |2E|Q0|2 + (A2¯2 + 2 + 0)
∫ t
0
E sup
0 s t
|Qs |2 ds +
∫ t
0
E|f (s, Zs)|2 ds
+
∫ t
0
E‖g(s, Zs)‖22 ds + 2E sup
0 s t
∫ s
0
(Qr, g(r, Zr) dWr).
Using condition (ii) yields
E sup
0 s t
|Qs |2E|Q0|2 + (A2¯2 + 2 + 0)
∫ t
0
E sup
0 s t
|Qs |2 ds
+ 2K2
∫ t
0
E‖Zs‖2C ds + 2E sup
0 s t
∫ s
0
(Qr, g(r, Zr) dWr). (11)
114 L. Ronghua et al. / Journal of Computational and Applied Mathematics 193 (2006) 109–120
By Burkholder–Davis–Gundy’s inequality (see, for example, [11,3]), we have
E
[
sup
0 s t
∫ s
0
(Qr, g(r, Zr) dWr)
]
3E
[
sup
0 s t
|Qs |
(∫ t
0
‖g(s, Zs)‖22 ds
)1/2]

1
4
E
[
sup
0 s t
|Qs |2
]
+ K1
∫ t
0
‖g(s, Zs)‖22 ds

1
4
E
[
sup
0 s t
|Qs |2
]
+ K1 · K2
∫ t
0
E‖Zs‖2C ds (12)
for some positive constant K1 > 0. Thus, it follows from (11) and (12)
E sup
0 s t
|Qs |22(A2¯2 + 0 + 2 + 2K2 + 2K1K2)
∫ t
0
E sup
0 r s
|Qr |2 ds
+ 2E|Q0|2 ∀t ∈ [0, T ].
Now, Gronwall’s lemma (see, for example [5]) obviously implies the required result. 
Next, we show that the continuous time approximation remains close to the step function Zt in a strong
sense.
Lemma 3.2. Under the assumptions and
∫ T
0 E|Qsa |2 ds <∞, then
E sup
0 tT
|Qt − Zt |2C3t . (13)
Proof. For ∀t ∈ [0, T ], there exists an integer k such that t ∈ [kt, (k + 1)t). We have
Qt − Zt = Qt − Qkt = −
∫ t
kt
Qs
a
ds −
∫ t
kt
(s, a)Zs ds +
∫ t
kt
f (s, Zs) ds
+
∫ t
kt
g(s, Zs) dWs .
Thus,
|Qt − Zt |24
∣∣∣∣
∫ t
kt
Qs
a
ds
∣∣∣∣
2
+ 4
∣∣∣∣
∫ t
kt
(s, a)Zs ds
∣∣∣∣
2
+ 4
∣∣∣∣
∫ t
kt
f (s, Zs) ds
∣∣∣∣
2
+ 4
∣∣∣∣
∫ t
kt
g(s, Zs) dWs
∣∣∣∣
2
.
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Now, the Cauchy–Schwarz inequality and the assumptions give
|Qt − Zt |24t
∫ t
kt
∣∣∣∣Qsa
∣∣∣∣
2
ds + 4¯2
∫ t
kt
|Qs |2 ds + 4t
∫ t
kt
|f (s, Zs)|2 ds
+ 4
∣∣∣∣
∫ t
kt
g(s, Zs) dWs
∣∣∣∣
2
4t
∫ T
0
∣∣∣∣Qsa
∣∣∣∣
2
ds + 4¯2
∫ t
kt
|Qs |2 ds + 4K2t
∫ T
0
|Qs |2 ds
+ 4
∣∣∣∣
∫ t
kt
g(s, Zs) dWs
∣∣∣∣
2
.
Hence
E sup
t∈[0,T ]
|Qt − Zt |24t
∫ T
0
E
∣∣∣∣Qsa
∣∣∣∣
2
ds + 4¯2C1t + 4K2tT C1
+ 4E sup
t∈[0,T ]
max
k=0,1,...,N−1
∣∣∣∣
∫ t
kt
g(s, Zs) dWs
∣∣∣∣
2
.
Using the Doob inequality and (7), (9) yield
E sup
t∈[0,T ]
|Qt − Zt |24t
∫ T
0
E
∣∣∣∣Qsa
∣∣∣∣
2
ds + 4¯2C1t + 4K2tT C1
+ 4 max
k=0,1,...,N−1
∫ (k+1)t
kt
E|g(s, Zs)|2 ds
4t
∫ T
0
E
∣∣∣∣Qsa
∣∣∣∣
2
ds + 4¯2C1t + 4K2tT C1
+ 4K2C1t ,
we obtain result (13). 
We are now in a position to prove a strong convergence result.
Theorem 3.3. Under the assumptions in Lemma 3.2, then
E sup
0 tT
|Pt − Qt |2C4t . (14)
Proof. Combining (3) with (6) has
Pt − Qt = −
∫ t
0
(Ps − Qs)
a
ds −
∫ t
0
(s, a)(Ps − Zs) ds
+
∫ t
0
(f (s, Ps) − f (s, Zs)) ds +
∫ t
0
(g(s, Ps) − g(s, Zs)) dWs .
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Therefore using Itô formula, along with the Cauchy–Schwarz inequality and (7) yields,
d|Pt − Qt |2 = − 2
〈
Pt − Qt, (Pt − Qt)
a
〉
dt − 2(Pt − Qt, (t, a)(Pt − Zt)) dt
+ 2(Pt − Qt, f (t, Pt ) − f (t, Zt )) dt + ‖g(t, Pt ) − g(t, Zt )‖22 dt
+ 2(Pt − Qt, (g(t, Pt ) − g(t, Zt )) dWt)
A2¯2|Pt − Qt |2 dt + 2¯|Pt − Qt ||Pt − Zt | dt
+ 2K|Pt − Qt |‖Pt − Zt‖C dt + K2‖Pt − Zt‖2C dt
+ 2(Pt − Qt, (g(t, Pt ) − g(t, Zt )) dWt).
Hence, for any t ∈ [0, T ],
E sup
s∈[0,t]
|Ps − Qs |2(A2¯2 + ¯ + K)
∫ t
0
E sup
r∈[0,s]
|Pr − Qr |2 ds
+ ¯E
∫ t
0
|Ps − Zs |2 ds + K(K + 1)E
∫ t
0
‖Ps − Zs‖2C ds
+ 2E sup
s∈[0,t]
∫ s
0
(Ps − Qs, (g(s, Ps) − g(s, Zs)) dWs)
(A2¯2 + 3¯ + 3K + 2K2)
∫ t
0
E sup
r∈[0,s]
|Pr − Qr |2 ds
+ 2¯E
∫ t
0
|Qs − Zs |2 ds + 2K(K + 1)E
∫ t
0
‖Qs − Zs‖2C ds
+ 2E sup
s∈[0,t]
∫ s
0
(Ps − Qs, (g(s, Ps) − g(s, Zs)) dWs). (15)
By Burkholder–Davis–Gundy’s inequality, we have
E sup
s∈[0,t]
∫ s
0
(Ps − Qs, (g(s, Ps) − g(s, Zs)) dWs)
k1E
[
sup
0 s t
|Ps − Qs |
(∫ t
0
‖g(s, Ps) − g(s, Zs)‖22 ds
)1/2]

1
4
E
[
sup
0 s t
|Ps − Qs |2 + k2
∫ t
0
E‖Ps − Zs‖2C ds
]
, (16)
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where k1, k2 are two positive constants. Therefore inserting (16) into (15) has
E sup
s∈[0,t]
|Ps − Qs |2(A2¯2 + 3¯ + 3K + 2K2 + 2k2)
∫ t
0
E sup
r∈[0,s]
|Pr − Qr |2 ds
+ 2(¯ + K + K2 + k2)
∫ t
0
E sup
s∈[0,t]
|Qs − Zs |2 ds
+ 1
2
E sup
s∈[0,t]
|Ps − Qs |2.
Applying Lemma 3.2 we obtain a bound of the form
E sup
s∈[0,t]
|Ps − Qs |2D1t + D2
∫ t
0
E sup
r∈[0,s]
|Pr − Qr |2 ds,
where D1 = 4(¯ + K + K2 + k2)T C3, D2 = 2(A2¯2 + 3¯ + 3K + 2K2 + 2k2).
Result (14) then follows from the continuous Gronwall inequality with C4 = D1 exp(D2T ). 
It is easy to deduce that the following theorem is satisﬁed:
Theorem 3.4. Assume the preceding hypotheses hold, the approximate solution (6) will converge to the
true solution of Eq. (2) in the sense
lim
t→0E
[
sup
0 tT
|Pt − Qt |2
]
= 0. (17)
4. One example
Let us consider a stochastic age-dependent population equation of the form
dtP =
[
− Pa − 1(1−a)2 P − tP
]
dt + (P ) dBt in Q = (0, T ) × (0, 1),
P (0, a) = exp(− 11−a ) in [0, 1],
P (t, 0) = ∫ 10 1(1−a)2 P(t, a) da in [0, T ].
(18)
Here Bt is a real standard Brownian motion (so, M = R and W = 1 since ‖‖22 = W = 2), and
(·) : R → R is a Lipschitz continuous function such that (0) = 0. We can set this problem in our
formulation by taking H = L2([0, 1]), V = W 10 ([0, 1]) (a Sobolev space with elements satisfying the
boundary conditions above), M = R, (t, a) = (t, a) = 1
(1−a)2 , f (t, P ) = −tP , and g(t, P ) = (P ),
P0(a) = exp(− 11−a ).
Clearly, the operators f and g satisfy conditions (i) and (ii), (t, a) and (t, a) satisfy condition (iii).
On the other hand, it is easy to deduce for arbitrary u ∈ V that
2〈f (t, u), u〉 + ‖g(t, u)‖22 − ‖u‖2 + 2|u|2,
where > 0 is small enough,  is the Lipschitz constant for the function .
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Fig. 1. Numerical simulation of stochastic population equation.
Therefore, it follows that condition (iv) is satisﬁed. Consequently, the approximate solution will con-
verge to the true solution of (18) for any (t, a) ∈ (0, T ) × (0, 1) in the sense of Theorem 3.4, provided
E(P/a)2 is bounded in almost sure t.
Take(P )=P , T =1 in Eq. (18).We give the pictures abovewith ﬁxed step sizest=0.005,a=0.05.
TheUpper in the left is the explicit solution toEq. (18)without perturbation, that isEP(t, a)=exp(− 11−a−
t2
2 ). The other three pictures are numerical simulations of the stochastic age-dependent population equa-
tions with 100, 1000 and 10,000 experiments respectively, where EQ(t, a)= 1
n
∑n
k=1Qk(t, a). It clearly
reveals the fact that the numerical approximation will tend to the true solution in the mean sense (Fig. 1).
It is difﬁcult to obtain the true explicit solution to Eq. (18), so the explicit solution P(t, a) to Eq. (18)
can be replaced by exp(− 11−a − t
2
2 )(1 + Bt). Fig. 2 shows the computer simulation for the difference
between exp(− 11−a − t
2
2 )(1 + Bt) and the Euler approximation solution Q(t, a). The maximum value
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Fig. 2. Error simulation of stochastic population equation.
of the error square is not greater than 0.04. Clearly the numerical approximation will tend to the true
solution in the mean square sense.
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