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Abstract. Test-Driven Development (TDD) has been claimed to in-
crease external software quality. However, the extent to which TDD in-
creases external quality has been seldom studied in industrial experi-
ments. We conduct four industrial experiments in two different compa-
nies to evaluate the performance of TDD on external quality. We study
whether the performance of TDD holds across premises within the same
company and across companies. We identify participant-level characteris-
tics impacting results. Iterative-Test Last (ITL), the reverse approach of
TDD, outperforms TDD in three out of four premises. ITL outperforms
TDD in both companies. The larger the experience with unit testing
and testing tools, the larger the difference in performance between ITL
and TDD (in favour of ITL). Technological environment (i.e., program-
ming language and testing tool) seems not to impact results. Evaluating
participant-level characteristics impacting results in industrial experi-
ments may ease the understanding of the performance of TDD in realistic
settings.
Key words: Experiment, Industry, Quality, Test-Driven Development,
Company
1 Introduction
TDD is an agile development approach that enforces the construction of soft-
ware systems by means of short and iterative testing-coding cycles —contrary to
traditional approaches, where coding is usually performed before testing, coding
and testing are rarely interleaved, and testing is commonly performed after the
whole system has been developed [1]. These short and iterative testing-coding
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cycles are, according to its proponents [1], the main reason behind TDD’s superi-
ority over traditional approaches (e.g., Waterfall) with regard to software quality.
Even though the performance of TDD on various software quality attributes [2]
has been studied before [3, 4, 5, 6, 7, 8, 9], external quality seems to be the most
investigated so far. External quality is usually considered in the TDD literature
as the proportion of test cases that successfully pass from a battery of tests
specifically built for testing the software system under development.1
Several industrial case studies and surveys support the superiority of TDD
over traditional approaches with regard to external software quality [3, 4, 5, 6].
However, the extent to which TDD outperforms control approaches with re-
gard to external quality varies largely from study to study [10, 11]. This may
be due to the technological environments on which studies are run or due the
characteristics of the subjects participating in the studies (e.g., professional ex-
perience, skills, background, etc.). Unfortunately, despite the alleged benefits of
industrial experiments (e.g., making causality claims on technology performance
in realistic settings [12, 13], increasing internal validity compared to industrial
case studies or surveys [14], etc.), only two of the studies conducted so far on
TDD —evaluating external quality— are industrial experiments (i.e., [15, 16]).
Unfortunately, in none of them it is possible isolating the effects of TDD on
external quality. This led Munir et al. to claim in one of the latest secondary
studies conducted on TDD [3]: ”strong indications are obtained that external
quality is positively influenced, which has to be further substantiated by industry
experiments...”.
Along this article we aim to answer the following research questions with
regard to the performance of TDD on external quality:
– Does TDD outperform control approaches in industrial experiments as in case
studies and surveys?
– Does the performance of TDD hold across premises within the same company
and across companies?
To answer these questions we conduct a group of four industrial experiments
evaluating the effects of TDD and ITL on external quality. We run three ex-
periments at F-Secure —a multinational security and digital privacy company
[17]— and one at Bittium —a multinational telecommunications company. We
first analyze all the experiments individually, and then, we combine their results
by means of meta-analysis [18]. Finally, we assess the extent to which results
hold across premises within the same company and across companies and iden-
tify participant-level characteristics that may be behind the variability of results
observed. Throughout this research, we made several findings:
1 For simplicity’s sake, along the rest of the article we refer to external quality and
quality interchangeably.
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Key findings
– According to our results, ITL outperforms TDD for novices on TDD. Results
hold across the two companies that we have studied.
– The extent to which ITL outperforms TDD looks dependent upon participant-
level characteristics. In particular, the larger the experience with unit testing
and testing tools, the larger the difference in performance between ITL and
TDD (in favour of ITL).
– ITL outperforms TDD in our group of industrial experiments. This is con-
trary to what has been previously claimed in case studies and surveys. This
difference of results may have emerged due to the lack of previous familiarity
of our participants with the TDD process.
The main contributions of this paper are a comparison of the results achieved in
four industrial experiments on TDD and the first assessment of participant-level
characteristics impacting the performance of TDD across software industries.
As a secondary contribution we offer a compilation of the primary studies that
evaluate the effects of TDD on external quality in industry and a comparison of
F-Secure and Bittium’s results with those.
Along this study we argue that despite the long years of research on TDD,
almost none of the available studies has evaluated the effects of TDD on quality
in industrial experiments. Industrial experiments not only allow to assess the
effects of TDD on quality in realistic environments, but also, the effect of prac-
titioners’ characteristics on TDD’s performance. In view of this, we suggest:
Actionable results
– The impact of participant-level characteristics (e.g., experience with program-
ming, unit testing, etc.) should be studied to learn about the practitioners’
characteristics that impact TDD’s performance.
– As industrial experiments’ sample sizes tend to be small, replications shall
be conducted and analyzed jointly to detect participant-level characteristics
impacting results.
– Participants’ previous familiarity with more traditional development ap-
proaches (e.g., ITL) may distort the evaluation of TDD’s performance. In
view of this, we suggest to assess the performance of TDD in further occa-
sions in industrial between-subjects experiments —being the subjects in each
group either experts in TDD, or experts in ITL, respectively.
Paper organization. In Section 2 we portray the related work of this study. In
Section 3 we outline the characteristics of our group of experiments. In Section
4 we conduct the analysis of our group of experiments. Then, in Section 5 we
discuss the results of our group of experiments and put them in perspective.
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Finally, in Section 6 we outline the threats to validity of our study, and then in
Section 7 the conclusions.
2 Related Work
To gather a list of primary studies evaluating the effects of TDD on external
quality in industrial settings, we go over the secondary studies conducted so far
on TDD [3, 4, 5, 6, 7, 8, 9]. Table 1 shows the list of the primary studies that
we identified, their research methods (i.e., case studies, surveys or controlled
experiments following Wohlin et al. definitions [14]) and their results (i.e., the
difference in performance between TDD and the control approach).
Table 1. TDD effects on quality in industrial studies.
Method Reference Result
Case study [19][20][21][22][23][24][25][26][27][10][28][11][29] +
Survey [30][31] +
Experiment
[15] +
[16] ?
As it can be seen in Table 1, all studies —but one experiment [16]— report
positive results (i.e., TDD is superior to the control approach).
Even though all the case studies report that TDD outperforms control ap-
proaches with regard to quality, wildly heterogeneous improvements with TDD
over control approaches are claimed [3, 4, 5, 6, 7, 8, 9]: ranging from improve-
ments as low as 18% [10], to improvements as high as 50% [11, 25]. Such hetero-
geneity of results may have emerged due the different technological environments
where case studies were run or the characteristics of the participants involved:
from environments where JUnit and Java were used to develop systems from
scratch by accountants, lecturers or expert programmers [10] to environments
where C++ and CUnitTest were used to increase the functionality of legacy
systems by groups of intermediate and novice developers [21].
With regard to the evidence obtained in surveys, one found that TDD outper-
formed industry averages on quality [31] and another found that TDD helps to
achieve greater quality than control approaches [30]. Again, participants’ char-
acteristics varied largely across studies: from largely experienced practitioners
[31] to developers with almost no previous experience in programming [30].
Despite their advantages for obtaining preliminary evidence [14], case studies
and surveys are usually included within the lowest positions in hierarchies of
evidence [32, 33] due to their inability to prove causality. This is so because in
such empirical studies other elements rather than the technologies themselves
may be the cause of results (e.g., external factors in case studies or personal
opinions in surveys). This is where experiments have their natural fit [14].
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From the two experiments conducted so far in industry [15, 16], the first
experiment [16] reports inconclusive results (as all subjects are able to achieved
the maximum quality regardless of the development approach being applied).
The second experiment [15] evaluated the effects of TDD and pair-programming
together and thus, the effects of TDD cannot be isolated from those of pair-
programming (i.e., TDD and pair-programming effects are confounded).
As a summary of the evidence collected so far on TDD with regard to external
quality in industrial settings, most studies are either surveys or case studies. In
those, a large heterogeneity of results materialized: either due to differences
across technology environments or participants’ characteristics. Besides, in the
pair of experiments available, certain shortcomings did not allow to assess the
extent to which TDD affects quality. In turn, the question of how does TDD
influence quality in industrial experiments is still unanswered, since the only
type of empirical study able to prove causality are experiments [14].
We previously ran a series of identical experiments at F-Secure [17] and
got opposite results to those obtained in industrial case studies and surveys.
In particular, according to the results obtained at F-Secure, ITL outperformed
TDD. However, F-Secure’s experiments are just the first-step towards proving
causality. In particular, F-Secure’s experiments’ results may be artifactual (i.e.,
caused by the technological environment of the experiment) or have occurred just
by chance [34]. Thus, in this study we run a replication of F-Secure’s experiment
at a different company (i.e., Bittium) changing the technological environment to
validate our previous results. In addition, we meta-analyze their results together
with the aim of increasing the reliability of the joint findings and study the
differences of results across companies.
3 Group of Experiments
We conducted a total of four experiments to evaluate the effects of TDD on
quality. Three exact replications were run at F-Secure (each one at a different
location: Helsinki, Kuala-Lumpur and Oulu). Differences across F-Secure’s ex-
periments’ results and the participant-level characteristics that may have led to
such differences were not investigated before. We conducted a close replication
at Bittium. We introduced as few changes as required by Bittium’s managers
(i.e., changes in the programming language and the testing tool) with the aim of
minimizing the risk of confounding effects across experiments. Thus, Bittium’s
experiment is a close replication of F-Secure’s. This should increase the reliabil-
ity of the joint findings, ease the comparison of results across companies, and at
the same time, facilitate the elicitation of practitioners’ characteristics impacting
TDD’s performance across software industries.
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3.1 Dependent and independent variables
The independent variable across all the experiments is development approach,
with TDD and ITL as treatments. ITL was defined as the reverse-order approach
of TDD following Erdogmus et al. [35].
The dependent variable across all the experiments is external quality. As
commonly done in the TDD literature, we measure external quality as the per-
centage of test cases that successfully pass from a battery of tests that we specif-
ically built for testing participants’ solutions. Specifically, we measure external
quality as:
QLTY =
#Test Cases(Pass)
#Test Cases(All)
∗ 100
3.2 Experimental settings
Seminars on TDD were conducted at each site. An experiment was embedded
within each seminar. Table 2 summarizes the settings of the experiments con-
ducted at F-Secure and Bittium (changes across companies’ settings in italics).
Table 2. Experiments’ settings: F-Secure and Bittium.
Aspect Values
Factors Development Approach
Treatments TDD vs ITL
Response variables QLTY
Design AB Repeated-measures
Training TDD course
Training duration 3 days/6 hours
Experiment Duration 2.25 hours
Programming Language F-Secure: Java; Bittium: C++
Unit Testing Tool F-Secure: JUnit ; Bittium: GTest
The trade-off assessment of the experimental design, the specification of the
instruments and the experimental tasks, and an in-depth discussion of the threats
to validity of F-Secure’s experiments can be found elsewhere [17].
3.3 Subjects
Subjects were handed a survey some days before the experiment. The survey
contained a series of ordinal-scale (i.e., inexperienced, novice, intermediate and
expert) self-assessment questions with regard to their experience with program-
ming, unit testing and the programming language and testing tool used during
the experiment.2 Table 3 shows the mean —and standard deviations— of the
2 The survey and its results were published elsewhere [36].
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participants’ experiences with programming, the programming language, unit
testing and the testing tool used within the experiment (1-4, for inexperienced,
novice, intermediate and experts, respectively).3
Table 3. Mean and standard deviation of experiences across experiments.
Experiment N Programming Prog. Language Unit Testing Testing Tool
F-Secure H 6 3.67 (0.52) 2.33 (1.21) 2.17 (0.98) 2.17 (1.17)
F-Secure K 11 2.91 (0.7) 1.82 (0.87) 1.64 (0.5) 1.27 (0.47)
F-Secure O 7 3.29 (0.76) 2.71 (1.11) 2.71 (0.76) 2 (0.82)
Bittium 9 3 (0.87) 2.89 (0.93) 1.67 (0.87) 1 (0)
To ease the interpretation of the data presented in Table 3, we provide in
Figure 1 a profile-plot showing the mean of the experiences of the participants
in each experiment.
Fig. 1. Profile-plot for experiences across experiments.
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As it can be seen in Figure 1, F-Secure H’s participants are the most experi-
enced with programming. Besides, F-Secure O and Bittium’s participants seem
the most experienced with the programming language used during the experi-
ment. Finally, subjects across all experiments have lower experiences with unit
testing and testing tools than with programming or the programming language
used during the experiment. In general, those with the higher experience in unit
testing and testing tools tend to be the most senior professionals. Overall, our
group of experiments is formed by an heterogeneous population of TDD novices
with relatively low experience in unit testing and testing tools.
3 For simplicity’s sake, we consider the variables measured along the survey as con-
tinuous. This approach is commonly followed in other disciplines [37].
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3.4 Analysis Approach
First, we provide the descriptive statistics (i.e., number of data-points, mean,
median and standard deviation) of ITL and TDD across the experiments. Then,
we provide a profile plot for easing the understanding of the data.
Afterwards, we analyze each experiment individually with an identical sta-
tistical test: a repeated measures analysis of variance (RM ANOVA) [38]. The
RM ANOVA assumes that the residuals are normally distributed [38]. We check
the normality assumption by means of the Shapiro-Wilk test [38].
Then, with the aim of providing a joint result, we combine the results of the
RM ANOVAs jointly by means of a random-effects meta-analysis following the
steps outlined by Burke et al. [39]. We also perform a sub-group meta-analysis
[18] to assess the extent to which results hold across companies (i.e., F-Secure
vs. Bittium).
Finally, with the aim of identifying participant-level characteristics influenc-
ing results, we perform a series of ”post hoc” analyses —one per experience
variable (i.e., programming experience, programming language experience, unit
testing experience and testing tool experience). We follow Fisher et al.’s guide-
lines [40] to identify participant-level characteristics impacting results.
4 Analysis
4.1 Descriptive Statistics
Table 4 shows the descriptive statistics (i.e., sample size, mean, standard de-
viations and medians) for ITL and TDD across all experiments. To ease the
interpretation of the data presented in Table 4, Figure 2 shows the profile-plot
of the means for ITL and TDD across experiments.
Table 4. Descriptive statistics for quality: ITL vs TDD across experiments.
Experiment Treatment N Mean SD Median
F-Secure H
ITL 6 30.71 36.58 24.16
TDD 5 18.48 7.30 16.67
F-Secure K
ITL 11 22.17 20.44 17.98
TDD 11 13.98 10.21 13.64
F-Secure O
ITL 7 16.05 20.81 7.87
TDD 7 16.99 15.08 19.70
Bittium
ITL 9 15.45 18.52 5.75
TDD 9 2.47 0.26 2.38
As it can be seen in Table 4, TDD’s mean scores go from as high as M =
18.48 in F-Secure H to as low as M = 2.47 in Bittium. Bittium’s participants
achieved the lower ITL’s mean scores (M = 15.45) while F-Secure H obtained
the largest (M = 30.71). Moreover, while F-Secure H, F-Secure K and Bittium’s
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participants showed lower mean performance with TDD than with ITL (i.e.,
negative slope in Figure 2), F-Secure O participants show an almost similar
performance with TDD and ITL (even though TDD slightly outperforms ITL).
Fig. 2. Profile-plot for ITL and TDD across experiments.
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4.2 Individual Analyses
Table 5 shows the results of analyzing each experiment with a RM ANOVA.4
Table 5. Results across experiments.
Experiment N Estimate SE t-value p-value Significance
F-Secure H 5 -14.12 14.17 -0.99 0.345 ✗
F-Secure K 11 -8.18 5.98 -1.37 0.186 ✗
F-Secure O 7 0.93 5.68 0.16 0.871 ✗
Bittium 9 -12.98 6.20 -2.09 0.053 ✗
As it can be seen in Table 5, ITL outperforms TDD in three out of four ex-
periments (as treatment estimates are negative in F-Secure H, F-Secure K and
Bittium). In addition, the difference in performance between them is not statisti-
cally significant in any experiment (even though Bittium’s is almost statistically
significant).
4.3 Joint Result and Sub-Group Meta-Analysis
After analyzing each experiment individually, we aggregate their results by
means of a random effects meta-analysis [18]. Figure 3 shows the results of
the meta-analysis performed (and the results of the sub-group meta-analysis
performed for each company).
4 The normality assumption is met in all experiments according to the Shapiro-Wilk
test [38].
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Fig. 3. Forest-plot: TDD vs ITL.
According to the joint result (see the black diamond at the bottom of Figure
3), ITL outperforms TDD to a small (M = −6.96; 95%CI = (−14.47, 0.54)) and
non-statistically significant extent (as the 95% CI crosses 0). Besides, Bittium’s
results seem within the realm of those of F-Secure (as Bittium’s effect size is
even smaller in magnitude than that of F-Secure H). In addition, notice how
F-Secure’s joint effect size (M = −4.32; 95%CI = (−12.45, 3.82) overlaps with
that of Bittium (M = −12.98; 95%CI = (−12.45, 3.82)). In view of this, results
hold across companies: TDD does not increase quality (compared to ITL) in
none of the companies. In turn, as results hold across companies, we conclude,
technological environment (e.g., Java and JUnit at F-Secure and C++ and GTest
at Bittium) seems not to impact results.
Finally, even though results hold across companies, heterogeneity emerged
when aggregating results together (I2 = 19.9%). As heterogeneous results
emerged even among the identical experiments conducted at F-Secure (see that
F-Secure O’s results are observably different that those of F-Secure H and K),
we hypothesize, participant-level characteristics (i.e., experience with program-
ming, programming languages, unit testing or testing tools) may be behind the
heterogeneity of results detected.
4.4 Post-hoc Analysis: Developers’ Characteristics
We performed four different RM ANOVAs (one per experience variable) to assess
the effects of participant-level experiences on results. Table 6 shows the estimates
and standard errors provided by the RM ANOVAs fitted to assess the effects of
the experience variables on results.
Table 6 can be read as the impact of one unit increase in experience on the
performance achieved with TDD beyond the performance achieved with ITL. For
example, per each unit increase in experience with the testing tool used (see the
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Table 6. Participant-level characteristics impact on TDD’s performance.
Factor Estimate SE t-value p-value Significance
Programming 0.74 5.32 0.13 0.89 ✗
Language 0.78 3.94 0.19 0.84 ✗
Unit Testing -3.54 5.09 -0.69 0.49 ✗
Testing Tool -6.80 5.66 -1.19 0.24 ✗
row ”Testing Tool” in Table 6), the performance with TDD decreases in M =
−6.80;SE = 5.66 units. Thus, the larger the experience with the testing tool
(ranging between 1 to 4), the lower the performance with TDD in comparison
with the performance achieved with ITL. Notice how in comparison with the
joint result of our group of experiments (i.e.,M = −6.96 according to the results
achieved in the previous section), the decrease in quality per unit increase in
experience with the testing tool seems considerable (i.e., almost a 1:1 ratio).
Thus, experience with the testing tool seems to be a relevant moderator of the
effects of TDD. With the aim of easing the understanding of results, Figure 4
shows the regression lines corresponding to the estimates of Table 6.5
Fig. 4. Participant-level characteristics impact on TDD’s performance.
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As it can be seen in Figure 4, the experience with programming or pro-
gramming languages seems not to impact results (as lines seem flat along all
the experience levels). However, the larger the experience with unit testing or
the testing tool, the lower the performance with TDD in comparison with the
performance achieved with ITL (as the lines have a downward slope).
5 Discussion
ITL outperformed TDD in three out of four experiments (i.e., F-Secure H, F-
Secure K and Bittium). Besides, after aggregating their results together, still
5 The regression lines for ”Programming” and ”Language” partially overlap and thus,
only that of ”Language” is visible.
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ITL slightly outperformed TDD. The results of our group of experiments can-
not be compared with those of any other industrial experiment (as the couple
of experiments published so far do not allow to isolate the effects of TDD on
quality). However, our results can be compared with those of industrial case
studies and surveys [3, 4, 5, 6, 7, 8, 9]. Long story short, our results are opposite
to those of case studies and surveys: while we observed a slight decrease in the
performance achieved with TDD over ITL, surveys and case studies reported
large improvements with TDD over control approaches. These opposite results
may have emerged as our participants had no previous experience on TDD, and
in turn, this may have lowered their performance with TDD in comparison with
more ”traditional” approaches such as ITL.
Our results also suggest that the larger the experience with unit testing and
testing tools (and thus, the potentially larger the experience with more tradi-
tional approaches including testing such as ITL), the larger the drop in quality
when applying TDD (the recently learned development approach). In view of
this, we suggest that for making an objective evaluation of TDD’s performance
in industrial experiments, it may be necessary to run between-subjects experi-
ments with two similarly experienced treatment groups (e.g., experts in TDD vs.
experts in ITL). Otherwise, the development approach in which the participants
are more experienced may end up being favoured.
Finally, the different technological environments used in our group of exper-
iments (i.e., Java and JUnit for F-Secure, and C++ and GTest for Bittium),
seem not to impact results (as results hold across companies). In view of this,
and also in view of the large heterogeneity of results observed across case studies
and surveys, we hypothesize, participant-level characteristics may be behind the
large heterogeneity of results observed in literature.
6 Threats to Validity
Conclusion validity concerns the statistical analysis of results [14]. We used
commonly applied statistical techniques to analyze the data (i.e., RM ANOVA
[38] and random-effects meta-analysis [18]). In addition, the required data as-
sumptions (i.e., normality assumption [38]) were assessed before interpreting
the results of the RM ANOVA. In view of this, we do not expect any threat to
conclusion validity to impact our results.
Internal validity is the extent to which the detected effects are caused by
the treatments and not by other variables beyond researcher’s control [14]. There
is a potential maturation threat: seminars were offered as a three-day training
course on TDD and contained multiple exercises and experimental laboratories.
Thus, factors such as tiredness or inattention might have materialized. In order
to minimize this threat we ensured that subjects were given enough breaks.
Treatment leakage may have influenced results: subjects might have increased
their performance with TDD because they learned something (i.e., slicing) in
the previous session while applying ITL. However, treatment leakage seems not
to have materialized: ITL outperformed TDD in three out of four experiments.
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Construct validity refers to the correctness in the mapping between the
theoretical constructs under investigation and the operationalizations of the vari-
ables in the study. As usual in SE experiments, the study suffers from the mono-
operation bias (as only test cases were used to measure external quality). Confor-
mance to the development approaches is one of the notorious threats to validity
in most SE experiments. This threat was minimized by encouraging subjects to
adhere as closely as possible to the development approaches taught during the
seminar. We complemented such encouragement with visual supervision.
External validity relates to the possibility of generalizing results beyond
the objects and subjects involved in the study [14]. As usual in SE experiments,
it was not possible to obtain random samples from the population under study:
convenience sampling was used in all experiments. Experiments were conducted
with toy-tasks. This may limit the generalizability of the findings. However, we
expect results to be representative for professionals who are starting to learn the
TDD process coding toy-tasks.
7 Conclusion
TDD has been claimed to increase external quality over traditional approaches
in industrial case studies and surveys [3, 4, 5, 6, 7, 8, 9]. However, the extent to
which TDD performs in industrial experiments has been seldom studied. Indus-
trial experiments allow to assess not just the performance of TDD in realistic
settings, but also the effects of participant-level characteristics on TDD’s per-
formance.
We conducted a group of four industrial experiments with TDD novices to
assess the extent to which TDD performs in industrial settings. ITL slightly
outperformed TDD in three out of four experiments. When aggregating their
results together by means of meta-analysis, ITL still slightly outperformed TDD.
Our results are opposite to those found in industrial case studies and surveys.
These different results may have emerged due to the lack of previous familiarity
of our experiments’ participants with the TDD process.
Finally, results held across the two companies that we studied. In view of this,
companies’ technological environments seemed not to impact results. However,
the extent to which ITL outperformed TDD looked dependent upon partici-
pants’ characteristics (as heterogeneity materialized even across identical exper-
iments). According to our results, the larger the experience with unit testing
and testing tools (and thus, the potentially larger experience with more tra-
ditional approaches), the larger the drop in performance with TDD over the
performance achieved with ITL. In view of this, we suggest, the development
approach in which subjects are more experienced may end up being favoured in
controlled experiments. With the aim of tackling this shortcoming, we suggest
to run between-subjects experiments evaluating the performance of TDD and
control approaches with similarly experienced subjects across groups.
Once again in SE [41], a large number of elements seem to impact the perfor-
mance of a technology (in this case TDD) in realistic settings. In this research
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we want to make a call to run experiments in industry and to assess not just the
effects of TDD, but also, disentangle the characteristics of the participants that
make TDD more or less desirable. Unfortunately, as SE industrial experiments
tend to be small, individual experiments may be under-powered for detecting
participant-level characteristics impacting results [42]. In view of this, multiple
replications may be required to be conducted and analyzed jointly (as access to
the raw-data is a requirement to elicit participant-level characteristics [43]). Are
we still going to think that one size fits all? Or instead, are we going to learn
about the characteristics that make practitioners more prone to benefiting from
the application of TDD? After all, we are still at the beginning of understanding
how TDD works in industrial settings [44].
Acknowledgments
This research was developed with the support of the Spanish Ministry of Science
and Innovation project TIN2014-60490-P.
References
1. Beck, K.: Test-driven development: by example. Addison-Wesley Professional
(2003)
2. ISO: ISO/IEC 25010:2011 (2011)
3. Munir, H., Moayyed, M., Petersen, K.: Considering rigor and relevance when
evaluating test driven development: A systematic review. Information and Software
Technology 56(4) (2014) 375–394
4. Rafique, Y., Miˇsic´, V.B.: The effects of test-driven development on external quality
and productivity: A meta-analysis. IEEE Transactions on Software Engineering
39(6) (2013) 835–856
5. Bissi, W., Neto, A.G.S.S., Emer, M.C.F.P.: The effects of test driven develop-
ment on internal quality, external quality and productivity: A systematic review.
Information and Software Technology 74 (2016) 45–54
6. Kollanus, S.: Test-driven development-still a promising approach? In: Quality of
Information and Communications Technology (QUATIC), 2010 Seventh Interna-
tional Conference on the, IEEE (2010) 403–408
7. Shull, F., Melnik, G., Turhan, B., Layman, L., Diep, M., Erdogmus, H.: What do
we know about test-driven development? IEEE software 27(6) (2010) 16–19
8. Causevic, A., Sundmark, D., Punnekkat, S.: Factors limiting industrial adoption
of test driven development: A systematic review. In: Software Testing, Verifica-
tion and Validation (ICST), 2011 IEEE Fourth International Conference on, IEEE
(2011) 337–346
9. Ma¨kinen, S., Mu¨nch, J.: Effects of test-driven development: A comparative analysis
of empirical studies. In: International Conference on Software Quality, Springer
(2014) 155–169
10. McDaid, K., Rust, A., Bishop, B.: Test-driven development: can it work for spread-
sheets? In: Proceedings of the 4th international workshop on End-user software
engineering, ACM (2008) 25–29
Does the performance of TDD hold across software companies and premises? 15
11. Maximilien, E.M., Williams, L.: Assessing test-driven development at IBM. In:
Software Engineering, 2003. Proceedings. 25th International Conference on, IEEE
(2003) 564–569
12. Sjoberg, D.I., Anda, B., Arisholm, E., Dyba, T., Jorgensen, M., Karahasanovic, A.,
Koren, E.F., Voka´c, M.: Conducting realistic experiments in software engineering.
In: Empirical Software Engineering, 2002. Proceedings. 2002 International Sympo-
sium n, IEEE (2002) 17–26
13. Sjøberg, D.I., Anda, B., Arisholm, E., Dyb˚a, T., Jørgensen, M., Karahasanovic,
A., Voka´c, M.: Challenges and recommendations when increasing the realism of
controlled software engineering experiments. Lecture notes in computer science
(2003) 24–38
14. Wohlin, C., Runeson, P., Ho¨st, M., Ohlsson, M.C., Regnell, B., Wessle´n, A.: Ex-
perimentation in software engineering. Springer Science & Business Media (2012)
15. George, B., Williams, L.: A structured experiment of test-driven development.
Information and Software Technology 46(5) (2004) 337–342
16. Geras, A., Smith, M., Miller, J.: A prototype empirical evaluation of test driven
development. In: Software Metrics, 2004. Proceedings. 10th International Sympo-
sium on, IEEE (2004) 405–416
17. Tosun, A., Dieste, O., Fucci, D., Vegas, S., Turhan, B., Erdogmus, H., Santos, A.,
Oivo, M., Toro, K., Jarvinen, J., et al.: An industry experiment on the effects of
test-driven development on external quality and productivity. Empirical Software
Engineering 22(6) (2017) 2763–2805
18. Borenstein, M., Hedges, L.V., Higgins, J.P., Rothstein, H.R.: Introduction to Meta-
Analysis. John Wiley & Sons (2011)
19. Bannerman, S., Martin, A.: A multiple comparative study of test-with development
product changes and their effects on team speed and product quality. Empirical
Software Engineering 16(2) (2011) 177–210
20. Siniaalto, M., Abrahamsson, P.: Does test-driven development improve the pro-
gram code? alarming results from a comparative case study. In: Balancing Agility
and Formalism in Software Engineering. Springer (2008) 143–156
21. Bhat, T., Nagappan, N.: Evaluating the efficacy of test-driven development: indus-
trial case studies. In: Proceedings of the 2006 ACM/IEEE international symposium
on Empirical software engineering, ACM (2006) 356–363
22. Ynchausti, R.A.: Integrating unit testing into a software development teams pro-
cess. XP 1 (2001) 84–87
23. Damm, L.O., Lundberg, L.: Quality impact of introducing component-level test
automation and test-driven development. In: European Conference on Software
Process Improvement, Springer (2007) 187–199
24. Nagappan, N., Maximilien, E.M., Bhat, T., Williams, L.: Realizing quality im-
provement through test driven development: results and experiences of four indus-
trial teams. Empirical Software Engineering 13(3) (2008) 289–302
25. Damm, L.O., Lundberg, L.: Results from introducing component-level test au-
tomation and test-driven development. Journal of Systems and Software 79(7)
(2006) 1001–1014
26. Lui, K.M., Chan, K.C.: Test driven development and software process improve-
ment in china. In: International Conference on Extreme Programming and Agile
Processes in Software Engineering, Springer (2004) 219–222
27. Williams, L., Maximilien, E.M., Vouk, M.: Test-driven development as a defect-
reduction practice. In: Software Reliability Engineering, 2003. ISSRE 2003. 14th
International Symposium on, IEEE (2003) 34–45
16 Santos et al.
28. Dogsˇa, T., Baticˇ, D.: The effectiveness of test-driven development: an industrial
case study. Software Quality Journal 19(4) (2011) 643–661
29. Slyngstad, O.P.N., Li, J., Conradi, R., Rønneberg, H., Landre, E., Wesenberg, H.:
The impact of test driven development on the evolution of a reusable framework
of components–an industrial case study. In: Software Engineering Advances, 2008.
ICSEA’08. The Third International Conference on, IEEE (2008) 214–223
30. Aniche, M.F., Gerosa, M.A.: Most common mistakes in test-driven development
practice: Results from an online survey with developers. In: Software Testing, Veri-
fication, and Validation Workshops (ICSTW), 2010 Third International Conference
on, IEEE (2010) 469–478
31. Sanchez, J.C., Williams, L., Maximilien, E.M.: On the sustained use of a test-
driven development practice at ibm. In: Agile Conference (AGILE), 2007, IEEE
(2007) 5–14
32. Dyb˚a, T., Dingsøyr, T.: Strength of evidence in systematic reviews in software
engineering. In: Proceedings of the Second ACM-IEEE international symposium
on Empirical software engineering and measurement, ACM (2008) 178–187
33. Guyatt, G.H., Oxman, A.D., Vist, G.E., Kunz, R., Falck-Ytter, Y., Alonso-Coello,
P., Schu¨nemann, H.J.: Grade: an emerging consensus on rating quality of evidence
and strength of recommendations. BMJ (Clinical research ed.) 336(7650) (2008)
924–926
34. Gomez, O.S., Juristo, N., Vegas, S.: Understanding replication of experiments in
software engineering: A classification. Information and Software Technology 56(8)
(2014) 1033–1048
35. Erdogmus, H., Morisio, M., Torchiano, M.: On the effectiveness of the test-first
approach to programming. IEEE Transactions on Software Engineering 31(3)
(2005) 226–237
36. Dieste, O., Aranda, A.M., Uyaguari, F., Turhan, B., Tosun, A., Fucci, D., Oivo, M.,
Juristo, N.: Empirical evaluation of the effects of experience on code quality and
programmer productivity: an exploratory study. Empirical Software Engineering
22(5) (2017) 2457–2542
37. Norman, G.: Likert scales, levels of measurement and the laws of statistics. Ad-
vances in health sciences education 15(5) (2010) 625–632
38. Field, A.: Discovering statistics using IBM SPSS statistics. Sage (2013)
39. Burke, D.L., Ensor, J., Riley, R.D.: Meta-analysis using individual participant
data: one-stage and two-stage approaches, and why they may differ. Statistics in
medicine 36(5) (2017) 855–875
40. Fisher, D., Copas, A., Tierney, J., Parmar, M.: A critical review of methods for
the assessment of patient-level interactions in individual participant data meta-
analysis of randomized trials, and guidance for practitioners. Journal of clinical
epidemiology 64(9) (2011) 949–967
41. Briand, L., Bianculli, D., Nejati, S., Pastore, F., Sabetzadeh, M.: The case for
context-driven software engineering research: Generalizability is overrated. IEEE
Software 34(5) (2017) 72–75
42. Kraemer, H.C.: Pitfalls of multisite randomized clinical trials of efficacy and effec-
tiveness. Schizophrenia Bulletin 26(3) (2000) 533
43. Cooper, H., Patall, E.A.: The relative benefits of meta-analysis conducted with
individual participant data versus aggregated data. Psychological methods 14(2)
(2009) 165
44. Offutt, J.: Why don’t we publish more tdd research papers? Software Testing,
Verification and Reliability 28(4) (2018) e1670
