Abstract. We study the relations among various abstract domains for groundness analyses of logic programming. We re-construct Pos as a logical domain and prove that it is the optimal abstract domain for groundness analysis which can be constructed starting from the property of groundness by applying only logic operations.
Introduction
In the logic programming eld, groundness is probably the most important instance of static analysis. Many domains have been proposed in order to study groundness of (pure) logic programs, from the very simple domain G by Jones and S ndergaard 13], to more complex ones, like Def 2] and Pos 13, 15, 4, 2] .
The latter is the most widely used, since it is able to characterize both pure groundness, i.e., if a variable is instantiated to a ground term, and groundness relations between di erent variables, i.e., whether the groundness of a variable depends on the groundness of other variables. In this paper, we show a di erent way of building the abstract domain Pos, which directly comes from the denition of groundness. From our construction, we derive many useful properties, such as a normal form for its elements and a result of optimality. Moreover, we
answer to some open questions such as \why Pos is considered optimal" from a computational point of view.
Motivations
Pos is certainly a well studied domain for groundness analysis of logic programs 13, 15, 4, 2] . In standard literature, the domain Pos is built in 3 steps: First consider the set of (classic) propositional formulas built from a nite set V ar and connectives^; _ and ); second select only the positive formulas (which are true when all variables are set to true); third quotient w.r.t. classic logical equivalence. The domain so obtained is then related to the concrete one (sets of substitutions closed by instantiation) through a suitable concretization function, explicitly proving that it induces a Galois insertion. This method of constructing domains su ers from many drawbacks. The most important one is that the domain has to be \invented" in some way (a procedure which is usually not formally related to the property we analyze) and then has to be explicitly proved that the domain so created is an abstraction of the concrete one and is actually useful for the analysis. As logic programs compute substitutions and groundness is a property closed by instantiation, the most natural choice for the concrete domain is sets of substitutions closed by instantiation, denoted by } # (Sub).
Propositional formulas used in the construction of Pos do not re ect the logic in the concrete domain. In order to understand this apparent asymmetry between Pos and its natural concrete domain, we just need to make the following observations.
{ From an algebraic point of view, Pos is a boolean algebra (with connectiveŝ ; _ and )) while } # (Sub) is not, therefore we can not inherit Pos algebraic
properties from the concrete domain.
{ When we try to compare the logical operations on Pos to the corresponding ones on } # (Sub), we nd that only the meet (^) on Pos come from the meet on } # (Sub) (set intersection). In fact, the join (_) of Pos is not the restriction of the concrete join (set union). For instance, as proved in 8], the concretization of the formula x _ (x , y) is not the union of the concretization of x and x , y. Moreover, in the concrete domain, we can not have a notion of (classic) implication, since it is not a boolean algebra. So there is no way to inherit the implication ) from a corresponding operation of } # (Sub).
{ Finally, the last step in the construction of Pos is the quotient w.r.t. classic logic equivalence. For the same motivation in the previous point, it is impossible to de ne such an equivalence on } # (Sub) (otherwise it would be a boolean algebra). Therefore, also this step in the construction of Pos does not come from the properties of the concrete domain.
The intuition behind our reconstruction of Pos
The main problem of the previous construction is that } # (Sub) is not a boolean algebra. In particular, it does not allow us to de ne an operation of classic implication. Instead, } # (Sub) is rich enough to allow us to de ne a notion of intuitionistic implication (or relative pseudo-complement). The intuitionistic implication is a generalization of the classic one which leads to a weaker notion of complement called pseudo-complement. Moreover, intuitionistic implication is independent from the join operation _, i.e., a ! b = :a _ b does not hold. Thus } # (Sub) becomes an algebra with three operations \, and ! which correspond precisely to the^, _ and ! of intuitionistic logic. In this paper we show that Pos can be constructed by using only the denition of groundness. The simplest domain de ning the property of groundness is the least abstract domain containing V ar, which is G = }(V ar) We try to re ne this result by allowing implications between disjunctive formulas and prove that it can not be further re ned since b (Pos) ?! b (Pos) = b (Pos).
Related work
Many works have been devoted to the study of groundness analysis. The rst ones concentrated much on the de nition of groundness and basic properties 13, 7] , while the last ones studied di erent characterizations of various abstract domains. 15] proposed propositional formulas to represent groundness relations. Many authors followed this approach 4,2] and contributed to develop and study the domains Def and Pos, while others focused on the abstract operations or slightly di erent characterizations 16, 14] .
All these authors share the same approach: They construct abstract domains independently from the property to be analyzed (i.e., from the semantics or concrete domain) and then prove some properties of the abstraction. Their attention is focused entirely on the representation of formulas in the abstract domains. This forces to work always up to isomorphism.
Our idea is to concentrate exclusively on the property of groundness. We re-construct the domain Pos in a systematic way and show that it is possible to avoid ad hoc characterizations in the construction process of new domains. . Also in this case, the construction does not directly come from the property of groundness, but from a domain more complex than G.
Preliminaries
Throughout the paper we assume familiarity with lattice theory (e.g. see 3,12]), abstract interpretation 5,6,17] and logic programming 1]. inclusion, where the join is set union and the meet is set intersection. We write f : A 7 ?! B to mean that f is a total function from A to B. In the following we sometimes use Church's lambda notation for functions, so that a function f will be denoted by x:f(x). If C A then f(C) = ff(x) j x 2 Cg. By g f we denote the composition x:g(f(x)). Let 
Notation and basic notions
C A, f(_ A C) = _ B f(C).
Abstract interpretation and Galois connections
The c (X Y )), and t is set intersection (\).
The equivalence between G.i., closure operators and Moore-families is well known 3]. However, closure operators and Moore-families are often more practical and concise than G.i.'s to reason about abstract domains, being independent from representation choices for domain objects 6]. Any G.i. hL; ; A; i is uniquely determined (up to isomorphism) by the closure operator , and, conversely, any closure operator uniquely determines a G.i. (up to isomorphism). The complete lattice of all abstract domains (identi ed up to isomorphism) on L is therefore isomorphic to Moore(L). The 
Meet, join and relative pseudo-complement of Heyting algebras precisely correspond to conjunction, disjunction and intuitionistic implication of intuitionistic logic (see Birkho 3] ).
An example of cHa is the complete lattice h} # (Sub); ; ; \; Sub; ;i. 
Heyting completion
Heyting completion 11] is a re nement operator which has been recently introduced in order to logically interpret the Cousot and Cousot's reduced power re nement 6]. In this section we recall the de nition and some basic results on Heyting completion re nement 11]. The aim of this re nement is to enhance domains to represent relational or negative information. The idea is to enrich an abstract domain by adding all the relative pseudo-complements (or intuitionistic implications) built from every pair of elements of the given domain. From a logical point of view, the new domain is the collection of intuitionistic formulas built from the^and ! connectives, without nested implication. it is built from the de nition of groundness itself. Unfortunately, G is not very useful for groundness analysis, since it fails in capturing the groundness relations between di erent variables, i.e., the domain is able to represent the \result" of a groundness analysis, but not to be used for \computing"' the analysis itself.
Other domains, based on (classic) propositional logic, have been proposed in order to enrich G. Pos is the most widely used domain for groundness analysis 13,15,4,2]. Pos is able to characterize both pure groundness, i.e. whether a variable is instantiated to ground terms during program execution, and the relations between the groundness of di erent program variables, providing in this sense a clear example of relational analysis. Pos is the set of (classic) propositional formulas built from V ar, by using the connectives^; _; ), The idea is to nd a normal form for elements in Pos which allows disjunction only between variables and (classic) implication only between a conjunction and a disjunction of variables. It is well known that every (classic) formula can be put in conjunctive normal form, i.e., it can be written as conjunction of disjunctions. Moreover, every disjunction is a clause, therefore we can write it as a unique implication, by putting all the negated variables on the left and the positive ones on the right.
Lemma 6. In Pos, every formula is equivalent to a formula of the form: V k2K ( V i2I x i;k ) W j2J y j;k ).
The next step is to transform every formula in Pos into a formula of } # (Sub), which is not a boolean algebra, as next example shows. Example 8. Let x _ (x , y) be a formula in Pos. We look for its concretization Sub (x _(x , y)). First we transform x _(x , y) in normal form, which always exists by Lemma 6. x _ (x , y) = x _ ((x ) y)^(y ) x)) = = (x _ (x ) y))^(x _ (y ) x)) = (x _ :x _ y)^(x _ :y _ x) = = x _ :y _ x = y ) x Next we transform y ) x by using Lemma 5 and obtain Sub (y ) x) = Sub (y) ! Sub (x), which is a formula in } # (Sub).
As shown by the above example, we have a constructive method to trans- Our aim is to describe the domain Pos by using the Heyting completion renement only. Therefore, we look for a normal form for concrete objects which uses meets and intuitionistic implications only, that is a normal form which does not use the disjunctive operation. Note that, in the formulas on the concrete domain, disjunctions are computed between variables only. The last step of the construction is then to nd a representation in } # (Sub) for unions of variables in terms of intuitionistic implications. The next lemma shows that a (concrete) disjunction is always equivalent to a (double) implication. 
The rst important consequence of Theorem 11 is that the domain Pos is constructed by using only the de nition of groundness (G) and the logical properties of the concrete domain. We do not need to \invent" the domain, to prove that it is actually an abstraction of } # (Sub), nor to prove that it re nes G, since all these properties hold by construction. In our framework, Pos arises as the natural re nement of G and Def.
Another consequence is the normal form for elements in Sub (Pos). This result allows us to get rid of Pos and deal directly with Sub (Pos). In fact, when we use a formula of Pos, actually we use an equivalence class w.r.t. (classic) logic equivalence (KL). In our formalization, we do not need to use equivalence 1 Note that x i;k ; y j;k denote sets of substitutions.
classes any longer. Moreover, the \form" of concrete formulas is indeed very natural and preserves the intuitive meaning of abstract formulas. Finally, note that our normal form states that every formula in Sub (Pos) can be written by using only two levels of nesting for the implication and no disjunctions. This yields a precise upper bound to the length of the formula. It is worth noticing that both the normal form and the upper bound are independent from the cardinality of V ar.
Optimality of Pos
An abstract domain is a collection of points selected from the concrete domain. Some points are used to represent the result of the analysis, while the other ones are used only during the computation. For instance, in Pos the points which represent the nal result of groundness analysis are those in G only, since the other ones do not provide groundness information. From equations 2.1, 2.2 and 2.3, it is obvious that only axioms 2.2 produce a result which belongs to G (i.e., formulas with conjunctions only). This suggests that an abstract domain, to be optimal, should contain all and only those formulas which have an implicational form, since implications only can be reduced to formulas in G. Therefore, to obtain an optimal domain, we have to include all (and only) the implications in the abstract domain. This concept is precisely captured by the notion of implicational domain equation.
An abstract domain X is optimal w.r.t. a given domain A (and the operation ) if it is the least (most abstract) solution of the implicational domain equation X = A u (X ?!X):
The solution, which always exists, is the most abstract domain X which is more concrete than A and is closed under ?!. Moreover, it turns out to be the most re ned abstract domain we can obtain by using Heyting completion re nement.
Solution to the equation
In the previous section, starting from the result Def = G ?!G, we have shown that Pos = (G ?!G) ?!G. A question which naturally arises is: what is the domain Pos ?!Pos? By Proposition 3.2 we know that Pos ?!Pos = Pos ?!G.
More generally, we wonder which is the most abstract domain which is more precise than G and closed w.r.t. Heyting completion, i.e., which is the solution to the equation: X = G u (X ?!X).
The next theorem answers both questions, since Pos is already closed w.r.t.
Heyting completion. Therefore, it is precisely the least (most abstract) solution to the equation.
Theorem 13. Pos = Pos ?!Pos
The theorem states that we can not further re ne Pos with Heyting completion re nement. This result comes from properties of substitutions, since, in the concrete domain } # (Sub), join and implication operations are not completely independent from each other (see Lemma 10) .
Moreover this theorem yields a representation result for elements in Pos. It precisely states that an element of } # (Sub) belongs to Pos if and only if it can be written by using meets and implications only. This is much stronger than the previous one since it completely characterizes the image of Pos. Differently from previous characterizations of Pos 2, 4] , all these results hold on the concrete domain, that is we can directly deal with formulas without using any isomorphisms. Therefore, the concretization function Sub becomes, in our construction, the identity function.
This result allows us to answer the question \why Pos is considered optimal without being disjunctive", also from an intuitive point of view. From the previous characterization, we know that a disjunctive formula belongs to Pos if and only if it can be put in implicational form. From a logic point of view, the elements useful for the analysis are implications only (as they can be reduced by modus ponens). Since a good domain should contain all and only those joins which are indeed useful, we would include those joins which can be reduced only, which are exactly the joins that Pos contains. This explains the result in 9] that Pos is complete (or precise) w.r.t. b (Pos) , that is Pos is the \optimal" domain for groundness analysis.
On disjunctive completion
We proved that we can not further re ne Pos by Heyting completion and 9] showed that it is pointless to use b (Pos) instead of Pos.
The idea is to re ne Pos by disjunctive completion and then to re ne it by 
Conclusions
In this paper we have reconstructed Pos by using the properties of the concrete domain only. With our formalization, we automatically obtain the properties of Pos by construction. We show that we can get rid of the construction of Pos with positive formulas and equivalence classes and use directly the operations which naturally arise from the concrete domain. Moreover, we show a result of optimality for Pos by proving that it contains exactly all and only the elements really useful to the analysis. This result is very surprising if we consider that the domain Pos was built without following any formal notion of optimality.
The main feature of our construction is that it can easily be applied to other kind of analyses of logic programs, since it depends only on the properties of the concrete domain. We trust that (many) other analyses can be naturally formalized in this way, in particular analyses of properties closed under instantiation, such as type analysis, where the semantics (concrete domain) is always } # (Sub).
