In this paper we consider the use of massively parallel multiprocessor computer systems for simulation of computational gasdynamic problems. We discuss some common algorithm features which are convenient for parallel computing, describe a new numerical algorithm for Navier-Stokes equations and give an example of a computer simulation of supersonic gasdynamic ow around an obstacle. The program package KIPARIS, based on the mentioned algorithm, is described. The computational results obtained on the Hathi-2 parallel computer are also described.
Introduction
Multiprocessor computing systems based on transputer elements have in recent years become an outlooking tool for modern computational gasdynamics. There are several reasons for this. The rst reason is the computationally heavy numerical methods used in viscous heatconducting compressible ows, using ne space computational grids for stationary problems and also small timesteps for unsteady problems. The second reason is the wish to compute 3-D ows for practical applications. The ows in nature are three-dimensional and unsteady, and the results that we can get based on more simple numerical simulation models may strongly di er from the results obtained from the full models. A third reason lays in the fact that the mentioned computational problems have inner structural parallelism, and the use of parallel computers for them seems to be natural.
The main obstacle on the way to a widespread use of massively parallel multiprocessor systems lays in the fact that in order to get e cient performance of such systems, it is necessary not only to convert sequential numerical algorithms into parallel algorithms, but to work out new computational algorithms which take into acount the features of parallel computers.
In this paper the problem of selecting algorithms that are convenient for parallelization is discussed, a new computational algorithm for Navier-Stokes equations, Keldysh Institute of Applied Mathematics, National Center of Mathematical Simulation USSR Academy of Science, Moscow 125047, Miusskaya sq.,4 y Abo Akademi, Department of Computer Science, Lemmink ainenkatu 14, 20520 Turku, Finland and the program package KIPARIS based on the mentioned method, are described. Three-dimensional ow computations have been carried out on a rectangular transputer network. The results were obtained on the Hathi-2 system, and a high computational e ciency of the system for gasdynamic problems was shown.
Algorithm features for parallelization
Numerical algorithms for mechanical problems and especially for gasdynamic problems possess some inner parallelism 10], 1], but the character and the degree of the parallelism (i.e. the possible number of simultaneously executing computing devices) strongly depends on the decomposition level of the computational problem. This parallelisation level corresponds to the possible decomposition levels of the numerical problem. We can identify the following levels of decomposition: the rst decomposition level consists of splitting the initial problem into several independent subproblems. For example, there may be several variants of the initial task which di er from each other only by the input data. As a rule, the degree of parallelism in this case is small -units or tens. the second decomposition level, or the level of the main cycle, is splitting the problem into several simultaneously running procedures with di erent initial data. This type of parallelism is often called geometrical or data parallelism, because in this case we put di erent fragments of the computational domain on di erent processing elements. The parallelization degree in this case may for large problems reach more than thousands. the third decomposition level consists of parallel computation of separate mathematical procedures, for example Fourier decomposition, matrix calculations and others. For this level, the degree of parallelism may vary from unites to thousands. as the deepest decomposition level, we may consider parallel computing of di erent parts of the arithmetical expressions. For this level, the degree of parallelism cannot be more than tens. When implementing numerical algorithms on multiprocessor systems 9] it seems that the most convenient would be the second decomposition level or data parallelism, but in some cases it is also possible to use the third level or a combination of the second and the third.
For the geometrical decomposition level we can identify some essential algorithm requirements for a simple implementation on transputer networks: local interactions between nite-di erence grid points, or in other words, between the computing elements. With a local interaction we mean that during the computation data exchange occurs mainly between neighboring grid points. From this point of view the most promising algorithms for solving grid equations would be the explicite nite-di erence schemes or the implicite schemes analogous with the explicite ones.
regular structure of data exchanges among the grid points. This requirement is provided by constructing regular computational grids covering the whole computational domain and consisting, for example, from convex rectangles. This grid feature occurs in a great number of gasdynamic problems in Euler variables, but is not always valid for the Lagrange gasdynamic approach. suitable correlation between the amount of computations at one grid point and the quantity of data transmitted to the neighbour grid points between successive iterations. The most suitable approach from this point of view seems to be the nite-di erence schemes, where there is a large amount of computations for one grid point. Note that for ordinary computers these schemes are considered to be unsuccessful. uniformity of computational expressions for di erent grid points, except boundaries. From this point of view the most convenient method seems to be the uniform numerical schemes, which allow us to make computations in the same manner all over the domain, including the zones of tearing solutions. Most of the widely used numerical methods for Navier-Stokes equations are not well-conditioned with respect to parallel implementation on MIMD-type computers. In fact, using explicite nite-di erence schemes leads to hard stability condition in the form = h 2 . The widely used implicite schemes in the form of Beam, Warming (1978), MacCormack (1981) do not posses the properties of local communications between grid points, and so they cannot be e ciently parallelized on the main cycle level. Precision methods for Euler equations and zone methods for viscous gasdynamics do not allow use of uniform mathematical expressions for all grid points and do not always have local interpoint communications.
In the following section a new method for numerical simulation of compressible gasdynamic ows will be described. This method is well suited for parallel implementation.
3 Kinetical-consistent nite di erence gasdynamic schemes Kinetical-consistent nite-di erence gasdynamic schemes (KCFDS) are based on kinetical models for one-particle distribution function or on some kind of nite difference approximation of Boltzmann equation 5], 6].
For example, in the one-dimensional case the approximation for kinetical equation may be written in the upwind form:
where f (x i ; i ; t) is the one-particle distribution function i are the components of the molecule velocities, J col is the collision integral and h is the computational grid step.
In the sequel, we will use the following notations:
f _ x = (f i+1 ? f i?1 )=h is the central nite-di erence derivation, f x = (f i+1 ? f i )=h is the downwind nite-di erence derivation, f x = (f i ? f i?1 )=h is the upwind nite-di erence derivation, and f xx = (f x ? f x )=h is the second order nite-di erence derivation, where f i = f (x i ).
Averaging (3.1) with the summation invariants over the molecule velocities, we can construct KCFD schemes for plane one-dimensional gas ow. In the same way, but based on the generalized form of (3.1) it is possible to construct KCFD schemes for two and three dimensional ows.
KCFD schemes are uniform algorithms, that allows us to simulate both inviscid ow regions with tearing solutions and viscous and heatconducting ow regions in the same manner. This is due to the speci c form of arti cial dissipation, connected with the choosen form of nite-di erence approximation of Boltzmann equation, or with the kind of the initial kinetical model. In inviscid ow regions the dissipative terms work as a regularizative ones, but in boundary layer regions this term becomes small compared to the viscous and heatconductive terms in the uid.
Computational experience shows that the proposed algorithm seems to be a good tool for computer simulation of ows with strong viscous-inviscid interaction, because it provides an integral transition from simulation of shock waves to the simulation of viscous boundary layers.
Based on the proposed method, the numerical simulation of a number of supersonic gas ows of both stationary types ( ows near back and right ledge, ows in cavities) and nonstationary types ( ows in cylindrical cavities and near spiked cylinders) have been carried
Explicite forms of KCFD schemes on regular computational grids satisfy all the requirements listed in section 2 and are convenient for parallelization. 4 The problem statement
For the numerical simulation of 3-D ow around a step obstacle we have used KCFD schemes in the following form: is the characteristic gasdynamic velocity, i.e. the average time for a gas-particle to pass a cell of a computational grid.
We have used the viscosity in the Sutterland form = 1 ("= It is easy to suggest that 2-D data parallelism corresponds to 2-D computational problems, and 3-D data parallellism corresponds to 3-D problems. But 3-D parallelism in uid dynamics seems to be inconvenient for transputer networks where each processor has only four link connections. In the examined ow problem we have used 2-D data parallelism and put the third space-coordinate into the slave processor memory. We suppose that for a su ciently large number of ow problems this decomposition would be possible, and restricted only by the volume of memory in the processors.
We will divide the rectangular computational domain into rectangular subdomains with mininal perimeters (to minimized the amount of data to be transferred) and assign each subdomain to a corresponding processor.
If the computational domain consists of several rectangular areas with di erent amounts of computation, then to avoid idle processors it is possible to divide each area into smaller subdomains as previously described, and assign these subdomains to the network, for all di rent areas (Fig.2 ).
Figure 2: Division of the computation domain into areas to avoid idle processors
To keep the communications between transputers local, the processor network must be connected into a torus (Fig.3 ).
Figure 3: Torus network
In a two-dimensional case, the value of a point (i; j) in iteration n depends on it's own value and the values of it's four neigbouring points in iteration n ? 1, i.e. the points to the north (i; j + 1), south (i; j ? 1), west (i ? 1; j) and east (i + 1; j) of point (i; j). We refer to this pattern as a 5-point computational pattern.
In 2-D case for 5-point computational pattern and in 3-D case for 7-point computational pattern only neighbour transputers must communicate. In computational uid dynamics in 2-D case 7-point computational patterns are widely used, and in 3-D case 15-points patterns are widely used. These lead to additional communications between diagonal transputers and this communication may be done in two steps. All these remarks concern not only the parallelization of KCFD gasdynamic schemes, but any explicite uniform nite-di erence scheme for a large number of computational problems 4].
Short description of the package KIPARIS
The program package KIPARIS is developed for numerical simulation of a large number of uid dynamic problems on transputer networks. The computational algorithm is based on kinetical-consistent nite-di erence schemes described above. The name of the package was contructed based on the key words kinetical (KI), parallel (PAR), simulation (IS).
With a transputer multiprocessor system we mean a system typically consisting of three main hardware components: a host computer system -a personal computer IBM-PC AT, with external memory not less than 640 Kb a root transputer, which is installed in the host computer system, with at least 2 Mb memory. The root transputer can for instance be mounted on an Inmos B004 or Inmos B008 transputer board. a transputer network, consisting of any number of elements. The package KIPARIS runs on any rectangular transputer network. When increasing the network dimensions in su ciently large scale, the e ciency of the system increases almost linearilly. The results of the computation can be presented to the user without interupting the running network.
To execute the package on a transputer network, this must be con gured in a matrix topology, which must contain more then three columns and two lines. It is also possible to use a linear network containing more than three transputers except the root. The root transputer does not take part in the computations and only communicates with the host computer.
The nodes of the computational grid are distributed between the processors in such a way that every processor has an equal number of grid points. The computational grid is irregular. The number of computational grid points is choosen by the user when he creates the le with the initial data and is restricted by the quantity of external memory on the root transputer. The KCFD scheme running on each transputer in the network communicates with the four neigbouring processors in the grid. In the current version of the program, communications are not done in parallel with computations. Communications account for about 10 percent of the total execution time.
Futher we present the common program structure for the slave transputers and the communication algorithm for neighbouring transputers.
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Con guration le
The installation of an application program onto a concrete processor network topology can be made automatically in an interactive mode. During the installation procedure the package KIPARIS at rst determines the topology of the connected transputer network. The user can then point out the desired part of the network that is necessary to execute the application problem. In the case when the connected transputer topology cannot be described as a rectangular network, the user can choose only the part that can be regarded as rectangular.
In particular, in present version of the package, the user must rst con gure the transputer network into a pipeline, matrix or torus. When the package is installed onto a processor network, the network topology will be automatically recognized and a picture of the network will be presented on the screen. In the recognization process all necessary network parameters will be determined, in particular the number of columns and rows, the numbers of links and how the links of the processors are connected to each other. As a result of the execution of this program, the con guration le for the application problem will be automatically created and then the program will be loaded onto the processor network. This makes it possible to release the user from a considerable part of routine work needed to create con guration le (Fig.4) . 
Visualization of results
For the mentioned computational problems the execution times are often very large. The package periodically writes out the computational results to the hard disk (so called \check points"). It is also possible to continue a computation from a check point. In this way results of the computation can be visualized without interrupting the execution in the processor network.
Vizualization of results is done in the following manner: when pressing the PRT SCR button, the server program on the host computer (AFSERVER.EXE) is interrupted and control goes to the graphical program. If the root transputer does not communicate with the host computer during the execution of the graphical presentation of the results, the network will run uninterrupted. When the graphical program terminates, the control goes again to the server program, and this continues to run from the same state in which the interrupt occured.
The following code illustrates how to distribute data among the processors and how to continue the computation after the execution was interrupted. 
Experiments with a multiprocessor system
The package KIPARIS is implemented in the operating system IBM PC-DOS or MS-DOS. The programs are written in Occam-2. The program package was implemented on the Hathi-2 multiprocessor system. An IBM-PC computer was used as a hostmachine, with the programming system TDS D700D. Currently, it is not possible to use more than 64 processors together with a PC host computer.
Hathi-2 is a recon gurable transputer-based multiprocessor system consisting of 100 IMS T800 processors, each currently with 1.25 Mbytes of local memory. The Hathi-2 system has a distributed switching network built of IMS C004 crossbar switches, which makes it possible to con gure the processors in the system into di erent topologies like grids, toruses, trees, etc. The switching network is controlled by a separate control system, consisting of 25 IMS T212 transputers. The control system also contains hardware that support nonintrusive performance monitoring of application programs. The Hathi-2 system was developed in a joint project 1986 { 1988 between Abo Akademi and State Research Center (VTT/TKO) in Oulu.
Installation of the package
Numerical simulation of a supersonic gas ow near the obstacle was carried out on the transputer-based multiprocessor system Hathi-2 with the package KIPARIS.
Two types of network topologies were used: a 32 processor matrix network (4 8) and a 64 processor matrix network (8 8) . In the rst case the obstacle region was computed in 3 transputers and in the second case in 6 transputers.
External memory in slave transputer in Hathi-2 is 1:2 Mb, so it would be possible to use a computational grid of up to 4 10 6 points, or a 3-D computational grids of 400 100 100 for the mentioned algorithm.
When the package KIPARIS is executed, it rst determines the topology of the connected transputer network and presents this on the screen. Based on this, the con guration le for the application program is automatically created and the application program is loaded onto the processor network. After a certain number of iteration steps a check point is written out, and if necessary the computational results are visualized. The computation is then continued starting from this checking point until the program reaches the next checking point or a stationary solution.
Description of the computational examples
We have computed the following examples of the ow near the step:
In the rst example the computational grid consists of N x = 42, N y = 26, N z = 26 points. The total number of points is 28:392. The minimal step of the grid, in all three directions, is h m = 1=9. In the region of the separate ow near the obstacle, grid steps are minimal and equal to each other. The entrance parameters for this example are: M 1 = 3, Re 1 = 1000, P r = 0:72, ! = 1, = 0:3, L = 2. The iteration number for the convergence point was 10:000. The computational time in a 32 transputer network was 4 hours and 40 minutes. When computing the same example on a 64 transputer network the computational time decreases exactly with a factor of 2, giving a linear speedup.
The computational time for 500 iterations in a 32 processor network was 14 minutes and 2 seconds, while in the 64-transputer network it was 7 minutes and 3 seconds without taking into account the time for writing out the checking points.
The time for writing out checking points was for this example 7 minutes. One reason for this is the slow link to the host computer, and the slow hard disk in the host computer.
The initial data for the second example were the same as in the previous case, but this example was computed on a more detailed computational nite-di erence grid consisting of N x = 58, N y = 32 and N z = 32 points (the total number of points is 59.392). The minimal space step is h m = 1=12. 13.000 iteration steps were made to achieve convergence. The program execution took 6 hours 13 minutes.
In the third example, the initial data and the computational grid were the same as in the previos case, exept the Reynolds number Re 1 = 500. Decreasing the Reynolds number results in decreasing the pressure in the separate ow region before the step.
In the fourth example, the initial data and the computational grid were the same as in the second example, except the width of the step, that was choosen to be L = 1. This leads to decreasing of maximum pressure before the step.
Some additional computations were also carried out for di erent Mach numbers. The implementation on the transputer system Hathi-2 gave the authors the opportunity to calculate three dimensional viscous supersonic ows and to achive new information about its physical structure for di erent Reynolds and Mach numbers. These results for 3-D ows were obtained for the rst time and they di er from the corresponding results for 2-D problems. In particular, position of two-dimensional leakage streamline was found. An additional zone of separate ow was identi ed near the side of the step.
Estimations of the e ciency
It is well known that an accurate estimation of the performance e ciency of a parallel system in computing some concrete numerical task is a rather complicated problem and may be done for example, by observing the CPU and link activity in the transputer network.
Here we will describe a simple performance estimation of the implemented program based on the obtained computational results. This simple estimation is possible because of the simple and regular communication structure of the used algorithm.
Computational e ciency P H may be represented in the following form:
P H = N L S=T where N is the number of time iterations, L is the number of arithmetical operations for one grid point, S is the number of computational grid points and T is the computing time for the example (not including time for outputting check points).
In particular, for the rst example executed on a 64 transputer network N = 500, L 1:000, S = 28:392, T = 423 sec. This gives P H 40 M ops.
Additional estimations were made based on comparison of the computing time for the same task achived on a VAX -8600 and on Hathi-2. For the KCFD problem the VAX-8600 e ciency was 1 M ops. For Hathi-2 the estimated performance is equal to the measured performance, which is about 40 M ops.
Estimation of the communication time was done by comparing the execution time for 5000 iterations, both with and without communication between neighbours. Our measurements indicate that communication accounts for about 10 percents of the total execution time. This value includes not only the idle time that arises because of synchronization and communication between processors, but also overhead caused by uneven loading of the processors that compute the obstacle region. This feature may be overcome by using the decomposition of the computational domain described in section 4. 
Conclusions
The main goal of the presented work is to show experimentally the possibility of computing complex three-dimensional viscous gasdynamic ows on massively parallel transputer systems.
This goal was achieved by implementing the program complex KIPARIS, especially created based on a new computational algorithm, on the Hathi-2 multiprocessor system.
The numerical experiments carried out have given new physical results about the ow structure and have shown a high performance e ciency of the implementation of KIPARIS on Hathi-2 system. The achived e ciency was about 40 M ops for a network consisting of 64 IMS T800 processors. We also show that the spedup of the implemented program increases linerilly with the number of processors.
We have shown that the package KIPARIS can be easily installed on di erent regular transputer network.
Our long-time goal is to futher generalize the package and to use it for computer simulation of complex application problems on massively parallel transputer systems. 
