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Abstract
The Heavy Photon Search (HPS) experiment is based out of the Thomas Jeffer-
son National Accelerator Laboratory in Newport News and is designed to test the
potential existence of a new particle, the “heavy photon” or “A′,” which has the po-
tential to mediate interactions between dark forces and the Standard Model. HPS is
designed to detect the decay of an A′ particle into e+e− pairs utilizing an electromag-
netic calorimeter and a silicon-strip tracking detector. If the theory is correct, the
A′ could be generated using the Jefferson Lab high-luminosity electron beam incident
upon a tungsten target.
In 2016, HPS collected 10.6 pb−1 of data and searched for signs of the A′ using a
resonance search analysis to search for excesses in the invariant mass spectrum of e+e−
pairs across a mass range of 39 MeV to 180 MeV. HPS finds no statistically significant
excess in the invariant mass spectrum and establishes an upper limit to the coupling
constant ε2 within the search mass range.
The history and motivations for the A′ are discussed. The HPS apparatus is mo-
tivated and described, and the software used to emulate it and to verify its behavior
is discussed. Lastly, the resonance search is discussed, including the selection of e+e−
pairs, the parameterization of the mass resolution and radiative fraction, the method-
ology behind the resonance search, and the final search results.
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1 Background and Motivation
Physicists have long been aware of the apparent presence of a sizeable extra matter within
the universe, the properties of which are poorly understood. The first evidence of this matter,
termed “Dark Matter,” was seen nearly 100 years ago when Jan Hendrick Oort set out to
research the motion of stars within the galaxy via their Doppler shifts. He discovered that
many stars should exceed the escape velocity for the galaxy, based on mass estimates from
the luminous matter. However, they remained in orbit [1], potentially implying greater than
expected mass. Fritz Zwicky similarly studied Doppler shifts, though of the Coma galaxy
cluster. By using the Doppler shift to obtain kinetic energies of the galaxies, the Virial
theorem could be used to estimate the mass in the cluster. However, the mass Zwicky found
through this method was considerably at odds with the mass derived from standard mass-to-
luminosity calculations. It seemed that there was much more mass in the Coma cluster than
expected [2][3]. The apparent mass issue was again observed by Vera Rubin, who studied the
rotational curves of galaxies. It is expected that the rotational speed of a portion of a galaxy
at a given distance from the galactic center of mass would follow a standard Keplerian curve -
increasing as one moves from the galactic center to a point, and then dropping off. However,
Rubin observed that while the expected initial increase in velocity occurred, the expected
drop-off did not. Instead, after the initial rise, the velocity as a function of distance from
the galactic center leveled off and remained roughly constant [4]. This implies that there
must be significantly more mass than expected based on luminous matter. Further, it also
implies that this mass must be distributed throughout the galaxy, as opposed to being largely
clustered in the galactic core as is the case with luminous matter.
The results of Oort, Zwicky, and Rubin point to a strong conclusion that there must be a
significant concentration of mass present in the universe beyond luminous matter. However,
little of its nature can be derived from these experiments, save that it is some form of matter
which is dark.
One obvious solution is that the unexplained mass comes from large, non-luminous ob-
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jects like planets or black holes. Many experiments have searched for these so-called “massive
compact halo objects, or “MACHOs,” using gravitational lensing, including the MACHO
Collaboration, the EROS-2 survey, the Optical Gravitational Lensing experiment (OGLE),
the Microlensing Observations in Astrophysics (MOA) experiment, and the SuperMACHO
collaboration [5]. However, none of these experiments have found a sufficient number of
MACHOs to explain the extreme mass discrepancy [6][7][8][9][10][11].
It turns out that not only are MACHOs not the source of the missing mass, but no form
of baryonic matter can be [5]. Both the total matter density and the baryonic density of the
universe can be determined by studying the cosmic microwave background radiation (CMB).
The Wilkinson Microwave Anisotropy Probe (WMAP) collaboration performed a detailed,
seven-year survey of the CMB and found the total matter density to be Ωmh
2 = 0.1334+0.0056−0.0055,
while the total baryonic density was found to be only Ωbh
2 = 0.02260±0.00053. This means
that baryonic matter can only account for roughly 17% of matter in the universe [12].
Other constraints on the properties of Dark Matter were determined by studying the
formation of the large-scale structure in the CMB via simulation [5]. Several such studies
find that for the large-scale structure to have formed within the lifetime of the universe and
in the manner observed, Dark Matter must not only exist but also be non-relativistic [13][14].
One of the strongest and most compelling sources of evidence for Dark Matter is the
Bullet Cluster - a galactic cluster which collided with another galactic cluster [5]. The
aftermath of this collision was observed and the x-ray emission from the hot gas clouds within
the clusters was used to map the distribution of conventional matter. Then, gravitational
microlensing was employed to map the distribution of total mass. The result showed that
there were sizable amounts of mass in each cluster that passed through the collision relatively
unimpeded. Indeed, an 8σ significance spatial offset was found between the center of actual
mass and the center of the luminous mass [15]. The Buller cluster collision, as imaged by the
Chandra x-ray observatory, is depicted in Figure 1. A similar scenario was later observed
with galaxy cluster MACS J0025.4-122 [16].
2
Figure 1: A composite image of the Bullet Cluster collision produced by NASA’s Chandra
x-ray observatory. The pink region represents the distribution of luminous matter as de-
termined by x-ray emissions, while the blue region represent the density of total mass as
determined by gravitational microlensing. Figure from [17]
X-ray: NASA/CXC/CfA/M.Markevitch et alīı;
Optical: NASA/STScI; Magellan/U.Arizona/D.Clowe et alīı;
Lensing Map: NASA/STScI; ESO WFI; Magellan/U.Arizona/D.Clowe et alīı
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From the sum of these results, a large number of constraints may be placed on the nature
of Dark Matter. These include:
• Interacts gravitationally.
• Non-luminous.
• Is not composed of large, compact objects.
• Non-relativistic.
• Non-baryonic.
• Interacts weakly, or possibly not at all, otherwise.
One approach to resolving this rather stringent list of requirements is to modify exist-
ing theory so that Dark Matter is not necessary at all. An attempt at this is modified
Newtonian dynamics, or “MOND,” proposed by Mordehai Milgrom [18], and its relativistic
generalization tensor–vector–scalar gravity, or “TeVeS,” proposed by Jacob Bekenstein [19].
However, while MOND is able to describe some of the problematic observations described, it
also has quite a few issues such as violating conservation of momentum and the cosmological
principle [20]. TeVeS is able to correct for some of MOND’s issues [21], but still retains
several itself, such as an inability to simultaneously resolve both the lensing and rotational
curve observations without additional dark matter [22].
Another proposed explanation is the weakly interacting massive particle, or “WIMP.” A
WIMP is a particle that interacts with via the weak force and has a mass in the O (1 GeV)
to O (100 TeV) range [23]. WIMPs remain an active area of research, though some popu-
lar WIMP candidates, those from supersymmetric particles, have become less motivated as
results from the Large Hadron Collider have largely excluded the simplest forms of super-
symmetry [24].
Other active areas of research include include axions, generated from a proposed solution
to the strong CP problem, and sterile neutrinos, a right-handed, gauge-singlet fermion [23].
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Another option is a “dark sector.” A dark sector is a set of one or more new particles
that exist outside the Standard Model and are introduced by the addition of new gauge
symmetries to the Standard Model Lagrangian. It is this that HPS seeks to study and which




One of the main issues with studying Dark Matter is the fact that it is only known for
certain to interact gravitationally. Given the difficulty of measuring its properties through a
solely gravitational window, it is desirable to search for alternative windows. One promising
option is the set of dark sector forces, which are hypothetical new forces outside those within
the Standard Model. While the Standard Model is very well tested, it does not exclude the
existence of such forces via the addition of a new Abelian U(1)′ gauge symmetry which is
mediated by a new particle, variously called the A′ or the “heavy photon” (due to it being
analogous to a dark sector variant of the photon, except that it may have mass). More
notably, these forces have the potential to interact with the Standard Model, albeit weakly,
via kinetic mixing, as per Figure 2 [25][26][27].
A coupling between the dark sector force and the Standard Model may be observed by
considering the Standard Model Lagrangian LSM, but modified with a new U(1)′ gauge group
with gauge field A′ as shown in Equation 1.









Here, the second term is the kinetic mixing operator. By making the substitution Aµ →
Aµ + εA′µ for the photon field, the coupling between the dark force and electromagnetic
force can be written more explicitly as Equation (2), where ε = εY cos (θW ) and θW is the








The parameter ε is the coupling constant between the dark sector A′ and the electromag-






Figure 2: Feynman diagram depicting mixing of the Standard Model electromagnetic force
and the dark sector A′, where χ is a particle charged under both forces. [25]
[28][27]. This mixing serves as one of the few “portals” through which dark matter may
interact with the Standard Model and in turn be studied through conventional techniques
and [27].
While the range of possible coupling constants is quite large, thankfully there are some
constraints already established from sources. Some of these include the electron and muon
anomalous magnetic moments (ae and aµ), beam dump experiments (E774, E141, E137, et
cētera), and also fixed-target experiments like HPS itself [26]. Figure 3 shows a depiction of
parameter space with exclusion limits marked for various experiments, including the previous
HPS 2015 analysis. Further, the MeV-to-GeV range is of particular interest as it could
explain the observed and calculated values of the muon anomalous magnetic moment [28]
and irregularities in dark matter halos [28][29].
Different sections of parameter space require different approaches to probing due to fac-
tors like changes in the lifetime of the A′ [26]. HPS seeks to probe masses between 20 MeV
to 500 MeV and coupling constants as low as 10−8 to 10−10 through a two-pronged approach





























Figure 3: A depiction of parameter space, with the exclusion region from the HPS 2015







Figure 4: Feynman diagram depicting the production of A′ particles in electron beam ex-
periments. [26]
2.2 Collider Kinematics
Light A′ particles can theoretically be produced in fixed-target or electron beam dump
experiments in a process that is similar to photon Bremsstrahlung and depicted in Figure 4.
This process is explored in detail by Bjorken et alīı in [26], the cogent points of which are
summarized here.
Given an incident electron with energy E0, the cross-section to produce an A
′ with
mass mA′ and energy EA′ = xE0 is defined by Equation (3), under the assumptions that
me  mA′  E0 and xθ2A′  1 [26].
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Here, Z is the atomic number of the target material, α is the fine-structure constant, θA′
is the production angle of the A′, and Ξ is dependent on kinematics, atomic screening, and
nuclear size effects. Ξ is roughly 5 - 10 for mA′ < 500 MeV, and its calculation is discussed
in detail in Appendix A of [26]. U is defined as per Equation (4) [26].

























The coupling constant ε2 may be defined more explicitly by looking at the ratio of the
differential cross-sections of A′ to radiative trident decays, as shown in Equation (6) [26].
dσ (X −→ A′Y −→ l+l−Y )









Neff is the number of available decay channels for the A
′, α is the fine-structure constant,
and δm is the width of the radiative trident process. Note also that this ε is related to εY in
the Lagrangian by the relation ε = εY cos (θW ) with θW being the Weinberg mixing angle.
Equation (6) may be reworked to give the coupling constant in terms of parameters







Here, Nupsig is the upper limit on the amount of detected signal and dNγ∗/dm is the
differential rate of the radiative process as a function of mass. For HPS, Neff = 1.
2.3 Probing Parameter Space with HPS
The Heavy Photon Search (HPS) experiment aims to probe the mass and coupling constant
parameter space for the A′ using the CEBAF electron accelerator at the Thomas Jefferson
National Accelerator Laboratory in Newport News, Virginia. HPS is designed to be sensitive
to A′ masses between 20 MeV - 500 MeV and to couplings ε = 10−6 − 10−10 [28].
One of the chief challenges in experimentally detecting A′ production of the form depicted
in Figure 4 is that, while the lepton pairs that are produced from the decay of the A′ particle











Figure 5: Feynman diagrams for the two backgrounds for A′ production - γ∗ and Bethe-
Heitler. [26]
processes of concern, radiative and Bethe-Heitler tridents, are depicted in Figure 5 [26].
HPS approaches this problem in two ways. The HPS experimental set-up, described in
more detail in Section 3, includes both an electromagnetic calorimeter and a silicon vertex
tracker. By using the vertex tracker, charged particle flight paths may be reconstructed.
This enables the elimination of photon backgrounds. This also enables the identification of
a given particle’s charge, so only e+e− trident-like pairs may be selected, allowing for the
elimination of other backgrounds such as Møller decays [28].
From this, a clean detector signature of solely trident-like processes consisting of radiative
tridents, Bethe-Heitler, and ideally A′ decays. The first method HPS uses to search for an A′
decay signal is a resonance search. It is expected that, if present, an A′ signal will manifest as
a small “bump” in the invariant mass distribution of e+e− pairs over the smooth background
produced by the other processes. The methodology for detecting this is discussed in detail
in Section 11. The other process, which is not covered here, is to vertex the origin of all
trident-like decays. In some theories, it is expected that the A′ will not decay promptly
at the target. Decay vertices that are sufficiently displaced can be used as a discriminator
between A′ signal events and background [28].
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3 HPS Beamline and Detectors
3.1 Beamline
The HPS experiment is located behind the CLAS12 detector in the Hall-B alcove at the
Thomas Jefferson National Accelerator Laboratory (JLab) and utilizes the Continuous Elec-
tron Beam Accelerator Facility (CEBAF). CEBAF provides an essentially continuous elec-
tron beam [30] of energies up to 12 GeV. For the 2016 data run, HPS employs a beam
energy of only 2.3 GeV. The electron beam is generated from a series of lasers that emit
onto a Gallium Arsenide (GaAs) photocathode with an operating frequency of 1497 MHz
with three subharmonics of 499 MHz [31]. Electrons are then injected into the accelerator,
which is designed as an oval track through which the electron beam circles multiple times,
boosted by radiofrequency accelerator cavities inside of cryomodules, to gain energy before
being deposited into one of the experimental halls. Dipole magnets provide for beam steer-
ing, and quadrupole and higher-order magnets control the beam shape [31]. The general
layout of CEBAF is depicted in Figure 6.
The HPS 2016 data run took place between February 20 - April 24, 2016. HPS was limited
to weekend running due to the construction of the CLAS12 detector in Hall-B during the
weekdays and was further limited during most of March and part of April. The majority
of the HPS 2016 data set comes from 6 days of data taking in March. Figure 7 shows the
accumulation of charge over time for the HPS experiment. Note that the earlier data taking
was largely commissioning. In the end, HPS recorded data equal to a luminosity of 10.7 pb−1.
3.1.1 Steering and Monitoring
At the beam switchyard, a portion of the beam is extracted and guided into the HPS beam-
line, which is split into the “2C” line leading from the beam switchyard to the physical hall,
and the “2H” line from the experimental hall to the beam dump. Both the HPS monitor-
ing and steering mechanisms and the experimental apparatus itself are located in these two
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Figure 6: The CEBAF accelerator. The injector is marked in green. Red and blue rep-
resent cryomodules, and the central grey cubes represent the refrigeration plant. The four
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Figure 7: The accumulation of data as a function of time for the HPS 2016 data run. A
total luminosity of 10.7 pb−1 was recorded. Note that the majority of the actual analysis
data was collected in the final three weekends.
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sections [33]. The 2C beamline is depicted in Figure 8 and the 2H beamline is depicted in
Figure 9.
One of the main mechanisms used by HPS to monitor beam position and rate are beam
position monitors (BPMs) [30]. BPMs are located at several places through the beamline,
including 2C21, 2C24, 2H00, 2H01, and 2H02. The 2C beamline BPMs are depicted in
Figure 8 and the 2H beamline BPMs are visible in Figure 9. The readings from these BPMs
are then used in conjunction with the corrector dipoles and quadrupoles at 2C21 – 2C24 and
at 2H00 to correct the direction of the beam [30][33].
BPMs do not give the absolute, but rather the relative, position of the beam. To deter-
mine the absolute position, as well as the beam profile, a series of wire harps is employed.
During initial beam tuning, the tagger magnet is activated to direct the beam away from
the experimental apparatus. The BPMs may then be used, along with the wire harps at
2C21 and 2C24, to ensure that a good quality beam is being produced and steered along
the correct path. The tagger magnet may then be deactivated to allow the beam to pass
through the 2H beamline and the apparatus proper [30]. At this stage, the third wire harp at
2H02 may be employed to check the beam profile downstream. This wire harp is particularly
useful since it is quite close to the experimental apparatus [33].
Though the above measures help ensure that the beam is correctly steered to the exper-
iment, HPS also employs a few failsafes. The first of these is the SVT collimator, shown in
Figure 9, which protects the SVT should the beam drift too far vertically or horizontally.
Additionally, HPS is configured to engage the CEBAF Fast-Shutdown system (FSD), which
kills the beam in less than 1 ms, should counts on beamline halo counters exceed a certain
threshold, as this indicates that the beam is not behaving correctly [33].
3.1.2 Experimental Beamline
Once the beam is properly tuned, aimed, and controlled, it is permitted to enter the main
HPS experimental beamline. This contains the experimental apparatus itself and is located
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Figure 8: The Hall-B 2C beamline. Beam position monitors (BPMs) at 2C21 and 2C24
allow for the beam direction and rate to be monitored. Corrector magnets at 2C21 – 2C24
allow for corrections to the beam direction to be made. Wire harps enable the beam position
and profile to be measured. [30][33]
within the latter portion of the 2H beamline.
The experimental beamline is designed as a three-magnet chicane. The first and third
magnets are steering magnets designed to point the beam towards the beam dump. The
first chicane magnet steers the beam to beam-left and towards the target [33], which is 4 µm
thick and made of tungsten [28]. These magnets are the Hall-B “Frascati” H-magnets and
have a maximum field strength of 1.2 T and a pole length of 50 cm. The steering magnets
were run at 0.25 T m for the 2016 2.3 GeV run [30]. The analyzing magnet, inside of which is
contained the silicon vertex tracker (SVT), is the Hall-B pair spectrometer magnet. It has a
maximum field strength of 1.5 T and a pole length of 91.44 cm. During the 2016 2.3 GeV data
run, it was set to 0.5 T m [30]. The analyzing magnet bends the path of charged particles.
The silicon vertex tracker, discussed subsequently, can be used to reconstruct these paths
and use them to measure the momenta of the particles.
Because HPS is designed to run at a high beam intensity, the entire beamline is contained
in a vacuum. This prevents pollution of the data with secondary interactions between the
beam and the atmosphere, and thus reduces the background occupancy on the detectors
significantly [30][33].




Figure 9: The main HPS experimental beamline, located in the latter portion of the 2H
beamline. The beam originates from the left, moving right through a vacuum. It is directed
to the beam dump by chicane magnets. A tungsten target through which primary production
decays are generated is positioned within an analyzing magnet. Particles then pass through
the SVT and calorimeter, before being directed to the beam dump. [33]
magnet to the beam dump [33].
3.1.3 Beam Requirements
For the 2016 data run, HPS is designed to run with a beam energy of 2.3 GeV and a current
of less than 400 nA. HPS has several required beam parameters, given by Table 1. The
beam divergence and shape requirements are of particular importance, as HPS positions its
detectors extremely close to the beam plane to maximize acceptance, as will be discussed in
Sections 3.2 and 3.3. Despite needing a high degree of precision to meet these requirements,
HPS successfully able to do so [33].
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Parameter Requirement Unit
Beam Energy (E) 1.1 - 6.6 GeV
δE/E < 10−4
Beam Current 50 - 500 nA
Current Stability ≈ 5 %
σx < 300 µm
σy < 50 µm
Divergence < 100 µrad
Beam Halo (> 5σ) < 10−5
Table 1: The beam parameter requirements of HPS. [33]
3.2 Silicon Vertex Tracker
3.2.1 Description
The silicon vertex tracker (SVT) is intended to provide offline tracking for the HPS experi-
ment as well as to enable a search for displaced decay vertices. To maximize the acceptance
for low-angle lepton pairs, it is ideal to position the SVT as close to the beam as possible.
As this increases occupancy, it is also important that the SVT be able to read hits quickly
and have a high time resolution for offline track reconstruction. Finally, the SVT must be
positioned and designed such that its acceptance overlaps with that of the electromagnetic
calorimeter [30] [34]. Figure 9 shows the position of the SVT relative to the beamline, and
Figure 10 depicts the layout of the SVT itself.
The SVT is composed of six “layers,” each composed of a pair of closely spaced planes
of silicon microstrip detectors. The point at which a charged particle interacts with a layer
is recorded and saved for offline analysis. The combination of points across multiple layers
may be used to reconstruct the path a particle takes through the detector. The two planes
are given a stereo angle between them, which makes it possible to perform three-dimensional
track reconstruction and vertexing. The layers are positioned such that the first five layers
cover the full acceptance of the calorimeter, while a sixth and final layer is included for both
safety and improved tracking resolution. The SVT contains a total of 36 sensors with 23,040
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Figure 10: The silicon vertex tracker, or “SVT.” The beam enters the vacuum chamber,
shown in grey, from the left and passes between each of the SVT layers, shown with the active
components in red and the readout electronics in green, before reaching the calorimeter (not
pictured) on the right. [30]
readout channels [30].
The SVT is positioned with a 15 mrad “dead zone” between the upper and lower portions
of each layer due to the intensity of the beam in this region which would cause damage to
the detector. The first layer (closest to the target) is positioned at 10 cm from the target
and 0.5 mm from the beam to maximize acceptance. The SVT is enclosed in a vacuum box
to minimize atmospheric-induced secondary interactions and is liquid-cooled to minimize
radiation damage [30].
Each sensor module uses a poly-biased sensor created by Hamamatsu for the DØ silicon
detector. These are single-sided, p+ in n-bulk silicon sensors with a 60 µm readout and 30 µm
pitch. Readout is handled by APV25 chips [30]. The APV25 chips report six samples every
24 ns, which are placed into a pipeline and dumped onto disk upon receiving a trigger signal
from the calorimeter [34]. The silicon sensors are attached to a readout board and held in
place by an aluminum support structure that also functions as a heat sink. The first three
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Figure 11: Sensors from layers 1 – 3 (left) and layers 4 – 6 (right). The silicon sensor itself
is depicted in red, while the APV25 readout chip is in green. Also depicted are the support
structure and other miscellaneous mechanical parts. [30]
layers use one such sensor module on the top and one on the bottom, while the other three
layers use two sensor modules on the top and the bottom [30]. The configurations of these
two sensor module types are depicted in Figure 11.
3.2.2 Performance
Measuring the SVT performance is described in greater detail in [34], but is summarized
here. It is found that 97% of all SVT modules operated normally, indicating that the SVT is
generally properly functional. To achieve the necessary spatial and temporal resolutions, a
signal-to-noise ratio of around 25 is needed. The SVT was measured to have a S/N ratio of
between 21 - 25, which is within range. A time resolution of 2.6 ns was observed along with
a spatial resolution of 6 µm. While this time resolution is somewhat higher than expected,




The electromagnetic calorimeter serves as the primary trigger system for HPS. It has several
major design goals. One is to detect lepton pairs with small opening angles. To this end, the
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calorimeter is placed as close to the beam as possible. As HPS is a high-intensity experiment,
it also important to minimize the risk of pile-up effects and ensure that the calorimeter can
operate in a high-occupancy environment. The calorimeter must be able to keep up with the
rates to provide a useful trigger. Lastly, the calorimeter is expected to match the acceptance
of the SVT to allow for the use of both detectors in analysis [30][35]. Figure 9 shows the
position of the calorimeter relative to the beamline, and Figure 12 depicts the layout of the
calorimeter.
The calorimeter is composed of 442 scintillating modules, built around lead tungstate
(PbWO4) crystal scintillators [35] taken from the CLAS inner calorimeter [36]. The crystals
are arrayed into two mirrored halves, each containing 221 crystal modules and supported by
an aluminum frame. Each half is placed to form a 44 mm horizontal gap in the middle of
the calorimeter. This separation is necessary because this horizontal plane, encompassing
the roughly 15 mrad zone, is exposed to a level of particle and photon radiation too great for
the detector to function without damage. Nine modules are also removed from the center of
the calorimeter, top and bottom, to create a larger hole to allow for the beam itself to pass
through [35]. The calorimeter is positioned 139 cm from the target and sized to match the
acceptance of the SVT.
A scintillating crystal module consists of a 160 mm long lead tungstate crystal with front
face of size 13.3 mm× 13.3 mm and rear face of 16 mm× 16 mm. The crystals have a decay
time of roughly 10 ns, which makes them ideal for high-occupancy conditions. To minimize
light loss, the length of the crystal is wrapped in VM2002 reflecting foil [35]. A Hamamatsu
model S8664-1010 avalanche photodiode (APD) with dimension 10 mm×10 mm, described
in [37], is affixed to the rear face of the crystal. The APDs are in turn connected to custom
preamplifiers, described in [38]. Preamplifiers are then connected to the HPS DAQ system
[35]. Figure 13 shows a schematic for a single crystal module.
Each calorimeter half is temperature-controlled by an Anova A-40 external chiller [39] at
a temperature of 17◦C±0.3◦C [35]. Low voltage power is supplied by an Agilent 6221 power
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Figure 12: A front view depiction of the HPS electromagnetic calorimeter. The beam goes
into the page, through the rectangular gap in the center. Scintillating crystals are shown
on the top with the mechanical portions of the calorimeter removed. The bottom portion
shows the crystals with LEDs, as well as heat shielding (red), motherboards (green), and
other elements [35].
Figure 13: A single scintillating crystal module. [35].
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supply and high voltage power is supplied by CAEN A1520P modules [39]. Additionally,
an LED monitoring system is implemented to allow for continual monitoring of radiation
damage to the crystals, as described in [35].
3.3.2 Energy Calibration
Energy calibration of the calorimeter was performed by considering three separate processes.
These include cosmic rays, elastically scattered electrons, and wide-angle Bremsstrahlung.
Cosmic ray calibration was performed by placing plastic scintillator paddles below the
calorimeter set to trigger when no beam was present, indicating the presence of a cosmic
ray. The triggered events were then filtered to exclude all but the most vertical events to
exclude path-length variance. The integrated energies of the calorimeter crystals were then
measured and compared to simulation to determine an energy calibration.
Elastically scattered electron calibration takes advantage of the fact that beam electrons,
scattered off the target, are expected to deposit energy equal to the beam energy into the
calorimeter. This will appear on the calorimeter energy spectrum as a peak near the upper
range of the distribution. By selecting only clusters within this peak with high-energy seed
hits (see Section 4.1 for a description of clusters and seed hits), it is possible to isolate
these elastically scattered electrons and calibrate the seed crystals based on comparisons to
simulation. This is useful for calibrating the higher energy range of the calorimeter, but due
to kinematics, does not produce sufficient data to calibrate all crystals.
Lastly, wide-angle Bremsstrahlung (WAB) was used. WAB events are expected to pro-
duce two clusters in the calorimeter, one from the electron and one from the radiated photon,
but only one track in the SVT since it is not sensitive to neutral particles. Events of this
form may be selected and the energy sum of the clusters extracted. This is expected to equal
the beam energy and may be used for calibration. These events are useful for calibrating
the mid-range energy resolution.
A final energy resolution, given by Equation (8), as found, where ⊕ is the quadratic sum
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The time of the energy deposition on a particular crystal (a “hit”) is defined as the point
where the energy pulse, which is sampled from the preamplifier at 250 MHz, crosses some
threshold. This gives a time resolution of only 4 ns at the trigger level. While this is sufficient
for the trigger, it is not ideal for analysis. Several methods are used to further calibrate the
time of a hit.
First, the energy sampled pulse is fit using a three-pole function with width τ and time
t0, given by Equation (9).
τ = P +
A
2τ 2
(t− t0) e−(t−t0)/τ (9)
Each crystal is individually fit in this fashion, and the average value measured across
many pulses [35]. By further measuring the differences between the calculated hit times
and the accelerator’s 499 MHz RF signal, this may be further improved. Lastly, a time-walk
correction, discussed in Section 4.1, is applied by comparing the times of hits within a single
cluster, which is found to be small. A final time resolution of 0.188
E
⊕ 0.152 is found, where
E is units of GeV and the time resolution is in units of ns. This is found to be better than
2 ns for all hit energies greater than 200 MeV [35].
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4 Calorimeter Behavior
4.1 Calorimeter Data Processing
The behavior of the calorimeter detector system is described in detail in [40] and reproduced
here.
As discussed in 3.3, the HPS calorimeter is split into two halves, which are identical
mirrors of one another. These halves are separated by a gap, which exists to allow the beam
to pass through the center without interacting with active detector components [30][35].
Figure 14 shows a representation of the calorimeter looking upstream. Each white square
represents a scintillator module, with the black region representing the gap that separates
the two calorimeter halves. Also included is a scintillator index coordinate system. Positive
x-indices represent the positron side of the detector, while negative x-indices represents the
electron side. Positive y-indices represent the top part of the detector, and negative y-indices
the bottom.
The calorimeter takes showers produced by the interaction of a particle with a scintillator
and produces both hits, a combination of an energy deposition and time, and clusters, a
collection of hits produced by the same interaction.
4.1.1 Pulse Processing
Particle interactions with the scintillators induce scintillation, which is then registered by
avalanche photodiodes. This is read as a voltage pulse [35]. The pulse will be raised above
zero by an on-average flat value called the pedestal. Every four nanoseconds (called a “clock-
cycle”) [41], this pulse is sampled and digitized into units of ADC by the flash analog-to-
digital converter (FADC250). Figure 15 depicts each clock-cycle as a colored rectangular
region.
If a given voltage sample’s ADC value exceeds some programmable threshold, and the
previous sample is below that threshold, pulse integration begins. This process adds the
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Figure 14: The layout of the HPS calorimeter as seen from the back. Positive ix is the side
of the calorimeter which, due to the magnetic field, is favored by positrons, while negative
ix indicates the side favored by electrons. The black region represents the exclusion zone









Figure 15: An example of a pulse converting to ADC. Here, the black line represents a
voltage pulse, while the orange bars represent a discrete sampling of that pulse. These
discrete voltage values are then converted into units of ADC. The dotted region on the
bottom is the pedestal. Note that this pulse shape is meant to illustrate the process only







Figure 16: An example of pulse integration. The green bar represents the threshold-crossing
sample, while NSB and NSA are depicted as the regions between the bars. The dotted region
on the bottom is the pedestal.
ADC values for a programmable number of samples before the threshold-crossing sample
(NSB) and a similarly programmable number of samples after (NSA), where the threshold-
crossing sample itself is included in NSA. These values are programmable, and may have
a total width of between 4 ns to 262.14 µs. Once a given channel has begun to integrate,
a deadtime begins during which no new integration may be performed. It is allowed that
multiple pulses may be integrated on a given channel at a time [41]. Figure 16 depicts
the threshold-crossing sample as a green rectangular region. NSB encompasses the samples
located between the first and central bars, while NSA encompasses the samples between the
central and third bars. The dotted region at the bottom represents a pedestal.
The pedestal is then subtracted from the total integrated ADC value, and it is then
converted to energy. This energy is in turn associated with a scintillator and assigned a
time-stamp equal to the sample time of the threshold-crossing sample. These combined
values are referred to as a “hit”. Hits are passed from the FADC250 to a processing unit
called the global trigger processor (GTP).
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Figure 17: An example, for illustrative purposes, of a hypothetical set of hits produced
from a particle impact on the calorimeter, where the star represents the impact point of
the particle. Observe that the highest-energy hit, 600 GeV, occurs at the impact point of
the particle. The initial shower generated from the interaction between the particle and the
scintillator will sometimes reach surrounding scintillators, also depositing energy in these.
Additional secondaries may also be created in the surrounding scintillators, furthering this
effect. Qualitatively, this effect results in a higher energy deposition in the actual interaction
scintillator, with increasingly lesser energy depositions in the scintillators surrounding it,
falling off with distance.
4.1.2 Time Walk and Energy Diffusion
When a high energy particle (generally order of a few hundred MeV or more) like electrons,
positrons, or photons, interact with the calorimeter, it is very rare for the particle to deposit
energy only in a single scintillator. More commonly, the scintillator with which the particle
most directly interacts will receive the largest portion of the energy, but some energy will
be spread out across the surrounding scintillators. An idealized example of this is depicted
in Figure 17.
Further, while the energy is all deposited at roughly the same time, there is a complication
introduced by the hit energy integration methodology. When energy is deposited into a
scintillator, it creates a voltage pulse as discussed in Section 4.1.1. The amount of energy
deposited into a scintillator will affect the pulse amplitude, and in turn, how long it takes
for the integration threshold to be reached. Since the time of a hit is defined as the time of
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Figure 18: Time-walk will cause some lower-energy hits generated from a particle interaction
to be separated in time from the seed hit. Here, an example of the effects time-walk may
have on the particle interaction depicted in Figure 17 is shown. The 0.600 MeV hit is taken
to be the seed hit, the hit on the scintillator with which the particle most directly interacts.
It is taken to have a threshold-crossing sample time, and consequently hit time, of t = 0 ns.
Some higher-energy hits may occur in the sample. This indicates that they had threshold-
crossings in the same sample as the seed hit. Lower-energy hits, however, are increasingly
displaced as their voltage pulses take longer to reach the integration threshold.
time from the higher-energy seed hit. This effect is called “time-walk”. Figure 18 provides
a visualization of this effect.
4.2 Clustering
To account for energy diffusion across multiple scintillators, the GTP performs clustering.
Clustering is the process of grouping hits together so that they and their energies may
be treated as a singular unit, and a fuller image of the total particle interaction energy
deposition may be obtained. The basic idea behind the HPS clustering algorithm is to
search the calorimeter face for a scintillator that has more energy than all of its neighbors.
This scintillator is then taken to be the impact point of the particle, and referred to as the
“seed hit” of the cluster.
However, because of time-walk, it is additionally necessary for the clustering algorithm to
include hits across some time range as well. To handle this, a “snapshot” of all calorimeter
hits is taken and stored every clock-cycle. These snapshots are in turn stored in a buffer of
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Figure 19: A collection of snapshots for a group of scintillators for a cluster temporal window
size of N = 3. The green-boxed snapshot at t = 0 ns is the “present” snapshot, with the
t < 0 ns snapshots representing the calorimeter state in the past, and the t > 0 ns snapshots
representing its state in the “future.”
entire buffer period are available for consideration by the clustering algorithm.
For a clustering temporal window of a given size N , a total number of snapshots equal
to 2N + 1 is maintained. Figure 19 depicts an example of a snapshot buffer for N = 3. The
clustering algorithm employs this buffer by treating the snapshot at N + 1 as the “present”
time and searching for potential seed hits from among this snapshot’s hits. It will use the
surrounding snapshots for both additional hits to include in the cluster as well as to ensure
that only one hit in a given cluster is used as a seed hit.
A seed hit is specifically defined as a hit which has more energy than all the other hits
surrounding it both within its snapshot and those within the snapshot buffer at other times.
The GTP will check each hit in the present snapshot and check all hits within a 3×3 window
around that hit. If the hit has the highest energy, it will become a seed hit candidate. Figure
20 shows two such windows. In the first, the hit is rejected because its 3×3 window contains
another, higher-energy hit. In the second, the hit becomes a seed hit candidate because it is
the highest-energy hit in the window.
If a seed hit is found to be a local energy maximum within its snapshot and 3×3 window,
that same spatial window is then checked for all snapshots. To be selected as a seed hit, the
candidate must also be an energy maximum within its window across all snapshots. Figure
21 shows an example of the full snapshot comparison for the good seed in Figure 20.
This time comparison is important. In Figure 21, the 0.600 GeV hit is an energy max-












Figure 20: The 0.200 GeV hit will be rejected as a seed hit candidate because another hit
exists within its 3× 3 window with greater energy. The 0.250 GeV hit will be accepted as a














t=−12 ns t=−8 ns t=−4 ns t=0 ns t=4 ns t=8 ns t=12 ns
Figure 21: A full look at all snapshots surrounding the good seed candidate from Figure 20.
The seed hit’s 3× 3 window clearly includes higher-energy hits in other snapshots, so while
it was a good seed candidate, it will be rejected as a seed hit and no cluster will form from
it.
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Figure 22: A set of spatiotemporal windows added together to form a cluster around a seed
hit, where the empty snapshots at t = −12 ns to −4 ns are excluded for brevity. Notice that
the seed hit exceeds all other hits within the spatiotemporal window in energy. All of the
hits contained within the gray boxes will be added to the final cluster. The combined results
are shown in Figure 23.
0.100 GeV hits in the t = 4 ns and t = 12 ns snapshots could also be maxima. However, it
is clear when looking at the set of all snapshots that these are all components of the same
cluster. By requiring the seed hit to be the maximum both spatially and temporally, it
ensures that only one cluster will be formed from a given interaction.
In addition to the requirement that a seed hit candidate be a spatiotemporal maximum
in energy across both its 3×3 window and all snapshots, a candidate is also required to pass
a programmable energy threshold such that Eseed ≥ Ethreshold. This additional cut is useful
for removing low-energy noise.
Finally, if a hit is found to be both a spatiotemporal maximum in energy and also passes
the energy threshold, it is accepted as a proper seed hit and a cluster is formed. This is
accomplished by selecting all of the hits in the spatiotemporal region around the seed hit
across all snapshots and combining the hits.
The cluster is assigned an energy equal to the sum of the energies of all its constituent
hits and is assigned a time equal to that of the seed hit. It is also assigned a hit count value
equal to the total number of hits included in the cluster. This value ranges from one, when
there is only a seed hit, to nine, when all crystals in the 3× 3 window contain energy.
Once a cluster has been formed, it is passed forward for use in the trigger and the algo-





Figure 23: The results of the summation of the spatiotemporal window described in Figure
22.
When all possible seed hit candidates have been considered, the buffer will be incremented.
The cluster seed energy cut was set to a value of 100 MeV during the 2016 run and the
cluster temporal window was ±16 ns [40].
4.2.1 Clustering Special Cases
There are a few special cases where the clustering behavior is slightly abnormal. The first
such case occurs when multiple hits in the same spatial window have identical energies. In
this case, both hits will be selected as seed hits. Note that this behavior does not cause false
pair triggers, because a trigger can only occur on a pair of clusters where one is on the top
half of the calorimeter and one on the bottom. Thus, the two clusters can not be paired
together.
The second special case is for edge crystals. The 3 × 3 spatial window does not cross
edges, so crystals on the edge of the calorimeter or adjacent to the beam gap will have a
smaller window. The algorithm still behaves as defined, however, aside from looking over a
smaller region. Examples of these cases are visualized in Figure 24.
4.2.2 Clustering Limitations
There are also a few limitations to the GTP clustering algorithm. The most obvious limita-
tion is that, due to the need for a very rapid algorithm to handle the high-rate environment
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Figure 24: Two examples of special cases in clustering. A cluster will never include scintil-
lators that are not directly adjacent to it. As such, if a cluster forms directly adjacent to
the beam gap, it will be of reduced size and will not include any scintillators across the gap,
even if they contain energy. Clusters on the edge of the calorimeter simply have no adjacent
scintillators, and will likewise be reduced in size.
in which HPS operates, it is necessary to limit the clustering spatial window to a 3×3 region.
However, while this may strictly result in some energy loss during triggering, most clusters
do not exceed the 3× 3 region and hits that do fall outside this window tend to be of very
low energy, producing a minimal impact on trigger performance.
A second limitation is that particles that impact the calorimeter near the beam gap may
deposit energy on both halves of the calorimeter, as shown in Figure 25. In these cases, a
larger portion of the cluster energy is lost, as the GTP algorithm does not consider adjacent
hits separated by the beam gap in its analysis. Additionally, more than one cluster may be
formed from the resultant energy deposition. In Figure 25, both of the 0.420 GeV hits would
in fact register as full seed hits and form 3× 2 clusters, despite them belonging to the same
particle interaction event. In general, however, this is rarely of importance. Particles that
impact near the edge will rarely impart enough energy on both halves of the calorimeter to
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Figure 25: A case of two overlapping clusters. The first two images depict two independent
clusters. The third image represents the combined energy deposition of both. Observe
that two clusters are formed from the results as expected, but that the energies will not be
correctly distributed and some scintillators may be shared between clusters.
Lastly, the GTP algorithm is unable to interpolate how much energy in a given hit should
be given to each cluster when two clusters overlap, which can result in both reporting higher
energies than is appropriate. As an example, consider the two clusters depicted in Figure
25.
Additionally, in more extreme cases, a low-energy interaction too near to a higher-energy
interaction may fully be lost within the energy deposition of the higher-energy interaction.
Ultimately, these distinctions are not possible to correct at the trigger level, as the complexity
of the interpolation algorithms needed to do so result in an unacceptably slow algorithmic
performance for runtime conditions. A more complicated clustering algorithm is employed
during reconstruction to help resolve these issues for data analysis.
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5 Trigger System and Tuning
HPS operates with a high-intensity electron beam and also quite close to the beam plane.
This results in an extremely high event rate on the detector which far exceeds the rate
at which data may be written to disk. To handle this, HPS implements a trigger system
that is designed to select only the events that are likely to be useful during analysis and
exclude “junk” events. This trigger is referred to as the production trigger. Other triggers
are designed to be inclusive of more restrictive trigger for of validation, such as confirming
that the restrictive triggers are not falsely excluding useful events. The 2016 data run uses
the same triggers and cuts that were developed for the 2015 engineering run.
5.1 Cosmic Trigger
The cosmic trigger is designed to trigger on incoming cosmic rays and is used for tuning.
It is designed somewhat differently, in that it uses a scintillating paddle on the top of the
calorimeter and another on the bottom. When a signal is detected in both paddles within a
time coincidence, the calorimeter ADC buffers are dumped to disk.
5.2 Pulser Trigger
The pulser trigger is a frequency trigger. It automatically triggers at a programmable rate
regardless of the data signature on the detector. This trigger is primarily used as a verification
for other triggers or for studies where an unbiased data sample is needed.
5.3 Singles Trigger
The singles trigger is designed to make trigger decisions based on the properties of a single
cluster. It is to supplement and validate the primary production trigger for the 2016 run.
A variant singles trigger is also used to select full-energy electrons for use in calorimeter
calibrations.
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Parameter Singles 0 Trigger Singles 1 Trigger
Elow 0.100 GeV 1.300 GeV
Ehigh 2.700 GeV 2.600 GeV
Nthreshold 3 hits 3 hits
Prescale 213 21
Table 2: The final HPS singles trigger cut parameters that were used for the 2016 2.3 GeV
run. [40]
Every 4 ns clock-cycle, the singles trigger will consider every cluster present. If a cluster
meets the conditions of the singles trigger cuts, a trigger will be produced. There are three
singles trigger cuts. The first two cuts are the closely-related cluster energy lower bound
and cluster energy upper bound cuts, which are defined by Equation (10). These limit the
trigger to only select clusters that fall within a specific energy range. The final cut is the
cluster multiplicity cut, which is defined by Equation (11). This cut requires a cluster to
have a specific number of hits and can be useful to excluding noise clusters, which tend to
have very few (often only one) hit [40] [42].
The cuts used by HPS during the 2016 run for the singles triggers are summarized in
Table 2.
Elow ≤ Ecluster ≤ Ehigh (10)
Nhits ≥ Nthreshold (11)
5.3.1 Full-Energy Electron (FEE) Trigger
The FEE trigger is a specialized variant of the singles trigger. It possesses all the same
cuts, except for the cluster position-dependent cut, but implements a special prescaling
behavior. Rather than all triggers being prescaled equally, prescales are determined by
the cluster position. This enables high-occupancy regions to be prescaled more heavily,
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Figure 26: The seven regions of the FEE trigger used in 2016.
Region ix Minimum ix Maximum Prescale N
1 -23 -13 0
2 -12 -9 0
3 -8 -7 10
4 -6 -3 180
5 -2 1 13
6 2 5 0
7 6 23 0
Table 3: The range in ix and prescale factors used for each region of the FEE trigger. A
prescale factor of N means that one out of every N + 1 triggers will be reported.
while lower occupancy regions can be prescaled less. This enables a sizable sample of full-
energy electrons to be obtained for all regions of the calorimeter for calibration without high
occupancy regions drowning out the lower occupancy regions [42].
The prescale regions are depicted in Figure 26 and the prescale values for each region are
defined in Table 3, where a prescale factor of N means that one out of every N + 1 triggers
will be reported.
5.4 Pair Trigger
The pair trigger is designed to trigger based on the combination of two clusters. This trigger
was the primary production trigger for HPS during the 2015 and 2016 runs.
Every 4 ns clock-cycle, the pair trigger considers all clusters within a programmable time
coincidence range. The clusters are separated into “top clusters” (those which occur on the
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Figure 27: A depiction of all the parameters used in the pair cuts on the calorimeter face for
two clusters. Each box represents one calorimeter crystal while the black region represents
the beam gap. The negative x-indices represent the electron side of the calorimeter.
top half of the detector) and “bottom clusters” (those which occur on the bottom half of the
detector). All possible permutations of top and bottom clusters are formed and checked to
see if they meet the trigger criteria.
The pair trigger implements two classes of cuts. The first class consists of single cluster
cuts. These are identical in behavior to the singles trigger cuts defined in Equations (10) and
(11), except each cluster in the pair must individually pass the cut criteria for a trigger to
occur. The second class consists of pair trigger cuts that use information from both clusters
in the pair simultaneously to define the cut. These are defined in more detail below [42].
A summary of all cuts used for both pair triggers in the 2016 data run is included in
Table 4. A visual depiction of the pair cuts is shown in Figure (27).
The values of the parameters to which the cuts are applied for the event depicted in
Figure (27) are as follows:
• Cluster Energy: E1 = 0.496 GeV; E2 = 0.763 GeV
• Cluster Multiplicity: N1 = 6; N2 = 8
• Energy Sum: E1 + E2 = 1.259 GeV
• Energy Difference: |E1 − E2| = 0.267 GeV
• Energy Slope: Elow + rlowF = 1.30 GeV
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• Coplanarity: |θ1 − θ2| = 20◦
5.4.1 Energy Sum Cut
The pair energy sum cut defines an upper and lower bound for the sum of the energies of
both clusters in the pair. For a cluster pair where one cluster has energy E1 and the other
energy E2, it is defined by Equation (12) [42].
Esumlow ≤ E1 + E2 ≤ Esumhigh (12)
5.4.2 Energy Difference Cut
The pair energy sum cut defines an upper bound on the allowed difference between the
energies of the clusters in the pair. For a cluster pair where one cluster has energy E1 and
the other energy E2, it is defined by Equation (13) [42].
|E1 − E2| ≤ Edifference (13)
5.4.3 Energy Slope Cut
The pair energy slope cut places a lower bound on a value calculated from a combination of
cluster energy and cluster position. It is defined as per Equation (14).
Elow + rlowF ≥ Eslope (14)
The energy slope cut is always calculated using the energy of whichever cluster in the
pair has the least energy. Thus, the parameter Elow is the energy of the cluster with the
least energy in the pair and the parameter rlow is the distance between the lowest energy
cluster and the calorimeter center. Note that this value is calculated from the geometric
center of the calorimeter, and not from the electron hole. F is a conversion factor set to
0.0055 GeV mm−1 [42].
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Parameter Pair 0 Trigger Pair 1 Trigger
Elow 0.150 GeV 0.150 GeV
Ehigh 1.400 GeV 1.400 GeV
Nthreshold 2 hits 2 hits
Esumlow 0.500 GeV 0.600 GeV
Esumhigh 1.900 GeV 2.000 GeV
Edifference 1.100 GeV 1.140 GeV
Eslope 0.400 GeV 0.700 GeV




Table 4: The final HPS pair trigger cut parameters that were used for the 2016 2.3 GeV run.
Note that the pair 0 trigger did not enable the coplanarity cut. [40]
5.4.4 Coplanarity Cut
The pair coplanarity cut defines an upper bound on the coplanarity angle between the two







)∣∣∣∣ ≤ θcoplanarity (15)
Note that the xN and yN displacements are calculated from the geometric center of the
calorimeter [42].
5.5 Trigger Tuning
The goal of trigger tuning is to select a set of trigger cuts that are inclusive of events that are
useful for analysis but exclude as much of the background as possible. Trigger tuning uses
a combination of Monte Carlo and actual detector data to optimize the trigger cuts defined
in Sections 5.3 and 5.4.
The general procedure for trigger tuning is to generate Monte Carlo for A′ masses that are
expected to be within the acceptance range of HPS for the experimental beam energy. For
the 2016 data run, with a beam energy of 2.3 GeV, the masses 50 MeV, 75 MeV, 100 MeV,
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150 MeV, 200 MeV, and 250 MeV are used. These A′ events are then passed through the
readout simulation to emulate the detector response. This process is described in detail in
Section 7.
This allows for all events to be considered during tuning, but not all events are created
equally. During analysis, only events that produce useful tracks are used. As such, it is
useful to filter the readout events to exclude those which do not contain analyzable data.
The challenge is that tracking is only available after reconstruction, which requires that
full triggered readout be simulated. However, since the trigger by definition is not yet defined,
this is complicated. To handle this issue, a “simple trigger” is created. This simple trigger is
designed to accept any event which contains a single cluster with an energy of greater than
50 MeV. This is safe because below this threshold, there is so much noise from secondary
decays and background that clusters in that region are not analyzable anyway.
Once the Monte Carlo is processed with the dumb trigger, it may be reconstructed.
Events are then filtered to select only analyzable events, which...
• ...have at least one cluster with energy greater than 50 MeV.
• ...have exactly two tracks.
• ...have a positive and negative track.
• ...have tracks that have associated clusters.
• ...have one cluster on the top of the calorimeter and one cluster on the bottom.
This significantly cleans that data by eliminating secondaries (which rarely produce
tracks) and allows for fine-tuning the trigger cuts to only the most useful data.
Note that these cuts are only applied to the A′ Monte Carlo, however. For the back-
ground, it is important to see the entire distribution, so that it might be best excluded. For
background, the only cut is that an event must have a cluster of at least 100 MeV, for reasons
that are discussed subsequently.
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5.5.1 Clustering Cuts Tuning
Before any study can be performed on trigger behavior, it is first necessary to define the
parameters for clustering - namely, the cluster seed energy lower bound cut and the clustering
temporal window. These, and the role they play, are described in detail in Section 4.2. The
clustering parameters were originally tuned during the 2015 engineering run.
Monte Carlo is not useful for determining the clustering temporal window because it
produces a time resolution that is vastly superior to what is observed in reality. As such,
it is necessary to instead use actual data. A number of runs are performed with temporal
windows between [0, 8] clock-cycles (id est [±0 ns, ±32 ns]). The rate at which clusters are
observed is recorded for each window size. This process is performed twice, once at a beam
current of 10 nA and again at 40 nA [40]. The result is plotted in Figure 28. It is found that,
regardless of beam current, after a window size of roughly 3 clock-cycles, the clustering rate
does not change dramatically. This is thus chosen as the clustering temporal window [40].
Since this value is independent of beam current and expected to be largely independent of
beam energy, it is retained for 2016 as well.
To tune the seed energy cut, Monte Carlo was generated for A′ masses 15 MeV, 30 MeV,
40 MeV, 50 MeV [40]. These masses were selected as they are expected to encompass the
majority of the acceptance region for a beam energy of 1.056 GeV. The Monte Carlo is
then run through the readout simulation to produce hardware clusters. At this stage, no
additional filtering is performed to select analyzable events. The energy of each cluster’s
seed hit is then plotted. This process is repeated for background-only Monte Carlo and
the results are overlaid. The seed energy cut is selected to be roughly the point where the
background-only seed energy peak exceeds that of the A′ seed energy peaks [40]. This is
found to be roughly 50 MeV [42]. Figure 29 shows these distributions.
For 2016, the beam energy was doubled to 2.3 GeV. The seed energy is expected to scale
proportionally and was thus set to a preliminary value of 100 MeV [42]. To verify this, the
































● 10 nA (R5148) ● 40 nA (R5139)
Figure 28: The rate at which clusters are observed for different clustering temporal windows
at different beam currents. The ideal window size is selected to be roughly at the point of
diminishing returns, which is found to be 3 clock-cycles. [40]
















15 MeV 30 MeV 40 MeV 50 MeV Background
Figure 29: Distributions of the seed of all clusters for both A′ Monte Carlo and background-
only Monte Carlo for a 1.056 GeV electron beam as emulated by the readout software.
The black, dotted line represents roughly the point where the background-only distribution
exceeds the A′ distributions and is where the seed energy cut is placed. [40]
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50 MeV 75 MeV 100 MeV 150 MeV
200 MeV 250 MeV Background
Figure 30: Distributions of the seed energy of all clusters for both A′ Monte Carlo and
background-only Monte Carlo for a 2.3 GeV electron beam as emulated by the readout
software. Note that the A′ Monte Carlo uses a minimum cluster energy cut of 50 MeV, while
the background uses a cut of 100 MeV.
This is shown in Figure 30. Here, it is seen that a seed energy cut of 150 MeV would be
needed to cut at the point where the background distribution no longer exceeds the A′
distribution. However, it was decided that this is too exclusive of the A′ distribution, so the
cut is retained at 100 MeV. The dumb trigger is left at 50 MeV.
5.5.2 Trigger Cuts Tuning
As with the clustering temporal window, Monte Carlo is not accurate enough to calculate the
trigger temporal window. As such, a similar study is performed. Beam currents of 10 nA and
40 nA are again used along with trigger windows of 1 - 6, 8, and 10 clock-cycles. The trigger
rate is plotted and shown in Figure 31. Unlike the clustering results, it is observed that
at higher beam currents, the trigger rate does increase continuously. It does not, however,
at lower beam currents. This is expected because cluster occupancy increases at higher




































● 10 nA (R5148) ● 40 nA (R5139)
Figure 31: The rate at which triggers are observed for different trigger temporal windows at
different beam currents. Since the higher current offers no clear selection point, the point of
diminishing returns for the lower current, 4 clock-cycles, is used instead. [40]
the calorimeter. Since the higher current does not offer a clear selection point for the cut,
the point of diminishing returns for 10 nA is used instead. This results in a trigger temporal
cut of ±16 ns, or ±4 clock-cycles [40].
For the majority of the other trigger cuts, a similar process to the cluster seed energy
cut is employed. The distributions for each trigger cut are plotted for all analyzable clusters
in A′ Monte Carlo and all clusters (with energy greater than 100 MeV) for background-only
Monte Carlo and the results are overlaid. The cut ranges are then selected manually to be as
inclusive as possible of the A′ data while excluding as much of the background as possible.
Consider, for instance, Figure 32, which displays the distributions for both A′ Monte
Carlo and background-only Monte Carlo for the cluster total energy cut. The low-energy
peak for the A′ data (which is primarily composed of edge clusters which lose some or most
of their energy off the edge of the detector) falls below the fiducial (not an edge cluster)
cluster peak at roughly 150 MeV. Meanwhile, the background-only distribution is still quite
high throughout this region. Thus the lower bound cut is placed at 150 MeV. The upper
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50 MeV 75 MeV 100 MeV 150 MeV
200 MeV 250 MeV Background
Figure 32: Distributions of the cluster energy of all clusters for both A′ Monte Carlo and
background-only Monte Carlo for a 2.3 GeV electron beam as emulated by the readout
software. Note that the A′ Monte Carlo uses a minimum cluster energy cut of 50 MeV, while
the background uses a cut of 100 MeV. The black, dotted lines indicate the cut boundaries.
bound cut is placed on the tail of the A′ fiducial peak at 1400 MeV. This process is used
to determine the cut boundaries for the pair energy sum (Figure 33), pair energy difference
(Figure 34), and pair coplanarity (Figure 35) cuts.
The cluster hit count cut was handled slightly differently. Figure 36 shows both the A′
Monte Carlo and background-only Monte Carlo distributions for cluster hit count. Cutting
at even Nhits > 1 would remove upwards of 5% of all A
′ events. However, roughly 13% of
background events would be excluded, making this cut a very powerful method of controlling
trigger rates, which are still at untenable levels for ideal A′ acceptance cuts. As such, the
hit count cut was set to Nhits ≥ 2.
Lastly, the pair energy slope cut was unusual. Figure 37 shows that the A′ peak shifts
quite dramatically between the lowest studied mass 50 MeV and the highest 250 MeV. More
problematic, the high mass peak significantly overlaps the background peak, limiting the use
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50 MeV 75 MeV 100 MeV 150 MeV
200 MeV 250 MeV Background
Figure 33: Distributions of the energy sum of all cluster pairs for both A′ Monte Carlo
and background-only Monte Carlo for a 2.3 GeV electron beam as emulated by the readout
software. The black, dotted lines indicate the cut boundaries.















50 MeV 75 MeV 100 MeV 150 MeV
200 MeV 250 MeV Background
Figure 34: Distributions of the energy difference of all cluster pairs for both A′ Monte Carlo
and background-only Monte Carlo for a 2.3 GeV electron beam as emulated by the readout
software. The black, dotted line indicates the cut boundary.
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50 MeV 75 MeV 100 MeV 150 MeV
200 MeV 250 MeV Background
Figure 35: Distributions of the coplanarity angle of all cluster pairs for both A′ Monte Carlo
and background-only Monte Carlo for a 2.3 GeV electron beam as emulated by the readout
software. The black, dotted line indicates the cut boundary.
of the cut. To maximize the A′ acceptance, a value of 400 MeV was selected.
The combination of all tuned cuts is used to create the “pair0” trigger used during run
time. Some additional tweaks were made during run time to further control rates, producing
the “pair1” trigger which ultimately became the formal production trigger. Most of these
were fairly minor, except for the energy slope cut. The energy slope cut, like the hit count
cut, is a powerful means of controlling the background. It was decided that the energy slope
cut should be increased to 700 MeV instead. This is, ultimately, fairly safe. The higher
masses are pushing the edges of the expected acceptance for HPS at 2.3 GeV anyway, so the
A′ masses most affected are the ones least likely to be detected anyway.
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Figure 36: Distributions of the cluster hit count of all clusters for both A′ Monte Carlo
and background-only Monte Carlo for a 2.3 GeV electron beam as emulated by the readout
software.
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50 MeV 75 MeV 100 MeV 150 MeV
200 MeV 250 MeV Background
Figure 37: Distributions of the energy slope of all cluster pairs for both A′ Monte Carlo
and background-only Monte Carlo for a 2.3 GeV electron beam as emulated by the readout
software. The black, dotted line indicates the cut boundary.
6 Calorimeter and Trigger Verification
Alignment between the hardware and software behavior is verified through the “trigger
diagnostics,” which compares the observed output of the actual calorimeter detector with
the expected behavior based on simulation.
6.1 Calorimeter and Trigger Diagnostics
The goal of the trigger diagnostics is to provide a cross-check between software emulation of
the hardware behavior and the actual output of the hardware to help detect issues in both.
The hardware output provides several key values that can be used for this purpose. These
are calorimeter channel ADC buffers, cluster objects, and trigger decision summaries [43].
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6.1.1 Hit Emulation
The first step of the trigger diagnostics is to take the lowest level data, the ADC buffers,
and process them to generate simulated versions of cluster and trigger objects [43].
ADC buffers are generated by the hardware when a trigger occurs. An ADC buffer
consists of a set number of ADC samples, some before and some after, the trigger time. For
the 2016 data run, the ADC buffer was 200 ns, or 50 clock-cycles, in size. One buffer is
generated for each channel in the calorimeter. A sample ADC buffer is shown in Figure 38.
To obtain cluster and trigger objects, the diagnostics must first perform pulse integration
to obtain calorimeter hits. This is done by scanning the ADC buffer for pulses that cross
the integration threshold, which is a programmable ADC value. If a sample is found that
exceeds the integration threshold and either the sample is the first sample in the buffer or the
previous sample has a lesser value, integration begins. When a pulse is integrated, the ADC
values of a number of samples before (NSB) and a number of samples after (NSA) are added
together. The pedestal is then subtracted from this sum to get the total ADC value for the
hit, which is then converted to energy. The hit time is set to the time of threshold-crossing
sample [41].
It is possible to integrate multiple hits in the same buffer, so long as they are spaced far
enough apart. After an integration occurs, there is a period of deadtime in which no further
integration is permitted [41]. In Figure 38, there are two pulses which are integrated.
Several potential complications may occur during this process. The first is pulse-clipping.
Pulse-clipping occurs when the integration window for a threshold-crossing sample extends
beyond the buffer boundaries [43]. Both pulses in 38 experience this to some degree. The
first pulse loses the entirety of its NSB region, while the second pulse loses a portion of
its NSA region. This can have fairly dramatic effects on the energies of a hit compared to
the hardware because, unlike the diagnostics, the hardware has a continuous ADC buffer
for each sample and will integrate the entire window. However, the diagnostics only has a
limited buffer and can not recover what falls outside of this range.
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Figure 38: A sample ADC buffer. The orange bars represent ADC samples. The grey region
on the bottom is the pedestal. The red line represents the pulse integration threshold, the
green lines represent threshold crossings, and the black lines represent the bounds of the
integration window.
These issues are easily detected, however. The diagnostics addresses pulse-clipping by ex-
cluding any pulse with a threshold-crossing sample that is within the range [NSB, twindow − NSA]
[43]. This ensures that the entire pulse will be integrable by the diagnostics.
A second and more insidious issue occurs when a pulse occurs before the ADC buffer
begins followed closely by a second pulse within the ADC buffer. This can result in the
hardware integrating the first pulse and ignoring the second because of deadtime, while the
diagnostics will not know that the first pulse existed, and thus integrate the second pulse
[43]. Figure 39 shows a hypothetical example of this issue.
There is no way to truly correct this problem since it is impossible to know what happened
before the readout window. However, by only looking at pulses that occur in the range
[NSB, twindow − NSA], the risk of this issue is minimized.
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Figure 39: A readout ADC buffer (orange) with additional entries before the start of the
readout window (grey). A pulse occurs shortly before the readout window begins, creating
a situation where the hardware may be in deadtime when the second pulse occurs. The
diagnostics, however, can not see the first pulse and will thus integrate the second pulse.
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6.1.2 Cluster Verification
Once hits are generated from pulse integration, they are then processed to produce clusters
in the manner described in Section 4.2. These clusters are then run through cluster verifica-
tion, which attempts to cross-check the cluster objects reported by the hardware with those
simulated by the software.
Hardware clusters contain four parameters: (1) x-index and y-index of the cluster seed hit,
(2) cluster energy, (3) cluster time, and (4) cluster hit count [43]. Each of these three values
is compared to determine if a cluster is equivalent. A given combination of position and time
is a unique identifier and, if both match between a hardware cluster and simulated cluster,
the energy and hit count should also match. However, there can be very minor variations in
energy. Figure 40 shows the distribution of the energy difference for all hardware/software
cluster pairs with the same position and time. Almost all clusters are found to have an energy
difference of less than 9 MeV. Consequently, this is taken as the upper limit of the allowable
difference between two clusters before they are considered to have failed verification. Hit
count is required to be the same, as fewer than 0.5% of all matched cluster pairs have a
different hit count, as shown in Figure 41 [43]. The set of comparisons between two clusters
is then:
1. ixsim = ixhardware and iysim = iyhardware
2. tsim = thardware
3. Nsim = Nhardware
4. |Esim − Ehardware| ≤ 9 MeV
A visual depiction of this decision tree is provided by Figure 42. If a simulated cluster
fails to match to any hardware cluster, it is considered to have failed verification.
The result of the clustering verification process is presented as an efficiency which is
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Figure 40: The absolute value of the energy difference between all matched cluster pairs.
[43]
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Figure 42: The decision tree for comparing a simulated cluster to a hardware cluster. Clusters





Table 5: Global clustering efficiency for several runs in 2016. [43]





The global efficiency can be further broken down to display precisely what check failed.
Table 6 is an example of this detailed output for run 8075 from the 2016 data run.
It is expected that the global results will report an efficiency of near 100%, but not
exactly. The most common failure occurs due to differing hit counts. This generally occurs
because a simulated hit fell into the pulse-clipping region and was thus missed. Position
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Simulated Clusters 1,315,750
Unclipped Simulated Clusters 1,007,533
Hardware Clusters 1,305,149
Clusters Matches 1,006,413
Failed (Position) 191 (0.019%± 0.000%)
Failed (Time) 0 (0.000%± 0.000%)
Failed (Hit Count) 808 (0.080%± 0.000%)
Failed (Energy) 18 (0.002%± 0.000%)
Cluster Efficiency 99.889%
Table 6: A full breakdown of the results of cluster verification for a run. [43]
failures can occur because of the deadtime issue discussed previously. There are also some
very minor energy fluctuations between the hardware and simulation that are of unknown
cause. Overall, though, these account for a very small number of clusters that fail to verify,
showing good alignment between the hardware and simulation [43].
The diagnostics produce three plots to visually display the clustering efficiency. The first
of these, shown in Figure 43, shows the average efficiency of cluster pairs occurring at a
given time within a readout window averaged across all events. This is automatically zero
for the pulse-clipping region, as no simulated clusters are formed there. It can be seen that
it otherwise is very near 100% [43]. The second plot, shown in Figure 44, does the same
except in terms of cluster energy instead of event time. It is observed that efficiencies are
very near 100% here as well [43]. Lastly, efficiency is given as a function of event as shown
in Figure 45. Again, this is seen to be very near 100% consistently [43].
6.1.3 Trigger Verification
Trigger verification functions similarly to cluster verification, in that the software attempts
to emulate the behavior of the trigger and then compare its results to the reported trigger
results in the hardware readout data.
Hardware trigger objects all contain a trigger time, which is defined as the time of the


























Figure 43: The average efficiency of all cluster pairs occurring at the indicated time within



































































Figure 45: The average efficiency of all events in the order that they occur. [43]
pair for the pair trigger. Trigger objects also contain information on whether or not a trigger
cut passed [43]. The trigger cut data contained is different for each type of trigger and is
summarized below.
Singles Trigger
1. Cluster Energy Lower Bound
2. Cluster Energy Upper Bound







The details of how these cuts are defined and their settings for the 2016 data run are
covered in detail in Section 5.
The hardware does not create trigger objects for all possible triggers. For all triggers,
an object is only created if a cluster or pair passes the trigger. This means that if all cuts
are enabled, all cut statuses will always be true, as otherwise the cluster or pair would have
failed and thus not been reported. However, all cuts are always evaluated even if disabled.
This means that if a cut is disabled and fails, but all of the enabled cuts pass, the trigger
object will still be seen [43]. It is for this reason that the pair trigger does not record the
singles cuts - these are always enabled, so they may be assumed to have passed if an object
is seen. Also, pair triggers are only considered by the trigger if they are within the time
coincidence of one another, so all pair trigger objects by default must have passed this cut
[43].
The diagnostics simulate trigger objects by performing the trigger cuts over both the
simulated clusters and the hardware’s clusters. From these, any time a trigger object is
expected to have been seen, a simulated trigger object is generated [43]. These objects
are referred to as “software simulated triggers” for trigger objects produced from simulated
clusters and “hardware simulated triggers” for trigger objects produced from data cluster
objects. Efficiencies are generated for both classes of simulated trigger.
Much like clusters, simulated trigger objects are compared to the hardware trigger objects
to look for matches. There is some ambiguity to these comparisons. The hardware trigger
objects do not report which cluster or pair is associated with them. As such, the trigger
objects may only be compared by comparing trigger time and cut status. To account for the
fact that this is not uniquely identifying, a given hardware trigger object is only allowed to
be matched to one simulated trigger object, so if multiple identical simulated trigger objects
exist, the efficiency will not be artificially improved by matching them to the same hardware
trigger object. A match for a given simulated trigger object is established if a hardware
trigger object exists with the same trigger time and cut statuses which has not already been
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Figure 46: The trigger efficiency of the pair1 production trigger for run 8075 as a function
of event time. [43]
matched to another [43].
Another complexity is that triggers only occur within a certain time range. When the
hardware detects a trigger, it outputs all data around the trigger, with the trigger time offset
by a certain amount from the start of the event. Any triggers that occur within a certain
time of the trigger that generates the event will be safely included, but triggers outside this
range may not. This time range is called the “trigger window.” The trigger window may be
obtained by plotting the efficiency, calculated analogously to Equation (16), for the hardware
simulated triggers as a function of event time. This is shown in Figure 46. Observe how
the trigger efficiency is zero until 60 ns. This is the trigger offset - when a trigger is seen,
60 ns of data before the trigger and 140 ns after it are written. Also, observe that the trigger
efficiency remains at roughly 100% until around 80 ns. This is the trigger window.
Triggers that occur outside of the trigger window are coincidental and may or may not be
processed in enough time to be included in the event, and thus are not expected to produce
100% efficiency. Because of this, only triggers that occur within the trigger window are
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TI-Bit Ratio Efficiency
singles0 53 / 54 98.15%
singles1 288 / 291 98.95%
pair0 8595 / 8596 99.99%
pair1 320,583 / 320,614 99.99%
pulser 18 / 18 100.00%
Table 7: The trigger efficiency for software simulated clusters for run 8075. [43]
considered for the efficiency calculations [43].
Trigger efficiencies are given in several forms. The first, much like the clustering, is a
summary table of the efficiency over the course of the run. An example is given for run 8075
for the pair1 production trigger in Table 7. The summary table is broken down further by
the main trigger (“TI-bit”) that caused the event to write. This is useful because it shows
the efficiency of a trigger when it is coincidental to another trigger. If the efficiency of a
trigger is only measured when that trigger caused an event to write, it biases the result,
since it was necessarily seen by the hardware.
In addition to the summary table, the trigger efficiency is given as a function of each
trigger cut. These plots are generated separately for both the software simulated triggers
and the hardware simulated triggers [43], though only software simulated efficiencies are
shown here. Figure 47 shows the efficiency of the production trigger as a function of the
energy sum cut, while Figure 48 shows it for coplanarity angle. Note that since trigger
objects are only generated when a cut is passed, there are no objects outside of the cut
bounds for a given trigger [43]. Thus, since the production trigger coplanarity angle cut is
for θcoplanarity ≤ 35◦, only this range is defined in Figure 48. On the other hand, since the
coplanarity angle cut is disabled for the pair0 trigger, triggers will be produced regardless of
the value of the coplanarity cut and the efficiency may be registered across the entire range
of possible values. This can been seen in Figure 49 [43].
Lastly, the trigger efficiency as a function of event is also available, as it is for clustering
efficiency. Figure 50 shows this plot.
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Figure 47: The trigger efficiency of the pair1 production trigger for run 8075 as a function
of energy sum cut value. [43]
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Figure 48: The trigger efficiency of the pair1 production trigger for run 8075 as a function
of coplanarity angle cut value. [43]
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Figure 49: The trigger efficiency of the pair0 trigger for run 8075 as a function of coplanarity
angle cut value. [43]
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Figure 51: The clustering efficiency as a function of cluster energy for run 8075 before
correcting a rounding error in the software.
6.1.4 Results
The trigger diagnostics show that the hardware and software are generally in very good
alignment and that clustering and trigger are working as intended [43].
The diagnostics proved useful during the course of the 2016 run in detecting several bugs,
both in the hardware firmware and in the software. Consider Figure 51, which shows the
same efficiency as Figure 44, but earlier in the development process. Due to rounding errors
in the software integration, cluster energy for higher multiplicity clusters caused many to
fail to match the hardware cluster objects. This, and other issues like it, are detected due
to unexpected inefficiencies appearing in the results of the diagnostics.
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7 Emulation of the HPS Detector
Monte Carlo studies play an important role in designing the HPS experiment. For Monte
Carlo to be useful, a system must be designed to emulate the behavior and response of the
HPS detector. This is accomplished by the “readout” system.
The readout system is built in Java using the LCSim framework developed by SLAC for
the International Linear Collider as a base. LCSim includes functionality for an abstract
I/O handling of physics objects such as particles, tracks, clusters, and other objects needed
to process detector data [44]. LCSim is designed to handle reconstruction and analysis. It
is designed to take as input a file that contains multiple “events,” each of which contains
some quantity of self-contained physics data. These data are stored in “collections,” which
are sets of physics objects of the same type identified by some name. An example would
be one trigger event, which may contain a set of buffers representing the signal on each
calorimeter channel (calorimeter ADC buffers), hits on the vertex tracker, clusters, trigger
bits, et cētera. This event is then passed sequentially through a chain of “drivers,” which
are individual modules that access the data from the event to perform some specific action.
The drivers can then place the result of that action back into the event so that subsequent
drivers can use it. An example could be a driver that integrates the signal samples for each
calorimeter channel to produce “hits” as described in Section 4.1.1. These hits will then be
available downstream for a cluster driver to use them to create clusters. At the end of the
chain, the event containing all of the resultant objects may be written to an output file. This
native process is depicted visually in Figure 52.
This process works well for reconstruction, where every event is self-contained but runs
into issues for the readout detector emulation process. Unlike reconstruction, the detector
deals with a continuous beam and makes decisions based on the beam signature over a period
of time. To simulate the continuous beam itself, HPS creates Monte Carlo truth data using
standard Monte Carlo generators (such as EGS5 or MadGraph). The generators handle












Figure 52: A model of the native LCIO event chain. An input event is taken and passed to
the first driver. This driver does some action on the event data and then inputs its output
into the event. The event is then passed to the second driver, which does the same. The
process repeats until the event has passed sequentially through all drivers, at which point it
is written to an output file.
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particle’s children through the detector. When a particle interacts with an active detector
component, the resultant truth energy deposition is recorded and stored. The set of all
truth depositions is then output in the form of events separated into beam bunches, each
representing a 2 ns period. Since the detectors themselves operate on a 4 ns clock, this is
sufficiently granular to be effectively continuous from a simulation standpoint.
However, while this resolves the problem of simulating a continuous beam, there remains
a more fundamental issue. Detector decisions, like clustering and triggering, look at all data
from a period of time, usually 12 ns to 16 ns as discussed in Section 4.1. This is not possible
with LCSim natively, as each event is processed through the full driver chain, after which it
is disposed of and no longer available. Thus, a driver may only see 2 ns of beam at a time.
To account for this, a new addition to the LCSim system, called the “readout data
manager” (RDM) is implemented. In this paradigm, when a truth event comes into the
chain, its contents are passed to the RDM, which stores them in a rolling buffer mapped to
the simulation (equal to 2 ns times the number of events that have been seen).
The event is then passed through the driver chain as usual. However, the drivers do
not use the event itself. Drivers are modified such that they track a local simulation time
and also know how long of a range of data they need to make a decision. When an event
comes through, this triggers the driver to query the RDM. It will request all data from the
collections it needs within the appropriate range around its local time. If the data exists for
that time range, the RDM returns it and the driver makes its decision. It will then give the
RDM the results of that decision to be stored at the local time of the driver and increment
its local time. This allows the driver to store its output at the actual simulation time it
occurred, even if it needs to wait until after that time to perform its action. If the RDM
does not have the data, the driver waits and does not increment its local time. Figure 53
visually depicts the process of the modified LCIO system.
As an example, consider a cluster driver. It takes calorimeter hits and produces clusters
using the process described in Section 4.2. It requires hit data in a range of twindow ns both
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Figure 53: A model of the modified LCIO event chain. An input event is taken and its
contents are passed to the readout data manager, where they are stored in a rolling buffer
mapped to the simulation time. Then, each driver in the chain requests the data from the
rolling buffer in the appropriate time range and performs its actions. It will then give its
output to the RDM to be stored for subsequent drivers. When a trigger occurs, the RDM
outputs data from within the trigger window into the output file.
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before and after the local time tlocal. When an event comes through, the clustering driver
will request all hits from within the time range [tlocal − twindow, tlocal + twindow] and, if they
exist, it will process them and produce the clusters for time tlocal. These will then be sent
to the RDM and stored at time tlocal so that other drivers, such as the trigger, are able to
access them.
Lastly, the RDM handles triggers. A trigger driver is a special kind of driver that not
only makes a decision like a regular driver but then sends a signal to the RDM as to whether
or not a trigger occurred. If a trigger signal is received by the RDM, it will write out all data
from its buffers within a programmable range around the trigger time into an output file.
This output data emulates the kind of data that would be produced by the actual detectors.
The behavior of each of the readout simulation drivers is explored in more detail in the
subsequent sections.
7.1 Truth Processing Driver
The truth processing drivers perform the simple function of accessing the Monte Carlo truth
information and passing it to the RDM. These activate at each event and store their specific
truth collection at time t = 2 ns×Nevents.
7.2 Calorimeter Hit Digitization Driver
The digitization driver is designed to convert Monte Carlo truth hits, which represent a
deposition of some energy Ehit into a calorimeter crystal at time thit, into a voltage pulse
and then a digitized ADC pulse. It is also responsible for integrating ADC pulses to produce
calorimeter hits in the same manner as would be seen by the hardware. The hardware
process is described in more detail in Section 4.1.
The digitization driver does not use a local time that differs from the simulation time.
Because the hardware operates on 4 ns “clock-cycles,” the driver will request all Monte Carlo
truth hits from the RDM from the previous 4 ns (id est 2 events). Each of these hits is read
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and its time and energy noted. A rough form of energy uncertainty is implemented by
fudging the hit energy by a random value sampled from a Gaußian centered at 0 and with
a width σchannel that is defined by the properties of the calorimeter channel on which the hit
occurred.
Next, the truth hit is converted to a voltage pulse. The driver maintains a rolling buffer
of voltages for each calorimeter channel representing the total voltage of all hits that have
occurred on that channel at a particular time. When a truth hit is found, it is converted to a
voltage value by multiplying Ehit (modified by the fudge factor) by Vamp(t), which is defined
by Equation (17). Here, tp is the shaping parameter for the pulse and is defined as 9.6 ns for
the 2016 data run. GV is the gain for the channel and is measured experimentally for each
channel individually. A visual example of this process is shown in Figure 54. If multiple
truth hits occur on the same channel, the voltage depositions are added to one another to
simulate the effects of pile-up.




After all the hits are converted into voltage pulses and sampled, the digitization driver
converts the “current” buffer sample, defined as the sample corresponding to the simulation
time, into ADC for each channel. To do this, a given voltage sample is taken and converted
into a 12-bit value. This is then added to the pedestal pchannel, which is determined exper-
imentally for each channel. This sum is then rounded and capped at 4096, which is the
maximum value the hardware can record. This is summarized by Equation (18). Each chan-
nel has another rolling buffer that stores ADC samples for each clock-cycle. The converted












After the current voltage buffer for each channel is converted to ADC buffer, the digiti-
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Figure 54: An example of an arbitrary emulated voltage pulse. The vertical lines represent
samplings of the pulse, which are then recorded into the voltage buffer, represented as red
boxes, for the appropriate channel. The y-axis values will vary based on the energy of the
truth hit and the channel gain. The pulse shape is the one used by the software.
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zation driver will check for channels that meet the integration condition. Integration occurs
when a channel’s ADC buffer exceeds a programmable threshold (18 ADC counts for the 2016
data run). The current ADC sample for each channel’s ADC buffer is checked. If a sample
exceeds the integration threshold, the channel is marked as having started integration.
Pulse integration works by adding the ADC values of a programmable number of sam-
ples before the threshold-crossing sample (5 samples, or 20 ns for 2016) along with a sim-
ilarly programmable number of samples after the threshold-crossing sample (25 including
the threshold-crossing sample itself, or 100 ns). These are referred to as “NSB” and “NSA”
respectively.
The digitization driver’s ADC buffers already contain all of the samples for NSB, as well
as the threshold-crossing sample, so these are added together and the sum mapped to the
channel. However, the driver can not know the future values. While the voltage buffer is
fully populated, it can not yet be converted into ADC in case another hit occurs on the
same channel and adds additional pile-up. As such, integration will pause while more events
come through. Upon processing the next event and converting a new voltage buffer entry
into ADC, that value will also be added to the stored sum. This process will continue
until enough ADC samples have been added to equal NSA. At this point, a new hit may
be created with a total ADC equal to the integrated sum and a time equal to that of the
threshold-crossing sample.
Any hits that finish integrating will be passed to the RDM. However, the hits will be
reported to have occurred at a time equal to 4 ns × NSA in the past to account for the
amount of additional simulation time that had to pass for integration to occur.
7.3 Calorimeter ADC Converter Driver
The ADC converter driver is responsible for transforming the raw ADC hits from the digi-
tization driver into proper energy hits that may be used for clustering and triggering.
The converter driver begins by requesting all ADC hits from the RDM that occurred
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at simulation time tsim = 0. However, these will not exist yet because the digitization
driver requires at least NSA samples to complete integration. As such, the converter driver
maintains a local time tlocal that is separate from the simulation time. This will remain at
tlocal = 0 until the RDM indicates that the digitization driver has successfully processed hits
from tsim = 0. At this stage, the converter driver will receive the hits.
Once the converter driver obtains a set of hits, the process of converting them is very
straightforward. Each hit is assigned an energy equal to its ADC count minus its pedestal
multiplied by some channel-dependent gain GADC. The gain is determined experimentally.
GADC × (NADC − pchannel ×Nsamples) (19)
The converted hits also have their times adjusted by any time-shift that may be present
on the channel. Like the gain, this is determined experimentally for each channel.
New hits are then created with the converted energies and corrected times. These are
sent to the RDM manager and recorded as having occurred at the local time of the driver.
The driver’s local time is then incremented by 4 ns and the process repeats.
7.4 Calorimeter Clustering Driver
The clustering driver emulates the clustering process described in Section 4.2. Clustering
requires all hits within a time range defined by the clustering temporal window (4 clock-
cycles, or 16 ns for 2016). As such, it will start by requesting all converted hits from the
RDM in the range of t = [−16 ns, 16 ns]. Similar to the converter driver, these will not
be immediately available since the digitization driver takes additional simulation time to
process truth hits. As such, the clustering driver also uses a local time tlocal separate from
the simulation time.
Once the converter driver has processed all of the hits within the requested window, the
clustering driver will receive them. It will then search through all of the hits that occur
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at tlocal and check if they exceed the cluster seed energy threshold (defined as 100 MeV for
2016). If a hit does exceed this threshold, a protocluster is formed with its only member
being the seed hit. The driver then checks all adjacent hits at all other times within the
clustering temporal window. If any hit has greater energy than the seed hit, the protocluster
is rejected. Otherwise, the adjacent hit is added to the protocluster. If no adjacent hit of
higher energy was found, the protocluster becomes a proper cluster.
Once all hits at tlocal have been processed, any formed clusters are passed to the RDM.
They are assigned a time equal to tlocal, which is then incremented by 4 ns, and the process
is repeated.
7.5 Trigger Driver
The trigger drivers attempt to replicate the functionality of the triggers described in Section
5, excluding the cosmic and full-energy electron triggers.
The simplest of these is the pulser trigger. It simply waits for a certain length of simula-
tion time to pass and automatically sends a trigger signal, regardless of whether or not any
signal is present in the detector.
The singles trigger makes trigger decisions based on individual clusters. Like the converter
driver and clustering driver, it maintains a local time separate from the simulation time since
it depends on clusters, which are offset from the simulation time. It will request all clusters
assigned to its local time from the RDM. Once it receives them, it will apply the singles
trigger cuts described in Section 5.3. If any cluster is found to meet the conditions, a trigger
signal is sent to the RDM with a time equal to the local time tlocal.
The pair trigger works similarly, but requires all clusters in a range of time equal to
[tlocal− twindow, tlocal + twindow]. Once it has these, it will form all possible pairs of top clusters
(clusters occurring on the top half of the calorimeter) and bottom clusters (clusters occurring
on the bottom half of the calorimeter) and apply the pair trigger cuts described in Section
5.4. If a pair of clusters is found to pass all the cuts, a trigger signal is sent to the RDM
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with a time equal to that of the bottom cluster.
Both the singles and pair triggers have a deadtime property. Deadtime is a period
following a trigger signal in which the trigger will not send another signal even if its conditions
are met.
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8 Resonance Search Vertex Selection
As discussed in Section 2, the A′ decay process is expected to have significant overlap with
other processes including the Bethe-Heitler and radiative trident processes, the latter of
which is kinematically identical. The trident processes will produce a smooth invariant mass
distribution with the A′ process producing a small “bump” on top of it. Thus, the first step
to searching for the presence of an A′ bump is to isolate the invariant mass distribution for
just trident processes.
8.1 Event Preselection
The HPS reconstruction software performs a series of cuts, called the MOUSE cuts, which
aim to categorize potential reconstructed particles into electrons, positrons, or photons and
then to select the particle pairs which are most likely to be a trident (a “V0 candidate”).
The MOUSE cuts are described in detail in [45] but are summarized here.
To begin, the MOUSE cuts take matched track/cluster pairs and split them into the three
aforementioned categories. Particles are categorized by the parameters defined in Table 8.
Here, the parameter “goodness of PID” is a measure of how well the track and cluster are
matched. It is defined in more detail in [35] in Section 6.2.
Next, pairs of particles are considered to select possible electron/positron trident pairs
- id est V0 candidates. V0 candidates are selected by taking all pairs of particles from the
categories in Table 8 and subjecting them to the following tests [45]:
1. The particles in the pair should be in opposite detector halves.
2. The particles should have opposite charges.
3. The momentum sum must meet the condition Psum < 1.2×Ebeam, where Ebeam is
the beam energy.






Goodness of PID < 10
|ttrack − tcluster| < 6 ns




Goodness of PID < 10
|ttrack − tcluster| < 6 ns
γ Unmatched Cluster
Table 8: The three categories of particles, and the specific cuts used to select them, produced
by the MOUSE cuts. [45]
Pairs of particles that meet these requirements are then vertexed with the constraint
that the vertex position must be located at the target and a V0 candidate particle is created
from the results. These “target-constrained” V0 candidates serve as the starting point of the
vertex selection for the resonance search [46].
8.2 Cluster Timing Cuts
The first set of analysis-specific cuts to be applied are the timing cuts, of which there are
two. These consist of a cut on the time of the bottom cluster in a pair and a cut on the
difference in times between the two clusters in a pair.
8.2.1 Trigger Time Cut
When a trigger occurs on a cluster pair, the trigger time is set to the time of the bottom
cluster and the data is recorded to disk with the trigger time offset by some amount. This
allows for data both before and after the trigger to be retained. It is useful to limit the
vertex selection to only those particles that contributed to the trigger. To this end, a range
is set on the bottom cluster of a pair around the trigger offset.
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Figure 55 shows the bottom cluster time of all cluster pairs across all events plotted
as a function of energy for both data and Monte Carlo and both top and bottom clusters.
Observe that in data there is a slight energy-dependence. This is caused by time walk effects.
The cluster time is largely concentrated around 56 ns for both top and bottom data clusters,
but the top clusters have a “haze” around their central distribution. This is because the
trigger time is set by the bottom cluster, and there is a time coincidence range in which the
top cluster may occupy. This is also why the cut is only placed on the bottom cluster time.
Monte Carlo, on the other hand, does not correctly emulate timing effects and thus has a
very precise time distribution. Because of this, it is necessary to set different cuts for the
two types of events.
For Monte Carlo, the timing cut may be set easily as a simple, constant range. This is
defined by Equation (20).
38 ns ≤ tbottom ≤ 48 ns (20)
For data, the time dependence necessitates a slightly more complicated approach. In-




























The red lines in Figure 55 demarcate the boundaries set by Equations (20) and (21).
8.2.2 Cluster Time Coincidence Cut
The next timing cut is designed to eliminate clusters that are too far apart in time. To
study this, consider the time coincidence between all cluster pairs with a combined energy
of between 1.9 GeV to 2.4 GeV, as depicted in Figure 56.
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Figure 55: Time distributions for both data and Monte Carlo of all cluster pairs, separated
by top cluster time and bottom cluster. The red lines demarcate the cut regions for the
trigger time cut. These are placed only on the bottom cluster because this is the cluster that
sets the trigger time.
80












Figure 56: The time coincidence of all top/bottom cluster pairs with energies in the range
of 1.9 GeV to 2.4 GeV.
Figure 56 shows a primary peak, where the clusters are cotemporal with outlying peaks
at intervals of roughly every 2 ns. However, there is a lack of symmetry, such as the bump at
2 ns, which is concerning. It is expected that the time coincidence distribution is relatively
symmetric.
Each crystal has a time offset that is designed to correct the hit time reported for that
channel. The mostly like case is that this is incorrect for some crystals. To explore this, all
top/bottom cluster pairs are considered and the average difference between each crystal and
all other crystals is plotted in Figure 57.
These time shifts are applied to the cluster time for all clusters on a given crystal. The
time coincidence distribution is then plotted again in Figure 58, which demonstrates that
the expected symmetry is much improved.
To determine the optimal position for the time coincidence cut, the distribution is fit
using a series of overlaid Gaußian functions defined by Equation (22).
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Figure 57: The average time shift of each crystal with respect to all other crystals on the
opposite side of the calorimeter. Note that there are no crystals ix = 0. The calorimeter
crystal coordinate numbering scheme just skips from -1 straight to 1. This does not represent
a discontinuity in the physical calorimeter. The remaining black regions represent the beam
gap, where there are no crystals.













Figure 58: The time coincidence of all top/bottom cluster pairs with energies in the range
of 1.9 GeV to 2.4 GeV. The blue line represents the uncorrected value and the red line
represents the corrected value.
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Figure 59: The time coincidence distribution, depicted in red, overlaid with the combined
sum of the 15 Gaußian functions, depicted in dashed black.
Npeak∑
i=0
ai × (Gauß(x− µi, σi,1) + bi ×Gauß(x− µi, σi,2)) (22)
Here, Npeak represents the number of peaks and is 15. The remaining values are free
parameters. The result of the fit is depicted in Figure 59. Fit parameters b = 0.179 and the
remaining parameters are as defined in Table 9.
The cluster time coincidence cut is optimized by selecting the value which maximizes
the function S√
S+bkg
. Here, S is defined as the integral of the central peak within the time
coincidence range, while S+ bkg is defined as the total integral of the fit function. The ratio
is maximized with a time coincidence cut of ∆t < 1.43 ns. The figure of merit is depicted in
Figure 60.
8.3 Momentum Sum Cuts
Cuts are also placed on the momentum sum of candidate electron/positron pairs. Because
the A′ decay is expected to be kinematically identical to radiative trident decays, these
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i ai µi σi,1 σi,2
0 167469 0.0109942 0.317102 0.555134
1 271.300 -14.007 0.350 2.209
2 219.149 -11.975 0.410 0.250
3 221.881 -9.968 0.381 0.484
4 263.729 -8.009 0.354 2.186
5 313.970 -6.005 0.327 1.903
6 443.069 -3.985 0.358 1.102
7 1643.660 -1.928 0.362 0.681
8 1606.270 1.877 0.382 0.663
9 480.871 4.007 0.372 2.204
10 319.731 6.006 0.406 0.252
11 303.080 8.022 0.366 1.338
12 234.391 10.062 0.377 0.351
13 225.739 12.028 0.354 2.210
14 67.517 13.981 0.314 1.556
Table 9: The fit parameters used to fit the time coincidence distribution.















Figure 60: The figure of merit for the time coincidence cut.
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cuts are optimized to maximize radiant trident retention whilst minimizing other processes.
Additionally, because it is not possible to know what process generated a given candidate
pair in data, it is necessary to use Monte Carlo to achieve this.
8.3.1 Momentum Sum Lower Bound Cut




. Here, Nsignal is defined as the differential cross-section of
specifically radiative trident Monte Carlo while Nbackground is the combined differential cross-
section for all tridents in addition to wide-angle Bremsstrahlung. Both the distributions and
the figure of merit are shown in Figure 61. An optimal cut of 1.88 GeV is found.
8.3.2 Momentum Sum Upper Bound Cut
The momentum sum distribution for all tridents, specifically radiative tridents, and wide-
angle Bremsstrahlung is shown in Figure 62 after the momentum sum lower bound cut.
Observe that the wide-angle Bremsstrahlung and data distributions extend past 2.4 GeV,
while the trident samples do not. Given the close alignment between the data and wide-angle
Bremsstrahlung samples, it is likely that this tail in data also comes from this process and
can be safely excluded. Thus, the momentum sum upper bound cut is placed at 2.4 GeV.
8.4 Vertices per Event Cut
Some events contain multiple V0 candidates that pass all of the selection cuts. These are
fairly rare, accounting for approximately 7% of all events. Typically, this occurs because
of “ghost tracks,” which are tracks formed when a few tracker hits are close to those of
a real particle. This causes the reconstruction software to generate a second track that is
kinematically similar to the real one. Additionally, the recoil electron is sometimes captured
by the tracker, which can result in a second, real electron track. It is complicated to determine
which track is the real one in this case. To avoid these complexities, events with multiple
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Figure 61: The differential cross-sections of all tridents, radiative trident, and wide-angle
Bremsstrahlung processes are shown in the top plot. Additionally, the combined trident and
wide-angle Bremsstrahlung differential cross-section, representing the background, is given.
On the bottom, the figure of merit is depicted. The dashed line represents the optimal cut
point.
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Data All Tridents Radiative W.A.B.
Figure 62: The momentum sum distribution of Monte Carlo for all tridents, radiative tridents
specifically, and wide-angle Bremsstrahlung as well as data. The lower bound cut is already
applied.
surviving V0 candidates are excluded.
8.5 Invariant Mass Distribution
The final invariant mass selection for both the blinded (10% of the data) and unblinded
(100% of the data) analyses are shown in Figure 63.
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Unblinded (100%) Blinded (10%)
Figure 63: The invariant mass distribution for both the blinded and unblinded data sets
after the application of all of the vertex selection cuts.
9 Defining the Mass Resolution
The mass resolution is a critical part of the resonance search analysis, as it is used to define
the width of the signal in the background with signal fit - a process which is described in
Section 11.1. The accuracy of the mass resolution will then also play into the systematic
uncertainty of the results.
The mass resolution is obtained through a two part process. The first is to use a Monte
Carlo A′ signal which is injected into background and passed through the detector emulation
chain described in Section 7. From this, the mass-dependent width of the A′ signal, which
is equivalent to the detector resolution due to the signal width being much smaller, may be
determined.
This result can be compared to data through analysis of the Møller process e−e− → e−e−
via Equation (23), where m(e−e−) is the invariant mass of the electrons, Scm is the center-









2Ebeame− = 48.498 MeV (23)
Because Møller and A′ production both produce particles with the same masses and have
the same electromagnetic properties with regards to multiple scattering and electromagnetic
showers, it is expected that the mass resolution for both will be identical. From this singular
point, scaling can be applied to the A′ Monte Carlo mass resolution results to account for
any discrepancies between Monte Carlo and data.
9.1 Møller Event Selection
Cuts for the selection of Møller events are studied on both the 2016 data set and Monte
Carlo. It is imperative that the selection be as pure as possible, but since the cross-section
is not considered, it is not important to consider how many events are lost as a result of the
cuts. This enables the cuts to be defined as tight as needed to get a pure sample.
As a starting point, the “MOUSE” Møller selection cuts are applied. These are a set
of loose cuts designed to categorize the reconstructed particles in HPS data into various
categories and are discussed in more detail in [45]. For Møllers, the MOUSE cuts require
that at least two negative tracks exist and that one track must point to the top and one to
the bottom of the calorimeter. Additionally, the momenta of the two tracks must meet the
condition defined by Equation (24).
0.8× Ebeam < |~ptop + ~pbottom| < 1.2× Ebeam (24)
Like the V0 candidates described in Section 8, these Møller candidate vertices must be
“target-constrained,” but unlike the previous vertices, there is no requirement that the tracks
be matched with clusters. This is because, kinematically speaking, it is almost guaranteed
that at least one of the Møller electrons will pass through the beam gap of the calorimeter
and be lost. This can be seen in both Monte Carlo and data in Figure 64. All subsequent
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cuts are applied to the MOUSE cut Møller candidates.
The first cut applied is a fiducial cut. This cut is designed to select the region on the
calorimeter face where Møller events are most concentrated. The boundaries of this region
is shown in Figure 64. Slight differences in the detector geometry between Monte Carlo and
data can produce systematic differences in the distribution of events. Because of this, a
different set of cuts is used for each.
Next, a track time difference (∆tmin) cut, defined by Equation (25), is created.
∆tmin < |t1 − t2| < ∆tmax (25)
The bounds of this cut are defined by plotting ∆t for all fiducial Møller candidates where
the momentum sum psum is within the range 2.18 GeV < psum < 2.40 GeV. A Gaußian fit
function is then applied to the peak and the boundaries for ∆t set at ±2σ. This is shown in
Figure 65.
A similar process is subsequently performed for psum. Like ∆t, the distribution for this
value for Monte Carlo and data is plotted and fit by a Gaußian, though only events that
have passed all of the subsequent cuts are used for this step. Again, a cut is defined with an
upper and lower bound, as defined in Equation (26). The distributions are shown in Figure
66.
pmin < psum < pmax (26)
For Monte Carlo, the boundaries are again defined at the ±2σ. For data, Figure 66 shows
two distinct peaks. The smaller peak is the radiative tail. Here, only the larger peak is fit
with the Gaußian. For the upper bound, the usual +2σ point is selected. For the lower
bound, −3.5σ is selected instead to retain more of the radiative tail without including any
lower-energy accidentals.
The parameter space demarcated by the combination of the track time cut and momen-
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Figure 64: The distribution of tracks and clusters on the calorimeter face for Møller events.
The solid black lines represent the boundaries of the calorimeter. The colored contour lines
represent the distribution of clusters. The red contour lines represent the distribution of
tracks. The dashed black lines represent the fiducial region for tracks. There is clearly a
region where tracks are present but no clusters. Note: the true distribution is continuous,
but some Møller electrons completely escape the calorimeter and thus produce no trigger.



























Figure 65: The distribution of track time differences for both data and Monte Carlo. The
black, dashed line represents the Gaußian fit and the red lines represent the ±2σ boundaries.
Monte Carlo Data
























Figure 66: The distribution of the sums of the track momenta for both data and Monte
Carlo. The black, dashed line represents the Gaußian fit and the red lines represent the ±2σ
boundaries, except for the data lower bound, which is set at −3.5σ.
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Cut Value (Data) Value (MC) Unit
∆tmin -2.94 -1.44 ns
∆tmax 1.69 1.54 ns
pmin 2.10 2.15 GeV
pmax 2.46 2.42 GeV
∆xtopmin -4.72 -4.89 mm
∆xtopmax 6.15 4.82 mm
∆xbotmin -7.51 -4.98 mm
∆xtopmax 2.98 4.52 mm
Table 10: The boundary thresholds for each of the Møller selection cuts.
tum sum cut is shown in Figure 67.
Next, cluster/track-matching cuts are defined as per Equation (27). The difference be-
tween track and cluster x-coordinate (∆x = xtrack − xcluster) for all pairs of fiducial tracks
and clusters is plotted. As usual, it is fit with a Gaußian and boundaries selected to be the
±2σ points. This process is performed separately for top and bottom tracks/cluster pairs.
Figure 68 shows the distributions.
∆xmin < ∆x < ∆xmax (27)
Because at least one track is expected to be lost to the calorimeter beam gap, this cut is
only applied to tracks that point to the calorimeter face. Tracks which point to the beam
gap are ignored.
Lastly, the invariant mass distribution for all Møller candidates which pass all of the
aforementioned cuts is calculated, plotted, and fit with a Gaußian. The width of the Gaußian
function defines the mass resolution for Møller scattering events and is depicted in Figure
69.
The final threshold values for all cuts is given by Table 10.
However, all is not well. The mass resolution for Monte Carlo is significantly smaller
than that of data. This, it turns out, is caused by differences in the momentum resolution
between Monte Carlo and data.
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Monte Carlo





























































Figure 67: The distribution of momentum sum and track time difference for fiducial Møller
candidates. The selected cut region of this parameter space, for both data and Monte Carlo,
is represented by the red box.
94
Monte Carlo Data






















































Figure 68: The distribution of the cluster/track x-position difference. The top plots represent
clusters on the top half of the calorimeter and the bottom plots represent clusters on the



























Figure 69: The invariant mass distribution for Møller events. A Gaußian fit is depicted in
black, dashed lines. Observe that the data Møller peak is significantly wider than the Monte
Carlo peak (σMC = 0.991 MeV vs. σdata = 2.061 MeV).
9.2 Studying the Momentum Resolution with FEEs









Here, the vectors ~pi are the momenta of the particles and θ is the angle between them.
This equation is affected by misalignments between the data and Monte Carlo in both the
momentum and angular resolutions. It is believed that the angular resolution is reliable, so
the momentum resolution is explored. This may be achieved by studying full-energy electrons
(FEEs) because elastic scattering is the only process in which the electron momentum in
data is precisely known.
To select full-energy electrons, a series of selection cuts are employed. For data, only
events which are produced by a singles trigger, described in Section 5.3, are used. For Monte
Carlo, Møller Monte Carlo is used, as it contains sufficient full-energy electrons already.
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Additionally, a positional cut defined by Equation (29) is employed.
−120 mm < xtrack < 40 mm (29)
Most full-energy electron tracks have an x position at the calorimeter face, here defined
as xtrack, near the center of the calorimeter. Thus, selecting only this region cuts back
significantly on accidentals. This is shown in Figure 70.
Figure 71 and Figure 72 show the momentum distribution of the selected full-energy elec-
trons. It is found that there are notable differences between both top and bottom electrons
as well as electrons whose tracks have 5 tracker hits and those which have 6 tracker hits. As
such, each of these four permutations is treated separately.
Each of the distributions in Figure 71 and Figure 72 are approximately Gaußian around
the peak and may be characterized as such. It is immediately obvious, comparing the
distributions for data and Monte Carlo, that the widths are quite different. The widths can
be brought into better alignment by “smearing” the Monte Carlo momentum distribution.
Consider that the convolution of two Gaußian functions with σa and σb is another Gaußian




















Here, σsmear is the smearing factor needed to convert the width of the Monte Carlo
distribution to the data distribution for an electron with momentum ~pMC. σdata and σMC
are the momentum resolutions for data and Monte Carlo while µdata and µMC are the mean
values for the data and Monte Carlo momentum peaks. The values for µ, σ, and Σsmear are
given by Table 11 for each of the four cases.
Figure 73 shows a comparison of the data and Monte Carlo full-energy electron distribu-
tions after smearing. Here, the peaks have been aligned and scaled so that the peaks align
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Particle Position Distribution










































All Tracks Selected Tracks
Figure 70: The top plot depicts the position distribution of e− particles. Here, the red lines
represent a selection of particles near the center of the calorimeter. The bottom depicts
the momentum distribution of e− particles, both unfiltered and filtered to include only the
particles in the central region of the calorimeter.
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Figure 71: The distributions and fits of the full-energy electron peaks for both data and
Monte Carlo for 5-hit tracks. The top plots correspond to the tracks pointing to the top
half of the calorimeter, while the bottom plots represent tracks pointing to the bottom. The
dashed black lines represent the Gaußian fits applied to the peaks.
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Figure 72: The distributions and fits of the full-energy electron peaks for both data and
Monte Carlo for 6-hit tracks. The top plots correspond to the tracks pointing to the top
half of the calorimeter, while the bottom plots represent tracks pointing to the bottom. The
dashed black lines represent the Gaußian fits applied to the peaks.
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Data Monte Carlo Unit
5 Hits
Top
µ 2.262± 0.0022 2.246± 0.0022 GeV
σ 0.182± 0.0033 0.099± 0.0016 GeV
Σsmear 6.733± 0.1632 %
Bottom
µ 2.251± 0.0020 2.245± 0.0022 GeV
σ 0.170± 0.0027 0.099± 0.0017 GeV
Σsmear 6.156± 0.1415 %
6 Hits
Top
µ 2.285± 0.00071 2.255± 0.00081 GeV
σ 0.130± 0.00089 0.083± 0.00065 GeV
Σsmear 4.358± 0.0485 %
Bottom
µ 2.254± 0.00072 2.260± 0.00069 GeV
σ 0.131± 0.00079 0.082± 0.00057 GeV
Σsmear 4.556± 0.0431 %
Table 11: Values for µ, σ, and Σsmear for all permutations of top and bottom tracks and 5
and 6 hit tracks.
and are the same height to make comparison easier. Observe how there is now good align-
ment between the momentum resolutions. There is still disagreement in the tails, but this
is not unexpected. It was found that Møller Monte Carlo already contained a sizeable num-
ber of full-energy electrons, so this sample was used rather than a pure full-energy electron
sample. Consequently, it is expected that some Møller contamination will remain.
9.3 Smearing the Møller Mass Resolution
With the smearing correction established, it is then possible to recalculate the Møller mass




































Here, m (e−e−) is the smeared invariant mass, ~pi is the smeared momentum of the i
th
particle, ~pi is the unsmeared momentum of the i
th particle, and m (e−e−) is the unsmeared
invariant mass.
Figure 74 shows the result of the Møller invariant mass distribution with smearing com-
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5-Hit Tracks 6-Hit Tracks
1.8 2.0 2.2 2.4 2.6 2.8 3.0
Momentum (GeV)
1.8 2.0 2.2 2.4 2.6 2.8 3.0
Momentum (GeV)
1.8 2.0 2.2 2.4 2.6 2.8 3.0
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Momentum (GeV)
Figure 73: An overlay of smeared Monte Carlo momentum distributions, depicted in red,
and unmodified data momentum distributions, depicted in blue. Top tracks are shown on
the top and bottom tracks on the bottom. Note that both peaks have their mean values
artificially set to 2.056 GeV and are scaled to have the same height. This is done to make a
visual comparison of the peak shape easier.
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Figure 74: A comparison of the smeared Monte Carlo Møller invariant mass peak on the
left and the unmodified data Møller invariant mass peak on the right. The peaks are now of
similar widths (σMC = 1.931 MeV vs. σdata = 2.061 MeV).
µ (MeV) σ (MeV) σerr (MeV)
Data 48.93 2.06 0.0120
Monte Carlo (Smeared) 48.35 1.93 0.0026
Monte Carlo (Unsmeared) 48.43 1.00 0.0033
Table 12: Møller mass resolution fit parameters for data and both smeared and unsmeared
Monte Carlo.
pared to the data invariant mass distribution, where it can be seen that they are much closer
in alignment. Table 12 shows the values of µ, σ, and σerr for data and both smeared and
unsmeared Monte Carlo.
9.4 A′ Mass Resolution Parameterization
To perform the resonance search, it is necessary to obtain a parameterization of the A′ mass
resolution. This can be achieved through the use of the smeared Møller mass resolution,
with two assumptions. The first is that the angular resolution in Monte Carlo does not differ
significantly from data. The second is that the difference between the data and Monte Carlo
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Figure 75: A comparison between the unsmeared invariant masses for 75 MeV A′ Monte
Carlo on the left and smeared invariant masses for 75 MeV A′ Monte Carlo on the right. The
smeared peak is now significantly wider (σunsmeared = 1.573 MeV vs. σdata = 3.081 MeV).
mass resolutions does not change as a function of momentum.
To do this, A′ Monte Carlo is generated with masses ranging from 35 MeV to 175 MeV.
The Monte Carlo is selected using the same methods described in Section 8 for radiative
tridents, with the additional requirement that the particles must be matched to an A′ truth
particle.
The same smearing process as was applied to the Møller Monte Carlo is then applied
to the A′ selection to produce an invariant mass distribution. Figure 75 shows an exam-
ple of a smeared and unsmeared invariant distribution for 75 MeV A′ Monte Carlo. The
mass resolution for the A′ distributions is obtained in the same manner as for the Møller
distributions.
Finally, the A′ mass resolution was fit with an O(4) polynomial to derive the final mass
resolution. Figure 76 shows the A′ mass resolution at each step in the process as well as fit
polynomials for both the smeared and unsmeared mass resolutions. Equation (32) gives the
final mass resolution parameterization, with mass in units of GeV.
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● Unsmeared A' ● Smeared A' ● Data Møller
◆ Unsmeared Møller ◇ Smeared Møller
Figure 76: The A′ mass resolution as a function of mass. The red and blue dots represent
the unsmeared and smeared A′ mass resolutions respectively. The filled diamond and empty
diamond represent the unsmeared and smeared Møller mass resolutions, respectively. The
lines represent the fit to the points, with the blue line representing the final mass resolution.
σmA′ (m) = 0.00038 + 0.041m− 0.27m
2 + 3.49m3 − 11.11m4 (32)
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10 Defining the Radiative Fraction






Here, Nupsig is the upper limit on the signal yield, mA′ is the mass of the A
′, and dNγ∗/dm
is the differential rate of the radiative process as a function of mass. All of these parameters
are available except for the differential rate. HPS measures instead the differential rate of the
background with respect to mass. To account for this, it is necessary to define the radiative
fraction.
The radiative fraction is defined as the ratio of the differential rate of the radiative















Here, dNbkg/dm is the differential rate of the entire background with respect to mass
and both dNtri/dm and dNWAB/dm are the corresponding differential rates for all tridents
and wide-angle Bremsstrahlung respectively. Using this, Equation (33) may be rewritten as







To quantify the radiative fraction, trident, wide-angle Bremsstrahlung, and radiative
trident Monte Carlo is taken and passed through the vertex selection cuts described in
Section 8. The radiative trident vertices are then further filtered to include only those where
the electron track has a mother particle with particle data group ID 622 (which HPS uses
to represent the A′). The trident and wide-angle Bremsstrahlung samples are not further
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Table 13: The fit χ2 values and F-statistics for each of the fits used to model the radiative
fraction. O(7) is the first that falls below the acceptance threshold of α = 0.05, and as such
is accepted.
modified.
The reconstructed mass distribution for each of the Monte Carlo samples is then calcu-
lated and scaled to the luminosity. The ratio of the trident and wide-angle Bremsstrahlung
to the radiative trident samples is then taken at each mass bin to form the radiative fraction.
The radiative fraction samples are then fit with polynomials of O(1) to O(9). An F-test re-
gression with threshold α = 0.05 is used to select the optimal fit model. The fit χ2 and
F-statistics for each order are given in Table 13. It is found that the O(7) is the optimal fit
model.
The parameterized radiative fraction is then selected to be Equation (35), with mass m
in units of GeV. The radiative fraction, and the contributions that go into calculating it,
are depicted by Figure 77.
frad(m) = 18048.5m

































Figure 77: The top plot depicts the values of dN/dm as a function of invariant mass for the
processes that go into the radiative fraction calculation. The bottom plot depicts the value




If an A′ exists within the acceptance of HPS, it is expected that it will manifest itself as
an excess in the e+e− invariant mass spectrum (a “bump”). The excess is expected to take
the form of a Gaußian centered at the mass of the A′ (mA′) with a width equal to the mass
resolution parameterization for that point as discussed in Section 9.
However, since the mass of the A′ is not known, it is necessary to search for it at all
possible masses. To do this, HPS employs a resonance search over a mass range of 39 MeV
to 179 MeV using a maximum likelihood fit ratio to test for the presence of a signal at a
given mass hypothesis.
The resonance search on the HPS 2016 data is performed similarly to the resonance
search performed on the 2015 engineering run data set, which is discussed in detail in [28].
An overview of the process is provided here and includes some upgrades to the previous
methodology.
Results are presented in two parts. A blinded analysis is first performed on 10% of the
full data set to establish the specifics of the procedure without the risk of bias inherent in
designing the procedure to the full data set. The results for this 10% analysis are presented
in Section 11.2. Once the 10% analysis is complete and its results are as expected, the
procedure is repeated for the 100% data set. These results are presented in Section 11.4.
11.1 Resonance Search Methodology
Since the mass of the A′ is unknown, it is necessary to search the e+e− invariant mass
distribution over a wide range of potential masses, called mass hypotheses.
To do this, a fit window is selected centered on the mass hypothesis, except for of cases
where the mass hypothesis is too near to the edge of the invariant mass distribution and
would extend into a region where there is no data. In these cases, the window is shifted such
that it starts at the same mass as the data, even if this results in the window no longer being
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centered on the mass hypothesis. The window is then scaled so that it ranges from [−1, 1].
The probability density function for this window is then defined by Equation (36).
P (me+e−) = µ · φ(me+e−|mA′ , σmA′ ) + 10
LN (me+e− |~t) (36)
Here, me+e− is the e
+e− invariant mass, µ is the signal yield, φ(me+e−|mA′ , σmA′ ) is a
Gaußian probability density function representing the signal, and LN(me+e−|~t) is a Legendre
polynomial of the first kind of order N with coefficients ~t =< t0, t1, ..., tN >, which represents
the background. The value of N and the size of the mass window are determined for every
mass hypothesis independently. This process is described in Sections 11.2.1 and 11.4.1 for
the blinded and unblinded analyses respectively.
A hypothesis test is constructed with a background-only null hypothesis, H0. This as-
sumes no signal, and thus µ = 0 in Equation (36). The alternative hypothesis, Hµ̂, assumes
that there is some signal so µ 6= 0. The certainty to which the null hypothesis may be
rejected is determined by calculating a likelihood ratio test statistic and associated p-value.
11.1.1 Likelihood Ratio Test
The most powerful statistical test possible is shown by the Neyman-Pearson lemma to be
















represents the Poisson likelihood function, µ is the signal yield, and ~θ
represents the nuisance parameters. The numerator represents the null hypothesis H0 where,
in the case of HPS, µ = 0, and
ˆ̂
~θ is the set of nuisance parameters which maximizes this
likelihood estimate. The denominator represents the alternative hypothesis Hµ̂ where the
signal yield is permitted to be non-zero. Similarly, ~̂θ is the set of nuisance parameters which
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maximizes this function [49]. Note that while the signal itself must be positive physically,
it is still useful to consider a “negative signal.” A deficit of events at the mass hypothesis
reduces the likelihood of a signal being present.
To define the likelihood ratio, consider a sample with bins ~n = (n1, ..., nN). The expec-
tation value of the ith bin may then be defined as per Equation (38) [49].
E [ni] = µsi + bi (38)
Here, si represents the number of signal events and is defined by Equation (39) while
bi represents the number of background events and is defined by Equation (40). µ is the

























are the probability density functions that describe the
signal and background, respectively. For HPS, these are the Gaußian and exponential Leg-
endre polynomial described in Equation (36). The likelihood function is then defined as the












A maximum likelihood fit of Equation (36) is performed using ROOT, once with µ
restricted to zero for H0 and once with µ as a free parameter for Hµ̂, to determine the
maximum value of the likelihood function for each of the hypotheses.
The degree to which the null hypothesis may be rejected can be quantified using the













Figure 78: A test statistic will distributed according to some probability density function.
For the case of HPS, q̃0 is distributed according to a Gaußian. A p-value represents the
likelihood that a test statistic at least as extreme as the observed value would be seen if the
null hypothesis were accurate. It is determined (for the HPS case of a right-tail test) by





f (q̃µ|µ) dq̃µ (42)
Here, q̃µ is the test statistic for a null hypothesis with signal yield µ and f (q̃µ|µ) is the
probability density function of the test statistic. In the case of HPS, the null hypothesis
signal yield is µ = 0. The test statistic, drawn from the ATLAS experiment [50], is then
given by Equation (43).
q̃0 =

−2 lnλ(0) µ̂ > 0
+2 lnλ(0) µ̂ ≤ 0
(43)
In the asymptotic limit, Wald’s and Wilk’s theorems can be used to show that the
test statistic will be Gaußian distributed and consequently, it’s p-value may be defined
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by Equation (42) [49] with µ = 0 and f (q̃0|0) specifically taking the form of the expected
Gaußian distribution for the test statistic. Combining these facts, the p-value may be written

















The null hypothesis may then be either accepted or rejected based on the value of p. By
convention, the threshold for rejecting H0 (also known as α) is chosen to be approximately
3× 10−7 [46].
However, this is complicated by the fact that many mass hypotheses are considered. Even
though a p-value at the discovery threshold is statistically unlikely, if enough points are
considered, it can eventually be probable that at least one of them will meet this condition.
Thus, the local p-value of a given mass point is not exceptionally interesting in and of itself.
Rather, a correction must be included to account for this issue. This is known as the “look
elsewhere effect.”
11.1.2 The Look-Elsewhere Effect
A p-value is not meaningful by itself when multiple tests are made of the same data sample.
It is instead necessary to account for the statistical probability of more rare p-values being
observed due to the number of tests performed.
If all p-value tests are independent, then the global p-value may be approximated by
Equation (45) for cases where plocal  1 [51].
pglobal = Nregions × plocal (45)
Here, Nregions is the number of independent search regions considered. In the HPS analy-
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sis, the step size for the resonance search is 1 MeV. This is smaller than the mass resolution,






Here, W is the width of the entire mass window in units of mass and σ̄m is the average
mass resolution across the search window. It is found that Nregions ≈ 32 [46].
11.1.3 Signal Yield Upper Limit
To set an upper limit on the signal yield, a new statistical test is performed. This test
follows the formulation described by the ATLAS collaboration in [50] but is reproduced in
part here. A null hypothesis H0 states that some signal yield µ̃ is equal to the signal yield.
An alternative hypothesis H1 is defined to state that µ̃ is less than the signal yield. A
likelihood ratio test may then be performed to determine whether or not the null hypothesis











Here, µ̂ is the signal yield from the background plus signal fit as described in Section
11.1.1. ~θµ are the nuisance parameters that maximize the likelihood functions, with µ̂ re-
ferring to the case of the background plus signal fit, 0 referring to the background-only fit,
and µ̃ referring to a background plus signal fit with the signal yield fixed to µ̃. A new test




−2 lnλ(µ) µ̂ > µ̃
+2 lnλ(µ) µ̂ ≤ µ̃
(48)
As with Equation (43), Equation (48) is understood to be distributed according to a
Gaußian distribution. Two p-values are then defined - one for the case where the background-
only hypothesis is true, and one for the case where the signal hypothesis is true. The signal





−q̃µ̃) q̃µ̃ < 0
1− Φ(
√




) q̃µ̃ > µ̃
2/σ2µ̂
(49)
Here, σµ̂ is the uncertainty on the signal yield of the background plus signal fit signal





−q̃µ̃ − µ̃/σµ̂) q̃µ̃ < 0
1− Φ(
√




) q̃µ̃ > µ̃
2/σ2µ̂
(50)
The CLs value is a measure of the confidence with which the null hypothesis may be
rejected, in a similar vein to the p-value. It is designed for improved sensitivity in cases





To set the upper limit, an initial value of µ̃ is selected equal to µ̂+1.64σµ̂ and the p-values
and CLs value is calculated. A target confidence threshold of α = 0.05 is desired. If the
CLs value is not within 0.001 of this value, it is modified and the process repeated. This
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continues iteratively until the CLs value is sufficiently close to 0.05. The value of µ̃ that
produces this result is set as the signal yield upper limit Nupsig .
11.1.4 ε2 Upper Limit






frad is the radiative fraction and is defined in Section 10. N
up
sig is the upper limit on the
signal yield and is defined in Section 11.1.3. α is the fine-structure constant and mA′ is the
mass hypothesis for a given search point. dNbkg/dm is differential rate of the background as
a function of mass and is calculated from the background-only fit function for a given mass
hypothesis.
11.2 10% Blinded Analysis
One of the challenges of the resonance search analysis is selecting a background fit model that
is sufficiently complex to describe the background while not being so complex that it over-fits
the data. An insufficiently complex background model may create the appearance of a false
signal simply because it is not able to describe the statistical variance in the background.
An overly complex model, on the other hand, can have too much freedom, causing it to fit
a signal and obscure it.
One way to work around this is to perform the analysis first on a smaller subset of the
data. The results of other experiments put an upper limit on how large a signal can exist,
so by selecting a sample that is too small to be sensitive to lesser signals, the background
may safely be assumed to be background alone.
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11.2.1 Selecting Background Models
For the HPS resonance search, a background model selection is broken down into two choices.
One is a background function, which is defined by Equation (52).
fbkg = 10
LN (me+e− |~t) (52)
The other is the size of the window, defined as an integer scaling factor nσ times the mass
resolution σmA′ for the mass hypothesis at which the fit is performed. Model complexity is
increased by increasing the fit polynomial order and conversely is decreased by increasing nσ
(or vice versa).
To determine the optimal background model, an invariant mass distribution is generated
from 10% of the available data using the selection cuts as defined in Section 8.
Many different models are considered. These include all permutations of model orders
N = {3, 5} and window sizes of 5σmA′ to 30σmA′ (in intervals of σmA′ ) for each mass in the
range mA′ = [39, 180) MeV in 1 MeV intervals. Only odd orders are chosen because the
signal, if it exists, is expected to be a Gaußian, which is even. Due to this and the fact that
the mass window is centered on the mass hypothesis, an odd order term in the Legendre
polynomial can not contribute bias to the signal yield due to orthogonality.
Consider a background model M(N, nσ) consisting of a fit function of O(N) and a
window size nσ×σmA′ , where nσ is the mass resolution window multiplier (a constant integer).
Each model is tested for each mass to determine if it is reasonable to use at mA′ . This is
done by first taking a toy distribution generator function Ξ, which is defined by performing
a maximum likelihood fit to the 10% invariant mass distribution using a polynomial of the
same form as Equation (52), but two orders higher. Ξ is then used to throw 10,000 toy Monte
Carlo distributions with statistics equal to that of the 10% invariant mass distribution.
The average values across all toys of the signal yield error and pull (as well as their RMS
errors) are calculated for each M(N, nσ) and plotted as a function of nσ for each mass
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hypothesis. Examples of the pull plots for 100 MeV are shown in Figure 79. Additionally,
the χ2 probability of the background-only fit is plotted. Examples of this plot for 100 MeV
are shown in Figure 80. From these values, a good model for each mass may then be selected.
To be selected as a “good model,” a given M(N, nσ) must first pass two criteria. First,
since the 10% data set is expected to not display any signal features, it is also expected
that the background-only fit should be reasonable. To ensure this, it is thus required that
the background fit function χ2-probability be greater than 10−2. An example selection for
100 MeV is shown in Figure 81. Second, it is also expected that the pull will be zero. An
example of this test for 100 MeV is shown in Figure 82. Because statistical fluctuations are
expected, however, there may be some variance. To allow for this, all M(N, nσ) must also
have a pull that is within 2σRMS of zero. M(N, nσ) that meet both these conditions are
considered “good.”
It is typical for multiple models at a given mass to meet the aforementioned conditions.
In this case, one model is selected to maximize stability and minimize fit complexity. The
switch from 10% of the data to 100% of the data could increase the shape complexity. It
is more conservative to choose a model in the center of the range of “good models” rather
than the edge. The largest acceptable window size will have the lowest complexity. This is
ideal because it minimizes the risk of over-fitting a signal. However, it is also the most likely
to be rendered insufficiently complex should the shape complexity increase upon the jump
to 100% statistics.
To balance these issues, the range of “good models” for each mass is selected via the
following procedure. If any set of window sizes for a given order contains five or more
consecutive window sizes, these consecutive window sizes are kept. For example, 100 MeV
has models that pass the goodness criteria with nσ = [5, 19] for O(3) and nσ = [5, 25] for
O(5). Consequently, both of these are considered stable ranges. The window size in the
middle of the stable range is selected since neither edge is desirable. In the case of 100 MeV,
this gives nσ = 12 and nσ = 15 for O(3) and O(5), respectively. If more than one polynomial
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Figure 79: Plots of the pull for 100 MeV as a function of window size nσ. For a window to
be considered “good,” it is expected that a pull of zero be within ±2σRMS. This value is
shown as the error bars for each point.
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Figure 80: A plot of the χ2-probability of the background-only fits for 100 MeV as a function
of window size nσ. “Good” models are expected to have χ
2 ≥ 10−2.
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Figure 81: A plot of the χ2-probability of the background-only fits for 100 MeV as a function
of window size nσ. The green box encompasses the models that pass the χ
2-probability test.
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Figure 82: A plot of the pull of the background-only fits for 100 MeV as a function of
window size nσ. The green box encompasses the models that pass the pull test. Note that
only models which also passed the χ2-probability test are considered. As such, even though
the range of, for instance, order 5 extends to nσ = 26, the valid range ends at nσ = 25
because nσ = 26 failed the χ
2-probability test. Note that when there is a discontinuity as in
order 3, the largest range is used and the others ignored.
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order has a stable range, the lower order is selected. Thus, for 100 MeV, a model of O(3)
with window size nσ = 12 is selected.
For some mA′ near the edges of the invariant mass distribution, there is no stable range.
In this case, the largest consecutive range is selected, and the middle window size is used. If
the largest range is the same for more than one model order, the lower order is again used.
The final models for each mA′ are defined in Table 14.
11.2.2 Effects of Mass Resolution Variance
Understanding the sensitivity of the resonance search to the mass resolution and its effects on
signal discrimination is important. To obtain a better preliminary understanding, a study of
masses 55 MeV, 100 MeV, and 175 MeV is performed. 1,000 toy distributions are generated
for each mass by fitting the invariant mass distribution using the same background fit model
described by Table 14. These are then injected with 10,000 signal events generated from A′
Monte Carlo of the appropriate mass.
Once the toys are generated, the resonance search is performed using the methodology
previously described and pulls are calculated from the results using Equation (53).
pull =
µ̂− fGaußian × 10, 000
σµ̂
(53)
Here, µ̂ is the signal yield and σµ̂ is the error in the signal yield. fGaußian is the fraction of
A′ Monte Carlo events (for a given mass) which are truth-matched to the correct “radiative”
electron and not the recoil.
This process is repeated for mass resolutions of rscale×σmA′ , where rscale is a scaling factor
applied to the mass resolution and ranges from 0.90 to 1.10. The resultant pulls are then
compiled and plotted for each mass as a function of rscale.
Figure 83 shows the results of this process. It is observed that some pull is measured
for all masses. This is expected since the Gaußian fit employed to fit the A′ signal does not
capture the radiative tail. It is also observed that the pull increases with mass, particularly at
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mA′ O nσ mA′ O nσ mA′ O nσ mA′ O nσ mA′ O nσ
39 5 18 68 3 7 97 3 13 126 3 13 155 3 8
40 5 19 69 5 11 98 3 13 127 3 13 156 3 7
41 5 14 70 5 11 99 3 13 128 3 13 157 3 9
42 5 13 71 5 11 100 3 12 129 3 13 158 3 7
43 5 13 72 5 11 101 3 10 130 3 12 159 3 8
44 5 11 73 5 11 102 3 11 131 3 12 160 3 8
45 5 12 74 3 8 103 3 11 132 3 12 161 3 8
46 5 12 75 3 8 104 3 14 133 3 12 162 3 9
47 5 8 76 3 8 105 3 10 134 3 12 163 3 8
48 5 8 77 3 9 106 3 10 135 3 12 164 3 9
49 5 9 78 3 9 107 3 10 136 3 12 165 3 8
50 5 9 79 3 9 108 3 11 137 3 12 166 3 8
51 5 8 80 3 10 109 3 10 138 3 12 167 3 9
52 5 8 81 3 10 110 3 11 139 3 12 168 3 10
53 5 8 82 3 10 111 3 11 140 3 12 169 3 9
54 5 9 83 3 11 112 3 11 141 3 9 170 5 10
55 5 9 84 3 11 113 3 14 142 3 10 171 3 9
56 5 9 85 3 12 114 3 14 143 3 9 172 5 10
57 5 9 86 3 7 115 3 14 144 3 9 173 3 10
58 5 9 87 3 12 116 3 14 145 3 9 174 3 9
59 5 9 88 3 12 117 3 14 146 3 8 175 5 10
60 5 10 89 3 12 118 3 14 147 3 8 176 3 9
61 5 9 90 3 12 119 3 14 148 3 9 177 5 9
62 5 9 91 3 12 120 3 14 149 5 13 178 3 9
63 3 8 92 3 14 121 3 14 150 3 8 179 3 11
64 3 8 93 3 13 122 3 14 151 3 8
65 3 8 94 3 14 123 3 13 152 3 8
66 3 7 95 3 13 124 3 13 153 3 8
67 3 7 96 3 13 125 3 13 154 3 8
Table 14: The final selection of models for each mA′ in the resonance search. All masses mA′
are in units of MeV.
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Pull vs. Mass Resolution Scale (mA′ = 55 MeV, O(5), nσ = 9)










Pull vs. Mass Resolution Scale (mA′ = 100 MeV, O(3), nσ = 12)










Pull vs. Mass Resolution Scale (mA′ = 175 MeV, O(5), nσ = 10)










Figure 83: Plots of the pulls as a function of percentage of the nominal mass resolution for
masses 55 MeV, 100 MeV, and 175 MeV for the models selected in Table 14. The black line
shows the general trend.
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175 MeV. This is also expected, as the radiative tail constitutes a relatively larger percentage
of the data at a given mass for regions with little data to begin with.
It is found that at 55 MeV, there is a roughly ±1% difference for 10% different mass
resolution. This is roughly ±12% for 100 MeV and ±7% for 175 MeV. With the actual mass
resolution being ≤ 3.5% (as discussed in Section 11.3), this is not concerning.
11.2.3 Effects of Signal Strength
It is unknown how strong a signal would manifest, should one be present. As such, it is
important to understand how the choice of a given model is affected by the strength of a
signal.
To study this, 1,000 toy distributions are generated for masses mA′ = {55, 100, 175}
MeV by fitting the invariant mass distribution using all combinations of fit orders O(3)
and O(5) and window sizes nσ = [5, 40]. Signal is then injected in varying strengths of
Nevents = {0, 102, 103, 104, 105, 106} events. The signal shape is generated from Monte
Carlo A′ events with momentum smearing to ensure that it resembles the expected signal
shape for a given mass as closely as possible.
The average pull is then extracted from the toy models using Equation (53) and plotted
as a function of the number of injected signal events for each combination of mass, order,
and window size. Plots for the specific background models described in Table 14 are shown
in Figure 84.
It can be observed from Figure 84 that there is no significant change in the measured
pull for signal strengths of ≤ 104 events. This is safe. Signal strengths higher than this are
excluded by other experiments and are thus not expected to be observed.
11.2.4 Analysis Results
The blinded resonance search is performed using the background models listed in Table 14.
No systematics are included at this stage, as this is not necessary to establish the validity of
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Pull vs. Signal Strength (mA′ = 55 MeV, O(5), nσ = 9)












Pull vs. Signal Strength (mA′ = 100 MeV, O(3), nσ = 12)










Pull vs. Signal Strength (mA′ = 175 MeV, O(5), nσ = 10)













Figure 84: Plots of pull vs. signal events injected for each of the studied masses. nσ and
order are chosen to align with the selected model for the mass in question listed in Table 14.
127
1σ Global Threshold














Figure 85: The distribution of local p-values for the HPS 2016 resonance search analysis
performed on 10% of the data with no systematics. The green line represents the threshold
for a 1σ global p-value. As expected, no signal is detected.
the models selected. The distribution of local p-values for each mass hypothesis is given in
Figure 85. The upper limit of the coupling constant ε2 is also given in Figure 86.
As expected, there is no p-value of significance and thus no detected signal. The blinded
analysis is judged to be successful and the model selection reasonable, and so unblinding
may proceed and the analysis may be performed on 100% of the data sample.
11.3 Systematics
For the unblinded 100% analysis, systematic errors are included. There are several sources
of systematic uncertainty. The statistical error in the invariant mass distribution is included
by definition in the upper limit calculations. The remaining sources of uncertainty are given
by Table 15.
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Observed Limit Median Limit ±1σ Confidence Interval ±2σ Confidence Interval
Figure 86: The upper limit on ε2 for the HPS 2016 resonance search analysis performed on
10% of the data with no systematics. The green and orange bands represent the ±1σ and
±2σ confidence intervals, respectively.
Source Affects
Target Position mr
Momentum Smearing frad, mr
Track Killing frad
MC Cross-Sections frad
Event Selection Cuts frad, mr
Table 15: The sources of systematic uncertainties and what values they affect.
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11.3.1 Uncertainty in the Mass Resolution
The mass resolution is affected meaningfully by two sources: the uncertainty in the target
position and the uncertainty in the momentum smearing.
Because A′ candidate particle tracks are generated with the constraint that the tracks
must originate at the target, the position of the target will affect the mass resolution un-
certainty. To study this effect, A′ Monte Carlo is generated using the same masses as were
used to calculate the mass resolution in Section 9, except that the target position is shifted
by ±0.5 mm. The difference between the mass resolutions at different target positions is
representative of the uncertainty due to the target position.
Figure 87 shows two results. On the top, it shows the mass resolutions for each of the
target positions as a function of mass and fit with a O(4) fit polynomial. The difference
between the mass resolution at the nominal and displaced target positions represents the
uncertainty due to the target position and is calculated as per Equation (54). Here, σnominal
is the nominal mass resolution, σlarger is the larger of either the displaced or nominal mass
resolutions, and σsmaller is the smaller of either the displaced or nominal mass resolutions.
For example, the −0.5 mm displaced mass resolution is larger than nominal, so it will be





The smearing coefficient systematic is calculated similarly fashion. The mass resolution
is calculated with a smearing coefficient ±1σ from the nominal mean. Figure 88 shows the
equivalent to Figure 87 for the smearing coefficient.
Finally, the total mass resolution systematic is calculated by adding the larger of the two
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Systematic Errors















Error (+0.5 mm) Error (-0.5 mm)
Figure 87: The mass resolutions and associated systematics generated from displacing the
target position by ±0.5 mm.
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Mass Resolutions




































Error (+1σ) Error (-1σ)
Figure 88: The mass resolutions and associated systematics generated from shifting the
smearing coefficients by ±1σ.
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Figure 89: The contributions to the total mass resolution systematic from each source as
well as the total mass resolution systematic itself.
σtotal =
√
Max [σ+0.5 mm, σ−0.5 mm]
2 + Max [σ+1σ, σ−1σ]
2 (55)
11.3.2 Uncertainty in frad
Almost all of the systematic effects were found to affect the radiative fraction at much less
than 1%, and are thus treated as negligible. The exception is the uncertainties in the Monte
Carlo cross-section, which is explored further. Figure 90 shows the cross-sections for radiative
tridents, all tridents, and wide-angle Bremsstrahlung.
The radiative and all trident process peaks are relatively Gaußian, and their widths may
be extracted by use of a Gaußian fit. This finds σ = 1% for the radiative peak and σ = 0.3%
for the all trident peak. The latter is sufficiently small that it may be treated as negligible.
It is not obvious how to measure the wide-angle Bremsstrahlung peak due to its irregular
shape. Conservatively, the mean-generated value of 0.0394 pb is used, giving a wide-angle
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Radiative Tridents









































Figure 90: Cross-sections for the Monte Carlo generated for radiative, all trident, and wide-
angle Bremsstrahlung processes.
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Bremsstrahlung cross-section uncertainty of 19.8%. As the wide-angle Bremsstrahlung pro-
cess contribution to the background is 32.64%, this translates to a 6.35% uncertainty on the
background.
Propagating these uncertainties through Equation 33, a total uncertainty on the radiative
fraction of 6.43% is found. This is rounded up to 7.0% for the analysis.
11.3.3 Including Systematics in the Results
To account for the mass resolution systematic effect on the p-value, 10,000 fits are performed
on the mass window for each mass hypothesis. For each of these fits, the mass resolution is
varied by a factor selected randomly according to a Gaußian distribution which is centered
on the mass resolution with a width equal to the mass resolution systematic. All other
values depending on the mass resolution, including the window size, still use the nominal
resolution. The p-value for a given mass point is then reported as the 84% quantile of the
list of p-values from each of the 10,000.
The reported upper limit is calculated in the same manner as the p-value - id est by
performing 10,000 fits with varying mass resolutions and then selecting the 84.1% quantile
of the results.
The ε2 upper limit is calculated in the same fashion, with one exception. Since the ε2
upper limit uses the radiative fraction, it must also account for the uncertainty in this value.
To do so, the radiative fraction is scaled by a factor of 0.93 to account for the roughly 7%
uncertainty.
11.4 100% Unblinded Analysis
The unblinded analysis produces the final p-value distribution and upper limits for the HPS
2016 resonance search. It is performed on 100% of the available data in the same manner as
described in Section 11.1.
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11.4.1 Adjusting Background Models
Upon unblinding, it was discovered that the blinded models were less stable at 100% statistics
than anticipated. This produced unexpected results in the upper limits and p-value. Figure
91 shows this effect. Observe that for the blinded case, the χ2 background-only fit statistic
starts to significantly drop off around nσ = 20. In an attempt to be conservative, the original
background model selection methodology selects a point in the middle of the good fit window
range, nσ = 12. However, in the unblinded case, it is clear that the background-only χ
2 fit
statistics drops off unacceptably after nσ = 10. This demonstrates that the model selection
methodology was insufficiently conservative.
For another way to look at this issue, consider Figure 92. Here, the difference between
the data and the background-only fit as well as the background with signal fit and the
background-only fit is shown for different window sizes. It can be seen that as the window
size is increased, the background-only fit becomes increasingly insufficient to describe the
data and an artificial “signal” is created. This, however, is only an artifact of the poor fit,
and not a feature of the data.
To correct for this, all of the window sizes are reduced. Additionally, the window sizes
are “smoothed” to reduce the mass-to-mass fluctuations which occur as an artifact of the
original model selection methodology. Lastly, the high-mass models are all set to be O(3).
The new model set used for the unblinded analysis is given by Equation (56).
M (N, nσ) =

O(5), nσ = 10 mA′ ≤ 46 MeV
O(5), nσ = 9 mA′ ≤ 66 MeV
O(3), nσ = 6 mA′ ≤ 99 MeV
O(3), nσ = 7 mA′ ≤ 121 MeV
O(3), nσ = 8 mA′ > 121 MeV
(56)
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Figure 91: A comparison of the χ2-probability for 46 MeV O(5) for both the 10% blinded
and 100% unblinded data sets. Observe that the χ2-probability falls off radically faster than
it did for the unblinded data set than it did for the blinded data set.
11.4.2 Analysis Results
First, the p-value distribution is generated. The same calculation is used as per the unblinded
results, except with the additions of the mass resolution systematic as described in Section
11.3.3. The p-value distribution is depicted in Figure 93. As with the blinded analysis, no
signal is found, so upper limits are set instead.
The upper limit on the signal yield is given by Figure 94. The upper limit on ε2 is given
by Figure 95.
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Figure 93: The distribution of local p-values for the HPS 2016 resonance search analysis
performed on 100% of the data with all systematics. The green line represents the threshold
for a 1σ global p-value.














Observed Limit Median Limit ±1σ Confidence Interval ±2σ Confidence Interval
Figure 94: The upper limit on the signal yield for the HPS 2016 resonance search analysis
performed on 100% of the data with no systematics. The green and orange bands represent
the ±1σ and ±2σ confidence intervals, respectively.
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Observed Limit Median Limit ±1σ Confidence Interval ±2σ Confidence Interval
Figure 95: The upper limit on ε2 for the HPS 2016 resonance search analysis performed on
100% of the data with no systematics. The green and orange bands represent the ±1σ and
±2σ confidence intervals, respectively.
12 Conclusion
The Heavy Photon Search experiment successfully conducted a resonance search analysis
for a heavy photon decaying into an e+e− pair over an invariant mass range of 39 MeV to
180 MeV. The resonance search did not discover any statistically significant signal in this
range. Mass-dependent upper limits of the coupling constant ε2 were established, and are
depicted alone in Figure 95 and in comparison to parameter space and other experiments in
Figure 96.
HPS did not exclude new territory in parameter space, but this is expected. With
only 6 days of data, the luminosity of HPS was too low to obtain a more powerful limit.
Nevertheless, it is shown that the HPS apparatus and data analysis procedures work as
expected. This paves the way for future HPS runs at higher luminosities to set more stringent
limits, particularly with the vertex search. The expected reach of HPS at full luminosity is































Figure 96: The final parameter space exclusion region for the HPS 2016 data run, overlaid
on the exclusion regions of other experiments.
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Figure 97: The expected reach of the HPS experiment vertex search at full luminosity.
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