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, $|x\theta|\geq 1(x\in X)$ $\theta$
. $p,$ $q$ , $p=q\theta$
$\theta$ , $P$ $q$ ( $q$ $P$
4y , $p\preceq q$ . , $p\preceq q$
, $|p|\geq|q|$ . $p\preceq q$ $q\preceq p$
, $P$ $q$
. , 2
– . $p\preceq q$ $p\neq q$
, $P\sim\prec q$ . $P$
$L(p)$ ,
$L(p)=\{w\in\Sigma^{+}|\exists\theta_{\mathrm{S}.\mathrm{t}}. w=p\theta\}$
. , $\Sigma=\{a, b\}$ , $p=$
axby $(x, y\in X)$ , $p$
,
$L(p)=$ {aaba, aabb, abba, abbb, aaaba, $\cdots$ }
. $L$
, $L$ . ,
$w\in\Sigma^{+}$ , $w\in L(p)$ ,
$|p|\leq|w|$ . , $L(p)\subseteq$
$\Sigma^{\geq|p|}$ , , $L(p)$
, $|p|$ . ,
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$P$ , $P$ , $T_{1},$ $T_{2}$







. , $\iota_{\tau}$ $L(T)$
.
21 $T=(p, T_{1} ; p^{c}, T2)$ .
(i) $|p|\leq i_{T}$ .
(ii) $|p|<\iota_{\tau}$ , $L(T)=L(T’)$ , $|p’|=l_{T}$
$T’=(p’, \tau_{1}’ ; p2)\prime_{C}, \tau’$ .
, $L(T)$ $T$




. , $T$ $T’$ $P$
, $l_{T’}$ .
22 $T,$ $T’$ ,
:
$L(T)\subseteq L(T’)$
$\Leftrightarrow L(q)\cap L(T)\subseteq L(T_{1}’),$ $L(q^{c})\cap L(T)\subseteq L(T_{2}’)$ .
, $T’=(q, T_{1}’; q^{C},\tau’)2$ .
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2.5 (Sato et $\mathrm{a}1.[8],$ $\mathrm{M}\mathrm{u}\mathrm{k}\mathrm{o}\mathrm{u}\mathrm{c}\mathrm{h}\mathrm{i}[7]$) $\#\Sigma$ $\geq$
$2k-1$ .
$S_{1}(p)\subseteq L(q_{1})\cup\cdots\cup L(q_{k})$
$\Leftrightarrow L(p)\subseteq L(q1)\cup\cdots\cup L(q_{k})$
$\Leftrightarrow\exists i(1\leq i\leq k)\mathrm{s}.\mathrm{t}$ . $p\preceq q_{i}$
, $S_{1}(p)=\{w\in L(p)||w|=|p|\}$ .
$L(T)\subseteq L(T’)$
$\Leftrightarrow L(q)\cap L(T)\subseteq L(\tau_{1}),$ $L(q^{c})\cap L(T)\subseteq L(\tau_{2})$ .
, $T’=(q, \tau_{1} ; q^{C}, \mathcal{T}_{2})$ .
, $L(T)\subseteq L(T’)$
, $L(\pi_{1})\cap L(\pi_{2})\cap\cdots\cap$
$L(\pi_{n})\subseteq L(\tau)(\pi_{i},$ $\tau$ co-
) . , 1 $T$
, $L(T)\subseteq(L(q)\mathrm{n}L(S_{1}))\cup(L(q^{C})\cap L(s^{C})2)$
( , $q,$ $s_{1},$ $S_{2}\in \mathcal{R}\mathcal{P}$) ,
, :
$L(q)\cap L(xaby)\cap L(axbby^{c})\subseteq L(s_{1})$ ,
$L(q)\cap L(xaby^{c})\cap L(xayb)\subseteq L(s_{1})$ ,
$L(q^{c})\cap L(xaby)\cap L(aXbby^{c})\subseteq L(S_{2}^{C})$ ,
$L(q^{c})\cap L(xaby^{c})\cap L(xayb)\subseteq L(s_{2}^{c})$ .
$P,$ $Q$ ,
:
$P\subseteq Q\Leftrightarrow\forall p\in P,$ $\exists q\in Q\mathrm{s}.\mathrm{t}$. $p\preceq q$ .
2.4 $\#\Sigma\geq 2k-1,$ $q_{i}\neq\chi(i=1, \cdots, k)$ .
(i) $\bigcap_{i=}^{m_{1}}L(p_{i})\mathrm{n}\mathrm{n}j=1L(q^{C}j)k\subseteq L(q)$
$\Leftrightarrow\bigcap_{i=1}^{m}L(p_{i})\subseteq L(q)\cup\bigcup_{j=}^{k}1(Lq_{j})$




, $P$ , $\mathrm{m}\mathrm{i}(P)$ $P$
.







$\mathrm{m}\mathrm{i}$ ( $\{q_{1}$ , xaby}) $\subseteq$ {axbby, $q_{2}$ },
$\mathrm{m}\mathrm{i}$ ( $\{q_{1}$ , xayb}) $\subseteq$ {xaby, $q_{2}$ },
$\mathrm{m}\mathrm{i}(\{xaby, q_{3}\})\subseteq$ {axbby, $q_{1}$ },
$\mathrm{m}\mathrm{i}(\{xayb, q_{3}\})\subseteq$ {xaby, $q_{1}$ }.
, 24 , 2
.
26 $\#\Sigma\geq 5$ , $T=(q,\tau_{1} ; q^{c}, s_{2}),$ $T’=$
$(p, \pi_{1};p^{C}, \pi_{2})$ , $n=\iota_{\tau}=l_{T’}$
, $p,$ $\pi_{2},$ $q,$ $s2\neq\chi,$ $\phi$ .
$L(T’)\subseteq L(T)$ , $\pi_{2}\in \mathcal{R}\mathcal{P}$ .
3 .‘\acute
3.1
$w_{1},$ $w_{2},$ $\cdots$ $L$
, $\{w_{n}|n\geq 1\}=L$
. $\sigma=w_{1},$ $w_{2},$ $\cdots$ $n$
$\sigma[n]$ .
$\mathcal{L}=L_{1},$ $L_{2},$ $\cdots$
(indexed family of recursive languages)
, $f$ : $N\cross\Sigma^{*}arrow\{0,1\}$
: $f(i, w)=1$ , if $w\in L_{i;}0$ , if






, $\sigma[n]$ , $M$
$M(\sigma[n])$ . $M$
$\sigma$ , $g\in N$
, $m\in N$ , $n\geq m$
67
, $M(\sigma[n])=g$ . $M$
$L$ (identification in the
limit) ( , ) , $L$
, $M$ $L_{i}=L$ $i$























: $w_{1},$ $w_{2},$ $\cdots$ ;
: $T_{1},$ $T_{2},$ $\cdots$ ;
begin
$s:=\phi)$. $To:=(\emptyset, x;x, \phi)$ ; $n:=1$ ;
repeat
read the next datum $w_{n}$ ; $S:=S\cup\{w_{n}\}$ ;
if $w_{n}\not\in L(T_{n-1})$ then $T_{n}:=\mathrm{M}\mathrm{I}\mathrm{N}\mathrm{L}_{\mathcal{T}}(S)$
else $T_{n}:=T_{n-1}$ ;





$T\in \mathcal{T}$ 1 . ,
$T=\mathrm{M}\mathrm{I}\mathrm{N}\mathrm{L}\tau(S)$ , $S\subseteq L(T’)\subseteq L(T)$
$T’\in \mathcal{T}$ .
, $S$ , $S$
.















$l_{\max}= \max\{|w||w\in S\},$ $n= \min\{|w||w\in S\}$ ,
$m=\# S$ .
34( [10]) co-
$\mathrm{c}\mathrm{o}- \mathcal{R}\mathcal{P}\mathcal{L}$ , $S\subseteq\Sigma^{+}$
$n$ $\mathrm{c}\mathrm{o}-$- $O(l_{\max}^{2}m)$
$\mathrm{C}\mathrm{O}- \mathrm{M}\mathrm{I}\mathrm{N}\mathrm{L}- \mathrm{C}\circ \mathcal{R}p$ .
, $\mathrm{Z}_{\max}=\max\{|w||w\in S\},$ $n= \min\{|w||$











$T=(q, x;q^{C}, T),$ $L(T)=L(q)\cup(L(q)C\cap L(_{\mathcal{T})})$
68
1 , $q=\phi$ , $q=\chi$
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