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ALGEBRAS
by Richard Paul Slessor
The work presented in this thesis is concerned with algebraic coding theory, with
a particular focus on space-time codes constructed from crossed product algebras.
This thesis is divided into three parts. In the ﬁrst part we will present a method
for constructing codes from crossed product algebras and derive bounds on their
performance. The second part concerns itself with codes constructed from cyclic
algebras. Finally in the third part, constructions based on biquadratic crossed
product algebras are considered.
It is well known that two important design criteria in the construction of space-
time codes are the rank criterion and the determinant criterion. The rank criterion
is closely linked to the notion of fully diverse codes. Constructing codes that
are fully diverse led to the study of codes based on division algebras. To give
explicit constructions of codes, central simple algebras were considered and in
particular crossed product algebras. In this thesis we derive bounds on the minimum
determinant of codes constructed from crossed product algebras.
A lot of work has focused on constructing codes based on cyclic division
algebras. The well known perfect space-time block codes are codes that satisfy a
variety of coding constraints that make them very efﬁcient for coding. We consider
the performance of these codes and prove that the best known examples are optimal
with respect to the coding gain.
Finally we consider codes based on biquadratic crossed product algebras, where
the Galois group of the underlying ﬁeld extension is isomorphic to the Klein four-
group. It has been shown that these codes can satisfy a large number of coding
criteria and exhibit very good performance. We prove the optimality of the best
known code.Contents
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viIntroduction
Due to the rise in use of wireless communication, there has been a great deal of
interest in investigating how the amount of information transmitted can be increased.
Following the work in [13], [14], [42] and [43], a lot of research has considered
MIMO (multiple-input multiple-output) communication, since it is shown that
MIMO systems can be used to increase the amount of transmitted information.
The design criteria of MIMO codes with perfect channel state information
(CSI) that was established in [14] led to the development of space-time codes[42],
speciﬁcally space-time trellis codes (STTCs). In this thesis we will be concerned
with another class of space-time codes called space-time block codes (STBCs)
[41]. A STBC C consists of a set of nt  T matrices with entries in C.
In [42] a bound on the pairwise probability of error of a space-time code is
derived, i.e. a bound on the probability of receiving a message and decoding it
incorrectly. Obviously for an efﬁcient code we would like the probability of an
error occurring to be as small as possible. This bound led the authors to develop
two design criteria: the rank criterion and the determinant criterion. The rank
criterion states that in order to maximise the diversity gain we require the differ-
ence of any two distinct matrices X;X0 2 C to be full rank. A code satisfying this
property is called fully diverse. Once the rank criterion has been satisﬁed, the deter-
minant criterion states that in order to maximise the coding gain, the determinant
of (X   X0)(X   X0)
t
, taken over all pairs of distinct codewords in C, must be
maximised.
Finding codes that are fully diverse led to an interest in constructing codes from
division algebras [34], in particular cyclic division algebras. This work generated a
lot of interest and in [37] constructions of codes based on crossed product algebras
were given. An approach based on cyclic division algebras, which differs from
1[34] was given in [29]. This paper introduced perfect space-time block codes
(PSTBCs). These codes satisfy a large number of properties including an energy
constraint that is related to the cubic lattice Zn. In [29] the authors give examples
of perfect codes in dimensions 2;3;4 and 6.
In [5] it is shown that PSTBCs only exist in these dimensions, although by
relaxing the deﬁnition slightly PSTBCs can exist for any number of antennas [11].
We will largely be interested in the former case. The optimality of perfect codes has
been studied and in [27] it is shown that the golden code, a PSTBC of dimension 2
presented in [3], is optimal with respect to the coding gain.
Codes from non-cyclic division algebras that satisfy a variety of coding con-
straints including the energy constraint have also been investigated. In [4] the
authors consider biquadratic crossed product algebras and construct a code with
good performance in dimension 4.
We would like now to introduce the MIMO transmission system and certain
important aspects of wireless communication. Following this we will brieﬂy discuss
the pairwise probability of error discussed above.
The Transmission Scheme
Modelling the Communication Channel
The basic structure of a MIMO system is as follows: encoded signals are transmitted
from nt transmit antennas and then received by nr receive antennas. However the
transmission is not ﬂawless. The signals are attenuated due to various obstacles in
the channel environment. Furthermore a signal can be reﬂected several times before
reaching its destination, as well as being interfered by (and interfering with) other
signals. This effect on the signal is known as fading. In addition, the noise in the
environment must also be considered.
Let xit represent the complex signal transmitted by the ith antenna at time t and
let yjt represent the signal received by the jth antenna at time t. Also denote by
hji the fading from the ith transmit antenna to the jth receive antenna and let vjt
denote the noise at the jth receive antenna at time t. All of these coefﬁcients are
assumed to be complex.
Consider the case of two transmit antennas and two receive antennas. This can
2be modelled as follows:
y1t = h11x1t + h12x2t + v1t
y2t = h21x1t + h22x2t + v2t
Note that the fading coefﬁcients hji are approximated to be constant over some
period of time. We are able to do this, as it is reasonable to assume that there is a
time interval T during which the channel remains constant. This period T is called
the coherence interval.
Consider the case above of two transmit antennas and two receive antennas with
a coherence interval T = 2. The ﬁrst antenna receives consecutively a signal which
is the sum of two transmitted signals with fading and some noise:
y11 = h11x11 + h12x21 + v11
y12 = h11x12 + h12x22 + v12
Similarly, the second antenna receives
y21 = h11x12 + h12x22 + v21
y22 = h21x12 + h22x22 + v22
The above equations can be written as the matrix equation
 
y11 y12
y21 y22
!
=
 
h11 h12
h21 h22
!

 
x11 x12
x21 x22
!
+
 
v11 v12
v21 v22
!
(1)
It is easy to see that this model can be expanded to nt transmit antennas, nr receive
antennas and an arbitrary coherence interval T. At time t the nt transmit antennas
each send one signal, this can be written as the vector xt =
0
B B
@
x1t
. . .
xntt
1
C C
A. Each xit
will be received by all nr receive antennas, so a given xit follows nr different paths,
each with a given fading coefﬁcient hji, to reach its nr destinations. Therefore a
given receive antenna will obtain a signal that is the sum of nt transmitted signals
with fading and some noise. So for a given coherence interval T, during which the
channel is assumed constant, Equation 1 can be rewritten as
YnrT = Hnrnt  XntT + VnrT: (2)
3We will sometimes drop the subscripts and simply rewrite Equation 2 as
Y = H  X + V
As we have seen, in this system a transmitter sends a message X and it is then up
to the receiver to recover this original message from their received signal Y. A
crucial point is how sure can a receiver be of recovering the correct message from its
received signal, or in other words how reliable is the system. This is where coding
comes into play. The basic idea is that instead of sending a message directly, we
ﬁrst encode the message to get a codeword, which is a function of the original data
and will again be denoted by X. It is the codeword that is then transmitted and we
call the set of all possible codewords the codebook denoted by C. Our system then
consists of a set of information symbols, i.e. the data to be sent, which is the input
to an encoder. The encoder then maps the information symbols to a codeword X
that is then transmitted. The receiver obtains Y = H  X + V. It is the role of a
decoder to recover the original information symbols from Y, see Figure 1.
Since the encoding here is done over space (multiple antennas) and time (multi-
ple time slots), this type of coding is known as Space-Time Coding.
The Channel
Encoder Decoder
Transmitted Matrix
X
Received Matrix
Y
Original
symbols
Decoded
symbols
Figure 1: Transmission Scheme
Transmission Channel
We now go into a little more detail on the fading channel in our communication
system. Throughout this thesis we will assume that the receiver has perfect Channel
State Information (CSI), i.e. the receiver has perfect knowledge of the fading
matrix H. This is also known as the coherent case. This can be achieved via
4the introduction of pilot symbols that can then be used to estimate the channel
accurately.
The channel we will consider is the Rayleigh Fading channel. In this system
the elements of the channel matrix H are assumed to be independent, complex-
gaussian random variables with zero mean. As mentioned earlier, we will assume
that our channel remains constant for some coherence interval T, this is known as
the quasi-static fading channel. For further information on fading channels see
[7].
Furthermore we will assume that the noise in our channel is Additive White
Gaussian Noise (AWGN). In this case the elements of the noise matrix V are
independent, complex-gaussian distributed elements with zero mean and variance
2.
Coding Requirements
Diversity
A key difference between wireless and wired environments is that in the wireless
setting the attenuation of a signal, due to fading, must be considered. If this
attenuation is too severe a receiver will not be able to reliably recover a transmitted
signal. Therefore a less-attenuated copy of the transmitted signal must also be
provided to the receiver. This method is known as diversity. The notion of diversity
is considered the most important factor in reliable wireless communication [42].
There are various different diversity techniques including:
 Temporal diversity: The same signal is transmitted in multiple time slots.
In this way the receiver is provided with replicas of the transmitted signal via
redundancy in the temporal domain.
 Frequency diversity: The same signal is transmitted on multiple frequency
channels. In this way the receiver is provided with replicas of the transmitted
signal via redundancy in the frequency domain.
 Spatial diversity: The same signal is transmitted using multiple transmit
antennas and/or multiple receive antennas. In this way the receiver is provided
with replicas of the transmitted signal via redundancy in the spatial domain.
5Performance Criterion
A question to ask at this point is what process does the receiver follow in order to
decode the received matrix Y = H  X + V. In our system the receiver knows
the codebook C and also the fading matrix H. They are therefore able to compute
the faded codebook fH  XjX 2 Cg. One can then choose to decode Y as the
codeword that minimises the distance between HX and Y. Therefore our decoded
codeword ^ X is taken to be an element of the following set:
fX 2 C : kH  X   Yk2 = min
X2C
kH  X   Yk2g
with our norm taken to be the Frobenius norm, kMk2 = Tr(MMy), where Tr
denotes the matrix trace and My denotes the conjugate transpose of M.
It is clear that an error will have occurred in our decoding if ^ X 6= X. We are able
to formalise the reliability of our channel by computing the pairwise probability of
error, namely, the probability of sending X and decoding it incorrectly as ^ X 6= X.
We will write this probability as P(X ! ^ X).
An upper bound for this probability in the case of Rayleigh Space-Time codes
has been formulated in [42]. We ﬁrst set some notation. We deﬁne the codeword
distance matrix as
A(X; ^ X) = (X   ^ X)(X   ^ X)y:
Let r be the rank of A and denote by 1;:::;r the non-zero eigenvalues of A.
Denote by Es = E(jxijj2), where X = (xij)i;j. An important measure is that of
the Signal-to-Noise Ratio (SNR). We deﬁne the SNR at the receiver as
E(kH  Xk2)
E(kVk2)
=
ntEs
N0
:
where N0 is the noise power spectral density. The authors in [42] then show that
an upper bound for the pairwise probability of error P(X ! ^ X) is given by
P(X ! ^ X) 
 r Y
i=1
i
 nr

 Es
4N0
 rnr
: (3)
Note this is an asymptotic bound.
The diversity gain of the code is deﬁned as minfrnrg taken over all possible
codewords. This upper bound for P(X ! ^ X) leads to the following design criterion
[42]:
6 Rank Criterion: In order to achieve the maximum diversity gain ntnr, we
ask that the rank of (X   ^ X) for any codewords X 6= ^ X 2 C must be
maximal.
 Determinant Criterion: If a maximum diversity gain is the target, then the
minimum determinant of A(X; ^ X), taken over all possible X 6= ^ X 2 C,
must be maximised.
To expand on the determinant criterion, consider the case of full rank codes. In this
instance we have that det(A) =
nt Y
i=1
i 6= 0 (for X 6= ^ X) and we say that the code
is fully diverse. As mentioned earlier, division algebras provide us with a means of
constructing codes that are fully diverse.
We set the following notation:
min(C) = inf fjdet(X   ^ X)j2 j X 6= ^ X 2 Cg:
The real number min(C) is called the minimum determinant of the code. In the
square case (nt = nr = T) with common value denoted n, Equation 3 can be
rewritten as
P(X ! ^ X) 

min(C)n; (4)
where  is a function that depends on the minimum determinant and the SNR. The
function  is a decreasing function that converges to zero as the SNR tends to
inﬁnity. Furthermore, as the size of the minimum determinant increases, so does
the speed of convergence. Hence a large minimum determinant min(C) means that
our code C will have a small pairwise probability of error (for a SNR not too large).
Further details can be found in [42].
A major factor in the design of codes is how to ensure that the minimum
determinant is bounded away from zero. The construction of such codes will be
discussed in Section 2.1.
The ﬁrst chapter in this thesis gives the necessary deﬁnitions and results from
the theory of number ﬁelds and central simple algebras that will be needed in our
study. In particular, it introduces the notion of a crossed product algebra and a cyclic
algebra.
Chapter 2 then explains how we are able to construct codes that satisfy certain
coding properties from crossed product algebras. It introduces an important coding
7constraint, called the energy constraint and links this notion to the theory of complex
ideal lattices. We end the chapter by providing bounds on the performance of codes
constructed from crossed product algebras.
In Chapter 3 we restrict ourselves to codes based on cyclic algebras. We
introduce perfect space-time block codes and give several examples. We then
consider the optimality of these perfect codes.
Then in Chapter 4 we consider biquadratic codes. We detail their construction
and give the best known example. Finally we consider the optimality of this
example.
8Chapter 1
Mathematical Background
This chapter is concerned with providing the mathematical framework that will
be necessary to study the codes in this thesis. We ﬁrst introduce some ideas from
algebraic number theory, because it will be shown that the performance of the
codes we will consider is closely linked to the discriminant ideal of a number ﬁeld
extension. Our starting point for this discussion is the ﬁeld of rational numbers Q.
A ﬁnite algebraic extension of Q is known as an (algebraic) number ﬁeld and the
set of algebraic integers of a ﬁeld K forms a ring called the ring of integers of
K, denoted OK. It is well known that the ring of integers of a number ﬁeld is a
Dedekind domain. As one might expect the ring of integers of Q is simply Z. A
lot of our work will be based around extensions of algebraic number ﬁelds and their
respective rings of integers.
We then go on to introduce central simple algebras, which play a key part in the
construction of the codes. Our focus will be on crossed product algebras and cyclic
algebras. As mentioned in the Introduction, division algebras will play a key part in
our discussion.
1.1 Hermitian Lattices
Before providing details on algebraic number ﬁelds, we would like to introduce a
few generalities on hermitian lattices.
Deﬁnition 1.1.1. Let K=Q be a totally imaginary quadratic ﬁeld extension with
non-trivial automorphism K ! K, u 7!  u, i.e. K = Q(
p
 z) for some z 2 Z+.
9A hermitian OK-lattice is a pair (M;h), where M is a free OK-module and
h : M  M ! OK is a hermitian form with respect to complex conjugation.
Consider two hermitian OK-lattices (M;h) and (M0;h0). If there exists an
OK-module isomorphism f : M ~ !M0 satisfying
h(x;y) = h0(f(x);f(y)) for all x;y 2 M
then (M;h) and (M0;h0) are said to be isomorphic.
The lattice (M;h) is called positive deﬁnite if h(x;x) > 0 for all x 2 Mnf0g.
Deﬁnition 1.1.2. The hermitian OK-lattice (On
K;h0) where n  1 and
h0 : On
K  On
K ! OK; (x;y) 7!  xty
is called the cubic lattice of rank n.
Remark A hermitian OK-lattice (M;h) is isomorphic to the cubic lattice if
and only if M has an orthonormal OK-basis with respect to the hermitian form h.
In this case (M;h) is positive deﬁnite.
Proposition 1.1.3. Let (M;h) be a hermitian OK lattice and let e1;:::;en be an
OK-basis of M. Then the determinant of the matrix H = (h(ei;ej)) lies in Z and
is independent of the chosen basis.
Proof. By the deﬁnition of the hermitian form h, every entry of H and therefore the
determinant of H lies in OK. Furthermore the matrix H is a hermitian matrix, i.e.
H =  Ht, which implies det(H) = det(H) = det(H). Therefore the determinant
of H also lies in R. Hence det(H) 2 OK\R = Z, since K=Q is a totally imaginary
quadratic ﬁeld extension.
Now under a change of basis of M the determinant of H is multiplied by a
non-zero element of OK of the form  , where  is an invertible element of OK.
Hence   is a real positive unit of OK. Since K=Q is a totally imaginary quadratic
ﬁeld extension, we see that   = 1.
Deﬁnition 1.1.4. The determinant of the lattice (M;h) is deﬁned as the determi-
nant of the matrix (h(ei;ej)) for any OK-basis e1;:::;en of M.
Proposition 1.1.5. If (M;h) is isomorphic to the cubic lattice, then det(M;h) = 1.
10Proof. Assume (M;h) is isomorphic to the cubic lattice. Then by the remark above
there exists an orthonormal OK-basis and therefore the matrix H is necessarily the
identity matrix. Hence det(M;h) = 1.
1.2 Algebraic Number Fields
The theory of ideals is key to the study of number ﬁelds. We therefore introduce
some basic notions of ideals and a very important theorem that describes the
factorisation of an ideal in the ring of integers of a number ﬁeld.
Deﬁnition 1.2.1. Let R be an integral domain and K its ﬁeld of fractions. An R-
submodule M of K is called a fractional ideal of R if xM  R for some non-zero
x in R. Note that integral ideals (i.e. ideals in the standard deﬁnition) can be seen
as fractional ideals by simply taking x equal to one.
Deﬁnition 1.2.2. Let R be an integral domain and K its ﬁeld of fractions. A
submodule M of K is called invertible if there exists some submodule N of K such
that MN = R.
Theorem 1.2.3. [23] If I is a non-zero fractional ideal of a Dedekind domain R,
then I has a unique prime ideal factorisation p
n1
1 p
n2
2 pnr
r , with ni 2 Z and
almost all ni = 0. Consequently, the non-zero fractional ideals form a group under
multiplication.
Deﬁnition 1.2.4. Let I and J be non-zero integral ideals in a Dedekind domain R.
We say that I divides J, denoted IjJ, if J = KI for some integral ideal K.
Proposition 1.2.5. [6] Let I and J be non-zero integral ideals, then IjJ if and only
if J  I.
Remark It is therefore clear that IjK if each prime ideal factor of I is also a
factor of J.
As mentioned in Deﬁnition 1.1.1, a quadratic ﬁeld K is called totally imaginary
if K = Q(
p
 z) for some z 2 Z+. We can expand this deﬁnition for a number
ﬁeld of arbitrary degree.
Deﬁnition 1.2.6. A number ﬁeld K is called totally real if the image of every
embedding from K into C lies in R and called totally imaginary if the image of
every embedding from K into C does not lie in R.
11Deﬁnition 1.2.7. Let K be a number ﬁeld. If K is totally imaginary and a quadratic
extension of a totally real ﬁeld, then K is called a CM-ﬁeld.
Deﬁnition 1.2.8. Let K be a number ﬁeld closed under complex conjugation. A
unit u in K is called unimodular if juj2 := u   u = 1.
Theorem 1.2.9. [8] Let K be a number ﬁeld closed under complex conjugation.
Then K contains unimodular units that are not roots of unity if and only if K is
totally imaginary and not a CM-ﬁeld.
1.2.1 Decomposition of Prime Ideals
Given an extension of number ﬁelds L=K of degree n, we will need to examine
how prime ideals of OK decompose into prime ideals of OL. We have the following
diagram:
K  L
[ [
OK  OL
Note that OL is the integral closure of OK in L. Now consider a prime ideal p
of OK, which we will sometimes refer to as a prime ideal of K. What can we say
about the distinct prime ideals Pi of OL in the following equation
pOL = P
e1
1 Per
r
for some ei 2 N, known as the ramiﬁcation index of Pi over p, denoted ePijp.
There are in fact three possibilities:
 p remains inert in OL : pOL = P
 p splits in OL : pOL = P1 Pm
m > 1
 p ramiﬁes in OL : pOL = P
e1
1 Per
r
where at least one ei > 1.
We will often be interested simply in whether a prime ideal ramiﬁes or does
not ramify. If a prime ideal p remains inert or splits in OL then it is said to be
12unramiﬁed. We can illustrate the point above with a simple example. Let K = Q
and L = Q(i), with OK = Z and OL = Z[i]. We consider the decomposition of
the primes 2, 3 and 5 in Z[i].
 3 remains inert in Z[i] : (3)Z[i] = (3)
 5 splits in Z[i] : (5)Z[i] = (1 + 2i)  (1   2i)
 2 ramiﬁes in Z[i] : (2)Z[i] = (1   i)2
since (1 + i) and (1   i) differ only by a unit in
Z[i].
In each of these cases we say that Pi lies above p.
Lemma 1.2.10. A prime ideal Pi  OL lies above p if and only if Pi
T
OK = p.
Proof. If Pi lies above p then clearly p  Pi \ K and Pi \ K 6= OK. As p is
maximal, this implies p = Pi \K. For the converse we have p  P, which implies
pOL  P. Hence P must occur in the factorisation of pOL.
Deﬁnition 1.2.11. If Pi lies above p we will denote by fPijp the degree of the
residue class ﬁeld extension OL=Pi over OK=p and call it the residue class degree
(of Pi over p).
Theorem 1.2.12. [19] We keep the notation above and suppose that
pOL = P
e1
1 P
eg
g
with distinct prime ideals Pi of OL and ei > 0. Let fi = fPijp. Then
g X
i=1
eifi = [L : K]:
We should also note that there are two types of ramiﬁcation.
Deﬁnition 1.2.13. Let p be a prime ideal that ramiﬁes in L=K, so pOL = P
e1
1
P
eg
g where at least one ei > 1. Let Pi be a prime ideal of OL with ePijp > 1
and let p be the characteristic of the residue class ﬁeld OK=p. If p - ePijp then we
say that Pi is tamely ramiﬁed over p and wildly ramiﬁed otherwise.
13We say that a prime ideal p splits completely in L=K if pOL is a product of
[L : K] distinct prime ideals. We will sometimes be interested in the decomposition
of a prime ideal in the compositum of two extensions.
Proposition 1.2.14. Let K1 and K2 be two extensions of K. Let p be a prime ideal
of K that splits completely in K1 and K2. Then p also splits completely in the
compositum K1K2. Furthermore if p is a prime ideal of K that is unramiﬁed in K1
and K2, then p is also unramiﬁed in K1K2.
Proof. See [22], proof of Proposition 4.9.1 and Proposition 4.9.2.
In the case where L=K is a Galois extension we can be more speciﬁc about the
decomposition of a prime ideal p.
Proposition 1.2.15. [19] Assume L=K is Galois of degree n. Let p be a prime
ideal of OK. The action of Gal(L=K) transitively permutes the prime ideals Pi of
OL lying over p. Furthermore for any prime ideal p of OK and for any prime ideals
Pi;Pj  L that lie above p we have ePijp = ePjjp. If we denote this common
value by e then
pOL = (P1 Pg)e: (1.1)
All the residue class degrees fPijp are equal and if we denote them by f we have
efg = n:
Hence in a Galois extension L=K we can talk about the ramiﬁcation index e of
a prime ideal p in OK. As mentioned above, in Equation 1.1 of Proposition 1.2.15
if g = n (and hence e = f = 1) the prime ideal p is said to split completely in
L=K and if e = n then p is said to be totally ramiﬁed in L=K. It is then clear that
in a Galois extension L=K of prime degree, the only possibilities for a given prime
ideal p are for p to be inert, to split completely or to be totally ramiﬁed.
Two important objects in the study of number ﬁelds are the trace and norm.
Assume L is a ﬁnite extension of K. We can deﬁne a function rx : L ! L by
rx(y) = yx. By regarding L as a ﬁnite dimensional vector space over K we can see
that rx is a linear map. If we take a K-basis w1;:::;wn of L then we can associate
to rx the matrix (aij) where
rx(wi) = wix =
X
j
aijwj:
14Now deﬁne trace(rx) := trace(aij) and det(rx) := det(aij). These are indepen-
dent of the choice of basis, therefore the following deﬁnition makes sense.
Deﬁnition 1.2.16. The trace (of an element) of L=K is deﬁned as TrL=K(x) =
trace(rx) and the norm (of an element) of L=K is deﬁned as NL=K(x) = det(rx).
Proposition 1.2.17. [19] Let L=K be a ﬁnite extension of degree n. Let x;y 2 L
and a 2 K. Then the following hold:
 TrL=K(x + y) = TrL=K(x) + TrL=K(y)
 TrL=K(ax) = aTrL=K(x)
 NL=K(xy) = NL=K(x)NL=K(y)
 NL=K(ax) = anNL=K(x)
 Let K  L  M be a tower of ﬁelds. Then
TrM=K(x) = TrL=K(TrM=L(x))
NM=K(x) = NL=K(NM=L(x))
In the case where L=K is a Galois extension with Galois group consisting of
the automorphisms i the following hold:
TrL=K(x) =
n 1 X
j=0
j(x); NL=K(x) =
n 1 Y
j=0
j(x):
We can also talk of the norm of an ideal in an extension of number ﬁelds.
Deﬁnition 1.2.18. Let I be an ideal of OL. The norm of I denoted NL=K(I) is
deﬁned as the ideal of OK generated by all the elements NL=K(a) with a 2 I. If
L=K is a Galois extension with Galois group G then
NL=K(I) =
Y
2G
(I) \ OK:
Proposition 1.2.19. [19] Let I and J be ideals of OL. Then NL=K(IJ) =
NL=K(I) NL=K(J).
15We will use the notation NL=K throughout this thesis to indicate that we are
considering an ideal in K as opposed to an element. In terms of absolute norms, for
an ideal I  OL we deﬁne NL=Q(I) := jOL=Ij and NL=Q(I) := NL=Q(I)Z, that
is the ideal generated by the integer NL=Q(I). This corresponds with the deﬁnition
given above.
Proposition1.2.20. [19]LetL=K beanextensionofnumberﬁeldsandletP  OL
be a prime ideal above a prime ideal p  OK. Then
NL=K(P) = pfPjp:
Let I be a fractional ideal of OL with
I =
Y
P
ai
i
Let pi = Pi \ OK and fi = fPijpi. Then
NL=K(I) =
Y
p
aifi
i :
Proposition1.2.21. [20]LetI andJ beidealsofOL withIjJ. ThenNL=K(I)jNL=K(J).
Furthermore NL=K(I) = NL=K(J) if and only if I = J.
1.2.2 Kummer Extensions
In this thesis we will often be concerned with a certain type of extension known as
a Kummer extension. Before introducing Kummer extensions and some of their
properties we set some notation. Let I be a fractional ideal of K and p a prime
ideal of OK. We denote by vp(I) the power of p appearing in the unique prime
ideal factorisation of I. For any x 2 K we will denote vp(xOK) simply by vp(x).
Similarly, we will write pjx to mean pjxOK. If OK is a principal ideal domain then
any prime ideal p is generated by a prime element  2 OK. For brevity we write
v in place of v(). Furthermore the integer v(x) does not depend on the choice of
. Finally we will write a  b (mod p) to mean (a   b) 2 p.
Deﬁnition 1.2.22. A ﬁnite extension of number ﬁelds of the form K(
n p
a)=K for
some a 2 K, where K contains n distinct roots of unity is known as a Kummer
extension.
16A Kummer extension is necessarily a Galois extension. Furthermore a lot is
known about the ramiﬁcation of a given prime ideal p in a Kummer extension. We
give three of the main results.
Proposition 1.2.23. [21] Let K be a ﬁeld that contains n distinct roots of unity and
let Xn   a be an irreducible polynomial in OK[X]. Furthermore let L = K(
n p
a).
1. If p is a prime ideal of K with p - na, then p is unramiﬁed and decomposes
into a product of s prime ideals in L, where s is the maximal divisor of n
such that the congruence xs  a (mod p) has a solution in OK.
2. If pja and p - n, then the ramiﬁcation index of p is n=gcd(vp(a);n). In
particular, p is ramiﬁed if and only if n - vp(a), and totally ramiﬁed if and
only if vp(a) is prime to n.
For the case pjn we will restrict ourselves to the case when the degree of our
Kummer extension is a prime number, say l. Recall that in this case a prime ideal p
of K will either remain inert, split completely or be totally ramiﬁed in the extension
K(
l p
a)=K.
Proposition 1.2.24. [22] Let p be a prime ideal of K with l - vp(a). Then p is
ramiﬁed in K(
l p
a)=K.
Now assume that ljvp(a) and denote by lh the exact power of p that divides a.
Deﬁne an element b by vp(b) =  h and vq(b)  0 for prime ideals q 6= p. Then abl
will not be divisible by p and K(
l p
a) ' K(
l p
abl). Therefore, there remains only
one case for us to consider, namely vp(a) = 0 and pjl. For the primitive lth root of
unity  deﬁne  = 1    and set w = vp().
Theorem 1.2.25. [22] Let p be a prime ideal of K with pjl and vp(a) = 0. Then
the following properties hold:
1. p splits in L if the congruence
xl  a(mod pwl+1)
has a solution in OK.
2. p is inert in L if the congruence in 1 is insolvable but
xl  a(mod pwl)
has a solution in OK.
173. p is ramiﬁed in L if the congruence in 2 is insolvable.
1.2.3 The Different and Discriminant
An important result in algebraic number theory is that in a number ﬁeld only ﬁnitely
many prime ideals ramify. We will now provide a more precise description of this
fact.
Deﬁnition 1.2.26. Let L=K be an extension of number ﬁelds and I a fractional
ideal of OL. Then the set
D 1
L=K(I) := fx 2 L : TrL=K(xI)  OKg
is called the codifferent of I over K.
We call the inverse of the codifferent of an ideal I over K simply the different
of I over K, denoted DL=K(I). In the case when I = OL then DL=K(I) is called
the different ideal of L=K and denoted simply DL=K. It is this object that we will
be most interested in.
We have the following relation on the differents in a tower of ﬁeld extensions:
Theorem 1.2.27 (Tower of Differents Theorem). [22] Let K  L  M be a tower
of number ﬁelds. Then
DM=K = DM=L  DL=K:
Deﬁnition 1.2.28. The relative discriminant ideal dL=K of L=K is deﬁned as
dL=K = NL=K(DL=K):
Note if K = Q then dL=Q is a principal ideal in Z. We can therefore talk about
the absolute discriminant dL of a number ﬁeld L, where dL is deﬁned to be the
unique positive generator of dL=Q.
For the discriminant ideal there is a theorem equivalent to that of Theorem
1.2.27 called the Tower of Discriminants Theorem:
Theorem 1.2.29. [22] Let K  L  M be a tower of number ﬁelds. Then
dM=K = NL=K(dM=L)  d
[M:L]
L=K :
18The following proposition shows how the ramiﬁcation in a ﬁeld extension L=K
is linked to the different DL=K.
Proposition 1.2.30. [22] Let p be an ideal of K and let P be an ideal of OL lying
above p. Let e = ePjp. Then
 vP(DL=K) = e   1 if p is tamely ramiﬁed
 vP(DL=K) > e   1 if p is wildly ramiﬁed
 P - DL=K if p is unramiﬁed
This now allows us to compute the discriminant ideal of L=K, or at least give
a bound on its divisors, by calculating all prime ideals of K that ramify in L and
deciding if they ramify tamely or wildly. We now give a very well known theorem
in number theory.
Theorem 1.2.31. [22] A prime ideal p of K ramiﬁes in L=K if and only if it is a
divisor of the discriminant ideal of L=K.
The following results will be useful in the sequel.
Proposition 1.2.32. Let K be a number ﬁeld and L = K(), where  is a root of
an Eisenstein polynomial f(X) at p in OK[X]. Then p is totally ramiﬁed in L.
Proof. Let P be a prime ideal of OL lying above p, i.e. pOL = PeA where
1  e  n and P - A. Now
f(X) = Xn + cn 1Xn 1 +  + c1X + c0
where ci  0 (mod p) (and therefore ci  0 (mod Pe)) for 0  i  n   1. The
equation f() = 0 then implies that n  0 (mod P) and hence   0 (mod P)
since P is prime. If we consider the intermediate terms in f() we see that cii  0
(mod Pe+1) for 1  i  n   1, hence
n + c0  0 (mod Pe+1):
Since f is an Eisenstein polynomial c0 6 0 (mod p2), so c0OL = PeB where P -
B. Therefore c0 6 0 (mod Pe+1), which implies n 6 0 (mod Pe+1). However
we know that   0 (mod P) so n  0 (mod Pn), therefore e + 1 > n  e.
Hence e = n and p is totally ramiﬁed.
19Proposition 1.2.33. [39] Let F;L;M be algebraic number ﬁelds of ﬁnite degree
such that F  L \ M. Suppose that L and M are linearly disjoint over F, and
DLM=L = DM=FOLM. Then OLM = OLOM.
We end this section by describing the ideal class group of a number ﬁeld K.
Deﬁnition 1.2.34. Let K be a number ﬁeld. Denote by IK the group of fractional
ideals of K and denote by PK the group of all principal ideals of K. Clearly PK is
a subgroup of IK and the quotient
ClK := IK=PK
is called the ideal class group of K. The order of the (ﬁnite) group ClK is called
the class number of K.
Clearly if the class number of a number ﬁeld K is equal to 1, then the ring of
integers OK is a principal ideal domain. The class group therefore gives a measure
of how much OK fails to be a principal ideal domain.
Theorem 1.2.35. [22] Let K be a number ﬁeld of degree n with r1 real embeddings
and r2 pairs of complex embeddings into C. In every ideal class of OK there is an
integral ideal I such that
NK=Q(I) 
4

r2

n!
nn 
p
jdKj: (1.2)
The right hand side of the equality is often referred to as the Minkowski bound
of K and denoted by MK. Note that for a number ﬁeld K, if MK < 2 then OK is
necessarily a principal ideal domain.
1.2.4 The Decomposition Group
Deﬁnition 1.2.36. Let L=K be a Galois extension with Galois group G and P 
OL a prime ideal above p  OK. The set of g 2 G such that gP = P forms a
subgroup ZP of G, called the decomposition group of P over K.
The decomposition group provides us with a way of explicitly computing the
ramiﬁcation index and the residue class degree of certain prime ideals.
Theorem 1.2.37. [19] With the assumptions of above, the localization LP of L at
P is a Galois extension of Kp with Galois group ZP.
20Corollary 1.2.38. [19] The order of the decomposition group ZP is equal to the
product ePjp  fPjp.
Deﬁnition 1.2.39. The mth ramiﬁcation group is deﬁned to be the set
Gm := fg 2 ZP j g   (mod Pm+1); 8 2 OLg:
The inertia group is deﬁned as the 0th ramiﬁcation group and one can show
that the ramiﬁcation groups form a decreasing sequence of normal subgroups of the
decomposition group. We denote by GP the Galois group of the residue class ﬁeld
extension OL=P over OK=p, which we know to be cyclic since the residue class
ﬁelds are ﬁnite.
Proposition 1.2.40. [22] We have ZP=G0 = GP. Furthermore jG0j = ePjp.
The ramiﬁcation groups also allow us to explicitly compute the different DL=K.
Proposition 1.2.41. [22] Let vn be the order of the ramiﬁcation group Gn of P
with respect to L=K. Then P divides the different DL=K with exponent
1 X
n=0
(vn   1) =
1 X
n=0
(n + 1)(vn   vn+1):
1.3 Central Simple Algebras
In the next chapter we will show how codes can be constructed from central simple
algebras and that the fully diverse property can be linked to division algebras. We
start by listing some deﬁnitions and general results on central simple algebras.
Deﬁnition 1.3.1. The centre of a K-algebra A is deﬁned as the set
Z(A) = fz 2 A j az = za for all a 2 Ag:
It is a commutative K-subalgebra of A.
Deﬁnition 1.3.2. Let A be a K-algebra and let B be a subset of A. The centralizer
of B in A is deﬁned as the set
ZA(B) := fa 2 A j ab = ba for all b 2 Bg:
21Deﬁnition 1.3.3. A K-algebra is called central simple if it has no non-trivial two
sided ideals (simple) and its centre is equal to K (central).
Deﬁnition 1.3.4. Let A be a central simple K-algebra. The (reduced) degree of A
is deﬁned as deg(A) =
p
dimK(A).
Proposition 1.3.5. [10] Let A and B be central simple K-algebras. Then the
tensor product A 
K B is also a central simple K-algebra.
Theorem 1.3.6. [10] Let A be a central simple K-algebra such that dimK(A) is
ﬁnite and let B be a simple K-subalgebra of A such that Z(B) = K. Then
A ' B 
K ZA(B):
Deﬁnition 1.3.7. A central simple K-algebra is called split if it is isomorphic to a
matrix algebra.
Deﬁnition 1.3.8. Given a central simple K-algebra A of degree n. We say that a
ﬁeld L is a splitting ﬁeld of A if it contains K and A 
K L ' Mn(L). Moreover
every central simple K-algebra has such a splitting ﬁeld.
Deﬁnition 1.3.9. A commutative subﬁeld of a K-algebra A is a commutative K-
subalgebra L of A that is also a ﬁeld.
Proposition 1.3.10. Let D be a division ring. The centre K of D is a commutative
subﬁeld and D is a central simple K-algebra.
Proof. It is clear that the centre K of a division ring D is a commutative subﬁeld
of D. Furthermore any ring R with identity is a Z(R)-algebra. Hence D is a
central K-algebra and is necessarily simple, since D has no non-trivial two sided
ideals.
Proposition 1.3.11. [31] Let A be a central simple K-algebra with commutative
subﬁeld L. Then [L : K] j deg(A).
The above proposition shows us that for a central simple K-algebra A, there is
an upper bound on the degree [L : K] of a commutative subﬁeld L of A. This leads
to the following deﬁnition.
22Deﬁnition 1.3.12. Let A be a central simple K-algebra of degree n and let L be
a commutative subﬁeld of A such that [L : K] = n. Then L is called a maximal
commutative subﬁeld of A.
Theorem 1.3.13. [10] Let D be a central simple division K-algebra. Then D has
a maximal commutative subﬁeld L.
Proposition 1.3.14. [31] Let A be a central simple K-algebra and let L be a
maximal commutative subﬁeld of A. Then L is a splitting ﬁeld of A.
Theorem 1.3.15 (Primary Decomposition Theorem). [31] Let A be a central simple
K-algebra of degree n, and let n = p
n1
1 pnr
r be the decomposition of n into
distinct prime powers. Then there exist r central simple K-algebras A1;:::;Ar,
uniquely determined up to isomorphism, such that
1. deg(Ai) = p
ni
i , for all i = 1;:::;r.
2. A  = A1 
K  
K Ar.
Moreover, A is a division algebra if and only if A1;:::;Ar are division algebras.
We will ﬁnish this section by generalising Hamilton’s notion of the quaternions
over R, to quaternion algebras over any ﬁeld K with char(K) 6= 2 (quaternion
algebras do exist over ﬁelds of characteristic equal to two but a slight modiﬁcation
of the deﬁnition is required, see [10]).
Deﬁnition 1.3.16. Let K be a ﬁeld and let a;b be non-zero elements of K. The
quaternion algebra (a;b)K (sometimes (
a;b
K )) is the set of all expressions
 + i + j + k
where ;;; 2 K and
i2 = a; j2 = b; ij =  ji = k:
The quaternion algebra (a;b)K is a central simple K-algebra and it has dimen-
sion 4 over K. The following results on quaternion algebras are well known, see
for example [33].
Lemma 1.3.17. For a;b;y;z 2 K the following hold:
231. (a;b)K ' (b;a)K.
2. (a  y2;b  z2)K ' (a;b)K.
3. (1;b)K ' M2(K).
The Hamilton quaternions H would therefore be written as ( 1; 1)R. It is
well known that H is a division algebra, however this is not always the case for
a general quaternion algebra (a;b)K. Let q =  + i + j + k 2 (a;b)K. We
deﬁne the conjugate of q as  q =    i   j   k 2 (a;b)K and the norm of q as
N(q) = q   q. We then have
N(q) = 2   a2   b2 + ab2:
Theorem 1.3.18. The quaternion algebra (a;b)K is a division K-algebra if and
only if N(q) = 0 ) q = 0 for all q 2 (a;b)K.
Remark If we regard the norm map N as a quadratic form on our quaternion
algebra (viewed as a vector space) then (a;b)K is a division K-algebra if an only if
our norm map N is anisotropic.
Furthermore if (a;b)K is not a division K-algebra then it must be isomorphic
to M2(K). So in this case (a;b)K is split.
One way to see this is to note that (a;b)K is a central simple K-algebra and
then using this result of Wedderburn’s:
Proposition 1.3.19. [10] Let K be a ﬁeld and A a ﬁnite dimensional simple K-
algebra. Then A ' Mr(D) for some unique integer r and division algebra D over
K (unique up to isomorphism).
By then using the fact that dimK((a;b)K) = 4 and dimK(Mn(D)) = n2
dimK(D), we see that our only possibilities are that n = 1 and (a;b)K = D or that
n = 2 and D = K. This result can be modiﬁed for any ﬁnite dimensional simple
K-algebra A such that the degree of A over K is prime.
Deﬁnition 1.3.20. Let A be a central simple K-algebra. The reduced degree of the
unique division algebra associated to A by Proposition 1.3.19 is called the index of
A, written ind(A).
24Proposition 1.3.21. [10] Let A be a central simple K-algebra. Then the index of
A divides the reduced degree of A and we have equality if and only if A is a division
K-algebra.
Proposition 1.3.22. [31] Let D be a central simple division K-algebra and assume
that M=K is a ﬁeld extension such that [M : K] is a prime divisor of deg(A). Then
the following are equivalent.
1. M is isomorphic to a subﬁeld of D.
2. DM := D 
K M is not a division K-algebra.
3. deg(D) = [M : K]  ind(DM).
1.3.1 The Brauer Group
A very important object in the classiﬁcation of division algebras over a ﬁeld K is
the Brauer group. The following results on the Brauer group are well known.
Deﬁnition 1.3.23. Let A and B be central simple K-algebras. A and B are called
Brauer equivalent (denoted A  B) if there exist natural numbers s and t such
that
A 
K Ms(K) ' B 
K Mt(K):
Brauer equivalence is an equivalence relation on the set of central simple K-
algebras and we denote by [A] the equivalence class of A. Let Br(K) denote the
set of these equivalence classes.
Lemma 1.3.24. [10] If we deﬁne an addition on Br(K) by [A]+[B] := [A
K B]
then Br(K) has the structure of an abelian group with
0 = [K] = [Mn(K)] and   [A] = [Aop]:
Deﬁnition 1.3.25. The abelian group Br(K) is called the Brauer group of K.
Lemma 1.3.26. [10] Let A and B be central simple K-algebras. Then A ' B if
and only if A  B and [A : K] = [B : K].
Deﬁnition 1.3.27. Let [A] 2 Br(K). The order of [A] in Br(K) is called the
exponent of A, written exp(A).
25Proposition 1.3.28. [10] Let [A] 2 Br(K). Then
exp(A) j ind(A):
Furthermore, exp(A) and ind(A) have the same prime factors.
1.4 Crossed Product Algebras
In [34] it is shown that cyclic division algebras have some useful properties that
lend themselves to constructing space-time codes. This section introduces the notion
of a crossed product algebra. It then deﬁnes a cyclic algebra and talks about some
of the properties that they exhibit.
For the rest of this thesis we set the following notation, x =  1(x).
Deﬁnition 1.4.1. Let A be an abelian group denoted multiplicatively and let G be
a ﬁnite group that acts on the right of A by automorphisms, i.e.
(a1  a2) = a
1  a
2 for  2 G;a1;a2 2 A:
The set
Z2(G;A) :=
(
 : G  G ! A :
1; = ;1 = 1 8; 2 G
;; = ;

; 8;; 2 G
)
forms an abelian group called the 2-cocycles (of G with values in A).
Deﬁnition 1.4.2. Let L=K be a ﬁnite Galois extension of degree n with Galois
group G and  2 Z2(G;L). The set of all maps from G to L form a right L-vector
space of dimension n with L-basis (e)2G, where e 2 Map(G;L) is deﬁned by
e() = ; for all  2 G:
Let ;0 2 L. Deﬁne on the n2 dimensional K-vector space
(;L=K;G) :=
M
2G
eL
a multiplication by the following formulae:
e = e
ee = e;
(
X
2G
e)(
X
2G
e0
) =
X
;2G
e;
0
:
26Then (;L=K;G) is called a crossed product algebra over K. One may check
that the elements e are invertible, eId = 1, and (;L=K;G) is a central simple
K-algebra with splitting ﬁeld L, see [10] for more details.
1.4.1 Cyclic Algebras
Deﬁnition 1.4.3. Let L=K be a cyclic Galois extension of degree n with Galois
group generated by  and let  be an element of L ﬁxed by the action of G. We may
form a 2-cocycle as above such that the elements of Z2(G;L) satisfy

;
i;j =
n 1 if i + j < n
 if i + j  n
Set e = e. Then the crossed product algebra A = (;L=K;) = (;;L=K;G)
where
A = 1  L  e  L    en 1  L (1.3)
and
e = e 8 2 L
en =   2 K = Knf0g
is called a cyclic algebra of degree n corresponding to L=K.
Theorem 1.4.4. [16] Let L=K be a cyclic extension of degree n with Galois group
generated by  and let F be an extension ﬁeld of K. Assume that [LF : F] = m
and denote by 0 the extension of n=m to LF=F. Then
(;L=K;)  (;LF=F;0):
We now state three useful properties of cyclic algebras [10]:
Lemma 1.4.5. For cyclic algebras of degree n corresponding to L=K we have
(1;L=K;) 
K (2;L=K;) ' Mn((12;L=K;)):
Lemma 1.4.6. Let L=K be a cyclic extension of degree n with generating automor-
phism  and let M be an intermediate ﬁeld of degree m over K, then   := jM
generates Gal(M=K) and
(s;L=K;) ' Ms((;M=K;  ))
where s := n=m = [L : M].
Lemma 1.4.7. We have (a;L=K;) ' (b;L=K;) if and only if b
a 2 NL=K(L).
271.5 Central Simple Algebras over Number Fields
For the bulk of this thesis we will be interested in division algebras over certain
number ﬁelds. We would therefore like to introduce several deﬁnitions and results
on this subject.
Deﬁnition 1.5.1. Let K be a ﬁeld. An absolute value on K is a map
j jw : K ! R+
satisfying
1. jxjw = 0 if and only if x = 0
2. jxyjw = jxjwjyjw for all x;y 2 K
3. jx + yjw  jxjw + jyjw for all x;y 2 K
If instead of Condition 3 the absolute value satisﬁes the stronger condition
4. jx + yjw  max(jxjw;jyjw)
then j jw is called non-archimedean.
Deﬁnition1.5.2. Letj j1, j j2 betwoabsolutevaluesonK withj j1 non-trivial. The
two absolute values are equivalent if j j2 = j ja
1 for some a > 0. An equivalence
class of absolute values of K is called a place of K.
Let K be a number ﬁeld. A place w of K falls into one of three categories:
1. Let p be a prime ideal of OK. The p-adic absolute value is deﬁned as
jxjp = jOK=pj vp(x) for all x 2 K
where vp(0) is deﬁned as 1. A place represented by such an absolute value
is called a ﬁnite place.
2. Let  be a real embedding of K into C, i.e.  is a Q-embedding of K into C
such that (K)  R. We deﬁne an absolute value for  by
jxj = j(x)j for all x 2 K
where j  j denotes the classical absolute value on R. A place represented by
such an absolute value is called a real place.
283. Let  be a complex embedding of K into C, i.e.  is a Q-embedding of
K into C such that (K) 6 R. For each complex embedding  there is a
unique conjugate embedding   constructed by composing  with the complex
conjugation map C ! C. We deﬁne an absolute value for  by
jxj = j(x)j2 for all x 2 K
where j  j denotes the modulus of a complex number. Note that by the
deﬁnition of   we have jxj = jxj . A place represented by such an absolute
value is called a complex place.
We note that the completion Kw of a number ﬁeld K at a place w is a local
ﬁeld. It is well known that for any element a 2 K
w there is a unique integer nw(a)
such that a = nw(a)u, where u is a unit in the ring of integers of Kw and  is a
uniformising element.
Lemma 1.5.3 (Hensel’s Lemma (Trivial case)). [23] Let K be a number ﬁeld and
p a prime ideal in OK. Let Kp be the completion of K at the place p and denote
the ring of integers of Kp by Op. Let f(X) be a polynomial with coefﬁcients in Op
and assume there exists 0 2 Op such that
f(0)  0 (mod p); f0(0) 6 0 (mod p):
Then there exists  2 Kp such that f() = 0.
We now come to one of the most important results in the theory of central simple
K-algebras. For more information on the theorem as well as its consequences,
particularly in class ﬁeld theory, see [32].
Theorem 1.5.4 (Brauer-Hasse-Noether). Let K be a number ﬁeld and let A be a
central simple K-algebra. Then we have the following:
1. A is isomorphic to a cyclic K-algebra.
2. A is split if and only if A 
K K is split for all places  of K.
3. The number of places where A 
K K is not split is ﬁnite and even. In
particular, if A splits at all places except maybe one, then A splits at all
places and hence A splits.
294. The index of A is equal to the exponent of A and this value is equal to the
least common multiple of ind(A 
K K), where  runs through the set of
places of K.
Hence we can say that A is a division K-algebra if and only if exp(A) =
deg(A). We also have
Corollary 1.5.5. Let K be a number ﬁeld. A central simple K-algebra is a division
K-algebra if and only if there exists a place  of K such that A
K K is a division
algebra.
Proof. Assume that there does not exist a place v such that A 
K Kv is a division
algebra. Then ind(A) must be a strict divisor of deg(A) and hence A is not a
division K-algebra. Conversely if such a place does exist, then by a result of Hasse
[15], we have ind(A 
K Kv)jind(A) and so A must be a division algebra.
Deﬁnition 1.5.6. Let K be a local ﬁeld and denote by (v) the residue ﬁeld of
the place v of K of order q. Assume that K contains a primitive nth root of unity
and that the characteristic of (v) is prime to n. For a;b 2 K the (tame) Hasse
symbol is deﬁned as
(a;b)n;v = (( 1)nv(a)nv(b)anv(b)b nv(a))
q 1
n 2 (v)
which is a nth root of 1.
Proposition 1.5.7. [12] The (tame) Hasse symbol has the following properties for
all a;a0;b;b0 2 K:
1. (aa0;b)n;v = (a;b)n;v(a0;b)n;v
2. (a;bb0)n;v = (a;b)n;v(a;b0)n;v
3. (a;b)n;v(b;a)n;v = 1
4. (a;b)n;v = 1ifandonlyifaisanorminK(
n p
b)=K ifandonlyif(a;K(
n p
b)=
K;) splits, where  generates Gal(K(
n p
b)=K).
We will make use of this result in Chapter 3 where we will need to determine if
certain cyclic K-algebras are division K-algebras.
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Code Construction
In this chapter we give an algebraic construction of codes based on crossed product
algebras that satisfy the properties mentioned in the Introduction. We then show
that certain coding constraints can be linked to the study of complex ideal lattices.
Finally we provide bounds on the performance of codes based on crossed product
algebras.
2.1 Algebra Based Codes
Recall from the Introduction that there is an upper bound on the pairwise probability
of error
P(X ! ^ X) 
 r Y
i=1
i
 nr

 Es
4N0
 rnr
:
In the case of full rank codes this can be rewritten as
P(X ! ^ X) 
1
jdet(X   ^ X)j2nr

 Es
4N0
 rnr
:
We know that in order to reduce the probability of error in our code we must look to
maximise the minimum determinant
min(C) = inf fjdet(X   ^ X)j2 j X 6= ^ X 2 Cg:
This section will explain how we can go some way to achieving this by ensuring
that the minimum determinant of our code is bounded away from zero.
Obviously the ﬁrst step in this process is to ensure that min(C) 6= 0. Recall from
Deﬁnition 1.3.8 that for every central simple K-algebra A there exists a ﬁeld L=K
31such that A 
K L ' Mn(L). We then have an injective K-algebra homomorphism
 : A ,! Mn(L)  Mn(C): (2.1)
Proposition 2.1.1. Let  be as in Equation 2.1. If A is a division K-algebra, then
 will map A to a division subring of Mn(L)  Mn(C).
Proof. Clear, since  is a ring homomorphism.
The above result provides us with a way to ensure that min(C) 6= 0. We now
need to give an explicit description of the injection .
Let A be a central simple K-algebra and assume that A has a maximal commu-
tative subﬁeld L. Therefore A is a right L-vector space. Recall the structure of a
right L-vector space on EndL(A) is deﬁned by
EndL(A)  L ! EndL(A); (u;) 7! u
where
(u)(z) = u(z); for all z 2 A:
We deﬁne for all a 2 A an endomorphism la on A by
la : A ! A; z 7! az:
To see that this is an endomorphism note that for all z;z0 2 A we have
la(z + z0) = a(z + z0) = az + az0 = la(z) + la(z0)
Furthermore for all  2 L we have
la(z) = a(z) = la(z) = (la)(z):
Proposition 2.1.2. The map
 : A ! EndL(A); a 7! la
is an injective K-algebra homomorphism.
Proof. We need to check that (a + a0)(z) = (a)(z) + (a0)(z), (aa0)(z) =
((a)  (a0))(z) and (ak)(z) = (a)(z)k for all a;a0;z 2 A and k 2 K. We
32see that
la+a0(z) = (a + a0)(z) = az + a0z = la(z) + la0(z)
laa0(z) = (aa0)(z) = la(a0z) = (la  la0)(z)
lak(z) = (ak)(z) = a(kz) = a(z)k = la(z)k
Now since A is simple we see that ker() = (0) or A. However (1) = 1 so
ker() = (0) and hence  is injective.
Now n = dimL(A) = dimK(A)=[L : K][10] and we choose an L-basis
fu1;:::;ung of A. We deﬁne Ma to be the matrix of left multiplication by a in
the chosen L-basis of A, i.e. Ma = (mij) where la(ui) =
n X
j=1
ujmij. Using
this and the fact that EndL(A) ' Mn(L), we now have an injective K-algebra
homomorphism
'A;L : A ,! Mn(L); a 7! Ma:
By Proposition 2.1.1 we know that if A is a division K-algebra then 'A;L will map
A to a division subring of Mn(L). This then allows us to construct codes that are
fully diverse.
We take our codebook C to be a (large) ﬁnite subset of
CA;L := fX = 'A;L(a);a 2 Ag:
Let X0;X00 2 C where X0 6= X00, so X0 = 'A;L(a0);X00 = 'A;L(a00) for a0 6=
a00 2 A. If we consider the difference X0   X00 we see that
X0   X00 = 'A;L(a0)   'A;L(a00) = 'A;L(a0   a00):
However a0 6= a00 and A is a division K-algebra, therefore a0   a00 is a unit of A.
We then see that 'A;L(a0   a00) = X0   X00 is a unit in Mn(L)  Mn(C), since
'A;L is also a ring homomorphism. Therefore this choice of codebook C ensures
that our code is fully diverse. This method of using division algebras to achieve
fully diverse codes was ﬁrst described in [34].
We now introduce an important concept in coding theory that will reinforce
our interest in division algebras. The rate of a code measures how much useful
information is sent by the code. More speciﬁcally the rate is the ratio of the number
of information symbols sent and the total number of coefﬁcients sent. It is clear
33that codes with higher rates can be beneﬁcial as they are able to transmit a higher
number of information symbols in a given time.
Assume that A is a simple K-algebra and that L is a ﬁnite extension of K that
is also a K-subalgebra of A with dimL(A) = r. Consider a code C  CA;L. The
information symbols that we would like to transmit are elements of K that deﬁne
elements of A. Any element a 2 A can therefore represent dimK(A) information
symbols. Now since the elements of C belong to Mr(C) the total number of
coefﬁcients sent will be equal to r2. Hence the rate of a code C  CA;L is
R =
dimK(A)
r2 : (2.2)
However dimK(A) = dimL(A)  [L : K] = r  [L : K], so Equation 2.2 can be
rewritten as
R =
[L : K]2
dimK(A)
:
Therefore to have a code with a higher rate we need to choose an extension L=K
such that [L : K] is as large as possible. By Proposition 1.3.11 if A is a central
simple K-algebra then [L : K]  deg(A). Furthermore, if A is also a division
K-algebra then by Theorem 1.3.13 we can choose L to be a maximal commutative
subﬁeld of A. Then the rate of our code is R = 1, which is the maximum possible
value in this case.
We have now shown how to choose a codebook C so that min(C) 6= 0. However
another problem we must consider is that since our codebook could contain a
large number of elements, min(C) could be very close to zero because CA;L could
contain matrices of arbitrarily small determinant. We therefore look to ensure
that min(CA;L) is bounded below by a positive constant. Such a codebook CA;L
is said to have non-vanishing minimum determinant [2]. In order to achieve a
non-vanishing determinant we choose our elements a 2 A to be from an order   of
A, which ensures the determinants are discrete.
This is where number ﬁelds come into play. Let K be a number ﬁeld, A a
central simple division K-algebra and L a maximal commutative subﬁeld of A. For
an L-basis fu1;:::;ung of A and any ideal I  OL set
 A;I =
n M
i=1
uiI
34and
CA;I = fMaja 2  A;Ig:
Since  A;I and CA;I are additive groups we then have
min(CA;I) = inf fjdet(Ma)j2ja 2  A;I;a 6= 0g:
Furthermore if we take our codebook C to be a ﬁnite subset of CA;I we see that
min(C)  min(CA;I).
We would now like to give a few more details on the transmission scheme, in
order to justify our interest in number ﬁelds. In order to transmit our information
symbols we need to transform them into a signal that is suitable for transmission
through the channel. This process is known as modulation and is carried out by a
modulator. The act of extracting the original information from a modulated carrier
wave is called demodulation. This channel model is given in Figure 2.1.
The Channel
Encoding Decoding Modulator Demodulator
Transmitted Matrix
X
Received Matrix
Y
Original
symbols
Decoded
symbols
Figure 2.1: Transmission Scheme with Modulation
There are various modulation methods available, however in this thesis we will
concentrate on q-QAM and q-HEX constellations. A constellation diagram is a
graphical representation that makes it easier to visualise signals using complex
modulation techniques.
Quadrature Amplitude Modulation (QAM) is a technique that transmits infor-
mation by changing both the amplitude and the phase of the carrier wave. A q-QAM
constellation can be seen as a subset of the Gaussian integers Z[i] [11]. It is well
known that Z[i] is the ring of integers of the number ﬁeld Q(
p
 1). Three particular
q-QAM constellations that we will consider are q = 4;16 and 64. The constellation
diagrams for q = 4 and 16 are given in Figure 2.2.
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00
01
11
4-QAM
1100 1110 0110 0100
1101 1111 0111 0101
1001 1011 0011 0001
1000 1010 0010 0000
16-QAM
Figure 2.2: 4-QAM and 16-QAM Constellations
Hexadecimal constellations (q-HEX) are ﬁnite subsets of the hexagonal lattice
A2 with generator matrix  
1 0
1=2
p
3=2
!
:
The lattice A2 is the densest lattice in dimension 2. Furthermore a q-HEX con-
stellation can be seen as a subset of the Eisenstein integers Z[j] [11], where j is a
primitive third root of unity. It is well known that Z[j] is the ring of integers of the
number ﬁeld Q(
p
 3). Three particular q-HEX constellations that we will consider
are q = 4;8 and 16. The best hexagonal constellations for these sizes are presented
in Figure 2.3.
11
00
10 01
4-HEX
011
110
111
100
001
010
101 000
8-HEX
1100 1110
1111 0111 1101 0100
1010 0001 1000 0000
1011 0011 1001 0101
0110 0010
16-HEX
Figure 2.3: 4-HEX, 8-HEX and 16-HEX Constellations
36Proposition 2.1.3. Let K = Q(
p
 z) for some z 2 Z+. Let A be a central simple
division K-algebra with maximal commutative subﬁeld L. Let I be an ideal of OL.
Then there exists a positive integer c such that
min(C) 
1
c
for all codebooks C  CA;I.
Proof. Recall that  A;I :=
Ln
i=1 uiI for an L-basis fu1;:::;ung of A and for any
a 2  A;I we have Ma 2 Mn(L). Since every element of L may be written in the
form = with  2 OL and  2 Z, the set
fm 2 Z j mMui 2 Mn(OL); for i = 1;:::;ng
is a non-zero ideal of Z and is therefore generated by a unique positive integer
r  1. Hence for any a = u1a1 +  + unaa 2  A;I, we have
rMa = rMu1a1 +  + rMunan 2 Mn(OL):
Now det(Ma) is the reduced norm of a and hence lies in K [10]. Therefore
det(rMa) = rndet(Ma) 2 OL \ K = OK and we obtain that
det(Ma) 2
1
rnOK:
Hence for all a 2  A;I, there exists x 2 OK such that
det(Ma) =
x
rn:
Now jxj2 = x x 2 OK and the assumption that K is a totally imaginary quadratic
number ﬁeld implies that jxj2 2 OK \ R = Z. Therefore
jdet(Ma)j2 =
jxj2
jrj2n 2
1
r2nZ; for all a 2  A;I:
If we set c = r2n we can then conclude that
min(C)  min(CA;I) 
1
c
:
37We have therefore described a way to ensure that min(C) is not too close to
zero. As mentioned above, in the sequel we will often assume that K = Q(i) or
K = Q(j) ' Q(
p
 3). These two ﬁelds have the nice property that OK is a PID
and therefore any ideal I  OL has an OK-basis !1;:::;!n.
We end this section with a brief description of a coding constraint called the
energy constraint. Brieﬂy this states that we should not increase the energy used
in our system by encoding the information symbols.
Consider X 2 C, which is a matrix representing some encoded information.
Speciﬁcally we have
X = Ma; a = e1a1 + enan;ai 2 I
and the original information that is transmitted is represented by the elements
aij 2 OK given by
ai =
n X
j=1
aijwj;i = 1;:::;n:
The energy cost of transmitting the n2 original information symbols is given by the
sum
X
i;j
jaijj2:
Similarly the energy cost of transmitting the n2 encoded symbols, where X =
(xij)i;j, is given by
X
i;j
jxijj2:
Therefore to satisfy the energy constraint we require that
X
i;j
jaijj2 =
X
i;j
jxijj2:
In the next section we will consider a certain class of codes that employ crossed
product algebras. The energy constraint will be looked at in detail with respect to
these codes.
2.2 Codes Based on Crossed Product Algebras
In [37] the authors present constructions for codes based on crossed product algebras.
Recall from Section 1.4 that a crossed product algebra is a central simple K-algebra
38A such that A = (;L=K;G) =
L
eL, where  2 Z2(G;L) and A satisﬁes the
following multiplication formulae:
e = e
ee = e;
(
X
2G
e)(
X
2G
e0
) =
X
;2G
e;
0
:
Following the method of the previous section let us compute the matrix of left
multiplication Ma. An element a 2 A is of the form a =
X
2G
ea. We compute
the multiplication for an arbitrary basis element e:
ae =
X
2G
eae
=
X
2G
eea

=
X
2G
e;a

=
X
2G
e 1;a
 1:
We may now see that
(Ma); =  1;a
 1: (2.3)
To see this more clearly let G = f0 = Id;1;:::;n 1g. Then
Ma =
0
B
B B
B B
B B
B B
B
@
aId  1
1 ;1a
1
 1
1
:::  1
n 1;n 1a
n 1
 1
n 1
a1 a
1
Id ::: 1 1
n 1;n 1a
n 1
1 1
n 1
. . .
. . .
...
. . .
an 1 n 1 1
1 ;1a
1
n 1 1
1
::: a
n 1
Id
1
C
C C
C C
C C
C C
C
A
Now let I be an ideal of OL and assume that OK is a PID so that I has an
OK-basis (!)2G. Our n2 original symbols denoted a; for ; 2 G are encoded
as the matrix Ma 2 CA;I with
a =
X
2G
e(
X
2G
a;!): (2.4)
39Proposition 2.2.1. If we encode our information as described above, then the
energy constraint is satisﬁed if and only if the following two conditions are satisﬁed:
1. j;j2 = 1 for all ; 2 G.
2. The matrix W = (!
 ); is unitary.
Proof. We require that
X
;
ja;j2 =
X
;
j 1;a
 1j2 =
X
;
j;a
j2
for all a; 2 OK.
Consider the column vectors
X = (;a
)2G; A = (a;)2G 2 Ln:
Let D 2 Mn(L) be the diagonal matrix, with non-zero entry in column  given by
;. Now
;a
 =
X
2G
;a
;!
 =
X
2G
;a;!

since a; 2 K for ; 2 G. Furthermore for W = (!
);, we have DW =
(;!
); and therefore
X = D  W  A for all  2 G:
We now deﬁne the following block column vectors
x =
0
B
B B
@
. . .
X
. . .
1
C
C C
A
;a =
0
B
B B
@
. . .
A
. . .
1
C
C C
A
and block diagonal matrix
M =
0
B B
B
@
...
DW
...
1
C
C C
A
:
We then have x = M  a. Now x is just a vector of all the entries of Ma and
similarly a is just a vector of all the information symbols. Therefore
X
;
j;a
j2 =
40 xt  x = (Ma)
t
 (Ma). Hence satisfying the energy constraint is equivalent to
asking that M is a unitary matrix. This in turn is equivalent to DW being unitary
for all  2 G.
Now if M is a unitary matrix then W must be a unitary matrix since DId = In.
This then implies that D must be unitary for all  2 G since (DW)  (DW)
t
=
DW  Wt  D
t, which is equivalent to condition (1) above by the deﬁnition of D.
Conversely if conditions (1) and (2) hold then DW is a product of unitary matrices
and hence is unitary, for all  2 G.
We now have two criteria that allow us to construct codes from crossed product
algebras that satisfy the energy constraint. However, in reality ﬁnding an OK-basis
of OL satisfying Condition 2 of Proposition 2.2.1 is a difﬁcult problem. Therefore
we make the extra assumption that complex conjugation commutes with every
element of Gal(L=K). This assumption then allows us to make use of the theory of
ideallattices inour constructions. Tosee thisnote that ifwe assumeGal(L=K) com-
mutes with complex conjugation, then W
tW = (TrL=K( !!)); and hence W is
a generator matrix of the hermitian OK-lattice (I;h), where h(x;y) = TrL=K( xy).
Therefore Condition 2 of Proposition 2.2.1 is satisﬁed if and only if the lattice (I;h)
is isomorphic to the cubic lattice.
2.3 Complex Ideal Lattices
The aim of this section is to introduce a few basic deﬁnitions on ideal lattices and
develop some results that will allow us to construct codes from crossed product
algebras that satisfy the conditions of Proposition 2.2.1.
Now by the remark at the end of Section 2.2 we need to ﬁnd a hermitian
OK-lattice (I;h) with hermitian form:
h : I  I ! OK; (x;y) 7! TrL=K( xy)
that is isomorphic to the cubic lattice. In order to give ourselves more chances of
ﬁnding such a lattice, we introduce a scaling element  2 L and consider hermitian
OK-lattices (I;h;I) where h;I(x;y) = TrL=K( xy). However it is clear that
such a  will need to be chosen carefully. Since Gal(L=K) commutes with complex
conjugation, we take  such that  =   so that h;I is a hermitian form. We now
need to consider under what circumstances h;I(x;y) 2 OK.
41Proposition 2.3.1. Let OK be a PID and L=K a ﬁnite extension of number ﬁelds
where L is closed under the action of . Let  2 L such that   =  and I be an
ideal of OL. Then TrL=K( xy) 2 OK for all x;y 2 I if and only if  II  D 1
L=K.
Proof. Assume that  II  D 1
L=K. Then TrL=K( xyOL)  OK for all x;y 2 I
and m 2 OL. Hence TrL=K( xy) 2 OK for all x;y 2 I since OL contains
1. Conversely let TrL=K( xy) 2 OK for all x;y 2 I. Now  II is additively
generated by elements of the form  xy, x;y 2 I. Hence TrL=K( IIOL)  OK so
 II  D 1
L=K.
By the assumption that OK is a PID, every ideal I of OL is a free OK-module
of rank n = [L : K]. In particular, the following deﬁnition makes sense:
Deﬁnition 2.3.2. Let K be a totally imaginary quadratic ﬁeld and let L; and I be
as in Proposition 2.3.1 and assume  II  D 1
L=K. A complex ideal lattice on L=K
is a hermitian OK-lattice (I;h;I), where
h;I : I  I ! OK; (x;y) 7! TrL=K( xy) 2 OK; 8x;y 2 I:
Hence we need to search for complex ideal lattices (I;h;I) that are isomorphic
to the cubic lattice. As an aside we now introduce the relative discriminant of
an extension L=K. In Section 2.4 we will show that this is closely linked to the
minimum determinant of our codes.
Deﬁnition 2.3.3. Let (OL;h) be the hermitian OK-lattice, h(x;y) = TrL=K( xy).
We deﬁne the relative discriminant dL=K as dL=K = jdet(OL;h)j, that is the
absolute value of the determinant of (TrL=K( !i!j))i;j, where !1;:::;!n is an
OK-basis of OL.
Recall how we distinguish between notation that we use for the norm of an
ideal. We deﬁne NL=Q(I) := jOL=Ij and NL=Q(I) := NL=Q(I)Z, i.e. the ideal
generated by the integer NL=Q(I).
Lemma 2.3.4. We have NL=Q(DL=K) = (dL=K)2.
Proof. Let Aut(L=K) = 1;:::;n. Deﬁne the matrix M as
M :=
0
B
B
@
!
1
1 ::: !1
n
. . .
...
. . .
!n
1 ::: !n
n
1
C
C
A
42We then have dL=K = jdet(  MtM)j = det(M)  det(M).
Now let d be any generator of the (principal) ideal dL=K = NL=K(DL=K), then
d = det(TrL=K(!i!j)) = (det(M))2. Therefore
NL=Q(DL=K) = NK=Q(NL=K(DL=K)) = (det(M))
2
 (det(M))2:
Hence NL=Q(DL=K) = (dL=K)2.
Proposition 2.3.5. Let K  L  M be a tower of ﬁelds. Then
(dM=K)2 = NL=Q(dM=L)  (dL=K)2[M:L]:
Proof. By Lemma 2.3.4 (dM=K)2 = NK=Q(dM=K) and by the tower of discrimi-
nants formula we know that dM=K = NL=K(dM=L)  d
[M:L]
L=K . Putting this into our
equation we get
(dM=K)2 = NL=Q(dM=L)  NK=Q(dL=K)[M:L]:
To complete the proof we note that (dL=K)2 = NK=Q(dL=K) by Lemma 2.3.4.
We now return to our task of ﬁnding lattices (I;h;I) that are isomorphic to the
cubic lattice. The cubic lattice is a positive deﬁnite lattice with determinant equal to
1, we therefore consider the determinant of (I;h;I). For the rest of this section we
ﬁx a Galois extension L=K such that  L = L.
Proposition 2.3.6. Let (I;h;I) be a complex ideal lattice on L=K. Then
det(I;h;I) = NL=K()NL=Q(I)dL=K:
Proof. Since OK is a PID and I is an ideal of OL, it is a free OK-submodule of
OL and there exists an OK-basis !1;:::;!n of OL and elements q1;:::;qn 2 OK,
such that q1!1;:::;qn!n is an OK-basis for I [40].
Now det(I;h;I) is by deﬁnition the determinant of the matrix
H := (h;I(qi!i;qj!j))i;j
that is
H =
0
B
B
@
TrL=K(q1w1q1w1) ::: TrL=K(qnwnq1w1)
. . .
...
. . .
TrL=K(q1w1qnwn) ::: TrL=K(qnwnqnwn)
1
C
C
A:
43Deﬁne L as the diagonal matrix
L =
0
B
B
@
1
...
n
1
C
C
A:
With M deﬁned as in the proof of Lemma 2.3.4 we may then compute that
det(I;h;I) = det(H) = det(  Mt  L  M)  q1 qn  q1 qn
since q
i
j = qj, for all i;j. Now
det(  Mt  M) = det(M)det(M) = dL=K
by Lemma 2.3.4. Hence det(  MtLM) = dL=KNL=K(). To deal with the rest of
our equation we ﬁrst need to note that OL =
Ln
i=1 wiOK and I =
Ln
i=1 qiwiOK
[24]. We have an isomorphism of groups
OL=I  = w1OK=q1w1OK    wnOK=qnwnOK
so the order of OL=I is equal to the product of the orders of the cyclic subgroups.
Now j(!iOK)=(qi!iOK)j =  qi  qi, so we can see that
jOL=Ij = NL=Q(I) =  q1   qn  q1 qn:
Hence
det(I;h;I) = NL=K()NL=Q(I)dL=K:
Corollary 2.3.7. Let (I;h;I) be a positive deﬁnite complex ideal lattice. Then
det(I;h;I) = 1 if and only if  II = D 1
L=K:
Proof. We know that  II  D 1
L=K, therefore by Proposition 1.2.21 we know
they are equal if and only if NL=Q( II) = NL=Q(D 1
L=K). By Lemma 2.3.4 we
know NL=Q(D 1
L=K) = (1=dL=K)2 and since Gal(L=K) commutes withand
K=Q is a totally imaginary quadratic extension, we have NL=Q( I) = NL=Q(I).
Therefore NL=Q( II) = (NL=K()NL=Q(I))2 and we see that NL=Q( II) =
NL=Q(D 1
L=K) if and only if NL=K()NL=Q(I) = d 1
L=K, which happens if and
only if det(I;h;I) = 1 by Proposition 2.3.6. Since our lattice is assumed to be
positive deﬁnite, we see that  II = D 1
L=K if and only if det(I;h;I) = 1.
442.3.1 The Signature
In this section we consider the restriction that our lattice must be positive deﬁnite.
We will show that this property is linked to the signature of our hermitian OK-
lattice. We then introduce the minimal distance of a hermitian OK-lattice and give
a minimum bound on the minimal distance of our complex ideal lattice that is linked
to the relative discriminant.
Consider a hermitian OK-lattice (M;h). We can extend by scalars to get a
hermitian form on V = M 
OK K over K, which by abuse of notation we will
also call h. By considering V as a Q-vector space we get a quadratic form
qh : V ! Q; v 7! h(v;v):
It is well known that a hermitian form h : V  V ! K can be diagonalised, i.e.
h '< a1;:::;an >; ai 2 Q:
Therefore, for K = Q(
p
 z), z 2 Z+ we have
qh '< 1;z > 
 < a1;:::;an > :
The signature of the quadratic form qh is equal to the difference of the number
of positive entries and the number of negative entries in its diagonalisation. This is
independent of the choice of diagonalisation.
Deﬁnition 2.3.8. The signature of a hermitian OK-lattice (M;h) is deﬁned as
sign((M;h)) =
1
2
sign(qh) 2 Z:
Notice that
sign(M;h) = #fi j ai > 0g   #fi j ai < 0g;
for any diagonalisation
h '< a1;:::;an >; ai 2 Q:
Consider an extension E=Q. For each real embedding  : E ! R of E, we
deﬁne an ordering on E extending the ordering on Q by x  0 if (x)  0 for
x 2 E. Every ordering of E extending the ordering of Q may be obtained this way.
In the following, the notation <  > will denote the one-dimensional bilinear space
with matrix ().
45Theorem 2.3.9. [33] Let (K;P) be an ordered ﬁeld and L=K a ﬁnite extension.
Then for every quadratic form  over L
signP(Tr) =
X
RP
signR()
where the sum is taken over all extensions R of P. In particular, the number of
extensions equals signP(Tr < 1 >).
Proof. We can assume that  =<  >, for some  2 L. Let F be a real closure of
(K;P) and E = F(
p
 1). Then
signP(Tr <  >) = sign(Tr <  >)F:
The underlying vector space of (Tr <  >)F is
L 
K F = F    F  E    E
with r factors F. This is an orthogonal decomposition. The factors E are hyperbolic
planes Each factor F is positive or negative deﬁnite depending on whether 
is positive or negative in the corresponding ordering and the extensions of P
correspond exactly to the factors F. This gives the result.
Proposition 2.3.10. Let (I;h) be a complex ideal lattice on L=K, and let X(L) =
HomK(L;C). Then we have
sign(I;h) = #f 2 X(L) j () > 0g   #f 2 X(L) j () < 0g:
In particular, (I;h) is positive deﬁnite if and only if () > 0 for every K-
embedding  : L ! C.
Proof. We deﬁne two quadratic forms q;L0 and q0
;L by
q;L0 :
L0  ! Q
x 7 ! TrL0=Q(x2)
and
q0
;L:
L  ! Q
x 7 ! TrL=Q( xx):
Since  xx 2 L0 for all x 2 L, we have
TrL=K( xx) = TrL0=Q( xx) 2 Q
46and therefore
qh(x) = TrL=K( xx) =
1
2
TrL=Q( xx) =
1
2
q0
;L(x)
for all x 2 L: Hence, we have
sign(I;h) =
1
2
sign(q0
;L):
It is straightforward to compute that
q0
;L '< 1;z > 
q;L0;
where K = Q(
p
 z) and therefore
sign(I;h) = sign(q;L0):
Set X0(L0) = HomQ(L0;C). By Theorem 2.3.9, we get
sign(I;h) = #f 2 X0(L0) j () > 0g   #f 2 X0(L0) j () < 0g:
Taking into account that every K-embedding of L into C is extended from a Q-
embedding of L0 into C, we have the desired result.
We brieﬂy return to our codebook min(CA;I) and explain how the scaling
element  affects the encoding. Recall from Equation 2.3 that we encode our n2
information symbols as (Ma); =  1;a
 1. However to give ourselves more
chances to ﬁnd the cubic lattice, we would like to include the scaling element .
Denote by D the diagonal matrix with non-zero entries given by the real numbers
p
; 2 G. We now encode our n2 information symbols into the matrix
MaD = (
p
 1;a
 1);: (2.5)
It is straightforward to see that for this encoding we simply replace W by W :=
DW in Proposition 2.2.1 and that W
tW = (TrL=K(  !!));. We then set
CA;;I = fMaDja 2  A;Ig: (2.6)
Now min(CA;;I) = NL=K()min(CA;I) and NL=K() is a positive real number.
Hence min(CA;;I) is bounded below by a positive constant as well. The rest of this
section is concerned with providing a necessary condition for our lattice (I;h;I) to
be isomorphic to the cubic lattice.
Let (M;h) be a hermitian OK-lattice with K a quadratic imaginary ﬁeld. Then
for any x 2 M we see that h(x;x) 2 Z.
47Deﬁnition 2.3.11. Let (M;h) be as above. The minimal distance of (M;h) is
deﬁned as
d(M;h) = min
x2Mnf0g
jh(x;x)j:
Consider our complex ideal lattice (I;h;I). It is clear that if (I;h;I) is
isomorphic to the cubic lattice, then d(I;h;I) = 1. We therefore look to give a
minimum bound on h;I(x;x) for a lattice (I;h;I).
Lemma 2.3.12. Let (I;h;I) be a complex ideal lattice on L=K. Assume that ()
is real and positive for all embeddings  of L0. Deﬁne the hermitian form h;I by
h;I(x;y) = TrL=K( xy). Then
h;I(x;x)  n  (NL=K()NL=Q(I))1=n
for all x 2 I, x 6= 0.
Proof. We know that i() is a positive real number for all i. Furthermore since
 commutes with complex conjugation we can say that i( xx) is a positive real
number for all x 2 I. Hence we can use the inequality between the geometric and
arithmetic mean to say
TrL=K( xx)=n  NL=K( xx)1=n:
Now if a  b for any two non-zero ideals a and b, then by Proposition 1.2.21
NL=Q(b)jNL=Q(a). Since ( xx)   II we have that NL=Q( II)jNL=Q( xx). By
our assumptions on  and Gal(L=K) we see that
NL=Q( xx) = NK=Q(NL=K( xx)) = (NL=K( xx))2:
Furthermore we know that NL=Q( II) = (NL=K()NL=Q(I))2. Hence
(NL=K()NL=Q(I))2j(NL=K( xx))2
so
h;I(x;x)  n  NL=K( xx)1=n  n  (NL=K()NL=Q(I))1=n
for all x 2 I, x 6= 0.
48Corollary 2.3.13. Let (I;h;I) be a positive deﬁnite complex ideal lattice on L=K
of determinant 1. Then we have
h;I(x;x)  n  d
 1=n
L=K
for all x 2 I, x 6= 0.
Proof. Since the determinant of (I;h;I) is equal to 1 we see by Corollary 2.3.7
that  II = D 1
L=K. The result then follows by Lemma 2.3.4.
Corollary 2.3.14. Let (I;h;I) be a positive deﬁnite complex ideal lattice on L=K.
If (I;h;I) is isomorphic to the cubic lattice then dL=K  nn.
Proof. If it was possible to construct the cubic lattice then there must exist some
element x 2 I such that h;I(x;x) = 1. Rearranging the inequality in Corollary
2.3.13 then gives the result.
2.4 Minimum Determinant
In [29] the authors derive certain bounds on the minimum determinant of perfect
codes based on cyclic division algebras. We extend these results to the more general
setting of crossed product algebras.
Let (I;h;I) be a positive deﬁnite complex ideal lattice on L=K of determinant
1. We encode our n2 information symbols (a;);2G into the matrix
Xa := MaD = (
p
 1;a
 1);
where a =
P
2G a;! for all  2 G.
Deﬁnition 2.4.1. Deﬁne an ideal of OK as follows:
fx 2 OKjx  ; 2 OL for all ; 2 Gg: (2.7)
Let c be a generator of this (principal) ideal, which is in fact a common denominator
of the cocycle values ; and deﬁne  := NK=Q(c) = jcj2. This is independent
of the choice of generator, since the norm of a unit is 1. We also deﬁne c(m) to be
the common denominator of the cocycle values ; in the mth row of the matrix
Ma, with corresponding 
(m)
 .
49Proposition 2.4.2. For the codebook CA;;I we have
min(CA;;I) 2
1
dL=K 
Qn
m=1 
(m)

Z+:
Proof. Since c(m) is a common denominator of the cocycle values ; in the mth
row of Ma we have
det(Xa) =
1
Qn
m=1 c(m)  det(M0
a)  det(D)
where the (,)th coefﬁcient of M0
a is given by
0
 1; 1(a 1) (2.8)
and 0
 1; 2 OL for all ; 2 G. It is clear that det(D) =
q
NL=K() so we
must consider det(M0
a). By (2.8) we can see that the (,)th coefﬁcient of M0
a lies
in I, hence
det(M0
a) 2
Y
2G
I = NL=K(I)OL:
However det(Ma) is also the reduced norm of a and therefore det(M0
a) 2 OK,
which implies det(M0
a) 2 NL=K(I)OL \ OK = NL=K(I). Therefore
det(Xa) 2
q
NL=K()
Qn
m=1 c(m) NL=K(I):
By the assumption that  > 0 for all  2 G we see that
jdet(Xa)j2 2
NK=Q(NL=K(I))
Qn
m=1 
(m)

 NL=K()Z+:
and by the transitivity of the norm in a tower of ﬁelds we have
jdet(Xa)j2 2
NL=Q(I)
Qn
m=1 
(m)

 NL=K()Z+:
Then by the assumption that  II = D 1
L=K (since det(I;h) is assumed to be 1) we
may see that
min(CA;;I) 2
1
dL=K 
Qn
m=1 
(m)

Z+: (2.9)
50Corollary 2.4.3. We have the following bounds on the minimum determinant:
1
dL=K 
Qn
m=1 
(m)

 min(CA;;I)  min
x2Inf0g
NL=Q(x)  NL=K():
where the upper and lower bounds coincide if I is principal and
n Y
m=1

(m)
 = 1.
Proof. As seen above our matrix Xa is given by
(Xa); = (MaD); =
p
 1;a
 1:
The lower bound is clear from Proposition 2.4.2. Now if we take a deﬁned by
aId = x 2 I and a = 0 for  6= Id 2 G, then we may compute that NL=K(x)  q
NL=K() is the determinant of the matrix Xa. Therefore
min(CA;;I)  min
x2Inf0g
jNL=K(x) 
q
NL=K()j2 = min
x2Inf0g
NL=Q(x)  NL=K():
In the case where I = ()OL is a principal ideal of OL, any element x 2 I
may be written x =   y for y 2 OL. Hence, by taking y = 1 we see that
min
x2Inf0g
NL=Q(x) = NL=Q(). Now by the proof of Corollary 2.3.7 we know
NL=Q()NL=K() = d 1
L=K, which gives us our equality when
n Y
m=1

(m)
 = 1.
Consider the case of a non-principal ideal I and let x 2 I be some element of
minimal norm. It is clear that the ideal xOL  I and hence by the third isomorphism
theorem we see
(OL=xOL)=(I=xOL) ' OL=I:
Therefore min
x2Inf0g
NL=Q(x) = NL=Q(I)[I : xOL] and we can rewrite the inequality
from Corollary 2.4.3 as
1
dL=K 
Qn
m=1 
(m)

 min(CA;;I) 
[I : xOL]
dL=K
:
We therefore see that maximising min(CA;;I) relies upon minimising dL=K. The
lower bound also tells us that taking ; 2 OL for all ; 2 G could increase our
chances of having a code with good performance.
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Codes Based on Cyclic Algebras
A great deal of research has concentrated on constructing space-time block codes
from cyclic division algebras. For example the well known Alamouti code was
introduced in [1] and in [41] the authors consider a generalisation of the Alamouti
code using orthogonal designs. In [35] it is shown that the Alamouti code can be
viewed as a code based on a cyclic division algebra.
Cyclic division algebras were also investigated in [36] where the authors present
constructions of STBCs using Brauer’s division algebras. This work was extended
in [34] and examples of STBCs based on cyclic division algebras constructed from
nth roots of transcendental elements were given. A family of 2  2 STBCs was
introduced in [2] and further constructions of codes based on cyclic division algebras
were presented in [38]. In [37] the authors give constructions based on crossed
product algebras that include the codes from this paragraph as special cases.
The celebrated golden code [3] is a 2  2 STBC based on a cyclic division
Q(i)-algebra (;L=Q(i);) that satisﬁes the properties discussed in the previous
chapters, i.e. fully diverse, a non-vanishing determinant and satisfying the energy
constraint. It is the ﬁrst example of a perfect STBC, see Section 3.1. A code
equivalent to the golden code was presented independently in [9] and [47]. The
algebraic construction in [3] was generalised to an inﬁnite family of codes in the
2  2 case in [29]. The authors also gave a construction of a perfect STBC in the
33, 44 and 66 cases. In the 33 and 66 cases the base ﬁeld in the cyclic
division K-algebra (;L=K;) was taken to be Q(j). An important assumption
made in [29] is that we take  to be a root of unity and it is shown in [5] that under
52this assumption perfect STBCs can only exist in dimension 2;3;4 and 6. However
if this assumption is dropped and we take  2 K, then perfect codes exist for any
number nt of transmit antennas and any number nr of receive antennas [11].
In this thesis we will largely be interested in the perfect constructions given
in [29]. Since cyclic algebras are also crossed product algebras, encoding our
information can be done using the method explained in Section 2.2. Let us ﬁrst
compute the matrix of left multiplication for an arbitrary element a 2 A, where A
is a cyclic division K-algebra (;L=K;). Recall a cyclic K-algebra is a crossed
product K-algebra (;;L=K;) = 1  L  e  L    en 1  L, where the
2-cocycles satisfy

;
i;j =
n 1 if i + j < n
 if i + j  n
and en = . Our element a 2 A can be written as a = a0 +ea1 + +en 1an 1,
ai 2 L, i = 0;:::;n   1. We then compute the matrix of left multiplication as
Ma =
0
B B
B B
B B
B B
@
a0 a
n 1 a2
n 2 ::: an 1
1
a1 a
0 a2
n 1 ::: an 1
2
. . .
. . .
. . .
...
. . .
an 2 a
n 3 a2
n 4 ::: an 1
n 1
an 1 a
n 2 a2
n 3 ::: an 1
0
1
C C
C C
C C
C C
A
(3.1)
where
ai =
n X
j=1
aijwj;i = 1;:::;n:
Hence for a given cyclic division K-algebra A we would take as our codebook C a
subset of the set fMaja 2 Ag.
Let us consider the bounds on the minimum determinant if we don’t restrict to
the case  2 OK. In this case we can write  as the reduced fraction 1=2 with
1;2 2 OK. The bound given in Corollary 2.4.3 then becomes
1
dL=K  j2j2(n 1)  min(CA;;I)  min
x2Inf0g
NL=Q(x)  NL=K():
3.1 Perfect STBCs
In this thesis we will be concerned with linear dispersion STBCs. The basic idea
of a linear dispersion code is to spread the information symbols linearly over space
53and time. For more details see [17].
Deﬁnition 3.1.1. A square n  n STBC is called perfect if and only if
 It is a full rate linear dispersion code using n2 information symbols, either
QAM of HEX.
 The minimum determinant of the inﬁnite code is bounded away from zero.
 The energy required to send the linear combination of the information symbols
on each layer is similar to the energy used for sending the symbols themselves,
i.e. we do not increase the energy of the system by encoding the information
symbols.
 It induces uniform average transmitted energy per antenna in all T time slots.
Let us now summarise the approach taken in [29] to construct perfect STBCs.
We can see from Equation 3.1 that by using a cyclic division K-algebra (;L=K;)
our code will be full rate, since there are n2 information symbols aij in each
codeword Ma. As seen in Section 2.1 the second criterion above can be achieved by
restricting our elements a 2 A to some order   of A. The third property of a PSTBC
is that the energy constraint must be satisﬁed. By Proposition 2.2.1 this is satisﬁed
if and only if jj2 = 1 and the complex ideal lattice (I;h;I) is isomorphic to the
cubic lattice. The authors in [29] also restrict to the case  2 OK, which implies
 must be a unit in OK. We now come to the ﬁnal criterion that our code induces
uniform average power in all time slots. However, this is necessarily satisﬁed by the
shaping constraint that is required for the third criterion, for details see [28].
3.1.1 2  2 case
In the 2  2 case we consider the transmission of QAM symbols so we take
K = Q(i). Let A = (;L=K;) be a cyclic K-algebra, where L = K(
p
p) for
some prime number p. We will see in Section 3.2.1 that if we take  = i and p  5
(mod 8) then A is a cyclic division K-algebra.
It is easy to show that for L = K(
p
p) with p  1 (mod 4) the prime p
decomposes as
(p)OL = P2   P2:
54for some prime ideal P  OL. This is because any such prime p splits in K=Q
but must ramify in the quadratic extension L0=Q, where L0 := L \ R. In [29] the
authors show that in this case there always exists a hermitian OK-lattice (P;h;P)
that is isomorphic to the cubic lattice.
Consider the case when p = 5. Deﬁne  =
1+
p
p
2 ,   =
1 
p
p
2 ,  = 1 + i   i
and   = 1 + i   i . The ideal P is principal and generated by the element . The
codebook then has codewords of the form
X =
1
p
p
 
(a + b) (c + d)
i (c + d)  (a + b )
!
; a;b;c;d 2 Z[i]:
The generator matrix of the lattice is then given by
R =
1
p
5
 
 
  
!
:
This is a unitary matrix
It is then a straightforward computation to explicitly show that the minimum
determinant of the code is given by
min(CA;;I) =
1
dL=K
=
1
5
:
This example is known as the golden code. The name golden code relates to the
appearance of the golden ratio as the element . It is shown in [27] that the golden
code is the optimum perfect STBC in dimension 2.
3.1.2 3  3 case
Inthe33caseweconsiderthetransmissionofHEXsymbolssowetakeK = Q(j).
Let  = 7 +  1
7 and L = K(), we then have [L : K] = 3 and dL=K = 49.
This extension is cyclic with generator  : 7 +  1
7 7! 2
7 +  2
7 and the cyclic
K-algebra A = (j;L=K;) is a division K-algebra.
The prime ideal generated by 7 factors as
(7)OL = P3   P3:
Furthermore P is principal and generated by the element  = (1 + j) + . A
Z[j]-basis of ()OL is computed as fkg2
k=0. The authors perform a change of
55basis using the matrix 0
B
B
@
1 0 0
0  1 1
2 1 0
1
C
C
A
to get a reduced Z[j]-basis
fvkg3
k=1 = f(1 + j) + ;( 1   2j) + j2;( 1   2j) + (1 + j) + (1 + j)2g:
The generator matrix is given numerically as
R =
0
B
B
@
0:660 + 0:327i 0:021 + 0:327i  0:492 + 0:327i
 0:294   0:146i  0:037   0:589i  0:614 + 0:408i
0:530 + 0:262i  0:047   0:736i 0:273   0:182i
1
C
C
A:
This is a unitary matrix so the construction above gives a perfect STBC. Since the
ideal P is principal we see that
min(CA;;I) =
1
49
: (3.2)
3.1.3 4  4 case
In the 4  4 case we consider the transmission of QAM symbols so we take
K = Q(i). Let  = 15 +  1
15 and L = K(), we then have [L : K] = 4 and
dL=K = 1125. This extension is cyclic with generator  : 15 +  1
15 7! 2
15 +  2
15
and the cyclic K-algebra A = (i;L=K;) is a division K-algebra.
The prime ideals generated by 3 and 5 have the factorisations
(3)OL = P2
3  P3
2
(5)OL = P4
5  P5
4
and the ideal P3  P5 is a principal ideal generated by  = (1   3i) + i2.
A Z[i]-basis of () is given by fkg3
k=0. When we apply a change of basis
using the matrix 0
B
B B
B B
@
1 0 0 0
0 1 0 0
0  3 0 1
 1  3 1 1
1
C
C C
C C
A
56we get a new Z[i]-basis
fvkg4
k=1 = f(1   3i) + i2;(1   3i) + i3; i + ( 3 + 4i) + (1   i)3;
( 1 + i)   3 + 2 + 3g:
The generator matrix is given numerically as
R =
0
B B
B
B
@
0:258   0:312i 0:345   0:481i  0:418 + 0:505i  0:214 + 0:258i
0:258 + 0:087i 0:472 + 0:160i 0:160 + 0:054i 0:764 + 0:258i
0:258 + 0:214i  0:505   0:418i  0:418   0:345i 0:312 + 0:258i
0:258   0:763i  0:054 + 0:160i 0:160   0:472i  0:087 + 0:258i
1
C C
C
C
A
:
This is a unitary matrix so the construction above gives a perfect STBC. Since the
ideal P3  P5 is principal we see that
min(CA;;I) =
1
1125
: (3.3)
3.1.4 6  6 case
In the 6  6 case we again consider the transmission of HEX symbols so we take
K = Q(j). Let  = 28 +  1
28 and L = K(), we then have [L : K] = 6
and dL=K = 26  75. This extension is cyclic and we can take as generator  :
28 + 1
28 7! 5
28 + 5
28 [45]. Furthermore the cyclic K-algebra A = ( j;K(28 +
 1
28 )=K;) is a division K-algebra.
The prime ideal generated by 7 factors as
(7)OL = P6
7P7
6
:
However the difference in this case is that the ideal P is not principal, therefore we
will only be able to give bounds on the minimum determinant. In order to show
that perfect code can be constructed from A the authors needed to show that it
was possible to have a unitary generator matrix. To do this they ﬁrst computed
a relative basis of P and then used this to compute a Gram matrix of the lattice.
In [26] a generalisation of the LLL algorithm [25] is given that works over Z[j].
By employing this generalisation, the following change of basis matrix can be
57computed 0
B
B B
B B
B B
B B
B
@
0 1 0 0 0 0
1 + j 0 1 0 0 0
 1   2j 0  5 0 1 0
1 + j 0 4 0  1 0
0  3 0 1 0 0
0 5 0  5 0 1
1
C
C C
C C
C C
C C
C
A
:
The generator matrix is then given numerically as
R =
1
p
14
0
B B B B B B B B
B
@
1:950 1:302   0:866i  0:055   0:866i  1:747   0:866i 1:564 0:868
0:868  1:747   0:866i 1:302   0:866i  0:055   0:866i  1:950 1:564
1:564  0:055   0:866i  1:747   0:866i 1:302   0:866i  0:868  1:950
 1:950 1:302   0:866i  0:055   0:866i  1:747   0:866i  1:564  0:868
 0:868  1:747   0:866i 1:302   0:866i  0:055   0:866i 1:950  1:564
 1:564  0:055   0:866i  1:747   0:866i 1:302   0:866i 0:868 1:950
1
C C C C C C C C
C
A
:
Finally bounds on the minimum determinant are given by
1
26  75  min(CA;;I) 
1
26  74: (3.4)
3.2 Optimum Cyclic Constructions
In this Section we will look at the optimality of perfect STBCs in dimensions 4 and
6. We will always assume that our base ﬁeld K is equal to Q(i) or Q(j). First let
us specify exactly what we mean by optimal. Recall that to reduce the pairwise
probability of error we must look to maximise the minimum determinant min(C).
Now for any C  CA;;I we have min(C)  min(CA;;I) so by Corollary 2.4.3 we
have
1
min(C)
 dL=K 
n Y
m=1

(m)
 :
We can then say that a perfect STBC of dimension n is optimal if its value
for dL=K 
n Y
m=1

(m)
 is minimal within the class of perfect STBCs of dimension n.
Note that we could assume that our ideal I  O for some order O of L that doesn’t
equal OL. However in this case a number of assumptions, such as the transitivity of
the norm in towers, can no longer be taken. We will therefore always assume that
our order is the ring of integers OL and that I  OL.
Initially we will assume that  2 OK and therefore we need to ﬁnd the minimal
possible value for dL=K. Our method for determining this is broken into 3 steps:
581. We give a necessary and sufﬁcient condition for A = (;L=K;) to be a
division K-algebra.
2. We list all extensions that satisfy Step 1 above and for which dL=K is less
than the value of dL=K for the best known extension.
3. We determine if it is possible to construct the cubic lattice from the remaining
cyclic division K-algebras.
To complete our search for the optimal PSTBC we will then consider the case
 = 2 OK.
We end this section with two results that will help us to complete Step 1 above.
First note that our extension L is of the form K(
n p
d) for some d 2 K, where
K = Q(i) or Q(j). We are able to assume that d 2 OK by multiplying by
a suitable nth power in K. Recall from Section 2.2 that we also assume that
Gal(L=K) commutes with complex conjugation. Note that both K and L are
closed under complex conjugation.
Lemma 3.2.1. Assume n 2 K and let L = K(
n p
d). Let  be a generator of the
Galois group Gal(L=K). Then  commutes with complex conjugation if and only if
 d  d 2 Kn.
Proof. The ﬁrst thing to point out is that n =  n
 1. We now assume that 
commutes with complex conjugation and that  =
n p
d. Direct computation then
shows that ( ) = n  n =  1
n  n =  . Therefore   2 K and hence
( )n =  dd 2 Kn. The conversestarts with theassumption that  dd = ( )n = xn,
for some x 2 K. So   = x0= for some x0 2 fi
nxg. Direct computation gives
( ) = x0=n =  =n = n = (), which completes the proof.
For the rest of this chapter we will only consider cyclic algebras of degree 4
or 6 with base ﬁeld K = Q(i) or Q(j) respectively. We ﬁrst describe the prime
elements of the principal ideal domain OK for K = Q(i) (respectively K = Q(j)).
In both cases there are four different types:
1. A special prime  = 1 i (respectively  = 1 j). The conjugate   of such
a prime  is associate to  and in fact
 =    u1
  =   u2
59where u1 and u2 are primitive 4th (respectively 6th) roots of unity.
2. The inert primes of the form p  3 (mod 4) (respectively p  2 (mod 3)),
where p is a prime integer. We will denote this set by S3 (respectively T2).
3. Prime elements of the form  = a + bi (respectively  = a + bj) with
0 < a < b, where a2 + b2 = p  1 (mod 4) (respectively a2 + b2   ab 
1 (mod 3)), where p is a prime integer. We will denote this set by S1
(respectively T1).
4. Conjugates of the prime elements inS1 (respectivelyT1), namely   = a bi
(respectively   = a + bj2).
Proposition 3.2.2. Let d 2 OK with d 6= 0 and assume that d is not divisible by
any 4th (respectively 6th) power of OK. Then  dd 2 Kn, where n = 4 (respectively
n = 6), if and only if the following hold:
1. The valuation v(d) at the special prime ideal () is 0.
2. The valuation v(d) at a prime ideal () generated by a prime  2 S3
(respectively T2) is 0 or 2 (respectively 0 or 3).
3. The sum of the valuation v(d) at a prime ideal () generated by a prime
 2 S1 (respectively T1) and the valuation v (d) at its conjugate   is equal
to 0 or 4 (respectively 0 or 6).
Proof. Consider the prime decomposition d = 
l1
1 lr
r   for some unit  2
OK. Then  d  d 2 Kn if and only if (
l1
1 lr
r )  (
l1
1 lr
r ) 2 Kn. Note the
disappearance of the units, since     = 1. Now (
l1
1 lr
r )  (
l1
1 lr
r ) 2 Kn
if and only if (1  1)l1 (r  r)lr 2 Kn
We ﬁrst look at the special prime k = 1   i (respectively k = 1   j). In
this case k  k = 2
k  u where u is a primitive 4th (respectively 6th) root of
unity. Therefore (k  k)lk = (2
k  u)lk 2 Kn if and only if lk = n  z for some
non-negative integer z. This is the case since u is a primitive nth root of unity. The
assumption that d is not divisible by a nth power tells us that lk must equal 0. This
then tells us that the valuation vk(d) at the special prime ideal (k) must be equal
to 0, since the special prime element k does not divide d.
60Now consider an inert prime pk. In this case we have (pk pk)lk = (p2
k)lk 2 Kn
if and only if 2  lk = 0 or n. Hence lk = 0 or 2 (respectively 0 or 3). This then
tells us that the valuation vpk(d) at an inert prime ideal (pk) must be equal to 0 or 2
(respectively 0 or 3).
Finally we must consider a prime k 2 S1 (respectively T1), in which case we
get (k  k)lk. By the assumption that d is not divisible by a nth power we see that
(k  k)lk 2 Kn if and only if the sum of the exponent of k in d and the exponent
of k in d is equal to 0 or n, i.e. 0 or 4 (respectively 0 or 6). This then tells us that
the sum of the valuation v(d) at a prime ideal () generated by a prime  2 S1
(respectively T1) and the valuation v (d) at its conjugate   must be equal to 0 or 4
(respectively 0 or 6).
3.2.1 The 4  4 Case
Recall from Section 3.1.3 that for the best known PSTBC of degree 4 we have
A = (i;Q(i)(15 +  1
15 )=Q(i);) and
min(CA;;I) =
1
dL=K
=
1
1125
:
We now use the method explained in the previous section to determine the optimum
code of degree 4. In this case we will also assume that d 6= d02 for some d0 2 OK,
so that K(
4 p
d)=K is an extension of degree 4. Recall that we take K = Q(i) and
we ﬁrst assume that  2 OK, in which case  2 f1;ig. Let us now determine
when A = (;K(
4 p
d)=K;) is a division K-algebra. Throughout this section we
will assume that Gal(K(
4 p
d)=K) commutes with complex conjugation.
Proposition 3.2.3. Let A = (;K(
4 p
d)=K;). Then A is a cyclic division K-
algebra if and only if
  = i
 There exists a prime element  = a + bi where a2 + b2 = p  5 (mod 8)
such that  divides d with odd exponent.
Proof. Since K is a number ﬁeld and A is a central simple K-algebra we know by
the Brauer-Hasse-Noether Theorem that exp(A) = ind(A). Assume that A is a
division K-algebra, in which case exp(A) = 4 and therefore 2[A] 6= 0. Conversely
61assume A is not a division K-algebra then ind(A) is a proper divisor of 4 so
ind(A)j2 and therefore exp(A)j2, which implies that 2[A] = 0. Hence A is a
division K-algebra if and only if 2[A] 6= 0.
By Lemma 1.4.5 we see that 2[A] = [A
K A] = M4((2;K(
4 p
d)=K;)) and
clearly M4((2;K(
4 p
d)=K;))  (2;K(
4 p
d)=K;). Therefore  6= 1, since
[(1;K(
4 p
d)=K;)] = [0], hence  = i. However it is clear that
2[(i;K(
4 p
d)=K;)] = 2[( i;K(
4 p
d)=K;)]
therefore(i;K(
4 p
d)=K;)isadivisionK-algebraifandonlyif( i;K(
4 p
d)=K;)
is a division K-algebra. Without any loss of generality we can assume the former
case. Therefore
2[A] = (2;K(
4 p
d)=K;) = ( 1;K(
4 p
d)=K;):
Now we see from Lemma 1.4.6 that
( 1;K(
4 p
d)=K;) ' M2((i;K(
p
d)=K;  ))  (i;K(
p
d)=K;  )
where   indicatestherestrictionof 2 Gal(K(
4 p
d)=K)totheextensionK(
p
d)=K.
Hence 2[A] = [(i;K(
p
d)=K;  )], which tells us that A is a division K-algebra if
and only if [(i;K(
p
d)=K;  )] 6= 0, or in other words A is a division K-algebra
if and only if A(2) := (i;K(
p
d)=K;  ) is a division K-algebra. Since A(2) is
the quaternion algebra Q := (i;d)K there are only two possibilities: either Q is a
division K-algebra or Q splits.
By Proposition 3.2.2 we know that if p 2 S3 and pjd then vp(d) = 2. Similarly
if  2 S1 and jd then (v(d);v (d)) = (1;3), (2;2) or (3;1). Hence
(i;d)K ' (i;u1 1 k k)K
for u 2 O
K and prime elements i 2 S1 such that v(d) is odd.
We can then see that for primes p 2 S3 and  2 S1 such that v(d) is even,
the Hasse symbols (i;d)2;p, (i;d)2; and (i;d)2;  are trivial. Now for  2 S1 and
v(d) odd, (i;d)2; is the image of i(p 1)=2 in Fp. If p  1 (mod 8) then
i(p 1)=2 = 1 and if p  5 (mod 8) then i(p 1)=2 =  1.
Therefore if  2 S1 such that p  5 (mod 8) and v(d) is odd, then (i;d)2;
is not trivial. This implies that (i;d)K is not split, which implies that A is a division
62K-algebra. If there is no such divisor of d then (i;d)K 
K Kv is split at all places,
except maybe the place deﬁned by 0 = 1   i. However by the Brauer-Hasse-
Noether theorem, we know this implies that (i;d)K is split at all places v. Hence
(i;d)K is split, which implies that A is split in this case.
Now that we have a necessary and sufﬁcient condition for A to be a division
K-algebra, we must study the ramiﬁcation of ideals in K(
4 p
d)=K to determine
which extensions have dL=K < 1125. In order to do this we ﬁrst consider the
ramiﬁcation of a prime ideal (that doesn’t lie above 2) generated by a prime element
 where v(d) is odd.
Proposition 3.2.4. Let p  OK be a prime ideal not above 2 generated by . If
v(d) = 1 or 3 then p3jdL=K, where p is the prime number lying below .
Proof. By Proposition 3.2.2 we know that  = 2 S3, i.e.  6 3 (mod 4). We also
know that v(d)+v (d) = 4. Since we assume that v(d) = 1 or 3, by Proposition
1.2.23 we see that both p and  p totally ramify in L=K. From the deﬁnition of the
discriminant ideal we see that
NL=K(P3) = NL=K(P)3 = p3jdL=K:
Similarly we have  p3jdL=K and hence (p   p)3jdL=K. Using Lemma 2.3.4 we then
see that p3jdL=K.
Corollary 3.2.5. Let A be a cyclic division K-algebra. If dL=K  1125 then
v(d) = 1 or 3 for a prime element  of OK lying above the prime 5. Furthermore
125jdL=K and there is no other prime element 0 (that doesn’t lie above 5) such
that v(d) = 1 or 3.
Proof. Let  = a + bi, where a2 + b2 = p  5 (mod 8) and v(d) = 1 or 3. If
p > 5 (so p  13) then by Proposition 3.2.4 we can calculate that dL=K  2197.
Using the same proposition we can calculate that if p = 5 then 125jdL=K.
Now assume that 0 is a prime element not above 5 that divides d with odd
exponent. By Proposition 3.2.2 we know that 0 = 2 S3 and hence lies above a prime
p0  1 (mod 4). If p0 6= 5 then p0  13, and as we have seen above, this would
imply dL=K > 1125.
63We now need to consider the case where a prime ideal p = () is tamely
ramiﬁed and v(d) = 2.
Proposition 3.2.6. Let p  OK be a prime ideal not above 2 generated by a prime
element  2 OK lying above a prime p. If v(d) = 2 then p2jdL=K.
Proof. By results on Kummer extensions we know that p must be ramiﬁed. It is
also clear that it won’t be totally ramiﬁed, hence pOL = P2 or pOL = P2
1  P2
2.
In the ﬁrst case we see that the residue class degree is equal to 2 and so
NL=K(P) = p2, furthermore PjDL=K. Hence p2jdL=K. If p  3 (mod 4) then
using Lemma 2.3.4 we see that p2jdL=K. If p  1 (mod 4) then  p2jdL=K as well
and using Lemma 2.3.4 again we see that p2jdL=K in this case also.
InthesecondcaseweseethatP1P2jDL=K. HenceNL=K(P1P2) = p2jdL=K.
We then proceed as in the previous paragraph.
Corollary 3.2.7. Let A be a cyclic division K-algebra such that dL=K  1125.
Assume that v(d) = 2 where  is a prime element not lying above 5. Then  = 3
and 1125jdL=K.
Proof. By Corollary 3.2.5 we know that 125jdL=K and 32  125 = 1125.
The above results tell us that if A is a cyclic division K-algebra such that
dL=K  1125 then the only possibilities for our ﬁeld extension are K()=K, where
 is a root of one of the following polynomials:
1. X4   (1 + 2i)  (1   2i)3;
2. X4   (1 + 2i)  (1   2i)3  ( 1);
3. X4   (1 + 2i)  (1   2i)3  (i);
4. X4   (1 + 2i)  (1   2i)3  ( i).
We will give mathematical arguments to compute dL=K in the four cases above as
well as computing whether the ideal class group of OL is trivial or not.
The case X4   (1 + 2i)  (1   2i)3
Proposition 3.2.8. Let 1 be a root of the polynomial f := X4 (1+2i)(1 2i)3.
Then K(1) ' Q(20).
64Proof. We know that i 2 Q(20) and hence K  Q(20). Let z = e2i=20 then it
can be computed that z+z12+z18+z19 is a root of f. Therefore K(1)  Q(20).
Since
[Q(20) : Q] = (20) = 8 = [K(1) : Q]
we see that K(1) ' Q(20).
Remark The decomposition of prime ideals in cyclotomic extensions of Q is
well understood, see for example [19].
Proposition 3.2.9. Let L = K(1) then dL=K = 125.
Proof. It is well known (see for example [46]) that the absolute discriminant of a
cyclotomic ﬁeld Q(n) is given by
dQ(n) = ( 1)(n)=2 
n(n)
Q
pjn p(n)=(p 1):
Hence dL = dQ(20) = 28  56 and we know that dK =  4. By the tower of
discriminants formula we have dL = NK=Q(dL=K)  d
[L:K]
K and so
56 = NK=Q(dL=K) = NL=Q(DL=K) = (dL=K)2:
Therefore dL=K = 125.
Proposition 3.2.10. Let A = (i;K(1)=K;). Then it is impossible to construct
the cubic lattice from A.
Proof. By Corollary 2.3.14 we know that if it was possible to construct the cubic
lattice from A then dL=K  44 = 256. Since dL=K = 125 the result follows.
Proposition 3.2.11. Let L = K(1) then the class group of OL is trivial, or in
other words OL is a principal ideal domain.
Proof. Since L ' Q(20) we will do our calculations in the cyclotomic case, in
which case we have the following diagram:
65Q(20)
Q(5) Q(4)
Q
 
 
 
 
 
 
@
@
@
@
@
@
8
2
2 4
4
We know that Z[4] is a PID and the only prime that ramiﬁes in Q(4)=Q is
2, which is totally ramiﬁed. Also we know that the only prime that ramiﬁes in
Q(5)=Q is 5, which is totally ramiﬁed and the Minkowski bound is MQ(5)  1:7,
therefore by Theorem 1.2.35 Z[5] is a PID as well.
For the extension Q(20)=Q we compute MQ(20)  12:63, therefore we need
to consider the decomposition of the primes 2;3;5;7 and 11. This gives us the
following table:
pOL Decomposition NL=Q(pi)
2Z[20] p2
2 16
3Z[20] p3  q3 81
5Z[20] p4
5  q4
5 5
7Z[20] p7  q7 2401
11Z[20] p11  q11  r11  s11 121
The only prime ideals with norm less than MQ(20) are p5 and q5. Without loss
of generality we can assume that p5  Z[4] and is therefore principal and generated
by a prime element 5. Now q5 =  p5, so it is generated by  5 and hence is principal
as well. By Theorem 1.2.35 we therefore see that the class group is trivial.
The case X4   (1 + 2i)  (1   2i)3  ( 1)
Proposition 3.2.12. Let 2 be a root of the polynomial g := X4   (1 + 2i)  (1  
2i)3  ( 1). Then K(2)  Q(40) and [Q(40) : K(2)] = 2.
Proof. By Proposition 3.2.8 we know that K(1)(8) ' Q(40). Furthermore we
can compute that (1  8)4 =  (1 + 2i)  (1   2i)3, so we see that 1  8 is a root
66of the polynomial g. Hence K(2)  Q(40). To complete the proof we note that
(40) = 16 and since [K(2) : Q] = 8, we have [Q(40) : K(2)] = 2.
Remark The only primes that ramify in Q(40)=Q are 2 and 5 and their decom-
positions are 2Z[40] = P4
2 and 5Z[40] = P4
5  Q4
5.
Proposition 3.2.13. We have K(
p
5) is an intermediate ﬁeld of L=K. Further-
more the prime ideal p2 2 OK that lies above 2, remains inert in the extension
K(
p
5)=K.
Proof. Since 2 =
4 p
(1 + 2i)  (1   2i)3  ( 1) =
qp
5  (1   2i)  i and (1  
2i)i 2 K we see that K  K(
p
5)  L. Also K(
p
5)=K is a Kummer extension
of degree 2 and it is easy to see that there exists some x in OK such that Condition
2 of Theorem 1.2.25 is satisﬁed (e.g. x = 1), so p2 is unramiﬁed in K(
p
5)=K.
Since p2 cannot split by the remark above, this completes the proof.
Proposition 3.2.14. The ring of integers OK(
p
5) is equal to OKOQ(
p
5), or in other
words f1;i; 1+
p
5
2 ; 1+
p
5
2 ig is an integral basis for OK(
p
5).
Proof. Since Q(i) and Q(
p
5) are linearly disjoint, we have the following diagram
K(
p
5)
K Q(
p
5)
Q
 
 
 
 
 
 
@
@
@
@
@
@
where K(
p
5) is equal to the compositum of K and Q(
p
5).
Now DQ(
p
5)=Q = p5OQ(
p
5). We saw in Proposition 3.2.13 that p2 remains
inert in K(
p
5)=K hence DK(
p
5)=K = p5OK(
p
5). We therefore see by Proposition
1.2.33 that OK(
p
5) = OKOQ(
p
5).
Proposition3.2.15. Theprimeidealp2 istotallyramiﬁedintheextensionL=K(
p
5).
67Proof. Let j(X) := X2  
p
5  (1   2i)  i and let  be a root of j(X), so that
L = K(
p
5)(). Now L ' K(
p
5)(   1) and    1 is a root of the polynomial
j(X + 1) = X2 + 2X + (1   2
p
5   i
p
5). Now j(X + 1) is an Eisenstein
polynomial at p2 in OK(
p
5). To see this consider p2 = (1   i)OK(
p
5). Any
element z 2 OK(
p
5) has the form
z = z1 + z2i + z3
1 +
p
5
2
+ z4
1 +
p
5
2
i; zi 2 Z
By taking z1 = 2;z2 =  1;z3 =  3;z4 = 1 we can see that (1   2
p
5   i
p
5) =
z(1 i)i  0 (mod p2). However (1 2
p
5 i
p
5) 6 0 (mod p2
2) = (2)OK(
p
5).
Applying Proposition 1.2.32 then completes the result.
Proposition 3.2.16. Let L = K() then dL=K = 2000.
Proof. Consider the extension Q(40)=Q. By the remark above we have 2Z[40] =
P4
2 and 5Z[40] = P4
5Q4
5. We now consider L=Q. It is well known that 2OK = p2
2
and by Proposition 3.2.15 we know p2OL = P2
2, so 2OL = P4
2. Hence the prime
ideal P2 of OL is unramiﬁed in the extension Q(40)=L. Now 5OK = p5  q5
and by Proposition 1.2.23 we see that p5OL = P4
5, so 5OL = P4
5  Q4
5. Hence
Q(40)=L is an unramiﬁed extension.
Now we can easily compute that dQ(40) = 232512. The tower of discriminants
formula tells us that
dQ(40) = NL=Q(dQ(40)=L)  d2
L:
However since Q(40)=L is unramiﬁed this simpliﬁes to dQ(40) = d2
L, hence
dL = 216 56. We then continue as in the proof of Proposition 3.2.9 to compute that
28  56 = NK=Q(dL=K) = NL=Q(DL=K) = (dL=K)2:
Therefore dL=K = 24  53 = 2000.
The Hilbert class ﬁeld E of a number ﬁeld K is deﬁned as the maximal abelian
unramiﬁed extension of K. An important result on the Hilbert class ﬁeld E is that
the degree of E=K is equal to the class number of K [19]. Since Q(40)=L is an
unramiﬁed extension of degree 2, the ideal class group of OL is non-trivial and its
class number is greater than or equal to 2.
68The case X4   (1 + 2i)  (1   2i)3  (i)
Proposition 3.2.17. Let 3 be a root of the polynomial h(X) := X4   (1 + 2i) 
(1   2i)3  (i). Then K(3)  Q(80) and [Q(80) : K(3)] = 4.
Proof. By Proposition 3.2.8 we know that K(1)(16) ' Q(80). Furthermore we
can compute that (1  16)4 = (1 + 2i)  (1   2i)3  (i), so we see that 1  16 is a
root of the polynomial h. Hence K(3)  Q(80). Since (80) = 32 we see that
[Q(80) : K(3)] = 4.
Remark The only primes that ramify in Q(80)=Q are 2 and 5 and their decom-
positions are 2Z[80] = P8
2 and 5Z[80] = P4
5  Q4
5.
Proposition 3.2.18. Let L = K(3) then the prime ideal p2 is totally ramiﬁed in
the extension L=K.
Proof. We have L ' K(3 1) and 3 1 is a root of the polynomial h(X +1) =
X4 + 4X3 + 6X2 + 4X   19 + 15i. Since  19 + 15i = ( 17   2i)(1   i) it is
clear that h(X +1) is an Eisenstein polynomial at p2 in OK. By Proposition 1.2.32
we then see that p2 is totally ramiﬁed in L=K.
Proposition 3.2.19. Let L = K(3) then dL=K = 32000.
Proof. We can easily compute that dQ(80) = 296524. Consider the extension L=Q.
By Proposition 3.2.18 we know that 2OL = P8
2, so the prime ideal P2 in OL is
unramiﬁed in Q(80)=L. Following the proof of Proposition 3.2.16 we can also see
that 5OL = P4
5  Q4
5. Using the remark above we therefore know that Q(80)=L is
an unramiﬁed extension.
We know that
dQ(80) = NL=Q(dQ(80)=L)  d4
L:
Since Q(80)=L is unramiﬁed this simpliﬁes to dQ(80) = d4
L, hence dL = 224  56.
We can then compute that
216  56 = NK=Q(dL=K) = NL=Q(DL=K) = (dL=K)2:
Therefore dL=K = 28  53 = 32000.
Since Q(80)=L is an unramiﬁed extension of degree 4, the ideal class group of
OL is non-trivial and its class number is greater than or equal to 4.
69Remark In the case X4  (1+2i)(1 2i)3 ( i) we again get that dL=K =
32000 and the proof follows in the same way as the case X4 (1+2i)(1 2i)3(i).
Hence for [L : K] = 4 we have shown that if A = (;L=K;) is a cyclic
division K-algebra with  2 OK and C  CA;;I is a code built on A that satisﬁes
the energy constraint, then
dL=K 
n Y
m=1

(m)
  1125:
However we must also consider the case  = 2 OK.
The case  = 2 Z[i]
Let  2 KnOK so that  =
1
2 with 1;2 2 OK, 2 - 1 and let A = (;L=K;)
be a cyclic division K-algebra of degree 4 with L-basis f1;e;e2;e3g. Let a 2 A
be of the form a = a0 + ea1 + e2a2 + e3a3 where ai 2 L for i = 0;:::;3. The
matrix Ma of left multiplication by a in our chosen L-basis is
Ma =
0
B
B B
B B
@
a0
1
2a
3
1
2a2
2
1
2a3
1
a1 a
0
1
2a2
3
1
2a3
2
a2 a
1 a2
0
1
2a3
3
a3 a
2 a2
1 a3
0
1
C
C C
C C
A
:
By Corollary 2.3.14 we know that dL=K  256 and therefore
dL=K 
n Y
m=1

(m)
  256  (2   2)3:
Now since 2 6= 1 we see that the right hand side of the above equation is greater
than or equal to 256  23 = 2048 > 1125. Therefore the price we pay in the coding
gain by considering  = 2 OK is too large to give a better performing code.
Corollary 3.2.20. Let [L : K] = 4 and let A = (;L=K;) be a cyclic division
K-algebra. If C  CA;;I is a code built on A that satisﬁes the energy constraint,
then
dL=K 
n Y
m=1

(m)
  1125:
Hence the PSTBC of dimension 4 presented in [29] is optimal.
703.2.2 The 6  6 Case
Recall for the best known PSTBC of degree 6 we have K = Q(j) and A =
( j;K(28 +  1
28 )=K;) and
1
26  75  min(CA;;I) 
1
26  74:
We now determine the optimum code of degree 6 where we assume that K =
Q(j). Similar to the 4  4 case we will also assume that d 6= d02 and d 6= d003
for some d0;d00 2 OK, so that K(
6 p
d)=K is an extension of degree 6. Again
we ﬁrst assume that  2 OK and determine when A = (;K(
6 p
d)=K;) is a
division K-algebra. Similar to the previous section, we will assume throughout that
Gal(K(
6 p
d)=K) commutes with complex conjugation.
Proposition 3.2.21. Let A = (;K(
6 p
d)=K;). Then A is a cyclic division K-
algebra if and only if
  =  j or   j2
 There exist (not necessarily distinct) prime elements  and 0 of Z[j] such
that v(d) is prime to 3, v0(d) is odd and satisfying the following:
1. 0 = a+bj, where l = a2 +b2  ab is a prime number satisfying l  7
(mod 12).
2.  = a + bj, where l = a2 + b2   ab is a prime number satisfying
l  4 or 7 (mod 9).
Proof. Proceeding in a similar manner to the 4  4 case, we can use arguments
involving the exponent of the Brauer group to give us the ﬁrst condition. We
can also show that ( j;K(
6 p
d)=K;) is a division K-algebra if and only if
( j2;K(
6 p
d)=K;) is a division K-algebra and so without loss of generality
we will assume that A = ( j;K(
6 p
d)=K;).
By the Primary Decomposition Theorem A ' A(2) 
K A(3) and A is a division
K-algebra if and only if A(2) and A(3) are division K-algebras. We ﬁrst consider
the quaternion algebra A(2) = ( j;K(
p
d)=K;  ) ' ( j;d)K.
We proceed as in the Proof of Proposition 3.2.3. By Proposition 3.2.2
( j;d)K ' ( j;up1 pk1 1 l l)K
71for u 2 O
K;pi 2 T2;i 2 T1 with vpi(d) odd and vi(d) odd. Hence for  = 1 j
or any  2 T1 such that v(d) is even, the Hilbert symbol ( j;d)2; is trivial.
Consider a prime p 2 T2. then ( j;d)2; is the image of ( j)(p2 1)=2 in Fp2.
If p 6= 2 then p  5 (mod 6) and therefore 6j
p2 1
2 . Hence the Hasse symbol
( j;d)2;p is trivial in this case.
Now consider  2 T1 such that vp(d) is odd. In this case ( j;d)2; is the image
of ( j)(p 1)=2 in Fp. If p  1 (mod 12) then ( j;d)2; =  1 and if p  7
(mod 12) then ( j;d)2; =  1.
Hence if  2 T1 with p  7 (mod 12) and jd such that v(d) is odd, then
( j;d)2; is non-trivial and so ( j;d)K is a division K-algebra. If there is no such
divisor of d, then the Hasse symbol is trivial at all places except maybe the place
deﬁned by 2. However by the Brauer-Hasse-Noether this implies that (i;d)K is
split at all places v. Hence ( j;d)K is split in this case.
We now move to A(3) = ( j;K(
3 p
d)=K;  ) ' (j;K(
3 p
d)=K;  ) by Lemma
1.4.7. SinceA(3) isofdegree3weseethatA(3) iseithersplitoradivisionK-algebra.
By Proposition 3.2.2 we know that
(j;K(
3 p
d)=K;  ) ' (j;K(
3
q
u11
2 kk
022
11
0 
02
l l
0)=K;  )
where u 2 O
K, ;0 2 T1, jd, 0jd with v(d) 6= 3 and v (d) 6= 3. We then
immediately see that for any prime p 2 T2 or  2 T1 such that jd and v(d) = 3
the Hasse symbols (j;d)3;p, (j;d)3; and (j;d)3;  are trivial.
For any  2 T1 such that jd and v(d) 6= 3 we see that (j;d)3; will be the
image of j(p 1)=3 in Fp. Now p  1 (mod 3), which is equivalent to saying
that p  1, 4 or 7 (mod 9). In this way we can see that (j;d)3; =  1 if and only
if p  1 (mod 9).
Therefore we can reason in a similar manner to above to show that A(3) is a
division K-algebra if and only if there exists  2 T1 with p  4 or 7 (mod 9)
such that jd and v(d) 6= 3. This completes our proof.
To consider the ramiﬁcation of a prime ideal p  OK in L=K we look at the
two subextensions K2 and K3 of L, where [K2 : K] = 2 and [K3 : 3], which gives
us the following diagram:
72L
K2 K3
K
 
 
 
 
 
 
@
@
@
@
@
@
6
3
3 2
2
As usual prime ideals above p will be denoted by P and P(i) will denote the
prime ideal above p lying in OKi.
Since the ramiﬁcation index of a prime ideal divides the degree of the extension
we are able to deduce that there are three possibilities for a prime ideal p that
ramiﬁes in L=K:
1. p only ramiﬁes in K2=K.
2. p only ramiﬁes in K3=K.
3. p ramiﬁes in K2=K and K3=K.
We will ﬁrst consider the primes that ramify tamely in L=K before moving onto
the wildly ramiﬁed primes.
Proposition 3.2.22. Let p  OK be a prime ideal that doesn’t lie above 2 or 3,
generated by the prime element  2 OK. If v(d) = 1 or 5 then p5jdL=K, where p
is the prime number lying below .
Proof. We can see that p ramiﬁes in both K2=K and K3=K, so it must be totally
ramiﬁed. Hence
NL=K(P5) = p5jdL=K:
Now by Proposition 3.2.2 we know that v(d) + v (d) = 6. Hence (p   p)5jdL=K.
Using Lemma 2.3.4 we then see that p5jdL=K.
Corollary 3.2.23. Assume that p lies above a prime p  1 (mod 3) and that
v(d) = 1 or 5. If p > 13 then dL=K > 26  75.
73Proof. First note that 135 = 371293 < 26  75. The next prime p > 13 such that
p  1 (mod 3) is 19. However 195 = 2476099 > 26  75.
Proposition 3.2.24. Let p  OK be a prime ideal that doesn’t lie above 2 or 3,
generated by the prime element  2 OK. If v(d) = 2 or 4 then p4jdL=K, where p
is the prime number lying below .
Proof. We can see that p does not ramify in K2=K and is totally ramiﬁed in K3=K.
Hence p2jdK3=K and by the behaviour of the discriminant ideal in a tower of ﬁelds
we see that p4jdL=K. Then proceed as in the proof of Proposition 3.2.22
Corollary 3.2.25. Assume that p lies above a prime p  1 (mod 3) and that
v(d) = 2 or 4. If p > 31 then dL=K > 26  75.
Proof. First note that 314 = 923521 < 26  75. The next prime p > 31 such that
p  1 (mod 3) is 37. However 374 = 1874161 > 26  75.
Proposition 3.2.26. Let p  OK be a prime ideal lying above a prime p 6= 2 or 3,
generated by the prime element  2 OK. If v(d) = 3 then p3jdL=K, where p is
the prime number lying below .
Proof. We can see that p does not ramify in K3=K and is totally ramiﬁed in K2=K.
Hence pjdK2=K and therefore p3jdL=K. Then proceed as in the proof of Proposition
3.2.22.
The above results allow us to produce a ﬁnite list of prime ideals that ramify
tamely in an extension K(
6 p
d)=K such that A satisﬁes the conditions of Proposition
3.2.21 and dL=K < 26  75.
We ﬁrst consider a prime element  = a + bj 2 T1 that satisﬁes Condition 2 of
Proposition 3.2.21. That is  = a + bj, where l = a2 + b2   ab is a prime number
satisfying l  4 or 7 (mod 9). By Propositions 3.2.22 and 3.2.24 we know that if 
satisﬁes Condition 2 of Proposition 3.2.21, then l4jdL=K or l5jdL=K. The ﬁrst three
primes l that satisfy the congruence are 7, 13 and 31 and Corollaries 3.2.23 and
3.2.25 tell us that these are the only primes we need to consider. We are now left
with ﬁve potential divisors of dL=K that must be checked, these are (in ascending
order) f74;75;134;135;314g.
In order to check these divisors we must calculate the minimum possible value
of dL=K for each divisor when Condition 1 of Proposition 3.2.21 is also satisﬁed.
74If we consider this condition then Propositions 3.2.22 and 3.2.26 tell us that if
0 = a+bj, where l = a2 +b2  ab is a prime number satisfying l  7 (mod 12),
then l3jdL=K or l5jdL=K. The ﬁrst three primes l that satisfy the congruence are 7,
19 and 31.
We can now make our calculations for each of our ﬁve potential divisors. Firstly
let  be a prime element above 7 such that v(d) = 2 or 4, in which case  satisﬁes
Condition 2 of Proposition 3.2.21, so 74jdL=K. If Condition 1 of Proposition 3.2.21
is also satisﬁed (by a prime element 0 that does not lie above 7) then the remark
above tells us that as a minimum 193jdL=K as well. However 74  193 > 26  75, so
this case can be dismissed.
The second case to consider is that  is a prime element above 7 such that
v(d) = 1 or 5, so 75jdL=K. In this instance Condition 1 of Proposition 3.2.21 is
automatically satisﬁed by the prime element .
Thirdlylet beaprimeelementabove13suchthatv(d) = 2 or4, so134jdL=K.
If Condition 1 of Proposition 3.2.21 is also satisﬁed then we know from the remark
above that as a minimum 73jdL=K as well. However 134  73 > 26  75, so this case
can be dismissed. The same logic allows us to dismiss the case  is a prime element
above 13 such that v(d) = 1 or 5, so 135jdL=K and the case  is a prime element
above 31 such that v(d) = 2 or 4, so 314jdL=K.
Corollary 3.2.27. If A is a cyclic division K-algebra and dL=K < 26  75 then
there exists a prime element  = a + bj, where l = a2 + b2   ab = 7, such that
v(d) is odd and prime to 3 (and therefore 75jdL=K). Furthermore this is the only
prime p 6= 2 or 3 that divides dL=K.
Proof. The ﬁrst part comes from our work above. Now Propositions 3.2.22, 3.2.24
and 3.2.26 tell us that if another prime p0 6= 2 or 3 did divide dL=K, then as
a minimum p03jdL=K. The smallest prime p0 6= 2 or 3 is p0 = 5. However
75  53 > 26  75 and therefore 7 is the only prime (not equal to 2 or 3) that divides
dL=K.
Now that we have considered the prime ideals that ramify tamely in our exten-
sion we must move our attention to the wildly ramiﬁed prime ideals. The only two
ideals that would ramify wildly are the prime ideal p generated by (1 j) in K3=K
and the prime ideal p generated by 2 in K2=K.
75Proposition 3.2.28. If the prime ideal p generated by the prime element (1   j)
ramiﬁes in K3=K then 32jdK3=K.
Proof. If p ramiﬁes then it is totally and wildly ramiﬁed and hence P3jDK3=K.
Taking absolute norms of both sides tells us that 33j(dK3=K)2 and therefore it must
be true that 32jdK3=K.
Proposition 3.2.29. Let A be a cyclic division K-algebra. If the prime ideal p
generated by the prime element  = (1   j) ramiﬁes in K(
6 p
d)=K then 34jdL=K.
Proof. By Proposition 3.2.2 we know that v(d) = 0, therefore if p ramiﬁes then
it will only be ramiﬁed in the subextension K3=K, in which case 32jdK3=K by
Proposition 3.2.28. Then using Proposition 2.3.5 we can see that 34jdL=K.
Proposition 3.2.30. If the prime ideal p generated by the prime element (2) ramiﬁes
in K2=K then 22jdK2=K.
Proof. If p ramiﬁes then it is totally and wildly ramiﬁed and hence P2jDK2=K.
Taking absolute norms of both sides tells us that 24j(dK2=K)2 and hence 22jdK2=K.
Proposition 3.2.31. Let A be a cyclic division K-algebra. If the prime ideal p
generated by the prime element  = (2) ramiﬁes in K(
6 p
d)=K then 26jdL=K.
Proof. By Proposition 3.2.2 we know that v(d) = 0 or 3, therefore if p ramiﬁes
then it will only be ramiﬁed in the subextension K2=K, in which case 22jdK2=K
by Proposition 3.2.30. Then using Proposition 2.3.5 we can see that this implies
26jdL=K.
Corollary 3.2.32. Let A be a cyclic division K-algebra such that dL=K < 26  75.
Then the only prime ideals that ramify in K(
6 p
d)=K are the prime ideals lying
above 7 and we have dL=K = 75.
Proof. By Corollary 3.2.27 we need only consider the prime ideals lying above 2
and 3. If the prime ideal p lying above 2 ramiﬁes in K(
6 p
d)=K then by Proposition
3.2.31 we know that 26jdL=K and hence 26  75jdL=K. If the prime ideal p lying
above 3 ramiﬁes in K(
6 p
d)=K then by Proposition 3.2.29 we know that 34jdL=K
and hence 34 75jdL=K. However 34 75 > 26 75, which completes the proof.
76Proposition 3.2.33. Let A be a cyclic division K-algebra with dL=K = 75. Then it
is impossible to construct the cubic lattice from A.
Proof. By Corollary 2.3.14 the cubic lattice cannot be constructed since dL=K <
66.
Hence for [L : K] = 6 we have shown that if A = (;L=K;) is a cyclic
division K-algebra with  2 OK and C  CA;;I is a code built on A that satisﬁes
the energy constraint, then
dL=K 
n Y
m=1

(m)
  26  75:
However we must also consider the case  = 2 OK.
The case  = 2 Z[j]
In the degree 6 case we know that dL=K  66 and the price to pay in the coding
gain by considering  = 2 OK is a factor of j2j10  25. Since 25  66 > 26  75 we
see that taking  = 2 OK will not give rise to a better performing code.
Corollary 3.2.34. Let [L : K] = 6 and let A = (;L=K;) be a cyclic division
K-algebra. If C  CA;;I is a code built on A that satisﬁes the energy constraint,
then
dL=K 
n Y
m=1

(m)
  26  75:
Hence the PSTBC of dimension 6 presented in [29] is optimal.
77Chapter 4
Biquadratic Codes
4.1 Non-Cyclic Codes of Dimension four
4.1.1 Code Construction
Having considered cyclic codes we now switch our attention to the case when the
Galois group of L=K is non-cyclic. The obvious starting point for this is to consider
codes when Gal(L=K) is isomorphic to the Klein four-group C2  C2.
Codes based on crossed product algebras of degree 4 with non-cyclic Galois
group have been studied in [4]. In [44] the authors consider constructions based
on biquaternion algebras, which are included in the set of crossed product algebras
with Galois group isomorphic to the Klein four-group. The constructions in [4]
are also studied with regard to MIDO (multiple-input double-output) codes in [30],
although we will not consider this here.
From now on we will assume that L=K is a non-cyclic Galois extension of
degree four, i.e. L = K(
p
d;
p
d0), for some d;d0 2 K. Note that the three
distinct quadratic ﬁelds of L=K are K(
p
d), K(
p
d0) and K(
p
dd0). We have
Gal(L=K) = f1;;;g, where  and  satisfy
(
p
d) =
p
d;(
p
d0) =  
p
d0
(
p
d) =  
p
d;(
p
d0) =
p
d0
so we have the following diagram:
78L = K(
p
d;
p
d0)
K(
p
d) K(
p
d0)
K
 
   
 
   
@
@ @
@
@ @
2
 
2
Deﬁnition 4.1.1. Let a;b;u 2 L such that
a = a;b = b;uu =
a
a ;uu =
b
b
:
Then the triple (a;b;u) is called (;)-admissible.
Note that if (a;b;u) is (;)-admissible, then (abu) = abu. Therefore
a;b and abu are such that a 2 K(
p
d), b 2 K(
p
d0) and abu 2 K(
p
dd0) '
K(
q
dd0
(gcd(d;d0))2).
Lemma 4.1.2. Let G = fId;;;g and let (a;b;u) be (;)-admissible. Deﬁne
a map a;b;u : G  G ! L by

a;b;u
Id; = 
a;b;u
;Id = 1; 8; 2 G

a;b;u
; = a;
a;b;u
; = 1;
a;b;u
; = a

a;b;u
; = u;
a;b;u
; = b;
a;b;u
; = bu

a;b;u
; = au;
a;b;u
; = b;
a;b;u
; = abu
Then a;b;u is a 2-cocycle.
Proof. By deﬁnition 
a;b;u
Id; = 
a;b;u
;Id = 1 for all ; 2 G. Let (;;) be a triple
with entries in G. To check that a;b;u is a 2-cocycle, we need to check that
;; = ;
; (4.1)
holds for all possible triples (;;). It is not hard to check that Equation 4.1 holds
if one of ,  or  is equal to Id, the remaining cases will be done individually.
(;;): The LHS of Equation 4.1 is equal to Id  a and the RHS of Equation
4.1 is equal to Id  a = a. Hence (;;) satisﬁes Equation 4.1.
(;;): The LHS is equal to a  Id and the RHS is equal to a  Id.
79(;;): The LHS is equal to Id  a and the RHS is equal to Id  a = a.
(;;): The LHS is equal to a  u and the RHS is equal to au  Id.
(;;): The LHS is equal to Id  b and the RHS is equal to b  Id.
(;;): The LHS is equal to a  bu and the RHS is equal to abu  Id.
(;;): The LHS is equal to Idau and the RHS is equal to u(a) = au.
(;;): The LHS is equal to a  b and the RHS is equal to b  (a) = a  b.
(;;): The LHS is equal to Idabu and the RHS is equal to bu(a) =
a  bu.
(;;): The LHS is equal to Ida and the RHS is equal to auu = a  a
a =
a.
(;;): The LHS is equal to bu  Id and the RHS is equal to b  u.
(;;): The LHS is equal to b  a and the RHS is equal to abu  u =
ab  ( a
a ) = b  a.
(;;): The LHS is equal to bu  u = b  b
b = b and the RHS is equal to
Id  b = b.
(;;): The LHS is equal to Id  b and the RHS is equal to Id  b = b.
(;;):The LHS is equal to ubu = b and the RHS is equal to Idb = b.
(;;): The LHS is equal to b  au and the RHS is equal to a  (bu) =
ab  a
au = ab
u = abu.
(;;): The LHS is equal to u  b and the RHS is equal to Id  (bu) =
b  u = u  b.
(;;): The LHS is equal to Idabu and the RHS is equal to a(bu) =
(abu) = abu
(;;): The LHS is equal to Id  a and the RHS is equal to u  (au) =
auu = a.
(;;): The LHS is equal to Id  abu and the RHS is equal to b  (au) =
abu.
(;;): The LHS is equal to ba and the RHS is equal to bu (au) =
abuu = ab  a
a = b  a.
(;;): The LHS is equal to abu  u = ab  b
b = ab and the RHS is equal
to ab.
80(;;): The LHS is equal to Id  b and the RHS is equal to Id  b = b.
(;;): The LHS is equal to au  bu = ab  b
b = ab and the RHS is
equal to a  b = ab.
(;;): The LHS is equal to bau and the RHS is equal to Id(abu) =
abu = auubu = abu  b
b = abu.
(;;): The LHS is equal to au  b and the RHS is equal to Id(abu) =
abu.
(;;): The LHS is equal to Id  abu and the RHS is equal to Id 
(abu) = abu.
Deﬁnition 4.1.3. [4] Given elements a;b;u 2 L that satisfy the conditions of
Lemma 4.1.2 a biquadratic crossed product K-algebra A = (a;b;u;L=K;;) is
a crossed product K-algebra
A = L  eL  fL  efL
where
e2 = a;f2 = b;fe = efu;e = e;f = f
for all  2 L. Note that A ' (a;b;u;L=K;Gal(L=K)).
Lemma 4.1.4. Let (a;b;u;L=K;;) be a biquadratic crossed product K-algebra,
in particular (a;b;u) is (;)-admissible. Then (a;abu;u) is (;)-admissible
and (abu;b;u) is (;)-admissible. Furthermore
(a;b;u;L=K;;) ' (a;abu;u;L=K;;) ' (abu;b;u;L=K;;):
Proof. Assume that (a;b;u) is (;)-admissible and consider (a;abu;u). Clearly
a = a and by the remark after Deﬁnition 4.1.1 we have (abu) = abu. Since
a = a we can also see that uu = a
a . Finally we note that
(abu)
abu = bu
bu =
uu. Hence if (a;b;u) is (;)-admissible then (a;abu;u) is (;)-admissible.
Similar arguments can be used to show that (abu;b;u) is (;)-admissible.
Forthesecondpartofthelemma, leteandf begeneratorsof(a;b;u;L=K;;).
Then the isomorphism
(a;b;u;L=K;;) ' (a;abu;u;L=K;;)
81is obtained by taking e and ef as the new set of generators. Clearly we have e2 = a
and e = e for al  2 L. Furthermore
(ef)2 = efef = e2fuf = e2f2u = abu
and
(ef) = ef = ef:
Similarly the isomorphism
(a;b;u;L=K;;) ' (abu;b;u;L=K;;)
can be obtained by taking ef and f as the new set of generators.
For the rest of this chapter we will only be concerned with codes constructed
from biquadratic crossed product K-algebras. We will refer to such codes as
biquadratic codes and as in the cyclic case we will require that our K-algebra is a
division K-algebra so that our code is fully diverse. If L = K(
p
d;
p
d0) then as
mentioned at the beginning of Section 4.1.1 we set
(
p
d) =
p
d; (
p
d0) =  
p
d0
(
p
d) =  
p
d; (
p
d0) =
p
d0:
We will also assume that our base ﬁeld K = Q(i) or Q(j). In order to construct
biquadratic codes we need to compute the matrix of left multiplication Mx, for a
given element x 2 A.
Proposition 4.1.5. Let x = x1 + xe + xf + xef 2 A. Its left multiplication
matrix Mx is given by
0
B
B B
B B
@
x1 a(x) b(x) abu(x)
x (x1) b(x) bu(x)
x au(x) (x1) a(x)
x u(x) (x) (x1)
1
C
C C
C C
A
:
Proof. Straightforward computation using Lemma 4.1.2.
Recall we assume that Gal(L=K) commutes with complex conjugation. In
view of this, we have the following:
82Proposition 4.1.6. Let A = (a;b;u;L=K;;) be a biquadratic crossed product
K-algebra as deﬁned above. For a code constructed on A, the energy constraint is
satisﬁed if and only if:
1. jaj2 = jbj2 = juj2 = 1.
2. The matrix
W =
0
B B
B B
B
@
!1 !2 !3 !4
!
1 !
2 !
3 !
4
!
1 !
2 !
3 !
4
!
1 !
2 !
3 !
4
1
C C
C C
C
A
is unitary, where !1;:::;!4 is an OK-basis of OL.
Proof. By Proposition 2.2.1 we need j;j2 = 1 for all ; 2 Gal(L=K) and
for W = (!
 ); to be unitary. By the deﬁnition of our 2-cocycle  and since
Gal(L=K) commutes with complex conjugation, the ﬁrst part is equivalent to
Condition 1 above. Condition 2 above is then clear.
In view of Lemma 4.1.4 we remark here that the triple (a;b;u) satisﬁes Condi-
tion 1 of Proposition 4.1.6 if and only if jaj2 = jabuj2 = juj2 = 1 if and only if
jabuj2 = jbj2 = juj2 = 1. Hence if a code constructed on (a;b;u;L=K;;) sat-
isﬁes the energy constraint, then a code can also be constructed on (a;abu;u;L=K;
;) and (abu;b;u;L=K;;) that satisﬁes the energy constraint.
4.1.2 An Example
We end this section by describing the best known biquadratic code presented in [4].
Consider the biquadratic crossed product K-algebra
A = (a;b;u;L=K;;) = (8;
p
5
1   2i
;i;Q(i)(
p
2;
p
5)=Q(i);;):
In their paper the authors show that A is a division Q(i)-algebra. Is also clear that
jaj2 = jbj2 = juj2 = 1:
In order to satisfy Condition 2 of Proposition 4.1.6 the authors restrict to an ideal
()OL  L. This ideal is deﬁned as follows: let
 =
1 +
p
5
2
; and  = 1 + i   i
83and deﬁne an OK-basis of ()OL as
f!1;:::;!4g = f;;8;8g:
Furthermore deﬁne the scaling element as  = 1 p
10. In this case the matrix
W = DW is unitary. Our codebook C is then taken as a subset of
CA;;I =
(
0
B
B
B B
@
x1 a(x)
 b(x)
 ab(u)
(x)

x (x1)
 b(x)
 b(u)
(x)

x (a)
u(x)
 (x1)
 (a)
(x)

x u(x)
 (x)
 (x1)

1
C
C
C
C
A
: x1;x;x;x 2 ()OL
)
:
We end this section by giving the minimum determinant min(C) of the code C.
By Corollary 2.4.3 we know that
min(CA;;I) =
1
dL=K 
Qn
m=1 
(m)

with Gal(L=K) ordered as fId;;;g.
Let us ﬁrst compute dL=K. Since Q(i)(
p
2) ' Q(8) it is not difﬁcult to
compute that dQ(i)(
p
2)=Q(i) = 4. By Proposition 3.2.13 we know that p = (1   i)
is unramiﬁed in Q(i)(
p
5) and so dQ(i)(
p
5)=Q(i) = 5. We can then use Proposition
2.3.5 to compute that dL=K = 400.
We now need to consider the product
n Y
m=1

(m)
 . Since a = 8, b =
p
5
1 2i and
u = i we can compute that

(1)
 = 
(2)
 = 5

(3)
 = 
(4)
 = 1:
Hence, as the ideal ()OL is principal, we have:
min(C)  min(CA;;I) =
1
400  52 =
1
10000
: (4.2)
4.2 The Optimal Biquadratic Code
This section will be concerned with the optimality of the biquadratic code presented
in [4]. In Section 3.2 we described the prime elements of Z[i] (respectively Z[j]).
We recall them here for ease:
841. A special prime  = 1   i (respectively  = 1   j).
2. The inert primes of the form p  3 (mod 4) (respectively p  2 (mod 3)),
where p is a prime integer, denoted by S3 (respectively T2).
3. Prime elements of the form  = a + bi (respectively  = a + bj) with
0 < a < b, where a2 + b2 = p  1 (mod 4) (respectively a2 + b2   ab  1
(mod 3)), where p is a prime integer, denoted by S1 (respectively T1).
4. Conjugatesoftheprimeelements 2 S1 (respectivelyT1), namely   = a bi
(respectively   = a + bj2).
Proposition 4.2.1. Let d 2 O
K and assume that d is not divisible by any 2nd power
of OK. Then d   d 2 K2, if and only if the following hold:
1. The valuation v(d) at the special prime ideal () is 0.
2. The valuation v(d) at a prime ideal () generated by a prime  2 S3
(respectively T2) is 0 or 1.
3. The sum of the valuation v(d) at a prime ideal () generated by a prime
 2 S1 (respectively T1) and the valuation v (d) at its conjugate   is equal
to 0 or 2.
Proof. Follows the proof of Proposition 3.2.2
Lemma 4.2.2. Assume n 2 K and let L = K(
p
d;
p
d0). Then Gal(L=K)
commutes with complex conjugation if and only if d: d 2 K2 and d0: d0 2 K2.
Proof. Very similar to the proof of Lemma 3.2.1.
We will now split our argument into two cases. In the ﬁrst case we will assume
that our base ﬁeld K = Q(i), we will then move on to consider the case K = Q(j).
4.2.1 The Case K = Q(i)
Ramiﬁcation in Q(i)(
p
d;
p
d0)
Proposition 4.2.1 tells us that d;d0 2 Z  u := fz  ujz 2 Z;u 2 f1;igg. Since
 1 is a square in K we do not need to consider the cases u =  1 and u =  i. In
particular the valuation on the special prime 1   i tells us that the integer z must
85be odd. However in this case we have K(
p
zi) ' K(
p
2z). Hence we can assume
that d;d0 2 Z+.
Let us ﬁrst consider tame ramiﬁcation in L=K.
Proposition 4.2.3. Let  be a prime element of OK lying above a prime p 6= 2. If
v(d) = 1 or v(d0) = 1, then p2
jdL=K.
Proof. Assume that  2 S3. Assume without loss of generality that v(d) = 1,
in which case () totally ramiﬁes in K(
p
d)=K. Hence pjdK(
p
d)=K and so by
Proposition 2.3.5 we see that p2
jdL=K.
Now assume that  2 S1. Again assume that v(d) = 1, which implies that
v (d) = 1. Hence () and ( ) are both totally ramiﬁed in K(
p
d)=K and so
pjdK(
p
d)=K and therefore p2
jdL=K as above.
We now consider the case of wild ramiﬁcation, that is we consider the ramiﬁca-
tion of the prime ideal p = (1   i) in L=K.
By Proposition 1.2.14 we know that if (1   i) ramiﬁes in L=K then it ramiﬁes
in K(
p
d)=K or K(
p
d0)=K. Without loss of generality we will consider the
ramiﬁcation in K(
p
d)=K. Recall that the element d is either an odd integer or the
product of an odd integer and 2. We will refer to the former as Type I and the latter
as Type II.
Proposition 4.2.4. The prime ideal p = (1   i) ramiﬁes in K(
p
d)=K if and only
if d is of Type II, in which case an integral basis of OK(
p
d)=Q is given by
f1;i;
p
d;
i   i
2
p
dg:
Proof. Assume that d is of Type I. By Theorem 1.2.25 we need to check if x2  d
(mod (4)) has a solution in OK. If d  1 (mod 4) then x = 1 satisﬁes the
congruence and if d   1 (mod 4) then x = i satisﬁes the congruence. Hence p
is unramiﬁed in K(
p
d)=K.
Now let d be of Type II and consider x2  d (mod (4)). Since d  2 (mod 4)
we consider x2  2 (mod 4OK). However, for any x = a + bi 2 OK we see that
the real part of x2 is equal to a2   b2. Now a2   b2  0 or  1 (mod 4). Hence
x2  2 (mod 4OK) is insolvable and so p ramiﬁes in K(
p
d)=K.
In order to compute the integral basis of OK(
p
d)=Q we refer to Theorem 1 from
[18], which gives an explicit description of the integral basis for any quartic ﬁeld
with a quadratic subﬁeld.
86Recall from Section 1.2.4 that the mth ramiﬁcation group Gm = Gm(L=K) of
P for m = 0;1;::: is deﬁned as
Gm = fg 2 ZPjg()   (mod Pm+1) for all  2 OLg:
Corollary 4.2.5. If (1   i) ramiﬁes in L=K then 24jdL=K.
Proof. By Proposition 4.2.4 we know that if p = (1   i) ramiﬁes in L=K then
(without loss of generality) it ramiﬁes in K(
p
d)=K where d is of Type II. Therefore
the decomposition group of K(
p
d)=K is equal to Gal(K(
p
d)=K) = fId;g,
where (
p
d) =  
p
d. Denote by P the prime ideal of K(
p
d) lying above p.
Now consider the 3rd ramiﬁcation group of K(
p
d)=K:
G3 = fg 2 fId;gjg()   (mod P4) for all  2 OK(
p
d)g
= fg 2 fId;gjg()   (mod (2OK(
p
d))) for all  2 OK(
p
d)g:
Now any  2 OK(
p
d) has the form  = 1 + 2i + 3
p
d + 4
1 i
2
p
d, where
i 2 Z. Hence ()    =  2(3
p
d + 4
1 i
2
p
d) 2 (2)OK(
p
d). Therefore G3
is non-trivial and by Proposition 1.2.41 we have vP(DK(
p
d)=K)  4. This then
gives 22jdK(
p
d)=K, which by Proposition 2.3.5 implies that 24jdL=K.
We end this section by remarking that in our extension L=K we must have at
least two primes p1 6= p2 such that p1jdL=K and p2jdL=K. To see this consider the
two subextensions K(
p
d) and K(
p
d0). Since Q(i) is its own Hilbert class ﬁeld
neither K(
p
d)=K nor K(
p
d0)=K can be unramiﬁed. Therefore, if there exists
only a single prime p1 such that p1jdL=K then p1jdK(
p
d)=K and p1jdK(
p
d0)=K.
However by our assumptions on d and d0 this implies that d = d0 and we do not
have a biquadratic extension of Q(i).
The Case A a Division Algebra
Proposition 4.2.6. Let A = (a;b;u;L=K;;) be a division K-algebra. Then
there exists a prime element  2 S1 such that v(d) = 1 or v(d0) = 1.
Proof. Let M=K be a quadratic subextension of L=K (i.e. M ' K(
p
d), K(
p
d0)
or K(
p
dd0)) so that AM := A 
K M is a quadratic K-subalgebra of A. In
particular AM is not a division K-algebra. If A is not a division K-algebra then this
is clear and if A is a division K-algebra then this follows from Proposition 1.3.22.
87Therefore ind(AM)  2 and 2[A]M = 0 2 Br(M). Hence 2[A] is split by any
such ﬁeld M.
Now let K0=K be any extension in which d, d0 or dd0 is a square. Therefore
K  M  K0 for at least one of the quadratic subextensions M. Hence K0 splits
2[A], since M splits 2[A].
Assume that d and d0 are not divisible by any prime element 0 2 S1. Let
 6= 1   i be any prime element of OK and denote by p 2 Z the prime number
such that jp. Note that by replacing d by dd0
p2
 if necessary, we can assume that
 - d.
We ﬁrst consider the case  - d and  - d0. If d (respectively d0) is a square
modulo OK, then Hensel’s lemma tells us that d (respectively d0) is a square in
K. If neither d nor d0 is a square modulo OK, then they both represent the unique
non-trivial square class of OK=OK. Therefore dd0 is a non-zero square modulo
OK and by Hensel’s lemma is a square in K.
Now assume that  - d and jd0. By assumption we then have  = p 2 S3. If
d is a square modulo pZ then d is a square modulo pOK and by Hensel’s lemma
is a square in Kp. Since p  3 (mod 4), if d is not a square modulo pZ then d
represents the class of  1 modulo pZ. Therefore  d is a square modulo pZ and
hence modulo pOK. Since d = ( d)  i2, we see that d is also a square modulo
pOK and by Hensel’s lemma is a square in K.
This tells us that if d and d0 are not divisible by any prime  2 S1 then 2[A]
splits over K for all  6= 1   i. Therefore 2[A] splits over K for all  and hence
2[A] = 0. Hence if A is a division K-algebra, then there must exist a prime element
 2 S1 such that v(d) = 1 or v(d0) = 1.
Proposition 4.2.7. If a;b or abu 2 K, then A is not a division K-algebra. Fur-
thermore, if A satisﬁes the energy constraint then at most one of a;b;abu lies in
OL.
Proof. First assume that a 2 K. In this case e and
p
d0 generate a K-subalgebra
A1 ' (a;d0)K of A. Now deg(A1) = 2 and therefore the centralizer ZA(A1)
of A1 in A also has degree 2. Since Z(A1) = K, Theorem 1.3.6 tells us that
A ' A1 
K ZA(A1). Therefore
2[A] = 2[A1 
K ZA(A1)] = 2[A1] + 2[ZA(A1)] = 0 2 Br(K)
88and A is not a division K-algebra.
In the case b 2 K we can use a similar argument but replace e and
p
d0 by f
and
p
d. In the case abu 2 K we can replace e and
p
d0 by ef and
p
dd0.
Recall that a 2 K(
p
d), b 2 K(
p
d0) and abu 2 K(
p
dd0). Without loss
of generality assume that a 2 OL, so that a 2 OK(
p
d). By Theorem 1.2.9 a
must be a primitive root of unity and by above we know that a = 2 f1;ig. It is
well known that for a primitive nth root of unity n, [Q(n) : Q] = '(n). Since
[K(
p
d) : Q] = 4 we see that if a = n, then '(n)  4. The only such n are
n = 2;3;4;5;6;8;10 or 12. The cases n = 5 and n = 10 can be discarded since if
5 2 K(
p
d) then Q(i5) ' Q(20)  K(
p
d). However [Q(20) : Q] = 8, which
gives a contradiction.
Now if a = 8 then Q(8)  K(
p
d). Since [Q(8) : Q] = 4 we have
K(
p
d) ' Q(8). If a = 3 then Q(i3) ' Q(12)  K(
p
d) and so K(
p
d) '
Q(12). Similarly if a = 6 or 12 then K(
p
d) ' Q(12). We can argue in an
analogous manner to show that if b 2 OL then K(
p
d0) ' Q(8) or Q(12) and if
abu 2 OL then K(
p
dd0) ' Q(8) or Q(12).
Since K(
p
d), K(
p
d0) and K(
p
dd0) are distinct subﬁelds of L we see that a,
b and abu cannot all lie in OL. Assume now that two of fa;b;abug lie in OL. In
this case we see that L must be isomorphic to the compositum of Q(8) and Q(12),
i.e. L ' Q(24). However dQ(24) = 21634. Since dK =  4 we can then compute
that
dL=K = 24  32 = 144 < 44:
By applying Corollary 2.3.14 we can then see that if A satisﬁes the energy constraint
then at most one of a, b and abu can lie in OL.
Remark Since
p
2 2 Q(8) and our assumption that d 2 Z+, we see that if
K(
p
d) ' Q(8) if and only if d = 2. Similarly, since
p
3 2 Q(12) we have
K(
p
d) ' Q(12) if and only if d = 3.
Proposition 4.2.8. If dL=K 
n Y
m=1

(m)
 < 10000 then 256  dL=K < 2500.
Proof. By Proposition 4.2.7 we can assume that a 62 OL or b 62 OL. Consider ﬁrst
the case a 62 OL. By examining the multiplication matrix given in Proposition 4.1.5
we see that 
(1)
  2 and 
(3)
  2. Hence
n Y
m=1

(m)
  4, which immediately
89gives the upper bound. If b 62 OL then we can apply the same argument but we
replace 
(3)
 by 
(2)
 . The lower bound follows from Proposition 2.3.14.
Proposition 4.2.9. Assume that A = (a;b;u;L=K;;) is a division K-algebra.
The only biquadratic extensions L=K that satisfy 256  dL=K < 2500 are:
K(
p
2;
p
5) :dL=K = 400;
K(
p
5;
p
7) :dL=K = 1225;
K(
p
3;
p
13) :dL=K = 1521:
Proof. Note that if there exist three prime divisors p1 6= p2 6= p3 of dL=K then
dL=K  24 32 52 = 3600. Hence there must be exactly two prime divisors p1 and
p2 of dL=K.
Now by Propositions 4.2.6 and 4.2.3 we know that p2
1jdL=K for some prime
p1  1 (mod 4). By the previous results we also know that there exists a prime
p2 6= p1 such that p2
2jdL=K and in the special case that p2 = 2 we have 24jdL=K.
If p1 > 13 then dL=K  172  32 = 2601, so p1 = 5 or 13. Let p1 = 13 and
assume that p2 6= 3 then dL=K  132  24 = 2704. By the previous ramiﬁcation
results we see that if the only prime divisors of dL=K are 13 and 3 then L '
K(
p
3;
p
13) and dL=K = 32  132 = 1521.
Assume now that p1 = 5 and p2  11, then dL=K  52  112 = 3025. Note
if p1 = 5 and p2 = 3 then dL=K = 225 < 44, so this case can also be discarded.
Therefore it only remains to consider p2 = 2 and p2 = 7. As above we use the
previous ramiﬁcation results to see that if the only prime divisors of dL=K are 2 and 5
then L ' K(
p
2;
p
5) and as shown in Section 4.1.2 we have dL=K = 2452 = 400.
Similarly if the only prime divisors of dL=K are 5 and 7 then L ' K(
p
5;
p
7) and
dL=K = 52  72 = 1225. This completes the proof.
Lemma 4.2.10. Let M=K be a quadratic extension such that complex conjugation
is an automorphism of M=Q that commutes with Gal(M=K). Assume that there is
only one prime ideal P of OM that lies above 2. Let x 2 MnOM so that x = x1=x2
with x1 2 OM and x2 in OK satisfying x2 - x1. If jxj2 = 1 then jx2j2  5.
Proof. We denote M0 := M \ R, i.e. M0 is a totally real quadratic ﬁeld. As
x = 2 OL we know that x2 = 2 O
K so jx2j2 6= 1. Furthermore there is no a 2 OK
such that jaj2 = 3. Therefore we need only show that jx2j2 6= 2 or 4.
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this is equivalent to saying that NM=M0(x2) = 2 or 4. Write y = x2  x 2 OM. By
the assumption that jxj2 = 1, we then see that
NM=M0(x2) = NM=M0(y) = 2 or 4:
Therefore the prime ideals of OM that divide x2OM and yOM all lie above 2. By
assumption P is the only prime ideal of OM that lies above 2, so x2OM = Pr and
yOM = Ps for some integers r and s. However x2OM and yOM have the same
absolute norms, which implies r = s and hence x2OM = yOM. This tells us that
y = x2u for some unit u 2 O
M. Therefore y = x2x = x2u and so x = u 2 OM,
which is a contradiction.
Proposition 4.2.11. If M = K(
p
5), K(
p
10) or K(
p
13) then there is only one
prime ideal P of OM that lies above 2.
Proof. By Proposition 3.2.13 we know that 2OK(
p
5) = P2. Now consider the ﬁeld
K(
p
10). By Proposition 4.2.4 we know that the prime ideal (1   i) ramiﬁes in
K(
p
10)=K and hence 2OK(
p
10) = P4.
Finally we consider K(
p
13). Clearly K(
p
13) \ R = Q(
p
13), so let us
consider the extension Q(
p
13)=Q. Since the equation
x2  13 (mod (2)3Z)
is insolvable and the equation
x2  13 (mod (2)2Z)
is solvable, we see by Theorem 1.2.25 that 2OK(
p
13) = P2.
We now work through the three extensions L=K given in Proposition 4.2.9 and
compute a lower bound for dL=K 
n Y
m=1

(m)
 in each case.
Proposition 4.2.12. If L = K(
p
2;
p
5) then dL=K 
n Y
m=1

(m)
  10000.
Proof. We know that one of fa;b;abug lies in K(
p
5) and by Theorem 1.2.9 and
the remark following Proposition 4.2.7 we know that if it is of modulus 1 then it does
91not lie in OK(
p
5). By examining the multiplication matrix given in Proposition 4.1.5
and applying Lemma 4.2.10, we see that 
(1)
  5. If a 2 K(
p
5) (respectively
b 2 K(
p
5)) then 
(3)
  5 (respectively 
(2)
  5). Hence if a 2 K(
p
5) or
b 2 K(
p
5) then
dL=K 
n Y
m=1

(m)
  400  52 = 10000:
If a;b = 2 K(
p
5) then a 2 K(
p
10) or b 2 K(
p
10). Again we can apply Lemma
4.2.10 to see that in this case 
(3)
  5 or 
(2)
  5 respectively. We then conclude
as above.
Proposition 4.2.13. If L = K(
p
5;
p
7) then dL=K 
n Y
m=1

(m)
 > 10000.
Proof. As above we know that 
(1)
  5 and that if a 2 K(
p
5) or b 2 K(
p
5)
then
dL=K 
n Y
m=1

(m)
  1225  52 > 10000:
Hence assume that abu 2 K(
p
5). By Theorem 1.2.9 and the remark following
Proposition 4.2.7 we see that if jaj2 = 1 (respectively jbj2 = 1) then a = 2 OL
(respectively b = 2 OL). Hence 
(2)
  2 and 
(3)
  2 and therefore
dL=K 
n Y
m=1

(m)
  1225  5  22 > 10000:
Proposition 4.2.14. If L = K(
p
3;
p
13) then dL=K 
n Y
m=1

(m)
 > 10000.
Proof. We know that one of fa;b;abug lies in K(
p
13) and by Theorem 1.2.9 and
the remark following Proposition 4.2.7 we know that if it is of modulus 1 then it
does not lie in OK(
p
13). Hence 
(1)
  5 and if a 2 K(
p
13) or b 2 K(
p
13) then
dL=K 
n Y
m=1

(m)
  1521  52 > 10000:
Assume that a;b = 2 K(
p
13). By Proposition 4.2.7 we know that (at least) one of a
and b does not lie in OL. Hence 
(2)
  2 or 
(3)
  2 and therefore
dL=K 
n Y
m=1

(m)
  1521  5  2 > 10000:
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is optimal. However we also need to consider biquadratic codes with base ﬁeld
K = Q(j). This will be addressed in the next section.
4.2.2 The Case K = Q(j)
Ramiﬁcation in Q(j)(
p
d;
p
d0)
Similar to the case K = Q(i), we ﬁrst present some ramiﬁcation results. Proposition
4.2.1 tells us that d;d0 2 Z  u := fz  ujz 2 Z;u 2 f1;j;j2gg. Since j is a
square in K we see that
K(
p
z) ' K(
p
zj) ' K(
p
zj2) and K(
p
 z) ' K(
p
 zj) ' K(
p
 zj2):
Therefore we will always assume that d;d0 2 Z. Furthermore the valuation on the
special prime 1   j tells us that the integer z cannot be divisible by 3 and hence
3 - dL=K.
Let us consider ramiﬁcation in L=K.
Proposition 4.2.15. Let  be a prime element of OK lying above a prime p 6= 2.
If v(d) = 1 or v(d0) = 1, then p2
jdL=K. If the prime ideal generated by the
prime element 2 2 OK ramiﬁes in K(
p
d) or K(
p
d0) then 24jdL=K.
Proof. The ﬁrst part of the proof is identical to the proof of Proposition 4.2.3.
Now if (2) ramiﬁes in K(
p
d) then it is wildly ramiﬁed. By Proposition 1.2.30
we then see that (2)2jdK(
p
d)=K. We can then apply Proposition 2.3.5 to see that
24jdL=K.
Proposition 4.2.16. Let M be a quadratic subextension of L=K. If M = K(
p
z),
where z = 2z1 for z1 an odd integer, then (2) ramiﬁes in M=K and hence 24jdL=K.
If M = K(
p
z) for some odd integer z, then (2) ramiﬁes in M=K if and only if
z  3 (mod 4).
Proof. In the ﬁrst case v2(z) = 1 by assumption. Hence (2) ramiﬁes in M=K
by Proposition 1.2.24. We then use Proposition 4.2.15 to complete the proof.
In the second case we have z  1 or 3 (mod 4). If z  1 (mod 4) then the
equation x2  z (mod (4)OK) is clearly solvable. Hence by Theorem 1.2.25 (2)
93is unramiﬁed in M=K. Now assume that z  3 (mod 4). In this case the equation
x2  z (mod (4)OK) is not solvable and therefore (2) ramiﬁes in K(
p
z).
Note that the above proposition implies if (2) ramiﬁes in K(
p
z)=K for some
odd integer z, then (2) does not ramify in K(
p
 z)=K. The converse also holds.
Proposition 4.2.17. If M = K(
p
2) or K(
p
 2) then dM=K = 23. If M =
K(
p
 1) then dM=K = 22.
Proof. Recall that dK =  3 and in all three cases we know that the only prime
ideal that ramiﬁes in M=K is (2). Assume M = K(
p
2), in which case it is clear
that M0 := M \ R = Q(
p
2) and it is well known that dQ(
p
2) = 23. By the tower
of discriminants formula we have
dM = NK=Q(dM=K)  ( 3)2 = NM0=Q(dM=M0)  (23)2:
We can therefore conclude that
NK=Q(dM=K) = (dM=K)2 = 26:
and so dM=K = 23.
Now assume that M = K(
p
 2), in which case M0 = Q(
p
6) and it well
known that dM0 = 23  3. However, since 2 and 3 both ramify in M0=Q we see that
M=M0 is an unramiﬁed extension. The tower of discriminants formula then gives
dM = NK=Q(dM=K)  ( 3)2 = (23  3)2:
Hence
NK=Q(dM=K) = (dM=K)2 = 26:
and so dM=K = 23.
Finally assume that M = K(
p
 1), in which case M0 = Q(
p
3) and dM0 =
22  3. As above 2 and 3 both ramify in Q(
p
3)=Q and therefore
dM = NK=Q(dM=K)  ( 3)2 = (22  3)2:
Hence
NK=Q(dM=K) = (dM=K)2 = 24:
and so dM=K = 22.
94Corollary 4.2.18. Let M = K(
p
2z) for some square-free odd integer z, which by
assumption is not divisible by 3. Then dM=K = 23  z.
Proof. Assume z is positive. Then M0 = Q(
p
2z) and dQ(
p
2z) = 23  z. If z
is negative then M0 = Q(
p
6z) and dQ(
p
6z) = 23  3  z. In both cases we can
proceed as in the proof of Proposition 4.2.17 and make use of Proposition 4.2.15 to
conclude.
Proposition 4.2.19. Let L = K(
p
d;
p
d0) and let  be a prime element of OK
with p 6= 2. If v(d) = 1 or v(d0) = 1 (i.e. if pjdL=K) then there exists a prime
p0 6= p such that p2
  p2
0jdL=K if p0 is odd and p2
  24jdL=K if p0 = 2.
Proof. By assumption  is a prime element of OK with p 6= 2. Let 0 be another
prime element of OK with p0 6= p. If v0(d) = 1 or v0(d0) = 1 then we can
use Propositions 4.2.15 and 4.2.16 to give us the result. Hence we can assume
that the only prime that divides d and d0 is p. However this implies that L '
K(
p
p;
p
 p) and by the remark after Proposition 4.2.16 we see that (2) must
also ramify in L=K and so 24jdL=K.
The Case A a Division Algebra
Proposition 4.2.20. If a;b or abu 2 K, then A = (a;b;u;L=K;;) is not a
division K-algebra. Furthermore, if A satisﬁes the energy constraint then at most
one of a;b;abu lies in OL.
Proof. The ﬁrst part of the proof is the same as Proposition 4.2.7.
For the second part let M be a quadratic subextension of L=K. Since [M :
Q] = 4 we see that if n 2 M then n = 2;3;4;5;6;8;10 or 12. However the cases
n = 5 and n = 10 can be discarded. Assume 5 2 M then Q(j5) ' Q(15)  M.
Since [Q(15) : Q] = 8, we then get a contradiction. Similarly the case n = 8 can
be discarded. In this case Q(j8) ' Q(24)  M. Since [Q(24) : Q] = 8, we
again get a contradiction.
Finally consider n = 4 (or similarly n = 12). If 4 2 M then Q(ji) '
Q(12)  M. Since [Q(12) : Q] = 4 we see that M ' Q(12). Hence the only
quadratic extension M=K that contains a primitive root of unity not contained in K
is M ' Q(12) ' K(
p
 1).
95Recall that K(
p
d), K(
p
d0) and K(
p
dd0) are distinct subﬁelds of L. Fur-
thermore a 2 K(
p
d), b 2 K(
p
d0) and abu 2 K(
p
dd0). Therefore we can
conclude that if A satisﬁes the energy constraint, then at most one of a;b;abu lies
in OL.
Proposition 4.2.21. If dL=K 
n Y
m=1

(m)
 < 10000 then 256  dL=K < 1112.
Proof. Since Proposition 4.2.20 holds, we can mimic the proof of Proposition 4.2.8.
However we note that the equation jxj2 = 2 has no solutions for x 2 OK. Hence in
the case a = 2 OL we must have 
(1)
  3 and 
(3)
  3. Therefore
n Y
m=1

(m)
  9,
which immediately gives the upper bound. If b 62 OL then we can apply the same
argument but we replace 
(3)
 by 
(2)
 . The lower bound follows from Proposition
2.3.14.
Proposition 4.2.22. If (a;b;u;L=K;;) is a division K-algebra such that 256 
dL=K < 1112 then L ' K(
p
 1;
p
7) and dL=K = 784.
Proof. If p1;p2;p3 are three distinct prime numbers that all divide dL=K then
dL=K  24  52  72 > 1112. Hence there are at most two primes p1 6= p2 such that
p1jdL=K and p2jdL=K. Assume (without loss of generality) that p1 6= 2. If p1  11
then by Proposition 4.2.19 we have dL=K  112  24 > 1112. Hence all the prime
divisors of d and d0 belong to f2;5;7g.
We now show that if A is a division K-algebra then 7 must divide d or d0.
Assume on the contrary that d and d0 are not divisible by 7. Let  6= 2 be any prime
element of OK. By replacing d by dd0
p2
 if necessary, we can assume that  - d.
First consider the case  - d and  - d0. As in the proof of Proposition 4.2.6, if
d (respectively d0) is a square modulo OK then d (respectively d0) is a square in
K. If neither d nor d0 is a square modulo OK, then dd0 is a square modulo OK
and hence a square in K.
Now assume  - d and jd0. By assumption this implies that  = 5. If d
is a square modulo 5Z, then d is a square modulo 5OK and by Hensel’s lemma
d is a square in K. If d is not a square modulo 5Z, then d  2 or 3 (mod 5).
If d  2 (mod 5) then d  (1 + 2j)2 (mod 5OK) and if d  3 (mod 5) then
d  (2 + 4j)2 (mod 5OK). In either case d is a square modulo OK and hence a
square in K.
96Therefore if dL=K < 1112 and d and d0 are not divisible by 7 then 2[A] splits
over K for all  6= 2. Hence 2[A] splits over K for all  and hence 2[A] = 0 and
A is not a division K-algebra.
We now note that if v5(d) = 1 or v5(d0) = 1 then dL=K  72  52 = 1225.
Therefore the only prime divisors of d and d0 are 2 and 7. However by Corollary
4.2.18 and Proposition 2.3.5 we see that if d or d0 is divisible by 2, then dL=K 
26  72 = 3136. Hence the only possible case is L ' K(
p
 1;
p
7) and we can use
Proposition 4.2.17 and Proposition 2.3.5 to see that dL=K = 24  72 = 784.
Proposition 4.2.23. If (a;b;u;K(
p
7;
p
 1)=K;;) is a division K-algebra then
dL=K 
n Y
m=1

(m)
 > 10000.
Proof. Consider the subﬁeld K(
p
7)  L and let c 2 K(
p
7)nK such that jcj2 =
1. Since the only roots of unity in K(
p
7) are f1;j;j2g, we know that
c = 2 OK(
p
7), i.e. c = c1=c2 with c1 2 OK(
p
7), c2 2 OK and c2 - c1. Since c = 2 K
we see that c1 = 2 OK. Note that as jcj2 = 1 we have jc1j2 = jc2j2.
By [18] we can compute that f1; j2;
p
7; j
p
7g is an integral basis for
OK(
p
7). Hence c1 = w +x( j2)+y
p
7+z( j
p
7) with w;x;y;z 2 Z. We can
then calculate that
jc1j2 = w2 + x2 + wx + 7y2 + 7z2 + 7yz + 2wy
p
7 + wz
p
7 + xy
p
7   xz
p
7:
Now jc1j2 = jc2j2 and jc2j2 2 Z, so for our purposes we need not consider the
terms that include
p
7.
Since c1 2 OK(
p
7)nOK, at least one of the terms y;z must be non-zero.
Therefore we can compute that jc1j2  7 and hence jc2j2  7.
We know that one of a;b;abu lies in K(
p
7), therefore we can see that 
(1)
 
7. If a 2 K(
p
7) then 
(3)
  7 and if b 2 K(
p
7) then 
(2)
  7. In either case
we can conclude that
dL=K 
n Y
m=1

(m)
  784  72 = 38416:
We can therefore assume that abu 2 K(
p
7). However by Proposition 4.2.20 we
know that a or b does not lie in OL. If a = 2 OL then 
(3)
  3 and if b = 2 then
97
(2)
  3. In either case we can conclude that
dL=K 
n Y
m=1

(m)
  784  3  7 = 16464:
This completes the proof.
Corollary 4.2.24. Let A = (a;b;u;L=K;;) be a biquadratic crossed product
division K-algebra. If C  CA;;I is a code built on A that satisﬁes the energy
constraint, then
dL=K 
n Y
m=1

(m)
  10000:
Hence the biquadratic code presented in [4] is optimal.
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