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Abstract
Topology optimization by optimally distributing materials in a given domain requires
stochastic optimizers to solve highly complicated problems. However, with hundreds of design
variables or more involved, solving such problems would require millions of Finite Element
Method (FEM) calculations whose computational cost is huge and impractical. Here we
report a self-directed online learning method which integrates Deep Neural Network (DNN)
with FEM calculations. A DNN learns and substitutes the objective as a function of design
variables. A small amount of training data are generated dynamically around the DNN’s
prediction of the global optimum. The DNN adapts to the new training data and gives
better prediction in the region of interest until convergence. Our algorithm was tested by
compliance minimization problems and demonstrated a reduction of computational time by
over two orders of magnitude than the current method. This approach enables solving very
large multi-dimensional optimization problems.
Main
Distributing materials in a domain to optimize performance is a significant topic in many fields,
such as solid mechanics, heat transfer, acoustics, fluid mechanics, materials design and various
multiphysics disciplines.1 Many numerical approaches have been developed since 1988,2 where
the problems are formulated by density, level set, phase field, topological derivative or other
methods.3 Typically, these approaches require gradient-based optimizers, such as the Method of
Moving Asymptotes (MMA), and thus have various restrictions on the properties of governing
equations and optimization constraints to allow for fast computation of gradients. Because of
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the intrinsic limitation of gradient-based algorithms, the majority of existing approaches have
only been applied to simple compliance minimization problems since they would fail as soon
as the problem becomes complicated such as involving varying signs on gradients or non-linear
constraints.4 To address these difficulties, stochastic methods have been developed which play a
significant role in overcoming the tendency to be trapped in a local minimum.5
Several researchers have attempted to implement techniques based on stochastic optimizers. For
instance, Hajela et al. applied a Genetic Algorithm (GA) to a truss structure optimization prob-
lem to reduce weight.6Shim and Manoochehri minimized the material use subject to maximum
stress constraints by a Simulated Annealing (SA) approach.7 Besides these two popular meth-
ods, other stochastic algorithms have been investigated as well, such as ant colonies,8,9, particle
swarms10, harmony search11, and bacterial foraging12. Stochastic methods have four advantages
over gradient-based methods: better optima, applicable to discrete designs, free of gradients and
efficient to parallelize.13 However, the major disadvantage of stochastic methods is their high
computational cost from calling the objective functions, which becomes prohibitively expensive
for large systems.3
Machine learning has recently demonstrated some capabilities in reducing the computational cost
of topology optimization. After training with optimized solutions from gradient-based methods,
a neural network can be used to predict solutions of the same problem under different con-
ditions.14–18 For example, Yu et al.19 used 100,000 optimal solutions to a simple compliance
problem with various boundary forces and the optimal mass fractions to train a neural network
consisting of Convolutional Neural Network (CNN) and conditional Generative Adversarial Net-
work (cGAN), which can predict near-optimal deigns of mass fraction for any given boundary
forces. However, these schemes are not topology optimization algorithms: they rely on existing
optimal designs as the training data. The predictions are restricted by the coverage of training
dataset. To consider different domain geometry or constraints, new datasets and networks would
be required. Besides, the designs predicted by the networks are close to, but still different from
the optimal designs.
To take advantage of the searching abilities of stochastic methods and the high computational
speed of DNN we propose an approach to predict the optimum by DNN through self-directed
learning. A Deep Neural Network is used to map designs to objectives. We use Generalized
Simulated Annealing (GSA) and DNNs prediction to find the possible optimal design. Then
new training data are dynamically generated around the optimum with the Finite Element
Method(FEM). Only a small amount of new training data is needed, since these data are located
near the optimum and highly effective for training. In contrast, offline learning, generating
random samples to train a DNN using the entire dataset, would require a huge amount of data.
Most of the training data are not useful because they help the DNN to predict more accurately
in the large spaces far from the optimal solutions. By self-directed online learning to only train
the DNN to learn better in the region close to the optimum, the amount of train data and cost
is reduced by several orders. We repeat the loop of self-directed DNN training and topology
optimization until the predicted optimal design does not change. To show its performance, we
tested the algorithm by compliance minimization problems, i.e., distributing material in a domain
so that the structure achieves maximum stiffness for given loading and constraints.
2
Problem formulation and algorithm description
Consider the following topology optimization problem: in a design domain Ω, find the material
distribution ρ(x) that could take either 0 (void) or 1 (solid) at point x to minimize the objective
function F , subject to a volume constraint G0 ≤ 0 and possibly M other constraints Gj ≤ 0(j =
1, ...,M). Mathematically, this problem can be written as4
min
ρ
F (ρ)
G0(ρ) =
∫
Ω
ρ(x) dV − V0 ≤ 0
Gj(ρ) ≤ 0, j = 1, ...,M
ρ(x) = 0 or 1,∀x ∈ Ω
(1)
where V0 denotes the given volume. To solve such a problem numerically, the domain Ω is
discretized into finite elements to describe the density distribution by N nodal values. In calcu-
lations, ρi is typically assumed to be continuous from 0 to 1. Thus, the problem is formulated
as below after discretization:
min
ρ=(ρ1,ρ2,...,ρN )
F (ρ1, ρ2, ..., ρN)
G0(ρ) =
N∑
i=1
viρi − V0 ≤ 0
Gj(ρ) ≤ 0, j = 1, ...,M
0 ≤ ρi ≤ 1, i = 1, ..., N
(2)
Here vi denotes the weight of integration. In this paper, we apply our algorithm to solve Eq.(2).
In many applications, the objective function is quite complicated and time-consuming for calcu-
lations, since it requires solving partial differential equations by, for instance, FEM. To accelerate
computation, we build a DNN to evaluate the objective function. In traditional machine learn-
ing, the entire domain of the objective function should be explored to generate the training data.
This would incur a huge amount of FEM calculations. However, we only care about the function
values close to the global optimum and do not require precise predictions in irrelevant regions. In
other words, most information about the objective function in the domain is unnecessary except
the details around the optimum. So we do not need to generate data to train those irrelevant
regions.
As shown in Figure 1a, in a 1D minimization example, we can generate a small dataset to train
the DNN and refine the mesh around the minimum obtained from the current prediction to
achieve prediction in the next iteration with higher resolution in the place of interest. After
several batches, the minimum of the predicted function would converge to that of the objective
function.
Figure 1b shows the flow diagram of the proposed algorithm. A small batch of random density
arrays ρ satisfying the constraints in Eq.(2) are generated as the training data and inputted into
the DNN, together with their corresponding objective function values F (ρ) calculated by FEM.
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Figure 1: Schematics of the proposed self-directed online learning and optimization.
a, Schematic illustration of self-directed online training. The initial batch of training samples
isare randomly located. The 1st prediction (blue dashed line) only gives a rough representation
of the true objective function (solid black line). The second batch training samples are generated
close to the minimum obtained by the 1st prediction. Thus, after further training with the second
batch samples, the 2st prediction (dotted green line) is more refined around the minimum (the
region of interest), while remains almost the same at other locations such as the right convex
part. The 2st prediction is already able to find the exact global minimum. b, Flow diagram of
the algorithm.
At this stage, the DNN has a certain level of ability to predict the function values based on
density arrays.
Next, the global minimum of the objective function f(ρ) is calculated by GSA. After obtaining
the optimized array ρbase, more training data are generated nearby. Inspired by the concept of
GA20, the disturbance we add to the array is categorized as mutation and crossover. Mutation
means replacing one or several design variables with random numbers, while crossover means
exchanging several values in the array. Then constraints are checked and enforced. The self-
directed learning and optimization process stop when the value of the objective function F (ρbase)
does not change any more.
We further show that our algorithm can actually converge provably under some mild assumptions.
Given ρbase at each iteration, we add random perturbations to generate new training data. Hence
the sequence of training data are realizations of random variables. By assuming the sampling
process is independent across iterations, we are able to prove our algorithm to converge to the
global minima of F with high probability: Given iteration number T , for any trained DNN with
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very small empirical MSE training error at iteration T , we have that with high probability over
the joint distribution of the generated sequence of training data points,
(F (ρ̂T )− F ∗)2 ≤ O˜
( C√
mT
)
, (3)
where C is a constant related to some inherent properties of F and DNN, F ∗ is the global
minima of F , m is the batch size of each iteration and O˜ omits log terms. This result states
then when our trained DNN can fit training data very well, then with high probability over the
sampling of data points, our algorithm can converge to the global optimal value. We provide
convergence guarantee with concrete convergence rate for our proposed algorithm, and to the best
of our knowledge, this is the first non-asymptotic convergence result for heuristic optimization
methods using DNN as a surrogate model. Besides, this also provides theoretical guarantee for
our proposed algorithm.
The detailed theory and its derivation are elaborated in Supplementary Section 2.
Examples and results
In this section, we will apply the approach to classical 2D compliance minimization problems.
As shown in Figure 2a, a 1m×1m domain is divided evenly by a 4× 4 mesh. A force downward
is applied at the top right edge; the bottom left edge is set as a roller (no vertical displacement);
the right boundary is set to be symmetric. There are 25 nodal design variables to control the
material distribution and the corresponding Youngs modulus in the domain. Our goal is to find
the material density distribution ρi(i = 1, 2, ..., 25), subject to a volume constraint of 0.5, such
that the elastic energy of the structure is minimized, equivalent to minimizing compliance or the
vertical displacement where the external force is applied. Youngs modulus is related to density
by the popular Simplified Isotropic Material with Penalization (SIMP) method,21
Y (ρ) = Y0ρ
3 + (1− ρ3), ρ ∈ [0, 1] (4)
where Y denotes the Young’s modulus,  is a small number to avoid numerical singularity, and
ρ is the material density at a given location interpolated linearly by the nodal values of the
element.
For benchmark, we use a traditional gradient-based algorithm, the Method of Moving Asymptotes
(MMA) and FEM, to find the optimized solution (Figure 2d). The dimensionless elastic energy
E˜(ρ) is defined as the ratio of elastic energy of the structure with optimized material distribution
to that of the reference uniform distribution (the material density is 0.5 everywhere in the
domain), or
E˜(ρ) =
E(ρ)
E(ρ0)
, (ρ0 = 0.5,∀x ∈ Ω) (5)
For abbreviation, we refer self-directed DNN online learning, where learning is dynamic during
the optimization process, as “online”; and refer pre-training DNN offline before applying it for
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optimization as “offline”. In offline training, we generate random samples to train a DNN using
the entire dataset. Then, the fully trained DNN is used during optimization.
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Figure 2: Setup and results of a compliance minimization problem with 25(5×5)
design variables. a, Setup of the compliance problem. b, Comparison of dimensionless energy
corresponding to the predicted optimized material distribution obtained by the DNN trained
with a total of ntrain accumulated training samples. “Online” denotes self-directed DNN learning,
where learning is dynamic during the optimization process. “Offline” denotes pre-training DNN
before applying it for optimization. The dimensionless elastic energy is the objective function for
minimization. c, Energy prediction error of ρbase relative to FEM calculation of the same material
distribution. d, Optimized design of material distribution with MMA and FEM. E˜ = 0.293. e,
Optimized design of material distribution with online learning. ntrain = 600 and E˜ = 0.298. f,
Optimized design of material distribution with online learning. ntrain = 6, 000 and E˜ = 0.293.
In d-f, dark red denotes ρ = 1 and dark blue denotes ρ = 0.
Figure 2b shows the comparison of dimensionless elastic energy corresponding to the predicted
optimized material distribution obtained by the DNN; the latter is trained by ntrain accumulated
samples (equal to the number of FEM calculations). Note that the dimensionless elastic energy
is the objective function for minimization. For both online and offline training, as expected, the
elastic energy decreases with the number of accumulated training samples ntrain. This is because
more training data will make the DNN estimate more accurately the elastic energy, so that it
finds a better material distribution which has lower energy. Notably, the online learning is much
faster than offline learning and converges at about ntrain = 600. In contrast, offline training does
not work well even with ntrain = 2000.
To assess the accuracy of online and offline learning, we compare the DNN-predicted energy with
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that calculated by FEM on the same material distribution. The relative error is defined by
Error =
Epre(ρbase)− Etrue(ρbase)
Etrue(ρbase)
(6)
where Epre and Etrue denote energy calculated by DNN and FEM respectively. The energy
prediction error is shown in Figure 2c. When ntrain is small, both networks overestimate the
energy since their training datasets, composed of randomly distributed density values, correspond
to higher energy. As ntrain grows, the error of self-directed learning fluctuates around zero since
solutions with low energy are fed back to the network.
The solution of online training using only 600 samples is presented in Figure 2e, whose energy
is 0.298, almost the same as that of the benchmark in Figure 2d. With more ntrain in Figure 2f,
the energy is exactly the same as that of the benchmark. However, the material distribution in
Figure 2f does not differ much from that in Figure 2e. In fact, using only 600 samples is sufficient
for the online training to find the optimized material distribution.
We find that in our problem, the GSA needs about 2×105 function evaluations which is the
most time-consuming part. Traditionally, this would be 2×105 FEM calculations. In each loop
of our method with 100 incremental samples, our personal computer (CPU: Intel i7 8086k)
spent about 40 seconds on FEM calculations, 10 60 seconds on DNN training (depending on the
accumulated training dataset) and 60 ∼ 90 seconds on GSA. Comparing to FEM, self-directed
online training of DNN will incur additional cost, but the process only needs 600 instead of 2×105
FEM calculations. The approach reduces more than two orders of magnitude of computational
time. This improvement can even larger if GPU is used for training. Offline learning, on the
other hand, is not efficient. It cannot yield a feasible solution even with 2×105 training samples
(Supplementary Figure 1). Thus, online learning is more than 100 times faster. Its evolution of
optimized structures is shown in Supplementary Figure 2.
A similar problem with a finer mesh having 121 (11×11) design variables is shown in Figure 3a.
The benchmark solution from MMA and FEM is shown in Figure 3d, whose energy is 0.222.
The trends in Figure 3b and c are similar to those in Figure 2 with a coarse mesh. Figure 3b
shows that the online learning converges at about ntrain = 11, 000, giving E˜ = 0.228. The corre-
sponding material distribution is shown in Figure 3e. In each loop (1000 incremental samples),
FEM calculations cost about 500 seconds, training costs 30 300 seconds, and GSA costs around
1,000 seconds to evaluate the objective function 4×106 times. Again, our approach reduces the
computational cost by over two orders of magnitude. The evolution of optimized structure is
shown in Supplementary Figure 3.
Conclusions and discussions
Topology optimization is an important problem with broad applications in many scientific and en-
gineering disciplines. Solving non-linear high-dimensional optimization problems require stochas-
tic methods, but the high computational cost is a major challenge. We proposed an approach of
self-directed online learning to replace FEM calculations, which can dramatically accelerate the
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Figure 3: Setup and results of a compliance minimization problem with 11×11 design
variables. a, Setup of the compliance problem. b, Comparison of dimensionless energy cor-
responding to the predicted optimized material distribution obtained by the DNN trained with
a total of ntrain accumulated training samples. c, Energy prediction error of ρbase relative to
FEM calculation of the same material distribution. d, Optimized design of material distribution
with MMA and FEM. E˜ = 0.222. e, Optimized design of material distribution with self-directed
learning. ntrain = 11, 000 and E˜ = 0.228. f, Optimized design of material distribution with
self-directed learning. ntrain = 79, 000 and E˜ = 0.222. In d-f, dark red denotes ρ = 1 and dark
blue denotes ρ = 0.
optimization process, making solving complex optimization problems possible. We demonstrated
the effectiveness of the approach in solving compliance minimization problems. For the coarse
mesh with 25 design variables and the fine mesh with 121 variables, our approach converged
and produced optimized solutions same as the benchmark with only 600 and 11,000 FEM cal-
culations, which are less than 1/300 of the those using GSA and FEM instead of DNN. The
approach is also over 100 times faster than directly applying GSA or pre-training DNN. Notably,
the error of offline DNN reduces very slowly with the amount of training data, in comparison to
the self-directed online training. The key of our approach is to generate training data dynami-
cally to train the DNN. By avoiding generating irrelevant training data far from the minimum
location, a smaller amount of dynamic training data helps train the DNN to focus on predicting
more accurately in the most critical regions. We expect the improvement of our approach is
even larger considering the fact that stochastic methods may need multiple initializations and
our approach can reveal abnormal solutions by monitoring the outputs. As an amazing property
observed from the tests, the number of function evaluations required by the approach does not
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grow exponentially as other stochastic methods. Thus, it has a great potential for large scale
applications. We demonstrate that embedding deep learning in optimization methods brings a
new perspective for high-dimensional optimization.
Methods
Enforcement of volume constraint. All matrices representing the density distribution ρ have
the same weighted average
∑N
i=1 viρi = V0 due to the volume constraint where vi denotes the
weight of linear Gaussian quadrature. A matrix from the initial batch is generated by three
steps:
1. Generate a random matrix with elements uniformly distributed from 0 to 1.
2. Rescale the array to enforce the predefined weighted average.
3. Set the elements greater than one, if any, to 1 and then adjust those elements less than one
to maintain the average.
Matrices for the second batch and afterwards add random disturbance to optimized solutions
ρbase and then go through Step 2 and 3 above to make sure the volume.
Finite Element Method (FEM). The energy of material distribution design is calculated by
FEM as the ground truth to train the DNN. The meshes of FEM are the same as the design
variables. Shape functions are set to be second-order (quadratic). Numerical results are obtained
by COMSOL Multiphysics 5.4.
Deep Neural Network (DNN). The structure of the DNN used in this paper is presented in
Figure 4. There are three hidden layers attached with two dropout layers, one between Layer
2 and Layer 3 and the other between Layer 3 and the Output Layer. The input 2D matrix is
flattened to a 1D vector as the input to DNN. All inputs are normalized before training and we
introduce batch normalization (BN)22 within the network as regularization. The output of DNN
is reciprocal of energy to give better resolution at lower energy. To optimize the DNN training
process, we apply the ADAM23 as the optimizer implemented on the platform of PyTorch 1.2.024.
.2.0. The learning rate is 0.01. The loss function is set as Mean Square Error (MSE)25. All models
are trained for 1000 epochs with a batch size of 1024.
Mutation and crossover. After calculating the optimized array ρbase, more training data are
generated by adding disturbance to it. There are two kinds of disturbance, as shown in Figure 5.
Mutation means mutating several adjacent cells in the optimized array, i.e., generating random
numbers from 0 to 1 to replace the original elements. In the 2D example shown in Figure 5a, the
numbers in a 2-by-2 box are set as random. Mutation is likely to change the weighted average
of the array, so the enforcement of volume constraint is applied after mutation.
Crossover, different from the genetic algorithm, denotes the crossover of cells in the array ρbase,
is achieved by the following steps:
1. Assign a linear index to each element in the array.
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Figure 4: Structure of the DNN
2. Randomly pick several indices.
3. Generate a random sequence of the indices.
4. Replace the original numbers according to the sequence above. As shown in Figure 5b,
indices are assigned sequentially from left to right and from top to bottom. The indices
we pick in Step 2 are 3, 4 and 8; the sequence generated in Step 3 is 4, 8 and 3. Then the
enforcement of volume constraint is applied.
In the two compliance minimization problems, the ways to generate a new input matrix based
on ρbase and their possibilities are:
• mutating one element in ρbase (10%);
• mutating a 2× 2 matrix in ρbase (10%);
• mutating a 3× 3 matrix in ρbase (20%);
• mutating a 4× 4 matrix in ρbase (20%);
• choosing an integer n from one to the number of total elements, selecting n cells in ρbase
and exchanging them (20%);
• generating a completely random matrix like the initial batch (20%).
Generative Simulated Annealing (GSA). Simulated Annealing (SA) is a scholastic method
to determine the global minimum of a objective function by simulating the annealing process
of a molten metal.5 GSA is a type of SA with specific form of visiting function and acceptance
probability, and is implemented as follows26
1. Generate an initial state ρ0 = (ρ01, ρ
0
2, ..., ρ
0
N) randomly and obtain its function value E
0 =
f(ρ0). An initial temperature T 0 = 5230 is set. imax is set to be 1000.
2. For artificial time step t = 1 to imax,
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Figure 5: Illustration of mutation and crossover. a, An example of mutation: some adjacent
cells (in the red box) are replaced with random numbers. b, An example of crossover: several
cells (in the red boxes) are exchanged. The volume constraint will be enforced at next step, not
shown here.
(a) Generate a new state ρi = ρi−1 + ∆ρ, where ∆ρ follows the visiting function
g(∆ρ(t)) ∝ [T (t)]
− N
3−qv{
1 + (qv − 1) [∆ρ(t)]2
[T (t)]
2
3−qv
} 1
qv−1+
N−1
2
(7)
where qv denotes a parameter set as 2.6 here and T denotes the artificial temperature
calculated by
T (t) = T 0
2qv−1 − 1
(1 + t)qv−1 − 1 (8)
(b) Calculate the energy difference
∆E = Ei − Ei−1 = f(ρi)− f(ρi−1) (9)
(c) Calculate the probability to accept the new state
p = min
{
1,
[
1− (1− qa) t
T (t)
∆E
] 1
1−qa
}
(10)
where qa is a constant set to be -5. Determine whether to accept the new state based
on the probability, if not, ρi = ρi−1.
3. Conduct local search to refine the state.
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The objective function used in the optimization process is written as
ρbase = (ρ
′
1, ρ
′
2, ..., ρ
′
N) = arg min
ρ1,ρ2,...,ρN
− 1/f(ρ1, ρ2, ..., ρN) + c(
∑N
i=1 viρi − V0)2
0 ≤ ρi ≤ 1, i = 1, ..., N
(11)
Here c is a constant to transform the constrained problem to an unconstrained problem by
adding a penalty term. We take the reciprocal for better DNN predictions at low energy. GSA
is operated in its usual way except f(ρ) is evaluated by the DNN instead of solving differential
equations.
GSA is implemented via SciPy package with default parameter setting. For more details please
refer to its documentation27.
Binary Bat Algorithm (BBA). Bat Algorithm (BA) is a heuristic optimization algorithm,
inspired by the echolocative behavior of bats. This algorithm carries out the search process using
artificial bats mimicking the natural pulse loudness, emission frequency and velocity of real bats.
Binary Bat Algorithm28,29 is a binary version of BA. We slightly adjust the original algorithm
and implement it as follows:
1. Generate M vectors ρ0(1), ρ0(2), ..., ρ0(M). We use ρt(m) to denote a vector, flattened from
the array representing design variables. It is treated as the position of the m-th artificial
bat, where m = 1, 2, ...,M . We use ρ
t(m)
i ∈ {0, 1} to denote the i-th dimension of vector
ρt(m), where i = 1, 2, ..., N . Thus, ρ0(m) = (ρ
0(m)
1 , ρ
0(m)
2 , ..ρ
0(m)
N ).
2. Calculate their function values and find the minimum ρ∗ = arg min f(ρ0(m))
3. Initialize their velocity v0(1), v0(2), ..., v0(m), ..., v0(M).
4. Determine parameters fmin, fmax, imax, α, r
0, A0.
5. For artificial time step t = 1 to imax,
(a) Update parameters At = αAt−1, rt = r0(1− e−γt)
(b) For m = 1, 2, ...,M ,
i. Calculate sound frequency
f t(m) = fmin + (fmax − fmin)β (12)
where β is a random number that has a uniform distribution in [0,1].
ii. Update velocity based on frequency
vt(m) = vt−1(m) + (ρt−1(m) − ρ∗)f t(m) (13)
iii. Calculate the possibility to change position based on velocity
V t(m) =
∣∣∣∣ 2piarctan(pi2 vt(m))
∣∣∣∣+ 1N (14)
iv. Generate β′i(i = 1, 2, ..., N), a series of random numbers uniformly in [0,1]. For
those i satisfying β′i < V
t(m), change the position by flipping the 0/1 values
ρ
t(m)
i = 1− ρt−1(m)i (15)
For others, keep them as they are.
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v. Generate β′′i (i = 1, 2, ..., N), a series of random numbers uniformly in [0,1]. For
those i satisfying β′′i > r
t, set ρ
t(m)
i = ρ
∗
i
(c) Local acceptance
(d) Update ρ∗ = arg min f(ρt(m)) if β′′′ < At (where β′′′ is random number uniformly in
[0,1]).
(e) Output ρbase = ρ
∗.
Code availability
All code (MATLAB and Python) used in this paper is available at https://github.com/
deng-cy/deep_learning_topology_opt.
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Supplementary Figure 1: Energy and prediction error of the compliance minimization
problem with coarse mesh (5×5 design variables) and a large number of epochs. a,
Dimensionless energy as a function of ntrain. b, Energy prediction error of ρbase.
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Supplementary Figure 2: Evolution of optimized structure for the coarse mesh with 25
(5×5) design variables. The number of accumulated training data ntrain and the corresponding
energy E˜ are marked above the plots. There is no obvious change after hundreds of training
samples.
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Supplementary Figure 3: Evolution of optimized structure for the fine mesh with 121
(11×11) design variables. The number of accumulated training data ntrain and the corre-
sponding energy E˜ are marked above the plots. There is no obvious change after ten thousand
training samples.
20
2 Theory on Eq.(3)
In this section, we give a detailed description of our theoretical result (see equation (3)). Since the
theory and its proof is quite involved, we introduce some preliminary definitions and knowledge
before approaching our result.
2.1 Preliminary
Lemma 1 (McDiarmid’s inequality30). Let X1, · · · , Xm ∈ Xm be a set of m ≥ 1 independent
random variables and assume that there exist c1, · · · , cm > 0 such that f : Xm → R satisfies the
following conditions:
|f(x1, · · · , xi, · · · , xm)− f(x1, · · · , x′i, · · · , xm)| ≤ ci,
for all i ∈ [m] and any points x1, · · · , xm, x′i ∈ X . Let f(S) denote f(X1, · · · , Xm), then, for all
 > 0, the following inequalities hold:
P
[
f(S)− E[f(S)] ≥ ] ≤ exp( −22∑m
i=1 c
2
i
)
P
[
f(S)− E[f(S)] ≤ −] ≤ exp( −22∑m
i=1 c
2
i
)
Definition 1 (Covering Number31). Let (V, ‖·‖) be a normed space, and Θ ⊂ V . {V1, · · · , VN}
is an -covering of Θ if Θ ⊂ ∪Ni=1B(Vi, ), or equivalently, ∀θ ∈ Θ, ∃i such that ‖θ − Vi‖ ≤ . The
covering number is defined as :
N (Θ, ‖·‖ , ) := min{n : ∃-covering over Θ of size n}
Definition 2 (Rademacher Complexity & Empirical Rademacher Complexity31). Given a sam-
ple S = {(x1, y1), (x2, y2), · · · , (xn, yn)} and a set of real-valued function H, the Empirical
Rademacher Complexity is defined as
R̂n(H) = Rn(H|S) := 1
n
Eσ sup
h∈H
n∑
i=1
σih(xi, yi),
where the expectation is over the Rademacher random variables (σ1, σ2, · · · , σn), which are i.i.d.
with Pr(σ1 = 1) = Pr(σ1 = −1) = 12 . The Rademacher Complexity is defined as
Rn(H) := ES,σRn(H|S) = 1
n
ES sup
h∈H
n∑
i=1
σih(xi, yi),
Lemma 2 (Dudley’s Entropy Integral Bound32). Let F be a real-valued function class taking
values in [0, 1], and assume that 0 ∈ F . Then we have
R̂n(F) ≤ inf
α>0
( 4α√
n
+
12
n
∫ √n
α
√
logN (F|S, , ‖·‖2)d
)
Now with these definitions and lemmas, we are able to elaborate our result.
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2.2 Convergence
The unknown object function is denoted as F (ρ), where ρ ∈ RN .We denote the domain of
{ρ | 0 ≤ ρi ≤ 1, 1 ≤ i ≤ N} as K. We suppose the global minimizer ρ∗ = argminρ F (ρ).
We consider the total iteration number to be T . At iteration t(1 ≤ t ≤ T ), the DNN is denoted
as ft(·) and we denote the empirical minimizer of this DNN function to be ρ̂t, i.e.
ρ̂t = argmin
ρ
ft(ρ). (16)
Besides, we denote our DNN as a D-layer neural network which is formulated as follows:
fT (ρ) = W
>
Dσ(WD−1σ(...σ(W1ρ))),
where W = {Wk | Wk ∈ Rdk−1×dk , k = 1, ..., D − 1, WD ∈ RdD−1}, d0 = N and σ(v) =
[max{v1, 0}, ...,max{vd, 0}]> is the ReLU33 activation function for v ∈ Rd . We further denote
d = max{di} and the function class of neural networks as Hf .
At time step t, given the empirical optimal point ρ̂t−1, the additional m training points is gen-
erated through the following process:
ρjt = ρ̂t−1 + ξjt , jt = mt−m+ 1,mt−m+ 2, · · · ,mt.
Here ξj denotes random noise for perturbation. Hence throught the iterating process, the sampled
points are random variables. Since ρ̂t is the minimizer of ft and ft is neural network trained on
random variables, we also view ρ̂t as random variables in our theoretical analysis. At time step
t, We denote all the realizations of random training data points set as Kt = {ρi | i = 1, · · · ,mt}
.
Now before we proceed, we need to impose some mild assumptions on the problem.
Assumption 1. We suppose that
1) the spectral norm of the matrices in DNNs are uniformly bounded, i.e., there exists BW > 0
s.t. ‖Wk‖2 ≤ BW , ∀k = 1, · · · , D.
2) the target function is bounded, i.e., there exists BF > 0 s.t. ‖F‖∞ ≤ BF .
1) of Assumption 1 is a commmonly studied assumption in existing generalization theory liter-
ature on deep neural networks32,34,35. In fact, spectral norm constraints have been a standard
practice in training generative adversarial nets36,37. 2) of Assumption 1 assumes F is bounded,
which is standard.
Assumption 2. We assume that for any iteration t, ξjt(jt = mt − m + 1, · · · ,mt) are i.i.d.
(independent and identically distributed) perturbation noise
The assumption of the i.i.d. properties of noise in Assumption 2 is common in optimization
literature38–41. The difference is that in traditional optimization literature noise refers to the
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difference between the true gradient and the stochastic gradient while the noise here denotes
perturbations to generate new samples in each iteration. Note that our Assumption 2 only needs
the i.i.d. property of noise, which is weaker than the standard assumptions for stochastic gradient
methods which require unbiased property and bounded variance39–41.
Assumption 3. We suppose that for any iteration t,{ρ̂t|t = 1 · · ·T} are mutually independent.
Since our fitting DNN fts are continuously changing throughout iterations, it is reasonable for
us to assume their empirical minimizers ρ̂t to be independent for the ease of analysis.
Lemma 3. Under Assumption 2, we have
1) the whole generated data points {ρi | i = 1, 2, · · · ,mT} are mutually independent.
2) for any t, {ρjt |jt = mt−m+ 1, · · · ,mt} are i.i.d..
Lemma 3 is a straightforward result employing Assumption 2 and 3.
We denote the distribution of samples {ρjt|jt = mt−m+1,mt−m+2, · · · ,mt} as Dt(1 ≤ t ≤ T ),
with which we can introduce the following definition.
Definition 3. For a measurable function f, we denote
ED1:T f(ρ) =
∑T
t=1 Eρ∼Dtf(ρ)
T
. (17)
Assumption 4. For any t and ft ∈ Hf ,
‖F − ft‖2∞ = C(t)Eρ∼D1:t(F − ft)2
and C(t) is a monotonely decreasing function w.r.t. iteration number t.
Assumption 4 basically describes that the Chebyshev distance of our DNN at time t and F is
bounded by a constant number(w.r.t. t) times the average true loss of (F − ft)2 till time t. This
assumption is reasonable in that the the average true loss can be seen as a variant of Euclidean
distance between our DNN at time t and F .
Eventually we arrive at our main result.
Theorem 1. Under Assumptions 1,2 and 4, given iteration number T and any δ > 0, for any
trained DNN fT ∈ Hf with empirical MSE training error  at iteration T , we have that with
probability at least 1− δ over the joint distribution of ρ1, ρ2, · · · , ρmT ,
(F (ρ̂T )− F (ρ∗))2 ≤ 4C(T )
(
96B√
mT
√
d2D log(1 +BDWD
√
mTd) + 12B
√
2 log 2
δ
mT
+
8
mT
+ 
)
,
where B = max{BF , BDW}.
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2.3 Proof
This subsection presents the complete proof of Theorem 1.
Proof. We have
sup
fT∈Hf
(F (ρ̂T )− F (ρ∗))2
(i)
≤ sup
fT∈Hf
(F (ρ̂T )− fT (ρ̂T ) + fT (ρ∗)− F (ρ∗))2
(ii)
≤ sup
fT∈Hf
2
[
[F (ρ̂T )− fT (ρ̂T )]2 + [fT (ρ∗)− F (ρ∗)]2
]
≤ 4 sup
fT∈Hf
‖F − fT‖2∞
(iii)
= 4C(T ) sup
fT∈Hf
∑T
t=1 Eρ∼Dt(F (ρ)− fT (ρ))2
T
. (18)
Here (i) comes from Eq. (16), (ii) uses the fact that for any real number x and y, we have
(x+ y)2 ≤ 2(x2 + y2). (iii) arises from Assumption 4.
We further denote
Φ(KT ) = sup
fT∈Hf
ED1:T (F − fT )2 − ÊKT (F − fT )2, (19)
where ÊKT (F − fT )2 = 1mT
∑mT
i=1(F (ρi) − fT (ρi)) corresponds to the empirical MSE loss when
training our neural network.
Suppose K ′T and KT are two samples only different in one point ρk(1 ≤ k ≤ mT ), we have
|Φ(K ′T )− Φ(KT )| ≤ sup
fT∈Hf
|ÊKT (F − fT )2 − ÊK′T (F − fT )2|
= sup
fT∈Hf
∣∣∣∣(F (ρk)− fT (ρk))2mT − (F (ρ′k)− fT (ρ′k))2mT
∣∣∣∣
≤ 8B
2
mT
,
then by Mcdiarmid’s Inequality30, we get
P (Φ(KT )− EKT (KT ) ≥ s) ≤ exp
( −2s2
mT · (8B2
mT
)2
)
. (20)
Given any δ > 0, by setting the right handside of (20) to be δ
2
, we have with probability at least
1− δ
2
,
Φ(KT ) ≤ EKT Φ(KT ) + 4B
√
2 log 2
δ
mT
. (21)
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Notice that
EKT Φ(KT ) = EKT [ sup
fT∈Hf
ED1:T (F − fT )2 − ÊKT (F − fT )2]
= EKT [ sup
fT∈Hf
EK′T [ÊK′T (F − fT )2 − ÊKT (F − fT )2]] (22)
Here the second equality in Eq. (22) is because:
EK′T [ÊK′T (F − fT )2] =
1
mT
mT∑
i=1
EK′T [F (ρi)− fT (ρi)]2
(i)
=
1
mT
[
m∑
i=1
Eρi∼D1 [F (ρi)− fT (ρi)]2 +
2m∑
i=m+1
Eρi∼D2 [F (ρi)− fT (ρi)]2 + · · ·
+
mT∑
i=mT−T+1
Eρi∼DT [F (ρi)− fT (ρi)]2]
(ii)
=
1
mT
[mED1(F − fT )2 +mED2(F − fT )2 + · · ·+mEDT (F − fT )2]
=ED1:T (F − fT )2.
Here (i) results from 1) of 3 and (ii) comes from 2) of 3.
Further we have
EKT [ sup
fT∈Hf
EK′T [ÊK′T (F − fT )2 − ÊKT (F − fT )2]]
(i)
≤EKT ,K′T sup
fT∈Hf
[ÊK′T (F − fT )2 − ÊKT (F − fT )2]
= EKT ,K′T sup
fT∈Hf
1
mT
mT∑
i=1
[(F (ρ′i)− fT (ρ′i))2 − (F (ρi)− fT (ρi))2]
(ii)
= Eσ,KT ,K′T sup
fT∈Hf
1
mT
mT∑
i=1
σi[(F (ρ
′
i)− fT (ρ′i))2 − (F (ρi)− fT (ρi))2]
(iii)
≤ Eσ,K′T sup
fT∈Hf
1
mT
mT∑
i=1
[σi(F (ρ
′
i)− fT (ρ′i))2] + Eσ,KT sup
fT∈Hf
1
mT
mT∑
i=1
[−σi(F (ρi)− fT (ρi))2]
= 2Eσ,KT sup
fT∈Hf
1
mT
mT∑
i=1
[σi(F (ρi)− fT (ρi))2], (23)
where σi are Rademacher variables
31,42, which are uniformly distributed independent random
variables taking values in {−1,+1}. Here (i) and (iii) holds due to the sub-additivity of the
supremum function. (ii) combines the definition of Rademacher variable σi and the fact that the
expectation is taken over both KT and KT ′ .
25
Then combining (22) and (23) we obtain with probability at least 1− δ
2
,
EKT Φ(KT ) ≤ 2RmT (Hf ), (24)
where RmT (Hf ) = Eσ,KT supfT∈Hf 1mT
∑mT
i=1 σi(F (ρi) − fT (ρi))2 is the Rademacher Complex-
ity31,42 of Hf .
Employing Mcdiarmid’s Inequality again, we obtain
RmT (Hf ) ≤ R̂KT (Hf ) + +4B
√
2 log 2
δ
mT
, (25)
where R̂KT (Hf ) = Eσ supfT∈Hf 1mT
∑mT
i=1 σi(F (ρi)− fT (ρi))2 is the Empirical Rademacher Com-
plexity.
Now combining (19), (21), (24) and (25), we get with probability at least 1− δ,
Φ(KT ) ≤ 2R̂KT (Hf ) + 12B
√
2 log 2
δ
mT
. (26)
Then Dudley’s Entropy43 gives us
R̂KT (Hf ) ≤
4α√
mT
+
12
mT
∫ 4B√mT
α
√
logN(Hf , , ‖·‖∞)d
≤ 4α√
mT
+
48B√
mT
√
logN (Hf , α, ‖·‖∞). (27)
Here N denotes the covering number. It is enough to pick α = 1√
mT
. Now comning (18), (26)
and (27), we get
sup
fT∈Hf
F (ρ̂T )− F (ρ∗)
≤ 4C(T )
(
96B√
mT
√
logN (Hf , 1√
mT
, ‖·‖) + 12B
√
2 log 2
δ
mT
+
8
mT
+ ÊKT (F − fT )2
)
. (28)
Next we need to compute the coverning number N (Hf , 1√mT , ‖·‖)
We investigate the Lipschitz continuity of fT with respect to the weight matrices W1, · · · ,WD.
Specifically, given two different sets of matrices W1, · · · ,WD and W ′1, · · · ,W ′D, we have
‖fT (ρ)− f ′T (ρ)‖∞
≤∥∥W>Dσ(WD−1σ(...σ(W1ρ)...))− (W ′D)>σ(W ′D−1σ(...σ(W ′1ρ)...))∥∥2
≤∥∥W>Dσ(WD−1σ(...σ(W1ρ)...))− (W ′D)>σ(WD−1σ(...σ(W1ρ)...))∥∥2
+
∥∥(W ′D)>σ(WD−1σ(...σ(W1ρ)...))− (W ′D)>σ(W ′D−1σ(...σ(W ′1ρ)...))∥∥2
≤‖WD −W ′D‖2 ‖σ(WD−1σ(...σ(W1ρ)...))‖2
+ ‖W ′D‖2
∥∥σ(WD−1σ(...σ(W1ρ)...))− σ(W ′D−1σ(...σ(W ′1ρ)...))∥∥2 .
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Note that we have
‖σ(WD−1σ(...σ(W1ρ)...))‖2
(i)
≤‖WD−1σ(...σ(W1ρ)...)‖2
≤ ‖WD−1‖2 ‖σ(...σ(W1ρ)...)‖2
(ii)
≤ BD−1W ‖ρ‖2
(iii)
≤ BD−1W ,
where (i) comes from the definition of the ReLU activation, (ii) comes from ‖Wi‖2 ≤ 1 and
recursion, and (iii) comes from the boundedness of ψs and ψa. Accordingly, we have
‖fT (ρ)− f ′T (ρ)‖∞ ≤ BD−1W ‖WD −W ′D‖2 + ‖W ′D‖2
∥∥σ(WD−1σ(...)− σ(W ′D−1σ(...)∥∥2
(i)
≤BD−1W ‖WD −W ′D‖2 +BW
∥∥WD−1σ(...)−W ′D−1σ(...)∥∥2
(ii)
≤ BD−1W
D∑
i=1
‖Wi −W ′i‖2 ,
where (i) comes from the Lipschitz continuity of the ReLU activation, and (ii) comes from the
recursion. We then derive the covering number of Hf by the Cartesian product of the matrix
covering of W1, ...,WD:
N (Hf , , ‖ · ‖∞) ≤
D∏
i=1
N
(
Wi,

BD−1W D
, ‖ · ‖2
)
≤
(
1 +
BDWD
√
d

)d2D
, (29)
where the second inequality comes from the standard argument of the volume ratio. Plugging
(29) into (28), we get
sup
fT∈Hf
F (ρ̂T )− F (ρ∗)
≤ 4C(T )
(
96B√
mT
√
d2D log(1 +DBDW
√
mTd) + 12B
√
2 log 2
δ
mT
+
8
mT
+ ÊKT (F − fT )2
)
.
(30)
Since we consider the empirical MSE training loss to be less than , i.e.,
ÊKT (F − fT )2 ≤ , (31)
so by plugging (31) into (30), we get the desired result.
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