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ABSTRACT. In this companion piece to [9], some variations on the main results
there are sketched. In particular,
• the recursions in [9], which we interpreted as the quantum Lefschetz, is re-
formulated in terms of Givental’s quantization formalism, or equivalently, a
summation of finitely many graphs;
• varieties of modification of the auxilliary spaces (masterspaces) for the fixed
point localization are given, leading to different (looking) recursions;
• applications of this circle of ideas to derive (apparently) new relations of
Gromov–Witten invariants.
0. Introduction
Establishing a quantum Lefschetz hyperplane theorem (QLHT) is an important
problem in the Gromov–Witten theory. From the enumerative point of view, one
often encounters enumerative problems on hypersurfaces or complete interesec-
tions whose ambient spaces have much easier corresponding enumerative prob-
lems. The celebrated quintic threefold in P4 is one such example, where the Gromov–
Witten invariants of P4 have been completely determined by A. Givental in [11].
From the functoriality point of view, the QLHT and the quantum Leray–Hirsch
are the two pillars in the study of the functoriality of Gromov–Witten theory [15,
17]. The quantum Leray-Hirsch for toric fibration was esatablished in genus zero
[2,16], and in higher genus [8]. However, the quantum Lefschetz for higher genus
was only available in very limited form. For Calabi–Yau threefolds, there have
been various approaches, most of which put a special focus on the quintic hy-
persurface of P4. In genus 1, there are works in [19, 21] among others. In higher
genus there is an ongoing mixed spin P-field approach pioneered by H.-L. Chang,
S. Guo, J. Li, W.-P. Li and C.-C. Liu in, e.g., [3–6]. S. Guo, F. Janda and Y. Ruan
in [12, 13] proposed a new method which determines higher genus invariants of
quintic 3-folds via twisted invariants of the ambient space P4 plus some “effec-
tive invariants” which are finite for a fixed genus. In the same paper the authors
used this in genus 2 to prove the BCOV holomorphic anomaly conjecture [1], and
we expect it to be generalized to higher genus. However, beyond the Calabi–Yau
threefolds, there was no proposal until our previous work.
The goal of this paper is to amplify a few points in [9]. Therefore, this is a
companion piece and will tacitly assume that the readers are familiar with the
c©0000 (copyright holder)
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previous paper. There we derive a recursion relation which computes the GW
invariants of an ample hypersurface in terms of (twisted) GW invariants of the
ambient space and a finite number of “initial data” for each genus. The initial data
are finite number of GW invariants on the hypersurface of low degrees. In this
paper, we will reinterpret the recursion relation in the frame work of Givental’s
quantization formalism [10, 11]. By way of the quantization formalism, the recu-
sion can be written as a summation of finite hypergraphs for each fixed genus.
This interpretation simplifies when the hypersurface in question is a Calabi–Yau
threefold, but it applies to the general case. Another feature of this approach is
its flexibility of allowing primitive class insertions in computing GW invariants of
the hypersurfaces, cf. Remark 1.2. This is sketched in Section 1.
The second point is to explore varieties of related but different recursions us-
ing the same technique: localization on the masterspace. Utilizing different mas-
terspaces, we reached different recursions. In Section 2.1, the GW theory of the
hypersurfaces are related to different twisted theories of the ambient spaces. In
Section 2.2, the original masterspace for the quintic is, by way of K-equivalence
(crepant transformation), modified to an orbifold masterspace, where one of the
fixed point becomes an orbifold point Bµ5. The GW theory of quintic is thus re-
lated orbifold theory of Bµ5 recursively.
In Section 3, we flip the coin and consider the case when the hypersurface
has trivial GW theory. The aformentioned relation thus becomes a relation of GW
invariants of the ambient space. This works, for example, if the ambient space is
a Fano threefold and the hypersurface is a K3 suface, representing the canonical
divisor. We wrote down some sample equestions in this case and hope to come
back to applications of these types of equations in the future.
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organizers of the Snowbird Conference and School, for the invitations to attend
the conference and to submit the proceedings article. Part of the work was done
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grant ERC-2012-AdG-320368-MCSK in the group of Rahul Pandharipande at ETH
Zu¨rich. The research of Y.P. L. was partially supported by the NSF.
1. Quantum Lefschetz in generating functions and finite graphs
The goal of this section is to reformulate some results in [9] in terms of gener-
ating functions. We assume the readers are familiar with [9]. Whenever possible,
we follow the notations in [9] and [8,18].
1.1. Recursions in Givental’s quantization formalism. Recall the setup in
[9]. Let D ⊂ X be a smooth hypersurface in a smooth projective variety X and
let
X = BlD×{0}X × P
1,
be the “masterspace” associated to (X,D). There is a birational morphism X →
X× P1, and it can be composed with projections to X and P1. We denote the first
composition by p : X → X and the second by pi : X → P1. The fiber
X0 := pi
−1({0}) ∼= X ∪D PD(O⊕ O(D))
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is the union of X and PD(O⊕ O(D)). These two pieces glue transversally along
the hypersurface D ⊂ X and the section
D ∼= PD(O(D)) ⊂ PD(O⊕O(D)).
As in [9], we use the following notations
• X∞ := pi−1({∞}) ∼= X;
• X0 is the irreducible component of X0 which is isomorphic to X;
• D0 := PD(O) ⊂ PD(O⊕O(D)) ⊂ X0.
Endow P1 with the C∗ action such that it has weight−1 on T0P
1. SinceX is the
blow-up of a fixed locus, there is an induced C∗ action on X. This action acts trivially
on X, but scales the fibers of the P1 fibration PD(O⊕O(D)). Under this C
∗ action,
the fixed loci are
(a)D0, (b)X0, (c)X∞.
Also as in [9], when the C∗ acts on the fibers on E by “positive” scaling, sending
a vector v to λv, we write E+ for the equivariant bundle and use the notation
〈· · · 〉X,E
+
g,n,β for the corresponding equivariant twisted invariant. Similarly, 〈· · · 〉
X,E−
g,n,β
stands for invariants with inverse scaling action v 7→ λ−1v. In general, if these
distinctions are not called for, 〈· · · 〉X,twg,n,β will stand for general twisted invariants.
Let {eµ} be a basis of H(X). The equivariant total descendant potential of X
is denoted by
DXeq(t) = exp
(
∞
∑
g=0
h¯g−1FXg (t)
)
where
(1.1) FXg (t) = ∑
β
∞
∑
n=0
qβ〈t, . . . , t〉Xg,n,β
n!
, t := ∑
k,µ
t
µ
k eµψ
k.
We note that the summation over n includes n = 0. By the results of [8,10,11] we
have
(1.2) DXeq = M̂
X
(
DDDX0DX∞
)
,
where M̂ is an operator coming from quantization of quadratic hamiltonians [10,
14], and similar to the one in [8, Theorem 1.4]. Note that here our one-dimensional
orbits of the C∗ action are not isolated, but they do not depend on any parame-
ter, i.e, constant in families, much like the situation in [8]. Therefore the formula
there holds without any modification. We don’t really need to know the exact for-
mula for M̂X. What we need is that M̂X is a product of a few operators, the most
important of which is R̂
(1.3) R̂ = exp
(
h¯
2 ∑µ1,µ2
∑
k1,k2
∆
µ1µ2
k1k2
∂
∂t
µ1
k1
∂
∂t
µ2
k2
)
,
where ∆ can be obtained from certain generating function of genus zero invari-
ants, or equivalently the fundamental solution of the Dubrovin connection. When
R̂ acts on the product of D = exp F, it can be organized by hypergraphs where ∆
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accounts for the edge factor and ∂
µ1
k1
∂
µ2
k2
connects two (not necessarily distinct) hy-
pervertices on which two differentiations act. See Equation (17) in [8] and Part II of
[18] for more details.
Implicit in the Equation (1.2) is the dependence on NE(X) and H(X). There is
a natural map
(ιD0)∗ : NE(D) → NE(X),
where ιD0 : D0 → X is the embedding of the fixed component. Let H(D)X be the
subgroup of H(D), pulled back from H(X). There is a natural lifting
H(D)X → H(X),
by pulling back the class in X to X. Denote their images by NE(X)D and H(X)D
respectively. Let {Tµ} now stand for a basis of H(D)X. By abusing the notation,
the same symbols βD and tD := ∑µ,k t
µ
k Tµψ
k will be used for the classes and their
images under the above maps. We now restrict the variables of GW theory on X from
NE(X) toNE(D) (for Novikov variables qβD ) and H(X) to H(D) (for tD). Let D
X∞,O
+
be the total descendant potential of X∞ twisted by O with fiberwise C∗ action of
weight 1.
PROPOSITION 1.1. With the restriction of t = tD and q
β = qβD , we have
(1.4) DXeq = M̂
(
DDDX0
)
DX∞,O
+
,
where M̂ acts only on the first two D’s, and the last factor is the descendant potential
twisted by the Euler class of the trivial bundle.
PROOF. This follows from (1.2). The only difference is the single factor of
DX∞,O
+
, on which the operator M̂ does not act. As in [9, § 2.3], the restriction of
the curve classes implies that there will be no curve connecting X∞ with X0. The
contribution from X∞ therefore is a single factor by itself as twisted invariants.
We also note that, due to the quantum Riemann–Roch theorem in [7], there is an
(explicit) operator Γ̂X∞ such that
(1.5) DX∞,O
+
=
(
Γ̂X∞
)−1
DX∞ ,
where Γ depends on the twisting data. (1.5) similarly applies toD andX0.
(
Γ̂X∞
)−1
was part of the ingredient in M̂X and the only one which concerns X∞. Removing(
Γ̂X∞
)−1
from M̂X we get M̂ acting only on the first two factors. The process also
takes DX∞ back to DX∞,O
+
, as the localization formula dictates. 
The recursion in [9] can be phrased in this context as follows. Let
I := 〈Ω〉Dg,n,βD , Ω = ∏
i
Tµiψ
ki
i
be the GW invariant in question on D. That is, I is the coefficient of qβD ∏i t
µi
ki
in
FDg (tD), or equialently, the coefficient of h¯
g−1qβD ∏i t
µi
ki
in logDD. As explained in
[9, Lemma 2.14] that, due to the difference of the virtual dimensions
(1.6) vdimXg,n,βD − vdim
D
g,n,βD
= 2− 2g+ (βD,D)
X,
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the corresponding GW invariant 〈Ω〉Xg,n,βD = 0 whenever
(1.7) 2− 2g+ (βD,D)
X
> 0
Therefore, the coefficient of h¯g−1qβD ∏i t
µi
ki
of logDXeq vanish.
The vanishing gives an equation on the right hand side of (1.4). Treating all
(twisted) invariants on X as known, this equation has as the leading term exactly
(−1)1−gλ−2+2g−(βD,D) I. That is, I can be written in terms of invaraints on D and
X of “lower orders”, with invariants on X as coefficients. Since invariants on X
can be expressed in terms of invaraints on D of equal or lower orders, this gives
a recursion. The initial conditions are decided by (1.7) when the vanishing, or
equivalently the inequlity in (1.7), no longer holds.
REMARK 1.2 (On insertions of primitive classes). In Proposition 1.1, we restrict
the parametrized insertion t to tD. When t is a general class in H(X), Equation (1.4)
still holds, although in this case the degree bound (1.7) is more complicated.
Since our primary objective is to obtain the GW invariants for D, the insertion
classes missing from the restriction t = tD are the primitive classes Hprim(D) in
Hd(D), where d = dimC(D). Recall X is a blow-up of X × P
1. Denote the excep-
tional divisor by E and the inclusion ιE : E →֒ X. E is a projective bundle over
D and admits a projection pi : E → D. By the blowup formula of cohomology,
Hd+2(X) is generated by the images of pushforwards from Hd(E) and pullbacks
from Hd+2(X× P1). A convenient choice for Hprim(D) in (1.4) can be obtained as
follows.
Given a collection of ωi ∈ Hprim(D), 1 ≤ i ≤ m, consider
ω˜i = (ιE)∗pi
∗ωi.
It is easy to see that ω˜i|D0 = −λωi. Similar to the above analysis,
(1.8)
〈ω˜1, . . . , ω˜m, tD, . . . , tD〉
X
g,n+m,βD
= (−λ)m〈ω1, . . . ,ωm, tD, . . . , tD〉
D
g,n+m,βD
+ . . . .
This leads to a modified degree condition: The left hand side of (1.8) vanishes if
(1.9) 2− 2g+ (βD,D)
X
> m.
As before, the vanishing of the LHS produces a relation. Despite the worse degree
condition, it does produce a way to compute GW invariants of D with primitive
insertions, whereas the methods in [4, 13] so far have not. These relations can be
combined with the monodromy invariance requirement of GW invariants. More
detailed study is in progress in a separate project.
1.2. Calabi–Yau threefolds as the divisor D. Simplifications occur in case D
is a Calabi–Yau threefold, when the n-pointed Gromov–Witten invariants can be
reconstructed from n = 0 GW invariants (with no insertion). The generating
function for n = 0 invariants in genus g, called genus g partition function, is a
function of the Novikov variable q and is independent of t, the insertion vari-
ables. See [9, § 1.3] for two closed formulae relating n-pointed generating func-
tions to the partition function. Consequently, DD(tD) is completely determined
by DD(tD = 0), for which we will determine a simplified form of recursion rela-
tion.
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For simplicity, we spell out the case when D ⊂ X is the quintic threefold in
P4, although all discussions extend to general CY3 without difficulty, albeit with
more complicated notations.
Since tD = 0, F
D
g depends only on q
βD . Due to (1.6) and the fact vdimD = 0,
FXg (tD = 0, q) is a polynomial in q of degree≤
2g− 2
5
, denoted by Pg(q). Since the
information of Pg(q) is equivalent to our initial conditions in e.g., [9, Theorem 1.1]
in the case of CY3, we can assume that DXeq is the initial data. Hence one can
rephrase Proposition 1.1 as follows.
COROLLARY 1.3.[
M̂(q)
(
DDDX0
)]
tD=0
= e∑
∞
g=0 h¯
g−1Pg(q)
(
DX
∞,O+
)−1
.
Note that in the above equation, Pg andDX are the initial data and the equation completely
determines DD from the initial data.
PROOF. By (1.5) the generating functions of twisted GW invariants are de-
termined by those of the untwisted GW invariants. The coefficient of qd of the
logarithm of the LHS of the equation in Corollary 1.3 has a single highest order
term for D as 〈·〉g,0,d with nonzero constant coefficient. 
REMARK 1.4. We remark that the operator M̂(q) involves differentiation with
respect to t, denoted R̂ in (1.3). One can only set tD = 0 after the differentiation.
Hence one has to use n 6= 0 pointed GW invariants for D. However, as already
explained, they are all explicitly determined by 0-points ones.
Secondly, one can formally rewrite (1.4) as
DD =
(
DX0
)−1
M̂−1
(
DXeq
(
DX
∞,O+
)−1)
,
When one restrict to CY3 case with tD = 0, D
X
eq will apparently need to use more
than e∑
∞
g=0 h¯
g−1Pg(q) for the input due to extra insertions created by the differentia-
tion in M̂. However, the differentiation in M̂ carries degree in q, and the appar-
ently extra information is actually in the lower order and by induction was already
determined by (1.4).
1.3. Remarks on hypergraphs. In a series of papers [10, 11], A. Givental de-
vised a summation over hypergraphsvia the localization techniques. Initially spelled
out for the case when the torus fixed points are isolated, this has been extended to
more general cases in, e.g., [8], which we will follow. See also [14,18].
According to Givental’s organizations of localization in terms of contributions
from hypergraphs, there are only a finite number of hypergraphs for each genus.
The above relation can be written in terms of finite hypergraphs. These hyper-
graphs are the decorated graphs of the dual graphs of strata in Mg,0. The deco-
ration assigns to each hypervertex a connected component of fixed loci, to which
torus fixed curve maps. The hyperedges are created by Rˆ acting on a product of
DD and DX. The fact that Rˆ is of the form of exponential of quadratic derivatives
in (1.3) and DY = exp FY creates hypergraphs via Wick’s formula. Here we use
Y to refer to a general variety independent of the context (X,D). The finiteness
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of the hypergraph in each power of h¯, accounting for genus, has to do with the
fact that the domain curves are connected. We very briefly sketch the graphs. The
interested readers can consult [8,10,11,18].
In the equivariant setting, as we are now, one can interpret the hypergraphs
in terms of the fixed point localization. For simplicity, assume g ≥ 2. The fixed
point loci can be labeled by graphs, with vertices as either nodes or a connected
union of irreducible compoents mapping to a connected component of the fixed
loci YT . An edge connects two (not necessarily distinct) vertices if they intersect.
(Contributions of) fixed loci of Mg,n(Y, β) can be indexed by their images under
st : Mg,n(Y, β) → Mg,0. We call a vertex a hypervertex if it stablizes to an irre-
ducible component of the stable (g, 0) curve. The (necessarily genus zero) trees of
vertices and edges which map to the intersecting points of hypervertices are called
hyperedges. 1 A hypergraph is a connected graph consisting of hypervertices and
hyperedges, and with decoration (gi, fi) on the the i-th hypervertice, where fi is
the connected component of fixed loci YT associated to the sub-curve and gi is the
genus of its normalization.
It is easy to see that there are only finitely many hypergraphs for each fixed
genus g. There are only finitely many dual stable graphs for Mg,0 and the possibil-
ity of decoration is finite. For example, in our case, there are three (single-vertex)
hypergraphs with no hyperedge, corresponding to three connected components
of fixed loci D0,X0,X∞. When the number of hyperedges is nonzero, the hyper-
vertices must be associated to either D0 or X0, due to the constraint on the curve
class.
Hence the recursion relation in the previous subsections can also be phrased
as one associated only to finitely many graphs for each genus, as in [12, 13], or in
the work of Chang, Guo, Li in [3,4].
REMARK 1.5. We note that Givental’s quantization can be generalized to semisim-
ple case without equivariant theory. This is the Givental–Teleman classification of
semisimple theories. See [11,20].
2. Modifications of the masterspace
In this section, we describe a few modifications of our original masterspace X
and consequently different recursion relations. Even though it is unclear whether
these new recursions are easier to “solve”, they bring other types of (twisted, orb-
ifold) invariants into play and may be of interest on their own.
2.1. Hypersurface and other twisted theories. We relate hypersurface invari-
ants with invariants of X twisted by other line bundles.
Choose a line bundle L over X. Instead of blowing up X × P1, we consider
a P1-bundle PL = PX(O⊕ L)). There are two sections (PL)0 and (PL)∞ both of
which are isomorphic to X, with normal bundles L and L∨, respectively. Denote
the hypersurface in (PL)0 by D0. Define
X(L) = BlD0 PL
1Here our terminology is different from that of [8, 10, 11] and is consistent with [18]. What we
call vertices and edges here are called joints and legs, while hypervertices and hyperedges are called
vertices and edges there.
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There is a C∗ action on PL, and it induces an action on X(L). As before, denote
the strict transforms of (PL)0 and (PL)∞ by X0, X∞, respectively. There is another
connected component of fixed locus in the exceptional locus, isomorphic to D. By
a slight abuse of notation, denote it as D0. To sum it up, the fixed loci under the
induced C∗ action are again,
(a)D0, (b)X0, (c)X∞.
The difference comes from their normal bundles. One identifies that
(1) ND0/X(L)
∼= L⊕ OD(D)⊗ L
∨,
(2) NX0/X(L)
∼= OD(−D)⊗ L,
(3) NX∞/X(L)
∼= L∨.
When L is a trivial line bundle, we recover our previous construction.
Consider a curve class β ∈ NE(X(L))) lying in the subgroup NE(D0) →֒
NE(X(L)). Gromov–Witten invariants of genus g with curve class β can be re-
cursively determined by lower terms if the following is satisfied.
(2.1) vdim(Mg,n(X(L), β)) > vdim(Mg,n(D0, β)).
This is explained in [9, Section 2.3]. Briefly, for a set of insertions (restrictions
from X) whose degrees add up to vdim(Mg,n(D0, β)), we can always find a lift in
X. If we integrate the lift against [Mg,n(X(L), β)]vir, the integral vanishes due to
dimensional reason. Equation (2.1) happens when
(2.2)
∫
β
(
c1(L) + c1(OD(D)⊗ L
∨)
)
=
∫
β
c1(D) > 2(g− 1),
where β is regarded as a curve class on D0. Thus, we conclude that the degree con-
dition does not change under the modification. However, the recursion relations
now uses different twisted invariants of X.
EXAMPLE 2.1. When X = P4, D is a smooth quintic hypersurface and L =
O(1), we conclude that quintic invariants with degree d > (2g− 2)/5 can be re-
cursively determined by invariants of P4 twisted by O(−4) and by O(−1), plus
some lower degree quintic invariants, whereas the “original” master space has the
quintic invariants related to invariants of P4 twisted O and O(−5).
2.2. Quintic 3-fold and Hurwitz–Hodge integrals. The construction in this
subsection, as it stands now, only applies to the case when there exists a crepant
contraction pi : X → X, such that X0 ⊂ X is contracted to a point with quotient
singularity. That is, there is a K-equivalence, or crepant transformation, betweenX
and an orbifold crepant resolution X˜ → X. Abusing the notation, as it is standard
in the literature, we identify X˜with X. This is the case for the quintic 3-folds inside
P4, as we shall explain. Further developments are in an ongoing project of the first
author with Longting Wu.
The construction may start with the deformation to the normal cone X when
X = P4 and D = Q the quintic hypersurface. In this case, X0 ∼= P
4 and NX0/X =
OP4(−5). Therefore, locally (in fact, Zariski-locally) X0 is a local P
4. Let U ⊂ X be
the Zariski neighborhood of X0 that is isomorphic to the total space of O(−5). It
is well-known that O(−5) is a crepant resolution of the smooth Deligne–Mumford
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stack [C5/µ5]. In particular,
U \ X0 ∼= [C
5/µ5] \ [pt/µ5].
As a result, there is a contraction
pi : X → X,
where X0 is contracted to [pt/µ5]. More concretely, what we do here is simply
replacingU by [C5/µ5].
Alternatively, one can describe X as follows. Consider the weighted projective
space P(5, 1, 1, 1, 1, 1). P4 embeds into it in the following way.
P4 ∼= P(1, 1, 1, 1, 1) ⊂ P(5, 1, 1, 1, 1, 1).
One can check the normal bundle of this P4 is O(5). Consider the quintic hypersur-
face Q ⊂ P4. The normal bundle of Q inside P(5, 1, 1, 1, 1, 1) is now O(5)⊕ O(5).
We claim that
X ∼= BlQ P(5, 1, 1, 1, 1, 1).
The only [pt/µ5] corresponds to the stacky point in X, and the strict transform
of P4 corresponds to X∞. The exceptional divisor is isomorphic to Q × P1, and
intersect with X∞ at a quintic threefold. Such Q× P1 also appears in X as the strip
connecting Q0 and X∞. Thus, the other end that does not intersect X∞ corresponds
to Q0 of X. A rigorous identification is left to the readers.
REMARK 2.2. In fact, it is possible to realize both X and X as invariant hy-
persurfaces of GIT quotients under certain action of (C∗)3 on C9. The crepant
contraction X→ X is a consequence of wall-crossing of variations of stability con-
ditions. The GIT phase of X occurred in a stimulating discussion in our different
project with M. Shoemaker.
On X, there is a C∗ action inherited from X. The fixed loci are Q0, [pt/µ5] and
X∞. Note that under the birational contraction of X, a neighborhood of Q0 is left
untouched. Therefore, we can similarly choose a curve class βQ ∈ NE(Q0) ⊂
NE(X) and apply localization. Let d be the degree of βQ as a curve class in P
4. Un-
der the same bound d > (2g− 2)/5, invariants ofQ can be recursively determined
by Gromov–Witten invariants of [C5/µ5] (C
∗ acting with weights (1, 1, 1, 1, 1)).
The whole process is completely parallel to [9], and the invariants of X∞ will van-
ish by virtual-dimensional reason.
3. New relations for the ambient space X
So far, the technique has been used to find relations for the hypersurfaces,
assuming the data from the ambient space is known. Now we turn the idea on
its head and show that our construction can also be used to find relations for the
ambient spaces under certain favorable conditions. These favorable conditions are
designed so that the GW invariants of D will not enter the recursion relations. We
show two examples in this section.
Both examples use the same set-up as before. Consider the deformation to
the normal cone of a smooth pair (X,D) and the same C∗-action has fixed loci
D0,X0,X∞. However, the curve classes β no longer comes from D0. Our strategy
is to choose the conditions, which might involve the geometry of (X,D) or the
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numerical conditions on the curve class β such that the GW invariants on D0 will
not appear in recursion relation.
3.1. Adding fiber classes. Let f ∈ NE(X) be the curve class corresponding
to a fiber on the exceptional divisor between D0 and X0. Choose a curve class
βX ∈ NE(X0) ⊂ NE(X). Suppose α1, . . . , αn ∈ H
∗(X) are insertions. Since we
only care about relations on X0, localization on Mg,n(X, βX + k f ) yields a relation
when
n
∑
i=1
deg(αi) < (1− g)(dim(X)− 2) +
∫
βX
c1(O(−D)) + k+ n.
Since we do not wish to involve invariants on D0, certain conditions have to be
satisfied. For example, it will work if βX + k f is not numerically equivalent to a
connected curve with an irreducible component in D0. (If (X,D) = (P
4, quintic),
this is the case when k ≤ 4.) We note that this is a very strong condition which
limits the applicability.
EXAMPLE 3.1. We try to give a complete and self-contained statement in the
following special case. Let X be a smooth variety, and D be a divisor such that
(γ,D) > 1 for any nonzero γ ∈ NE(X). Fix a nonzero βX ∈ NE(X) such that
(βX, c1(TX)− D) + 1 > 0.
Let N = dim(X). In twisted Gromov–Witten theory, we give a weight-1 fiberwise
C∗ actions on the twisting bundles. Let λ be the equivariant parameter.
PROPOSITION 3.2. (1) (D is not necessarily effective) Assume the above con-
ditions, we have
〈
1
λ− D− ψ
〉
X,O(−D)
1,1,βX
= −
1
24λ2
〈
D · cN−1(TX)
λ− D− ψ
〉
X,O(−D)
0,1,βX
−
1
24λ
〈
cN−1(TX)
λ− D− ψ
〉
X,O(−D)
0,1,βX
.
(2) Let D be a smooth effective divisor, assume the above conditions, we have
〈
D
λ− D− ψ
〉
X,O(−D)
1,1,βX
= −
1
24λ
〈
D · cN−1(TX)
λ − D− ψ
〉
X,O(−D)
0,1,βX
−
1
24
〈
D · cN−2(TX)
λ− D− ψ
〉
X,O(−D)
0,1,βX
.
Relation (2) is derived in the above setup using k = 1. We note that relation (1)
is, however, derived by directly localizing on PX(O⊕O(D)) and hence not directly
related to our discussion. We include it as a comparison to (2).
3.2. Hypersurfaces with trivial Gromov–Witten theory. Let X be a Fano 3-
fold whose −KX is base-point free. If we choose D to be a smooth member of
| − KX |, it is a K3-surface by the adjunction formula, and hence has vanishing
Gromov–Witten invariants except certain degree 0 invariants. In principle, re-
lations on X can be produced if the choice β = βX + k f ∈ NE(X) (βX, f as in
Section 3.1) and insertions α1, . . . , αn ∈ H
∗(X) satisfy
n
∑
i=1
deg(αi) < (1− g) + k+ n.
Since it is independent on γ and k can be arbitrarily large, this is a not a very
serious constraint. For example, the following sample relation holds for all GW
invariants of Fano threefolds whose aniticanonical divisors are base-point free.
VARIATIONS ON THE THEME OF QUANTUM LEFSCHETZ 11
PROPOSITION 3.3. If X is a Fano 3-fold with base-point free anticanonical divisor
and βX ∈ NE(X) is a nonzero curve class, the following relation holds without any extra
conditions.
〈
−KX
λ + KX − ψ
〉
X,O(KX)
1,1,βX
= −
1
24λ
〈
−KX · c2(TX)
λ + KX − ψ
〉
X,O(KX)
0,1,βX
−
1
24
〈
K2X
λ + KX − ψ
〉
X,O(KX)
0,1,βX
.
There are likely more equations of this type for any Fano threefolds. We wish
to be able to report some interesting applications of these equations in the future.
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