We give a notion of "combinatorial proximity" among strongly stable ideals in a given polynomial ring with a fixed Hilbert polynomial. We show that this notion guarantees "geometric proximity" of the corresponding points in the Hilbert scheme. We define a graph whose vertices correspond to strongly stable ideals and whose edges correspond to pairs of adjacent ideals. Every term order induces an orientation of the edges of the graph. This directed graph describes the behavior of the points of the Hilbert scheme under Gröbner degenerations with respect to the given term order.
, parametrizing subschemes of P n with Hilbert polynomial p(t), has been intensively studied since its definition and proof of existence by Grothendieck [18] . Nevertheless, very few comprehensive properties are known and lots of natural questions are still open. Among the known results, we mention connectedness [20, 34] , the smoothness of the lexicographic point [37] and the existence of bound on the "distance" between irreducible components [36] .
The problem of understanding the topological structure of the Hilbert scheme is usually complicated due to its unpredictable and mysterious behavior. Questions such "how many irreducible components are there in Hilb n p(t) ?", "how are the irreducible components related?", "are the irreducible components rational?" are in most cases without a complete answer. More is known about some particular Hilbert schemes or some special sub-loci. The case of punctual Hilbert schemes has been studied continuously since the 70s (see [23] and references therein), and it is still under investigation nowadays [7, 22, 25, 26, 35] . In the case of 1-dimensional subschemes of the projective space P 3 there is a remarkable variety of results (for instance about ACM curves, see [12, 40, 13, 4] ).
In this context, a classical approach consists in trying to rephrase a global question in terms of a local question for a few, possibly finite, number of points of Hilb n p (t) . For instance, under the right conditions, the rationality of an irreducible component can be deduced by the smoothness of a special point lying on it [29, Corollary 6.10] , [4, Theorem 6 ]. An efficient way to accomplish this task is to consider Gröbner degenerations to monomial ideals and in particular to generic initial ideals. Indeed, on one hand each irreducible component and each intersection of irreducible components of Hilb n p(t) contains at least one point corresponding to a generic initial ideal. On the other hand, generic initial ideals are Borel-fixed ideal, i.e. invariant under the action of the Borel subgroup of GL K (n + 1) consisting of upper triangular matrices. Furthermore, in characteristic 0, Borel-fixed ideals enjoy additional combinatorial properties. Hence, Borel-fixed ideals are well distributed throughout the Hilbert scheme and have special properties that make them extremely effective.
This paper is strongly influenced by the theory of Gröbner strata and marked families (see [30] and references therein). Given a Borel-fixed ideal J and a term order Ω, the Gröbner stratum St Ω J is the scheme parametrizing the family of ideals with initial ideal J with respect to Ω. The marked scheme Mf J is the scheme parametrizing the family of ideals whose quotient algebras have the set of monomials not contained in J as basis. These two types of families are flat, so that Gröbner strata and marked schemes describe subsets of the Hilbert scheme. These families can be used to parametrize open subsets of Hilb n p(t) (or of one of its irreducible component) or sub-loci corresponding to schemes with special properties (such as Hilbert function, type of resolution, . . . ).
However, if one is interested in studying the irreducible components of Hilb n p(t) , the set of Borel-fixed ideals turns out to be redundant, in a sense clarified by the following example.
Example. Consider the Hilbert scheme Hilb 3 6t−3 parametrizing 1-dimensional subschemes of P 3 of degree 6 and arithmetic genus 4. There are 3 irreducible components:
• the first component has dimension 48 and the general element is the union of a plane curve of degree 6 and 6 isolated points; • the second component has dimension 32 and the general element is the union of a plane quintic and a line intersecting in one point, and 2 isolated points; • the third component has dimension 24 and the general element is a complete intersection of a quadric surface and a cubic surface.
By the theory of marked families, in order to parametrize an open subset of each irreducible component, we need at most 3 Borel-fixed ideals. In Hilb 3 6t−3 there are 31 points corresponding to Borel-fixed ideals to choose from (see Example 4.16) , whose algebraic and geometric properties are very diverse. First, such points are not equally distributed along the irreducible components. In fact, most of them lie exclusively on the first irreducible component. Second, there are smooth points, singular points lying on a single component and singular points that are in the intersection of 2 irreducible components and that are smooth if we restrict to any of them. Third, these points have different behavior with respect to Gröbner degenerations (see Example 4.21) .
Two natural questions arise.
(Q1) Assume that the topological structure of the Hilbert scheme and the distribution between components of points corresponding to Borel-fixed ideals are known. Which ones are better suited for effective investigation? (Q2) Suppose that one knows nothing about the Hilbert scheme, but the list of Borel-fixed ideals defining points on it. Is it possible to deduce information about the topological structure of Hilb n p(t) ? These two problems are discussed in the inspiring paper "Double-generic initial ideal and Hilbert scheme" [4] by Bertone, Cioffi and Roggero. The double-generic initial ideal is a Borelfixed ideal associated to an irreducible component of Hilb n p (t) . Intuitively, it is the generic initial ideal of the ideal describing the generic element of the component. Hence, choosing the doublegeneric initial ideal among Borel-fixed ideals lying on a given component is a reasonable and natural option to answer (Q1). Still, there are some difficulties. First of all, the double-generic initial ideal is not intrinsically determined by an irreducible component, but it depends on the term order. Secondly, if we do not know a priori the list of Borel-fixed ideals defining points on a given irreducible components, we might not be able to detect the corresponding doublegeneric initial ideal with respect to a fixed term order (this makes it difficult to answer (Q2)).
The definition of the double-generic initial ideal is based on a careful analysis of the action of the linear group on the generators of an ideal defining a point on the Hilbert scheme. Instead of the standard action of GL K (n + 1) on K[x 0 , . . . , x n ] used for defining the generic initial ideal (see [10, Chapter 15] ), in [4] the group GL K (n + 1) acts on the elements f 1 ∧ · · · ∧ f q of the exterior algebra q K[x 0 , . . . , x n ] r , where { f 1 , . . . , f q } is a basis of the homogeneous piece I r of an ideal I defining a point on Hilb n p(t) for a sufficiently large r. In this paper, we present a different approach based on the study of the combinatorial properties of Borel-fixed ideals. In particular, the combinatorics allow to better understand the behavior of the points of the Hilbert scheme under Gröbner degenerations (and thus also the dependence of double-generic initial ideal on the term order). We begin by studying the relative position of points corresponding to Borel-fixed ideals in the Hilbert scheme.
Theorem (Definition 2.1 and Theorem 2.5). Let J, J ′ ⊂ K[x 0 , . . . , x n ] be two saturated Borel-fixed ideals defining points on Hilb n p(t) and denote by J and J ′ the monomial bases of J r and J ′ r for r sufficiently large. If the monomials in the sets J \ J ′ and J ′ \ J have the same linear syzygies, then there is a rational curve on Hilb n p(t) passing through the points defined by J and J ′ , so that these points lie on a common irreducible component.
As a consequence of this result, we introduce the Borel graph of Hilb n p(t) (Definition 3.1) whose vertices correspond to Borel-fixed ideals and whose edges correspond to unordered pairs of ideals satisfying the hypothesis of the previous theorem. Any term order induces an orientation of the edges of the Borel graph. We call degeneration graphs the directed graphs supported on the Borel graph induced by a term order. The name is motivated by the fact that this type of graphs encodes the behavior of the points in the neighborhood of a Borel-fixed ideal with respect to Gröbner degenerations (Proposition 3.3).
Then, we classify all the possible degeneration graphs, by means of a polyhedral fan that we call Gröbner fan of the Hilbert scheme (Definition 3.10 and Theorem 3.11). Each cone of maximal dimension corresponds to a different directed degeneration graph where the orientation of the edges is induced by some term order. Cones of lower dimension correspond to mixed graphs, where the orientation of the edges is induced by weight orders on the monomials.
For several degeneration graphs, we are able to construct a minimum spanning tree. This implies that the Borel graph is a connected graph (Corollary 4.6) and gives a new strategy to prove the connectedness of the Hilbert scheme (see proofs of Hartshorne [20] and Peeva, Stillman [34] ).
Theorem (Theorem 4.8) . The Hilbert scheme is rationally chain connected.
In the degeneration graphs having a minimum spanning tree, there is a unique vertex with no incoming edge. Typically, this is not the case. Rather the number of vertices with no incoming edge in a degeneration graph can give interesting information about the topological structure of the Hilbert scheme (answering (Q2)). Exploiting again properties of double-generic initial ideals (see [4, Proposition 9] ), we can give the following lower bound on the number of irreducible components of the Hilbert scheme. is at least the maximum number of vertices with no incoming edge in any degeneration graph.
In order to obtain the best estimate, one has to examine a finite number of degeneration graphs, one for each cone of maximal dimension of the Gröbner fan. For instance, in the case of the Hilbert scheme Hilb 3 6t−3 , the Gröbner fan has 268 cones of maximal dimension and the maximum number of vertices with no incoming edge in a degeneration graph is 3. Hence, in this case our method detects all the irreducible components of the Hilbert scheme and it also suggests three Borel-fixed ideals to consider to parametrize the components via marked families.
Organization. In Section 1, we discuss preliminaries about Hilbert schemes and Borel-fixed ideals in characteristic 0. In Section 2, we introduce a notion of combinatorial proximity of two Borel-fixed ideals with the same Hilbert polynomial and we show that it corresponds to geometric proximity on the Hilbert scheme. In Section 3, we classify the behavior of the points of the Hilbert scheme with respect to Gröbner degenerations by means of a polyhedral fan. In Section 4, we exploit the Gröbner fan to prove that the Hilbert scheme is rationally chain connected and to give an efficient method to compute a lower bound on the number of irreducible components of the Hilbert scheme.
Software. We implemented the algorithms for using the tools developed in the paper in the Macaulay2 package GroebnerFanHilbertScheme.m2. The package is available at the web page www.paololella.it/publications/kl/ with a second file containing the scripts for computing the examples of the paper.
PRELIMINARIES
Let K[x] := K[x 0 , . . . , x n ] be a polynomial ring in n + 1 with coefficient in an algebraically closed field K of characteristic 0. We denote by T n the set of monomials of K[x] and we describe them with the standard multi-index notation; namely, for any a = (a 0 , . . . , a n ) ∈ Z n+1 0 , x a stands for x a 0 0 · · · x a n n . Whenever the multi-index a is in Z n+1 , x a stands for the generalized monomial in K(x) := Frac(K[x]). We denote the set of generalized monomial by T n .
We think of K[x] as the coordinate ring of the projective space P n = Proj K[x]. We consider the standard grading on K[x] and we denote by |a| = a 0 + · · · + a n the total degree of a monomial x a . Given a positive integer m, we denote by T n m the set of monomials of degree m, by For a subscheme X ⊂ P n , we denote by I X ⊂ K[x] the unique saturated ideal such that X = Proj K[x]/I X and by p X (t) its Hilbert polynomial, that is the unique numerical polynomial such that p X (t) = dim K (K[x]/I X ) t = dim K K[x] t /(I X ) t for t large enough. By a little abuse of notation, we refer to the Hilbert polynomial p I (t) of an ideal I as the Hilbert polynomial of its quotient ring K[x]/I. We refer to the unique numerical polynomial q I (t) such that dim K I t = q I (t), t ≫ 0 as volume polynomial of the ideal I. By definition, q I (t) = ( t+n n ) − p I (t) for t sufficiently large.
Given a Hilbert polynomial p(t) ∈ Q[t], we study the Hilbert scheme Hilb n p(t) representing the contravariant Hilbert functor Hilb n p(t) : (K-schemes) • → (Sets). This functor associates to a scheme Z over K the set and to a morphism of schemes f :
. For all schemes Z, there is a 1-to-1 correspondence between the set Hilb n p(t) (Z) and the set of morphisms Mor(Z, Hilb n p(t) ) from Z to the Hilbert scheme. For a scheme X ∈ Hilb n p(t) (Spec K), we denote by [X] ∈ Hilb n p(t) the corresponding K-rational point (the image of the corresponding morphism Spec K → Hilb n p(t) ). The Hilbert functor has been introduced by Grothendieck [18] , who first proved its representability. The Hilbert scheme is classically constructed as a subscheme of a suitable Grassmannian and eventually as subscheme of a projective space through the corresponding Plücker embedding. We recall briefly the idea of the construction, because it motivates the setting of this paper (for more details see [2, 24, 19, 6] ).
Every Hilbert polynomial p(t) has a unique decomposition as finite sum of binomial coefficients
, a 1 · · · a r 0.
The first coefficient a 1 equals the degree of p(t), i.e. the dimension of the schemes parametrized by Hilb n p(t) , and the number of summands r is called Gotzmann number of p(t). Gotzmann's Regularity Theorem [16] says that the saturated ideal I X of a scheme [X] ∈ Hilb n p(t) is r-regular, so that we can associated to every scheme X ⊂ P n with Hilbert polynomial p(t) the vector space K[x] r /(I X ) r of dimension p(r) (or equivalently the vector space (I X ) r of dimension q(r)). This result explains the idea of embedding Hilb n p(t) in the Grassmannian Gr(p(r), K[x] r ) of p(r)-dimensional quotients of the vector space K[x] r . The closed condition describing the Hilbert scheme as subscheme of the Grassmannian is given by a second crucial result by Gotzmann. Gotzmann's Persistence Theorem [16] states that an ideal I, generated by polynomials of degree r and such that K[x] r /I r has dimension p(r), has Hilbert polynomial p(t) if, and only if, the quotient K[x] r+1 /I r+1 has dimension p(r + 1).
Lots of investigations about Hilbert schemes are conducted with the help of the theory of Gröbner bases (and generalizations). In fact, the procedure of associating to any ideal I ⊂ K[x] the initial ideal in Ω (I) (for some term order Ω) can be described in terms of a flat family over the affine line A 1 (see for instance [10, Theorem 15.17] ). The generic fiber is projectively equivalent to I, while the special fiber is in Ω (I).
When working with term orders and initial ideals, we need to fix an order on variables. We use the order x 0 < · · · < x n , so that the minimum index min x a and maximum index max x a of a variable appearing in a monomial x a correspond to the minimum and maximum variables. As the orders we consider on monomials have to be multiplicative orders, the choice x 0 < · · · < x n induces a partial order on the set of monomials of a given degree:
We refer to this order as Borel order and we denote it by ≥ B . Each graded term order is a refinement of ≥ B . Definition 1.1. For i < n and j > 0, we define the i-th increasing elementary move and the j-th decreasing elementary move as the maps
x j x a . We say that an elementary move is admissible for a monomial x a ∈ T n if also the image is a monomial in T n . Compositions e + i • e − i+1 and e − j • e + j−1 give the identity id : T n → T n . We can interpret the Borel order ≥ B as the transitive closure of the relations
, for some i, and use these elementary relations to visualize the order among monomials (see Figure 1 ). By definition x a > B x b means that there is sequence of (admissible) elementary moves e + i 1 , . . . , e + i s such that
Even though the product in K(x) is commutative, we notice that if we change the order of application of the elementary moves we may lose the admissibility at each step. Next lemma shows that a composition of moves that is overall admissible for x b can be always decomposed in a composition of moves admissible at each step. For a monomial x a ∈ T n , we denote by |a| i the sum a i + · · · + a n , i.e. the degree of the part of x a in K[x i , . . . , x n ]. Obviously, |a| 0 = |a|. Lemma 1.2. Let x a and x b be two monomials in T n .
In the context of Hilbert schemes we are particularly interested in generic initial ideals, that is initial ideal in generic coordinates. Galligo [15] proved that generic initial ideals are monomial ideals fixed by the action of the Borel subgroup of upper triangular matrices of the projective linear group and thus called Borel-fixed ideals. When the characteristic of the base field is 0, the notion of Borel-fixed ideal coincides with the notion of strongly stable ideal. This type of ideals is characterized by the following combinatorial property.
By the definition, the set of monomials of degree m of a strongly stable ideal J is a subset of T n m closed with respect to increasing elementary moves. Such a set is often call Borel set of T n m . From now on, when considering a strongly stable ideal, we focus on the set of monomials of degree equal to the Gotzmann number of its Hilbert polynomial. This set plays a crucial role throughout the paper, so that we introduce some special notation. We write in superscript "sat" to denote a saturated strongly stable ideal and, given a saturated ideal J sat , we denote with J (same letter, no superscript) the truncation J sat r , where r is the Gotzmann number of the Hilbert polynomial of J sat . Furthermore, given a saturated ideal J sat or its truncation J, we denote with the same letter in fraktur alphabet J the set of its monomials of degree r, i.e. J = (J).
For any set A, we denote by |A| its cardinality and for any pair of sets A, B, we write A \ B meaning A \ (A ∩ B). For a subset A ⊂ T n m , we consider the partition A 0 ⊔ · · · ⊔ A n , where A i = {x a ∈ J | min x a = i}, and A i stands for the set A i ⊔ · · · ⊔ A n = {x a ∈ A | min x a i}. Moreover, we denote by A c the complementary set T n m \ A. We briefly recall the deep relation between the combinatorics of a strongly stable ideal and its Hilbert polynomial (see [31, 5, 28, 1] for details). From now on, r is for the Gotzmann number of the Hilbert polynomial of any strongly stable ideal J we consider. We denote the volume polynomial of J by q(t). The set J is a basis of the vector space J r , i.e. it consists of q(r) distinct monomials of degree r. For any m > r, the monomial basis of J m can be decomposed as follows
where J i · K[x 0 , . . . , x i ] m−r stands for the set of monomials x a · x c with x c ∈ K[x 0 , . . . , x i ] m−r and x a ∈ J i . Consequently, one has
Hence, for any pair of strongly stable ideals J, J ′ ⊂ K[x] with Hilbert polynomial p(t), it holds |J i | = |J ′ i | for all i = 0, . . . , n. This property has been used for designing the algorithm computing the set of saturated strongly stable ideals in K[x] with a given Hilbert polynomial introduced in [8] and improved in [28, 1] . Another algorithm was known since [36] and has been taken up more recently in [32] . We denote by S n p(t) the set of strongly stable ideals J = (J) ⊂ K[x 0 , . . . , x n ] with Hilbert polynomial p(t). Example 1.5. Consider the saturated strongly stable ideal J sat = (x 2 2 ,
. Its Hilbert polynomial is p(t) = 3 with Gotzmann number 3. In Figure 1 , there is the subset J ⊂ T 2 3 . As ∆ i p(t) = 0, for all i > 0, we have
There is a second saturated strongly stable ideal with Hilbert polynomial p(t) = 3, the lexicographic ideal L sat = (x 2 , x 3 1 ). In this case, we have
The Borel order ≥ B on the set of monomials T 2 3 and the Borel set J corresponding to the ideal J sat = (x 2 2 ,
Each component and each intersection of components of the Hilbert scheme contains at least a point corresponding to a scheme Proj K[x]/J defined by a strongly stable ideal J. For this reason, it has been natural to look for flat families of ideals "centered" at a strongly stable ideal to study the Hilbert scheme. In this context, a key notion is that of marked family of ideals (see [9, 3, 29] and references therein for a detailed treatment of the topic). Given a strongly stable ideal J = (J) generated in degree r equal to the Gotzmann number of its Hilbert polynomial, a monic reduced J-marked set is a set of polynomials of the shape
Each polynomial f a in the collection contains only the monomial x a belonging to J. Such monomial has to be monic, it is called head term of f a and it is denoted by Ht(f a ). This set of polynomials resembles a reduced Gröbner basis, but we underline that in general the marking is not given by a term order, i.e. Ht(f a ) might not be the leading term with respect to any term order.
Among all the J-marked sets, we are interested in those defining ideals sharing properties with the fixed monomial ideal J (as in the case of a Gröbner basis and the corresponding initial ideal). A marked set F is called marked basis if the monomials of degree m not contained in J form a basis of the vector space K[x] m /(F) m for all m r. In particular, the ideal defined by a J-marked basis has the same Hilbert polynomial of J.
Proposition 1.6 ([30, Theorem 2.11]). Given a strongly stable ideal J = (J) ⊂ K[x], a J-marked set F is a J-marked basis if, and only if, all syzygies among monomials in J lift to syzygies among polynomials in F.
Obviously, we can restrict to a basis of the syzygies of J and since we are dealing with strongly stable ideals, it is natural to look at the Eliahou-Kervaire syzygies [11] . Furthermore, the ideal J = (J) is generated in degree r and r-regular, so that the Eliahou-Kervaire syzygies of J are linear. Let x b ∈ J be a generator of J with min x b = h. In the Eliahou-Kervaire resolution of J, x b appears in syzygies of the type
Notice that
The assumption that the head term is monic makes natural to extend the definition of marked set and marked basis to polynomial rings A[x] with coefficient in any K-algebra A. Given a strongly stable ideal J = (J), we define the covariant marked family functor
This functor associates to a K-algebra A the family of ideals in A[x] generated by a J-marked basis
and to a morphism of K-algebras f :
The functor Mf J is representable [30, Theorem 2.6] and the representing scheme is called Jmarked scheme and denoted by Mf J . Moreover, the inclusion Mf J → Hilb n p(t) given by
is the Hilbert polynomial of J, realizes the marked family functor as open subfunctor of the Hilbert functor. Hence, Mf J turns out to be an open subscheme of the Hilbert scheme Hilb n p(t) . For an ideal I ∈ Mf J (K), we denote by [I] the corresponding point in Mf J or in Hilb n p(t) . In order to study the family of ideals having initial ideal J with respect to a given term order Ω, we consider monic reduced (J, Ω)-marked sets, namely sets of polynomials of the shape
and to a morphism of K-algebras f : 
This definition generalizes the notion of lexsegment ideals. In fact, the unique lexicographic
is the Ω-hilb-segment ideal, then the Gröbner stratum St Ω J coincides with the marked scheme Mf J and it is an open subset of Hilb n p(t) .
BOREL DEFORMATIONS
In this section, we investigate the relative position of points of the Hilbert scheme corresponding to strongly stable ideals. In particular, we determine a combinatorial condition for two strongly stable ideals J, J ′ ∈ S n p(t) to define points on a common irreducible component of Hilb n p(t) . In next section, we discuss their behavior with respect to Gröbner degenerations. Definition 2.1. We say that two strongly stable ideals J, J ′ ⊂ K[x] with the same Hilbert polynomial are Borel adjacent if the following conditions hold:
(1) -J \ J ′ has a Borel maximum x a (i.e. a maximum with respect to the Borel order); -J ′ \ J has a Borel maximum x a ′ ; (2) there is a set E J,J ′ made of the identity id : T n → T n and compositions of elementary decreasing moves e − i 1 • · · · • e − i s with such that 
so that L and J are Borel adjacent.
[BA3] Consider the ideals J sat = (x 2 3 , x 2 x 3 , x 2 2 ) and J ′sat = (x 2 3 , x 2 x 3 , x 1 x 3 , x 3 2 ) defining points in the Hilbert scheme Hilb 3 3t+1 . The Gotzmann number of p(t) = 3t + 1 is 4. We have
The set of compositions of decreasing elementary moves satisfying condition (2) 
with Hilbert polynomial p(t) = 8 (the Gotzmann number is also 8). We have
. Hence, J \ J ′ has two maximal elements and does not satisfy condition (1) .
with Hilbert polynomial p(t) = 6 (the Gotzmann number is also 6). We have
respectively). Whereas, condition (2) can not be satisfied as
[nBA3] Consider the lexicographic ideal L sat = (x 3 , 
The set L \ J has Borel maximum x 3 1 x 3 , while J \ L has two maximal elements: x 2 1 x 2 2 and x 0 x 3 2 . Hence, L and J are not Borel adjacent.
After giving some examples of Borel adjacent ideals, we make explicit some properties that are in a sense hidden in the definition.
The fact that J and J ′ are closed under the action of increasing elementary moves implies that also sets J \ J ′ and
The set E J,J ′ represents a bijection between the sets J \ J ′ and J ′ \ J. One has
In fact, assume min x a > min x a ′ . By definition of Borel order, we have min E(x a ′ ) min x a ′ < min x a for all E ∈ E J,J ′ . But this is not possible because J and J ′ have the same Hilbert polynomial and 
The previous remark suggests how to search for Borel adjacent ideals to a given ideal J.
Step 1. Determine the set of maximal elements in J c with respect to the Borel order ≥ B .
Step 2. For each maximal element x a with min x a = k, determine the set of minimal elements in J k with respect to ≥ B . Next theorem shows that our definition of "combinatorial proximity" of strongly stable ideals carries also a "geometric proximity" meaning. Theorem 2.5. Let J, J ′ ⊂ K[x] be two Borel adjacent strongly stable ideals. Let x a and x a ′ be the Borel maxima of J \ J ′ and J ′ \ J. The bi-homogenous ideal I J,J ′ ⊂ K[y 0 , y 1 ][x] generated by the polynomials
. We call this family Borel deformation of J and J ′ .
Proof. The second part of the statement is straightforward from the definition of the ideal I J,J ′ . In fact,
Let us consider the standard affine open cover of
Over U 0 , we can rewrite the ideal I J,J ′ as the ideal I J,
In order to prove that the family is flat, we show that Eliahou-Kervaire syzygies of the ideal J lift to syzygies among the elements of the J-marked set (Proposition 1.6).
Let
Any monomial x c appearing in an Eliahou-Kervaire syzygy
Then, x b and x c are both generators of J and I J, J ′ and the syzygy among them trivially lifts.
so that the syzygy between the generators x b and x c of J lifts to the syzygy
The proof of the flatness of X J,J ′ | U 1 → U 1 follows the same argument exchanging the role of J and J ′ .
Proof. By Theorem 2.5, we have X J,J ′ → P 1 ∈ Hilb n p(t) (P 1 ). Hence, there exists a morphism of schemes ϕ I,J :
The second part of the statement is a consequence of the observation that
x 3 ] defining the Borel deformation X J,J ′ → P 1 described in Theorem 2.5 is generated by the polynomials
where J ∩ J ′ contains the monomials of degree 4 of the intersection ideal J sat ∩ J ′sat = (x 3 3 , x 2 x 3 , x 3 2 ). Let us consider the restriction X J,J ′ | U 0 → A 1 , where U 0 = P 1 \ {[0 : 1]}, and the associated J-marked basis
The Eliahou-Kervaire syzygies of J that we lift are 
(the other pairing leads to analogous problems) and the associated J-marked set
The syzygy
and for T = 0 the ideal defined by the marked set has Hilbert polynomial p(t) = 5.
Remark 2.9. Consider the projective embedding of the Hilbert scheme as subscheme of the Grassmannian via Plücker coordinates:
Furthermore, let J, J ′ ∈ S n p(t) be two Borel adjacent ideals and let ϕ J,J ′ : P 1 → Hilb n p(t) the morphism of scheme given by the family X J,J ′ → P 1 ∈ Hilb n p(t) (P 1 ). The composition P • ϕ J,J ′ is a Veronese embedding of degree d = |J \ J ′ |, so that the image P • ϕ J,J ′ (P 1 ) is a rational normal curve lying on Hilb n p(t) . In fact, Plücker coordinates of Gr p(r), K[x] r can be indexed by the set of sets of q(r) monomials of degree r. Given a K-rational point [X] ∈ Hilb n p(t) , its Plücker coordinates are (up to a sign) the q(r)-minors of the q(r) × ( n+r r ) matrix representing a basis of (I X ) r . If we consider the set of generators (5) 
so that the image of the morphism P 1 P •ϕ J,L −−−→ P 119 is a straight line.
THE GRÖBNER FAN
In this section, we look at the whole set of Borel deformations. In particular, we investigate how Borel deformations are related to Gröbner deformations. • vertices V(G n p(t) ) correspond to strongly stable ideals in S n p(t) ;
• edges E(G n p(t) ) correspond to unordered pairs {J, J ′ } of Borel adjacent strongly stable ideals.
To describe an edge of G n p(t) , we write [J a −J ′ a ′ ] in order to add the information that x a and x a ′ are the Borel maxima of J \ J ′ and J ′ \ J.
Example 3.2.
(1) Consider the Hilbert scheme Hilb 2 5 parametrizing 0-dimensional schemes of degree 5 in the projective plane P 2 . There are 3 strongly stable ideals in S 2 5 and the Borel graph G 2 5 is a complete graph K 3 (see Figure 3 (A)).
(2) Consider the Hilbert scheme Hilb 3 3t+1 parametrizing 1-dimensional schemes of degree 3 and arithmetic genus 0 in P 3 . There are 3 strongly stable ideals in S 3 3t+1 and the Borel graph G 2 3t+1 has two edges (see Figure 3 (B)). In order to investigate properties of an undirected graph (such as connectedness, maximum distance between nodes, . . . ), it is often preferable to assign orientation of the edges and look at it as a directed graph. A natural way to decide the direction of an edge [J a −J ′ a ′ ] is to compare the Borel maxima with a term order on T n .
Let J and J ′ be two Borel adjacent ideals, let x a and x a ′ be the Borel maxima of J \ J ′ and J ′ \ J and let E J,J ′ be the set of compositions of decreasing moves such that
Moreover, consider a term order Ω and assume that x a > Ω x a ′ . For any element E ∈ E J,J ′ , let
x p
x q be the generalized monomial associated to
As Ω is a multiplicative order, one has
This means that head terms of the polynomials in the J-marked basis that generates the ideal
are in fact leading terms:
Hence, the J-marked basis represents the reduced Gröbner basis of I J, J ′ with respect to Ω and J = in Ω (I J, J ′ ). Proof. We use the same argument of the proof of Corollary 2.6 starting from the observation that I J, J ′ ∈ St Ω J (A 1 ), where I J, J ′ is the ideal defining the restriction of the family X J,
In geometric terms, the proposition says that the ideal J ′ can be deformed to some ideal J ′ such that in Ω ( J ′ ) = J, while there is no deformation J of J such that in Ω ( J) = J ′ . From this perspective, we can say that J ′ is more special or degenerate than J with respect to the term order Ω. For this reason, whenever a point [J ′ ] is contained in the closure of a Gröbner stratum St Ω J , we say that J ′ is a Ω-degeneration of J.
Definition 3.4. Consider a term order Ω. We call Ω-degeneration graph of the Hilbert scheme Hilb n p(t) the directed graph G n p(t) (Ω) whose • vertices V G n p(t) (Ω) correspond to strongly stable ideals in S n p(t) ; • edges E G n p(t) (Ω) correspond to ordered pairs (J, J ′ ) of Borel adjacent ideals such that J ′ is a Ω-degeneration of J.
To describe an edge of G n
An immediate consequence of the definition is that every Ω-degeneration graph is a direct acyclic graph (namely, a graph with no oriented cycles). In fact, from the point of view of the generators of the ideals, an edge [J a Ω − →J ′ a ′ ] ∈ E G n p(t) (Ω) corresponds to the replacement of some monomials of J with smaller monomials with respect to Ω. Consequently, there can not be proper oriented paths in G n p(t) (Ω) with same initial and final vertex (see Figure 4 for an example). Direct acyclic graphs describe orders of finite sets.
Definition 3.5.
Let Ω be a term order and consider the set S n p(t) . We denote by Ω the partial order on S n p(t) defined by J Ω J ′ ⇐⇒ there is a path in G n p(t) (Ω) with initial vertex J and final vertex J ′ .
Example 3.6. Consider the Hilbert schemes Hilb 3 5t−2 parametrizing 1-dimensional schemes of degree 5 and arithmetic genus 3 in P 3 . The set S 3 5t−2 contains 7 ideals and there are 12 pairs of Borel adjacent ideals, so that the Borel graph G 3 5t−2 has 7 vertices and 12 edges. In Figure 5 , the edges of G 3 5t−2 are oriented according to the graded reverse lexicographic order. with respect to the order RevLex , the set S 3 5t−2 has two maximal elements (ideals J 6 and J 7 are not comparable) and the minimum (the lexicographic ideal J 1 ).
The RevLex-degeneration graph of the Hilbert scheme Hilb 3 5t−2 .
Now, we classify all the possible partial orders on the set S n p(t) defined via degeneration graph. Namely, we classify which directed graphs supported on the the Borel graph of Hilb n p (t) can be induced by a term order. We are inspired by the classification of all Gröbner bases of a given ideal by means of the Gröbner fan (see [33, 39, 14] ). We start enlarging the set of monomials orders to weight orders. Given a vector ω ∈ R n+1 , we denote by ≥ ω the partial order defined by
where ·, · stands for the standard scalar product. As ≥ ω is a partial order on the monomials, it may happen that for an edge [J a −J ′ a ′ ] ∈ E(G n p(t) ) of the Borel graph, it holds a, ω = a ′ , ω . This means that a weight order ≥ ω does not determine the orientation of all edges of G n p(t) . In such cases, we associate to ω a mixed graph.
Definition 3.7. Consider a vector ω ∈ R n+1 . We call ω-degeneration graph of the Hilbert scheme Hilb n p(t) the mixed graph G n p(t) (ω) whose • vertices V G n p(t) (ω) correspond to strongly stable ideals in S n p(t) ; • undirected edges E u G n p(t) (ω) correspond to unordered pairs {J, J ′ } of Borel adjacent ideals such that a, ω = a ′ , ω , where x a and x a ′ are the Borel maxima of J \ J ′ and J ′ \ J;
. Remark 3.8. Notice that the Borel graph G n p(t) of Hilb n p(t) turns out to coincide with the degeneration graph given by the weight vector (1, . . . , 1).
A natural equivalence relation on R n+1 can be given considering mixed graphs supported on the Borel graph G n p(t) :
. As the number of vertices of the graphs is finite, the number of equivalence classes is finite. A second immediate remark is that equivalence classes are convex cones with vertex in the origin. In fact, consider two vectors ω, ω ′ in the same equivalence class C ⊆ R n+1 . They induce the same orientation of all edges of the Borel graph G n p(t) . Namely, for an edge
In the first case, we have an undirected edge and
In the second case, we have a directed edge. Assuming a − a ′ , ω > 0 and a − a ′ , ω ′ > 0, we obtain
Hence, vectors Tω + (1 − T)ω ′ and cω are in C for every T ∈ [0, 1] and every c > 0. For any term order Ω, all variables x i are greater than 1. Since for a weight vector ω, x i > ω 1 if and only if ω i > 0, we restrict to the positive orthant R n+1 >0 . Notice that there is no loss of information, because each equivalence class C intersects the positive orthant. In fact, consider vectors ω ∈ C and ω ′ = ω + c(1, . . . , 1). As we are in the homogeneous context, ω and ω ′ induces the same weight order. For all x a , x b s.t. |a| = |b|,
>0 . Furthermore, in the definition of Borel-fixed ideals, we need to fix an order among variables and our choice is x 0 < · · · < x n . Consequently, we are interested in weight vectors ω such that x 0 < ω x 1 < ω · · · < ω x n (this guarantees that the weight order ≥ ω refines the Borel order ≥ B ). Therefore, we further restrict to the open polyhedral cone
. . , n − 1 . We introduce the following notation for the equivalence classes:
for a term order Ω, Theorem 3.11. The Gröbner fan GF(Hilb n p(t) ) is a polyhedral fan. Proof. By Lemma 3.9, we know that GF(Hilb n p(t) ) is a collection of convex polyhedral cones. In order to prove that GF(Hilb n p(t) ) is a polyhedral fan, we need to show that (i) for every cone C ∈ GF(Hilb n p(t) ), all its faces are contained in GF(Hilb n p(t) ); (ii) for every pair of cones C 1 , C 2 , the intersection C 1 ∩ C 2 is a face of C 1 and a face of C 2 .
Moreover, as the intersection of a fan with a unique polyhedral cone is still a fan, we show that the set of the closures of all equivalence classes in R n+1 is a polyhedral fan.
Consider a face F of the closure C of the equivalence class C. This means that some of the inequalities defining C become equalities when defining F . From the point of view of degeneration graphs, passing from C to the relative interior of F means to remove the orientations from edges associated to those inequalities that become equalities. Hence, all the interior points of F induce the same degeneration graph, i.e. F ⊂ C ′ for some equivalence class C ′ . In fact, equality F = C ′ holds, because outside of F the degeneration graph is different. This proves (i).
To prove (ii), consider two cones C 1 , C 2 and the intersection P = C 1 ∩ C 2 . In the previous paragraph, we showed that every ω ′′ ∈ P in contained in a the cone C ′′ that is a face of both C 1 and C 2 . Hence, P is a finite union of common faces. However, P is convex and a finite union of cones can only be convex if the union is a singleton. Hence, P is a common face of C 1 and C 2 .
If n = 2, we represent a Gröbner fan through the intersection of the fan with the plane ω 0 + ω 1 + ω 2 = 1 (each equivalence class intersects such plane).
If n = 3, we consider the intersection of the fan with the plane ω 0 = 0, ω 1 + ω 2 + ω 3 = 1. For each ω = (1, . . . , 1) ∈ W, the point
(ω − ω 0 (1, . . . , 1)) ∈ W lies on the plane and the weight order ≥ ω ′ coincides with the weight order ≥ ω . Hence, all equivalence classes are represented except the one corresponding to the Borel graph.
Example 3.12. Consider the Hilbert scheme Hilb 2 5 whose Borel graph G 2 5 is depicted in Figure  3 
It turns out that the fan GF(Hilb 2 5 ) has 4 cones of maximal dimension and there are 8 different degeneration graphs (see Figure 7) .
Furthermore, C n p(t) (Ω) is an open polyhedral cone of maximal dimension.
Proof.
The Ω-degeneration graph G n p(t) (Ω) is a directed graph. Thus, the equivalence class C n p(t) (Ω) is defined only by strict inequalities:
The statement is proved if we can show that C n p(t) (Ω) is not empty. In order to prove the claim, we recall that every term order Ω can be described by means of a rational full rank (n + 1) × (n + 1) matrix M Ω (see [27, 38] ) satisfying the following property: Let R 0 , . . . , R n be the rows of a matrix M Ω representing the term order Ω. We construct an element of C n p(t) (Ω) as a linear combination λ 0 R 0 + · · · + λ n R n . Consider sets E i , i = 0, . . . , n defined by
and X i , i = 0, . . . , n defined by
..,n represent a partition of the set of edges of G n p(t) (Ω) and sets {X i } i=0,...,n represent a partition of the set of variables {x 1 , . . . , x n }. The set X i contains the variables x k such that the i-th row of M Ω is the row giving the order relation x k > Ω x k−1 . Then, let s = max{i | E i = ∅ or X i = 0} and set λ s = 1, λ i = 0, i > s. Assuming to have fixed a value for the last n − i coefficients λ i+1 , . . . , λ n (i < s), we choose
By the choice of λ i , we have
Moreover, ω satisfies inequalities ω k > ω k−1 for k = 1, . . . , n:
and by the choice of λ i , we have
. The previous statement can be easily reversed. Given an equivalence class C of maximal dimension, we can produce a term order Ω such that C = C n p(t) (Ω) as follows.
Pick ω ∈ C and define the term order Ω as follows
where Λ is an arbitrary term order used as a "tie breaker".
Remark 3.14. In general, a cone of codimension k (not contained in the boundary of W ) corresponds to the closure of an equivalence class C n p(t) (ω) such that the ω-degeneration graph has at least k undirected edges. Figure 4(B) . A matrix describing the graded reverse lexicographic order for the polynomial ring K[x 0 , x 1 , x 2 , x 3 ], with the choice
Going through the lines of the proof of Proposition 3.13, we consider partitions
and we start setting λ 3 = 1. Then, we have
We obtain ω = 4(−1, 0, 0, 0) + 3(0, −1, 0, 0) + (0, 0, −1, 0) = (−4, −3, −1, 0) and 1, 3, 4 ) . In the case of the graded lexicographic order, the edges of the DegLex-degeneration graph are [J 1 →J 2 ] and [J 2 →J 3 ], a matrix representing the term order is 
.
(0, 0, 0, 1) (0, 0, 1, 1) (0, 0, 1, 2) (0, 0, 1, 3) (0, 1, 1, 1) 
APPLICATIONS
In this last section, we use the machinery of Gröbner fans to study geometric properties of the Hilbert scheme such as connectedness and irreducibility. We start recalling the definition of a partial order among sets of a fixed number of monomials of a given degree induced by a term order. be the collection of sets of q monomials of degree r. We denote by Ω the partial order on M r q defined as follows: given two sets A = {x a 1 , . . . , x a q }, x a ℓ > Ω x a ℓ+1 , ℓ = 1, . . . , q − 1 and
We write A ≻≻ Ω B if at least one of the inequalities x a ℓ ≥ Ω x b ℓ is strict.
For every ideal J ∈ S n p(t) , the monomial basis J of J r is contained in the set M r q(r) . Therefore, the order Ω induces a partial order on S n p(t) :
Both orders Ω and Ω are determined by the term order Ω and they are far from being unrelated. We now explain the relation and we exploit it to deduce properties of the Hilbert scheme. Proof. Let us consider the indices i and j defined by
We can write
If i < j, the statement does not really depend on the assumption x a ≥ Ω x β . In fact, one has
If i = j, then the statement is straightforward and
The order Ω is a refinement of the order Ω on S n p(t) , i.e. (11) J
Proof. If J = J ′ , then obviously J = J ′ . For the transitive property of Ω and Ω , it suffices to prove the implication for pairs of Borel adjacent ideals ideals J,
We obtain the thesis, starting from J ∩ J ′ and applying repeatedly Lemma 4.2 on pairs
In the following, maximal elements of S n p(t) with respect to Ω and Ω play a crucial role. We introduce the following notation:
max Ω S n
By Proposition 4.3, we have the inclusion max Ω S n p(t) ⊆ max Ω S n p(t) . We underline that computing the set max Ω S n p(t) from Definition 4.1 is quite involved. Whereas, computing the set max Ω S n p(t) is much easier. Indeed, a maximal element with respect to Ω corresponds to a vertex in G n p(t) (Ω) with no incoming edges (in graph theory, one says that the in-degree of the vertex is 0).
Connectedness of the Hilbert scheme.
We recall that a strongly stable ideal J ∈ S n p(t) is called Ω-hilb-segment ideal, for some term order Ω, if x a > Ω x b for every x a ∈ J and every x b ∈ J c . Moreover, notice that at least one hilb-segment ideal exists for every Hilbert scheme Hilb n p(t) . Indeed, the unique lexicographic ideal in S n p(t) is the DegLex-hilb-segment ideal.
Theorem 4.4.
Let Ω be a term order such that there exists the Ω-hilb-segment ideal L ∈ S n p(t) . Then, max Proof. Let us start proving that L is the unique maximal element in S n p(t) with respect to Ω . For any J = L ∈ S n p(t) , we have L = (L ∩ J) ∪ (L \ J) and J = (L ∩ J) ∪ (J \ L).
By definition of hilb-segment ideal, every monomial in (L \ J) ⊆ L is greater than every monomial in (J \ L) ⊆ L c . Hence, by Lemma 4.2 L ≻≻ Ω J ⇔ L ≻≻ Ω J.
Since max Ω S n p(t) ⊆ max Ω S n p(t) , in order to prove that L is the unique maximal ideal also respect to Ω , we show that for any J = L ∈ S n p(t) , there exists a Borel adjacent ideal I ∈ S n p(t) such that I ≻ Ω J. First, we describe the procedure to find I and subsequently we prove correctness and termination. We use the idea discussed in Remark 2.4(v).
Step 0. Denote by A = L \ J and B = J \ L. We have that every monomial in A is greater than every monomial in B with respect to ≥ Ω .
Step 1. Let x a = max ≥ Ω A and let
Step 2. Consider the set E = {x c ∈ B | x b ≥ B x c } and the associated set of compositions of elementary decreasing moves E such that E = {E(x b ) | E ∈ E }. If ( †) every move E ∈ E is also admissible for x a , i.e. E(x a ) is a monomial, and ( ‡) for an admissible move e + h , the monomial e + h E(x a ) is either contained in J or is of the type E(x a ) for some E ∈ E, then the Ω-degeneration graph has the edge [I a Ω − →J b ], where I is the ideal generated by
Step 3. If condition ( †) or condition ( ‡) in Step 2 is not satisfied, we start again from Step 1 with
Correctness and termination. • The monomial x a is a maximal element of J c with respect to ≥ B . Indeed, x a ∈ A ⊂ L \ J ⊂ J c and for any admissible move e + h , the monomial e + h (x a ) is contained in L ∩ J, as L is closed under the action of increasing moves and e + h (x a ) > B x a implies e + h (x a ) > Ω x a and e + h (x a ) can not be one of the monomials removed from L \ J in Step 3.
• At the beginning, we have |A i | = |B i | for all i = 0, . . . , n, subsequently |A i | |B i | for all i = 0, . . . , n. Hence, x a ∈ A k implies |B k | |A k | > 0, so that the monomial
• Let F be the set of monomials {E(x a ) | E ∈ E admissible for x a } and assume that |F| < |E| (condition ( †) in Step 2 in not satisfied). Then, there exists a monomial E(x b ) ∈ B that is not paired with a monomial x a ′ ∈ L \ J by some set E. Hence, A ′ is not empty, as
• Assume that condition ( ‡) in Step 2 is not satisfied. Namely, |F| = |E| but there exists a monomial E(x a ) ∈ F and an elementary move e + h such that e + h (E(x a )) is not contained in J. If F ⊂ A, then e + h (E(x a )) is contained in A and it is not comparable with x a with respect to ≥ B and A ′ is not empty. If there exists E ∈ E such that E(x a ) / ∈ A, then the monomial E(x b ) ∈ B is not paired with a monomial x a ′ ∈ L \ J by some set E and we apply the same argument as before.
• Notice that the minimality of x b among monomials in B k \ A k implies that min E(x b ) < k for all E = id ∈ E and that min E(x a ) = min E(x b ) for all E ∈ E.
• Conditions ( †) and ( ‡) required in Step 2 guarantee that the set {E(x a ) | E ∈ E } is an "outer border" of J and the set {E(x b ) | E ∈ E } is an "inner border" of J. Furthermore, as x a ∈ J c and x b ∈ J are not comparable with respect to ≥ B , the set
is closed under the action of increasing elementary moves and |I i | = |J i |, i = 0, . . . , n. Then, I corresponds to an ideal I ∈ S n p(t) that is Borel adjacent to J and x a > Ω x b implies that I ≻ Ω J. • Each time that we encounter a failure in Step 3, the non-emptiness of A ′ is guaranteed by monomials with minimum variable strictly lower that min x a . Since J = L, then J 0 = L 0 and applying repeatedly the procedure we eventually obtain x a ∈ A 0 . In this case, x b = min ≥ Ω B 0 , E = {id}, conditions ( †) and ( ‡) are satisfied and we finally find I such that I ≻ Ω J. 
Let us determine an edge
following the procedure presented in the proof of Theorem 4.4. The Gotzmann number of p(t) = 5t − 2 is 8, so we start considering
Step 2 is not satisfied because the last move in E is not admissible for x 4 1 x 4 2 . Hence, we consider
The next pair of monomials to examine is max ≥ Ω A ′ = x 6 0 x 2 x 3 and min ≥ Ω B ′ 0 = x 5 0 x 2 1 x 3 . As min x 6 0 x 2 x 3 = min x 5 0 x 2 1 x 3 = 0, conditions ( †) and ( ‡) are surely satisfied and the saturation of the ideal generated by
Corollary 4.6. The Borel graph G n p(t) of Hilb n p(t) is connected.
Proof. Choose a term order Ω such that S n p(t) contains the Ω-hilb-segment ideal (we recall that each S n p(t) contains at least the DegLex-hilb-segment ideal). Then, we consider the subgraph T n p(t) (Ω) of the Ω-degeneration graph G n p(t) (Ω) with the same set of vertices and whose edges E d T n p(t) (Ω) ⊆ E d G n p(t) (Ω) correspond to pairs of Borel adjacent ideals determined with the procedure introduced in the proof of Theorem 4.4. The graph T n p(t) (Ω) turns out to be a minimum spanning tree of G n p(t) (Ω), because it is a directed graph and each vertex has exactly one incoming edge, except the one corresponding to the Ω-hilb-segment ideal that is the root of the tree. The connectedness of G n p(t) follows from the connectedness of T n p(t) (Ω).
Example 4.7. The set S 3 5t−2 introduced in Example 3.6 contains 7 ideals. There is no RevLexhilb-segment ideal, as the RevLex-degeneration graph has two vertices with no incoming edges, namely max RevLex S 3 5t−2 = {J 6 , J 7 } (see Figure 5 ). The ideals J 1 , J 3 , J 4 , J 5 and J 7 are hilb-segment ideals with respect to term orders Ω i described by the matrices Proof. We need to show that for any pair of closed points [X], [Y] ∈ Hilb n p(t) there exists a sequence of rational curves C 0 , . . . , C s such that [X] ∈ C 0 , [Y] ∈ C s and C i ∩ C i−1 = ∅, ∀ i = 1, . . . , s. It is equivalent to prove that there exists a sequence of rational curves C 0 , . . . , C s connecting any point of Hilb n p(t) with a fixed point. Hence, choose a point [L] ∈ Hilb n p(t) corresponding to the Ω-hilb-segment ideal for some term order Ω (e.g. the lexicogaphic ideal).
Given a point [X] ∈ Hilb n p(t) , denote by I X ⊂ K[x] the saturated ideal defining X. If I X is not a strongly stable ideal, consider the generic initial ideal J of I X with respect to an arbitrary term order. It is well-known that there exists a flat family of ideals parametrized by the affine line A 1 = Spec K[T] such that the fiber over the point T = 1 is I X and the fiber over the point T = 0 is J. Let φ X : A 1 → Hilb n p(t) the associated morphism. As φ X is non-constant, the closure 
], i = 0, . . . , s − 1, consider the flat family X J i ,J i+1 → P 1 described in Theorem 2.5 such that the fiber over [1 : 0] is the scheme Proj K[x]/J i and the fiber over [0 : 1] is Proj K[x]/J i+1 . The associated morphism ϕ J i ,J i+1 : P 1 → Hilb n p(t) is non-constant and the image C i = ϕ J i ,J i+1 (P 1 ) is a rational curve contained in Hilb n p(t) (see also Remark 2.9). The point [J i ] is contained in the intersection C i−1 ∩ C i for i = 1, . . . , s − 1, so that the sequence of curves C 0 , . . . , C s gives the chain connecting [J] to [L].
Remark 4.9. The connectedness of Hilb n p(t) has been proved first by Hartshorne [20] and afterwards by Peeva and Stillman [34] . Common ideas of all proofs are 1. for any point of Hilb n p(t) consider a specialization to a point defined by a strongly stable ideal; 2. determine a sequence of deformations/specializations to move from a strongly stable ideal to another with the goal of getting closer at each step to a fixed strongly stable ideal.
Hartshorne's proof make use of polarization to define the deformation/specialization procedure and a hard part of his argument is to show that applying repeatedly his procedure one reaches the lexicographic ideal. Peeva and Stillman propose a replacement criterion of generators of strongly stable ideals driven by the graded lexicographic order. Hence, in their proof is obvious that at each step the new ideal is closer to the lexicographic ideal than the starting ideal. The main point of their proof is to show that each replacement involves strongly stable ideals and can be realized by means of a deformation/specialization step. The idea of our proof is very similar to the one of Peeva and Stillman. We now try to point out the main differences.
• Our replacement criterion of generators is much more flexible because it is not driven by a given term order, but it is based on the combinatorial properties of strongly stable ideals. Term orders help at a later time to move around in the whole set of strongly stable ideals. • In our proof the lexicographic ideal can be replaced by any other hilb-segment ideal. In general, for a given Hilbert polynomial there are lots of hilb-segment ideals and some of them can be better suited than the lexicographic ideal to study the Hilbert scheme. For instance, in the case of Hilbert scheme of points, the saturated lexicographic ideal describe a smooth point in the irreducible component of general points, but it has the Hilbert function of aligned points. Whereas the hilb-segment ideal with respect to the graded reverse lexicographic order describe a point in the irreducible component of general points that can be singular, but it has the Hilbert function of general points. • In terms of Gröbner deformations, we can say that our replacement criterion corresponds to a binomial ideal with exactly two possible initial ideals that are both strongly stable. Peeva and Stillman replacement criterion corresponds to a binomial ideal with two possible initial ideals: one is always strongly stable, but the other may not be. Hence, they may need an additional Gröbner degeneration to a generic initial ideal to restore the strong stability property.
4.2.
Punctual Hilbert schemes. The case of constant Hilbert polynomials is quite special and allows to prove stronger properties about partial orders Ω and degeneration graphs. 
The saturated lexicographic ideal L sat ∈ S n d is generated by (x n , . . . ,
In order to maximize |J \ L|, we minimize j looking for an ideal J such that J c contains the d monomials with the highest power of the last variable x 0 . We can do this considering the RevLex-hilbsegment ideal. Indeed, with respect to the graded reverse lexicographic order, the monomials (14) {x
form the largest set of monomials with a power of x 0 greater than d − j. Then, we take the minimum j such that the number of monomials in (14)
is at least d. Such j is the minimum for which the saturation of an ideal J ∈ S n d has x j 1 among its generators.
Example 4.13.
(1) Consider the Hilbert scheme Hilb 3 8 that parametrizes subschemes of P 3 with Hilbert polynomial p(t) = 8. The set S 3 8 contains 12 strongly stable ideals, 10 of which are hilb-segment ideals with respect to suitable term orders. The Gröbner fan GF(Hilb 3 8 ) has 55 extremal rays and 70 cones of maximal dimension. Lemma 4.10 implies that there are several degeneration graphs that share the same maximum ideal. In Figure 10(B) , there is the Gröbner fan of Hilb 3 8 with the maximal cones corresponding to term orders Ω inducing the same maximum max S 3 8 grouped together. (2) The ideal in S 3 8 with the lowest power of x 1 among the generators of its saturation is the RevLex-hilb-segment ideal
By Corollary 4.12, the distance between vertices of the Borel graph G 3 8 is at most 5. In Figure 10(A) , the path from the RevLex-hilb-segment ideal J 12 to the DegLex-hilb-segment ideal J 1 constructed in the proof of Proposition 4.11 is drawn with a thick line.
In fact, the distance between J 1 and J 12 is 3 (and 3 is the maximum distance between vertices of G 3 8 ). There are two shortcuts:
Irreducibility of the Hilbert scheme.
We recall a nice results from [4] that explains how to use maximal strongly stable ideals with respect to Ω to study the irreducibility of Hilb n p(t) . For any term order Ω, we denote by m n p(t) (Ω) the number of ideals in max Ω S n p(t) . Let Ω be a term order. The Hilbert scheme Hilb n p(t) has at least m n p(t) (Ω) irreducible components.
To make Proposition 4.14 meaningful and effective, one has to look for the term order Ω that gives the best lower bound on the number of irreducible components of Hilb n p(t) . From a computational point of view, finding such Ω from the statement seems as difficult as finding a needle in the haystack. In this context, the problem becomes treatable. Figure 11(A) ) and the Gröbner fan GF(Hilb 3 6t−3 ) has 268 cones of maximal dimension and 186 extremal rays (see Figure 11(B) ). For every cone, m 3 6t−3 (C) coincides with the cardinality of vertices with no incoming edges in the ω-degeneration graph for some ω in the interior of C. We have 251 cones with m 3 6t−3 (C) = 1, 13 cones with m 3 6t−3 (C) = 2 and 4 cones with m 3 7t−5 (C) = 3. Therefore, m 3 6t−3 = 3 and we can affirm that the Hilbert scheme Hilb 3 6t−3 has at least 3 irreducible components.
We computed a lot of examples and we always found that m n p(t) (C) coincides with the number of vertices with no incoming edge of the degeneration graph G n p(t) (ω), where ω is any vector in the interior of C. Hence, we propose the following conjecture. If the conjecture were true, we could compute m n p(t) (C) looking at the ω-degeneration graph for a single vector ω in the interior of C and compute m n p(t) considering a finite number of degeneration graph (one for each maximal cone of the Gröbner fan). However, computing the Gröbner fan GF(Hilb n p(t) ) can become computationally demanding (see Table 1 ) and the Gröbner fan may have a huge number of maximal cones, making the naif procedure ineffective. Moreover, in the previous section we saw that there are directed degeneration graphs with a unique maximal element. Hence, the corresponding maximal cones can be not considered a priori. We now focus on the search for weight vectors ω ∈ W inducing a direct ω-degeneration graph with more than one vertex with no incoming edges. a, ω > a ′ , ω , ∀ [J a −J ′ a ′ ] ∈ E(G n p(t) ), and it is equal to interior of the union of cones of GF(Hilb n p(t) ) corresponding to degeneration graphs in which the vertex J has no incoming edges.
The segment cone is polyhedral by definition. Notice that it is not necessary to consider all inequalities a, ω > b, ω , ∀ x a ∈ J, ∀ x b ∈ J c , but it suffices to restrict to those corresponding to x a ∈ J minimal and x b ∈ J c maximal with respect to the Borel order ≥ B . In general, an Scone can have any type of relation with the cones of maximal dimension of GF(Hilb n p(t) ) (see Example 4.21).
The segment cone of an ideal is contained in the maximality cone and we are interested in ideals for which the inclusion is proper. For each subset with this property, we have to check that there exists a term order Ω such that ideals J 1 , . . . , J s are maximal elements for Ω and not comparable with respect to Ω . The cardinality of the largest set of ideals with this property is m n p(t) . Conjecture 4.17 can be restated as follows. There are 59 cones of maximal dimension of GF(Hilb 3 6t−3 ) whose intersection with at least one segment cone is a cone of maximal dimension (see Figure 11 (B)). For these cones, m 3 6t−3 (C) is surely 1.
In all degeneration graphs corresponding to the four cones with m 3 6t−3 (C) = 3, the vertices with no incoming edge correspond to ideals J 26 * = (x 3 3 , x 2 x 2 3 , x 2 2 x 3 , x 1 x 2 3 , x 2 1 x 2 x 3 , x 3 1 x 3 , x 6 2 ) 12 , J 30 = (x 3 3 , x 2 x 2 3 , x 2 2 x 3 , x 1 x 2 3 , x 1 x 2 x 3 , x 5 2 ) 12 , J 31 = (x 2 3 , x 2 2 x 3 , x 4 2 ) 12 . The interior of union of these four cones of GF(Hilb 3 6t−3 ) is equal to the intersection of maximality cones MC(J 26 , J 30 , J 31 ) = MC(J 26 ) ∩ MC(J 30 ) ∩ MC(J 31 ) (see Figure 11 (B)).
We now give a necessary condition for two irregular ideals J and J ′ to have non-empty intersection MC(J) ∩ MC(J ′ ). For a strongly stable ideal J, we denote by J sat
x 0 the saturation of the ideal J + (x 0 ) in K[x 1 , . . . , x n ]. The ideal J + (x 0 ) describes the hyperplane section of the scheme Proj K[x]/J with the hyperplane defined by the equation x 0 = 0. Notice that if two ideals J and J ′ have the same hyperplane section, then J 1 = J ′ 1 , so that J \ J ′ ⊂ J 0 and J ′ \ J ⊂ J ′ 0 . We denote by H n p(t) the set of strongly stable ideals H ⊂ K[x 1 , . . . , x n ] describing a possible hyperplane section of an ideal in S n p(t) . The set H n p(t) is a subset of S n−1 ∆p(t) and an ideal H ⊂ K[x 1 , . . . , x n ] in S n−1 ∆p(t) belongs to H n p(t) if the Hilbert polynomial of H · K[x] is equal to p(t) − h with h 0 (see [8, 28, 1] for more details).
For all H sat ∈ H n p(t) , we denote by S n,H p(t) the subset S n,H p(t) := J ∈ S n p(t) J sat x 0 = H sat and by G n,H p(t) (Ω) the subgraph of G n p(t) (Ω) containing only vertices in S n,H p(t) and edges among them.
Proposition 4.22. For any term order Ω and for any ideal H ∈ H n p(t) , the set of ideals S n,H p(t) has maximum with respect to both Ω and Ω .
Proof. First, we prove that there is the maximum with respect to Ω by constructing it. Consider the ideal H ′ = H · K[x] and the set H ′ of its monomials of degree r. By the assumption, we have that h = |H ′ | − q(r) 0. If h = 0, then H ′ is the unique ideal in S n,H p(t) and it is also maximal with respect to Ω . If h > 0, the homogeneous piece of degree r of ideals in S n,H p(t) can be obtained from H ′ removing h monomials {x a 1 , . . . , x a h } with minimum 0 such that H ′ \ {x a 1 , . . . , x a h } remains closed under increasing Borel elementary moves. Let us call L the ideal whose set of monomials of degree r is H ′ \ {x a 1 , . . . , x a h }, where the monomials we remove are the h smallest monomials with respect to Ω in H ′ with minimum 0. By construction L is strongly stable and contained in S . , x a h } are greater with respect to ≥ Ω than all monomials in {x a 1 , . . . , x a h } \ {x b 1 , . . . , x b h } . By Lemma 4.2, L Ω J, for all J ∈ S n,H p(t) . In order to prove that L is also the maximum with respect to Ω , we repeat the argument used in Theorem 4.4. Applying the procedure introduced in the proof of the aforementioned theorem, we encounter x a = max ≥ Ω (L \ J) and x b = min ≥ Ω (J \ L) with minimum 0, that satisfy conditions ( †) and ( ‡). The ideal I generated by I = J \ {x b } ∪ {x a } is Borel-adjacent to J, it is contained in S n,H p(t) as I 1 = J 1 , and x a > Ω x b implies that [I Ω − →J] is an edge of G n,H p(t) (Ω), so that I ≻ Ω J. There is no other ideal in H 3 6t−3 , so 3 is the maximum number of components of Hilb 3 6t−3 that can be detected with this method.
