The flight model of the SPIRE instrument underwent several test campaigns in a test facility at the Rutherford Appleton Laboratory (RAL) in the UK. A final dark campaign, completed in March 2007, provided an environment virtually free from optical radiation. This allowed re-determining the fundamental model parameters of the NTD spider web bolometer detector arrays in the new environment. The tests reported in this paper produced a fairly homogeneous dataset to investigate white noise and 1/f noise at different bias voltages, bias frequencies, and bath temperatures. We find that the white noise performance is in excellent agreement with the model predictions, once we correct the low frequency signal variations that are due to temperature fluctuations of the thermal bath at about 300 mK. The temperature of the thermal bath (detector array base plate) is measured by thermistor pixels that are part of the bolometer arrays. A residual 1/f component beyond those variations is hardly detected. This unexpected stability is very welcome and will positively impact photometer scan maps, the most popular observing mode of SPIRE.
INTRODUCTION
The Spectral and Photometric Imaging Receiver (SPIRE) is one of three scientific instruments carried on board of the Herschel Space Observatory. Herschel is an ESA mission with NASA participation that will explore the Universe at FarInfrared and Submillimeter wavelengths. SPIRE is being designed and built by a consortium of institutes and university departments from across Europe, Canada, China, and the USA, under the leadership of a Principal Investigator (Professor M.J. Griffin) located at the University of Wales, Cardiff, UK [1] . Consisting of a photometer and a spectrometer section, SPIRE covers a wavelength range of 194 to 672 µm. It is designed to address important astrophysical questions of galaxy formation and star formation through deep photometric imaging surveys in 3 photometric bands centered at 250, 350 and 500 µm. Follow-up observations of individual sources can be made with its imaging Fourier Transform Spectrograph (FTS) that offers variable spectral resolution between 15 and 1289, depending on wavelength and observing mode. three arrays of 43 (500 µm), 88 (350 µm) and 139 (250 µm) detectors, which are coupling to the telescope via hexagonally close-packed 2Fλ-diameter single-mode conical feedhorns, giving diffraction limited beams of FWHM 18, 25 and 36" respectively. Two beam splitters allow for simultaneous observation in all three wavelength bands [1] . The bolometer detector assemblies (BDA) and the JFET pre-amplifiers were manufactured at the Jet Propulsion Laboratory (JPL) in the US, and, after performance testing [3] [4] , shipped to the Rutherford Appleton Laboratory (RAL) in the UK for integration into the instrument.
METHODOLOGY
In this paper we report on the verification of the noise performance of the SPIRE detector arrays. The Proto Flight Model (PFM) was subjected to a total of 5 test campaigns in a calibration facility [7] at RAL. The last one, called PFM 5, was performed in virtual dark conditions with the optical window of the cryostat sealed-off. The previous tests had shown more background radiation entering through the neutral filters from the laboratory than expected that also showed temporary variations. We opted for a final verification of detector performance in an optically sealed cryostat that would ensure stable and well understood test conditions. In particular the noise performance results are readily compared with predictions by theory using the parameters determined during the assembly level tests at JPL. We follow here the formulae as described by Nguyen et al. [9] . The bolometer model, validated in this way, can then provide the required sensitivities at in-flight background levels.
EXPERIMENT DETAILS

The Signal Chain
In the following we will give a brief overview over the electronic layout of the SPIRE signal chain. It is the same for both photometer and spectrometer detectors, although parameters like bias frequency, bandpass-and lowpassfrequencies, and amplifications factors are different. A graphic representation can be found in Fig. 1 . A sine wave AC-bias that can be selected between 50 and 300 Hz is applied to the bolometer that is connected symmetrically in line with two load resistors. The bolometer voltage is pre-amplified by JFET amplifiers. They are mounted inside the cryostat close to the instrument at the 10 K level of the optical bench and internally heated to their optimum operating temperature of ~120 K. The first warm pre-amplifier of the warm electronics includes a bandpass filter that reduces electromagnetic noise picked up by the long harness on the way from inside the cryostat. The frequency ranges are 33-1312 Hz and 33-2414 Hz for photometer and spectrometer respectively [9] . This is followed by a Lock-In Amplifier (LIA) consisting of a multiplier stage and a lowpass filter. The signal is first multiplied with a biassynchronized square-wave signal whose phase can be shifted w.r.t the bias. This is followed by a 4-pole Bessel low-pass 
The Bolometer Array Configuration
The spider web bolometer arrays for SPIRE have been described already in the literature [10] , but for the sake of the following discussion we will point out a few details here again. Figure 2 shows a picture of the 500 µm bolometer array (PLW) without the feedhorn block. The bolometer pixels are arranged in a hexagonal pattern across the base plate and the symmetric load resistor arrays are mounted on both sides of it. In addition there are two dark pixels, which are regular bolometer pixels mounted between feedhorns where they receive no light, although small light leakage up to 0.5% from neighboring pixels is possible [10] . Thermistor pixels are available too to provide a means of measuring the temperature of the base plate very close to the bolometers. One more channel is connected to a resistor instead of a bolometer. All channels are biased by the same AC source. Fig. 2 . Picture of the 500 µm bolometer array (PLW) without the feedhorn block obscuring the view. Locations of dark pixels, thermistor pixels, a few exemplary bolometer pixels and the load resistor arrays are indicated.
MEASUREMENTS AND DATA REDUCTION
Measurement of the JFET Noise
Each JFET module comprises 24 detector channels. For each module an optimum bias can be selected. The correct choice of the JFET bias voltage is not critical, but should be part of the initial setup of the system to achieve the right working temperature for the JFETs. Otherwise spontaneous spiking and excess noise can occur, as observed in test campaigns prior to PFM 5. To optimize the operating point of the JFET pre-amplifiers, the pure amplifier noise was measured with the bolometers at temperatures of ~4 K. At this temperature the resistance of the bolometers is negligible compared to that of the load resistors, and thus the bolometer noise. The electronic signal under these circumstances is very stable and the white noise can be determined simply from the white noise plateau of the power spectrum as described below. The JFET bias was varied over a range in 11 steps for both photometer and spectrometer and the noise was plotted against JFET bias voltage. The optimum JFET bias was determined for each module seeking a balance between minimum and uniform noise for all 24 channels of a module as well as a minimum in power consumption. We find an average optimized amplifier noise level of 8.9 and 7.9 nV Hz -1/2 for photometer and spectrometer respectively, well beyond the requirement of 15 nV Hz -1/2 and stopping short of the goal of 7 nV Hz -1/2 .
Noise Measurements at different Bias Voltages and Temperatures
To optimize the detector noise performance, determine the influence of temperature and bias frequency, and compare the data with the model predictions, a noise data cube was measured. Dark noise measurements were carried out at two temperatures of the He 3 fridge at 286 and 297 mK, under a range of bias frequencies at 80-201 Hz for the photometer and 100-305 Hz for the spectrometer, and typically 10 to 12 peak bias amplitudes in the range of 0-86.6 mV for the photometer and 4.8-171.5 mV for the spectrometer. The PFM 5 data analyzed here cover a total of 103 and 96 points in this parameter space for the photometer and spectrometer, respectively.
The resistances of bolometer and load resistors together with the stray capacitances between bolometer and JFET form an RC filter and introduce a phase shift to the signal. Since the bolometer resistance changes significantly under all these different configurations, the resulting phase shift varies. To avoid signal losses in the LIA, the necessary phase shift between the sine wave from the bias source and the square wave feeding the LIA was pre-determined through "phaseup" measurements for each parameter combination and applied during the measurement sequence.
Noise Data Processing
The recorded detector voltages were processed using an IDL-based bolometer analysis software package originally developed at IPAC [5] . Each observation is divided into individual timelines for which parameters like bias, bias frequency, offset, and temperature are constant. Each timeline spans about 500 seconds. The raw signal and the offset values are converted to voltage measured at the detector output and co-added. This takes into account the known frequency dependent amplification factors along the signal chain. For the JFET pre-amplifiers a fixed amplification factor of 0.96 was assumed since the actually measured factors are very uniform. We note that we did not apply a correction for stray capacitances that exist between the bolometers and the JFETs and are of the order of 50 pF. The corrections are not yet conclusively determined, but are estimated to be below per-cent level for the bias frequency of 70 Hz that we used in our measurements. For higher bias frequencies the effect on the measured temperatures of the thermistor pixels could become significant and will need further investigation. A correction for phase is not necessary as each parameter combination was individually phased-up as mentioned above.
Signals were plotted versus time and visually inspected. Typically the signal contained variations that we found corresponding to small temperature changes of the bolometer base plate, which is equivalent to the bath temperature T 0 (see [3] ) in the bolometer model. As this correction is quite important, it is described in more detail in the next chapter and we note that we apply it at this stage of the process. If not applied, the resulting 1/f knee starts at much higher frequencies After temperature drift correction, the signal was de-glitched and further divided into 100 sec segments corresponding to a lower limiting frequency of 0.01Hz. These segments were each Fourier transformed, normalized and then quadratically co-added to yield the final power spectrum for a given channel. For each power spectrum, a white noise plateau σ was determined as the median value between 0.5 and 2.0 Hz. The power spectrum at lower frequencies was fit to the sum of σ and a 1/f component. The frequency where the two components equal each other is identified as the 1/f knee frequency f knee .
TEMPERATURE CORRECTION
Signal Dependence on T 0
We generally observe long term signal drifts in bolometer signals recorded over several hours. The signals of the thermistor and dark pixels follow these trends, while the signal of the resistor pixel is very stable. As the thermistor pixels measure the bath temperature T 0 , this suggests that a significant portion of the drift is not intrinsic 1/f noise of the bolometer but temperature related.
To quantify these drifts, we analyzed longer datasets of the PFM 5 campaign that where taken during presumably quiet times over night with constant parameter settings. The scale of the signal drift is on the order of 0.1%, though occasionally it can be as high as ~0.5 % of the bolometer voltage. Plotting bolometer signals versus the signal of one of the local thermistor pixels of a BDA shows an almost perfect correlation (see Figure 3 for some examples). 
Temperature Correction Methods
The very tight linear correlation suggests an empirical approach to correct the signal for temperature drift. We assume (i) the drift of the bath temperature is proportional to the drift of the thermistor signals, and (ii) the tight detector/thermistor correlation specifies the temperature dependence of the detector signal. These assumptions are valid only when the amplitude of the signal drift is much less than the signal itself (small perturbation condition), which generally applies in our case.
The two elements of our temperature correction method are (i) a smoothing algorithm that removes the non-thermal high frequency component from the thermistor signal, and (ii) a function that corrects the signals of the bolometer pixels depending on the smoothed thermistor signals in such a way that the average of each bolometer signal stays the same.
If we define the drift signal S drift = S -<S>, where S is the vector of time ordered signal data of a thermistor pixel or a bolometer pixel, and <S> is the average of these values, we can define the smoothing functions f T1 (S drift ) and f T2 (S drift ) to be the smoothing functions of the T1 and T2 thermistor pixels respectively. We have tested (i) a 3 rd order polynomial, (ii) a spline fit, and (iii) a moving median with different time intervals resulting in 5 different smoothing algorithms listed in Table 1 . Table 1 . List of algorithms to fit the thermistor signal by a smoothing function.
The correction algorithm can be written as: S corr = S -(a 0 + a 1 (a 2 f T1 + a 3 f T2 )). We tested 4 configurations of this formula, by fixing selected parameters a i to be 0 or 1, detailed in Table 2 . The other parameters, designated "cal" in the table are determined from fits to a diagram like the ones shown in Figure 3 . Table 2 . List of algorithms that were tested to correct temperature dependent bolometer signal variations (see text).
Optimization
The 1/f knee frequency in the power spectrum comes first to mind to be used as a metric, when comparing the correction efficiency of all these combinations. However, we found that our method was so efficient, that the lower frequency cut off at ~10 mHz, that we chose to achieve a better S/N on the spectra, made it difficult to determine whether a 1/f rise was still present within that range. At the lowest frequencies the power spectrum, even after co-adding, remains relatively noisy due to lack of data. Instead, a more robust indicator was used: the ratio between the median over a defined interval in the low frequency power spectrum (3…30 mHz ) and the white noise level (median over 0.5..2.0 Hz). We find a good correlation between this ratio and the results from the automatic1/f knee frequency analysis. However, we will have to analyze longer duration datasets to determine the general shape of the power spectrum after temperature drift correction and where the new frequency of a 1/f knee might be.
In any case the results of this exercise are very encouraging. After temperature drift correction we can generally not identify a 1/f knee anymore above 50 mHz, except for a few noisy pixels. It appears that the T1&T2 method yields the best results and the T1+T2 method the worst. However, judging from the median residual low frequency noise, the difference between the methods is only ~4%. Nevertheless, for individual detector channels, the difference can be as large as 20%. Among the 5 smoothing algorithms studied here, CUBIC cannot handle temperature drifts well, that are on a time scale shorter than a few tens of seconds. On the other hand, the CUBIC correction results in the lowest residual low frequency noise for data without sharp temperature fluctuations. The moving median algorithm MMD03 doesn't suppress high frequency white noise enough so that it becomes added to the corrected detector signal. The two algorithms based on the SPLINE fit function give the most robust performance. In Figure 4 examples of uncorrected (left) and corrected (right) signal timelines are shown. Fig. 4 . Examples of two detector signal timelines before (left two diagrams), and after (right two diagrams) using SPLIN5 smoothing with T1 for correction. The detector pixels are part of the photometer array PSW centered at 250 µm.
RESULTS
We removed the thermal drift empirically as described in the previous chapter using the signals of both thermistor pixels (T1+T2 method, except for PMW with the T1 method) † and a spline smoothing with a time interval of 5 sec before a noise analysis was done. This removed the 1/f knee contributions to a large extent.
Due to the temperature gradient along the thermal strap that leads to the BDAs the actual bolometer bath temperatures are higher. With the thermistor pixels we measure photometer temperatures of 328 and 339 mK and spectrometer temperatures of 301 and 316 mK at fridge temperatures of 286 and 297 mK respectively. The error is estimated to be ±3 mK and is dominated by systematic uncertainties in the calibration.
We compared the measured noise σ directly with that derived from the bolometer model [3] and find remarkably good agreement for the photometer arrays and still reasonably good agreement for the spectrometer arrays. Figure 5 shows histograms of the ratios between measured and modeled noise for all detectors of the photometer arrays (left) and the spectrometer arrays (right) at the lower fridge temperature. The majority of the photometer data points are found within 10% of the model while the majority of the spectrometer data points are found within 15% on the model.
With the bolometer responsivity S, calculated by the model, we can derive the noise equivalent power NEP=σ/S. In Figure 6 on the left we show an example of a diagram, in this case for the PLW that was produced for every detector array. It shows the array medians of the NEP, calculated disregarding dead and exceptionally noisy detectors, plotted versus peak amplitude detector bias. The black and white symbols designate data measured at the two temperature levels that form two distinct curves with clear and distinct minima as expected. The right diagram of Figure 6 shows the same data points plotted as ratio of measured and modeled noise versus bias voltage, providing another direct comparison with the model. For biases above 10 mV the PLW data show excellent consistency with the model within a ±10% range. The different symbols indicate bias frequency as explained in the figure caption. Their distribution, showing the higher noise values for lower frequencies, may be due to the fact that we do not correct for signal losses due to stray capacitances. The lower He 3 fridge temperature of 286 mK led to lower noises and a lower optimum bias voltage in accordance with the model. What we find for the PLW array in Figure 6 applies also to the other two photometer arrays PSW and PMW. We find excellent agreement with the model within 10%, especially at biases >10 mV. The NEP minima for the photometer arrays under dark conditions are located at V bias = 20 to 25 mV. The array median NEPs at the optimal V bias reach minima at about 4.6, 4.6, and 4.3·10
-17 W Hz -1/2 for PSW, PMW and PLW, respectively.
For the spectrometer, the overall agreement between measurement and model is still good, but individual measurements like the one at 100 Hz bias frequency is larger than for the photometer. We noticed that another spectrometer measurement using the same bias frequency of 100 Hz on a different date shows a much better agreement with the model prediction. It is possible that additional noise sources or instability may have contributed. In some measurements the agreement between measurement and model is as good as 5%, but the scatter is quite large. Around the optimal bias voltage of ~35 mV, most of the measurements agree with the model predictions to about 10-15%. In spite of the scatter in the spectrometer data, the data points in the respective diagrams of NEP versus bias still form a well-defined frontier consisting of all the minimum NEPs at the bias voltages used. The minimum of this frontier occurs at V bias ~ 35 mV for both SSW and SLW. At this optimal bias voltage under dark conditions, the median array NEPs reach a minimum of about 6·10 -17 W Hz -1/2 for both SSW and SLW. 
Optimum In-Flight Bias
The noise parameters established from PFM 5 measurements apply strictly only to dark conditions. Due to the ~80 K telescope mirror, the detectors will experience a substantial optical load during the mission. The good agreement of the model predictions with the measured noise data under dark conditions has shown its general applicability and reliability. We used it to predict the in-flight optimum bias values. Since the expected telescope emissivity is predicted to be considerably lower than what was assumed at the time the instrument was designed, we used corresponding in-band optical loads of 1.7, 1.0, 1.2, 4.1, and 4.9 pW for PSW, PMW, PLW, SSW, and SLW respectively. We used bath temperatures of 330 mK for the photometers and 296 mK for the spectrometers, which are temperatures that were typical for the non-heated tests during PFM 5. Under optically loaded conditions in-flight, the model predicts optimum bias voltages that are slightly higher than in the dark by 2-10 mV. The background limited NEPs should increase by 43%, 20%, 23%, 43%, and 51% for PSW, PMW, PLW, SSW, and SLW respectively compared to the dark NEPs.
CONCLUSION
The noise performance of the SPIRE bolometer arrays at instrument level under dark conditions corresponds within 10 to 15% to the model predictions. This confirms the sensitivity predictions for Herschel-SPIRE made by the uplink software HSPOT that is based on the same model, and is used for observation proposal generation. We also found an empirical method to correct temperature dependent long term signal variations. The corrected signals show no 1/f knee above 50 mHz, which will significantly improve data quality and particularly benefit the important large area scan observing mode of the SPIRE instrument.
