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SUMMARY 
Second- and fourth-order-accurate spatial discretization methods give rise to discretization errors which 
are larger than the corresponding subgrid terms in large eddy simulation of compressible shear layers in 
2D, if the ratio between the filter width and the grid spacing is close to one. Even if an exact 
representation for the subgrid-scale contributions is assumed, large eddy simulation is accurate only if 
this ratio is sufficiently larger than one. In that regime fourth-order methods are more accurate than 
second-order methods. An analysis of the data obtained from two-dimensional direct numerical 
simulations of compressible shear layers substantiates these assertions. 
At sufficiently high Reynolds number the occurrence of small-scale structures in turbulent 
flows prevents a direct numerical simulation (DNS) of the Navier-Stokes equations, even in 
simple geometries. Therefore much attention is paid to large eddy simulation (LES), in which 
only the large scales are solved time-accurately, while the small scales are modelled. In order 
to obtain the LES formulation, the Navier-Stokes equations are filtered. As a result, two types 
of terms occur: terms expressed in the filtered variables and the so-called subgrid terms. The 
first class of terms is approximated by a discretization method, which introduces discretization 
errors, whereas the second class of terms is represented by a subgrid model and subsequently 
discretized. Much research effort has been and is still put into the development of good subgrid 
models. However, it seems reasonable to employ a subgrid model only if the discretization 
errors are small compared to the subgrid terms.' The magnitude of the subgrid terms has 
widely been discussed in literature; estimates and scalings are presented in References 2-4, 
while the terms are explicitly calculated in, for example, Reference 5 .  It is also argued in 
Reference 1 that the ratio between filter width (A) and grid spacing ( h )  of the coarse grid used 
for LES influences the accuracy. In practice LES is usually performed for A = h (e.g. 
References 6 and 7) or A = 2h (e.g. Reference 8). In References 9 and 10 several values for the 
ratio A / h  are considered and it is found that the total simulation error (arising from the 
modelling and the discretization) for schemes that are second-order-accurate in space, is 
In this paper we use DNS results in order to calculate not only the magnitude of the subgrid 
terms but also the magnitude of the discretization errors. It will be shown that for both second- 
and fourth-order-accurate spatial discretizations, the discretization errors dominate the 
subgrid terms, in case A = h.  Only if A is sufficiently larger than h,  fourth-order-accurate 
methods yield considerably smaller discretization errors than second-order-accurate methods. 
A = 2h. 
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To obtain these results, we will analyse in detail a DNS of the temporal mixing layer. Similar 
conclusions can be drawn from a study of the flow over a flat plate. As in References 1 1  and 
12 we will only address the two-dimensional problem in order to demonstrate the numerical 
procedure which is used for analyzing the DNS data. The same procedure can be applied to 
more complicated and physically more realistic flows in three dimensions. Results of three- 
dimensional studies will be presented elsewhere. 
In the following we will first describe the simulation and show that the DNS is accurate by 
comparing the results obtained from increasingly fine grids (64’, 1282 and 256* cells, 
respectively). Then, we will filter the data and compare the discretization errors with the 
subgrid terms, calculated on an LES grid (642 cells). Moreover, we will compare the results 
obtained from some large eddy simulations at different A / h  ratios (with A held fixed) with the 
filtered DNS results. 
The compressible temporal mixing layer is treated on a uniform orthogonal grid. Periodic 
boundary conditions are imposed in the xl-direction, and in the xz-direction the boundaries 
are treated as free slip walls. The basic initial profile is the hyperbolic tangent profile. A low 
amplitude perturbation consisting of a sinusoidal wave superimposed on uniform noise and 
multiplied with a Gaussian in the xz-direction is added to the basic initial profile. This 
sinusoidal wave has a wavelength corresponding to the most unstable mode as predicted by 
linear stability theory. l 3  We put the length of the domain ( L )  equal to twice the wavelength 
of the most unstable mode. The Reynolds number, based on the free stream velocity and half 
the initial vorticity thickness, is equal to 200. The convective Mach numbers14 is chosen to be 
0.2 ,  implying that compressibility effects are small. As a numerical method we use a finite 
volume approach with central spatial differencing which is second-order-accurate in space, 
and a second-order-accurate explicit four-stage Runge-Kutta method for the time integration. 
The results of the simulations show that with this numerical method an accurate DNS is 
obtained. The simulations are qualitatively correct; the fundamental instability grows, 
saturates and produces two vortices, which move towards each other and merge, as reported 
in Reference 16. The DNS is also quantitatively correct, if the resolution is adequate. This is 
supported by Figure 1 ,  which presents the vorticity thickness, as defined in Reference 16, 
obtained from simulations with 642, 128’ and 256’ cells, respectively. We conclude that a DNS 
with 2562 cells provides accurate data which can be used to investigate the role of discretization 
errors and subgrid terms in LES studies. 
In the following, a representative subgrid term and the corresponding discretization error are 
compared for two different spatial discretizations and several filter widths. A filter operation 
extracts the large scale part f from a quantity f. Here the top-hat filter’ with filter width A 
is employed. For compressible flow, a related filter operation is commonly used,’ namely 
f= G/i7p, where p is the density. 
The LES formulation is obtained by applying the ‘bar-filter’ to the Navier-Stokes 
equations. The filtered continuity equation does not give rise to a subgrid term, if we consider 
the filtered velocity f i j  instead of i i j .  In the filtered momentum equation subgrid terms do 
appear: 
atpui + a j p u i u j  + d i p  - a j a i j  = 0 
Here the symbols at and d j  are abbreviations of the partial differential operators d / a t  and 
a / d x j ,  respectively. Moreover, the summation convention for repeated indices is used. The 
time is denoted by t ,  while p is the pressure and a i j  is the viscous stress tensor for a Newtonian 
fluid. 
In the following, we focus on the non-dissipative part of the filtered momentum equation 
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Figure 1 .  Vorticity thickness for simulations with a 64’-grid (dashed), a 128’-grid (dotted) and a 255’-grid (solid) 
in the xl-direction, which contains a representative convective term and a pressure term. 
Within an LES the first term, ajpuluj, cannot be calculated directly, since it is not expressed 
in terms of the filtered variables. Consequently, one writes 
(1) 
where a is the subgrid term. However, the first term on the right-hand side of this equation 
cannot be calculated exactly either, since the quantities fi  and G j  are only known at discrete 
grid points. Similarly, the pressure term introduces a discretization error. Therefore, denoting 
the discrete partial derivative operator by S j ,  we obtain 
ajpuluj = aj(pG1iij) + a 
aj@GlGj) + a$ = Sj@iiiiij) + S$ + 6 (2) 
in which 6 is the discretization error. So, whereas formally ajpzmj + alp is required, only 
Sj@GlGj) + Slp is available in an LES study. Consequently, there is a total discrepancy a + 6 ,  
since 
ajpului + alp = Sj@iiliij) + SIP + a + 0 
Whereas the subgrid term is usually modelled with a subgrid model, the discretization error 
0 is not taken into account. The main question we address is whether this is justified. 
Next we turn to the calculation of a and p. The determination of a and 6 proceeds in a few 
steps. First the 256’ DNS data are filtered with a filter width that corresponds with at least four 
cells in each direction. As a result, the filter operation yields p ,  p ,  Gi and puiuj defined on the 
256’ grid. Since after the filtering these quantities are relatively smooth, a, defined by equation 
( l ) ,  is accurately calculated with the fourth-order five-point central difference on the 2562 grid 
(the relative error is less than 0.1 per cent). Finally, a is restricted to  a coarse grid, which 
contains 64* cells of size h.  This LES grid is considerably coarser than the DNS grid, but 
should be sufficiently fine to  perform a well resolved LES. Since the operator Sj in equation 
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(2) is a discretization of the partial derivative on the coarse LES grid, the discretization error 
p is readily calculated as the difference between the fine and coarse grid derivatives. 
Results will be shown for two operators S j :  the above-mentioned second-order finite-volume 
discretization and the fourth-order five-point central difference. As a typical example, the DNS 
results at t = 80 are used to calculate the magnitudes of Q and p. Figure 2 presents 11 Q 1 1 ,  1 1  /3 )I 
and 11 Q + /3 11 for the second- and fourth-order method. Here JI-II denotes the discrete L2-norm 
applied to quantities defined on 642 cells. The variable r is the ratio A / h ,  in which the coarse 
grid size h is kept constant. We observe that Q - A 2  to close approximation and we have 
checked that the components of the turbulent stress tensor ( ~ i ,  = Uiuj - I l i I l j )  are of order A 
as well. Next, we compare the second-order with the fourth-order method. If A = h,  the 
discretization error ,f3 is larger than the subgrid term ci for both methods. Consequently, in this 
case it is not useful to perform LES even with a perfect subgrid model, since a large 
discretization error will disturb the simulation, as shown below. If A is sufficiently larger than 
h, which corresponds to smoother fields on the same 642 grid, one finds that Q is considerably 
larger than 0. In this regime the second-order method shows a small decrease of the 
discretization error for increasing A ,  whereas the fourth-order finite difference method shows 
a rapidly decaying discretization error for increasing A .  Hence, in this regime the fourth-order 
method is considerably more accurate than the second-order method. 
In order to show the effects of the discretization errors in an actual LES we compare the 
vorticity thickness of the filtered DNS with some corresponding large eddy simulations for 
different ratios A / h  with A = L/32 held fixed (Figure 3). We use the Smagorinsky model for 
the subgrid terms’ and employ the second-order spatial discretization. A very low value of the 
Smagorinsky constant CS was used until the initial perturbations have saturated ( t  = 40), in 
order to prevent excessive dissipation in the laminar regime. After this transient stage we use 
the typical value Cs = 0.2.  When we consider the vorticity thickness of the three large eddy 
simulations, we observe that the discretization error strongly influences the quantitative 
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Figure 2. )I a 11 (solid), 11 p I( (dashed) and 11 a + 0 ( 1  (dotted), obtained with a second-order (no marker) and a fourth- 
order-accurate method (marker ‘0’) 
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Figure 3 .  Vorticity thickness for a filtered DNS (solid) and the corresponding large eddy simulations with A = h 
(dotted), A = 2h (dashed) and A = 4h (dashed-dotted) 
predictions of the simulation with A = h .  However, even at A = 4h, in which case the 
discretization error is small, the discrepancy with the filtered DNS is quite large, due to the 
poor subgrid modelling. We even observed, by varying the constant C S ,  that the LES 
predictions based on Smagorinsky’s model are not as accurate as those obtained with an 
underresolved DNS on the same grid. l7 The subgrid modelling for this two-dimensional 
problem might be improved when, for example, a stochastic backscatter is added to 
Smagorinsky’s model. 
As a conclusion, for the compressible mixing layer in two dimensions we have shown that 
the discretization errors are larger than the subgrid terms if the filter width A equals the grid 
size h,  although most modern LES research is based on the proposition A = h.  This was 
observed for both a second-order- and a fourth-order-accurate discretization method. 
Consequently, the accuracy of LES is not adequate in this regime and the quantitative 
predictions are questionable. Furthermore, we have presented numerical evidence to support 
the hypothesis that simulations with A sufficiently larger than h result in smaller numerical 
errors. Finally, we observed that this increased accuracy is only signifficant if higher than 
second-order-accurate discretizations are used. To find out whether these results can be 
generalized, other types of flows, different filters and 3D extensions should be considered. With 
respect to the first issue, similar conclusions as presented here can be drawn for a flow over 
a flat plate in 2D. Secondly, as an alternative for the top-hat filter a Gaussian and a square 
cosine filter have been used, and again identical conclusions can be drawn. Concerning the 
third point, the results presented here are valid for two-dimensional simulations. The three- 
dimensional case, to which future study will be directed, will lead to different results. As an 
example, we observed that T i j  is of order A 2 ,  while it is of order A 2’3 in the case of three- 
dimensional, homogeneous, isotropic turbulence. ’ Such differences are closely related to the 
fact that the shape of the energy spectrum in two dimensions is distinct from that in three 
dimensions. 
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