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Under the Watchful Eye: The Highly Intrusive 
Nature of Facial Recognition Technology 
Rocco A. Carzo 
Facial recognition technology, or FRT, has the 
potential to provide numerous benefits, both to 
individual persons and to society as a whole. Among 
these benefits, convenience for everyday tasks and 
increased safety/security are possible. However, the 
likely benefits that FRT can provide are 
overshadowed by one major weakness of the 
technology: the invasion of one's privacy. FRT 
intrudes on the lives of all people. This can 
potentially lead to false accusations and/or people 
altering their lifestyles. Because people never know 
when or where they are being watched, FRT 
prevents people from living their lives as solely their 
own. 
What if, in order to live in a safer nation, a 
person had to - essentially - give up his/her right to 
privacy in almost all public places? This would mean 
that in order to prevent criminals and/or terrorists 
from engaging in malicious behavior, eating a casual 
lunch in the park would involve a camera monitoring 
and recording every bite (Kopel and Krause). To 
provide a safer place to live, facial recognition, an 
emerging technology that scans a person's face and 
compares the image that it receives to a database of 
digital facial renderings (Introna and Nissenbaum, 
par. 1), may one day be the answer. However, at the 
moment the choice is not clear - facial recognition is 
a complex, emerging technology that centers on a 
simple debate: privacy vs. safety/security. Although 
facial recognition carries great potential, the 
question that must be answered is this: Does the 
lack of privacy imposed by facial recognition 
technology reign supreme and prevent people's lives 
from being their own? 
Whether or not facial recognition 
technology, or FRT, has the ability to significantly 
disrupt peoples' lives is yet to be determined, as the 
technology is very much in its nascent stage. As with 
any emerging technology, time must be provided to 
allow the innovation to adapt, respond and change 
according to the ramifications, both good and bad, 
that it imparts on others. What is important to 
understand at this point is that, although relatively 
new, FRT possesses a number of benefits. In fact, the 
potential of facial recognition systems is truly 
abounding. The key word here, though, is potential. 
Facial recognition technology can potentially provide 
a number of positive benefits. 
At its most basic level, FRT can help 
increase the safety of both public venues and 
personal lives (Phillips). FRT systems can be 
implemented in densely-populated locations, where 
a large number of people are gathered at one time, 
such as the Super Bowl, to scan the faces of all 
people in attendance. If an image that is scanned 
correlates to one located within the database that 
identifies a particular person as harmful or wanted 
he or she can be closely monitored, or perhaps, if 
necessary, even reprimanded. This ability to identify 
a harmful individual before he/she comes into 
contact with a large number of people, without 
using elaborate security detail or through the use of 
intrusive measures, ultimately, helps to ensure the 
safety of many others. 
By helping to increase the safety of both 
public venues and personal lives, the argument can 
be made that FRT is ethical in some way. To be 
specific, the ethical approach that applies in this 
regard is a utilitarian approach. A utilitarian 
approach is one in which the intended technology 
creates the best overall consequences for all people 
who might be affected, either directly or indirectly 
(Reynolds 18-19). How does this relate to FRT? The 
ideal overall consequence that FRT intends to 
provide is increased safety for all people. 
Say, for example, a 17-year-old teenage boy 
walks into a liquor store and attempts to buy a 24-
pack of beer. Before the store clerk even looks at the 
boy's near-flawless fake ID, an FRT system installed 
in the store has the ability to alert the clerk behind 
the counter that the shopper is underage (Phillips). 
In this case, the goal of a utilitarian approach, which 
for FRT is to increase safety for all, is achieved 
(Reynolds 18-19). By inhibiting the teenage boy from 
purchasing alcohol there is less opportunity for him 
to break the law - a positive consequence. Also, by 
eliminating the potential of over-consumption of 
alcohol the boy is prevented from jeopardizing his 
health - also a positive consequence. Furthermore, 
those close to the boy indirectly receive positive 
benefits as someone close to them is kept safe. 
Cleary, FRT has the ability to follow a 
utilitarian approach and benefit a number of people 
In a number of ways. With that said, there is one 
problem: assigning values to variables such as safety 
and/or privacy is quite arbitrary. It is difficult to 
measure and compare the values and predict against 
the costs of a decision involving such factors. Some 
may feel that people can provide safety for 
themselves, while privacy should be a right. Others 
may feel the exact opposite. FRT undeniably 
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provides an increased level of safety. However, the 
question of whether people's concern for safety is of 
the highest value (over privacy) is one that varies 
greatly in its response. 
Ethics aside, not only can FRT provide a 
safer place to live, but another benefit of the 
technology is that it can also be used, on a much 
simpler level, to provide convenience and easier 
access for several everyday tasks. ID badges, access 
cards, passwords, ATM cards, etc. can be replaced by 
facial recognition. FRT can allow a person to gain 
access to his/her house, private rooms, safes - any 
service or device that requires a login. And all of this 
can be done without having to worry about keeping 
track of keys, combinations, etc. - any unique 
method of entry - as the process will work by linking 
an image of one's face to an image that is stored in a 
database (Liu and Wechsler 570-582). 
As society makes its way through a digital 
age, it should come as no surprise that convenience 
is becoming a major component of most 
technological innovations, facial recognition 
included. Wireless internet technology and 
affordable laptop prices have begun to make 
computer use in public places now the norm instead 
of the exception. The problem with this is that, 
unlike sitting in the comfort of one's own home, 
there is a much greater risk of important personal 
information being stolen when in public. Through 
the use of the camera that is becoming a standard 
feature on laptops nowadays, FRT can help to 
increase the safety and security of people and the 
information on their computer. The computer's 
camera can take a picture of the "owner" or 
administrator of the computer. When he/she is 
looking at the screen the camera will recognize 
him/her and nothing will change. On the other hand, 
when a face that is not recognized by the camera is 
caught glancing at the screen the information will 
scramble, enabling restricted access to important 
information. 
One of the most convenient features of the 
secure access that FRT provides is that the user has 
to do nothing more than simply take one photo on 
his/her computer. Unlike a fingerprint login, which is 
one specific method to uniquely identify a person 
based on his/her physical and/or behavioral traits, 
facial recognition, dissimilar from traditional 
biometrics, is non-intrusive - yet another advantage 
of FRT (Bennett 153-174). To better understand how 
this is beneficial, consider the Super Bowl. More 
security guards can be placed throughout the 
building, stricter bag checks can be conducted at the 
ticket gate and more security cameras can be 
installed to help increase the level of safety at the 
game. However, this still leaves a major flaw in the 
system: any potentially harmful person can make 
his/her way into the building. To prevent this, FRT 
can be installed at the ticket gate to scan the face of 
each and every person, without him/her knowing. 
Those who are identified as potential threats can be 
monitored more closely or even reprimanded. 
The ability to provide a less intrusive and/or 
obstructive method of security, while also increasing 
the safety of an extensive number of people, is 
clearly a benefit of FRT. However, it is also one of the 
technology's issues. Unlike the long list of varying 
benefits that facial recognition can provide, the 
negative implications of the technology center on 
one aspect: invasion of privacy (Woodward, Horn, 
Gatune, and Aryn 1-20). In an attempt to monitor 
and prevent criminal activity, FRT must be installed 
almost everywhere. The result of installing facial 
recognition systems in as many places as possible, 
monitoring everyone from potential criminals to 
terrorists to each and every law abiding citizen, 
presents an overwhelmingly intrusive force on 
peoples' lives. To put it simply, once a person steps 
out of his/her home privacy is eliminated. 
There is perhaps no better example of the 
lack of privacy imparted by FRT than to reference the 
story of Rob Milliron. In 2001, Milliron, a 
construction worker, was eating lunch in the park 
while on break from work. Unknowingly, he was 
simultaneously being monitored by a camera with 
facial recognition capabilities. The camera, set up to 
identify criminals, labeled Milliron as such (which 
was a false identification) and the picture was 
posted without his consent in a U.S. News & World 
Report article. A woman who saw the picture 
misidentified Milliron as her ex-husband, who was 
wanted on child neglect charges. Milliron then had 
to convince the police that he was not the woman's 
ex-husband (Kopel and Krause). 
The story of Rob Milliron goes to show that, 
without question, facial recognition systems are 
invasive (Rakover and Cahlon 73). All Milliron 
wanted to do was take some time to himself and 
enjoy his lunch. Because of FRT, though, he couldn't 
even do that. If misuse of the technology is to 
continually occur more people are likely to alter 
their lifestyles, not because they want to, but 
because they are forced to. People will have to 
worry about who they are associating with, where 
they spend their spare time, and they may even 
avoid going out in public all together because they 
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fear being monitored (Agre 2003). In essence, 
people will be forced to radically change their 
lifestyles in favor of the potential to provide an 
increased level of safety. 
The aforementioned lack of control that 
people have over who is able to watch them 
represents a clear invasion of privacy - facial 
recognition technology's glaring, obvious weakness. 
Once a person is scanned by a camera he/she loses 
his/her anonymity (Reynolds 130). And unlike the 
Foreign Intelligence Surveillance Act of 1978, which 
allows wiretapping based on probable cause related 
to groups of people who may be likely to take part in 
criminal activity or are related to a terrorist group, 
FRT gathers digital facial scans at its own will 
(Reynolds 115). Basically, FRT invades the privacy of 
all people in order to find one specific person. 
In the thorough process of scanning each 
and every individual in an attempt to identify those 
people who are threats to the safety of others, FRT 
databases compile vast amounts of information. Due 
to the high number of files within the database, FRT 
can inevitably cause problems. These problems are 
more serious than simply having the system shut 
down. Instead, the failure of an FRT system tends to 
lead to false identifications ("Reason"). For example, 
FRT can be installed in an airport with the intention 
of helping to catch a person who is seeking to inflict 
harm on others. Just as likely that the system will 
find the criminal, though, it is likely that a number of 
harmless travelers will be falsely identified as the 
dangerous predator. Because the innocent people 
are identified by the system they must undergo 
further interrogation, allow themselves to be 
searched, and must endure the embarrassment of 
having several people witness the entire event. 
While the airport scenario is only one 
example, it represents how FRT, initially intended to 
identify terrorists and/or wanted criminals, tends to 
be used far too often to keep a watchful eye on all 
people. In Great Britain it was discovered that 
people behind the facial recognition cameras were 
using the technology in large part to "scare 
hoodlums" and other people living in the city from 
engaging in mischievous behavior (Rosen). It is this 
type of activity (by those who control the cameras) 
that is leading FRT, instead of being used to catch 
criminals, for other reasons; in this case, to help 
enforce social conformity. By having cameras on all 
people at all times the idea is to use the fear of being 
caught doing the wrong thing at the wrong time to 
make all people behave in a certain way. Again, this 
conflicts with the right to privacy. One of the main 
benefits of having privacy is for a people to be able 
to do what they want, where and how they want to 
do so, as long as they are not breaking the law. FRT 
eliminates that privilege. 
So, although FRT is intended to reprimand 
criminals, terrorists, and all others who pose as a 
threat to society, inevitably, all people are involved, 
both good and bad. Someone who consistently 
abides by the law is looked at through the "eyes" of 
the camera the same as, say, a person who 
frequently attempts to rob local drug stores. In his 
incident, Rob Milliron, as he said after he was 
targeted, was made to "feel like a criminal" (Kopel 
and Krause). This problem brings to light a question 
of fairness. 
If FRT is to follow the proper ethical 
approach of fairness, decisions must be made so that 
all people are treated the same (Reynolds 18-19). In 
one sense, FRT maintains fairness in the regard that 
all people can potentially be scanned by the system. 
However, it is this scanning of all people that causes 
FRT to veer away from a fairness approach as well. 
With the "eyes" of a facial recognition camera 
serving as the watchful eyes of society, a person 
such as Rob Milliron - a law-abiding citizen - is 
viewed in the same regard as a criminal suspect. This 
places an unnecessary and unwarranted burden on 
the shoulders of those who do no harm. While it is 
only right that ill-intending people who are identified 
by FRT are burdened with a number of legal matters, 
as this is the law, it should not acceptable for others 
to be wrongly accused and constantly monitored. 
This is not fair. 
A fairness approach is further put at risk by 
FRT when considering the potential that the person 
who monitors the incoming facial renderings has. 
This person has access to a wealth of knowledge at 
his/her fingertips on a large number of human 
beings. The problem with this is that this person can 
potentially enforce his/her personal biases towards a 
particular person or group of people (Reynolds, 18-
19). For example, imagine a Caucasian man is 
monitoring the FRT cameras and he notices a group 
of African American males loitering in front of a 
department store. If the loitering men happen to 
represent a group of people to which the man 
behind the camera harbors prejudice, regardless of 
whether it is warranted or not, the Caucasian man 
may focus more of his attention on them and 
constantly, and unfairly, spend more time watching 
over other African American persons too. Again, this 
flies in the face of the fairness approach, which is to 
treat all people the same. 
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In order for all people to be treated the 
same, much of the responsibility lies in the hands of 
one person. Ultimately, it is up to the person who 
monitors the incoming facial renderings to act 
ethically. To allow a fairness approach, he/she must 
act with virtue, or a type of decision-making that is 
based on the assumption that people are guided to 
reach the "right" decision. By principle, an ethical 
approach based on virtue is one that best reflects 
the moral values in one's self or his/her community 
(Reynolds, 18-19). On its simplest level, the purpose 
of FRT to provide increased safety/security for all 
people is virtuous. And strong cultural implications 
exist because FRT relies on people to act ethically 
based on their virtues. To reference the situation 
where one man determines his monitoring activity 
based on his feelings towards a specific group of 
people, if an instance such as this was to occur not 
only would ethical questions be raised but the 
greater good of society would be a major concern. 
Suffice to say, there are many "loose ends," 
if you will, where FRT is not able to maintain an 
ethical approach based on the virtues that people 
have. As they have been discussed, the power that 
one person has over the system and the false 
identification of innocent individuals are only two 
examples of the many ways that virtue escapes FRT. 
While the future of facial recognition 
technology is yet to be determined, the common 
good of all people should be the primary 
determinant to selecting the optimal solution. A 
system must be implemented for all of society that 
everyone can depend on (Reynolds, 18-19). At its 
core, this is exactly what FRT intends to do: provide a 
security system for all people that makes society a 
safer place to live. However, to provide for the 
common good of all people, FRT is not the simple, 
end all be all answer. One of the problems with the 
common good approach is that people have 
difficulty coming to a consensus on what is "good." 
Some may feel strongly that FRT is beneficial 
because it allows for a safer place to live. Oppositely, 
others may believe that FRT infringes on privacy and 
is a burden. Thus, the common ground that is 
intended is hard to agree upon. 
Another complication of the common good 
approach is that certain groups of people are 
affected, often negatively, more than others. As it 
was previously mentioned, FRT can cause law-
abiding citizens to be looked at in much the same 
way that criminals, and potential criminals, are. 
Some may feel this is a small price to pay for a safer 
society. Others might argue that it is unfair to treat 
people this way. Again, FRT's controversial nature is 
one that makes it difficult to find a consensual 
answer on what is "good." 
Facial recognition has the potential to 
provide significant benefits to society. At the same 
time, the growth and improvement of the 
technology could threaten individual privacy rights. 
It must be determined how to best utilize facial 
recognition technology to both appeal to and 
protect the masses. Marketed as a tool to catch 
wanted felons and terrorists, the question remains 
to be answered whether facial recognition 
technology can successfully track the right people. 
While there is no denying the potential of the 
technology, it seems safe to say that, although FRT 
can be beneficial in certain ways, as it is now the lack 
of privacy that facial recognition technology imparts 
on others prevents people's lives from being solely 
their own. 
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