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Abstract
In this work we consider three examples of random singular perturba-
tions in multi-dimensional models of waveguides. These perturbations are
described by a large potential supported on a set of a small measure, by a
compactly supported fast oscillating potential, and by a delta-potential. In
all cases we prove initial length scale estimate.
Keywords: random operator, initial length scale estimate, perturbation,
small parameter, spectral localization.
Mathematics Subject Classification: 35P15, 35C20, 35B25, 60H25,
82B44
1 Introduction
One of the approaches for describing wave processes in disordered media are ran-
dom Hamiltonians, which are elliptic operators in unbounded domains depending
on a countably many independent identically distributed random variables. Such
operators are quite intenstively studied. One of issues in question is the spectral
localization. The latter means that the whole spectrum or a part of it are pure
point with the probability one. There are many works where such property of the
spectrum was studied for numerous particular examples, see, for instance, [11]–
[39], and the references therein. One of the known ways for proving the spectral
localization is the multiscale analysis, [11], [12]. It is based on a certain induction
whose basis is the initial length scale estimate.
In paper [3], there was proposed a general approach for proving initial length
scale estimate for operators with small random perturbations. The perturbations
were described by abstract symmetric operators being small w.r.t. the original
unperturbed one. Under minimal conditions for the perturbations, the initial
length scale estimate was proven at the bottom of the spectrum. Such general
approach allowed the authors to consider various examples both known and new.
The present paper is a continuation of work [3]. We consider three examples of
random perturbations. Each of them is not regular, i.e., small w.r.t. the original
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unperturbed operator. Moreover, these perturbations are singular in some sense.
At that same time, we show that the results of [3] on initial length scale estimate
can be extended for the considered perturbations. This is the main result of the
present paper.
2 Formulation of problem and main results
Let x = (x′, xn+1), x
′ = (x1, . . . , xn) be Cartesian coordinates in R
n+1 and Rn,
respectively, n > 1. By Π we denote an infinite multi-dimensional layer of width
d > 0:
Π := {x : 0 < xn+1 < d}.
In layer Π, we consider the operator
H0 := −∆+ V0, (2.1)
where V0 = V0(xn+1) is a bounded measurable potential. As the boundary condi-
tion on ∂Π, we choose the Dirichlet or Neumann condition:
Bu = 0 (2.2)
on ∂Π, where Bu = u or Bu = ∂u
∂xn+1
. We do not exclude the situation, when on
the upper and lower boundaries of ∂Π the boundary conditions of different types
are imposed.
OperatorH0 is considered as unbounded in space L2(Π) on the domainD(H0) :=
{u ∈ H2(Π) : condition (2.2) is satisfied on ∂Π}.
Let us describe random perturbation. Let Γ be a periodic lattice in Rn with
the periodicity cell ′ and  := {x : x′ ∈ ′, 0 < xn+1 < d}. By W l = W l(x′)
we denote a continuous compactly supported function Rn, and W s = W s(x, ξ),
ξ = (ξ1, . . . , ξn+1), stands for a function in R
2n+2 1-periodic w.r.t. each of the
variables ξi, i = 1, . . . , n, having a zero mean∫
(0,1)n+1
W s(x, ξ) dξ = 0 for each x ∈ Rn+1, (2.3)
and compactly supported w.r.t. x:
suppW s(·, ξ) ⊆M ⊂  ξ ∈ Rn+1, (2.4)
where M is a some fixed set. We assume the following smoothness for function
W s:
∂|α|+|β|W s
∂xα∂ξβ
∈ C(R2n+2), α, β ∈ Zn+, |α| 6 3, |β| 6 1. (2.5)
By W = W (x) we denote a continuous function compactly supported in :
suppW ⋐ .
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Let S ⋐  be a closed C4-manifold of codimension 1, ν be the normal to S outward
w.r.t. the domain enveloped by manifold S, W dlt ∈ C3(S) be a real non-negative
function on S.
By ε we denote a small positivi parameter. We let:
W loc(x′, ε) := ε−aW l
(
x′
ε
)
, ε > 0,
W osc(x, ε) := ε−aW s
(
x,
x
ε
)
+ ε2−2aW (x), ε > 0,
W loc(x′, 0) := 0, W osc(x′, 0) := 0,
(2.6)
where 0 6 a < 1 is a given number.
Let ω = (ωk)k∈Γ be a sequence of independent identically distributed random
variables with the values in segment [0, 1]; the associated distribution measure is
denoted by µ. We assume that this measure is defined on [0, 1]. By P :=
⊗
k∈Γ µ
we denote the product of the measures on space Ω := ×k∈Γ[0, 1]. The elements of
the latter space are sequences (ωk)k∈Γ. By E(·) we denote the expectation value
of a random variable w.r.t. probability P.
The first two types of random perturbation are described by the operators:
Hε,loc(ω) := H0 +
∑
k∈Γ
W loc(· − k, εωk), (2.7)
Hε,osc(ω) := H0 +
∑
k∈Γ
W osc(· − k, xn+1, εωk). (2.8)
The third type corresponds to an operator with a small delta-interaction:
Hε,dlt(ω) := H0 +
∑
k∈Γ
εωkW
dlt(· − k)δ(· − Sk), (2.9)
where Sk is a shift of manifold S by k, namely, Sk := {x : (x′ − k, xn+1) ∈ S}. In
all three cases the boundary condition on ∂Π is described by identity (2.2). Notion
(2.9) is formal for indicating the operator in L2(Π) associated with the sesquilinear
form
hdlt(u, v) := (∇u,∇v)L2(Π) +
∑
k∈Γ
εωk
(
W dlt(· − k)u, v)
L2(Sk)
in L2(Π). (2.10)
The domain of this form is the set of functions in H1(Π) having zero trace on
the Dirichlet part of boundary ∂Π. One more equivalent description of operator
Hε,dlt(ω) is operator −∆+ V0 in Π with boundary condition (2.2) on ∂Π and the
boundary condition
[u]Sk = 0,
[
∂u
∂ν
]
Sk
= bu
∣∣
Sk
, k ∈ Γ, (2.11)
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where [v]Sk = v
∣∣
Sk+0
− v∣∣
Sk−0
is the jump of function v at Sk being the difference
of the values on the external and internal sides of Sk.
The main aim of the present work is to obtain initial length scale estimate for
operators Hε,loc(ω), Hε,osc(ω), Hε,dlt(ω).
To formulate the main results, we shall make use of additional auxiliary nota-
tions. Given α ∈ Γ, N ∈ N, the symbol Πα,N stands for a piece of layer Π:
Πα,N :=
{
x : x′ = α +
n∑
i=1
aiei, ai ∈ (0, N), 0 < xn+1 < d
}
.
Here ei, i = 1, . . . , n is the basis of lattice Γ, i.e.,
Γ :=
{
x : x′ =
n∑
i=1
aiei, ai ∈ Z
}
.
We also denote
Γα,N :=
{
x′ ∈ Γ : x′ = α +
n∑
i=1
aiei, ai = 0, 1, . . . , N − 1
}
.
We observe that
Πα,N :=
⋃
k∈Γα,N
k.
By Hε,locα,N (ω), Hε,oscα,N (ω), Hε,dltα,N (ω) we denote operators which are introduced in
the same way as Hε,loc(ω), Hε,osc(ω), Hε,dlt(ω), but on set Πα,N with additional
Neumann condition on the lateral boundary. Namely, Hε,locα,N (ω), Hε,oscα,N (ω) are the
operators
−∆+ V0 +
∑
k∈Γα,N
W loc(· − k, εωk) −∆+ V0 +
∑
k∈Γα,N
W osc(· − k, xn+1, εωk)
in Π subject to boundary condition (2.2) on the upper and lower boundaries and
subject to the boundary condition
∂u
∂ν
= 0 ∂Πα,N \ ∂Π, (2.12)
where ν is the outward norm to the boundary. Operator Hε,dltα,N (ω) is introduced
by the (formal) identity
Hε,dltα,N (ω) := −∆+ V0 +
∑
k∈Γα,N
εωkW
dlt(· − k)δ(· − Sk)
in Πα,N subject to boundary condition (2.2) on upper and lower boundaries and
subject to boundary condition (2.12). One can define it rigorously by means of
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sesquilinear form similar to (2.10) or by means of boundary conditions (2.11) for
k ∈ Γα,N .
Let λε,♯α,N(ω), ♯ = loc, osc, dlt be the minimal eigenvalue of operators Hε,locα,N (ω),
Hε,oscα,N (ω), Hε,dltα,N (ω), and Λ0 be the minimal eigenvalue of the operator
− d
2
dx2n+1
+ V0 (0, d)
subject to boundary condition (2.2) at the end-points. The eigenfunction asso-
ciated Λ0 is denoted by ψ0 = ψ0(xn+1) and it is assumed to be normalized in
L2(0, d).
Our first result provides an important lower deterministic estimate for the
difference λε,♯α,N(ω)− Λ0.
Theorem 2.1. Suppose that n = 1, the origin lies in ′ and∫
R
W l(ζ) dζ > 0. (2.13)
Then there exist positive constants c1, c2, N1 such that for
N > N1 and 0 < ε <
c1
N
8
1−a
(2.14)
the estimate
λε,locα,N (ω)− Λ0 >
c2ε
1−a
N
∑
k∈Γα,N
ω1−ak (2.15)
holds true.
By W s∗ = W
s
∗(x, ξ) we denote the solution to the equation
∆ξW
s
∗(x, ξ) =W
s(x, ξ), ξ ∈ (0, 1)n+1 (2.16)
subject to periodic boundary conditions obeying the orthogonality condition:∫
(0,1)n+1
W s∗(x, ξ) dξ = 0, x ∈ Rn+1. (2.17)
By identity (2.3), such problem for W s∗ is uniquely solvable. Moreover, it follows
from (2.5) that function W s∗ has at least the same smoothness as W
s.
Theorem 2.2. Suppose that n > 1,∫

W (x)ψ20(xn+1) dx−
∫

dxψ20(xn+1)
∫
(0,1)n+1
|∇ξW s∗(x, ξ)|2 dξ > 0. (2.18)
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Then there exist positive constants c1, c2, N1 such that for
N > N1 0 < ε <
c1
N
4
1−a
(2.19)
the estimate
λε,oscα,N (ω)− Λ0 >
c2ε
2−2a
Nn
∑
k∈Γα,N
ω2−2ak (2.20)
holds true.
Theorem 2.3. Suppose that n > 1,∫
S
W dlt(x)ψ20(xn+1) dS > 0. (2.21)
Then there exist positive constants c1, c2, N1 such that for
N > N1 0 < ε <
c1
N8
(2.22)
the estimate
λε,dltα,N (ω)− Λ0 >
c2ε
Nn
∑
k∈Γα,N
ωk (2.23)
holds true.
Our next deterministic results describe Combes-Thomas estimates for the con-
sidered operators. We denote by χB = χB(x) the characteristic function of a set
B ⊆ Π, by ‖ · ‖X→Y we denote the norm of an operator acting from a Banach
space X into a Banach space Y , σ(·) stands for the spectrum of an operator.
Theorem 2.4. Suppose that α, β1, β2 ∈ Γ, m1, m2 ∈ N are such that B1 := Πβ1,m1 ⊂ Πα,N ,
B2 := Πβ2,m2 ⊂ Πα,N and the assumption of Theorem 2.1 is satisfied. Then there
exists N2 ∈ N such that for N > N2 the estimate
‖χB1(Hε,locα,N (ω)− λ)−1χB2‖L2(Πα,N )→L2(Πα,N ) 6
C1
δ
e−C2δ dist(B1,B2)
holds true, where δ := dist(λ, σ(Hε,locα,N (ω))) > 0, C1, C2 are positive constants
independent of ε, α, N , δ, β1, β2, m1, m2, λ.
Theorem 2.5. Suppose that α, β1, β2 ∈ Γ, m1, m2 ∈ N are such that B1 := Πβ1,m1 ⊂ Πα,N ,
B2 := Πβ2,m2 ⊂ Πα,N and the assumption of Theorem 2.2 is satisfied. Then there
exists N2 ∈ N such that for N > N2 the estimate
‖χB1(Hε,oscα,N (ω)− λ)−1χB2‖L2(Πα,N )→L2(Πα,N ) 6
C1
δ
e−C2δ dist(B1,B2),
holds true, where δ := dist(λ, σ(Hε,oscα,N (ω))) > 0, C1, C2 are positive constants
independent of ε, α, N , δ, β1, β2, m1, m2, λ.
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Theorem 2.6. Suppose that α, β1, β2 ∈ Γ, m1, m2 ∈ N are such that B1 := Πβ1,m1 ⊂ Πα,N ,
B2 := Πβ2,m2 ⊂ Πα,N , and the assumption of Theorem 2.3 is satisfied. Then there
exists N2 ∈ N such that for N > N2 the estimate
‖χB1(Hε,dltα,N (ω)− λ)−1χB2‖L2(Πα,N )→L2(Πα,N ) 6
C1
δ
e−C2δ dist(B1,B2),
holds true, where δ := dist(λ, σ(Hε,dltα,N (ω))) > 0, C1, C2 are positive constants
independent of ε, α, N , δ, β1, β2, m1, m2, λ.
Our first probabilistic result is presented in the next three theorems.
Theorem 2.7. Suppose that γ ∈ N, γ > 17 and the assumption of Theorem 2.1
is satisfied. Then the interval
IN :=

 c3(
E(ω
1−a
2
k )
) 2
1−aN
8
1−a
,
c1
N
8
γ(1−a)

 , c3 := 2
2
1−a
c
1
1−a
2
,
is non-empty N > N1, where N1, c1, c2 are from Theorem 2.1. For N > N1 and
ε ∈ IN the estimate
P
(
ω ∈ Ω : λε,locα,N (ω)− Λ0 6 N−
1
2
)
6 N(1−
1
γ )e−c4N
1
γ
holds true, where constant c4 > 0 depends only on distribution measure µ.
Theorem 2.8. Suppose that γ ∈ N, γ > 17 and the assumption of Theorem 2.2
is satisfied. Then the interval
IN :=

 c3(
E(ω1−ak )
) 1
1−aN
1
4(1−a)
,
c1
N
4
γ(1−a)

 , c3 := 2
1
1−a
c
1
2(1−a)
2
,
is non-empty N > N1, where N1, c1, c2 are from Theorem 2.2. For N > N1 and
ε ∈ IN the estimate
P
(
ω ∈ Ω : λε,oscα,N (ω)− Λ0 6 N−
1
2
)
6 Nn(1−
1
γ )e−c4N
n
γ
,
holds true, where constant c4 > 0 depends only on distribution measure µ.
Theorem 2.9. Suppose that γ ∈ N, γ > 17 and the assumption of Theorem 2.3
is satisfied. Then the interval
IN :=

 c3(
E(ω
1
2
k )
)2
N
1
2
,
c1
N
8
γ

 , c3 := 4
c2
,
is non-empty N > N1, where N1, c1, c2 are from Theorem 2.3. For N > N1 and
ε ∈ IN the estimate
P
(
ω ∈ Ω : λε,dltα,N (ω)− Λ0 6 N−
1
2
)
6 Nn(1−
1
γ )e−c4N
n
γ
,
holds true, where constant c4 > 0 depends only on distribution measure µ.
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The next three theorems are initial length scale estimates for operatorsHε,locα,N (ω),
Hε,oscα,N (ω), Hε,dltα,N (ω).
Theorem 2.10. Suppose that α ∈ Γ, γ ∈ N, γ > 17, N ∈ N and ε ∈ IN , where
IN is from Theorem 2.7 and the assumption of Theorem 2.1 is satisfied. We choose
β1, β2 ∈ Γα,N , m1, m2 > 0 so that B1 := Πβ1,m1 ⊂ Πα,N , B2 := Πβ2,m2 ⊂ Πα,N .
Then there exists a constant c5 > 0 independent of ε, α, N , β1, β2, m1, m2 such
that the inequality
P
(
ω ∈ Ω : ‖χB1(Hε,locα,N (ω)− λ)−1χB2‖L2(Πα,N )→L2(Πα,N ) 6 2
√
Ne
−
c5 dist(B1,B2)√
N
∀λ 6 Λ0 + 1
2
√
N
)
> 1−N(1− 1γ )e−c4N
1
γ
holds true for N > max{Nγ1 , N2}, where N1 is from Theorem 2.1, N2 is from
Theorem 2.4, c4 is from Theorem 2.7.
Theorem 2.11. Suppose that α ∈ Γ, γ ∈ N, γ > 17, N ∈ N and ε ∈ IN , where IN
is from Theorem 2.8, and the assumption of Theorem 2.2 is satisfied. We choose
β1, β2 ∈ Γα,N , m1, m2 > 0 so that B1 := Πβ1,m1 ⊂ Πα,N , B2 := Πβ2,m2 ⊂ Πα,N .
Then there exists a constant c5 > 0 independent of ε, α, N , β1, β2, m1, m2 such
that the inequality
P
(
ω ∈ Ω : ‖χB1(Hε,oscα,N (ω)− λ)−1χB2‖L2(Πα,N )→L2(Πα,N ) 6 2
√
Ne
−
c5 dist(B1,B2)√
N
∀λ 6 Λ0 + 1
2
√
N
)
> 1−Nn(1− 1γ )e−c4N
n
γ
holds true for N > max{Nγ1 , N2}, where N1 is from Theorem 2.2, N2 is from
Theorem 2.5, c4 is from Theorem 2.8.
Theorem 2.12. Suppose that α ∈ Γ, γ ∈ N, γ > 17, N ∈ N and ε ∈ IN , where IN
is from Theorem 2.9, and the assumption of Theorem 2.3 is satisfied. We choose
β1, β2 ∈ Γα,N , m1, m2 > 0 so that B1 := Πβ1,m1 ⊂ Πα,N , B2 := Πβ2,m2 ⊂ Πα,N .
Then there exists a constant c5 > 0 independent of ε, α, N , β1, β2, m1, m2 such
that the inequality
P
(
ω ∈ Ω : ‖χB1(Hε,dltα,N (ω)− λ)−1χB2‖L2(Πα,N )→L2(Πα,N ) 6 2
√
Ne
−
c5 dist(B1,B2)√
N
∀λ 6 Λ0 + 1
2
√
N
)
> 1−Nn(1− 1γ )e−c4N
n
γ
holds true for N > max{Nγ1 , N2}, where N1 is from Theorem 2.3, N2 is from
Theorem 2.6, c4 is from Theorem 2.9.
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Theorems 2.1–2.12 are adaption of the main results in [3] to operators Hε,♯α,N ,
♯ = loc, osc, dlt. They show how the general approach of work [3] can be extended
for random perturbation not small w.r.t. the original operator, i.e., for non-regular
perturbations. In the first two examples the presence of negative power of ε in the
definition of potentials W loc and W osc make the perturbation singular. In partic-
ular, potential W osc is a classical example of perturbation in the homogenization
theory [6]. The presence of a delta-interaction change the domain of the operator
in comparison with the original one and it is singular in this sense. At the same
time, as it is shown in the present work, these perturbation can be reduced to
regular ones and then we can apply the approach of work [3]. The main idea is to
use operators Vε,♯α,N(ω), ♯ = loc, osc, dlt, see identities (4.7), (5.4), (6.1). Keeping
the spectrum, this operator transforms the original into a regular one, to which
we can apply then the approach of work [3].
We note that in the deterministic case the operator with large potentials lo-
calized on a set of a small measure were studied before, see, for instance, [9], [10].
It was the motivation of considering random perturbation on the basis of such
potentials.
It was shown in [3, Ex. 7] that instead of layer Π, random operators (3.4) with
V0 = 0 can be considered in a multi-dimensional case; the main result remain true.
The same is true for our operators Hε,α,N♯ (ω), ♯ = loc, osc, dlt; for their analogues
in multi-dimensional spaces Theorems 2.1–2.12 are also true.
3 Preliminaries
The proofs of Theorem 2.1–2.12 are based on the general approach developed in
work [3]. This is why let us described the main results and the methods of this
work.
We begin with the formulation of the problem. Let L(t), t ∈ [0, t0], be a family
of linear operators from H2() into L2() described by the formula
L(t) := tL1 + t2L2 + t3L3(t), (3.1)
where Li : H2() → L2(), i = 1, 2, 3, are bounded symmetric operators, and
operator L3(t) is assumed to be bounded uniformly in t. In [3] operators L(t),
L3(t) were defined for t ∈ [−t0, t0]. In our case it is sufficient to assume that
defined just for t ∈ [0, t0]. In order to satisfy formally the assumptions of work [3],
as −t0 6 t < 0 we let L(t) := L(−t), L3(t) := L3(−t), so that L(t), L3(t) happen
to be defined for t ∈ [−t0, t0].
Operators L, L1, L2, L3 can be extended to operators acting from H2(Π) into
L2(Π) as follows. For a function u ∈ H2(Π), its restriction on  belongs to H2().
This is why the action of operators L, L1, L2, L3 is well-defined on this restriction
and the result of the action is an element of L2(). We continue this element be
zero in Π \. The obtained function is the action of the required continuation of
operators L, L1, L2, L3 on the given function u. In what follows these operators
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are assumed to be continued in such a way. We observe that operators L, L1, L2,
L3 treated as operators in L2(Π) are generally speaking unbounded.
Let H be the operator −∆+ V0 in  subject to boundary condition (2.2) on
∂Π ∩ ∂ and to the Neumann condition on ∂ \ ∂Π.
For operators L1, L2, in [3] there were made two main assumptions:
A1. The identity
(L1ψ0, ψ0)L2() = 0
holds true.
A2. Let U be the solution to the boundary value problem
(H − Λ0)U = L1ψ0 (3.2)
orthogonal to ψ0 in L2(). Assume that
(L2ψ0, ψ0)L2() − (U,L1ψ0)L2() > 0. (3.3)
By S(k) we denote the shift operator acting by the rule:
(S(k)u)(x) = u(x′ − k, xn+1).
We introduce the operator
Hεα,N(ω) := −∆+ V0 +
∑
k∈Γα,N
S(k)L(εωk)S(−k) (3.4)
in L2(Πα,N) subject to boundary condition (2.2) on the upper and lower boundaries
and to boundary condition (2.12). By λεα,N(ω) we denote the minimal eigenvalue
of operator Hεα,N (ω).
Under assumptions (A1), (A2), in [3] there were proven the following four
theorems.
Theorem 3.1. There exist positive constants c1, c2, N1 such that for
N > N1 0 < ε <
c1
N4
the estimate
λεα,N(ω)− Λ0 >
c2ε
2
Nn
∑
k∈Γα,N
ω2k
holds true.
Theorem 3.2. Suppose that α, β1, β2 ∈ Γ, m1, m2 ∈ N are such that B1 :=
Πβ1,m1 ⊂ Πα,N , B2 := Πβ2,m2 ⊂ Πα,N . Then there exists N2 ∈ N such that for
N > N2 the estimate
‖χB1(Hεα,N(ω)− λ)−1χB2‖L2(Πα,N )→L2(Πα,N ) 6
C1
δ
e−C2δ dist(B1,B2)
holds true, where δ := dist(λ, σ(Hεα,N(ω))) > 0, C1, C2 are positive constants
independent of ε, α, N , δ, β1, β2, m1, m2, λ.
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Theorem 3.3. Suppose that γ ∈ N, γ > 17. Then the interval
IN :=
[
c3
E(|ωk|)N 14
,
c1
N
4
γ
]
, c3 :=
2√
c2
,
is non-empty N > N1, where N1, c1, c2 are from Theorem 3.1. For N > N1 and
ε ∈ IN , the estimate
P
(
ω ∈ Ω : λεα,N(ω)− Λ0 6 N−
1
2
)
6 Nn(1−
1
γ )e−c4N
n
γ
holds true, where constant c4 > 0 depends only on the distribution measure µ.
Theorem 3.4. Suppose that α ∈ Γ, γ ∈ N, γ > 17, N ∈ N and ε ∈ IN . We choose
β1, β2 ∈ Γα,N , m1, m2 > 0 such that B1 := Πβ1,m1 ⊂ Πα,N , B2 := Πβ2,m2 ⊂ Πα,N .
Then there exists a constant c5 > 0 independent of ε, α, N , β1, β2, m1, m2 such
that the inequality
P
(
ω ∈ Ω : ‖χB1(Hεα,N (ω)− λ)−1χB2‖L2(Πα,N )→L2(Πα,N ) 6 2
√
Ne
−
c5 dist(B1,B2)√
N
∀λ 6 Λ0 + 1
2
√
N
)
> 1−Nn(1− 1γ )e−c4N
n
γ
holds true for N > max{Nγ1 , N2}, where N1, N2 is from Theorem 3.1, 3.2, c4 is
from Theorem 3.3.
It was mentioned in [3, Rem. 2.9] that operators L1, L2 can depend on t. We
suppose that L1 = L1(t), L2 = L2(t), t ∈ [0, t0]. For t ∈ [−t0, 0) we redefine
them as follows: L1(t) = L1(−t), L2(t) = L2(−t). These operators should be
assumed to be uniformly bounded for t ∈ [0, t0] as operators from H2() into
L2(). Assumption (A1) should be satisfied for each t ∈ [0, t0], while estimate
(3.3) in assumption (A2) should be replaced by the following one:
(L2(t)ψ0, ψ0)L2() − (U,L1(t)ψ0)L2() > c0 > 0, t ∈ [0, t0], (3.5)
where c0 is a constant independent of t.
Let us stress certain features of the proofs of Theorems 3.1, 3.2, 3.3, 3.4.
Theorem 3.1 employs essentially the smallness of operator L(εωk) for small ε.
At that, the symmetricity of this operator was not used in the proof; one just
needed the reality of eigenvalue λεα,N(ω). The only exclusion was the proof of an
auxiliary estimate
Λ0 6 λ
ε
α,N(ω) 6 Λ0 + CN
−2 (3.6)
for a given constant C. Under the presence of this estimate and the aforemen-
tioned reality of eigenvalue λεα,N(ω), Theorem 3.1 remains true for non-symmetric
operators L1, L2 depending likely on t.
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Theorem 3.2 does not need the smallness of operator L(εωk) but employs the
symmetricity. It also requires the self-adjointness of operatorHεα,N(ω). The similar
situation is for Theorems 3.3, 3.4; they require just the symmetricity of operator
L(εωk) and self-adjointness of Hεα,N (ω) as well as validity of Theorem 3.1. Oper-
ators L1, L2 can again depend on t.
Let us describe the scheme of the proof of Theorems 2.1–2.12. In view of the
definition of operators Hε,α,N♯ (ω), ♯ = loc, osc, dlt, random perturbation in these
operators can not be represented as (3.1) that prevents a direct application of the
results of work [3]. This is why for each of operators Hε,α,N♯ (ω) we construct a
special bounded and boundedly invertible operator Vε,♯α,N (ω) in L2(Πα,N) such that
the operator
(Vε,♯α,N (ω))−1Hε,α,N♯ (ω)Vε,♯α,N(ω) is represented as (3.4). At that, we
have to introduce a new small parameter and new random variables. Generally
speaking, operators Li happen to be non-symmetric. But as it has been said
above, this is a serious obstacle for proving Theorem 3.1; one just need to check
the reality of eigenvalue λε,α,N♯ (ω) and estimate (3.6). It is clear that spectra of
operators
(Vε,♯α,N(ω))−1Hε,α,N♯ (ω)Vε,♯α,N(ω) and Hε,α,N♯ (ω) coincides. Thanks to the
self-adjointness of the latter operator it ensures the reality of eigenvalue λε,α,N♯ (ω).
Then we succeed to prove estimate (3.6) independently that finally leads us to the
statement of Theorem 3.1 for our particular operators Hε,α,N♯ (ω). The formulation
of the latter theorem for these operators is exactly Theorems 2.1, 2.2, 2.3.
Then we return back to original operators Hε,α,N♯ (ω), where random pertur-
bation are not small anymore but symmetric. And as it has been said above,
this fact and proven Theorems 2.1, 2.2, 2.3 are sufficient to prove general theo-
rems 3.2, 3.3, 3.4. Being applied to our operators, they give immediately Theo-
rems 2.4–2.12.
4 Random localized potentia
The present section is devoted to the study of operator Hε,locα,N (ω) and the proof of
Theorems 2.1, 2.4, 2.7, 2.10.
We begin with proving Theorem 2.1. We observe first that by the self-adjointness
of operator Hε,locα,N (ω) its minimal eigenvalue is real. Then we transform operator
Hε,locα,N (ω) to (3.4). We recall that we consider the case n = 1.
Let W l∗ =W
l
∗(ξ) be the solution to the equation
d2W l∗
dξ2
= W l, ξ ∈ R, (4.1)
determined by the formula
W l∗(ξ) =
1
2
∫
R
|ξ − ζ |W l(ζ) dz. (4.2)
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We note that outside the support of W l, function W l∗ is linear:
W l∗(ξ) =
1
2
ξ
∫
R
W l(ζ) dζ − 1
2
∫
R
ζW l(ζ) dz (4.3)
to the right of the support of W l and
W l∗(ξ) = −
1
2
ξ
∫
R
W l(ζ) dζ +
1
2
∫
R
ζW l(ζ) dz (4.4)
to the left of the support of W l. We let
Qloc(x, ε, ω) := 1 +
∑
k∈Γα,N
(εωk)
2−aW loc∗ (x1 − k, εωk)χ(x1), (4.5)
where function W loc∗ is introduced by the identities
W loc∗ (x1, ε) :=W
l
∗
(x1
ε
)
, ε > 0, W loc∗ (x1, 0) := 0.
By χ = χ(x1) we denote an infinitely differentiable cut-off function equalling one in
a neighborhood of the origin and vanishing outside a bigger neighborhood. The size
of the bigger neighborhood is supposed to be small enough so that it is contained
in ′; we recall that by our assumption the origin is an internal point of ′. In
view of the identities and the presence of cut-off function χ, the second term in
the right hand side of (4.5) is of order O(ε1−a):∣∣∣(εωk)2−a ∑
k∈Γα,N
W loc∗ (x1 − k, εωk)χ(x1 − k)
∣∣∣ 6 Cε1−a,
∣∣∣(εωk)2−a d
dx1
∑
k∈Γα,N
W loc∗ (x1 − k, εωk)χ(x1 − k)
∣∣∣ 6 Cε1−a, (4.6)
where constant C is independent of ε, x1, and ω. This is why the operator of
multiplication by function Qloc(x, ε, ω) is bounded and boundedly invertible in
L2(Π). We denote such operator by Vε,locα,N (ω). Since function Qloc(·, ε, ω) belongs
to C2(Π), is independent of xn+1 and is identically equals to one in the vicinity
of the lateral boundary of Πα,N , operator Vε,locα,N (ω) maps the domain of operator
Hε,locα,N (ω) onto itself. Employing equation (4.1), by straightforward calculations
one can check easily that(Vε,locα,N (ω))−1Hε,locα,N (ω)Vε,locα,N (ω) = −∆+ V0
+
∑
k∈Γα,N
(εωk)
1−a
(
A1,loc(x1 − k, εωk) d
dx1
+ A0,loc(x1 − k, εωk)
)
,
(4.7)
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where the operator in the right hand side is considered in Πα,N with the same
boundary conditions as Hε,locα,N (ω). Coefficients Aεωk0,loc(x1 − k), Aεωk1,loc(x1 − k) are
determined by the identities
A1,loc(x1, ε) :=− ε
1 + ε2−aW loc∗ (x1, ε)χ(x1)
d
dx1
W loc∗ (x1, ε)χ(x1),
A0,loc(x1, ε) :=− ε
1 + ε2−aW loc∗ (x1, ε)χ(x1)
(
2
dW loc∗ (x1, ε)
dx1
dχ
dx1
(x1)
+W loc∗ (x1, ε)
d2χ
dx21
(x1)
)
+
ε1−a
1 + ε2−aW loc∗ (x1, ε)χ(x1)
χ(x1)W
loc
∗ (x1, ε)W
loc(x1, ε).
These formulae and estimates (4.6) imply that coefficients A0,loc(x1, εωk), A1,loc(x1, εωk)
are bounded uniformly in x1, ε, ω. This is why the operator in the right hand side
of identity (4.7) can be represented as (3.4) if we take ε
1−a
2 as a new small param-
eter, ω
1−a
2
k as new random variables, and (3.1) we let
L1 := 0, L2 := 3, L2 := K1,loc(x1, t) d
dx1
+K0,loc(x1, t), (4.8)
where coefficients K1,loc, K0,loc are determined by the formulae:
K1,loc(x1, t) :=− t
1
1−a
1 + t
2−a
1−aW l∗
(
x1
t
1
1−a
) d
dx1
W l∗
(
x1
t
1
1−a
)
χ(x1),
K0,loc(x1, t) :=− t
1
1−a
1 + t
2−a
1−aW l∗
(
x1
t
1
1−a
)(2 dχ
dx1
(x1)
d
dx1
W l∗
(
x1
t
1
1−a
)
+
d2χ
dx21
(x1)W
l
∗
(
x1
t
1
1−a
))
+
1
1 + t
2−a
1−aW l∗
(
x1
t
1
1−a
)χ(x1)W l∗
(
x1
t
1
1−a
)
W l
(
x1
t
1
1−a
)
,
(4.9)
as t > 0 and
K1,loc(x1, 0) := 0, K0,loc(x1, 0) :=
1
2
∫
R
W l(ζ) dζ. (4.10)
The choice of the values for coefficients K1,loc(x1, 0), K0,loc(x1, 0) is arbitrary since
L(0) = 0. The above choice of these values will be clarified later, cf, Remark 4.1.
Let us prove that operator L(t) introduced by formulae (3.1), (4.8) satisfies
Assumptions (A1), (A2). The first of them is satisfied since L1 = 0. To check
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the other, we first observe that for our case the solution to equation (3.2) is zero:
U = 0. This is why to check inequality (3.5), it is sufficient to estimate from below
the scalar (L2(t)ψ0, ψ0)L2(). Since coefficients A1, A0 are real-valued, the same
is true for this scalar product. Formulae (4.9), estimates (4.6), identities (4.4),
(4.5), and the fact that the supports of the functions W l
(
x1
t
1
1−a
)
and 1−χ(x1) are
disjoint for small t imply immediately that
K1,loc(x1, t)
d
dx1
ψ0(xn+1) = 0,
(K0,locψ0, ψ0)L2() =
∫
′
K0,loc(x1, t) dx1 =
∫
R
A0(x1, t) dx1
= t
1
1−a
∫
R
d
dx1
(
1− χ(x1)
)
W l∗
(
x1
t
1
1−a
)
dx1 +O(t
1
1−a )
=
∫
R
W l(ζ) dζ +O(t
1
1−a ).
(4.11)
These relations, Assumption (2.13) and definition (4.8) of operator L2 yield re-
quired estimate (3.5) with c0 =
1
2
∫
R
W l(ζ) dζ .
Remark 4.1. The above choice of value for A0(x1, 0) ensures estimate (3.5) for
t = 0 with above mentioned constant c0.
In view of said in the previous section, to complete the proof of Theorem 2.1
we just need to check estimates (3.6). By the minimax principle for the original
self-adjoint operator Hε,locα,N (ω) with test function ψ0 we have
λε,locα,N (ω) 6
‖∇ψ0‖2L2(Πα,N ) + (V0ψ0, ψ0)L2(Πα,N )
‖ψ0‖2L2(Πα,N )
+
∑
k∈Γα,N
(
W loc(· − k, εωk)ψ0, ψ0
)
L2(Πα,N )
‖ψ0‖2L2(Πα,N )
6Λ0 +
∑
k∈Γα,N
(
W loc(· − k, εωk)ψ0, ψ0
)
L2(Πα,N )∑
k∈Γα,N
‖ψ0‖2L2()
6Λ0 +
∑
k∈Γα,N
εωk 6=0
(εωk)
−a
(
W l
(
·
εωk
)
ψ0, ψ0
)
L2()∑
k∈Γα,N
‖ψ0‖2L2()
6Λ0 +
ε1−a
|′|
∫
R
W l(ζ) dζ 6 Λ0 +
C
N8
,
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and for sufficiently great N1 (cf. (2.14)) we arrive at the right estimate in (3.6).
To prove the left estimate in (3.6), in domain Πα,N we consider lateral bound-
aries ∂k \ ∂Π of sets k for each k ∈ Γα,N , and on these surfaces we impose Neu-
mann boundary conditions. Then by the minimax principle, eigenvalue λε,locα,N (ω)
is estimated from below by the minimal among smallest eigenvalues of operators
Hε,lock,1 (ωk), k ∈ Γα,N , on cells k:
λε,locα,N (ω) > min
k∈Γα,N
λε,lock,1 (ωk).
Smallest eigenvalue λε,lock,1 (ωk) of operator Hε,lock,1 (ωk) is also the smallest eigenvalue
of operator
(Vε,lock,1 )−1Hε,lock,1 (ωk)Vε,lock,1 . According to (4.7) with α = k, N = 1,
this operator is a small regular perturbation of operator −∆+V0 in k subject to
boundary condition (2.2) on ∂k∩∂Π and to Neumann condition on ∂k\∂Π. This
is why in accordance with the general theory of regular perturbations, λε,lock,1 (ωk)
has the asymptotics
λε,lock,1 (ωk) =Λ0 +
(εωk)
1−a
|′|
((
A1,loc( ·, εωk) d
dx1
+ A0,loc( ·, εωk)
)
ψ0, ψ0
)
L2()
+O((εωk)
2−2a).
(4.12)
Formulae (4.9) with t = (εωk)
1−a
2 yield that((
A1,loc( ·, εωk) d
dx1
+ A0,loc( ·, εωk)
)
ψ0, ψ0
)
L2()
=
∫
R
W l(ζ) dζ +O(εωk),
and hence, asymptotics (4.12) becomes
λε,lock,1 (ωk) = Λ0 +
(εωk)
1−a
|′|
∫
R
W l(ζ) dζ +O((εωk)
2−2a).
Now by Assumption (2.13) we arrive at the left estimate in (3.6). The proof of
Theorem 2.1 is complete.
The proofs of Theorems 3.2, 3.3, 3.4 for operator Hε,locα,N (ω) are borrowed from
[3] with no changes and it leads us to Theorems 2.4, 2.7, 2.10.
Remark 4.2. We observe that we consider operatorHε,locα,N (ω) with random localized
potential only in a strip assuming n = 1. In the multi-dimensional case we can also
construct transformation Vε,locα,N (ω) satisfying formula (4.7). Such transformation
should be constructed as (4.5) and functionW l∗ should be introduced as the solution
to the equation
∆ξW
l
∗ = W
l, ξ ∈ Rn,
determined by the identity
W l∗(ξ) := −
∫
Rn
E(ξ − ζ)W l(z) dz,
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where E is the fundamental solution of Laplace operator Rn. At the same time, af-
ter passing to the transformed operator, Assumption (A2) is not satisfied, namely,
estimate (3.5) fails. This is the reason for introducing the aforementioned restric-
tion for the dimension of layer Π.
5 Random fast oscillating potential
In the present section we consider operatorHε,oscα,N (ω) and prove Theorems 2.2, 2.5, 2.8, 2.11.
The scheme of the proof follows the same lines as in the third section: we pay the
main assumption to the proof of Theorem 3.1 for operator 2.2. After that, the
proof of Theorems 3.2, 3.3, 3.4 is borrowed from [3] with no changes and being
applied to operator Hε,oscα,N (ω), it gives the statements of Theorems 2.5, 2.8, 2.11.
This is why in what follows we prove Theorem 2.2 only.
Thanks to the self-adjointness of operator Hε,oscα,N (ω), its smallest eigenvalue
λε,oscα,N (ω) is real. Let us construct operator Vε,oscα,N (ω) transforming operatorHε,oscα,N (ω)
to (3.4). We let
Qosc(x, ε, ω) := 1 +
∑
k∈Γα,N
(εωk)
2−aW osc∗ (x
′ − k, xn+1, εωk), (5.1)
where function W osc∗ is determined by the identities:
W osc∗ (x, ε) :=W
s
∗
(
x,
x
ε
)
, ε > 0, W s(x, 0) := 0. (5.2)
By Vε,oscα,N (ω) we denote the operator of multiplication by function Qosc(x, ε, ω).
Due to the smoothness of W s, function Qosc is twice continuously differentiable
w.r.t. x in Π. Moreover, uniform in x ∈ Π, ε, ω estimates∣∣∣(εωk)2−a ∑
k∈Γα,N
W osc∗ (x
′ − k, xn+1, εωk)χ(x′ − k)
∣∣∣ 6 Cε2−a,
∣∣∣(εωk)2−a∇x′ ∑
k∈Γα,N
W osc∗ (x
′ − k, xn+1, εωk)χ(x′ − k)
∣∣∣ 6 Cε1−a (5.3)
hold true. This is why operator Vε,oscα,N (ω) is bounded and boundedly invertible in
L2(Πα,N) and maps the domain of operator Hε,oscα,N (ω) onto itself. As in (4.7), in
view of equation (2.16), one can easily check that
(Vε,oscα,N (ω))−1Hε,locα,N (ω)Vε,oscα,N (ω) = −∆+ V0+
+
∑
k∈Γα,N
(εωk)
1−a
( n+1∑
j=1
Aj,osc(x
′ − k, xn+1, εωk) ∂
∂xj
+
+ A0,osc(x
′ − k, xn+1, εωk)
)
.
(5.4)
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Operator in the right hand side of this identity is considered in Πα,N with the same
boundary conditions as Hε,oscα,N (ω). Coefficients Aj,osc, A0,osc read as
Aj,osc(x, ε) :=− ε
1 + ε2−aW osc∗ (x, ε)
∂W osc∗
∂xj
(x, ε),
A0,osc(x, ε) :=− 1
1 + ε2−aW osc∗ (x, ε)
(
2
n+1∑
j=1
∂2W s∗
∂xj∂ξj
(
x,
x
ε
)
+ ε(∆xW
s
∗)
(
x,
x
ε
)
+ ε1−aW s∗
(
x,
x
ε
)
W osc∗ (x, ε)
)
+ ε1−aW (x).
The first two terms in the brackets in the right hand side of the formula for A0,osc
should be treated in the sense of the partial derivatives w.r.t. x and ξ for function
W s∗(x, ξ) followed by the substitution ξ =
x
ε
.
It follows from estimates (5.3) that functionsAj,osc(x, ε), A0,osc(x, ε) are bounded
uniformly in x, ε and ωk. The right hand side of identity (5.4) can be represented
as (3.4) satisfying at the same time Assumptions (A1), (A2).
In order to do it, we shall make use of the following auxiliary lemma.
Lemma 5.1. Suppose that function w = w(x, ξ) defined in R2n+2 is 1-periodic
w.r.t. each of variables ξi, i = 1, . . . , n, and is compactly supported w.r.t. x:
suppw(·, ξ) ⊆M ⊂  for each ξ ∈ Rn, (5.5)
where M is a some fixed set. Suppose that
∂|α|+|β|w
∂xα∂ξβ
∈ C(R2n+2), α, β ∈ Zn+, |α| 6 m, |β| 6 1, (5.6)
for some m ∈ N. Then the asymptotic identity∫

w
(
x,
x
ε
)
dx =
∫

dx
∫
(0,1)n+1
w(x, ξ) dξ +O(εm) (5.7)
holds true.
Proof. Passing to the function
(x, ξ) 7→ w(x, ξ) −
∫
(0,1)n+1
w(x, ζ) dζ,
we see that it is sufficient to prove the statement of the lemma for the case∫
(0,1)n+1
w(x, ξ) dξ = 0 x ∈ . (5.8)
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Thanks to this identity, the boundary value problem for the equation
∆ξw∗ = w, ξ ∈ (0, 1)n+1
subject to periodic boundary conditions is solvable for each x ∈  and there exists
the unique solution satisfying condition (5.8). This function possesses the following
smoothness:
∂|α|+|β|w∗
∂xα∂ξβ
∈ C(R2n+2), α, β ∈ Zn+, |α| 6 m, |β| 6 2. (5.9)
As w, function w∗ is compactly supported w.r.t. x. By the equation for w∗, the
identity
ε2
n+1∑
j=1
∂
∂xj
∂w∗
∂ξj
(
x,
x
ε
)
= ε
n+1∑
j=1
∂2w∗
∂xj∂ξj
(
x,
x
ε
)
+ w
(
x,
x
ε
)
holds true, where the derivatives in the right hand side are treated as the partial
derivatives w.r.t. x and ξ for function w(x, ξ), and the derivative w.r.t. in xj in
the left hand side is the total derivative w.r.t. xj for a function depending of x
and x/ε. In view of the last identity we have:
∫

w
(
x,
x
ε
)
dx =ε2
∫

n+1∑
j=1
∂
∂xj
∂w∗
∂ξj
(
x,
x
ε
)
dx− ε
∫

n+1∑
j=1
∂2w∗
∂xj∂ξj
(
x,
x
ε
)
dx
=− ε
∫

n+1∑
j=1
∂2w∗
∂xj∂ξj
(
x,
x
ε
)
dx.
(5.10)
We observe that each of the integrands in the left hand side of the obtained identity
has smoothness (5.6) with m replaced by m − 1 and satisfies condition (5.8).
Applying identity (5.10) as many times as needed, we arrive at the statement of
the lemma.
We denote
T osc(ε) :=
εa−1
|′|
∫

ψ20(xn+1)
1 + ε2−aW osc∗ (x, ε)
(
2
n+1∑
j=1
∂2W s∗
∂xj∂ξj
(
x,
x
ε
)
+ε(∆xW
s
∗)
(
x,
x
ε
))
dx.
By the first estimate in (5.3), the identity
1
1 + ε2−aW osc∗ (x, ε)
= 1 +O(ε2−a) (5.11)
holds true uniformly in x ∈ . This is why Lemma 5.1, condition (2.17) and the
smoothness of function W s∗ imply the identity
T osc(ε) = O(ε). (5.12)
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Let us define operator L(t). We let
L1(t) :=
n+1∑
j=1
K
(1)
j,osc(x, t)
∂
∂xj
+K
(1)
0,osc(x, t),
L2(t) := K(2)0,osc(x, t), L3(t) := 0,
(5.13)
as t > 0, where
K
(1)
j,osc(x, t) :=
t
1
1−a
1 + t
2−a
1−aW osc∗ (x, t
1
1−a )
∂
∂xj
W osc∗ (x, t
1
1−a ),
K
(1)
0,osc(x, t) :=−
1
1 + t
2−a
1−aW osc∗ (x, t
1
1−a )
(
2
n+1∑
j=1
∂2W s∗
∂xj∂ξj
(
x,
x
t
1
1−a
)
+ t
1
1−a (∆xW
s
∗)
(
x,
x
t
1
1−a
))
+ t T osc(t
1
1−a ),
K
(2)
0,osc(x, t) :=− T osc(t
1
1−a ) +W (x) +
W s
(
x, x
t
1
1−a
)
W osc∗
(
x, x
t
1
1−a
)
1 + t
2−a
1−aW osc∗ (x, t
1
1−a )
,
and for t = 0, operators Li are determined by the formulae
L1(0) :=0, L3(0) := 0,
L2(0) :=1
2
∫

W (x)ψ20(xn+1) dx
− 1
2
∫

dxψ20(xn+1)
∫
(0,1)n+1
|∇ξW s∗(x, ξ)|2 dξ.
(5.14)
It is easy to make sure that under such choice of operator L(t), the right hand side
of (5.4) becomes (3.4), if as a new small parameter we choose ε1−a, and as new
random variables we take ω1−ak .
Let us check Assumptions (A1), (A2). The first of the assumptions follows
directly from the definition of quantity T osc and coefficient K
(2)
0,osc.
Let us check Assumption (A2), namely, estimate (3.5). First we find out the
behavior of scalar product (L2(t)ψ0, ψ0)L2(). In order to do it, we employ estimate
(5.12), identity (5.11) and Lemma 5.1:
(L2(t)ψ0, ψ0)L2() =
∫

K
(2)
2,osc(x, t)ψ
2
0(xn+1) dx =
∫

W (x)ψ20(xn+1) dx
+
∫
L2()
ψ20(xn+1)W
s
(
x,
x
t
1
1−a
)
W osc∗ (x, t
1
1−a ) dx+O(t
1
1−a )
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=∫

W (x)ψ20(xn+1) dx
+
∫
L2()
ψ20(xn+1)W
s
(
x,
x
t
1
1−a
)
W s∗
(
x,
x
t
1
1−a
)
dx+O(t
1
1−a )
=
∫

W (x)ψ20(xn+1) dx+
∫

dxψ20(xn+1)
∫
(0,1)n+1
W s(x, ξ)W s∗(x, ξ) dξ +O(t
1
1−a ).
In view of equation (2.16) and boundary conditions for W s∗ , we can integrate by
parts in the latter integral:∫

dxψ20(xn+1)
∫
(0,1)n+1
W s(x, ξ)W s∗(x, ξ) dξ
=
∫

dxψ20(xn+1)
∫
(0,1)n+1
W s∗(x, ξ)∆ξW
s
∗(x, ξ) dξ
= −
∫

dxψ20(xn+1)
∫
(0,1)n+1
|∇ξW s∗(x, ξ)|2W s∗(x, ξ) dξ.
We finally obtain:
(L2(t)ψ0, ψ0)L2() =
∫
L2()
W (x)ψ20(xn+1) dx
−
∫

dxψ20(xn+1)
∫
(0,1)n+1
|∇ξW s∗(x, ξ)|2W s∗(x, ξ) dξ +O(t
1
1−a ).
(5.15)
Let us find out the behavior of the solution to equation (3.2). The right hand
side of this equation is the function
(L1(t)ψ0)(x, t) =− ψ0(xn+1)
1 + t
2−a
1−aW osc∗ (x, t
1
1−a )
(
2
n+1∑
j=1
∂2W s∗
∂xj∂ξj
(
x,
x
t
1
1−a
)
+ t
1
1−a (∆xW
s
∗)
(
x,
x
t
1
1−a
))
+ t T osc(t
1
1−a )ψ0(xn+1).
For the solution to equation (3.2) with such right hand side, one can construct
its asymptotic expansion for small t by the multiscale method [6]. This expansion
is valid at least in the norm of L2(). The leading term of this expansion is a
quantity of order O(t
2
1−a ). This is why
(U,L1(t)ψ0)L2() = O(t
2
1−a ), t→ 0.
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Hence, in view of (5.15) we have:
(L2(t)ψ0, ψ0)L2() − (U,L1(t)ψ0)L2() =
∫
L2()
W (x)ψ20(xn+1) dx
−
∫

dxψ20(xn+1)
∫
(0,1)n+1
|∇ξW s∗(x, ξ)|2W s∗(x, ξ) dξ +O(t
1
1−a )
>
1
2
∫
L2()
W (x)ψ20(xn+1) dx
− 1
2
∫

dxψ20(xn+1)
∫
(0,1)n+1
|∇ξW s∗(x, ξ)|2W s∗(x, ξ) dξ
(5.16)
for sufficiently small t. It proves Assumption (A2) for t > 0. As t = 0, we have
L1(t)ψ0 = 0, U = 0, and estimate (5.16) is satisfied by the definition of L2(0), cf.
(5.14).
Let us check estimates (3.6). As in the previous section, to prove the right
estimate, we apply the minimax principle with test function ψ0:
λε,oscα,N (ω) 6
‖∇ψ0‖2L2(Πα,N ) + (V0ψ0, ψ0)L2(Πα,N )
‖ψ0‖2L2(Πα,N )
+
∑
k∈Γα,N
(
W osc(· − k, xn+1, εωk)ψ0, ψ0
)
L2(Πα,N )
‖ψ0‖2L2(Πα,N )
6Λ0 +
∑
k∈Γα,N
(
W osc(· − k, xn+1, εωk)ψ0, ψ0
)
L2(Πα,N )∑
k∈Γα,N
‖ψ0‖2L2()
6Λ0 +
∑
k∈Γα,N
εωk 6=0
(εωk)
−a
(
W osc
(
·, ·
εωk
)
ψ0, ψ0
)
L2()∑
k∈Γα,N
‖ψ0‖2L2()
=Λ0 +
1
Nn|′|
∑
k∈Γα,N
εωk 6=0
(εωk)
−a
∫

W s
(
x,
x
εωk
)
ψ20(xn+1) dx.
By Lemma 5.1 and Assumption (2.18) it yields:
λε,oscα,N (ω) 6 Λ0 + Cε
1−a 6 Λ0 +
C
N4
, C > 0,
where constant C is independent of ε and N . In view of (2.19), for sufficiently
large N1 it implies the right estimate in (3.6).
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In order to prove the left estimate in (3.6), completely by analogy with the
previous section on the basis of the minimax principle we get the lower estimate:
λε,oscα,N (ω) > min
k∈Γα,N
λε,osck,1 (ωk), (5.17)
where λε,osck,1 (ωk) is the smallest eigenvalue of operator Hε,osck,1 (ωk) on cell k subject
to appropriate boundary conditions. At the same time, it is an eigenvalue of the
operator
(Vε,osck,1 (ωk))−1Hε,osck,1 (ωk)Vε,osck,1 (ωk). In accordance with identity (5.4), the
latter is a small regular perturbation of the operator −∆ + V0 in k subject to
appropriate boundary conditions. Then in accordance with regular perturbation
theory, the asymptotics for eigenvalue λε,osck,1 (ωk) reads as
λε,osck,1 (ωk) =Λ0 +
(εωk)
1−a
|′| (L1(εωk)ψ0, ψ0)L2()
+
(εωk)
2−2a
|′|
(
(L2(εωk)ψ0, ψ0)L2() − (U,L1(εωk)ψ0)L2()
)
+O
(
(εωk)
3−3a
)
,
where U is the solution to equation (A2) with right hand side L1(εωk)ψ0. By
formula (5.16) and Assumption (A1) it follows that
λε,osck,1 (ωk) =Λ0 +
(εωk)
2−2a
|′|
(∫

W (x)ψ20(xn+1) dx
−
∫

dxψ20(xn+1)
∫
(0,1)n+1
|∇ξW s∗(x, ξ)|2 dξ
)
+O
(
(εωk)
3−3a
)
that implies
λε,osck,1 (ωk) > Λ0
for sufficiently small ε. By (5.17) it proves the leftt estimate in (3.6) and completes
the proof of Theorem 2.2.
Remark 5.1. The idea of constructing operator Vε,oscα,N (ω) is borrowed from works
[4], [5], where a similar operator was constructing in one-dimensional case. In the
present work this approach is extended to an arbitrary dimension.
6 Random delta-interaction
In the present section we study operatorHε,dltα,N (ω) and prove Theorems 2.3, 2.6, 2.9, 2.12.
It was shown in papers [7, Ex. 5], [8, Ex. 5] that by means of a certain
change of spatial variables and a multiplication by a certain function, the operators
with delta-interactions can be reduced to usual differential operators keeping the
spectrum and the self-adjointness. Applying the results of works [7, Ex. 5], [8, Ex.
5] to our operator Hε,dltα,N (ω), we arrive at the following statement.
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Lemma 6.1. There exists a change of variables y = (y1, . . . , yn+1), yi = yi(x, εω),
i = 1, . . . , n + 1, such that
1. Outside small fixed neighborhoods of surfaces Sk, k ∈ Γ, change x 7→ y is
identical, i.e., yi = xi. Change x 7→ y maps each cell k onto itself.
2. Functions yi are twice differentiable functions and their second derivatives
are piecewise continuous.
3. Let p = p(y, εω) be the Jacobian of change x 7→ y, i.e.,
p = det
D(y1, . . . , yn+1)
D(x1, . . . , xn+1)
,
where the matrix in the left hand side is the Jacobi matrix of the change.
On functions u ∈ L2(Πα,N), u = u(y) we define the operator in terms of the
inverse change x = x(y, εω):
(Vε,dltα,N (ω)u)(x) := p−
1
2 (x(y, εω))u(x(y, εω)).
The identity(Vε,dltα,N (ω))−1Hε,dltα,N (ω)Vε,dltα,N (ω) =−∆+ V0
+
∑
k∈Γα,N
εωkS(k)M(εωk)S(−k) (6.1)
holds true, where M(t) is a symmetric second order differential operator with
piecewise coefficients vanishing outside a small neighborhood of surface S.
4. The identity
(M(t)ψ0, ψ0)L2() =
∫
S
W dltψ20 dS
holds true.
We define operator L(t):
L1 := 0, L2(t) :=M(t 12 ), L3(t) := 0, L(t) := tM(t), t ∈ [0, t0].
In accordance with Statement 3 of Lemma 6.1, the left hand side of identity (6.1)
coincides with operator (3.4) if as a new small parameter we take ε
1
2 , and ω
1
2
k as
new random variables. At that, Assumption (A1) holds true. The solution of the
corresponding equation (3.2) vanishes, and thus, by (2.21), Assumption (A2) is
also satisfied. And since operators Li, i = 1, 2, 3, are symmetric, we can apply
directly the general results of Theorems 3.1, 3.2, 3.3, 3.4. It leads us immediately
to Theorems 2.3, 2.6, 2.9, 2.12.
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