Abstract
Introduction

30
Neurons are the building blocks of the nervous system. Inspecting and investigating information that needs to be processed is now too high for a spike sorting in manual 62 or semi-automated fashion (Einevoll et al., 2012) . Thus, the main challenge is to 63 develop automatic spike sorting algorithms (Wood et al., 2004) .
64
In this paper, we introduce a novel automatic spike sorting algorithm based on t- 
Materials and methods
75
In this study, spike sorting performance with increasing number of neurons was 
84
The overall procedure of the proposed spike sorting algorithm is illustrated in Fig 1. 
85
The method consists of the following steps: 
Spike detection
91
As all spike sorting algorithms, the initial step prior to the sorting method is to extract 92 the spikes from the recording data. Primary preprocessing and band-pass filtering
93
(300-6000 Hz, four pole Butterworth), enhances the spike detection on top of the 94 background noise activity. Generally, spike detection is carried out by amplitude 95 thresholding (T). To set an automatic threshold, a method is described based on the 96 median absolute deviation (MAD).
where is the bandpass-filtered signal. In common cases where the median of signal 98 (x) is zero, the Eq. 1 simplifies to:
This method measures the variability of a univariate sample of quantitative data.
100 Therefore, the variance is then robustly estimated as (Donoho and Johnstone, 1994) :
where k=1.4826 is a scale factor for normally distributed. Generally, amplitude 
where ̂ is an estimate of the standard deviation of the background noise.
105
After detection of all of the likely spikes, the next step is to store the detected spike around each point (ɛ) and minimum number of points that should be in a cluster 141 (MinPts). These parameters were also optimized along with the t-SNE parameters 142 using GA for the above-mentioned ground truth dataset. 
Genetic Algorithms (GA)
147
The six free parameters of the algorithm (distance metric, perplexity, exaggeration,
148
number of dimension, ɛ and MinPts) were optimized using a GA. Some options of 149 the GA are indicated in Table 1 . Therefore, 6-demensional string (chromosome) are were obtained (Table 3) . Based on these optimal values, the optimal spike sorting 198 algorithm was developed and assessed for simulated and real datasets. 
Spike sorting results
200
The results of the proposed algorithm for a sample population of 10 neurons are The performance of optimal t-SNE and DBSCAN sorter algorithm was compared than 8 (Fig. 5B) . 
242
The knowledge derived from these results is that the our proposed algorithm could 
Comparison with the real data
248
The performance of optimal t-SNE and DBSCAN sorter algorithm on real data were 249 compared with sorting carried out by three human experts using Plexon offline sorter 250 V3.3.5 manuallyFor this purpose, 91691 spikes are detected using an amplitude 251 threshold after filtering real data and each expert clustered these spikes separately.
252
The spikes were also separately clustered by our fully automated algorithm. Result average correlation, the better the sorting algorithm (Table 5) . We assume that this (Fig 8B, F2,33=2 .45 P=0.09). There was even a 272 nonsignificant trend for higher homogeneity for the algorithm. According to better than WAVECLUS when the number of neurons was large (Fig 5) . The 306 sensitivity and accuracy of spike sorting was above 90% and specificity was above 307 80% in simulated data for up-to 20 simultaneously recoded neurons (Fig 4) . Detected 308 neurons had distinct spike shapes with ISI distribution outside the refractory period 309 in almost all cases in both simulated (Fig 3) and real data (Fig 7) . Comparison of 310 algorithm performance with that of manual sorting by experts showed equal or better 311 performance as measured by homogeneity of spike shapes for detected neurons (Fig   312   8b ). The six parameters in our algorithm were optimized using a genetic algorithm. While 317 this algorithm was optimized on the simulated data, using the same parameters on The main problem that we tried to overcome was sorting of large number of neurons. 
332
This is because in those algorithms neurons with low firing rate are often discarded 333 as noise or a grouped together with neurons with more numerous but similar spikes.
334
A problem that is avoided in our algorithm by using density based clustering which to the tissue. We have provided a software equipped with a graphical user interface
348
(GUI) that implements our t-SNE-DBSCAN algorithm along with this paper.
349
Although our software runs quickly on datasets with low number spikes, the 445 Fig. 2 The flowchart of GA optimization procedure: 1) An initial population is generated by randomly choosing parameters from a specified range.
2) The accuracy of confusion matrix (Acc) for the simulated dataset is calculated.
3) The desirability function (J) was calculated based on the averages accuracy values of confusion matrixes across the sessions. 4) The process is repeated for all chromosomes in the pool. 5) Population is assessed and a new gene pool is formed by: recombination and mutation. 6) This procedure continues until either of stopping criteria.
446
Figure 3. The spike shape and ISI of each neuron determined by our t-SNE and DBSCAN algorithm using GA optimized parameters on a session with 10 simultaneously neurons. There were 10 hit neurons with zero missed neurons. There were not any false positive clusters and any refractory period violations. Performance for each neuron is shown in a pair of plots: all detected spike shapes are shown in the left plot and the ISI distribution is shown in the right plot. The zoomed in distribution of ISIs is shown as an inset in the right plot to allow one to examine ISIs less than 2ms refractory period. 
455
Figure 7. The spike shape and ISI of each neuron using our proposed optimal t-SNE and DBSCAN algorithm on a real signal with 4 neurons. Performance for each neuron is shown in a pair of plots: all detected spike shapes are shown in the left plot and the ISI distribution is shown in the right plot. The zoomed in distribution of ISIs is shown as an inset in the right plot to allow one to examine ISIs less than 2ms refractory period. Spike numbers with ISIs below the minimum refractory period (2 ms) is 0.02% (14 out of 68443 spikes) for unit #1, 0.03% (3 out of 8011 spikes) for unit #2, 0% (0 out of 6601 spikes) for unit #3 but is 32% (169 out of 509 shapes) for noise cluster. Table 4 . The performance of the proposed algorithm shown as mean±std 
