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Abstract
In the study of asymptotic behavior of solutions for reaction diffusion systems, an important con-
cern is to determine whether and when the system has a global attractor which attracts all positive
time-dependent solutions. The aim of this paper is to investigate the global attraction problem for
a finite difference system which is a discrete approximation of a coupled system of two reaction
diffusion equations with time delays. Sufficient conditions are obtained to ensure the existence and
global attraction of a positive solution of the corresponding steady-state system. Applications are
given to three types of Lotka–Volterra reaction diffusion models, where time-delays may appear in
the opposing species.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
There are huge amount of works that are devoted to the asymptotic behavior of solu-
tions of reaction diffusion equations and ordinary differential systems. Of special concern
is the global attractivity of systems where the effect of time delays is taken into consider-
ation, especially in the area of population dynamics (cf. [2,5–7,9,12,15,17–20]). In recent
years, considerable attention has been given to the asymptotic behavior of solutions for
finite difference reaction diffusion equations, and various monotone iterative schemes are
developed for the computation of numerical solutions (cf. [8,10,11,13,14,16,22]). In this
paper, we investigate the asymptotic behavior of solutions for a coupled finite difference
system which is a discrete approximation of a class of time-delayed reaction diffusion sys-
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is given in the form
∂u/∂t −D(1)∇2u+ω(1) · ∇u= f (1)(u, v,uτ1 , vτ2),
∂v/∂t −D(2)∇2v +ω(2) · ∇v = f (2)(u, v,uτ1 , vτ2) (t > 0, x ∈Ω),
∂u/∂ν = ∂v/∂ν = 0 (t > 0, x ∈ ∂Ω),
u(t, x)= φ(t, x) (−τ1  t  0),
v(t, x)=ψ(t, x) (−τ2  t  0), (x ∈Ω), (1.1)
where uτ1 = u(t − τ1, x), vτ2 = v(t − τ2, x), Ω is a smooth bounded connected domain
in Rp with boundary ∂Ω (p = 1,2, . . .), and for each l = 1,2, D(l) is a positive constant,
ω(l) is a constant p-vector, and f (l)(u, v,uτ1 , vτ2) is, in general, a nonlinear function of its
arguments.
Using the backward Euler approximation for parabolic equations we approximate (1.1)
by a system of nonlinear finite difference equations, and then investigate the asymptotic
behavior of the finite difference solution, including the existence and uniqueness of a
positive global solution. Our goal is to show that the time-dependent finite difference solu-
tion converges to a unique positive finite difference solution of the corresponding elliptic
boundary-value problem. This leads to the global attraction of a positive steady-state so-
lution in a rectangular region as well as in the whole positive cone. The global attraction
result is applied to three Lotka–Volterra reaction–diffusion models that correspond to the
three types of quasimonotone functions in the general system. These model problems, re-
ferred to as cooperative, competition, and prey–predator systems, respectively, are allowed
to have time delays in the opposing species and are given in the form of (1.1) with the
following specific reaction functions:
(a) The cooperative system:
f (1)(u, v,uτ1 , vτ2)= α(1)u
(
1− a(1)u+ b(1)v + c(1)vτ2
)
,
f (2)(u, v,uτ1 , vτ2)= α(2)v
(
1+ a(2)u− b(2)v + c(2)uτ1
)
. (1.2)
(b) The competition system:
f (1)(u, v,uτ1 , vτ2)= α(1)u
(
1− a(1)u− b(1)v − c(1)vτ2
)
,
f (2)(u, v,uτ1 , vτ2)= α(2)v
(
1− a(2)u− b(2)v − c(2)uτ1
)
. (1.3)
(c) The prey–predator system:
f (1)(u, v,uτ1 , vτ2)= α(1)u
(
1− a(1)u− b(1)v − c(1)vτ2
)
,
f (2)(u, v,uτ1 , vτ2)= α(2)v
(
1+ a(2)u− b(2)v + c(2)uτ1
)
. (1.4)
In the above reaction functions, α(l), a(l), and b(l), l = 1,2, are positive constants while c(l)
is nonnegative (cf. [9,12,17]). These model problems (with or without delays) have been
investigated by many researchers in the field of population dynamics (cf. [2,7,8,15,17,20]).
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where u and v represent the wealth densities of two nations or two regions (cf. [3]).
The plan of the paper is as follows: In Section 2 we give a finite difference approx-
imation of the time-dependent system (1.1) and show the existence and uniqueness of a
global positive solution for a general class of reaction functions. Section 3 is devoted to the
existence of positive maximal and minimal finite difference solutions of the corresponding
steady-state problem when the reaction function possesses some quasimonotone property
in a rectangular region. The asymptotic behavior of the time-dependent solution is given
in Section 4, where sufficient conditions are given to ensure the global attraction of a posi-
tive steady-state solution for each of the three types of quasimonotone reaction functions.
These global attraction results are applied to the three Lotka–Volterra models (1.2)–(1.4)
(which corresponds to the three types of quasimonotone reaction functions) in Section 5,
where some easily verifiable conditions on the reaction rate constants are obtained.
2. Existence and uniqueness
Let k ≡ tn − tn−1 be the time increment and xi a mesh point in Ω ≡ Ω ∪ ∂Ω . For
w(t, x)= u(t, x) or v(t, x) (and φ(x, t) or ψ(x, t)), we set
wi,n =w(xi, tn), wi,n−s =w(xi, tn − s),
Wn = (w1,n, . . . ,wM,n)T , Wn−s = (w1,n−s, . . . ,wM,n−s )T ,
f (l)(ui,n, vi,n, ui,n−s1 , vi,n−s2 )= f (l)
(
u(xi, tn), v(xi , tn), u(xi, tn−s1), v(xi, tn−s2)
)
,
F (l)(Un,Vn,Un−s1,Vn−s2)=
(
f (l)(u1,n, v1,n, u1,n−s1, v1,n−s2), . . . ,
f (l)(uM,n, vM,n, uM,n−s1 , vM,n−s2)
)T
(l = 1,2),
where (·)T denotes the transpose of a row vector, M is the total number of mesh points xi
inΩ , and k is chosen such that s1 ≡ τ1/k and s2 ≡ τ2/k are positive integers. By the central
difference approximation for the diffusion–convection operator (including the boundary
condition) and the Euler’s backward implicit approximation for parabolic equations we
approximate the reaction–diffusion–convection system (1.1) by a coupled finite difference
system in the form(
I + kA(1))Un =Un−1 + kF (1)(Un,Vn,Un−s1 ,Vn−s2),(
I + kA(2))Vn = Vn−1 + kF (2)(Un,Vn,Un−s1,Vn−s2) (n= 1,2, . . .),
Un =Φn (n ∈ I (1)), Vn =ψn (n ∈ I (2)). (2.1)
In the above system, A(1) and A(2) are M by M banded matrices associated with the
diffusion–convection and boundary operators, I is the identity matrix, and I (1) and I (2)
are the index sets given by
I (1) = {−s1,−s1 + 1, . . . ,0}, I (2) = {−s2,−s2 + 1, . . . ,0}
(cf. [1,13,14] for a detailed formulation). The system (2.1) may be considered as a special
case of the problem in [13] where a coupled system of N equations with more general
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neous Neumann boundary condition we can obtain more definite asymptotic behavior of
the finite difference solution. Specifically, we show the monotone convergence of time-
dependent solutions of (2.1) and the global attraction of a positive steady-state solution in
a rectangular region as well as in the whole positive cone RM+ ×RM+ , where R+ = [0,∞).
To achieve this goal, we impose the following basic hypotheses on the matrices A(1),A(2)
and the reaction function (f (1), f (2)).
(H1) For each l = 1,2, the matrix A(l) ≡ (a(l)j,k) is irreducible and possesses the properties:
a
(l)
jj > 0, a
(l)
jk  0 for k = j, and
M∑
k=1
a
(l)
jk = 0 for j = 1, . . . ,M.
(2.2)
(H2) For each l = 1,2, f (l) ≡ f (l)(u, v,uτ , vτ ) is Lipschitz continuous in S×S, and there
exist positive constants γ (l), δ(l) with γ (l)  δ(l) such that for all (uτ , vτ ) ∈ S
f (l)
(
γ (1), v, uτ , vτ
)
 0 f (l)
(
δ(1), v, uτ , vτ
)
when δ(2)  v  γ (2),
f (2)
(
u,γ (2), uτ , vτ
)
 0 f (2)
(
u, δ(2), uτ , vτ
)
when δ(1)  u γ (1). (2.3)
In the above hypotheses, the subset S is given by the rectangular region
S = {(u, v) ∈R2; (δ(1), δ(2)) (u, v) (γ (1), γ (2))} (2.4)
and inequalities between vectors are always in the component-wise sense.
To show the asymptotic behavior of the solution, we require that (f (1), f (2)) possesses
the following quasimonotone property.
(H3) f (1) and f (2) are C1-functions in S × S such that for all (u, v) and (uτ , vτ ) in S
∂f (1)
∂uτ
 0, ∂f
(2)
∂vτ
 0, (2.5)
and (f (1), f (2)) possesses one of the following quasimonotone properties:
(a) Quasimonotone nondecreasing:
∂f (1)
∂v
 0, ∂f
(1)
∂vτ
 0, ∂f
(2)
∂u
 0, ∂f
(2)
∂uτ
 0. (2.6)
(b) Quasimonotone nonincreasing:
∂f (1)
∂v
 0, ∂f
(1)
∂vτ
 0, ∂f
(2)
∂u
 0, ∂f
(2)
∂uτ
 0. (2.7)
(c) Mixed quasimonotone:
∂f (1)
∂v
 0, ∂f
(1)
∂vτ
 0, ∂f
(2)
∂u
 0, ∂f
(2)
∂uτ
 0. (2.8)
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and A(l)(cE) = cA(l)(E) = 0 for every constant vector cE ≡ (c, . . . , c)T , where E ≡
(1, . . . ,1)T . Moreover, for any constant σ > 0, the inverse matrix (σI +A(l))−1 exists and
is a positive matrix (cf. [21,23]). It is easy to see from the central difference approximation
for the first and second derivatives of a function that the matrices A(1),A(2) in (2.1) possess
all the properties in (H1) (cf. [1,14]). Notice that an upwind differencing scheme should be
used if |ω(j)|/D(j) is prohibitively large, and that the connectedness assumption on Ω im-
plies that A(1) and A(2) are irreducible. On the other hand, the Lipschitz condition on f (l)
ensures that there exists a positive constant σ (l) such that for all (Un,Vn,Un−s1,Vn−s2),
(U ′n,V ′n,U ′n−s1,V
′
n−s2) in S × S∣∣F (l)(Un,Vn,Un−s1,Vn−s2)− F (l)(U ′n,V ′n,U ′n−s1,V ′n−s2)∣∣
 σ (l)
(|Un −U ′n| + |Vn − V ′n| + |Un−s1 −U ′n−s1 | + |Vn−s2 − V ′n−s2 |),
l = 1,2, (2.9)
where
S = {(U,V ) ∈RM ×RM ; (δ(1)E, δ(2)E) (U,V ) (γ (1)E, γ (2)E)}. (2.10)
To ensure the uniqueness of the solution, we let
B =
2∑
l=1
σ (l)
(
I + kA(l))−1
and assume that the time increment k satisfies the condition
kρ(B) < 1, (2.11)
where ρ(B) denotes the spectral radius of B and σ (l) is the Lipschitz constant in (2.9).
In the following theorem we show the existence–uniqueness of a global solution to (2.1)
without any quasimonotone requirement on (f (1), f (2)).
Theorem 2.1. Let hypotheses (H1), (H2) be satisfied. Then problem (1.1) has at least one
solution (Un,Vn) in S . If, in addition, condition (2.11) holds, then (Un,Vn) is the unique
solution in S .
Proof. The proof follows along the line of [13] and we give a sketch (with a modified
argument) for the present system as follows: given any Wn ≡ (Wn,Zn) ∈ S we consider
the problem[
I + k(A(1)+ σ (1)I)]Un =Un−1 + k[σ (1)Wn + F (1)(Wn,Zn,Un−s1 ,Vn−s2)],[
I + k(A(2)+ σ (2)I)]Vn = Vn−1 + k[σ (2)Zn + F (2)(Wn,Zn,Un−s1,Vn−s2)],
Un =Φ (n ∈ I (1)), Vn = Ψn (n ∈ I (2)). (2.12)
Since, for each l = 1,2, the inverse A(l) ≡ [I + k(A(l) + σ (l)I )]−1 is a positive matrix
and the vector (Un−s1 ,Vn−s2) is known from the initial condition for n= 1, . . . , s , where
s =min{s1, s2}, we see that the solution (Un,Vn) of (2.12) is well defined for n= 1, . . . , s .
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Define a solution operator Pn :S→RM ×RM by
PnW =Un, n= 1,2, . . . , (2.13)
where Un ≡ (Un,Vn) is the solution of (2.12). Then for the existence of a solution to (2.1)
it suffices to prove that Pn has a fixed point in S for every n= 1,2, . . . . We show that Pn
maps S into itself.
Given any Wn ≡ (Wn,Zn) and (Un−s1 ,Vn−s2) in S , the right-hand side inequalities in
(2.3) implies that
f (1)
(
δ(1), zi,n, ui,n−s1 , vi,n−s2
)
 0,
f (2)
(
wi,n, δ
(2), ui,n−s1 , vi,n−s2
)
 0, i = 1, . . . ,M.
By the definition of F (l) we have
F (1)
(
δ(1)E,Zn,Un−s1 ,Vn−s2
)
 0, F (2)
(
Wn, δ
(2)E,Un−s1,Vn−s2
)
 0.
Since A(l)(cE)= 0 for every constant c, we obtain from (2.12) and condition (2.9),[
I + k(A(1)+ σ (1)I)](Un − δ(1)E)
= (Un−1 − δ(1)E)+ k[σ (1)(Wn − δ(1)E)+F (1)(Wn,Zn,Un−s1 ,Vn−s2)]

(
Un−1 − δ(1)E
)+ kF (1)(δ(1)E,Zn,Un−s1,Vn−s2) (Un−1 − δ(1)E),[
I + k(A(2)+ σ (2)I)](Vn − δ(2)E)
= (Vn−1 − δ(2)E)+ k[σ (2)(Zn − δ(2)E)+ F (2)(Wn,Zn,Un−s1 ,Vn−s2)]

(
Vn−1 − δ(2)E
)+ F (2)(Wn, δ(2)E,Un−s1,Vn−s2)

(
Vn−1 − δ(2)E
)
(n= 1,2, . . .). (2.14)
A similar argument using the left-hand side inequalities in (2.3) yields[
I + k(A(1)+ σ (1)I)](γ (1)E −Un) γ (1)E −Un−1,[
I + k(A(2)+ σ (2)I)](γ (2)E − Vn) γ (2)E − Vn−1 (n= 1,2, . . .). (2.15)
Consider the case n = 1. Since (Un,Vn) = (Φn,Ψn) ∈ S for n = 0,−1, . . . ,−s, rela-
tions (2.14), (2.15) and the positivity of A(l) ensure that (U1 − δ(1)E,V1 − δ(2)E) (0,0)
and (γ (1)E − U1, γ (2)E − V1)  (0,0). This shows that (U1,V1) ∈ S . Assume, by in-
duction, that (Um−1,Vm−1) ∈ S for some m > 1. Then (Um−s1,Vm−s2) ∈ S and there-
fore (2.14) and (2.15) hold for n = m. It follows again from the positivity of A(l) that
(Um,Vm) ∈ S . This shows that (Un,Vn) ∈ S for every n and Pn maps S onto itself for
n = 1,2, . . . . Since S is a closed bounded convex set, we conclude from the Brouw-
er’s fixed point theorem that there exists Un ≡ (Un,Vn) ∈ S such that PnUn = Un (e.g.,
see [4]). This proves the existence of a solution to (2.1). The uniqueness of the solution
follows from the same argument as that in [13, proof of Theorem 3.2] and is omitted. ✷
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In order to investigate the global attraction of the time-dependent solution of (2.1), we
first show the existence of constant positive solutions for the steady-state problem
A(1)U = F (1)(U,V,U,V ), A(2)V = F (2)(U,V,U,V ), (3.1)
where
F (l)(U,V,U,V )= (f (l)(u1, v1, u1, v1), . . . , f (l)(uM,vM,uM,vM))T , l = 1,2.
(3.2)
We call a pair of vectors (U˜ , V˜ ), (Û , V̂ ) coupled upper and lower solutions of (3.1) if
(U˜ , V˜ ) (Û , V̂ ) and if for every (U ′,V ′) ∈ S∗,
A(1)U˜  F (l)
(
U˜ ,V ,U ′,V ′
)
, A(1)Û  F (1)
(
Û ,V ,U ′,V ′
)
when V̂  V  V˜ ,
A(2)V˜  F (2)
(
U, V˜ ,U ′,V ′
)
, A(2)V̂  F (2)
(
U, V̂ ,U ′,V ′
)
when Û U  U˜ , (3.3)
where
S∗ ≡ {(U,V ) ∈RM ×RM ; (Û , V̂ ) (U,V ) (U˜ , V˜ )}. (3.4)
It is known that if there exist a pair of coupled upper and lower solutions (U˜ , V˜ ), (Û , V̂ )
and if for each l = 1,2, A(l) satisfies (H1) and F (l) satisfies (2.9) in S∗ ×S∗ then problem
(3.1) has at least one solution (Us,Vs) in S∗ (cf. [13,14]). It is easily seen from (2.3) and
A(cE)= 0 for any constant c that the pairs(
U˜ , V˜
)= (γ (1)E, γ (2)E), (Û , V̂ )= (δ(1)E, δ(2)E)
are coupled upper and lower solutions of (3.1), where γ (l) and δ(l) are the constants satis-
fying (2.3). As a consequence of [13, Theorem 4.1] we have the following existence result.
Theorem 3.1. Let hypotheses (H1), (H2) hold. Then problem (3.1) has at least one solution
(Us,Vs) ∈ S∗.
Remark 3.1. In the hypothesis (H1) of [13] it is assumed that the elements of A(l) satisfy
the condition
M∑
k=1
a
(l)
jk  0 for j = 1, . . . ,M,
and strict inequality holds for at least one j . However, the strict inequality is not needed in
the existence proof. In fact, a correct choice of the matrix Γ (l) in [13, Proof of Theorem 4.1]
should be taken as Γ (l) = σ (l)I .
258 C.V. Pao / J. Math. Anal. Appl. 288 (2003) 251–273In the above existence theorem no quasimonotone condition on (f (1), f (2)) is required.
However, if (f (1), f (2)) possesses one of the quasimonotone properties in (H3) then we
can obtain constant positive steady-state solutions (or quasisolutions) of (3.1). The ex-
istence and uniqueness of a constant steady-state solution is crucial in our investigation
of the global attractivity of the time-dependent system. We first consider the case where
(f (1), f (2)) is quasimonotone nondecreasing in S × S .
Consider the linear iteration process(
A(1)+ σ (1)I)U(m) = σ (1)U(m−1) + F (1)(U(m−1), V (m−1),U(m−1), V (m−1)),(
A(2)+ σ (2)I)V (m) = σ (2)V (m−1) + F (2)(U(m−1), V (m−1),U(m−1), V (m−1)), (3.5)
where σ (1) and σ (2) are the Lipschitz constants in (2.9). It is obvious from the existence
of (A(l) + σ (l)I )−1 that the sequence {U(m),V (m)} is well defined for any initial iteration
(U(0), V (0)). Denote the sequence by {U(m),V (m)} if (U(0), V (0))= (δ(1)E, δ(2)E), and by
{U(m),V (m)} if (U(0), V (0))= (γ (1)E, γ (2)E). The following theorem gives the monotone
convergence of these sequences.
Theorem 3.2. Let hypotheses (H1), (H2), and (H3)(a) be satisfied. Then the sequence
{U(m),V (m)} converges monotonically from below to a constant solution (αE,βE) of (3.1)
while {U(m),V (m)} converges monotonically from above to a constant solution {αE,βE}.
Moreover, (α,β)  (α,β) and if (Us,Vs) is a solution of (3.1) in S∗, not necessarily a
constant solution, then
αE Us  αE, βE  Vs  βE. (3.6)
Proof. It is known under the hypotheses of the theorem that if the initial iteration
(U(0), V (0)) is a lower solution (respectively, an upper solution) of (3.1) then the cor-
responding sequence {U(m),V (m)} obtained from (3.5) converges monotonically to a
minimum solution (Us,V s) (respectively a maximum solution (Us,V s)) in S∗ and
(Us,V s) (Us,V s). The maximum and minimum property of the solution is in the sense
that if (Us,Vs) is any other solution in S∗ then (Us,V s)  (Us,Vs) (Us,V s). Now, if
(U(0), V (0))= (δ(1)E, δ(2)E), which is a lower solution, then the components (u(0)i , v(0)i )
of (U(0), V (0)) are (δ(1), δ(2)) for every i , and therefore
f (l)
(
u
(0)
i , v
(0)
i , u
(0)
i , v
(0)
i
)= f (l)(δ(1), δ(2), δ(1), δ(2))≡ c(l)0 , i = 1, . . . ,M,
where c(l)0 is a constant independent of i . This implies that
F (l)
(
U(0), V (0),U(0), V (0)
)= (c(l)0 , . . . , c(l)0 )= c(l)0 E (l = 1,2). (3.7)
Hence the first iteration (U(1), V (1)) in (3.5) is governed by(
A(1)+ σ (1)I)U(1) = σ (1)(δ(1)E)+ c(1)0 E = (σ (1)δ(1)+ c(1)0 )E,(
A(2)+ σ (2)I)V (1) = σ (2)(δ(2)E)+ c(2)E = (σ (2)δ(2) + c(2))E. (3.8)0 0
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(3.8), where
α(1) = δ(1) + c(1)0 /σ (1), β(1) = δ(2) + c(2)0 /σ (2).
By the uniqueness of the sequence in (3.5), we must have (U(1), V (1))= (α(1)E,β(1)E).
Since by (3.2)
F (l)
(
U(1), V (1),U(1), V (1)
)
= f (l)((α(1), β(1), α(1), β(1)), . . . , f (l)(α(1), β(1), α(1), β(1)))T ≡ c(l)1 E
relation (3.5) for m= 2 yields(
A(1)+ σ (1)I)U(2) = σ (1)(α(1)E)+ c(1)1 E = (σ (1)α(1) + c(1)1 )E,(
A(2)+ σ (2)I)V (2) = σ (2)(β(1)E)+ c(2)1 E = (σ (2)β(1) + c(2)1 )E.
This leads to (U(2), V (2))= (α(2)E,β(2)E), where
α(2) = α(1) + c(1)1 /σ (1), β(2) = β(1) + c(2)1 /σ (2).
An induction argument shows that (U(m),V (m))= (α(m)E,β(m)E), where
α(m) = α(m−1) + c(1)m−1/σ (1), β(m) = β(m−1) + c(2)m−1/σ (2),
c
(l)
m−1 = f (l)
(
α(m−1), β(m−1), α(m−1), β(m−1)
)
, m= 1,2, . . . , l = 1,2. (3.9)
By the monotone convergence of (U(m),V (m)) we conclude that
lim
m→∞
(
U(m),V (m)
)= lim
m→∞
(
α(m)E,β(m)E
)= (αE,βE)
for some constant (α,β) ∈ S. A similar argument shows that (U(m),V (m))→ (αE,βE)
for some constant (α,β) in S as m→∞. This proves the relations (Us,V s)= (αE,βE),
(Us,V s)= (αE,βE), and (α,β)  (α,β). Finally, relation (3.6) follows from the mini-
mum and maximum properties of (Us,V s) and (Us,V s). This proves the theorem. ✷
For the case of quasimonotone nonincreasing (f (1), f (2)), we use (U(0), V (0)) =
(δ(1)E, γ (2)E) and (U(0), V (0))= (γ (1)E, δ(2)E) as the initial iterations in (3.5). Denote
the corresponding sequences by {U(m),V (m)} and {U(m),V (m)}, respectively. Then we
have the following result.
Theorem 3.3. Let hypotheses (H1), (H2) and (H3)(b) be satisfied. Then the sequences
{U(m),V (m)}, {U(m),V (m)} converge monotonically to some constant solutions (αE,βE)
and (αE,βE) of (3.1), respectively. Moreover, α  α, β  β , and every other solution
(Us,Vs) of (3.1) in S∗ satisfies relation (3.6).
Proof. By [13, Theorem 4.2] the sequences {U(m),V (m)}, {U(m),V (m)} converge monoton-
ically to some solutions {Us,V s} and {Us,V s} of (3.1), respectively, and Us  Us ,
V s  V s . Moreover, any other solution (Us,Vs) in S∗ satisfies Us  Us  Us and
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(α,β), (α,β) in S.
Consider the sequence {U(m),V (m)}, where (U(0),V (0)) = (δ(1)E, γ (2)E). It is clear
that the components (u(0)i , v
(0)
i ) of (U
(0), V (0)) are given by (δ(1), γ (2)) for every i , and
therefore
f (l)
(
u
(0)
i , v
(0)
i , u
(0)
i , v
(0)
i
)= f (l)(δ(1), γ (2), δ(1), γ (2))≡ c(l)0 , i = 1, . . . ,M,
where c(l)0 is independent of i . This implies that F
(l)(U(0),V (0),U(0), V (0)) is given by
(3.7) with the above new constant c(l)0 . It follows by the induction argument in the proof of
Theorem 3.2 that (U(m),V (m)) = (α(m)E,β(m)E) and lim(U(m),V (m)) = (αE,βE) for
some constant (α,β) in S as m→∞, where α(m) and β(m) are given by a similar for-
mula as that in (3.9). An analogous argument shows that lim(U(m),V (m))= (αE,βE) for
some constant (α,β) ∈ S as m→∞. This proves (Us,V s)= (αE,βE) and (Us,V s)=
(αE,βE), which ensures that α  α, β  β , and relation (3.6) holds for every other solu-
tion (Us,Vs) in S∗. ✷
For mixed quasimonotone (f (1), f (2)), we use (U(0), V (0)) = (δ(1)E, δ(2)E) and
(U(0),V (0))= (γ (1)E, γ (2)E) as the initial iteration in the linear iteration process(
A(1)+ σ (1)I)U(m) = σ (1)U (m−1) + F (1)(U(m−1), V (m−1),U (m−1), V (m−1)),(
A(2)+ σ (2)I)V (m) = σ (2)V (m−1) + F (2)(U(m−1),V (m−1),U (m−1), V (m−1)),(
A(1)+ σ (1)I)U(m) = σ (1)U(m−1) + F (1)(U(m−1),V (m−1),U(m−1), V (m−1)),(
A(2)+ σ (2)I)V (m) = σ (2)V (m−1) + F (2)(U(m−1), V (m−1),U(m−1), V (m−1)),
m= 1,2, . . . . (3.10)
By [13, Theorem 4.2], the sequences {U(m),V (m)}, {U(m),V (m)} are well defined and con-
verge monotonically to some limits (Us,V s), (Us,V s) that satisfy the relation(
δ(1)E, δ(2)E
)
 (Us,V s)
(
Us,V s
)

(
γ (1)E, γ (2)E
)
. (3.11)
Moreover, any other solution (Us,Vs) of (3.1) in S∗ satisfies (Us,V s)  (Us,Vs) 
(Us,V s). By letting m→∞ in (3.10), we see that (Us,V s) and (Us,V s), called qua-
sisolutions of (3.1), satisfy the equations
A(1)U = F (1)(U,V ,U,V ), A(2)V = F (2)(U,V ,U,V ),
A(1)U = F (1)(U,V ,U,V ), A(2)V = F (2)(U,V ,U,V ). (3.12)
In the following theorem we show that (Us,V s) = (αE,βE), (Us,V s) = (αE,βE) for
some constants (α,β), (α,β) that satisfy the relation
f (1)(α,β,α,β)= 0, f (2)(α,β,α,β)= 0,
f (1)
(
α,β,α,β
)= 0, f (2)(α,β,α,β)= 0. (3.13)
C.V. Pao / J. Math. Anal. Appl. 288 (2003) 251–273 261Theorem 3.4. Let hypotheses (H1), (H2) and (H3)(c) by satisfied. Then the sequences
{U(m),V (m)}, {U(m),V (m)} obtained from (3.10) converge to some constant quasisolutions
(Us,V s) = (αE,βE) and (Us,V s) = (αE,βE) in S , where (α,β) and (α,β) satisfy
(3.13). Moreover, (α,β) (α,β) and every other solution (Us,Vs) of (3.1) in S∗ satisfies
relation (3.6).
Proof. Consider the iteration process (3.10) for m= 1. As (U(0), V (0))= (γ (1)E, γ (2)E)
and (U(0), V (0)) = (δ(1)E, δ(2)E), the first iteration ((U(1),V (1)), (U(1), V (1))) is gov-
erned by(
A(1)+ σ (1)I)U(1) = (σ (1)γ (1) + c(1)0 )E,(
A(2)+ σ (2)I)V (1) = (σ (2)γ (2) + c(2)0 )E,(
A(1)+ σ (1)I)U(1) = (σ (1)δ(1) + c(3)0 )E,(
A(2)+ σ (2)I)V (1) = (σ (2)δ(2) + c(4)0 )E, (3.14)
where
c
(1)
0 = f (1)
(
γ (1), δ(2), γ (1), δ(2)
)
, c
(2)
0 = f (2)
(
γ (1), γ (2), γ (1), γ (2)
)
,
c
(3)
0 = f (1)
(
δ(1), γ (2), δ(1), γ (2)
)
, c
(4)
0 = f (2)
(
δ(1), δ(2), δ(1), δ(2)
)
.
By the uniqueness of the sequence governed by (3.10), we have(
U(1), V (1)
)= (α(1)E,β(1)E), (U,V )= (α(1)E,β(1)E),
where
α = γ (1) + c(1)0 /σ (1), β = γ (2) + c(2)0 /σ (2),
α(1) = δ(1) + c(3)0 /σ (1), β(1) = δ(2) + c(4)0 /σ (2).
Using the above relation in (3.10) for m= 2 followed by an induction argument, we obtain(
U(m),V (m)
)= (α(m)E,β(m)E), (U(m),V (m))= (α(m)E,β(m)E)
for some (α(m),β(m)), (α(m), β(m)) in S. It follows from the monotone convergence of
{U(m),V (m)} and {U(m),V (m)} that(
Us,V s
)= lim
m→∞
(
α(m)E,β(m)E
)= (αE,βE),
(Us,V s)= lim
m→∞
(
α(m)E,β(m)E
)= (αE,βE),
where (α,β) and (α,β) are in S and satisfy (α,β) (α,β). This ensures that any other
solution (Us,Vs) of (3.1) in S∗ satisfies (3.6). Moreover, by (3.2), (3.12), andA(l)(cE)= 0,
the constants (α,β), (α,β) satisfy the relations in (3.13). This proves the theorem. ✷
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In this section we investigate the asymptotic behavior of the solution (Un,Vn) for the
class of functions (f (1), f (2)) that possess one of the quasimonotone properties in (H3).
To accomplish this for each of the three types of quasimonotone functions, we first show a
positivity lemma for a N -vector functionWn ≡ (W(1)n , . . . ,W(N)n ) that satisfies the relation
(
I + kA(l))W(l)n W(l)n−1 + k N∑
j=1
(
B
(l)
n,jW
(j)
n +C(l)n,jW(j)n−sj
)
(n= 1,2, . . .),
W(l)n  0 (n= 0,−1, . . . ,−s), l = 1, . . . ,N, (4.1)
where s ≡ max{s1, . . . , sN } and, for each l and (n, j), B(l)n,j and C(l)n,j are diagonal matri-
ces whose diagonal elements are given by (b(l)n,j )i and (c
(l)
n,j )i , respectively, i = 1, . . . ,M .
Define
b(l)n =max
{∣∣(b(l)n,j )i∣∣; i = 1, . . . ,M, j = 1, . . . ,N},
Bn =
N∑
l=1
b(l)n
(
I + kA(l))−1, (4.2)
and denote by ρ(Bn) the spectral radius of Bn. We assume that the diagonal elements of
B
(l)
n,j and C
(l)
n,j possess the following properties:
(A) For each l = 1, . . . ,N , i = 1, . . . ,M , and n = 1,2, . . . , (b(l)n,j )i  0 when j = l,
(c
(l)
n,j )i  0 for all j , and
1
k
> max
{
N∑
j=1
(
b
(l)
n,j
)
i
, ρ
(
Bn
)}
. (4.3)
Lemma 4.1. Let hypothesis (H1) and assumption (A) hold, and letWn = (W(1)n , . . . ,W(N)n )
satisfy (4.1). Then W(l)n  0 for each l = 1, . . . ,N and every n= 1,2, . . . .
Proof. The proof is similar to that in [13] and we give a sketch for the present system as
follows: By (4.1) there exist nonnegative vectors Q(l)n , Φ(l)n such that Wn is the solution of
the initial-value problem
(
I + kA(l))W(l)n =W(l)n−1 + k N∑
j=1
(
B
(l)
n,jW
(j)
n +C(l)n,jW(j)n−sj
)+Q(l)n (n= 1,2, . . .),
W(l)n =Φ(l)n (n= 0,−1, . . . ,−s), l = 1, . . . ,N. (4.4)
It is clear from assumption (A) that the function at the right-hand side of (4.4) is quasi-
monotone nondecreasing for every (W(1)n , . . . ,W(N)n ) and (W(1)n−s , . . . ,W
(N)
n−s ). It is easy1 N
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W˜ (l) = ηαnE, l = 1, . . . ,N , is a positive upper solution of (4.4). Since Ŵ ≡ (0, . . . ,0) is
obviously a lower solution, we conclude from [13, Theorem 3.1] that Wn is the unique
solution of (4.4) such that 0Wn  W˜n. This proves the lemma. ✷
The above lemma is an important tool for studying the asymptotic behavior of the solu-
tion of (2.1) when (f (1), f (2)) possesses a quasimonotone property in S×S . For notational
convenience, we denote by ∂F (U )/∂u(j) the Jacobi matrix of a function F(U ) in the form
F(U )= (f (u(1)1 , . . . , u(p)), . . . , f (u(1)M , . . . , u(p)M ))T ,
where U ≡ (U(1), . . . ,U(p)) and U(l) = (u(l)1 , . . . , u(l)M ), l = 1, . . . , p. Specifically, this is a
diagonal matrix given by
∂F (U)
∂u(j)
≡ diag
(
∂f
∂u
(j)
1
(u1), . . . ,
∂f
∂u
(j)
M
(uM)
)
(j = 1, . . . , p), (4.5)
where u1 = (u(1)1 , . . . , up1 ), . . . ,uM = (u(1)M , . . . , u(p)M ). Of special concern is the case p = 4
and f (u(1), . . . , u(4))= f (u, v,uτ , vτ ). Define
σ
(1)
1 ≡max
{
∂f (1)
∂u
(ξn); ξn ∈ S × S
}
, σ
(1)
2 ≡max
{
∂f (1)
∂v
(ξn); ξn ∈ S × S
}
,
σ
(2)
1 ≡max
{
∂f (2)
∂u
(ξn); ξn ∈ S × S
}
, σ
(2)
2 ≡max
{
∂f (2)
∂v
(ξn); ξn ∈ S × S
}
.
(4.6)
Our first result is for quasimonotone nondecreasing functions.
Theorem 4.1. Let hypotheses (H1), (H2), and (H3)(a) hold, and let k satisfy the condition
1
k
> max
{(
σ
(l)
1 + σ (l)2
)
, ρ(B)
}
(l = 1,2), (4.7)
where ρ(B) is the spectral radius of B in (2.11). Denote by (Un,V n), (Un,V n), and
(Un,Vn) the solutions of (2.1) with (Φn,Ψn)= (γ (1)E, γ (2)E), (Φn,Ψn)= (δ(1)E, δ(2)E),
and an arbitrary (Φn,Ψn) in S , respectively. Then
(i) (Un,V n) and (Un,V n) converge monotonically to some steady-state solutions
(U,V ), (U,V ), respectively, and (Un,Vn) satisfies the relation
(Un,V n) (Un,Vn)
(
Un,V n
)
, n= 1,2, . . . . (4.8)
(ii) (U,V ) = (αE,βE) and (U,V ) = (αE,βE), which are the constant steady-state
solutions in Theorem 3.2.
(iii) If (α,β)= (α,β)(≡ (α∗, β∗)) then (α∗E,β∗E) is the unique steady-state solution in
S and
lim(Un,Vn)= (α∗E,β∗E) as n→∞. (4.9)
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all in S for every n. Consider the solution (Un,V n), and let (W(1)n ,W(2)n ) = (Un −
Un+1,V n − V n+1). By (2.1) and the mean-value theorem,(
I + kA(1))W(1)n =W(1)n−1 + k[F (1)(Un,V n,Un−s1 ,V n−s2)
− F (1)(Un+1,V n+1,Un+1−s1,V n+1−s2)]
=W(1)n−1 + k
[(
∂F (1)
∂u
(
ξ (1)n
))
W(1)n +
(
∂F (1)
∂v
(
ξ (1)n
))
W(2)n
+
(
∂F (1)
∂uτ
(
ξ (1)n
))
W
(1)
n−s1 +
(
∂F (1)
∂vτ
(
ξ (1)n
))
W
(2)
n−s2
]
=W(1)n−1 + k
[
B
(1)
n,1W
(1)
n +B(1)n,2W(2)n +C(1)n,1W(1)n−s1 +C(1)n,2W(2)n−s2
]
,(
I + kA(2))W(2)n =W(2)n−1 + k[F (2)(Un,V n,Un−s1 ,V n−s2)
− F (2)(Un+1,V n+1,Un+1−s1,V n+1−s2)]
=W(2)n−1 + k
[(
∂F (2)
∂u
(
ξ (2)n
))
W(1)n +
(
∂F (2)
∂v
(
ξ (2)n
))
W(2)n
+
(
∂F (2)
∂uτ
(
ξ (2)n
))
W
(1)
n−s1 +
(
∂F (2)
∂vτ
(
ξ (2)n
))
W
(2)
n−s2
]
=W(2)n−1 + k
[
B
(2)
n,1W
(1)
n +B(2)n,2W(2)n +C(2)n,1W(1)n−s1 +C(2)n,2W(2)n−s2
]
,
(4.10)
where ξ (l)n ≡ (η(l)n E, θ(l)E,η(l)n−s1E,θ(l)n−s2E), l = 1,2, are some intermediate values be-
tween (Un,V n,Un−s1 ,V n−s2) and (Un+1,V n+1,Un+1−s1,V n+1−s2) (and therefore are
in S × S). The matrices B(l)n,j ,C(l)n,j in (4.10) are the diagonal Jacobi matrices given by
B
(l)
n,1 =
∂F (l)
∂u
(
ξ (l)n
)
, B
(l)
n,2 =
∂F (l)
∂v
(
ξ (l)n
)
,
C
(l)
n,1 =
∂F (l)
∂uτ
(
ξ (l)n
)
, C
(l)
n,2 =
∂F (l)
∂vτ
(
ξ (l)n
)
. (4.11)
It is clear from (4.5) (with f = f (l) and u = (u, v,uτ , vτ )) and the quasimonotone non-
decreasing property of (f (1), f (2)) that for each l, j = 1,2 and n= 1,2, . . . , the diagonal
elements (b(l)n,j )i , (c
(l)
n,j )i , i = 1, . . . ,M , of B(l)n,j and C(l)n,j possess the properties in assump-
tion (A). Since(
W(1)n ,W
(2)
n
)= (γ (1)E, γ (2)E)− (Un+1 − V n+1) (0,0) for n= 0,−1, . . . ,−s
and by (4.7), condition (4.3) holds (with N = 2), we conclude from Lemma 4.1 that
(W
(1)
n ,W
(2)
n )  (0,0) for n = 1,2, . . . . This proves (Un,V n)  (Un+1,V n+1). It fol-
lows from this property that (Un,V n) converges monotonically from above to some limit
(U,V ). Letting n→∞ in (2.1) shows that (U,V ) is a solution of (3.1). A similar ar-
gument shows that (Un,V n) converges monotonically from below to a solution (U,V )
of (3.1).
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Vn) satisfies relation (4.10) with possibly some different intermediate values ξ (1)n , ξ (2)n in
S × S . Since (W(1)n ,W(2)n ) = (γ (1)E, γ (2)E) − (Φn,Ψn)  (0,0), Lemma 4.1 ensures
(W
(1)
n ,W
(2)
n )  (0,0) for n = 1,2, . . . . This proves (Un,Vn)  (Un,V n). The proof for
(Un,V n) (Un,Vn) is similar.
(ii) To show (U,V ) = (αE,βE), we observe from Theorem 3.2 (with (Us,Vs) =
(U,V )) that (U,V )  (αE,βE). Hence it suffices to show (U,V )  (αE,βE). Let
(W
(1)
n ,W
(2)
n )= (Un,V n)− (αE,βE). Since (αE,βE) is a solution of (3.1), we see that(
I + kA(1))W(1)n = (I + kA(1))Un − [αE + kA(αE)]
= (Un−1 − αE)+ k[F (1)(Un,V n,Un−s1,V n−s2)
− F (1)(αE,βE,αE,βE)]
=W(1)n−1 + k
[
B
(1)
n,1W
(1)
n +B(1)n,2W(2)n +C(1)n,1W(1)n−s1 +C(1)n,2W(2)n−s2
]
,
and similarly(
I + kA(2))W(2)n =W(2)n−1 + k[B(2)n,1W(1)n +B(2)n,2W(2)n +C(2)n,1W(1)n−s1 +C(2)n,2W(2)n−s2],
where B(l)n,j and C
(l)
n,j , l, j = 1,2, are given by (4.11) with possibly a different ξ (l)n in S×S .
Since (W(1)n ,W(2)n ) = (γ (1)E, γ (2)E) − (αE,βE)  (0,0) for n = 0,−1,−2, . . . ,−s,
Lemma 4.1 ensures that (W(1)n ,W(2)n ) (0,0) for n= 1,2, . . . . This leads to (Un,V n)
(αE,βE). Letting n→∞ yields (U,V )  (αE,βE). This proves (U,V ) = (αE,βE).
The proof for (U,V )= (αE,βE) is similar.
(iii) By the results in (i) and (ii), we see that (Un,V n) converges to (αE,βE), (Un,V n)
converges to (αE,βE), and (Un,Vn) satisfies the relation (αE,βE)  (Un,Vn) 
(αE,βE) as n → ∞. Hence if (α,β) = (α,β) ≡ (α∗, β∗) then by Theorem 3.2,
(α∗E,β∗E) is the unique solution of (3.1) in S and (Un,Vn)→ (α∗E,β∗E) as n→∞.
This completes the proof of the theorem. ✷
If f (1) ≡ f (1)(u) is independent of (v,uτ , vτ ) then hypothesis (H3)(a) is trivially satis-
fied and condition (2.3) in (H2) becomes
f (1)
(
γ (1)
)
 0 f (1)
(
δ(1)
)
for some γ (1)  δ(1) > 0. In particular, if f (1)(u)= au(1−bu) for some positive constants
a, b then the above inequalities are satisfied by any constants γ (1), δ(1) satisfying 0 <
δ(1) < b−1 < γ (1). In view of Theorem 4.1, the solutionsWn,Wn of the scalar initial-value
problem(
I + kA(1))Wn =Wn−1 + kaWn(1− bWn) (n= 1,2, . . .), W0 =Φ0 (4.12)
with Φ0 = γ (1)E and Φ0 = δ(1)E, respectively, converge to some constant steady-state
solutions αE and αE. Notice that (4.12) is a special case of (2.1) with
F (1)(Wn)≡ aWn(1− bWn)≡ a
(
w1 − bw21, . . . ,wM − bw2M
)T
.
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α = α = b−1 and b−1 is the unique steady-state solution of (4.12) in [δ(1), γ (1)]. Since γ (1)
can be chosen arbitrarily large and δ(1) arbitrarily small, we have the following conclusion,
which is needed in later applications.
Corollary 4.1. Let A(1) satisfy hypothesis (H1) and k satisfy (4.7) for l = 1. Then for any
Φ0 > 0 the solution Wn of (4.12) converges to b−1E as n→∞.
For quasimonotone nonincreasing functions we have the following analogous result.
Theorem 4.2. Let hypotheses (H1), (H2), and (H3)(b) hold, and let k satisfy (4.7).
Denote by (Un,V n), (Un,V n), and (Un,Vn) the solutions of (2.1) with (Φn,Ψn) =
(γ (1)E, δ(1)E), (Φn,Ψn) = (δ(2)E, γ (2)E), and an arbitrary (Φn,Ψn) in S , respectively.
Then
(i) (Un,V n) and (Un,V n) converge monotonically to some steady-state solutions
(U,V ), (U,V ), respectively, and (Un,Vn) satisfies the relation
Un Un Un, V n  Vn  V n, n= 1,2, . . . . (4.13)
(ii) (U,V ) = (αE,βE) and (U,V ) = (αE,βE), which are the constant steady-state
solutions in Theorem 3.3.
(iii) If (α,β)= (α,β)≡ (α∗, β∗) then (α∗E,β∗E) is the unique solution of (3.1) in S and
(Un,Vn)→ (α∗E,β∗E) as n→∞.
Proof. (i) Let (W(1)n ,W(2)n )= (Un −Un+1,V n+1 − V n). Then(
I + kA(1))W(1)n =W(1)n−1 + k[F (1)(Un,V n,Un−s1 ,V n−s2)
− F (1)(Un+1,V n+1,Un+1−s1,V n+1−s2)]
=W(1)n−1 + k
[
B
(1)
n,1W
(1)
n −B(1)n,2W(2)n +C(1)n,1W(1)n−s1 −C(1)n,2W(2)n−s2
]
,(
I + kA(2))W(2)n =W(2)n−1 + k[F (2)(Un+1,V n+1,Un+1−s1,V n+1−s2)
− F (2)(Un,V n,Un−s1 ,V n−s2)]
=W(2)n−1 + k
[−B(2)n,1W(1)n +B(2)n,2W(2)n −C(2)n,1W(1)n−s1
+C(2)n,2,W(2)n−s2
]
, (4.14)
whereB(l)n,j andC
(l)
n,j , l, j = 1,2, are given by (4.11). The above relation is in the same form
as that in (4.10) except the change of sign of B(1)n,2, C(1)n,2, B(2)n,1, and C(2)n,1. It is easily seen
from the quasimonotone nonincreasing property of (f (1), f (2)) that the Jacobi matrices
in (4.14) possess the properties in assumption (A) (with N = 2). Since by Theorem 2.1,
(W
(1)
n ,W
(2)
n ) = (γ (1)E − Un+1,V n+1 − δ(2)E)  (0,0) for n = 0,−1, . . . ,−s, we see
from Lemma 4.1 that (W(1)n ,W(2)n ) (0,0) for n= 1,2, . . . . This shows that Un  Un+1
and V n+1  V n. A similar argument gives Un+1  Un and V n  V n+1, n = 1,2, . . . . It
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as n→∞. Letting n→∞ in (2.1) shows that (U,V ) and (U,V ) are solutions of (3.1).
Consider the solution (Un,V n) and let (W(1)n ,W(2)n )= (Un −Un,Vn − V n). It is easy to
see from (2.1) that (W(1)n ,W(2)n ) satisfies relation (4.14) (with a different ξ (l)n ∈ S × S).
This yields Un  Un and Vn  V n. A similar argument gives Un  Un and V n  Vn,
which leads to (4.13).
(ii) Since (U,V ) is a solution of (3.1) in S∗, Theorem 3.3 implies that U  αE,
V  βE. We show that U  αE, V  βE. Let (W(1)n ,W(2)n ) = (Un − αE,βE − V n).
By considering (αE,βE) as a solution of (2.1) with (Φn,Ψn) = (αE,βE), we see that
(W
(1)
n ,W
(2)
n ) satisfies the relation (4.14). In view of (W(1)n ,W (2)n ) = (γ (1)E − αE,βE −
δ(2)E) (0,0) for n = 0,−1, . . . ,−s, Lemma 4.1 ensures that (W(1)n ,W(2)n ) (0,0) for
n = 1,2, . . . . This proves Un  αE and V n  βE, which yields U = αE, βE = V . The
proof for (U,V )= (αE,βE) is similar.
(iii) It is clear from the results in (i), (ii) and the relation (3.6) in Theorem 3.3 that
if (α,β) = (α,β) ≡ (α∗, β∗) then (α∗E,β∗E) is the unique solution of (3.1) in S and
(Un,Vn)→ (α∗E,β∗E) as n→∞. This proves the theorem. ✷
For mixed quasimonotone (f (1), f (2)) we consider the coupled system(
I + kA(1))Un =Un−1 + kF (1)(Un,V n,Un−s1 ,V n−s2),(
I + kA(2))V n = V n−1 + kF (2)(Un,V n,Un−s1 ,V n−s2),(
I + kA(1))Un =Un−1 + kF (1)(Un,V n,Un−s1 ,V n−s2),(
I + kA(2))V n = V n−1 + kF (2)(Un,V n,Un−s1 ,V n−s2) (n= 1,2, . . .),
Un = γ (1)E, Un = δ(1)E (n ∈ I (1)),
V = γ (2)E, V = δ(2)E (n ∈ I (2)). (4.15)
The existence and uniqueness of a solution (Un,V n,Un,V n) to (4.15) follows from the
argument in the proof of Theorem 2.1 (see also [13]). We show the monotone convergence
of the solution in the following.
Theorem 4.3. Let hypotheses (H1), (H2), and (H3)(c) hold, and let k satisfy condition (4.7).
Denote by (Un,V n,Un,V n) the solution of (4.15) and by (Un,Vn) the solution of (2.1)
with an arbitrary (Φn,Ψn) ∈ S . Then
(i) (Un,V n) and (Un,V n) converge monotonically to some quasisolutions (U,V ),
(U,V ) that satisfy (U,V ) (U,V ) and (3.12), and (Un,Vn) satisfies the relation
(Un,V n) (Un,Vn)
(
Un,V n
)
, n= 1,2, . . . . (4.16)
(ii) (U,V )= (αE,βE), (U,V )= (αE,βE), where (α,β) and (α,β) are in S and sat-
isfy (3.13).
(iii) If (α,β)= (α,β) (≡ (α∗, β∗)) then (α∗E,β∗E) is the unique solution of (3.1) in S ,
and (Un,Vn)→ (α∗E,β∗E) as n→∞.
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quasimonotone property of (f (1), f (2)) that (Un,V n) and (Un,V n) converge monoton-
ically from above and below, respectively, to some limits (U,V ), (U,V ) that satisfy
(U,V ) (U,V ). Letting n→∞ in (4.15) shows that (U,V ) and (U,V ) satisfy the equa-
tions in (3.12). The proof for (4.16) is similar (cf. [13]).
(ii) By Theorem 3.4, the relations (U,V )= (αE,βE) and (U,V )= (αE,βE) will be
proven if (U,V )  (αE,βE) and (U,V )  (αE,βE). Let (W(1)n ,W(2)n ) = (Un − αE,
V n − βE), (W(1)n ,W(2)n ) = (αE − Un,βE − V n). Since by Theorem 3.4, (Us,V s) ≡
(αE,βE) and (Us,V s)≡ (αE,βE) satisfy (3.12), we see from (4.15) that(
I + kA(1))W(1)n = (Un−1 − αE)+ k[F (1)(Un,V n,Un−s1,V n−s2)
− F (1)(αE,βE,αE,βE)]
=W(1)n−1 + k
[
B
(1)
n,1W
(1)
n −B(1)n,2W(2)n +C(1)n,1W(1)n−s1 −C(1)n,2W(2)n−s2
]
,(
I + kA(2))W(2)n = (V n−1 − βE)+ k[F (2)(Un,V n,Un−s1,V n−s2)
− F (2)(αE,βE,αE,βE)]
=W(2)n−1 + k
[
B
(2)
n,1W
(1)
n +B(2)n,2W(2)n +C(2)n,1W(1)n−s1 +C(2)n,2W(2)n−s2
]
,
where B(l)j,n and C
(l)
j,n are given by (4.11). Similarly(
I + kA(1))W(1)n =W(1)n−1 + k[B̂(1)n,1W(1)n − B̂(1)n,2W(2)n + Ĉ(1)n,1W(1)n−s1 − Ĉ(1)n,2W(2)n−s2],(
I + kA(2))W(2)n =W(2)n−1 + k[B̂(2)n,1W(1)n + B̂(2)n,2W(2)n + Ĉ(2)n,1W(1)n−s1 + Ĉ(2)n,2W(2)n−s2],
where B̂(l)j,n and Ĉ
(l)
j,n, l, j = 1,2, are given by (4.11) with possibly some different ξn in
S × S . It is obvious from the mixed quasimonotone property of (f (1), f (2)) that the di-
agonal matrices B(l)n,j , C
(l)
n,j , B̂
(l)
n,j , and Ĉ
(l)
n,j , where B
(1)
n,2, C
(1)
n,2, B̂
(1)
n,2, and Ĉ
(1)
n,2 are replaced
respectively by (−B(1)n,2), (−C(1)n,2), (−B̂(1)n,2), and (−Ĉ(1)n,2), satisfy the conditions in assump-
tion (A). Since
W(1)n = γ (1)E − αE  0, W(1)n = αE − δ(1)E  0 when n ∈ I (1),
W(2)n = γ (2)E − βE  0, W(2)n = βE − δ(2)E  0 when n ∈ I (2),
we conclude from Lemma 4.1 that (W(1)n ,W(2)n ,W(1)n ,W(2)n ) (0,0,0,0). Letting n→∞
yields (U,V ) (αE,βE) and (U,V ) (αE,βE). This proves the result in (ii).
(iii) The conclusion in (iii) follows from the results in (i) and (ii). Details are omit-
ted. ✷
It is seen from Theorems 4.1–4.3 that for each type of quasimonotone functions if
(α,β) = (α,β) ≡ (α∗, β∗) then (α∗E,β∗E) is a global attractor of (2.1) relative to the
rectangular region S . The following theorem gives a sufficient condition for the global
attraction of (α∗E,β∗E) in the whole space RM ×RM (or RM+ ×RM+ ).
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condition (4.7). Let also (Un,Vn) be the solution of (2.1) with an arbitrary (Φn,Ψn) ∈
R
M ×RM . If there exists an integer n0  0 such that(
δ(1)E, δ(2)E
)
 (Un,Vn)
(
γ (1)E, γ (2)E
) for n0 − s  n n0 (4.17)
then
(αE,βE) (Un,Vn)
(
αE,βE
)
as n→∞. (4.18)
In particular, (Un,Vn)→ (α∗E,β∗E) as n→∞ if (α,β)= (α,β) (≡ (α∗, β∗)).
Proof. It is easy to verify that the function (U∗n ,V ∗n )≡ (Un+n0 ,Vn+n0) satisfies the equa-
tions in (2.1) for n= 1,2, . . . . Since by (4.17),(
δ(1)E, δ(2)E
)

(
U∗n ,V ∗n
)

(
γ (1)E, γ (2)E
)
for − s  n 0,
we conclude from Theorems 4.1–4.3 for the corresponding quasimonotone functions
that (U∗n ,V ∗n ) (and therefore (Un,Vn)) satisfies (4.18). It follows from this relation that
(Un,Vn)→ (α∗E,β∗E) as n→∞ if (α,β)= (α,β)≡ (α∗, β∗). ✷
5. The Lotka–Volterra model problems
In this section we give some applications of the global attraction results for the general
system (2.1) to the three Lotka–Volterra models in (1.2)–(1.4). It is obvious that the reac-
tion functions in these model problems are quasimonotone nondecreasing, quasimonotone
nonincreasing, and mixed quasimonotone, respectively, and satisfy all the requirements in
(H2) and (H3) provided that condition (2.3) is fulfilled. Hence our aim in the applications
is to find a pair of constants (γ (1), γ (2)), (δ(1), δ(2)) that satisfy condition (2.3) for each of
the three models, and to justify that there is a unique constant steady-state solution which
is a global attractor of all positive time-dependent solutions. To achieve this goal, we need
to impose some conditions on the reaction rate constants a(1), a(2), b(1), and b(2), where
a(2) = a(2)+ c(2), b(1) = b(1)+ c(1). (5.1)
In the following discussion, we always assume that the matrix A(l) satisfies hypothesis
(H1) and the time increment k satisfies condition (4.7) with respect to the corresponding
function (f (1), f (2)) in (1.2), (1.3) or (1.4).
5.1. The cooperative model
In the cooperative model the function (f (1), f (2)) is given by (1.2). Our global attraction
result is given by the following.
Theorem 5.1. Let (f (1), f (2)) be given by (1.2), and let ∆≡ a(1)b(2)−a(2)b(1) > 0, where
a(2) and b(1) are given by (5.1). Then for any nonnegative (Φn,Ψn) with (Φ0,Ψ0) > (0,0)
the corresponding solution (Un,Vn) of (2.1) converges to (α∗1E,β∗1E) as n→∞, where
α∗1 =
(
b(1) + b(2))/∆, β∗1 = (a(1)+ a(2))/∆. (5.2)
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that the requirement on (γ (1), γ (2)), (δ(1), δ(2)) in (2.3) becomes
α(1)γ (1)
(
1− a(1)γ (1) + b(1)γ (2) + c(1)γ (2))
 0 α(1)δ(1)
(
1− a(1)δ(1) + b(1)δ(2) + c(1)δ(2)),
α(2)γ (2)
(
1+ a(2)γ (1) − b(2)γ (2) + c(2)γ (1))
 0 α(2)δ(2)
(
1+ a(2)δ(1) − b(2)δ(2) + c(2)δ(1)).
By (5.1) and the positivity of α(l), γ (l), and δ(l), l = 1,2, the above relation holds if
1− α(1)γ (1) + b(1)γ (2)  0 1− a(1)δ(1) + b(1)δ(2),
1+ a(2)γ (1) − b(2)γ (2)  0 1+ a(2)δ(1) − b(2)δ(2). (5.3)
Since the constant (α∗1 , β∗1 ) given by (5.2) is the unique positive solution of the system
a(1)α − b(1)β = 1, −a(2)α + b(2)β = 1,
we see that for any constant ρ  1 and any small (δ(1), δ(2)) > (0,0) the pair (γ (1), γ (2))=
(ρα∗1 , ρβ∗1 ) and (δ(1), δ(2)) satisfy all the inequalities in (5.3). By Theorem 4.1, the so-
lutions (Un,V n), (Un,V n) of (2.1) with (Φn,Ψn) = (ρα∗1E,ρβ∗1E) and (Φn,Ψn) =
(δ(1)E, δ(2)E), respectively, converge monotonically to the maximal and minimal solu-
tions (αE,βE), (αE,βE) that satisfy (3.1). Since A(l)(cE) = 0 for any constant c and
(α,β) (α,β) > (0,0), we obtain from (3.1), (3.2), and (1.2) that
1− a(1)α + b(1)β = 0, 1− a(1)α+ b(1)β = 0,
1+ a(2)α − b(2)β = 0, 1+ a(2)α− b(2)β = 0.
A subtraction of the above equations leads to
a(1)(α − α)− b(1)(β − β)= 0, −a(2)(α− α)+ b(2)(β − β)= 0. (5.4)
In view of ∆ ≡ a(1)b(2) − a(2)b(1) = 0, we have α − α = β − β = 0. This shows that
(αE,βE) = (αE,βE) = (α∗1E,β∗1E) and (α∗1E,β∗1E) is the unique positive steady-
state solution in S . By Theorem 4.1, the solution (Un,Vn) of (2.1) corresponding to any
(Φn,Ψn) in S converges to (α∗1E,β∗1E) as n→∞. Since ρ can be chosen arbitrarily large
and (δ(1), δ(2)) arbitrarily small, we conclude that the above convergence result holds for
every nonnegative (Φn,Ψn) with (Φ0,Ψ0) > (0,0). This proves the theorem. ✷
5.2. The competition model
For the competition model (1.3), the function (f (1), f (2)) is quasimonotone nondecreas-
ing. The following theorem gives a similar global attraction result of a positive steady-state
solution.
Theorem 5.2. Let (f (1), f (2)) be given by (1.3), and let (a(1), b(2)) > (a(2), b(1)). Then for
any nonnegative (Φn,Ψn) with (Φ0,Ψ0) > (0,0), the corresponding solution (Un,Vn) of
(2.1) converges to (α∗E,β∗E) as n→∞, where2 2
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Proof. For the function (f (1), f (2)) in (1.3), the requirement (2.3) becomes
α(1)γ (1)
(
1− a(1)γ (1) − b(1)δ(2)) 0 α(1)δ(1)(1− a(1)δ(1)− b(1)γ (2)),
α(2)γ (2)
(
1− a(2)δ(1) − b(2)γ (2)) 0 α(2)δ(2)(1− a(2)γ (1)− b(2)δ(2)).
It is easy to verify from (a(1), b(2)) > (a(2), b(1)) that the above inequalities are satisfied by
a sufficiently small (δ(1), δ(2)) > (0,0) and any constant (γ (1), γ (2)) satisfying
1/a(1) < γ (1) < 1/a(2), 1/b(2) < γ (2) < 1/b(1). (5.6)
By Theorem 4.2, the solutions (Un,V n), (Un,V n) of (2.1) with (Φn,Ψn) = (γ (1), δ(2))
and (Φn,Ψn)= (δ(1), γ (2)), respectively, converge monotonically to the steady-state solu-
tions (αE,βE) and (αE,βE). In view of (3.1), (3.2), and (1.3), the pairs (α,β) and (α,β)
satisfy the equations
1− a(1)α − b(1)β = 0, 1− a(1)α− b(1)β = 0,
1− a(2)α − b(2)β = 0, 1− a(2)α − b(2)β = 0.
A subtraction of the above equations leads to the same relation as that in (5.4). Since
(a(1), b(2)) > (a(2), b(1)) implies ∆ = 0, we conclude that (α,β)= (α,β)= (α∗2 , β∗2 ) and
(α∗2E,β∗2E) is the unique positive steady-state solution, where α∗2 and β∗2 are given by
(5.5). By Theorem 4.2, the solution (Un,Vn) of (2.1) corresponding to any (Φn,Ψn) in S
converges to (α∗2E,β∗2E) as n→∞.
To show the global attraction of (α∗2E,β∗2E) in RM+ × RM+ , we consider the scalar
initial value problem (4.12) with a = α(1), b = a(1). By the positivity of (Un,Vn), a com-
parison between (4.12) and the equation for Un in (2.1) (with f (1) given by (1.3))
shows that Un < Wn. Since by Corollary 4.1, Wn → (1/a(1))E as n→∞ and by (5.6),
(1/a(1)) < γ (1), we see that there exists an integer n1 > 0 such that Un  γ (1)E for
n  n1. A similar comparison between (4.12) and the equation for Vn in (2.1) (with f (2)
given by (1.3)) shows that for some n2  0, Vn  γ (2)E when n  n2. Moreover, since
(Un,Vn) > (0,0) for n= 1,2, . . . when (Φ0,Ψ0) > (0,0), we conclude that (Un,Vn) sat-
isfies condition (4.17) for some integer n0 > 0. The conclusion of (Un,Vn)→ (α∗2E,β∗2E)
as n→∞ follows from Theorem 4.4. ✷
5.3. The prey–predator model
For the prey–predator model (1.4), the function (f (1), f (2)) is mixed quasimonotone,
and we have the following result.
Theorem 5.3. Let (f (1), f (2)) be given by (1.4), and let 1 + (a(2)/a(1)) < b(2)/b(1). Then
the solution (Un,Vn) of (2.1) corresponding to any nonnegative (Φn,Ψn) with (Φ0,Ψ0) >
(0,0) converges to (α∗3E,β∗3E) as n→∞, where
α∗3 =
(
b(2)− b(1))/(a(1)b(2)+ a(2)b(1)),
β∗3 =
(
a(1)− a(2))/(a(1)b(2)+ a(2)b(1)). (5.7)
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(2.3) becomes
α(1)γ (1)
(
1− a(1)γ (1) − b(1)δ(2)) 0 α(1)δ(1)(1− a(1)δ(1)− b(1)γ (2)),
α(2)γ (2)
(
1+ a(2)γ (1) − b(2)γ (2)) 0 α(2)δ(2)(1+ a(2)δ(1) − b(2)δ(2)).
The above inequalities are satisfied by a sufficiently small (δ(1), δ(2)) and any constant
(γ (1), γ (2)) such that
γ (1) > 1/a(1),
(
1+ a(2)γ (1))/b(2) < γ (2) < 1/b(1). (5.8)
The existence of (γ (1), γ (2)) satisfying (5.8) follows from the hypothesis of the theorem.
By Theorem 4.3, the solution (Un,V n,Un,V n) of (4.15) converges to the constant limit
(αE,βE,αE,βE) where (α,β) and (α,β) satisfy (3.13). For the function (f (1), f (2)) in
(1.4), relation (3.13) is equivalent to
1− a(1)α − b(1)β = 0, 1− a(1)α− b(1)β = 0,
1+ a(2)α − b(2)β = 0, 1+ a(2)α− b(2)β = 0.
A subtraction of the above equations leads to the same equation as that in (5.4). Since
∆ = 0, we conclude that (α,β) = (α,β) = (α∗3 , β∗3 ) and (α∗3E,β∗3E) is the unique posi-
tive steady-state solution in S , where α∗3 and β∗3 are given by (5.7). By Theorem 4.3, the
solution (Un,Vn) of (2.1) corresponding to any (Φn,Ψn) in S (with (Φ0,Ψ0) > (0,0))
converges to (α∗3E,β∗3E) as n→∞.
To show the global attraction of (α∗3E,β∗3E) in RM+ ×RM+ , we observe from (4.12) and
(2.1) (with f (1) given by (1.4)) that Un <Wn for n= 1,2, . . . . Since by Corollary 4.1 and
(5.8), Wn → (1/a(1))E < γ (1)E as n→∞, there exists n1  0 such that Un  γ (1)E for
n  n1. Using the bound of Un in the equation of (2.1) for Vn (with f (2) given by (1.4))
yields(
I + kA(2))Vn  kα(2)Vn(1+ a(2)γ (1) − b(2)Vn), n n1.
Since δ(1)E  Vn1  γ (1)E, a comparison result for scalar initial value problem ensures
that Vn Wn for n n1, where Wn is the solution of (4.12) with a = α(2)(1 + a(2)γ (1)),
b = b(2)/(1 + a(2)γ (1)), and Wn1 = Vn1 (cf. [13,14]). Again, by Corollary 4.1 and (5.8),
Wn → [(1 + a(2)γ (1))/b(2)]E < γ (2)E as n→∞. This implies that there exists n2  n1
such that Vn  γ (2)E when n  n2. It follows from the positivity of (Un,Vn) that there
exist a small (δ(1), δ(2)) and an integer n0 > 0 such that condition (4.17) holds. The con-
clusion of the theorem follows from Theorem 4.4. ✷
Remark 5.1. (a) By letting c(1) = c(2) = 0 (so that a(2) = a(2), b(1) = b(1)) all the conclu-
sions in Theorems 5.1–5.3 hold true for the corresponding standard Lotka–Volterra model
problems without the effect of time delays.
(b) The condition (Φ0,Ψ0) > (0,0) for the global attractivity in Theorems 5.1–5.3 is
necessary because if Φ0 = 0 or Ψ0 = 0 then the corresponding solution component Un or
Vn is identically zero for all n. This global attraction implies that the trivial solution (0,0)
and the semitrivial solutions (E/a(1),0) and (0,E/b(2)) of all the three models are unsta-
ble. It also implies that these model problems have no nonconstant steady-state solution.
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