In this paper range image segmentation is cast in the framework of Bayes inference and Markov random field modeling. To facilitate the inference from distance measurement to labeling set, we introduce the set of surface function parameters as another estimation and construct a novel model accordingly. Subsequent study shows that range image segmentation can be formulated as a combinatorial optimization problem. This model-based optimization will be used as a postprocessing module after an edge-based initial segmentation in our hybrid segmentation scheme. Qualitative improvement is observed from experimental results.
Introduction
Range image segmentation finds wide application in current-day machine vision systems. It denotes the process through which a range image is partitioned into non-overlapping regions which normally correspond to different surface patches on physical objects in the three-dimensional scene. Although the task seems simple, it has proven to be one of the most difficult stumbling blocks towards 3-D vision. An experimental evaluation (Hoover et al., 1996) of four representative algorithms reveals that even the problem of planar segmentation which is limited to polyhedral objects cannot be regarded as solved. Further improvement is not only possible but also necessary with respect to both segmentation quality and computational cost. Curved-surface segmentation is less mature (Powell et al., 1998) .
Range image segmentation techniques could be broadly classified into two categories: edge-based (Fan et al., 1987; Jiang and Bunke, 1999) and region-based (Besl and Jain, 1988; Hoffman and Jain, 1987) . Region-based approach groups image pixels into different regions based on homogeneity measures. Typically a feature vector is calculated and associated with each pixel; segmentation is then performed in the feature space using clustering methods (Hoffman and Jain, 1987) or in the image domain using region-growing methods (Besl and Jain, 1988) . One disadvantage of region-growing methods is that their performance depend highly on the selection of seed regions; while for clustering methods, it is difficult to determine the true number of surface patches and thus an over-or under-segmentation is often obtained. The basic idea behind edge-based approach is to locate region boundaries which signify surface discontinuities in depth, normal or curvature. Fan et al. (1987) detect edges by calculating the zero-crossings and extrema of principal curvatures. Jiang and Bunke (1999) make the assumption that each scan line corresponds to a curve in a plane, and base their edge detection method on the approximation of a scan line by a set of polynomial functions. Edge-based approach suffers from its tendency to produce unclosed edge maps and extensive empirical postprocessing may be needed.
Both approaches have some desirable characteristics also. Edge-based technique has the potential to locate region boundaries precisely, whereas region-based technique is generally robust in noisy environment. A synergetic combination of these two techniques is supposed to lead to more accurate and robust segmentation. This idea gives rise to the hybrid approach. In the algorithms developed by Yokoya and Levine (1989) and Ghosal and Mehrotra (1993) , initial segmentation obtained by using region-based technique is refined based on the detected edge maps to produce the final segmentation. Improved segmentation quality is reported.
In this paper we will study the problem of range image segmentation in a Bayes inference framework. The maximum a posteriori (MAP) criterion is adopted and a Markov random field (MRF) is used to embody the a priori knowledge of segmentation. A novel model is proposed and we show that based on our model range image segmentation can be converted into a combinatorial optimization problem. To circumvent the consequent shortcomings of computational burden and assumption of region number, a hybrid scheme is developed in which model-based optimization will follow an edge-based procedure and serve as a postprocessing module to produce a refined segmentation.
The rest of this paper is organized as follows: Section 2 is devoted to our range image segmentation model. Section 3 discusses how the combinatorial optimization problem is formulated. Our segmentation scheme is introduced in Section 4. Experimental results on real range images are also presented. Finally, conclusions are given in Section 5.
Range image segmentation model
A range image is essentially a two-dimensional array of distance measurements of corresponding surface points from sensor. Let S denote the image lattice and D ¼ fd ði;jÞ j8ði; jÞ 2 Sg be the set of distance values. If we assume that there are totally M surface patches in the scene, range image segmentation can be treated directly as a site labeling problem, i.e. assigning a membership label from the label set L ¼ f1; . . . ; Mg to each of the sites in S. More formally, given the noisy distance observation D, we aim to estimate the segmentation result which is actually a labeling set F ¼ ff ði;jÞ j8ði; jÞ 2 S; f ði;jÞ 2 Lg ð 1Þ
Our goal is to infer F from D. But unfortunately we cannot see any direct relationship between them. One is distance observation and the other is membership indication; there is an apparent inference gap inside. An immediate cue here is that any pixels that take the same label should belong to the same surface patch and thus behave similarly with regard to some geometric considerations. More specifically, Besl (1988) has pointed out that distance measurements in a range image can be approximated well enough for 3-D object recognition purposes with low-order bivariate polynomial functions. Image pixels in the same region should conform with the same polynomial function. Such geometric homogeneity inside regions and heterogeneity among different regions provide a reasonable means for inference from D to F. For example, if we limit our current study to polyhedral objects only, the true distance values can then be calculated by plane functions which have the typical form:
whereã a ¼ ½a 0 a 1 a 2 T is the parameter vector of the surface patch that pixel ði; jÞ belongs to. This polynomial approximation can be easily extended to higher-order cases. Since the measurement is a transformed and degraded version of true distance and different labels correspond to differentã a, our estimation F and observation D has been connected by these parameter vectors. Based on the above discussion, we introduce another desired estimation
which is the set of parameter vectors of involved surface patches. Note that current formulation in Eq. (2) is only applicable to orthographic range sensors by which distances are measured from the sensor plane to surface points. Therefore ði; j; g ði;jÞ Þ could be treated as a genuine Cartesian coordinate.
Our objectives now include F and A, in which F symbolizes the segmentation result while A represents the surface patches. How to seek them will be handled in the framework of Bayes inference (Therrien, 1989) . We adopt the maximum a posteriori criterion and define the optimal estimation by
According to the Bayes rule, we can write the a posteriori probability as P ðF; AjDÞ ¼ pðDjF; AÞP ðF; AÞ pðDÞ ð5Þ
In this equation pðDÞ is a constant for a fixed D, and meanwhile we have P ðF; AÞ ¼ P ðAjFÞP ðFÞ ð 6Þ Therefore Eq. (4) is mathematically equivalent to
There are three items in the above definition and we will discuss them respectively. 
is the likelihood energy. The second item P ðAjFÞ is the conditional a priori probability of A. The function parameter set A actually encodes the positions, poses and shapes of surface patches in the scene. It is easy to see that given only the affiliated pixels but without the distance information, we cannot figure out any idea of how the surface patches should appear: they may be near to or far from the sensor, face left or right, curve like a cylinder or a sphere. Tremendous possibilities exist with equal probability. In other words we cannot take any rational preference on the distribution of A in the parameter space. So in our formulation P ðAjFÞ is treated as a uniform distribution and discarded in the subsequent optimization.
The last item P ðFÞ encodes our a priori knowledge of labeling F. A reasonable assertion here is that neighboring pixels are likely to belong to the same region. Such contextual constraint can be readily modeled by Markov random field (Li, 1995) . F is viewed as a field of random variables, i.e. f ði;jÞ , among which the Markovianity holds that only neighboring pixels have direct interactions on each other, while non-neighboring pixels are conditionally independent. P ðFÞ will thus obey the Gibbs distribution (Geman and Geman, 1984) :
where Z is the partition function which is the same for different F and a priori energy where N ði;jÞ is the set of neighboring pixels of pixel ði; jÞ.
Having studied the specific forms of pðDjF; AÞ, P ðAjFÞ and P ðFÞ, we can transform the maximization problem in Eq. (7) to an energy function minimization problem
It means that we can achieve an optimal segmentation by finding a ðF; AÞ that corresponds to the minimum energy. This model provides a novel viewpoint to see the problem of range image segmentation. Jain and Nadabar (1990) have also studied it using MRF modeling. But they focus their attention on detecting edges in a range image and thus adopt the line process (LP) model proposed by Geman and Geman (1984) . The LP model for edge detection performs on the imaginary lines between adjacent pixels which form another MRF besides the one on image pixels. Its label set L ¼ fEDGE; NON-EDGEg offers attractive properties of definiteness and smallness; in contrary, our model works directly on the region labels and thus faces the difficulty of how to determine the true number of regions. When the region number increases, the computational burden aggravates exponentially. Moreover, the objective function in Eq. (16) involves both discrete and continuous variables. This makes the optimization process quite convoluted. These problems will be dealt within Sections 3 and 4.
Range image segmentation by combinatorial optimization
The objective function in Eq. (16) is the sum of likelihood energy U ðDjF; AÞ and a priori energy U ðFÞ. A careful analysis of U ðDjF; AÞ in Eq. (10) finds that it is actually the sum of local likelihoods, i.e. ðd ði;jÞ À g ði;jÞ Þ 2 =ð2r 2 Þ, of all the pixels in the image. Since the pixels may be grouped into clusters R 1 ; R 2 ; . . . ; R M according to F, the set of local likelihoods can be similarly divided into M parts:
where
Corresponding to each U R k , we now constitute a linear least-square problem
in which parameter vectorã a k is the unknown variable, and claim that the solutionF F Ã to the combinatorial problem
should also be a solution F Ã to Eq. (16). A proof is as follows.
First we introduce two abbreviations to denote the functions to be minimized:
. And letÃ A Ã be the set of parameter vectors obtained by solving the least-square problem (19). We can easily see that
Let us just supposeF F Ã is not a solution F Ã to Eq. (16). That is equally to say
On the other hand, according to the definition of least-square problem, we have U R k P N R k for k ¼ 1; . . . ; M. So it holds that
Furthermore, no matter whether F Ã is a solution of Eq. (20) or not, we have
A sequential combination of inequalities (22)- (24) shows that
But this result is obviously contradictory to Eq. An immediate application of the above conclusion is to solve Eq. (20) directly. Given the astronomical size of search space and multi-modal landscape, a global method, i.e. simulated annealing (SA) (Geman and Geman, 1984) is used in our case. By starting from a randomly initialized labeling and probabilistically accepting transitions which may result in higher energy, SA is guaranteed theoretically to converge to the global optimum. In our algorithm the Gibbs sampler (Geman and Geman, 1984 ) is adopted and the cooling schedule for SA is set to T tþ1 ¼ 0:99T t . An experiment on a 256 · 256 range image, which is depicted in Fig. 1(a) , is presented here. Fig. 1(b) is the ground truth segmentation. There are four planes in the scene and we use different shadings to represent them. The SA iteration starts from the randomly generated labeling in Fig. 1(c) and finally converges to the labeling in Fig. 1(d) . Although there are still some erroneous labels near surface boundaries, the segmentation result is largely quite accurate. And this is achieved totally through combinatorial optimization based on our model. The experiment gives a vivid demonstration of the potential of our segmentation model. This approach for range image segmentation, despite its usefulness, involves significant computation of global optimization. Moreover, like many other MRF models, our model assumes a priori knowledge of region number and its performance depends critically on the estimation of parameters. All these problems should be dealt with for a practical application of our model. It motivates us to develop a hybrid scheme for segmentation.
Hybrid scheme for segmentation
Our scheme is essentially a hybrid of edge-based technique and model-based optimization. Due to the high dimensionality and non-convex shape of the energy function, direct search for the global minimum is practically unaffordable. The advantage of model-based optimization is not in the search but in the evaluation. However, for edgebased technique, search is just its strongpoint. It can quickly reach a suboptimal solution by taking advantage of heuristics, although it may not have a solid mathematical basis. Therefore Li (1995) proposes a hybrid strategy to ''use a heuristic algorithm to quickly find a small number of solution candidates and then evaluate the found candidates using an energy function derived formally to give the best function''. In the scheme developed by Bhandarkar and Zhang (1999) , segmentation candidates are produced by dilating detected edges and a genetic algorithm is then used to seek the optimal one in terms of an empirically defined cost function. By adopting a MRF based evaluation function, our scheme will follow a different way.
The general procedure of our scheme includes three step:
(1) initial edge-based segmentation, (2) parameter estimation of the MRF model, (3) energy function minimization.
For the first step, we have chosen the edge detection algorithm developed by Jiang and Bunke (1999) . They assume that each scan line (image row, column, diagonal) corresponds to a curve in a plane in 3-D, resulting from the intersection of the scan plane with the surfaces of objects in the scene. Then their edge detection method is based on the approximation of a scan line by a set of polynomial functions. This algorithm is mostly praised for its fast segmentation in spite of the necessity of empirical postprocessing, e.g. edge linking to produce closed contour.
The second step of our scheme is to estimate the parameters of the adopted MRF model. A benefit provided by the edge detection is the number of regions in the image. It just relieves the dependence of our model on the a priori knowledge of region number. Moreover, for each region in the initial segmentation, a least square plane-fitting is performed and the residuals on pixels are calculated. The mean of all the residuals is then taken as the noise variance r 2 in our model. Potential parameters b are calculated by using the coding method (Besag, 1974) . In this way, the initial segmentation makes the supervised estimation of model parameters being feasible.
The subsequent step is to minimize the energy function (20). It is highly likely that the initial edge-based segmentation is very near to an optimum segmentation. Based on this idea a local search method, i.e. ICM (Besag, 1986) , is employed. Starting from the initial labeling F 0 provided by initial segmentation, ICM sequentially updates each f k ði;jÞ into f kþ1 ði;jÞ by maximizing the conditional posteriori probability P ðf ði;jÞ jD; A; f SÀfði;jÞg Þ and then recalculate the surface parameter set A. The above defines an updating cycle of ICM and will repeat until convergence. A rapid convergence is guaranteed (Besag, 1986) and experience also shows that 5-10 raster scans of image pixels is usually enough (Dubes et al., 1990) . ICM is often criticized for a heavy dependency of search quality on the initial state but in our case the initial edge-based segmentation provides a reasonable starting point for ICM.
In such a scheme, our MRF-based model can be regarded as a guide to improve the initial segmentation provided by an edge-based method. This kind of combination exploits both the advantages of heuristics and mathematical formulations and thus leads to high-quality segmentation with affordable computation. Our scheme has been tested on the ABW range images which are available from http://marathon.csee.usf.edu/ range/seg-comp/SegComp.html. Two of them are depicted in Fig. 2(a) . They both consist of polyhedral objects only and have more than 20 plane patches in the scene. The initial segmentations obtained by edge detection are shown in Fig. 2(b) , respectively. A lot of spurious edge points exist because of measurement noise or lack of distance measurements on those points (shadow pixels in a structured light sensor image). The final segmentations after optimization are presented in Fig.  2(c) . An obvious improvement is achieved and this only induces cheap computation of local hillclimbing in ICM. The step of energy function minimization is testified to be very effective in deleting isolated spurious edge points while retaining true edge points. At this point, optimization based on our model can be viewed as an efficient postprocessing module for robust range image segmentation. What makes it distinct from other postprocessing methods is that it uses a systematic and mathematically sound principle of MRF modeling to decide how to improve the initial segmentation, not by a principle based on heuristics. This gives rise to another advantage of our scheme, that is, segmentation results can be quantitatively estimated and compared, by the value of the energy function.
Conclusion
This paper provides a new viewpoint to consider range image segmentation. We propose to include both labeling and surface function parameters as estimations and set up a model in the framework of Bayes inference and Markov random field. Range image segmentation can be consequently treated as a combinatorial optimization problem. Preliminary experiments on simple images have demonstrated the usefulness of our model. Furthermore, we develop a hybrid scheme in which model-based optimization serves as a postprocessing module for an edge-based segmentation. We have shown that in this way a little computation will bring forth an obvious improvement on segmentation quality.
Our MRF-based model and hybrid scheme constitute a flexible framework for range image segmentation. Various extensions are now underway, one of which is to make it applicable to more complex images which involve quadratic surfaces. A surface classification step may be needed based on the initial segmentation to facilitate the subsequent optimization. Other extensions like using genuine Cartesian coordinates for perspective range sensors are also being studied.
