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Об’єктом дослідження є підсистема прогнозування інцидентів роботи операційної си-
стеми (ОС) серверної платформи, яка функціонує на базі операційної системи сімейства 
Windows. Одним із найбільш проблемних місць при плануванні заходів запобігання шкідливим 
наслідкам мережевих атак типу dDOS, апаратним відмовам серверної системи тощо є 
отримання ефективної моделі передбачення інцидентів роботи операційної системи. 
У ході досліджень використовувалися методи формування та дослідження часового 
ряду, експоненціального згладжування, елементи теорії машинного навчання на базі методу 
групового врахування аргументу (МГВА). Для отримання точних і надійних прогнозів робо-
ти інтелектуальної підсистеми прогнозування інцидентів було застосовано елементи тео-
рії евристичної самоорганізації та конкретна реалізація даної теорії – МГВА. Отримано 
алгоритм та розроблена програмна реалізація інтелектуальної системи прогнозування ін-
цидентів роботи операційної системи та основні характеристики її роботи. Це стало мо-
жливо в результаті аналізу побудованої моделі порушника, системного журналу інцидентів 
безпеки та використанню МГВА. Запропоновано механізм формування вибірки подій інциде-
нтів роботи ОС на основі системного журналу подій Windows. Проведене тестування за-
пропонованої підсистеми прогнозування на базі тестових вибірок дозволяє стверджувати, 
що результати прогнозування, отримані при різних налаштуваннях системи машинного на-
вчання та параметрів (степінь опорного поліному, кількість змінних в моделі характерис-
тичного поліному, кількість рядів селекції) є задовільними. У результаті застосування 
створеного алгоритму прогнозування інцидентів роботи ОС було показано, що застосуван-
ня великої кількості поліноміальних моделей у МГВА дає змогу отримати підсистему про-
гнозування, яка якісно переважає системи, засновані на класичних регресійних моделях та 
методах. Завдяки цьому можливо отримати значно точніший прогноз у порівнянні з класич-
ними регресійними методами або методом експоненціального згладжування, що дає відсот-
кове відношення хибних обрахунків з використанням МГВА не більше 4 %. 
Ключові слова: часовий ряд, підсистема прогнозування, машинне навчання, поліноміа-
льна модель, метод групового врахування аргументів. 
 
1. Вступ 
У роботах більшості авторів не ставиться питання про класифікацію методів і моделей 
прогнозування роботи операційних систем (ОС). Це стосується прогнозування подій безпеки 
та алгоритмів, або моделей прогнозування, які б мали застосовуватися з даною метою, то 
назвати специфічні алгоритми або методи не вважається за можливе. Як показує огляд літе-
ратури, нині найпопулярнішими є класичні моделі прогнозування (трендові, регресійні), про-
гнозування з використанням нейронних мереж та марківські моделі [1–3]. Особливий вклад в 
теорію та практику створення алгоритмів, методів та систем прогнозування внесли науковці 
в роботах [4, 5]. Тому актуальним є аналіз виявлення критичних режимів роботи операційних 
систем сучасними методами прогнозування часових рядів, а також розробка нових ефектив-
них методів машинного навчання на базі МГВА для застосування в підсистемах прогнозу-
вання інцидентів. Таким чином, об’єктом дослідження є підсистема прогнозування інциден-
тів роботи ОС серверної платформи, яка функціонує на базі операційної системи сімейства 
Windows. Мета роботи полягає у створенні програмного засобу підсистеми прогнозування 
інцидентів роботи ОС серверної платформи на базі ОС сімейства Windows з використанням 









2. Методика проведення досліджень 
Предметом для роботи моделі підсистеми прогнозування є часовий ряд. У якості такого 
ряду використаний журнал системних подій ОС зі складу системи фіксації та облік різних 
інцидентів безпеки в ОС Windows Server. Загалом такі системи реагують та реєструють такі 
порушення властивостей інформації, як: порушення конфіденційності інформації, порушен-
ня цілісності інформації, порушення доступності інформації, порушення керованості систе-
ми тощо. Вміст даного журналу, загалом, співвідноситься з моделлю порушника [6]. 
Серед прикладів дій порушника та типових атак на операційну систему, інформація, про 
які міститься в журналах системних подій ОС Windows, можна назвати, наприклад, такі [7]: 
– спроби сканування файлової системи та крадіжки ключової інформації; 
– підбір пароля; 
– збір даних з неочищеної корзини Windows; 
– перевищення повноважень доступу; 
– програмні закладки; 
– жадібні програми. 
Часовим рядом для підсистеми прогнозування інцидентів роботи ОС є вибірка значень 
критичних подій в ОС за 1, 2, 3, 4, 5, 6, 7, 8 день роботи ОС з системного журналу, яка наве-
дена у табл. 1. 
 
Таблиця 1 








1 Помилка 234 5 Помилка 36 
19 жовтня Попередження 30 23 жовтня Попередження 68 
2 Помилка 39 6 Помилка 54 
20 жовтня Попередження 18 24 жовтня Попередження 98 
3 Помилка 39 7 Помилка 24 
21 жовтня Попередження 53 25 жовтня Попередження 42 
4 Помилка 16 8 Помилка 19 
22 жовтня Попередження 19 26 жовтня Попередження 19 
 
У пакеті MS Excel існує доволі списку інструментів для статистичного аналізу. Для те-
стування прогнозу обираємо «Експоненціальне згладжування». Фактично отримані часові 
відліки і є елементами часового ряду (ЧР), які використовуватимуться далі для отримання 
прогнозу. 
Отримаємо наступні результаті аналізу ЧР інцидентів роботи ОС (рис. 1). 
Для даного ЧР обраховано середньоквадратичне відхилення, яке знаходиться в інтерва-
лі від 18,67 до 119,85. Значення згладжених рівнів для кожного з наявних 8 значень показни-
ка значень ЧР, отримані на рис. 1, дають змогу планувати очікування таких подій на наступні 
8 днів. Отримана поліноміальна модель прогнозування не є адекватною для отримання про-
гнозу, тому розглядається варіант прогнозування з використанням методу групового враху-
вання аргументів (МГВА), а отриманий прогноз має евристичний характер. Характери та 












Рис. 1. Побудований прогнозний тренд для графічного відображення функціональної залеж-
ності кількості подій в часі для параметра «Помилки в роботі операційної системи» на 8 днів 
 
Для доведення коректності даного тренду можна піти двома шляхами: емпіричним; 
експериментальним. Можна скористатися моделлю прогнозного тренду з використанням 
регресійного аналізу [8]. Але, для отримання точних і надійних прогнозів при дослідженні 
складних об’єктів, наприклад, таких, як система реєстрації інцидентів, застосовується теорія 
евристичної самоорганізації та конкретна реалізація теорії – МГВА [9]. МГВА має сенс ви-
користовувати в якості базового методу для прогнозування інцидентів, оскільки вибірка да-
них (журнал системних подій Windows) містить декілька елементів [10–12]. Тому використо-
вується індуктивний підхід, згідно з яким послідовно генеруються моделі зростаючої склад-
ності, доки не буде знайдений мінімум деякого критерію якості моделі. Цей критерій якості 
називається зовнішнім критерієм, адже під час налаштування моделей та при оцінці якості 
моделей використовуються різні дані. Досягнення глобального мінімуму зовнішнього крите-
рію при породженні моделей означає, що модель, яка здатна знаходити такий мінімум, є шу-
каною. 
Алгоритм знаходження моделі оптимальної структури для підсистеми прогнозування 
інцидентів можна представити у вигляді таких кроків [9]: 
1. Маємо вибірку в вигляді ЧР системного журналу   

 , де R . В 
зв’язку з тим, що для роботи МГВА необхідно провести навчання та тестування, то вибірка 
розбивається на навчальну та тестову. У практичній реалізації МГВА відсоткове співвідно-
шення даних вибірок обирається вручну. 
Нехай ,  – множини з діапазону    . Ці множини задовольняють умови 
розбивки множин     . Матриця  складається з векторів-рядків , для 
яких індекс  . Вектор  складається з тих елементів , для яких індекс  . Розбит-
тя вибірки записується так: 
 
   
       
   
R R  
 
2. Призначаємо базову модель. Дана модель описує відношення між залежною змінною 
 та вільними змінними . Для створюваного алгоритму прогнозування використаємо 










     
            (1) 
 
У моделі (1)     – множина вільних змінних і   – набір вагових кое-
фіцієнтів: 
 
      
 
3. Виходячи з поставлених завдань обирається цільова функція – зовнішній критерій, 
який описує якість моделі. Нижче описані декілька часто використовуваних зовнішніх кри-
теріїв. 
4. Індуктивно генеруються моделі-претенденти. При цьому вводяться обмеження на 
довжину полінома базової моделі. Наприклад, степінь полінома базової моделі не повинен 
перевищувати конкретне натуральне значення. Тоді базова модель записується у вигляді лі-
нійної комбінації заданої кількості  добутків вільних змінних так: 
 
    (2) 
 
де  – функція лінійної комбінації. Аргументи (2) перевизначаються так: 
 
  




   
 
Для коефіцієнтів, які лінійно входять до складу моделі задається одноіндексна нумера-
ція за таким порядком:    . У такому випадку модель може бути представлена у 
вигляді лінійної комбінації виду: 
 

      (3) 
 
Кожна модель виду (3), що генерується, задається лінійною комбінацією елементів 
   , в якій множина індексів     є підмножиною   . 
5. Для налаштування даних параметрів використовується внутрішній критерій, що об-
числюється за допомогою навчальної вибірки. Кожному елементу вектора  – елемента 
вибірки  зіставляється у відповідність вектор . Далі будується матриця виду , що є 
набором векторів-стовбців .ia  Матриця  розбивається на підматриці  та . Наймен-
ший залишок виду  , де    повертає значення вектора параметрів  , який об-












   
 
де   . Внутрішнім критерієм для моделі застосовується середньоквадратична 
похибка виду: 
 
     
 
У відповідності до критерію    обираються параметри   та обчислюються 
похибки на тестовій вибірці , де  . При ускладненні моделі внутрішній критерій не 
дає мінімум моделям оптимальної складності, тому для вибору моделі він не є придатним. 
6. Для вибору кращих моделей проводимо обчислення їх якості. Для цього використо-
вується контрольна вибірка та зовнішній критерій. Похибка на вибірці  позначається так: 
 
   Δ Δ ,     
 
де   ,   . Це означає, що помилка обчислюється на вибірці  при пара-
метрах моделі, отриманих на вибірці . 
7. Модель, що надає мінімум зовнішньому критерію, вважається оптимальною. 
 
3. Результати досліджень та обговорення 
Реалізований додаток мовою С# прогнозування на базі МГВА містить інтерфейс, який 
дозволяє змінювати степінь опірного поліному від 1 до 7, а кількість змінних в моделі харак-
теристичного поліному – від 2 до 7. Передбачається, що апріорі невідомо кількість моделей, 
що переходять у вищий ряд, тому дане поле на екранні форми можна заповнити вручну. Кі-
лькість рядів селекції для моделі можна встановлювати від 1 до 10. 
Після завантаження вибірки даних з журналів безпеки ОС Windows 10 досліджуваного 
персонального комп’ютера встановлюються параметри генерованих МГВА моделей та відк-
ривається можливість ввести параметри поділу вибірки для навчання/перевірки прогнозу 
(рис. 2). 
При розрахунку параметрів моделі МГВА отримуємо відповідні проміжні дані етапів 
розрахунку моделей на основі МГВА (рис. 3): 
– критерії регулярності для моделей S[1], S[2], S[3], S[4]; 
– глобальний критерій на рівні 1 селекції; 
– модуль відхилення оцінки отриманих моделей прогнозування по всій виборці. 
При збільшенні кількості відліків в ЧР з журналу безпеки Windows може відбутися по-
кращення якості прогнозу (зменшення критерію помилок). Але в такому випадку, підвищен-
ня точності буде вимагати підвищення розміру набору даних для навчання та перевірки мо-











Рис. 2. Завантаження вибірки часового ряду через графічний інтерфейс програмної реалізації 




Рис. 3. Завантажені вхідні дані, проміжні дані по етапам розрахунків моделі прогнозування 










Залежно від цілей та очікуваної тривалості прогнозного періоду прогнозування інциде-
нтів параметри моделі на діалоговій формі можна змінювати. Але при збільшенні кількості 
змінних в моделі та ступеня опорного поліному час отримання найкращої моделі для прогно-
зу може суттєво збільшуватися. 
У результаті роботи програмного модуля, математична модель навчання відбирає кращі 
моделі, а в результаті селекції кращих моделей отримуємо найкращу модель, яку і буде ви-








На графіку вхідних та оброблених даних моделі прогнозування на основі МГВА можна 
оцінити розбіжність даних реальної вибірки та даних (показано жовтим кольором), отрима-
них на базі кращої моделі прогнозу МГВА (показано червоним кольором) (рис. 5). 
Для проведення прогнозування часових рядів, які отримані із журналу інцидентів робо-
ти серверної ОС на базі МГВА, потрібно здійснювати відбір кращих моделей на кожній іте-
рації роботи методу. Такий підхід зменшує загальну кількість обчислень (процесорний час), 
а також зменшує об’єми пам’яті роботи самого методу. Порівнюючи результати прогнозу-
вання, згенеровані моделлю МГВА та авторегресії (рис. 6), можна дійти висновку про мож-










Рис. 5. Порівняння даних реальної вибірки та даних з отриманими на базі кращої моделі  




Рис. 6. Порівняння результатів прогнозування, отриманих моделлю на основі методу  
групового врахування аргументів та авторегресії на 3 видах вхідних параметрів машинного 
навчання 
 
Результати прогнозування, отримані при різних налаштуваннях системи (рис. 6) та різ-
них параметрах (степінь опорного поліному, кількість змінних моделі характеристичного 
поліному, кількість рядів селекції). 
 
4. Висновки 
Провівши тестування отриманої підсистеми прогнозування та сформованих тестових 
вибірок встановлено, що результати прогнозування інцидентів безпеки ОС, отримані при 
різних налаштуваннях системи та параметрів, можуть дещо відрізнятися. Застосування вели-
кої кількості поліноміальних моделей, подібних до тих, що використовуються у МГВА, дає 
змогу отримати значно точніший прогноз для задачі прогнозування інцидентів роботи ОС, 
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