Abstract
INTRODUCTION
Gene regulatory networks (GRN) are systems of biomolecular components (genes, mRNA, proteins) that interact with each other and through those interactions determine gene expression levels -i.e., determine the rate of gene transcription to mRNA and, consequently, the rate of mRNA translation to proteins [1, 2, 3] . The signals in GRN are carried by molecules. For instance, proteins which enable initiation of the gene transcription to mRNA (so-called transcription factors) can be considered as input signals. They bind to the so-called promoter regions adjacent to the regulated gene and, in doing so, enable an RNA Polymerase to perform the transcription. On the other hand, proteins that are translated from the mRNA can be considered as output signals. Some of the created proteins may act as transcription factors themselves and upregulate or downregulate gene expressions, i.e., activate or suppress the transcription process. This creates feedback loops in the network which allow direct or indirect self-regulation. An illustration of a possible segment of a regulatory pathway is shown in Figure 1 . Study of GRN provides critical information about the functionality of cells and organ- 1 This work was supported in part by the National Science Foundation grant CCF-0845730 isms, reveals mechanisms of genetic diseases, enables optimization of diagnostic techniques, etc. In this paper, we focus on GRN modeled by the chemical Langevin equation [4] and develop a particle filtering algorithm for estimating the network parameters.
NETWORK MODEL
Consider a GRN comprising N molecular components. The network variables are the numbers of the molecules of each of the N species; generally, we are interested in the temporal changes of these variables. Denote the number of molecules of the i th network component at time t by x i (t); for convenience, collect the x i (t) into a vector X(t), i.e., denote X(t) = [x 1 (t) . . . x N (t)] . Molecular reactions in GRN are subject to significant spontaneous fluctuations. Consequently, the numbers of the molecular species x i (t) are inherently stochastic processes. We can model X(t) as a Markov process with discrete states, where the time evolution of the state probabilities P (X, t) is given by the chemical master equation,
In (1) (1) is the so-called propensity function, i.e., a m (·)dt is the probability that during time interval (t, t + dt) there is a reaction in the m th channel. The propensity function can further be expressed as a m (X(t)) = c m h m (X(t)), where c m is the probability that one reaction takes place in (t, t + dt) and h m (X(t)) denotes the number of possible simultaneous reactions 2 . The chemical master equation is often used to simulate the Markov process X(t) and enable computational studies of GRN. To this end, one may employ various stochastic simulation algorithms, originally proposed by Gillespie [5] .
The model (1) provides a very accurate description of the network dynamics [5] . However, since it tracks individual discrete events, it is often cumbersome for practical purposes. For instance, relying on (1) to infer the parameters of the network (i.e., the stochastic rate constants c m ) may in principle be possible [6] ; however, it is computationally intractable for the network sizes typically encountered in practice. Therefore, simplified network models are desirable. Under certain assumptions (e.g., large x i (t), small dt), we may approximate (1) by the chemical Langevin equation, (2) where N m (0, 1) denote independent, identically distributed (iid) Gaussian random variables. By collecting vectors V m into a stoichiometry matrix
where dW denotes an M -dimensional Wiener process, vector a(X(t)) is defined as
and where
2 The coefficients cm are often referred to as the stochastic rate constants. The function hm(X(t)) counts all possible combinations of individual molecules that may lead to a reaction in the m th channel.
We should point out that while the chemical Langevin equation (2) may be used as a network model for the purpose of parameter estimation, in general it is not sufficiently accurate to provide reliable simulations of the network dynamics. To conduct computational studies of GRN, we still need to model them using stochastic simulation algorithms.
Let us write the chemical Langevin equation (3) using the notation typically encountered in the literature on stochastic differential equations,
where μ(X(t), θ) = Sa(X(t)) denotes the drift, and σ(X(t), θ) = (SA(X(t))S T ) 1/2 is the diffusion, and θ is the vector of (generally unknown) parameters (i.e., the elements of θ are the stochastic rate constants c i ). Our goal is to infer θ from the discretely observed X(t). Note that, in practice, we only have noisy observations of the state vectors (e.g., collected by means of microarray experiments). In [7] , the authors find the best linearmodel fit to the data presumed to be generated by (4) , and then infer parameters based on the derived linear model. In [8, 9] , the use of statistical mechanics tools for the estimation of the parameters of a network modeled by (4) was considered. In [10, 11] , a Markov Chain Monte Carlo (MCMC) algorithm was employed to infer the network parameters. This approach provides sound estimate of the parameters but it requires a very high computational effort. As an alternative, we propose the use of a particle filter with an MCMC move step.
PF WITH MCMC MOVE STEP
We are interested in Bayesian approaches to estimating θ, which we treat as an unknown random parameter with a prior p(θ). In particular, we rely on particle filtering methods to approximate the posterior distribution p(θ|y 1:T ) and then find the estimateθ as its conditional mean. Here x 1:T and y 1:T denote the states and the observations, respectively, in the interval 1 ≤ t ≤ T . The posterior distribution is found as p(θ|y 1:T ) = p(x 1:T , θ|y 1:T )dx 1:T , where p(x 1:T , θ|y 1:T ) ∝ p(y 1:T |x 1:T , θ)p(x 1:T |θ)p(θ) is propagated via a particle filter. A simple sequential importance resampling (SIR) scheme provides asymptotically consistent estimates, i.e., the approximation converges to the true value of the parameters as the number of particles grows. However, the SIR scheme often suffers from sample impoverishment and, therefore, has weak performance. To improve the sample diversity and the performance of the particle filter, we employ the importance sampling scheme with an MCMC move step. Specifically, we use the Metropolis-Hastings algorithm to decide whether a resampled particle will be accepted or not. We omit further details for brevity and formalize the algorithm below:
from prior density π(θ)π(x t ). Assign particle weights ω 
(Normalization) Normalize the weights ω i t , and compute
).
(Resample move)
If resampling is performed in step 2.3, then for i = 1, ..., N s :
(a) Draw a candidate θ * from a kernel density
where S is the empirical covariance of θ in the previous step and h opt is the smoothing parameter. 
i t * ) with prob. min{1, α}.
SIMULATION RESULTS AND SUMMARY
We refer to the previously described particle filter algorithm as Algorithm 1, and employ it to estimate parameters in an auto-regulatory gene network with 12 reaction channels and a 6-dimensional state vector. The performance of the Algorithm 1 is compared to the MCMC method in [11] , denoted for convenience as Algorithm 2.
We simulate the GRN via Gillespie's algorithm to generate 30 noisy observations y t , 1 ≤ t ≤ 30, where the measurement noise is Gaussian with σ 2 = 1, variance matrixΣ = I. Algorithm 1 is performed with N s = 2 × 10 5 , m = 20, and N threshold = N s /5. The logvalues of the parameters log(θ i ) are initialized from the uniform distribution U (−5, 1), and the noise variance is assumed to be known. The importance function is obtained from the Euler approximation and has the form
−1 β Δt, and where μ = Sa( 5 MCMC iterations with a 3 × 10 4 burn-in period, the runtime of Algorithm 1 and Algorithm 2 is comparable but the former is significantly more precise than the latter. In order to achieve similar performance, Algorithm 2 requires significantly higher complexity ( 6 MCMC iterations with a 3 × 10 4 burn-in period). In summary, we addressed the challenging problem of estimating parameters in a GRN modeled by a highdimensional stochastic differential equation. Preliminary simulations indicate feasibility of the proposed technique and its computational efficiency compared to a previously proposed (MCMC-based) approach. Future work includes analysis of the convergence properties of the proposed solution, and study of the use of sufficient statistics to relieve the memory requirements.
