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Die Kondition einer Matrix A beeinu	t numerische Fehler
 die in solchen Algorith
men wie Elimination und Dekomposition oder anderen L

osungsverfahren auftreten
Ein konvergentes Iterationsverfahren akkumuliert zwar nicht die Rundungsfehler wie
eine direkte Methode
 aber die Genauigkeit der iterativen L

osung sowie die Konver
genzrate sind abh

angig von der Matrixkondition
Um die numerischen Schwierigkeiten
 verursacht durch eine schlechte Kondition der
Matrix A
 zu vermeiden




Speicher und Rechenkosten wachsen l

a	t Jedoch gibt es einige andere apriori
Heilmittel f

ur dieses Problem Dazu z

ahlen die Skalierung von A als eine Form
der Konditionierung Teil I oder die Varianten der Faktorisierung
 Transformation
bzw Orthogonalisierung der Matrix Teil II
Ber







opfend sein Jedoch enth

alt er subjektiv ge
troen eine breite Auswahl von Matrixmanipulationen mit dem Ziel
 die Kondition
der Matrix zu verbessern oder ein befriedigendes Verhalten bei der L

osung von wei
teren Problemen zu erreichen
The conditioning of a matrix A may take inuence on the numerical errors that oc
cur during such algorithms like elimination process and decomposition method or in
any other solution method A convergent iterative procedure does not accumulate
rounding errors in the same way as a direct method Nevertheless
 the accuracy of
the iterative solution and the rate of convergence are still aected by conditioning of
matrix A
To compensate the numerical diculties come from the bad condition of A
 we may
be forced to employ highprecision computations which will further increase the cost
of storage and processing However
 there are some other initial remidies for this
problem such as scaling of A  its a form of conditioning Part I  or the matrix
factorization
 transformation resp orthogonalization Part II
However due to the vast amount of publications in this area
 this survey does not
pretend to be exhaustive Instead it presents a subjectiv but wide selection of ma
trix manipulations in order to achieve a better condition or a satisfactory behaviour

when solving further problems



















otigen die Handhabung von Matrizen bzw die L

osung von linea
ren Gleichungssystemen Ausgangspunkt dabei ist
 da	 man alle bzw wichtige Infor
mationen

uber die Matrix nutzt und diese auf ihre weitere Verarbeitungvorbereitet
Zu solchen Ma	nahmen geh

oren











 Erkennen und Anwendung der Besetztheitsstruktur







 Zerlegungs und Transformationstechniken
In dieser Arbeit wollen wir den Schwerpunkt auf folgende Problemklassen legen
 Skalierung als eine Form der Verbesserung der Kondition der Matrix

















oglichst mit Angabe der
Transformationsmatrizen B und C




Ziel dabei ist es




ihre weitere Nutzung ezienter machen
Dazu werden L

osungsalgorithmen bzw implementierte Routinen in der Program
miersprache Turbo Pascal angegeben
Einige erg






ur die Problematik unterst

utzen





at des Eliminationsverfahrens zur L

osung eines linearen GS
kann empndlich gest











 wenn einzelne Gleichungen mit einem Faktor multipliziert werden
Die Multiplikation einer Spalte entspricht einer Dimensionsumrechnung der ent
sprechenden Variablen Nutzt man beide M

oglichkeiten
 so bekommtman eine Matrix
ausgeglichener Gr

o	enordnung Diesen Vorgang nennt man Skalierung




























j i j  n
Solche Matrizen hei	en

aquilibriert oder normalisiert Nur f

ur diese ist eine teilweise
oder totale Pivotsuche sinnvoll Ohne die Forderung nach Gleichgewicht k

onnte
man jede Zeile durch Multiplikation mit einem hinreichend gro	en Faktor zur Pivot
zeile machen
 falls der Kandidat f

ur das Pivotelement nur verschieden von Null ist
Skalierung und Pivotstrategie k






at bei relativ geringem zus

atzlichen Aufwand Dabei be
schr





das Pivotelement relativ zu einer Norm der entsprechenden Zeile der Ausgangsma
trix oder des Teiltableaus












man nur Faktoren w

ahlen








Nachfolgendes Beispiel aus  zeigt anschaulich


















osung x    
T
ist
Als Pivotstrategie wird Spaltenpivotisierung mit Zeilenvertauschung Kolonnenmaxi
mumstrategie gew

ahlt Die Gleichungen sind jedoch schon so angeordnet
 da	 diese
zur Diagonalstrategie wird Die Rechnungen werden mit stelliger dezimaler Man
tisse durchgef

uhrt Die Matrix A  A
	

wird durch ihre Zerlegungskomponenten
L l
ii
  und U systematisch

uberschrieben
 und nach  Schritten erh

alt man das
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Die L













Die Abweichungen von der exakten L









 womit bereits ein Informationsver











ur das schlechte Ergebnis liegt darin
 da	 das Pivotelement des ersten










Weise in die Reduktionsformel f















 i j  n
Eine einfache Ma	nahme













j   i  n




Explizite Skalierung mit Zeilenbetragssummen
bei stelliger Rechengenauigkeit
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Die Spaltenpivotisierung bestimmt  a

zum Pivot
 und man f

uhrt eine Zeilenvertau
schung durch Mit der neuen ersten Zeile wird die erste Spalte und anschlie	end das
Resttableau berechnet

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Das Resttableau wollen wir wiederum zun

achst skalieren
 obwohl einfach zu sehen
ist
 da	 das relative Pivot an der Stelle 
 sich bendet
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uhrt eine zweite Zeilenvertauschung durch und berechnet wiederum die restli
chen Koezienten neu
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ur die Koezienten der unteren Dreiecksmatrix Quo
tienten gilt jl
ik
j    Die Kombination von Pivotstrategie und Skalierungskonzept
hat sich somit in diesem Beispiel bew

ahrt






urlich nicht auf die Glei
chungen der reduzierten Systeme
 so da	 der f

ur den ersten Schritt g

unstige Einu	
der Pivotwahl in sp

ateren Eliminationsschritten verloren gehen kann Deshalb haben
wir hier das reduzierte System auch wieder skaliert Praktisch tut man es aber nicht
sowohl wegen der Vergr

o	erung des Rechenaufwandes als auch der Erzeugung zus

atz
licher Rundungsfehler Um dennoch das Konzept beizubehalten
 wird eine implizite
Skalierung vorgenommen




















































Ist l  k
 erfolgt eine Vertauschung der Zeilen Bei dieser Strategie brauchen die
Koezienten l
ik
 i  k betragsm

a	ig nicht mehr durch Eins beschr

ankt zu sein
Implizite Skalierung  relative Pivotwahl mit Zeilenbetragssummen
relative Kolonnenmaximumstrategie bei stelliger Rechengenauigkeit
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  im Vergleich mit dem exakten Wert 
Das vorgestellte Konzept der Matrixzerlegung PA  LU mit impliziter Skalierung
fassen wir in algorithmischer Form zusammen und notieren es als TPRoutine Diese
Methode ndet man in den meisten Routinen zur LU Zerlegung der gro	en Soft
warepakete F

ur die Ausgangsmatrix und die Zahlenwerte der aufeinanderfolgenden






 i  j l
ii




 i  j
bedeuten Die Information

uber erfolgte Zeilenvertauschungen wird im Vektor ip auf
gebaut Daraus kann die Permutationsmatrix P abgeleitet werden Die Toleranzen




procedure ZerlegungGaussrelPivotninteger var amatrix
epsdetmaxfloat var detfloat var ipvektor
var tstufeinteger	

 GaussZerlegung von APAnn	LU auf dem Platz
bei relativer Spaltenpivotisierung und Zeilenvertauschung
sowie impliziter Skalierung
  Permutationsmatrix P auf der Basis des Permutationsvektors ip	
detA	 Determinante
n
eps Toleranz fuer Test auf Singularitaet aiisum aij
ji
detmax Toleranz fuer Test auf detA	
ip Permutationsvektor der Zeilenvertauschung
t Indikator  default
Abbruch mit eps
Abbruch mit detmax
stufe Stufe mm	 bei vorzeitigem Abbruch






for i to n do ipii 
 Permutationsvektor  P 
for k to n do 
 Schritte kn 
begin

 relative Pivotwahl mit Kolonnenmaximumstrategie 
max
for ik to n do
begin
s
for jk to n do ssabsaij	
if seps then 
 Matrix A bzw Teiltableau hat FastNullZeile 
begin stufei det t EXIT end
qabsaik	s
if qmax then begin maxq li end
end

 Test auf Singularitaet Nullspalte	 und grosses detA	 
if maxeps then begin stufek det t EXIT end
maxalk
detdetmax






for j to n do




 Bestimmung der Elemente des Resttableaus 











Der Algorithmus ist eigentlich nach n   Schritten schon abgeschlossen Der letzte






Ein weiterer Programmiertrick ist
 da	 man die realtive Pivotwahl generell mit einem
Vektor von Zeilennormen durchf

uhrt
 der einmal vorab ermittelt wird Eine solche















setzt Bei Zeilentausch werden auch seine Komponenten entsprechend vertauscht
Der Aufwand verringert sich damit
 ohne aber die G

ute des Verfahrens entscheidend
zu mindern
procedure ZerlegungGaussrelPivotninteger var amatrix
epsdetmaxfloat var detfloat var ipvektor
var tstufeinteger	

 GaussZerlegung von APAnn	LU auf dem Platz
bei relativer Spaltenpivotisierung und Zeilenvertauschung
sowie impliziter Skalierung Buchhaltervektor
  Permutationsmatrix P auf der Basis des Permutationsvektors ip	
detA	 Determinante
n
eps Toleranz fuer Test auf Singularitaet aiisum aij
j
detmax Toleranz fuer Test auf detA	
ip Permutationsvektor der Zeilenvertauschung
t Indikator  default
Abbruch mit eps
Abbruch mit detmax
stufe Stufe mm	 bei vorzeitigem Abbruch
Lit NKoeckler Numerische Algorithmen in Softwaresystemen








for i to n do
begin
ipii 
 Permutationsvektor  P 
s
for j to n do sssqraij	
if seps then 
 Matrix A hat FastNullZeile 
begin stufei det t EXIT end
phisqrts	
 Vektor der Kehrwerte der Euklidischen Norm
der n Zeilenvektoren von A
Buchhaltervektor 
end
for k to n do 
 Schritte kn 
begin










begin maxs maxsphi li end
end

 Test auf Singularitaet und grosses detA	 
detdetmax
if absmax	eps then begin stufek det t EXIT end






for j to n do





 Bestimmung der Elemente des Resttableaus 










Die Anwendung beider Prozeduren auf die obige Matrix mit dem Gleitkommaformat
float  single das sind  Mantissenstellen liefert das gleiche Ergebnis der Zer
legung Dabei notieren wir nur die richtigen Stellen Das hei	t aber auch
 da	 zum





 denn der exakte Wert
ist   E 
Relative Pivotisierung ist also der Mindestaufwand
 der allgemein in einen Zerle












ur gute Pivotstrategien noch wei
ter konkretisieren

 Norm Konditionszahl skalierte Konditionszahl
Wir betrachten reelle Vektoren x  R
n


































































































 B  B
T
 













Sie ist mit der zugrundeliegenden Vektornorm zugleich kompatibel und unter
allen mit dieser Vektornorm kompatiblen Matrixnormen die kleinste
Die anschauliche Bedeutung der induziertenMatrixnorm ist die maximale Strek
kung
 die ein Vektor x durch die Abbildung A erf

ahrt




























 dann handelt es sich bei der kompatiblen Norm um eine induzierte
 Eigenwert
 Eigenvektor
 Spektrum und Spektralradius einer Matrix
reeller Fall
Eine Zahl  und ein Nichtnullvektor x




hei	en Eigenwert und dazugeh

origer Eigenvektor der Matrix A













































































































Fobenius und Spektralnorm sind invariant unter Orthogonaltransformation
Mit einer orthogonalen Matrix Q Q
T
















































are Matrix mit gegebener Norm sind die relative Konditionszahl
condA  	A  kAk  kA

k
und die absolute Konditionszahl acondA  kA

k













Wenn die Matrix fast singul

ar ist











j liegt Sind diese Werte gro	
 dann











Die Kondition einer Matrix kann man somit als normunabh

angig betrachten
Die Konditionszahl ist nicht ohne gr

o	eren Aufwand berechenbar Als grobe
N

aherung gilt bei einer Dreieckszerlegung A  LR l
ii


















oge die Betrachtung der QRZerlegung von A mit Q Ortho
gonalmatrix
 R rechte Dreiecksmatrix





















ur Diagonalmatrizen stimmt die Zahl cond
N










  sind im Rahmen von Gleichungssysteml






























Ist der Wert sehr viel kleiner als 












 b mit beliebiger rechter Seite zB Einsvektor
 das mit dop














uhrten Dreieckszerlegung Dann erh













mit der Maschinengenauigkeit 
t




Wird dieser Wert sehr gro	 im Vergleich zu 
 so kann man die Matrix als
schlecht konditioniert betrachten Werte um bzw kleiner als  verweisen












atzt Dazu braucht man die







ussen dann x   
T
















artselimination das GS L
T





alt man die N












 Noch besser ist
jedoch der Sch











ur die Kondition ergibt sich als kAkK
Der gr

o	te Aufwand liegt hier in der Bestimmung der Vektoren x y
x yR 
 Komponenten x y fest 

 rechte Seite zunaechst   
for i to n do yiRiyRii
for k to n do
begin
vRkk 
 Beruecksichtigung von  
xkykv 
 xkn gleichzeitig als Hilfsvektor 
ykykv
SMIAbsxk	 SPLAbsyk	






if SMISPL then begin










































































































A 	  werden Singul

arwerte der Matrix A genannt
 Eigenschaften der Konditionszahlen




b condcA  condA f





Q   f



































  Berechnung der Inversen der Matrix
Die Genauigkeitsbetrachtungen brauchen die Kenntnis der Inversen von A oder we
nigstens einer N







k und somit f

ur
condA ist ia rechnerisch aufwendig Hat man jedoch die Gau	zerlegung von A
 so
kann man folgende eziente Implementation der Inversenberechnung anwenden
Wir beschr

anken uns auf die Notation der Inversenberechnung auf der Basis der




Man ndet dort auch den allgemeinen Fall mittels der Gau	zerlegung einer regul

aren
Matrix in der Form PAQ  LR mit Totalpivotsuche sowie den Zeilen bzw Spal
tenpermutationsmatrizen P und Q
Algorithmus




















































































  Bedeutung der Konditionszahl
Wenden wir uns kurz der L

osung des Gleichungssystems Ax  b zu
Die Konditionszahl condA der Koezientenmatrix ist der entscheidende Faktor

















Es gibt eine F

ulle von Varianten der Genauigkeitsbewertung von Ergebnissen der nu




ur den Residuenvektor Bildvek
tordierenz bzw Forderungen an den absoluten oder relativen Fehler des L

osungs






 wo x!x als als exakte L











o	e des Residuenvektors r  A x  b der N






Gleichung !x   x  x  A

r !x wird auch Urbildfehler genannt und Norm
absch

atzungen auf die Beziehung
k!xk  kA















ormatrixnorm kSk   
 so ist die Dreieckszerlegung zur Berechnung
von C oenbar mit so gro	en Fehlern behaftet
 da	 diese mit numerisch stabileren
Algorithmen undoder erh

ohter arithmetischer Genauigkeit notwendig ist
 Mit obiger Beziehung und kbk  kAkkxk erh

















ur den absoluten bzw relativen Fehler Sie bedeuten

da	 neben einem kleinen Residuenvektor r die Elemente der inversen Matrix bzw
die Kondition der Matrix ausschlaggebend f

ur den Fehler der N

aherung  x sind Klei





























A    


Betrachten wir zwei N
















 #r   
T

 Betrachtet man nur den Einu	 von St

orungen der rechten Seite gem

a	 der
Beziehung Ax!x  b!b 









aherungsinversen C und der St

ormatrix S  CA I
Im Prinzip ist es eine andere Interpretation des Falls 
 wobei das Residuum r
durch die St

orung !b ersetzt worden ist


 Nimmt man die N






chungssystem der Form A!Ax!x  b 
 so gelten
!x  CA IA

b  Sx k!xk  kSkkxk
Damit erh

alt man die St

ormatrixnorm kSk als relatives Fehlermaximum und eine





uber hinaus treten die St

ormatrix S und die N

aherungsinverse C als erzeugende
Matrix in der

















ur die Fehlerverbesserung auf
 wo die St

ormatrixnorm im wesentlichen die Kontrak
tionskonstante f

ur die Konvergenz darstellt































 da	 der Nenner der ersten
Br

uche der rechten Seite wohl deniert sein mu	 Das hei	t
 das eine schlechte abso
lute oder relative Konditionszahl prinzipiell nur kleine St

orungen der Matrix zul

a	t
Dann haben wir die praktische Bedeutung in numerischen Berechnungen bei einer
dstelligen dezimalen Gleitkommaarithmetik
Ist die Konditionszahl condA  

und     
d

 so ergibt sich mit




kAk   k!bk
kbk  












 da	 bei L

osung eines Gleichungssystems mit den obigen An
nahmen auf Grund von Eingangsfehlern in der berechneten L

osung  x nur d
Dezimalstellen
 bezogen auf die betragsgr

o	te Komponente
 sicher sind Eine pes
simistische Aussage
 die aber zutreen kann

 Des weiteren spielt neben der St

ormatrix auch die Gr

o	e s  d  bei einer
Nachiteration des Gleichungssystems eine Rolle Nur wenn s   ist
 wird mit












achlich Die Berechnung des Residuums mit h

oherer Genauigkeit geht also












  in der Maximumnorm garantiert nur
 da	
die betragsgro	en Komponenten von x einen durch  beschr

ankten relativen Fehler
haben Der relative Fehler der betragskleinen Komponenten kann beliebig gr

o	er
als  sein Feinere komponentenweise Absch









 Abschlie	end noch die Betrachtung der Gau	elimination mit der Akkumulation
von Rundungsfehlern in den n Schritten Die Rundungsfehleranalyse siehe  zeigt






kxk   F n condA kxk




 das Fehlerniveau Genauigkeit der Gleitkommaarithmetik



















On ohne Pivotisierung bei



















 da erst nach Berechnung der L

osung








osung von kleinen St

orungen der Koezientenmatrix vor der
Rechnung zu untersuchen Dabei tritt eine Konstante unabh

angig von der Pivotwahl
stets als Faktor auf Dies ist die skalierte Konditionszahl















 S  CA  I
und Einbeziehung der N

aherungsinversen C auf der Basis einer Gau	zerlegung LU




 c skalA inff    j!Aj  jAjg

wobei
c eine positive Konstante

skalA die skalierte Konditionszahl und
j  j ein noch n

aher zu denierendes Fehlerma	 zur Beurteilung
der Genauigkeit der in einer Gleitkommaarithmetik
berechneten Gau	zerlegung bedeuten
Die skalierte Konditionszahl der regul







mit D  Menge der invertierbaren Diagonalmatrizen
Zun

achst soll nur die Frage beantwortet werden
 ob f

ur gewisse Matrixnormen die
skalierte Konditionszahl durch eine spezielle Diagonalmatrix realisierbar ist In 
ist folgender Satz bewiesen
Satz  
Seien An n eine regul

















































A bedeutet eine Zeilenskalierung von A und liefert
















































ugt nun zu zeigen
 da	 f
























somit kann oBdA kDAk

  vorausgesetzt werden

























ur i     n






















































Der Satz weist gleichzeitig darauf hin





aren Matrix minimal wird
 wenn diese durch eine Diagonalmatrix
mit Elementen gem

a	 der Betragssummen ihrer Zeilen skaliert wird

  Genauigkeitsbeurteilung der L

osung von Axb
In  erfolgte die Absch












U die in der Computerarithmetik









Das folgende Beispiel belegt jedoch




ahrend gleichzeitig der relative Fehler k!xk




 einen solchen Fall zu konstruieren
 wo Komponenten von A Null sind und entspre
chende Elemente von !A nicht verschwinden Dies zeigt







ur die Genauigkeitsbeurteilung bei computer
berechneten Dreieckszerlegungen besitzt
Beispiel
Bei gerundeter Gleitpunktarithmetik der Mantissenl
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und es gibt keine noch so gro	e reelle Zahl r  
 so da	 j!Aj  rjAj
Diese Unzul

anglichkeit der komponentenweisen Absch
















wobei mit j  j

der maximale Absolutbetrag der Matrixelemente bezeichnet wird
Entsprechend k



















upfend an Abschnitt   und Satz  wird deshalb in  mit der St

ormatrix












und der Betragssummennorm kxk






ur kSk  kSk






Falls B  A

!A und b  kBk   
 gilt die Ungleichungskette












Wegen kBk   ist kI B

k  
  kBk und
jkSk  kBkj  kS Bk 
 kA!A















 IBk  kI B



























Nun zeigen wir den letzten Teil der Ungleichung












































atzung von kSk nach unten ist sehr grob
 denn f

ur kBk    ist die
untere Grenze negativ und somit unbrauchbar
 Ein geschickterer Weg der Absch

atzung von Teil  erh

alt man bei Annahme
 da	
B invertierbar ist
 mittels C  A!A

 S  CA I  C!A sowie
jkSk  kBkj  kS Bk 
 kC!ABk  kC!AB

 IBk 
 kCA IBk  kSBk  kSk kBk

Damit erhalten wir mit s  kSk die Beziehung js  bj  sb und wie oben die
Ungleichung s  b
  b 
 aber von unten die neue Bedingung s 	 b
  b

die eine bessere Grenze als b  b




 da	 sich die St













ur kBk   eine sehr gute Einschlie	ung von kSk vor
 Da die Norm kA

!Ak noch nicht allzu praktikabel ist




















Wenn die Matrix Z  z
ij
 ist


























































































































 die Vorzeichensituation in !A kann so sein













































bestimmen somit neben skalA wesentlich die
Norm kA

!Ak und damit die St

ormatrixnorm kSk
 Ziel einer klugen Pivotstrategie bei der Gau	elimination
 aber auch bei der LU 
Zerlegung















a Eine gute Pivotstrategie sollte das L

angenwachstum der Zeilenvektoren von A
w

ahrend des Prozesses m

oglichst gering halten$
b Maximalpivots sollten nach Zeilennormierung ausgesucht werden
Die praktische Ausf

uhrung beinhaltet die Auswahl der Pivots nach impliziter Zei
lenskalierung der Matrix Division der Zeilen durch ihre Betragssummennorm und
Pivotstrategien angepa	t auf die jeweilige Problemklasse

 Skalierung
Theoretisch ist eine Skalierung 

















Zumeist wird das Problem insofern vereinfacht
 da	 die Transformationsmatrizen D
i
diagonal sind oder zus

atzlich noch eine von beiden die Einheitsmatrix ist
Weiterhin soll die Skalierung die Kondition der Matrix verbessern Da man im all
gemeinen bei DA nur condDA  condDcondA hat
 aber wegen condD 	 
mit condDA 	 condA rechnen mu	
 wird sich die Kondition beim

Ubergang von
A zu DA in der Regel verschlechtern Deshalb ist man an Skalierungen Transforma
tionen interessiert
 unter denen die Kondition nicht schlechter wird
Dies sind zum Beispiel Orthogonaltransformationen bei einer mittels Frobenius oder
Spektralnorm denierten Kondition Eine Verbesserung tritt sogar ein
 wenn D aus




Dann ist noch die praktische Seite









osung des Gleichungssystems Ax  b hei	t dies im ersten




























Multiplikationen sowie die Berechnung der Skalierungsfaktoren hinzukommt
Im zweiten Fall der implizite Skalierung wird wie in Abschnitt  eine relative Spal
tenpivotisierung mit Zeilenvertauschung durchgef






aquilibrierte Matrix ist der Aufwand vergleichsweise gering
 kann aber





Im Zusammenhang mit der regul

aren Matrix A  a
ij





















































 Einfache Normalisierung der Zeilenelemente
Vor der L
















































































































































































































































osung des GS mit Pivotstrategie k

onnen in Teiltableaus
wieder gro	e Elemente entstehen und Zeilenvertauschungen notwendig sein
Nach Satz  wissen wir
 da	 mit einer beliebigen invertierbaren Diagonalma







Trotzdem wollen wir die Absch


















































































































































































































 Zweite Zeilenskalierung mit Vorzeichentest
Beachtet man noch den Umstand
 da	 die entstehenden Diagonalelemente nicht
negativ sein sollen








































































































































ur Norm und Kon
dition gelten die Aussagen des vorherigen Punktes





  erreicht werden

 Dritte Zeilenskalierung





















































































andert sich die Zeilensummennorm von A








































































































































































Entscheidend ist also das Verh

altnis der Skalierungsfaktoren d
i
zueinander
Damit noch einmal die Best

atigung
Unter allen durch Zeilenskalierung aus einer Matrix hervorgehen
den Matrizen hat jede zeilen

aquilibrierte die kleinste Kondition in
der Zeilensummennorm
In Bezug auf Schranken wie in 

 die mit cond

A arbeiten
 ist also ei
ne Zeilen

aquilibrierung der Matrix des GS optimal









































































b A  D B B  D A
D









Ax b J  I D

















tritt als einfacher Vorkonditionierer im Iterations
verfahren auf
Das hei	t aber auch





























 dieses wegen D










andert sich prinzipiell nichts am Konvergenzverhalten
des Verfahrens
 Zeilen und Spaltenskalierung

Aquilibrierung






















































































































j   i  j erfolgt mittels spezieller Vektorpaare
x
T
           
x
T
            usw
















andert nicht das f

ur die Konvergenz entscheidende
Spektrum der Iterationsmatrix bei den Verfahren JOR extrapoliertes Jacobi
Verfahren und SOR 

Uberrelaxationsverfahren Der Nachweis f













 I  D

A






































































Aquilibrierung mit noch zu bestimmender Diagonalmatrix


















































   a
n



























Ziel Euklidische Norm von allen Zeilen von A

















































  j     n
Die Idee ist gut Die Kondition des neuen GS wird nicht schlechter
Aber f





































Sei A  A
T












 aber einfache Gestalt
Ziel  condA

   bzw condA

  
Problem  Wahl von H
a Weg



























System der orthonormalen EV x
i





































osung eines EWP ist aufwendig%














































ahnlich zur Einheitsmatrix und condA






 I& Das hei	t HH
T
 A

























































 siehe Punkt 
 A  D  E  E
T

























 A  A
T
 










Damit ist man eigentlich schon bei der Vorkonditionierung
 die aber ia
erst bei Iterationsverfahren richtig zum Einsatz und Tragen kommt
 Skalierungsprozedur
Abschlie	end ein Algorithmus zum Ausbalancieren einer Matrix
Es ist die PascalVersion der AlgolProzedur balance aus 
 die zur Kondi










untere und obere Grenze
fuer ZeilenSpaltentausch
const Basis 
















for i to high do Tauschaijaim	







for i to n do ipii

Suchen von Grenzen fuer ZeilenSpaltentausch
Zeilen mit Anfangsnullen
for jhigh downto  do
begin






for jlow to high do
begin







Festlegung der Skalierung fuer ZeilenSpalten
in den berechneten Grenzen
repeat
Endetrue
for ilow to high do
begin
c r






while cBasisr do begin ffBasis ccBasis end




for jlow to n do aijaijf 
Zeile i durch f
for j to high do ajiajif 










 durch welche die ite Zeile dividiert bzw mit der die ite Spalte
multipliziert werden
 sind in der Prozedur keine Ergebnisparameter Sie werden
jedoch gebraucht
 wenn es um die L

osung eines GS geht
 da die Spaltenmulti





Diese Balancierung manipuliert insbesondere die in einemNichtnullband am
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   













   
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   
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A hcondA fcondA ccondA
A

     
A





     
A





     
A





     
A





     
Tab Verschiedene Konditionszahlen der Matrizen vor A und nach
Ausbalancierung A

 bei Kommastellen gerundet
Man beachte
 da	 letztere  Konditionszahlen nur gewisse Absch

atzungen dar







 Der positive Eekt der skalierten Konditions
zahl
 die oft in der N

ahe der spektralen Kondition liegt
 sowie der Ausbalan
cierung der Matrix sind deutlich zu erkennen

 Skalierung und Vorkonditionierung
Dabei geht man
 wie in Punkt b angedeutet
 oft von der Matrixzerlegung aus
A 	 DEF 	 DILU
I 	 Einheitmatrix









 linke untere Dreiecksmatrix Diagonale
 E 	 DL
U 	 u
ij
 rechte obere Dreiecksmatrix Diagonale




 Spezielle Skalierung als Form der Vorkonditionierung
Dies war Gegenstand der bisherigen Betrachtungen	




Bei Iterationsverfahren ist i	a	 keine Verbesserung der Spektraleigenschaften
der Iterationsmatrix zu erwarten wenn sich die Skalierungsmatrix auch in Form der
Vorkonditionierung zeigt	
 Spezielle Skalierung mit A
T






Bx  c B  B
T
 
Der Vorteil liegt in der Konvergenz des Einzelschrittverfahrens GauSeidel f

ur das
GS Bx  c	







uhrung der Matrixmultiplikation A
T
A	 Ein weiterer Nachteil ist da dabei die
Kondition von A quadriert wird und damit sich die Konvergenzrate verschlechtert	
 Allgemeine Skalierung










 H linke untere Dreiecksmatrix Diagonale  





















osen von speziellen GS mit Koezientenmatrix
in Dreiecksgestalt z	B	 Hz  d	
Insofern wird noch einmal die Bedeutung der allgemeinen Skalierung als Vorkondi
tionierung bei Iterationsververfahren unterstrichen	

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