In a recent Journal article, Calvocoressi et al. (1) presented an application of the recursive partitioning methodology to identify factors associated with adherence to mammography screening guidelines. Since mammography screening promises to be a valuable way to reduce breast cancer mortality given that a high proportion of women are screened, it appears to be extremely useful to characterize subgroups of women who differ from others with regard to screening participation in order to target specific campaigns to these groups to raise compliance. Recursive partitioning has been established as a means to split a sample into subgroups that ought to be homogeneous within the group but heterogeneous between the groups. However, a number of pitfalls have been identified in connection with such tree-based approaches, and we are concerned that some of these methodological problems might affect the interpretations drawn from these authors' analysis.
Most importantly, the authors do not report an unbiased estimate of the overall misclassification error, that is, the proportion of women that, according to the tree shown in figure 1 (1, p. 1220), would fail to classify correctly in a practical setting. Fortunately, the reader is able to estimate this proportion (34 percent) on the basis of figure 1. However, it should be kept in mind that any misclassification rate estimated from the sample used to construct the tree (the ''learning sample'') tends to be biased downward (2) . Therefore, as long as no validation sample is available, such an estimate should be based on some form of resampling technique, either the bootstrap or cross-validation (2) . Only then can one discuss whether a classification scheme, such as the one shown in figure 1 , is helpful to plan campaigns and to predict the potential benefits from a public health care perspective.
Virtually every research paper dealing with recursive partitioning advocates its application because of the nice ''interpretability'' of plots depicting the tree structure. Nevertheless, we should keep in mind that trees are built upon locally optimal decisions-the breakpoint estimation in every node-but that we might end up with many different trees that share the same global properties, that is, prediction errors. Furthermore, the specific algorithm applied by Calvocoressi et al. (1) is known to prefer splits in continuous covariates offering many splits compared with, say, binary covariates (3, 4) . The authors circumvent this problem somewhat by precategorizing continuous covariates (such as age or annual family income); however, choosing an alternative categorization scheme would almost surely lead to a completely different tree.
Furthermore, it has been learned from resampling-based empirical studies that tree structures are not as stable as one might hope (5-7). The covariate (and its breakpoint) selected for splitting a node may have a strong competitor that fails to be selected by only a very small margin, thereby rendering the tree structure somewhat arbitrary. If a strong competing split exists, trees tend to change their appearance markedly if only a small number of individuals are added to or withdrawn from the sample. Thus, it is worthwhile to examine competing splits, which was not done by Calvocoressi et al. (1) .
In summary, we think that the analysis presented by Calvocoressi et al. (1) provides only a first step on the long road of model selection and evaluation to identify the true set of factors and their interrelation to predict screening compliance. The authors' interpretations are compromised by methodological problems, more or less inherent in every recursive partitioning algorithm. Classical classification and regression trees, as well as unbiased modern variants (3) (4) (5) (6) (7) (8) (9) and logistic regression models, need to be compared in order to find a stable and practically helpful model. In our opinion, the value of the statistical analysis of Calvocoressi et al. can be substantially enhanced if one goes beyond the application of one prepackaged recursive partitioning algorithm (10) and deals adequately with the above-mentioned methodological issues.
