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On Darcy-and Brinkman-Type Models for Two-Phase Flow in
Asymptotically Flat Domains
Alaa Armiti-Juber · Christian Rohde
Abstract We study two-phase flow for Darcy and Brinkman
regimes. To reduce the computational complexity for flow
in vertical equilibrium various simplified models have been
suggested. Examples are dimensional reduction by vertical
integration, the multiscale model approach in [Guo et al.,
2014] or the asymptotic approach in [Yortsos, 1995]. The
latter approach uses a geometrical scaling. We show the ef-
ficiency of the approach in asymptotically flat domains for
Darcy regimes. Moreover, we prove that it is vastly equiva-
lent to the multiscale model approach.
We apply then asymptotic analysis to the two-phase flow
model in Brinkman regimes. The limit model is a single
nonlocal evolution law with a pseudo-parabolic extension.
Its computational efficiency is demonstrated using numer-
ical examples. Finally, we show that the new limit model
exhibits overshoot behaviour as it has been observed for dy-
namical capillarity laws [Hassanizadeh and Gray, 1993].
Keywords Two-phase flow · Asymptotically flat domains ·
Vertical equilibrium · Model reduction · Saturation
overshoots in porous media
1 Introduction
In this paper we consider incompressible two-phase flow
through a porous medium. If capillary forces are neglected
two-phase flow processes are governed by hyperbolic equa-
tions for saturation and elliptic Darcy-like laws for the pres-
sure [4,18], resulting in a strongly coupled nonlinear system
of differential equations. Standard discretization techniques
(based on e.g. the implicit pressure and explicit saturation
(IMPES) treatment) are computationally quite expensive in
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spatially three-dimensional settings [20]. Therefore it is an
important issue to perform model reductions if possible, in
particular for any kinds of limit regimes.
Here, we focus on porous media in asymptotically flat
domains with almost horizontal fluid flow. If the fluids in
the domain segregate fast, their pressures can be assumed
to be essentially hydrostatic. This assumption is called the
vertical equilibrium assumption (the name of this assump-
tion should not be mixed up with the Vertical Equilibrium
model presented later). It usually applies to asymptotically
flat domains as well as to domains with very high vertical
permeability where vertical forces, like gravity, equilibrate
very fast.
The vertical equilibrium assumption has been utilized
by many researchers to integrate the three-dimensional two-
phase flow model over the vertical coordinate and conse-
quently to reduce the computational complexity of the model
by dimensional reduction. For example, we refer to [22] in
the field of petroleum studies and to [4,18] in the field of hy-
drogeology, where the assumption is well-known under the
name of Dupuit’s assumption. Recently, this approach has
received attention in the field of CO2-sequestration in saline
aquifers [5,14,15].
Such vertically integrated models have the tendency to
overestimate horizontal spreading speeds, mainly in domains
where the vertical equilibrium assumption is not fully satis-
fied [10]. Examples are heterogeneous porous media with
low vertical permeability, media with relatively large thick-
ness and cases when the flowing fluids have a small differ-
ence in their densities. Therefore, different approaches that
modify the vertical integration approach have been devel-
oped. For example, a Multiscale model that relaxes the ver-
tical equilibrium assumption is proposed in [16]. This model
consists of a coarse scale vertically integrated equation for
the vertically integrated pressure in the horizontal plane and
a set of fine scale one-dimensional equations for saturation
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in the vertical direction. The two equations are coupled via
an operator that reconstructs the coarse scale pressure along
the vertical coordinate. Another approach for multi-layered
flat domains is proposed in [24]. In this approach, the dy-
namics in each layer is described by a macroscale thickness-
integrated mass balance equation coupled by appropriate ex-
change terms.
In this paper we exploit a model reduction approach of
Yortsos [29] that relies on asymptotic analysis in terms of
the height−length ratio of the domain. The reduced two-
phase model is still posed in the fully-dimensional domain
but consists of a single nonlocal equation for the satura-
tion alone. We consider this approach for two different two-
phase flow scenarios:
– Asymptotically flat domains with the total velocity sat-
isfying a Darcy-type law.
– Asymptotically flat domains with the total velocity obey-
ing Brinkman’s equations.
As mentioned above this approach has been explored by
Yortsos for a two-phase Darcy-type flow model [29], moti-
vated by the numerical results in [8,28,31]. He called this
model the Vertical Equilibrium model. This model has been
further investigated to develop selection principles for find-
ing upper bounds on the speed of the mixing zone in the
case of miscible displacement [23,30]. Existence of weak
solutions for a regularization of the model in the framework
of functions of bounded variations is proved in [1]. For mis-
cible displacement in the gap of a planar Hele-Shaw or a
long cylindrical capillary, the validity of this model is in-
vestigated in [27]. A similar model is developed for layered
reservoirs in [32,33]. For media with parallel layers of con-
trasting porosity, absolute permeability and relative perme-
ability, a generalization of the model is proposed in [11].
We first suggest a conservative and stable finite-volume
scheme for the nonlocal Vertical Equilibrium model. We
show by numerical experiments that the Vertical Equilib-
rium model is much more accurate than vertically integrated
models while still being computationally much more effi-
cient than the full two-phase flow model. In addition to this,
we show that the Vertical Equilibrium model and the Multi-
scale model proposed in [16] coincide in general. This sur-
prising result might lead to further reduction in the compu-
tational complexity of the Multiscale model.
In flat domains, we apply asymptotic analysis to the two-
phase flow model with the second-order Brinkman’s equa-
tions following [29]. By doing this, we derive a nonlocal
evolution equation for saturation only. It involves addition-
ally a third-order term with mixed –time and spatial– deriva-
tives. We propose a new numerical scheme and show again
by numerical examples that this Brinkman Vertical Equilib-
rium model is in excellent agreement with the full two-phase
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Fig. 1 An illustration of the displacement process in a vertical-cross
section Ωv of a three-dimensional domain Ω . For an asymptotically
flat domain, the ratio H/L tends to zero.
flow model in flat domains, while being computationally
much more efficient.
The Brinkman Vertical Equilibrium model resembles the
third-order pseudo-parabolic model proposed in [17] and
mathematically analyzed in [13,25]. This model has been
derived in a completely other context to model rate-dependent
capillarity pressures. In particular, it has been shown (see
e.g. [25]) that it supports the upset of overshooting of in-
vading wetting fronts. We also observe overshooting in the
Brinkman Vertical Equilibrium model without introducing
additional second gradient forces like in [17].
We conclude the introduction with an overview of the
paper’s content: In Section 2 we review the models that de-
scribe two-phase flow in asymptotically flat domains. Sec-
tion 3 provides several comparison examples of the Vertical
Equilibrium model with the other models presented in the
previous section. In Section 4, we derive the Brinkman Ver-
tical Equilibrium model to describe two-phase flow in flat
domains. Section 5 provides a set of numerical tests that
show the accuracy and the computational efficiency of the
Brinkman Vertical Equilibrium model and its ability to sup-
port overshooting fronts.
2 Models for Two-Phase Darcy Flow in Asymptotically
Flat Domains
To study fluid flow in porous media on the macroscale physi-
cal properties of the phases are averaged over an appropriate
control volume, the representative elementary volume [18].
On this scale, the averaged velocity of the fluids can be de-
scribed by Darcy’s law.
In this section, we present first the governing equations
for a two-phase flow model on the macroscale in a bounded
domain Ω ⊂R3. Then, we review three different models for
asymptotically flat domains: a Vertically Integrated model,
the Multiscale model proposed by Guo et al. [16] and the
Vertical Equilibrium model proposed by Yortsos [29].
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2.1 The Two-Phase Flow Model in the Fully-Dimensional
Domain Ω
In the saturated case, the two-phase flow model (TP-model)
is a combination of the continuity equation, Darcy’s law, and
the incompressibility relation [18], i.e.,
φ∂tSα +∇ ·vα = 0,
vα = −λα(Sα)K(∇pα −ραgez) ,
∇ ·v= 0
(1)
in Ω × (0,T ) for both, the invading α = i and the defend-
ing α = d phase. The unknowns in (1) are the saturation
Si = Si(x,y,z, t) ∈ [0,1] and the pressure pi = pi(x,y,z, t) ∈
R. Saturation and pressure of the defending phase are then
computed using the closure relations Si + Sd = 1 and pd −
pi = pc, respectively, where the capillary pressure pc can be
assumed to be a given function of saturation of the invading
phase [26], pc = pc(Si). The total velocity v= v(x,y,z, t) ∈
R3, for any (x,y,z, t) ∈Ω × [0,T ], is the sum of the phases’
velocities v = vi + vd . It consists of two horizontal compo-
nents (u,v) and one vertical component (w), i.e., v=(u,v,w)T .
The intrinsic permeability tensor
K=K(x,y,z) =
Kx(x,y,z) 0 00 Ky(x,y,z) 0
0 0 Kz(x,y,z)
 , (2)
is given with Kx, Ky and Kz being the permeabilities in x-,
y-, and z-directions. φ = φ(x,y,z) ∈ [0,1] is the medium’s
porosity, ρα is the phase density, g is the gravitational accel-
eration, and ez = (0,0,1)T . The phase mobility λα : [0,1]→
[0,∞) is given by λα(Sα) := krα(Sα)/µα , where krα is the
phase relative permeability and the constant µα > 0 is the
phase viscosity.
For later purpose, we introduce the sum of the phases’
mobilities, called the total mobility λtot = λi+λd . The frac-
tional flow function for the invading phase is defined as f =
λi
λtot . Using quadratic relative permeabilities results in the
specific choice
f (Si) =
MS2i
MS2i +(1−Si)2
, λtot(Si) = MS2i +(1−Si)2. (3)
Here M := µd/µi is the viscosity ratio of the defending phase
and the invading phase.
The domain Ω ⊂ R3 is initially saturated with a resi-
dent saturation Sd . The boundary ∂Ω , as illustrated in Fig-
ure 1, is decomposed into an inflow boundary ∂Ωinflow, an
outflow boundary ∂Ωinflow and an impermeable boundary
∂Ωimp. The initial and boundary conditions are summarized
as follows
Si(·, ·, ·,0) = 0, in Ω ,
Si = Sinflow, on ∂Ωinflow× [0,T ],
n ·vα = 0, on ∂Ωimp× [0,T ],
(4)
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Fig. 2 A vertical-cross section of a 3D domain with bottom (0,L)×
{0} and top (0,L)×{H} (left). A horizontal-cross section Ωho of a
three-dimensional domain Ω (right).
where Sinflow ∈ [0,1] and n denotes the outer normal vector
of the boundary ∂Ωimp. Throughout the paper, the following
assumptions are imposed:
Assumption 1 1. The permeability components Kx =Ky =
Kz in (2) are strictly positive and bounded.
2. There exists a constant c > 0 s.t.
∫ H
0 φ(·, ·,z)dz > c.
3. For the total mobility λtot = λtot(Si) ∈C2([0,1]) there is
a constant a > 0 with 0 < a < λtot .
4. The fractional flow f = f (Si) ∈ C2([0,1]) is monotone
increasing.
2.2 The Vertically Integrated Model
In the following, we recall the Vertically Integrated model
(VI-model) for two-phase flow, see for example [14,15,16].
For this, we define the vertically averaged quantities
φˆ(x,y) =
∫ H
0
φ(x,y,z)dz, vˆho,α =
∫ H
0
vho,α dz,
Sˆα(x,y, t) =
1
φˆ
∫ H
0
φ(x,y,z)Sα(x,y,z, t)dz,
K̂(x,y) =
∫ H
0
K(x,y,z)dz, λˆα = K̂
−1∫ H
0
Kλα dz.
(5)
The vector vho,α = (uα ,vα)T is the velocity vector in the
horizontal directions. Assuming that the fluids are in vertical
equilibrium means that the phases’ pressures pα , α ∈ {i,d},
are essentially hydrostatic [16], i.e.
pα(x,y,z, t) = pˆα(x,y, t)+ραgz, (6)
where pˆα is the phase reference pressure at the bottom of
the medium. Integrating the two-phase flow model (1) along
the vertical coordinate from 0 to H (Figure 2) and using the
vertical equilibrium assumption (6) yields
φˆ∂t Sˆα +∇ho · vˆho,α = 0,
vˆho,α =−λˆαK̂∇ho pˆα ,
∇ho · vˆho = 0
(7)
in Ωho× (0,T ), where Ωho is a horizontal cross-section of
the three-dimensional domain Ω , see Figure 2, with verti-
cally averaged properties like porosity and permeability. We
call this model Vertically Integrated model (VI-model). In
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Fig. 3 An illustration of the two scales in the Multiscale model: the
coarse-scale is the horizontal xy-plane while the fine-scale is a series
of one-dimensional vertical domains. The arrows refer to the flow di-
rection in the corresponding domains.
this model, vˆho = vˆho,i + vˆho,d is the averaged total velocity
and ∇ho = (∂x, ∂y)T is the gradient operator in the horizon-
tal x- and y-directions. The VI-model has two unknowns: the
averaged saturation Sˆi = Sˆi(x,y, t) ∈ [0,1] and the averaged
pressure pˆi = pˆi(x,y, t) ∈ R. Saturation and pressure of the
defending phase can be again computed using the closure
relations Sˆi + Sˆd = 1 and pˆd − pˆi = p̂c, where p̂c = pc(Sˆi),
respectively.
The initial and boundary conditions in (4) are also verti-
cally averaged for the VI-model and are given as
Sˆi(·, ·,0) = 0, in Ωho,
Sˆi = Sˆinflow, in ∂Ωho,inflow× [0,T ],
n · vˆho,α = 0, on ∂Ωho,imp× [0,T ].
(8)
In (8), we have Sˆinflow ∈ [0,1], and ∂Ωho,inflow is the inflow
boundary of the horizontal cross-section Ωho (Figure 2).
2.3 The Multiscale Model
Guo et al. [16] proposed a reduced model for asymptoti-
cally flat domains which they call the Multiscale model. It
is used to describe CO2 storage whenever the vertical equi-
librium assumption (6) is not fully applicable. It comprises
two scales: a coarse scale which is a horizontal cross-section
Ωho of the three-dimensional domain Ω , with vertically av-
eraged properties, and a fine scale which is a series of one-
dimensional vertical columns across the formation (Figure
3). The governing equations for this model are of two types:
a two-dimensional equation for the vertically averaged pres-
sure pˆi (coarse-scale pressure [16]), as in the VI-model (7),
and the two-phase flow model (1) for the saturation (fine-
scale saturation [16]), rearranged to focus on the vertical
dynamics. These two type of equations are connected using
an operator that reconstructs the coarse-scale pressure along
the vertical direction.
The Multiscale model is summarized for the invading
phase α = i as follows:
−∇ho · K̂
(
λtot(Sˆi)∇ho pˆi
)
= ∇ho · K̂
(
λˆd(Sˆi)∇ho p̂c(Sˆi)
)
(9)
in Ωho× (0,T ), and
pi = pˆi+pii,
vho,i = −λi(Si)Kho∇pi,
∂zw = −∇ho ·vho,
wi = f (Si)w+ f (Si)λd(Si)Kz
(
∂z pc(Si)
+(ρi−ρd)g
)
,
φ∂tSi+∇ ·vi = 0
(10)
in Ω × (0,T ). Referencing to [16], a preferred choice of the
reconstruction operator pii, that is simple to compute and
represents the natural forces in the medium, is given by
pii(x,y,z, t) =−
∫ z
0
((
Si(x,y,r, t)ρi+(1−Si(x,y,r, t))ρd
)
g
+Si(x,y,r, t)
∂ pc
(
1−Si(x,y,r, t)
)
∂z
)
dr, (11)
for any (x,y,z) ∈ Ω and t ∈ (0,T ). The unknowns in this
model are the vertically averaged pressure pˆi = pˆi(x,y, t) ∈
R and the saturation Si = Si(x,y,z, t) ∈ [0,1].
Note that the first equation in (10) with the choice of pii
in (11) substitutes the vertical equilibrium assumption (6) in
the VI-model. The Multiscale model (9), (10) is closed with
the initial and boundary conditions
Sˆi(·, ·,0) = 0, in Ωho,
Sˆi = Sˆinflow, in ∂Ωho,inflow× [0,T ],
Si(·, ·, ·,0) = 0, in Ω ,
Si = Sinflow, in ∂Ωinflow× [0,T ],
n ·vi = 0, in ∂Ωimp× [0,T ].
(12)
2.4 The Vertical Equilibrium Model
Yortsos [29] proposed the Vertical Equilibrium model (VE-
model) to describe displacement processes in a vertical cross-
sectionΩv =(0,L)×(0,H) of an asymptotically flat domain
Ω ⊂R3 such that the horizontal coordinate is parallel to the
injection direction (Figure 1).
We consider the model under the assumption of negligi-
ble gravity and capillary forces. First, we set γ := H/L and
rescale the variables x,y, t,Kx,Kz, pα in (1) into the dimen-
sionless ones
x =
x
L
, z =
z
H
, t =
t
L/q
, κ j =
K j
k j
uα =
uα
q
, wα =
wα
q
, pα =
pα
Lqµd/k1
,
(13)
for j ∈ {x,z} and α ∈ {i,d}. Here, q > 0 is the inflow speed
at the inflow boundary ∂Ωinflow and k j is the mean value
of the corresponding permeability function K j. Then, after
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omitting the bar-signs, the TP-model (1) transforms into
φ∂tSα +∂xuα +
1
γ
∂zwα = 0,
∂xu+
1
γ
∂zw = 0,
uα =−λα(Sα)κ ∂x pα ,
γwα =−λα(Sα)κ ∂z pα
(14)
in D×(0,T ), where D := (0,1)×(0,1) is the dimensionless
spatial domain and κ := κx = κz, by Assumption 1(1). Ne-
glecting the capillary pressure implies pi = pd =: p and one
can show that the phases’ velocities satisfy
uα = f (Sα)u, wα = f (Sα)w.
Then, the dimensionless TP-model (14) is reformulated in
the fractional flow formulation with the unknown variables
Sγα , uγ , wγ and pγ for some γ > 0,
φ∂tS
γ
α +∂x(uγ f (S
γ
α))+
1
γ
∂z(wγ f (S
γ
α)) = 0,
∂x(uγ)+
1
γ
∂z(wγ) = 0,
uγ =−λtot(Sγα)κ∂x pγ ,
γwγ =−λtot(Sγα)κ∂z pγ
(15)
in D× (0,T ). Here, uγ and wγ are the velocity components
in the horizontal- and vertical-directions. The unknowns in
this model are pressure pγ and saturation Sγα for one of the
phases. Yortsos applied formal asymptotic analysis for γ →
0 and eliminated the pressure pγ from the velocity (uγ ,wγ)
as clarified below.
We assume that for each γ > 0 there exists a solution
(Sγ , pγ ,uγ ,wγ) of (15), with the asymptotic expansions
Zγ = Z0+ γZ1+O(γ2), for Zγ ∈ {Sγα , pγ , uγ},
wγ = γw1+O(γ2).
(16)
Note that the second equation in (16) corresponds to the ad-
ditional assumption, that the vertical velocity wγ is small.
Using Assumptions 1(3) and 1(4), we have
λtot(S
γ
α) = λtot(Sα,0)+λ ′tot(Sα,0)(γSα,1)+O(γ2),
f (Sγα) = f (Sα,0)+ f ′(Sα,0)(γSα,1)+O(γ2).
(17)
The second equation in (15) allows rewriting the first equa-
tion in (15) in a nonconservative form. Substituting the ex-
pansions (16) and (17) into (15), then considering terms of
order O(1) in each equation leads to
φ∂tSα,0+u0∂x f (Sα,0)+w1∂z f (Sα,0) = O(γ),
∂xu0+∂zw1 = O(γ),
−λtot(Sα,0)κ∂x p0 = u0,
−λtot(Sα,0)κ∂z p0 = O(γ).
(18)
Due to the positivity of λtot and κ by Assumption 1(1) and
1(3), the last equation in (18) simplifies to
∂z p0 = O(γ). (19)
Thus, as γ → 0, the global pressure p0 is independent of the
z-coordinate
p0 = p0(x, t). (20)
The result in (20) is a consequence of the asymptotic anal-
ysis and substitutes the vertical equilibrium assumption (6)
in the VI-model.
In the following, the result (20) is used to reformulate the
velocity v = (u,w)T in terms of saturation only. Integrating
the second equation in (18) along the vertical direction from
0 to 1, then using impermeability of the top and the bottom
parts ∂Dimp of the domain Ω yields
∂x
∫ 1
0
u0(x,z, t)dz =−
∫ 1
0
∂zw1(x,z, t)dz = 0, (21)
as γ → 0. Thus, we have∫ 1
0
u0dz = h, (22)
for some function h = h(t) with h(t) > 0 for all t ∈ [0,T ].
Integrating the third equation in (18) along the vertical di-
rection from 0 to 1, then using equation (22) gives
−
∫ 1
0
λtot(Sα,0(x,z, t))κ(x,z)∂x p0(x, t)dz = h(t).
Since p0 is independent of the vertical coordinate z we ob-
tain that
∂x p0(x, t) =− h(t)∫ 1
0 λtot(Sα,0(x,z, t))κ(x,z)dz
. (23)
Substituting (23) into the third equation in (18) gives a pres-
sure independent formula for the horizontal velocity compo-
nent u0,
u0[x,z, t;Sα,0(x,z, t)] =
h(t)λtot
(
Sα,0(x,z, t)
)
κ(x,z)∫ 1
0 λtot
(
Sα,0(x,r, t)
)
κ(x,r)dr
,
for all (x,z) ∈ D and t ∈ (0,T ). This formula is substituted
in the second equation in (18) to produce a pressure inde-
pendent formula for the vertical velocity component w1,
w1[x,z, t;Sα,0(x,z, t)]=−h(t)∂x
∫ z
0 λtot
(
Sα,0(x,r, t)
)
κ(x,r)dr∫ 1
0 λtot
(
Sα,0(x,r, t)
)
κ(x,r)dr
,
for all (x,z) ∈ D and t ∈ (0,T ). Rescaling the time using
t 7→ t¯ = ∫ t0 h(r)dr+h(0)t, then omitting the subscripts {0,1}
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and the bar-signs yields the VE-model
φ∂tSα +∂x
(
u[·, ·;Sα ] f (Sα)
)
+∂z
(
w[·, ·;Sα ] f (Sα)
)
= 0,
u[·, ·;Sα ] =
λtot
(
Sα
)
κ∫ 1
0 λtot
(
Sα(·,r, ·)
)
κ(·,r)dr ,
w[·,z;Sα(·,z, ·)] =−∂x
∫ z
0 λtot
(
Sα(·,r, ·)
)
κ(·,r)dr∫ 1
0 λtot
(
Sα(·,r, ·)
)
κ(·,r)dr (24)
in D× (0,T ) for all z ∈ (0,1). It is easy to check that the
velocity vector (u,w)T in (24) is divergence free.
The velocity components in (24) depend nonlocally on
saturation. Hence, for the numerical comparisons in the next
section, we suggest a finite-volume scheme with a non stan-
dard numerical flux that accounts for the nonlocality, and
preserves the incompressibility property of the velocity.
3 Comparison of the Darcy Models in Asymptotically
Flat Domains
In this section, we compare the VE-model (24) with the
other models from Section 2. For this, we suggest a sta-
ble finite-volume scheme for the nonlocal VE-model. The
comparisons show: firstly, the VE-model (24) is more accu-
rate than the VI-model, while being computationally more
efficient than the full two-phase flow model. Secondly, the
Multiscale model is equivalent to the VE-model in general.
3.1 Finite-Volume Scheme for the VE-Model
We consider a Cartesian grid for the dimensionless domain
D = (0,1)2,
T =
{
Ti, j =[xi− 12 ,xi+ 12 )× [z j− 12 ,z j+ 12 ) | (i, j) ∈Ix×Iz ⊂
N×N},
with the set of midpoints {(xi,z j) | (i, j)∈Ix×Iz}. The set
of edges of the cell Ti, j is denoted by {El |l ∈ θi, j} where
θi, j :=
{(
i− 1
2
, j
)
,
(
i+
1
2
, j
)
,
(
i, j− 1
2
)
,
(
i, j+
1
2
)}
.
The set of neighbor cells of Ti, j is defined as {T(i, j)l | l ∈
θi, j}, where T(i, j)l is the neighbor cell to Ti, j with the com-
mon edge El . Let Nx and Nz be the number of cells in the hor-
izontal and vertical directions, respectively. Then, the size of
a cell is |Ti, j|= ∆x∆z, where ∆x := 1Nx and ∆z := 1Nz . For the
initial condition S0 ∈ [0,1], we define the cell-averaged val-
ues
S0i, j =
1
|Ti, j|
∫
Ti, j
S0(x,z)dxdz, (i, j) ∈Ix×Iz. (25)
Given a positive integer N, the time interval [0,T ] is dis-
cretized into a set of disjoint subintervals [tn, tn+1), with
n ∈ {0,1,2, ...,N}, each of length ∆ t > 0 such that t0 = 0
and tN = T . Then, a finite-volume scheme for the VE-model
(24) is given as
Sn+1i, j −Sni, j
∆ t
+
1
∆x∆z ∑l∈θi, j
Fl
(
S¯ni, j,S
n
i, j,S
n
(i, j)l
)
= 0. (26)
The crucial step in a finite-volume scheme is the choice of
the numerical flux. We propose the numerical flux function
Fl
(
S¯ni, j,S
n
i, j,S
n
(i, j)l
)
= |El |
(
max{nl ·vl [S¯ni, j],0} f (Sni, j)
+min{nl ·vl [S¯ni, j],0} f (Sn(i, j)l )
)
, (27)
where nl is the outer normal to the edge El of the cell Ti, j,
|El | is the length of the edge El and S¯ni, j := {Sr,m | r ∈ {i−
1, i, i+1}, m ∈Iz}. The discrete velocity in (27) vnl [S¯ni, j] =
(unl [S¯
n
i, j],w
n
l [S¯
n
i, j])
T is in fact nonlocal. Its components are
defined as
un
i+ 12 , j
=
1
2
( λtot(Sni+1, j)κi+1, j
∆z∑Nzm=1λtot(S
n
i+1,m)κi+1,m
+
λtot(Sni, j)κi, j
∆z∑Nzm=1λtot(S
n
i,m)κi,m
)
at Ei+ 12 , j
, (28)
wn
i, j+ 12
= − ∆z
∆x
j
∑
m=1
(
un
i+ 12 ,m
−un
i− 12 ,m
)
at Ei, j+ 12
. (29)
Due to the special discretization of the nonlocal terms (28)
and (29) the scheme satisfies the following two important
stability criteria:
Mass conservation: Thanks to the definition of the nu-
merical flux in (27), the finite-volume scheme (26) is mass-
conservative, i.e., if El = El′ such that l ∈ θi, j and l′ ∈ θ(i, j)l ,
then, for all Pi, j ∈ [0,1], it holds that
Fl(P¯i, j,Pi, j,P(i, j)l ) =−Fl′(P¯(i, j)l ,P(i, j)l ,Pi, j). (30)
Discrete incompressibility: If the vector of discrete ve-
locity vnl [S¯
n
i, j] = (u
n
l [S¯
n
i, j], w
n
l [S¯
n
i, j])
T , l ∈ θi, j, is defined as in
(28) and (29), then ∑l∈θi, j nl · vnl [S¯ni, j] = 0.
3.2 VE-Model vs. TP-Model
In this section, we present several numerical examples to
validate the VE-model and compare it with the TP-model
(15) in domains with a decreasing geometrical parameter
γ ∈ {1, 14 , 18 , 116 , 132}. The examples show also a remarkable
reduction in computational complexity for the VE-model.
For the comparisons, we consider the TP-model (15) with
constant porosity φ = 1 and constant horizontal permeabil-
ity κ = 1. We apply the time-constant inflow condition
Sinflow(z) =
{
0 : z≤ 25 and z > 35 ,
0.9 : 25 < z≤ 35 .
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(a) TP-model γ = 1 (b) TP-model γ = 14 (c) TP-model γ =
1
8
(d) TP-model γ = 116 (e) TP-model γ =
1
32 (f) VE-model
Fig. 4 A comparison of the TP-model (15) for γ ∈ {1, 14 , 18 , 116 , 132}
with the VE-model (24) using M = 5 and T = 0.3.
Grid size Nx×Nz 100×100 200×200 400×400
VE-model 0.94 s 10 s 124.51 s
TP-model 6.7 s 64.5 s 722.79 s
Table 1 CPU-time for solving the VE-model compared to the CPU-
time for solving the TP-model
.
The end time T = 0.3 is chosen such that S on the outflow
boundary ∂Doutflow vanishes in [0,T ]. We set for the viscos-
ity ratio M = µd/µi = 5. Note that all numerical experiments
are performed on the same hardware: (Intel(R) Core(TM)
i7-4770 CPU @ 3.40GHz with memory 16GB).
Example 1: We consider the TP-model (15) in five do-
mains Ωv,L = (0,L)× (0,1), L ∈ {1,4,8,16,32}. Figures
4(a) - 4(e) present the numerical solutions of the TP-model
(15) using the IMPES-method (implicit pressure - explicit
saturation) [20] with pressure p = 1 at the inflow boundary
and p= 0 at the outflow boundary. In Figure 4(f) the numer-
ical solution of the VE-model (24) is displayed, using the
finite-volume scheme (26)-(29). The numerical solutions in
Figure 4 correspond to a uniform Cartesian grid of 200×200
elements in the dimensionless domain D.
Figure 4 shows that numerical solutions of the TP-model
(15) converge to the corresponding numerical solution of the
VE-model, as the domain parameter γ = (1/L) tends to 0.
Moreover, the VE-model describes the vertical dynamics in
the medium and, consequently, the spreading speed of the
invading front is captured well. These observations indicate
that the VE-model is a proper reduction of the two-phase
flow model for asymptotically flat domains.
Example 2: Let the dimensionless domain D be dis-
cretized into a uniform Cartesian grid with equal numbers
of vertical and horizontal cells Nz = Nx. Set γ = 1/60 in the
TP-model (15), T = 0.3 and M = 5. In Table 1, we present
the CPU-time required by the TP-model model using the
Grid size Nx×Nz VE-model TP-model
50×100 0.35 s 1.5 s
100×100 0.94 s 6.7 s
200×100 1.9 s 30.8 s
400×100 7.3 s 103 s
800×100 25 s 441 s
Table 2 CPU-time for solving the VE-model compared to that for
solving the TP-model such that Nx = iNz, i ∈ {0.5, 1, 2, 4, 8}.
IMPES-method and the VE-model using the finite-volume
scheme in Section 3.1.
The data from Table 1 shows that the computational time
required to solve the VE-model is almost six times less than
for the TP-model (15). This is a consequence of solving
an algebraic system that results from discretizing the two-
dimensional elliptic equation of pressure in the two-phase
flow model (15). The performance of the elliptic solver could
of course be optimized. This would improve the results for
the TP-model, but not change the overall result.
Example 3: The comparison in Example 2 is repeated
with a fixed number of vertical cells, but varying the num-
ber of horizontal cells Nx = iNz, i ∈ {0.5, 1, 2, 4, 8}. This
scenario fits to the case of asymptotically flat domains.
From Table 2 we see that the computational time re-
quired for solving the VE-model is almost ten times less
than for the TP-model, when Nx = 2×Nz. However, in the
case Nx = 16×Nz, the computational time required for solv-
ing the VE-model is almost 18 times less than for the TP-
model.
This example shows that increasing the number of hor-
izontal cells Nx, while keeping Nz fixed, limitedly increases
the computational time for solving the VE-model as illus-
trated in Figure 5. On the contrary, the computational time
for solving the TP-model significantly increases as the di-
mension of the algebraic system, resulting from applying the
finite difference method to the elliptic equation of pressure,
grows.
The numerical examples in this section show the validity
of the VE-model in asymptotically flat domains. In addition,
they demonstrate a significant reduction in computational
complexity of the VE-model, mainly when using grids that
are finer in the horizontal than in the vertical direction.
3.3 VE-Model vs. VI-Model
This section highlights the property of describing vertical
dynamics by the VE-model and its effect on well-estimating
the spreading speed. Different numerical examples that link
the VE-model (24) with the VI-model (7) are performed.
In a vertical cross-section Ωv of Ω ⊂ R3, the VI-model
(7) reduces to a one-dimensional equation. Using dimen-
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Fig. 5 CPU-time for grids with fixed Nz = 100 and varying Nx ∈
{50, 100, 200, 400, 800}.
sionless variables it is given by
∂tS+∂z f (S) = 0 in (0,1)× (0,T ). (31)
We establish a comparison between the VI-model (31) and
the VE-model (24) such that the two-dimensional domain
D = (0,1)× (0,1) consists of a set of adjacent horizontal
layers as in Figure 6. This reduces the VE-model to a cou-
pled system of one-dimensional equations, each of them de-
scribing the dynamics in the corresponding layer and taking
into account the mass vertical exchange between adjacent
layers. Then, the number of vertical cells Nz in the finite-
volume scheme (26) equals the number of layers in the do-
main.
It is easy to check that the VI-model (31) corresponds to
the one-layer scenario Nz = 1 in the VE-model. Therefore,
the comparison of the VE-model (24) to the VI-model (31) is
based on varying the number of layers in the domain: Nz = 1
(the VI-model), Nz = 2, and Nz = 5. The two-dimensional
VE-model is used here as a reference for accuracy.
It is clear that the computational complexity of the VE-
model with Nz = 1 (the VI-model) is the lowest, and in-
creases with the number of layers. However, the following
examples show that decreasing the number of layers to Nz =
1 has a strong impact on overestimating the spreading speed
of the invading fluid.
The models’ comparison is based on two examples. In
the first example, Sinflow is independent of z, but the perme-
ability κ changes along the vertical axis. In the second ex-
ample, κ is z-independent but Sinflow is injected only at the
lower part of the inflow boundary. In both examples, we set
M = 2, Nx = 1000 and T = 0.3.
Example 1: We assume constant saturation Sinflow = 1
along the inflow boundary. The domain consists of two parts
with different permeabilities
κ =
{
1, in Dupper := (0,1)× (0.5,1),
0.5, in Dlower := (0,1)× (0,0.5). (32)
x-directionz
-d
ir
ec
tio
n
Fig. 6 A vertical-cross section of a 3D domain consisting of 6 thin
layers.
(a) VI model (31) (b) VE-model (24) with Nz = 2
(c) VE-model (24) with Nz = 5 (d) VE-model (24) with Nz = 100
Fig. 7 A comparison of the VI-model (31) to the VE-model (24) for κ
as in (32), Sinflow = 1, M = 2, T = 0.3 and ∆x = 0.001.
This condition is approximated according to the number of
layers, i.e.
κ j =
1
∆z
∫ j∆z
( j−1)∆z
κ(z)dz, j = 1, · · · ,Nz. (33)
In Figure 7, we show the effect of different permeabilities
in the horizontal layers on the models’ accuracy. Figure 7(a)
presents the numerical solution of the VI-model (31) with
averaged permeability κ = 0.75. In Figure 7(b), the domain
consists of two layers: the lower layer has low permeability
κ1 = 0.5 and the upper layer has high permeability κ2 = 1. In
Figure 7(c), the domain consists of five layers. The averaged
permeabilities in the layers are: κ1 = 0.5, κ2 = 0.5, κ3 =
0.75, κ4 = 1 and κ5 = 1, respectively from bottom to top.
Figure 7(d) represents the numerical solution of the VE-
model (24) using vertical step size ∆z = 0.01.
To sum up, Figure 7 shows that the spreading speed of
the invading fluid is overestimated by the VI-model (31),
compared to the reference solution in Figure 7(d). On the
contrary, the spreading speed and the saturation distribution
of the VE-model with Nz = 2 and Nz = 5 are well captured.
This result is not limited to this example, but expected to
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hold for other cases where permeability changes along the
vertical dimension of the medium.
Example 2: We consider a domain with homogeneous
permeability κ = 1, such that the invading fluid is injected
only at the lower part of the inflow boundary, i.e.
Sinflow(z) =
{
1, 0≤ z≤ 0.2,
0, 0.2≤ z≤ 1. (34)
This condition is discretized according to the number of lay-
ers Nz in the domain, i.e.
Sinflow, j =
1
∆z
∫ j∆z
( j−1)∆z
Sinflow(z)dz, j = 1, · · · ,Nz. (35)
In Figure 8(a), we show the numerical solution of the VI-
model (31) with averaged inflow Sinflow = 0.2. Figure 8(b)
provides the numerical solution of the VE-model with Nz =
2 such that Sinflow,1 = 0.4 in the lower layer and Sinflow,2 = 0
in the upper one. The numerical solution of the VE-model
with Nz = 5 is presented in Figure 8(c) such that Sinflow,1 =
1, Sinflow,2 = 0, Sinflow,3 = 0, Sinflow,4 = 0 and Sinflow,5 = 0
from bottom to top. Finally, the numerical solution of the
VE-model (24) with ∆z = 0.01 is given in Figure 8(d) as a
reference for accuracy.
This example emphasizes the weakness of the VI-model
(31) whenever the fluid’s injection position depends on the
z-coordinate of the domain. In contrast to Example 2, the
two-layers case Nz = 2 in the VE-model is not sufficient to
give a good estimation of the spreading speed. However, the
spreading speed and the fluids’ distribution in the five-layers
case Nz = 5 are in excellent agreement with the reference
solution in Figure 8(d).
Example 1 and Example 2 show the impact of varying
the vertical permeability and the injection position on over-
estimating the spreading speed using the VI-model. On the
contrary, the VE-model provides better estimates even using
a very small number of vertical cells.
3.4 VE-Model vs. Multiscale Model
Under the same conditions assumed to derive the VE-model
(24), we prove in this section that the Multiscale model (9),
(10) and (11) in the vertical cross-sectionΩv =(0,1)×(0,1)
is equivalent to the VE-model. For the sake of simplicity, we
also assume negligible gravity and capillary forces. Then,
using the dimensionless variables (13), the Multiscale model
(9), (10) reduces to
−∂x
(
λˆtot(Sˆα)κˆ∂x pˆ
)
= 0 in (0,1)× (0,T ), (36)
and in D× (0,T )
p(x,z, t) = pˆ(x, t),
−λtot(Sα)κ1∂x p = u,
∂zw = −∂xu,
φ∂tSα +∂x
(
u f (Sα)
)
+∂z
(
w f (Sα)
)
= 0.
(37)
(a) VI-model (31) (b) VE-model (24) with N = 2
(c) VE-model (24) with N = 5 (d) VE-model (24) with N = 100
Fig. 8 A comparison of the VI-model (31) with the VE-model (24) for
Sinflow as in (34), κ = 1, M = 2, T = 0.3 and ∆x = 0.001.
Note here that the assumption of negligible gravity and cap-
illary forces implies that piα = 0 (see (11)). This model is
closed with the initial and boundary conditions
Sˆα = Sˆ0, in (0,1),
Sˆα = Sˆinflow, on {0}× [0,T ],
Sα = S0, in D,
Sα = Sinflow, on ∂Dinflow× [0,T ],
n ·vα = 0, on ∂Dimp× [0,T ].
(38)
Theorem 2 For T > 0, let (SM,uM,wM, pˆM) be a smooth
solution of the Multiscale model (36), (37) in D×(0,T ) with
the initial and boundary conditions (38). For T :=
∫ T
0 h(r)dr+
h(0)T , where h(t) =
∫ 1
0 uM(0,z, t)dz, let (SV E ,uV E ,wV E) be
a smooth solution of the VE-model (24) in D× (0,T ) with
the initial and boundary conditions (4). Then, SM(·, ·, t) =
SV E(·, ·, t¯), uM(·, ·, t)= uV E(·, ·, t¯) and wM(·, ·, t)=wV E(·, ·, t¯)
in D where t :=
∫ t
0 h(r)dr+h(0)t for any t ∈ (0,T ). Further-
more, there is a function pV E = pV E(SV E) with
∂x pV E(x, t) =
1∫ 1
0 κ(x,z)λtot
(
SV E(x,z, t)
)
dz
and pˆM(·, t) = pV E(·, t¯) in (0,1).
In view of the equivalence result of Theorem 2, the finite-
volume scheme in Section 3.1 is also applicable for the Mul-
tiscale model (36), (37). This leads to a reduced computa-
tional complexity of the Multiscale model compared with
that using a multiscale algorithm proposed in [16]. This al-
gorithm is analogous to the IMPES-method with an implicit
treatment for the pressure at the coarse scale and an explicit
treatment for the saturation at the fine scale.
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Proof Let (SM,uM,wM, pˆM) be a smooth solution of the Mul-
tiscale model (36), (37). Then, the coarse-scale equation (36)
implies that the vertically averaged horizontal velocity,
uˆM =−λˆtot(SˆM)κˆ∂x pˆM, (39)
satisfies
∂xuˆM = 0. (40)
Integrating (40) over the x-direction from 0 to an arbitrary
x ∈ (0,1) yields
uˆM(x, t)−hM(t) = 0, (41)
where hM(t)= uˆM(0, t) is the averaged horizontal velocity at
the inflow boundary ∂Dinflow with hM(t)> 0 for all t ∈ [0,T ].
Substituting (41) into (39) and noting that the vertically-
averaged quantities κˆ and λˆtot are defined as in (5), we ob-
tain that
∂x pˆM(x, t) =
hM(t)∫ 1
0 κ(x,z)λtot(SM(x,z, t))dz
, (42)
which coincides with the definition of ∂x pV E := ∂x p0 in equa-
tion (23). Using the first equation in the fine-scale model
(37), we obtain that
∂x pM(x,z, t) =
hM(t)∫ 1
0 κ(x,z)λtot(Sα(x,z, t))dz
, (43)
which is in fact independent of the vertical coordinate z as
the reconstruction operator pii in this setting equals zero.
Substituting equation (43) into the second equation in (37)
yields the horizontal velocity uM as an expression of satura-
tion alone
uM[x,z, t;SM] =−
hM(t)κ(x,z)λtot
(
SM(x,z, t)
)∫ 1
0 κ(x,z)λtot
(
SM(x,z, t)
)
dz
. (44)
Substituting (44) into the third equation in (37) then inte-
grating over the vertical coordinate from 0 to an arbitrary
z ∈ (0,1) yields the vertical velocity as an expression of sat-
uration alone
wM[x,z, t;SM] =−∂x
∫ z
0
uM[x,r, t;SM]dr. (45)
We substitute equation (44) and (45) into the fourth equation
in the fine-scale model (37), then rescale the time using t 7→
t¯ =
∫ t
0 hM(r)dr+ hM(0)t. As a result, the Multiscale model
simplifies to
∂tSM +∂x
(
uM[·, ·;SM] f (SM)
)
+ ∂z
(
w[·, ·;SM] f (SM)
)
= 0,
uM[·, ·;SM] = λtot(SM)κ∫ 1
0 λtot
(
SM(·,z, ·)
)
κ(·,z)dz ,
wM[·,z;SM(·,z, ·)] =−∂x
∫ z
0 λtot
(
SM(·,r, ·)
)
κ(·,r)dr∫ 1
0 λtot
(
SM(·,r, ·)
)
κ(·,r)dr , (46)
(a) multiscale algorithm (b) finite-volume scheme
Fig. 9 Numerical solution of the Multiscale model (36), (37) using the
multiscale algorithm [16] in (a) and the finite-volume scheme in (b).
for all z ∈ (0,1), in D× (0,T ). Note that this scaled time
interval coincides with that in the VE-model as the function
hM is equivalent to hV E , defined as in (22).
The simplified version of the Multiscale model (46) re-
quires initial and boundary conditions with respect to the
unknown SM only. Hence, it is closed with the initial and
boundary conditions
SM = S0, in D,
SM = Sinflow, on ∂Dinflow× [0,T ],
n ·vM = 0, on ∂Dimp× [0,T ].
(47)
Hence, a smooth solution (SM,uM,wM, pˆM) of the Multi-
scale model (36), (37) is also a solution of the VE-model.
Proving the other direction follows the same argumentation
in reversed order. uunionsq
Example 1: Figure 9 compares a numerical solution for
the Multiscale model (36), (37) (in the equivalent form of
the VE-model) using the finite-volume scheme, presented
in Section 3.1, with a numerical solution using the multi-
scale algorithm in [16]. In both cases, a Cartesian grid with
200×200 elements is used, the end time is T = 0.3 and the
viscosity ratio is M = 5.
Figure 9 displays very similar discrete solutions. This
indicates that both schemes have similar accuracy.
Example 2: Table 3 compares the CPU-time for solv-
ing the Multiscale model using the finite-volume scheme,
presented in Section 3.1, and using the algorithm in [16].
In both cases, Cartesian grids with a fixed number of hori-
zontal cells Nx = 100 and a varying number of vertical cells
Nz = iNx, i∈ {1, 2, 4, 8, 16} are used. Table 3 shows that the
computational time using the finite-volume scheme is signif-
icantly reduced compared to that using the multiscale algo-
rithm, mainly when the horizontal discretization is finer than
in vertical one. This results from solving the elliptic equation
of the vertically averaged pressure in the Multiscale model,
which consumes most of the CPU-time.
Example 3 Using the equivalence result from Theorem
2 and following Yortsos [29], we show in this example that
the reconstruction function (11) in domains with a small γ
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Grid size Nx×Nz Finite-volume scheme Multiscale algorithm
100×100 1.08 s 0.91 s
200×100 2.58 s 2.97 s
400×100 9 s 12.32 s
800×100 25 s 64.85 s
1600×100 109 s 413 s
Table 3 CPU-time for solving the VE-model using the finite-volume
scheme compared to CPU-time for solving the Multiscale model using
the multiscale algorithm with T = 0.3 and viscosity ratio M = 5.
represents strong gravity effects that lead to a fast segrega-
tion of the fluids, meaning that the vertical equilibrium as-
sumption is fully satisfied. This, however, implies that the
Multiscale model and the VI-model give results with simi-
lar accuracy. Consequently, the VI-model is sufficient to de-
scribe the fluids’ flow as it has a lower computational com-
plexity.
We consider the Multiscale model (9), (10) in a vertical
cross-sectionΩv =(0,L)×(0,H) ofΩ ⊂R3 with negligible
capillary forces and using the dimensionless variables (13),
that is
−∂x
(
λˆtot(Sˆi)κˆ∂x pˆ
)
= 0 in (0,1)× (0,T ), (48)
and in D× (0,T )
p(x,z, t) = pˆ(x, t)+pii(x,z, t),
−λtot(Si)κ∂x p = u,
1
γ ∂zw = −∂xu,
f (Si)w+
gk(ρi−ρd)
γ2q3µd
κ f (Si)λd(Si) = wi,
φ∂tSi+∂x
(
u f (Si)
)
+ 1γ ∂z
(
wi
)
= 0.
(49)
The dimensionless reconstruction operator is now given as
pii(·,z, ·) =− 1γqµd
∫ z
0
(
Si(·,r, ·)ρi+
(
1−Si(·,r, ·)
)
ρd
)
gdr,
for any z ∈ (0,1).
To prove fluids’ segregation, we consider the fourth equa-
tion in (49). With respect to the parameter γ , the term on
the right side and the first term on the left side are of order
O(1). However, the second term on the left side is of order
O(γ−2), which diverges as γ tends to zero. This leads to a
contradiction unless the product fλd satisfies
f (Si)λd(Si) = 0,
which implies either λd(Si) = 0 or f (Si) = 0, i.e. the flu-
ids segregate. Another way to avoid the contradiction in the
fourth equation in (49) is to assume a small gravity effect
by multiplying the gravity term in the first and the fourth
equations in (49) by a small parameter NG = O(γ2). By do-
ing this, the second term in the fourth equation in (49) is of
order O(1). However, the gravity term in the first equation
is of order O(γ). Therefore, this term can be neglected in
media with a small parameter γ .
4 Models for Two-Phase Brinkman Flow in Flat
Domains
In this part of the paper, we study two-phase flow in flat do-
mains for Brinkman regimes. Examples of such regimes are
media with high porosity. First, we present the main gov-
erning equations of the Brinkman two-phase flow model.
Then, we derive a reduced model that describes two-phase
Brinkman flow in flat domains.
4.1 The Brinkman Two-Phase Flow Model (BTP-Model)
Brinkman’s equations describe the flow of incompressible
fluids through a porous medium with high porosity [6]. Math-
ematically speaking, the Brinkman equations( −µe∆uα +uα
−µe∆wα +wα
)
=−krα
µα
K(∇pα −ραg), (50)
are a regularization of Darcy’s law. The terms uα and wα are
the horizontal and vertical components of the velocity vα for
the phase α ∈ {i,d}, respectively. The parameter µe > 0 is
the effective viscosity. The second-order terms ∆uα , ∆wα
on the left side of (50) correspond to components of the di-
vergence of the stress tensor.
The validity of Brinkman’s equation in porous media has
been investigated by many researchers, see [2,3] and the ref-
erences therein. In media with high porosity, the effective
viscosity µe is close to the dynamical viscosity. However, if
the medium is macroscopiclly nonhomogeneous, the effec-
tive viscosity is very small (µe  1), such that the second
order term in (50) is considered as a corrector of Darcy’s
law [3]. In addition, in porous media with almost unidirec-
tional fluid flows, Brinkman’s equations can be derived by
averaging the Navier-Stokes equations over a representative
averaging volume [19].
We define the vector Vα , such that
Vα =
(
Uα
Wα
)
:=
( −µe∆uα +uα
−µe∆wα +wα
)
, (51)
for each phase α ∈ {i,d}. For incompressible fluids in a
porous medium with the assumption of negligible gravity
force, the Brinkman two-phase flow model (BTP-model) is
a combination of the continuity equation, Brinkman’s equa-
tions, and the incompressibility equation, that is
∂tSα +∇ ·vα = 0,
Vα =−krαµα K∇pα ,
∇ ·v = 0
in Ω × (0,T ), (52)
for both invading and defending fluids α ∈ {i,d}, where
Ω := (0,L)× (0,H)⊂R2. Here, vα = (uα ,wα) is phase ve-
locity, K is permeability tensor, and pα is phase pressure.
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The third equation in (52) is the incompressibility relation
for the total velocity v = vi + vd , which results from sum-
ming the continuity equation for the phases α ∈ {i,d} with
the closure relation Si+Sd = 1. Applying the divergence op-
erator (∇·) on V, then using the incompressibility equation,
we obtain
∇ ·V= ∇ ·
(
U
W
)
=−µe∇ ·
(
∆u
∆w
)
+∇ ·
(
u
w
)
,
=−µe∆(∇ ·v)+∇ ·v= 0. (53)
Model (52) is completed with the initial and boundary con-
ditions in (4), with an extra periodic condition on the Lapla-
cian ∆w at the impermeable boundary ∂impΩ ,
Si(·, ·,0) = S0, in Ω ,
Si = Sinflow, on ∂Ωinflow× [0,T ],
n ·vα = 0, on ∂Ωimp× [0,T ],
∆wα(x,0, t) = ∆wα(x,1, t), for x ∈ [0,L], t ∈ [0,T ].
(54)
Here, n is the outer normal vector of the boundary ∂Ωimp.
Note that the extra periodic condition in (54) has been added
to account for the new higher-order terms in the model.
4.2 The Brinkman Vertical Equilibrium Model
In this section, we derive the Brinkman Vertical Equilibrium
Model (BVE-model) following the analysis in [29]. First,
we rescale the variables in the BTP-model (52) into dimen-
sionless ones, which leads to a dimensionless model of two
unknowns depending on the geometrical parameter γ = HL .
Second, we apply formal asymptotic analysis to the dimen-
sionless model for γ tends to 0. This produces a nonlocal
evolution equation for the remaining unknown saturation.
The higher-order Brinkman terms lead to a third-order term
of mixed derivatives.
4.2.1 The Dimensionless BTP-Model
The first step to derive the BVE-model is rescaling the BTP-
model (52) using the dimensionless variables (13). Applying
the chain rule to (51), then defining the parameters
βx :=
µe
L2
, βz :=
µe
H2
, (55)
and the dimensionless components
Uα :=
Uα
q
, Wα :=
Wα
q
, (56)
yield
Uα = uα −βx∂xxuα −βz∂zzuα ,
Wα = wα −βx∂xxwα −βz∂zzwα .
(57)
Applying the chain rule to equations (52) and (53), using
equations (13) and (56), then omitting the bar-sign leads to
∂tSα +∂xuα +(1/γ)∂zwα = 0,
Uα =−λα(Sα)κx ∂x pα ,
(γ/σ)Wα =−λα(Sα)κz ∂z pα ,
∂xu+(1/γ)∂zw = 0,
∂xU +(1/γ)∂zW = 0
(58)
in D× (0,T ), for both invading and defending phases α ∈
{i,d}, where D := (0,1)× (0,1) is the dimensionless spatial
domain. Here λα = µdkrαµα is the dimensionless mobility,
γ :=
H
L
and σ :=
kz
kx
. (59)
The assumption of negligible capillary pressure implies pi =
pd =: p and the phases’ velocities satisfy
Uα = f (Sα)U, Wα = f (Sα)W. (60)
The dimensionless model (58) in D× (0,T ) is now summa-
rized such that the unknown variables Si, p,U , and W are
associated with the geometrical parameter γ ,
∂tS
γ
i −βx∂xxtSγi −βz∂zztSγi +∂x
(
f (Sγi )U
γ)
+
1
γ
∂z
(
f (Sγi )W
γ)= 0,
U γ =−λtot(Sγi )κx∂x pγ ,
γW γ =−λtot(Sγi )κz∂z pγ ,
∂xU γ +
1
γ
∂zW γ = 0.
(61)
4.2.2 Asymptotic Analysis
The second step in deriving the BVE-model is applying for-
mal asymptotic analysis, with respect to γ , to the dimen-
sionless BTP-model (61). The existence of a weak solution
(Sγi , p
γ ,U γ ,W γ) for model (61) with appropriate initial and
boundary conditions is established in [9]. We assume in this
section that each component in (Sγi , p
γ ,U γ ,W γ) is smooth
and can be written in terms of the asymptotic expansions
Zγ = Z0+ γZ1+O(γ2), Zγ ∈ {Sγi , pγ ,U γ},
W γ = γW1+O(γ2).
(62)
Note that the second equation in (62) corresponds to the as-
sumption that the vertical velocity in flat domains is small.
Using the asymptotic expansion of Sγ in (62) and As-
sumption 1, we have the Taylor expansions
G(Sγi ) = G(Si,0)+G
′(Si,0)(γSi,1)+O(γ2), (63)
for G ∈ {λtot , f}. The first incompressibility relation in (61)
allows to write the continuity equation in nonconservative
form. Moreover, Assumption 1(1) implies that the parame-
ter σ , defined in (59), satisfies σ = 1 and, therefore, we set
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κ = κx = κz. Substituting equation (62) and (63) into (61)
and neglecting the capillary pressure terms in the third and
fourth equations of (61), the terms of order O(1) satisfy
∂tSi,0−βx∂xxtSi,0 − βz∂zztSi,0+∂x
(
f (Si,0)U0
)
+∂z
(
f (Si,0)W1
)
= O(γ),
U0 =−λtot(Si,0)κ∂x p0,
λtot(Si,0)κ∂z p0 = O(γ),
∂xU0+∂zW1 = O(γ).
(64)
Using the positivity of the permeability κ and the total mo-
bility λtot (see Assumptions 1(1) and 1(3)), the third equa-
tion of (64) implies that p0 is independent of the z-coordinate,
p0 = p0(x, t). (65)
This result on p0 substitutes the vertical equilibrium assump-
tion (6), which is however a consequence of the expansions
(62) and the scaling in (61).
Integrating the last equation in (64) over the vertical di-
rection from 0 to 1 then using the zero-Neumann boundary
condition and the periodicity of ∆wα at the impermeable
boundary ∂impD in equation (54), we obtain
∂x
∫ 1
0
U0 dz =−
∫ 1
0
∂zW1 dz =−
∫ 1
0
∂z(w1−µe∆w1)dz = 0.
This yields∫ 1
0
U0 dz = q(t), (66)
for some positive function q = q(t) with q(t)> 0 for all t ∈
[0,T ]. Substituting the second equation in (64) into equation
(66) yields
−
∫ 1
0
λtot(Si,0)κ∂x pi,0 dz = q(t).
Then, using equation (65), we have
∂x p0(x, t) =− q(t)∫ 1
0 λtot(Si,0(x,z, t))κ(x,z)dz
, (67)
for all x ∈ (0,1) and t ∈ (0,T ). Substituting (67) into the
second equation in (64), we obtain a nonlocal saturation-
dependent formula for U0,
U0[x,z, t;Si,0] =
q(t)λtot
(
Si,0
)
κ(x,z)∫ 1
0 λtot
(
Si,0
)
κ(x,z)dz
, (68)
for all (x,z) ∈ D and t ∈ (0,T ). Consequently, the incom-
pressibility relation in (64) yields also a nonlocal saturation-
dependent formula for W1,
W1[x,z, t;Si,0] =−∂x
∫ z
0
U0[x,r, t;Si,0]dr, (69)
for all (x,z)∈D and t ∈ (0,T ). Using equation (68) and (69),
omitting the subscripts {0,1}, rescaling the time using
t 7→ t¯ =
∫ t
0
q(r)dr+q(0)t, (70)
then omitting the subscripts, system (64) reduces to a third-
order pseudo-parabolic equation of saturation alone that ac-
counts to the vertical dynamics of the fluids. We call this
equation the Brinkman Vertical Equilibrium model (BVE-
model),
∂tSi+∂x ( f (Si)U [·, ·;Si])+∂z ( f (Si)W [·, ·;Si])
−βx∂xxtSi−βz∂zztSi = 0, (71)
in D× (0,T ) where we have for all z ∈ (0,1)
U [·, ·;Si] = λtot(Si)κ∫ 1
0 λtot(Si)κ dz
,
W [·,z;Si] =−∂x
∫ z
0 U(·,r;Si(·,r, ·))dr.
(72)
Remark 1 In asymptotically flat domains, the definition of
the parameters βx and βz yields
βx =O(γ2), βz = O(1).
This implies that the dissipative effect due to viscosity in the
horizontal direction is negligible with respect to that in the
vertical direction. Then, the BVE-model (71), (72) simpli-
fies to
∂tSi+∂x ( f (Si)U [·, ·;Si])+∂z ( f (Si)W [·, ·;Si])−βz∂zztSi = 0,
where U and W satisfy (72).
Remark 2 Except of the nonlocal definition of the velocity
components in (72), it is notable that the BVE-model (71)
has a similar structure as the pseudo-parabolic model from
[17] that has been mathematically analyzed in [7,12].
5 Comparison of the Brinkman-Type Models in Flat
Domains
This section, we verify the limit γ → 0 in the BTP-model
(52) numerically. We also demonstrate the computational ef-
ficiency of the BVE-model (71), (72) compared to the BTP-
model (61). In addition, some qualitative properties of the
solutions of the BVE-model are shown by comparing it with
the VE-model (24). To simplify the notation, we set here
S := Si. For the numerical examples, we consider the BVE-
model with a small capillary force such that
∂tS+∂x ( f (S)U [·, ·;S])+∂z ( f (S)W [·, ·;S])− εx∂x (H(S)∂xS)
− εz∂z (H(S)∂zS)−βx∂xxtS−βz∂zztS = 0, (73)
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with
U [·, ·;S] = λtot(S)κ∫ 1
0 λtot(S)κ dz
,
W [·,z;S] =−∂x
∫ z
0 U [·,r;S(·,r, ·)]dr,
(74)
for all z∈ (0,1). We set εx =
√
βx, εz =
√
βz and choose the
nonlinear diffusion function H = H(S) such that
H(S) = κ
MS2(1−S)2
MS2+(1−S)2 , (75)
where M is the viscosity ratio of the defending phase and the
invading phase.
Dividing the domain D = (0,1)× (0,1) into Nz ∈N lay-
ers, each of width ∆z = 1Nz , the BVE-model (73), (74) re-
duces into a coupled system of Nz equations. Applying Eu-
ler’s method to the time derivative, a finite volume discretiza-
tion for (73) is given by
Sn+1i, j −Sni, j
∆ t =−
1
∆x∆z ∑l∈θi, j
Fl
(
S¯ni, j,S
n
i, j,S
n
(i, j)l
)
+ εx∆x2
(
H(Sn
i+ 12 , j
)(Sni+1, j−Sni, j)−H(Sni− 12 , j)(S
n
i, j−Sni−1, j)
)
+ εz∆z2
(
H(Sn
i, j+ 12
)(Sni, j+1−Sni, j)−H(Sni, j− 12 )(S
n
i, j−Sni, j−1)
)
+ βx∆x2∆ t
(
(Sn+1i+1, j−2Sn+1i, j +Sn+1i−1, j)− (Sni+1, j−2Sni, j +Sni−1, j)
)
+ βz∆z2∆ t
(
(Sn+1i, j+1−2Sn+1i, j +Sn+1i, j−1)− (Sni, j+1−2Sni, j +Sni, j−1)
)
.
(76)
The numerical flux function and the discrete velocity vector
Vnl = (U
n
l ,W
n
l )
T are defined as in Section 3.1. The initial
condition S0i, j is defined in each cell Ti, j as follows
S0i, j =
(1− i∆x)2Sinflow, j
105(i∆x)2+(1− i∆x)2 ,
for a constant Sinflow, j ∈ [0,1], j = 1, · · · ,Nz.
The numerical scheme (76) satisfies the following two
stability criteria:
Mass conservation: Thanks to the definition of the nu-
merical flux in (27) and the symmetry of the discrete Lapla-
cian operator, the scheme (76) is mass-conservative, i.e., if
El = El′ such that l ∈ θi, j and l′ ∈ θ(i, j)l , then, for all Pni, j ∈
[0,1], it holds that
Fl(P¯ni, j,P
n
i, j,P
n
(i, j)l
) =−Fl′(P¯n(i, j)l ,P
n
(i, j)l
,Pni, j),
where
Fl(P¯ni, j,P
n
i, j,P
n
(i, j)l
) =− 1
∆x∆z
Fl
(
S¯ni, j,S
n
i, j,S
n
(i, j)l
)
+
εl |El |2
∆x2∆z2
H(Pl)
(
P(i, j)l −Pi, j
)− βl |El |2
∆x2∆z2∆ t
(
P(i, j)l −Pi, j
)
.
Discrete incompressibility: If the vector of discrete ve-
locity vnl [S¯
n
i, j] = (u
n
l [S¯
n
i, j], w
n
l [S¯
n
i, j])
T , l ∈ θi, j, is defined as in
(28) and (29), then ∑l∈θi, j nl · vnl [S¯ni, j] = 0.
(a) BTP-model for γ = 1 (b) BTP-model for γ = 1/4
(c) BTP-model for γ = 1/16 (d) BTP-model for γ = 1/64
(e) BVE-model (f) Middle layer
Fig. 10 Numerical solutions of the BTP-model (77) with γ ∈
{1, 14 , 116 , 164} in (a)-(d), the BVE-model (73), (74) in (e) and the satu-
ration profiles in the middle layer in (f), for µe = 10−2 and T = 0.5.
5.1 The BVE-Model vs. the BTP-Model
In this section, we verify the limit γ → 0 in the BTP-model
(52) numerically. Furthermore, we investigate the computa-
tional efficiency of the BVE-model (73), (74) compared to
the BTP-model (52). We consider the BTP-model (52) with
the nonlinear diffusion function H(S) such that
∂tSγ −βx∂xxtSγ −βz∂zztSγ+∂x ( f (Sγ)U γ)+ 1γ ∂z ( f (S
γ)W γ)
+εx∂x
(
H(Sγ)∂xSγ
)
+ εz∂z
(
H(Sγ)∂zSγ
)
= 0,
U γ =−λtot(Sγ)κ∂x pγ ,
γW γ =−λtot(Sγ)κ∂z pγ ,
∂xU γ +
1
γ
∂zW γ = 0 (77)
in D× (0,T ), where γ = HL is the geometrical parameter
of the domain. For solving this model, we use the IMPES-
method [20] with pressure p = 1 at the inflow boundary and
p = 0 at the outflow boundary.
In the following we present two examples: the first ex-
ample shows the convergence of the numerical solution for
the BTP-model (77) to the corresponding solution of the
BVE-model as the geometrical parameter γ tends to 0. The
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Nz Nx Model CPU-time
100 BVE-model 0.75 s
10 100 BTP-model 1.08 s
1000 BVE-model 26.7 s
1000 BTP-model 39.4 s
100 BVE-model 8.2 s
80 100 BTP-model 5.53 s
1000 BVE-model 462.26 s
1000 BTP-model 678 s
Table 4 Comparison of CPU-time for the BVE-model (73), (74) with
the BTP-model (77) using γ = 100 and βx = βz = 10−6.
second example demonstrates the computational efficiency
of the BVE-model over that of the BTP-model.
Example 1: Consider the viscosity ratio M = 2 and the
inflow condition
Sinflow(z) =
{
0 : z≤ 25 and z > 35 ,
0.9 : 25 < z≤ 35 .
(78)
Figures (10(a) - 10(d)) present the numerical solutions for
the BTP-model (77), using different geometrical parame-
ters γ ∈ {1, 14 , 116 , 164}, respectively, that correspond to do-
mains with a fixed width H = 5 and a varying length L ∈
{5, 20, 80, 320}. Figure 10(e) presents the numerical solu-
tion of the BVE-model (73), (74). The parameters βx and βz
(see (55)) in the BVE-model are chosen such that µe = 10−2,
H = 5 and L = 320. The spatial domain D = (0,1)× (0,1)
is discretized for both models into a uniform Cartesian grid
with Nx = 8000 cells in the horizontal direction and Nz = 40
cells in the vertical and the end time is T = 0.5.
The results in Figure 10 suggest that numerical solutions
of the BTP-model (77) converge to the numerical solution
of the BVE-model as the geometrical parameter γ tends to
0. Moreover, the spreading speed of the invading fluid using
the BVE-model is captured very well. For a better presenta-
tion of the convergence, Figure 10(f) presents the numerical
solutions for both models in the middle layer of the domain.
It shows that the saturation distribution and the spreading
speed of the BTP-model with γ = 1/64 match with those of
the BVE-model.
Example 1 represents a validation criterion on the BVE-
model due to two related reasons: firstly, the convergence of
solutions for the BTP-model to that of the BVE-model as γ
tends to zero. Secondly, the spreading speed using the BVE-
model matches with that of the BTP-model in flat domains.
Example 2: Consider the inflow condition in (78) and
set γ = 100. In Table 4, we compare the CPU-time required
to solve the BVE-model (73), (74) to that required to solve
the BTP-model (77). From Table 4, we see that for a small
number of horizontal cells (Nx = 100), the computational
time required for both models is similar. However, using
larger numbers of horizontal cells (Nx = 1000), solving the
BVE-model becomes distinctly faster than solving the BTP-
model. Again, the extra time required by the BTP-model is
(a) VE-model (b) BVE-model (c) Middle Layer
Fig. 11 Numerical solution of the VE-model in (a), the BVE-model
in (b) and saturation profile in the middle layer for both models in (c),
using M = 2, βx = βz = 10−6, Nx = 2000, Nz = 40, and T = 0.6.
used to solve a linear system for pressure, whose dimension
grows by increasing the number of horizontal cells.
Example 2 shows a reduction in computational complex-
ity of the BVE-model over that of the BTP-model. This is a
consequence of the reduced number of unknowns.
5.2 The BVE-Model and Saturation Overshoots
In this section, we emphasize the ability of the BVE-model
(71), (72) to drive saturation overshoots impacting the spread-
ing speed. We set κ = 1 and apply the inflow condition
Sinflow(z) =
{
0 : z≤ 14 and z > 34 ,
0.9 : 14 < z≤ 34 .
In Figure 11(a) we show the numerical solution for the VE-
model and Figure 11(b) presents that of the BVE-model us-
ing a Cartesian grid with Nx×Nz = 2000×40, the parame-
ters M = 2, T = 0.6, and βx = βz = 10−6.
Compared to the computations for the VE-model, Fig-
ure 11 shows that the BVE-model describes saturation over-
shoots. Moreover, the spreading speed of the invading fluid
U ≈ 1.27 is smaller than that using the VE-model u≈ 1.33.
Mathematically, the phenomenon of saturation overshoots
is identified by undercompressive waves, which are known
to be slower than classical compressive waves [21]. Yortsos
and Salin [30] expect that sharp bounds on the spreading
speed might be found using these waves.
Figure 11(c) shows the saturation profile of both models
in the middle layer of the domain, where saturation over-
shoots and its effect on the spreading speed using the BVE-
model are more visible.
We conjecture that for βx, βz,εx, εz → 0 the saturation
overshoots in the BVE-model persist.
6 Summary
We studied two-phase flow for Darcy and Brinkman regimes.
In Darcy regimes, we presented different models that uti-
lize the extreme geometry of asymptotically flat domains
to reduce the computational complexity of the two-phase
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flow model: the VI-model, the VE-model and the Multiscale
model. We performed several numerical comparisons of the
models and found out that the VE-model shows excellent
agreement with the full two-phase flow model, while still
being computationally more efficient. On the contrary, the
VI-model shows limited accuracy. In addition to the numer-
ical comparisons, we proved the equivalence between the
VE-model and the Multiscale model.
In flat domains of Brinkman type, we applied asymp-
totic analysis to the dimensionless BTP-model. We derived
the BVE-model, which is a nonlocal evolution equation for
saturation only. It involves a third-order term of mixed-time
and spatial- derivatives. We showed by numerical examples
that the BVE-model is a proper reduction of the full BTP-
model in flat domains. The BVE-model has a similar struc-
ture as the model in [17], for which dynamical capillarity
effects drive overshooting. Here overshooting occurs within
a completely different physical regime.
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