In this paper we investigate if simple change detection algorithms can be combined and used to create a more robust change detection algorithm by leveraging their individual peculiarities. We use Genetic Programming to combine the outputs (i.e. binary masks) of the detection algorithms with unary, binary and n-ary functions performing both masks' combination and post-processing. Genetic Programming allows us to automatically select the best algorithms, combine them in different ways, and perform the most suitable post-processing operations. Using different experimental settings, we created two algorithms that we named IUTIS-1 and IUTIS-2 ("In Unity There Is Strength"). These algorithms are compared against state-of-the-art change detection algorithms on the video sequences and ground truth annotations of the ChandeDetection.net (CDNET 2014) challenge. Results demonstrate that starting from simple algorithms we can achieve comparable results of more complex stateof-the-art change detection algorithms, while keeping the computational complexity affordable for real-time applications. Moreover, when our framework is applied to more complex algorithms, the resulting IUTIS-3 outperforms all the 33 state-of-the-art algorithms considered.
I. INTRODUCTION
M ANY computer vision applications require the detection of changes within video streams. For example, video surveillance applications need to track moving objects or identify abandoned ones to trigger event-related actions [1] by analyzing and monitoring the video content. Other applications that need video change detection are smart environments and video indexing and retrieval. For all these applications, a robust change detection algorithms with low false alarm rates is required as a pre-processing step. In the last decades, many algorithms have been proposed to solve the problem of video change detection [2] - [6] . Most of these algorithms rely on background subtraction techniques to segment the scene into foreground and background components trying to cope with the challenges that can be found in a real-world videos such as high variation in environments conditions, illumination changes, shadows, camera-induced distortions and so on.
The output of a background subtraction algorithm is thus generally noisy, with isolated pixels, holes, and jagged boundaries. Postprocessing of the foreground component, ranging from simple noise removal to complex object-level techniques, has been investigated to improve algorithm accuracy. Results indicate that significant improvement in performance are possible, if a specific post-processing algorithm and the corresponding parameters are set appropriately [7] .
To cope with the variability of real-world videos, algorithms are becoming increasingly complex and thus computationally expensive. Parallelization of background subtraction algorithms on GPU is a possible way to make them usable in real time applications [8] - [10] .
Notwithstanding the improvements, change detection algorithms have been demonstrated to perform well on some types of videos but there is no single algorithm that is able to tackle all the challenges in a robust and computationally efficient way. This can be clearly seen in the ChangeDetection.net (CDNET) 2014 competition [11] S. Bianco, G. Ciocca, and R. Schettini are with the Department of Informatic Systems and Communications, University of Milano-Bicocca, Milano, 20126 Italy, e-mail: {bianco, ciocca, schettini}@disco.unimib.it.
(which follows the CDNET 2012 competition [12] ) where change detection algorithms are evaluated on a common dataset composed of different types of videos sequences and classified according to their performance.
In this paper we investigate an alternative way to perform video change detection. We asked ourselves: can simple change detection algorithms be combined and used to create a new algorithm? Instead of designing from scratch a new complex algorithm, we take existing, simple algorithms, and rely on their individual peculiarities to build a robust algorithm. By using simple algorithms, we aim at obtaining a new algorithm which is both robust and computationally affordable for different computer vision applications.
To build our change detection algorithm we use Genetic Programming [13] . As input we feed it the set of the binary foreground/background masks that correspond to the outputs of the simple change detection algorithms, and a set of unary, binary, and nary functions to perform both mask's combination (e.g. logical AND, logical OR) as well as mask's post-processing (e.g. filter operators). The solution tree obtained by Genetic Programming will give our change detection algorithm.
The problem of combining the change detection algorithms is similar to the problem of classifier combining or fusion. By considering the output masks generated by the algorithms as responses of pixelbased classifiers, the problem can be seen as selection and combination of, in our case, binary classifiers (foreground vs. background). Several works studied the problem of classifier combining or fusion (e.g. [14] - [19] ) but evolutionary algorithms appear to be the most suitable techniques providing reasonable balance between searching complexity and the performance of the solutions found [20] .
In our case, the advantage of using Genetic Programming is threefold. First, we are able to automatically select a subset of the algorithms that gives the best overall results (with respect to a provided ground truth) further reducing the complexity of the final algorithm. Second, how to combine a simple algorithm with which other ones to generate intermediate masks is automatically deduced. Third, which kind of post-processing of the original or intermediate masks to be applied in order to improve the results, is automatically chosen.
The organization of the paper is as follows. Section II illustrates how Genetic Programming is used to generate the combined change detection algorithm. In Section III we describe the experimental setup used in the evaluation of the proposed solutions. Results are reported and discussed in Sections IV and V. Computational times of the proposed solutions are reported in Section VI. Finally Section VII concludes the paper.
II. THE PROPOSED APPROACH
Since there is no clear procedure to obtain a robust change detection algorithm by combining simple ones, a possible solution could be that of designing it by a trial-and-error process. Instead, we propose an approach to automatically determine the best selection and combination of algorithms using Genetic Programming (GP) [13] .
The major difference between GP and the other evolutionary algorithms is that GP is a domain-independent evolutionary method Select two individuals Ci, Cj ∈ P using the chosen selection algorithm ; 9 Perform the crossover between Ci and Cj with probability pc, and let Ci and Cj be the offspring. If crossover is not applied, let Ci = Ci and Cj = Cj; 10 Mutate each character of Ci and Cj with certain probability pm, and let Ci and Cj be the offspring; 11 Insert Ci and Cj into population P ; 12 until until population P is composed of exactly N individuals; 13 Perform the copy P ← P and delete P ; that genetically breeds a population of functions, or more generally, computer programs to solve a problem.
The solutions can be represented as trees, lines of code, expressions in prefix or postfix notations, strings of variable length, etc. We use the representation first introduced in [13] : potential solutions are represented as LISP-like tree structures built using a set of terminal symbols T and a set of nonterminal or functional symbols F. The iterative process of GP is given in Algorithm 1.
Before running GP, we need to set a number of parameters, which are as follows:
− The sets F and T of functional (or nonterminal) and terminal symbols that are used to build the potential solutions.
− The fitness function f (·). − The population size N . − The maximum size of the individuals, typically expressed as the maximum number of tree nodes or the maximum tree depth.
− The maximum number of generations. − The algorithm used to initialize the population. A set of initialization algorithms can be found in [13] ).
− The selection algorithm. − The crossover rate. − The mutation rate. − Presence or absence of elitism. Given a set of n change detection algorithms C = {Ci} n i=1 , the solutions evolved by GP are built using the set of functionals (or nonterminal) symbols F and the set of terminal symbols T = C. We build the set of functionals symbols considering functions that operate in the spatial neighborhood of the image pixel, or combine (stack) the information at the same pixel location but across different change detection algorithms. The list of functional symbols used is given in Table I .
We define the fitness function used in GP taking inspiration from the CDNET website, where change detection algorithms are evaluated using different performance measures and ranked accordingly. Given a set of video sequences V = {V1, . . . , VS}, a set of performance 
where rankC 0 (·) computes the rank of the candidate solution C0 with respect to the set of algorithms C according to the measure mj. P1(C0) is defined as the signed distance between the candidate solution C0 and the best algorithm in C according to the measure mj:
if the higher mj the better
if the lower mj the better (2) and P2(C0) is a penalty term corresponding to the number of different algorithms selected for the candidate solution C0:
The role of P1 is to produce a fitness function f (C0) ∈ R, so that in case of candidate solutions having the same average rank, the one having better performance measures is considered a fitter individual in GP. The penalty term P2 is used to force GP to select a small number of algorithms in C to build the candidate solutions. The relative importance of P1 and P2 is independently regulated by the weights w1 and w2 respectively.
III. EXPERIMENTAL SETUP
The change detection algorithms C to be combined are selected among those implemented in the BGSLibrary [32] . BGSLibrary is a free, open source and platform independent library which provides a C++ framework to perform background subtraction using code provided by different authors. We used the 1.9.1 version of the library which implements more than 30 different algorithms. We base our choice of the algorithms on the recent review paper of the authors of BGSLibrary [6] where the computational costs as well as the performances of the different algorithms have been assessed. The rationale is to use computationally efficient algorithms having above average performances, and possibly exploiting different background subtraction strategies. Based on the results in [6] , and on some preliminary tests that we have performed, we selected the algorithms Table II . All the algorithms have been tested in [6] with the exception of SigmaDelta and SJNMultiCue algorithms. These have been added in recent versions of the BGSLibrary. We decide to include them since although they are slightly more computationally intensive with respect to the simpler algorithms, they show interesting performances.
Method ID Parameters SFD
The performance measures M are computed using the framework of the CDNET 2014 challenge [11] . The framework implements the following seven different measures [11] : recall, specificity, false positive ratio (FPR), false negative ratio (FNR), percentage of wrong classifications (PWC), precision, and f-measure. A ranking of the tested algorithms is also computed starting from the partial ranks on these measures.
The framework uses 11 video categories, with four to six videos sequences in each category. The categories exhibit different video contents and are chosen to test the background subtraction algorithms under different operating conditions. The challenge rules impose that each algorithm should use only a single set of parameters for all the video sequences. For this reason we set the parameters of the algorithms in Table II to their default values, i.e. the values in the configuration files provided in the BGSLibrary. These values are reported in Table III .
In order to assess the potential of solutions generated by GP, we performed two different experiments. In the first experiment, we used GP to generate a change detection algorithm by considering all the video sequences in a single category of the CDNET 2014 dataset. We 1 . As category, we choose the Baseline one. This category is the easiest of the set and since we use all the video sequences in it we expect the solution to perform well. To verify if the same algorithm can be effectively used on different and more challenging video sequences (i.e. if it shows a good generalization ability), we also tested IUTIS-1 on the other categories. In the second experiment, we use GP to generate a change detection algorithm, named IUTIS-2, by considering the shortest video sequence in each of the 11 CDNET 2014 categories. In this case we expect the generated algorithm to be more robust across the different categories, while minimizing the over-specialization effect. In both experiments we use the same set of parameters for GP. They are reported in Table  IV .
We compare IUTIS-1 and IUTIS-2 against the following state-ofthe-art algorithms: flux tensor with split Gaussian models (FTSG) [34] , self-balanced local sensitivity (SuBSENSE) [35] , [36] , weightless neural networks (CwisarDH) [37] , Spectral-360 [38] , self tuning (Bin Wang Apr 2014) [39] , KNN [24] , SC-SOBS [40] , region-based mixture of Gaussians (RMoG) [41] , non-parametric model (KDE) [42] , SOBS-CF [43] , Mahalanobis distance [44] , GMM-Stauffer & Grimson [26] , CP3-online [45] , GMM-Zivkovic [23] , Multi Scale Spatio Temporal BG Model [46] , Euclidean distance [44] . It should be noted that the implementation and parameters for the GMM-Zivkovic and GMM-Stauffer & Grimson algorithms are different from the same algorithms in Table II . We use again the framework provided by the challenge to automatically evaluate and compare these algorithms. 
IV. RESULTS
The IUTIS-1 solution obtained in the first experiment is reported as a tree structure in Figure 1 while the tree structure for the IUTIS-2 solution is shown in Figure 2 . In the same figures, for each solution tree, an example of the output at each node on a sample frame is also reported. From the solution trees it is possible to notice that both IUTIS-1 and IUTIS-2 selected and combined a subset of four simple change detection algorithms out of the 11 available. IUTIS-1 selected GMM, EIG, ASB, and MoG. IUTIS-2 selected GA, ZMM, MC, and ASB. Also, the structure of the tree is very different for the two solutions. Even if both trees have equal depth, IUTIS-1 presents a more balanced tree, while IUTIS-2 presents a single long branch in its right-hand side. Starting from the functionals defined in Table I , GP was able to create new ones. For instance, both trees use a sequence of the operator MF, which can be seen as an approximation of what could be obtained using a larger kernel for the median filter. Furthermore, IUTIS-1 in its right-most branch, uses a sequence of ERO and DIL which is known as "opening" in mathematical morphology.
The detailed results of the IUTIS-1 and IUTIS-2 algorithms, computed using the evaluation framework of the CDNET 2014 challenge on its 11 video categories, are reported in Table V and VI respectively.
The average rank across categories as well as the rank in each category of all the change detection algorithms considered, are reported in Table VIII . The set of algorithms C given in input to the GP are reported in light red, our solutions IUTIS-1 and IUTIS-2 are reported in green, and the remaining entries correspond to algorithms whose results are available on the CDNET 2014 web page. Entries are ordered with respect to the average rank. Detailed comparisons in terms of all the seven performance measures in the Overall scenario are reported in Table IX . From the rankings reported in Table VIII it is possible to see that both our solutions are better than the best algorithm fed to GP (i.e. MC). In particular, the average ranking of IUTIS-2 is almost half of that of MC. As expected, IUTIS-2 has a greater generalization ability than IUTIS-1, which is more specialized for the Baseline video sequence on which it was generated. It is remarkable that IUTIS-2 ranks just after more complex, and recent, algorithms with very close rank to Spectral-360. Moreover, we remark that IUTIS-2 was generated using only a subset of 11 video sequences (the shortest one for each category) and not on the whole 52 video sequences available in the dataset. Notwithstanding this, the algorithm achieves top results. Outputs of some of the tested algorithms on sample frames in the CDNET 2014 dataset are shown in Figure 4 together with input images and ground truth masks.
V. FURTHER EXPERIMENTS
Having demonstrated that combining simple change detection algorithms we are able to achieve comparable results with respect to the more complex ones, we now ask ourselves if the same applies by combining the top algorithms in Table VIII . First we select the top 3 algorithms, namely SuBSENSE (SBS), FTSG (FTS), and CwsarDH (CWS). Then we apply the GP combination algorithm using the shortest video sequences as in the second experiment in Section IV. The resulting algorithm, named IUTIS-3, is shown in Figure 3 . To demonstrate that the solution provided by the GP algorithm is optimal, we also apply a simple combining strategy of these three algorithms based on majority vote (Top3-MV). Moreover, also apply the same majority vote strategy on the set of algorithms Table X . We can see that Top3-MV outperforms the three algorithms on which it is based on, while Simple11-MV is able to outperform most of the combined algorithms with the exception of MC and VM. The solution provided by GP on the Top 3 algorithms (IUTIS-3), is able to outperform all the considered algorithm. It ranks first among a total of 33 change detection algorithms. This shows that, even considering the best algorithms in the state-of-the-art, with a proper combination of their outputs we can achieve better overall performance. Detailed results for the IUTIS-3 algorithm are shown in Table XI. VI. COMPUTATIONAL TIME Both IUTIS-1 and IUTIS-2 algorithms have been implemented in C++ and use the OpenCV [47] library for image processing. Table  VII reports the computational time of the proposed algorithms in frames per seconds. "Sequential" refers to the implementation of the algorithms without any particular optimization. While "OpenMP" refers to an optimized implementation of the algorithms obtained by exploiting parallelism on a multicore CPU. We used the OpenMP [48] directives (parallel for and sections) to parallelize both the computation of the masks, and the execution branches of the solution trees. We carried out timing measurements on a 3.3Ghz Intel Core-i5 (quadcore) with 16GB RAM and Windows 7 Professional operating system. As it can be seen, the algorithms can be efficiently parallelized. Specifically, the frame rates of the OpenMP versions of IUTIS-1 and IUTIS-2 are, on average, about 2 times those of the respective non parallelized versions. Table VIII , we have that, for a 320×240 video, IUTIS-1 runs at 58fps, and IUTIS-2 at 40fps, while FTSG runs at 10fps, SubSENSE at 31fps, CwisarDH at 18fps, and Spectral-360 at 12fps.
Since the source codes are not available for all the three algorithms used in IUTIS-3, the reported time for this combination is an estimate. The three algorithms can be executed in parallel so the overall time required for IUTIS-3 corresponds to the most demanding algorithm, that is FTGS with 10 fps on a 320 × 240 video. The same applies for Top3-MV. Since Simple11-MV performs worse than our solutions, its time has not been included in the table.
VII. CONCLUSION
In this paper we have presented an evolutionary approach, based on Genetic Programming, to combine simple change detection algorithms to create a more robust algorithm. The solutions provided by Genetic Programming allow us to select a subset of the simple algorithms. Moreover, we are able to automatically combine them in different ways, and perform post-processing on their outputs using suitable operators to produce the best results.
Using two different experimental settings, we have created and implemented two algorithms, IUTIS-1 and IUTIS-2, that differs in the grade of their robustness on specific video contents. Compared against state-of-the-art change detection algorithms within the framework of the CDNET 2014 challenge, they demonstrate that, starting from simple algorithms, we can achieve comparable results of more complex state-of-the-art change detection algorithms. In particular, the parallelized version of IUTIS-2 exhibits remarkable performance while being computationally affordable for real-time applications.
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