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A THIRD-ORDER DISPERSIVE FLOW
FOR CLOSED CURVES INTO K ¨AHLER MANIFOLDS
EIJI ONODERA
ABSTRACT. This paper is devoted to studying the initial value problem for a third-order dis-
persive equation for closed curves into Ka¨hler manifolds. This equation is a geometric gener-
alization of a two-sphere valued system modeling the motion of vortex filament. We prove the
local existence theorem by using geometric analysis and classical energy method.
1. INTRODUCTION
In this paper we study the initial value problem of a third-order dispersive flow describing
the motion of closed curves on Ka¨hler manifolds. Let (N, J, g) be a Ka¨hler manifold with an
almost complex structure J and a Ka¨hler metric g, and let ∇ be the Levi-Civita connection
with respect to g. Consider the initial value problem of the form
ut = a∇2xux + Ju∇xux + b gu(ux, ux)ux in R× T, (1.1)
u(0, x) = u0(x) in T, (1.2)
where a, b ∈ R are constants, u = u(t, x) is an N-valued unknown function of (t, x) ∈ R×T,
T = R/Z, ut(t, x) = du(t,x) (∂/∂t)(t,x), ux(t, x) = du(t,x) (∂/∂x)(t,x), du is the differential of
the mapping u, ∇x is the covariant derivative on u−1TN induced from ∇ with respect to x,
and Ju and gu mean the almost complex structure and the metric at u∈N respectively. Here
u−1TN =
⋃
(t,x)∈R×T Tu(t,x)N is the pull-back bundle over R × T from TN via the mapping
u. V is said to be a section of u−1TN over T× R if V (t, x) ∈ Tu(t,x)N for all (t, x) ∈ R× T.
Ju and gu are a (1,1)-tensor field and a (0,2)-tensor field along u respectively, and the equation
(1.1) is an equality of sections of u−1TN . We call the solution of (1.1) a dispersive flow in this
paper. In particular, when a = b = 0, the solutions are called one-dimensional Schro¨dinger
maps.
Examples of (1.1) arise in classical mechanics related to vortex filament, ferromagnetic spin
chain system and etc. For ~u = (u1, u2, u3) ∈ R3 and ~v = (v1, v2, v3) ∈ R3, let
~u · ~v = u1v1 + u2v2 + u3v3, |~u| =
√
~u · ~u,
~u× ~v = (u2v3 − u3v2, u3v1 − u1v3, u1v2 − u2v1).
Let S2 be the two-sphere in R3, that is, S2 = {~u ∈ R3 | |~u| = 1}. In 1906, Da Rios formulated
the equation modeling the motion of vortex filament of the form
~ut = ~u× ~uxx, (1.3)
where ~u(t, x) is S2-valued. See his celebrated paper [2], and other references [7] and [10]
for instance. The physical model (1.3) is an example of the equation of the one-dimensional
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Schro¨dinger map. Our equation (1.1) in the setting b = a/2 geometrically generalizes an
S2-valued physical model
~ut = ~u× ~uxx + a
[
~uxxx +
3
2
{~ux × (~u× ~ux)}x
]
(1.4)
proposed by Fukumoto and Miyazaki in [5].
Here we state the known results on the mathematical analysis of the IVP (1.1)-(1.2). In case
a = b = 0, there are many studies on the existence theorem for (1.1)-(1.2). See [1], [3] [8],
[11], [12], [13], [16], [18] and references therein. In [18] Sulem, Sulem and Bardos treated the
higher dimensional ferromagnetic spin system of the form
~ut = ~u×∆Rm~u, (1.5)
where ~u(t, x) is the S2-valued function of (t, x) ∈ R × Rm, ∆Rm is the Euclid Laplacian on
Rm. They proved global existence of smooth solution with small initial data, whereas they also
proved that the problem admits the time-global solution with large data only if m = 1. In [8]
Koiso proved the local existence theorem of the IVP for the one-dimensional Schro¨dinger map
for closed curves into Ka¨hler manifolds of the form
ut = Ju∇xux (1.6)
in Hm+1(T;N) for any integer m > 2. Furthermore, he proved that the problem admits time-
global solution if N is a locally hermitian symmetric space. Recently, higher dimensional
Schro¨dinger map into Ka¨hler manifolds has been studied. This equation is not only the higher
dimensional version of (1.6), but also the geometric generalization of (1.5). See e.g. [3], [11]
and [16] for the detail.
In case a 6= 0, only S2-valued dispersive flow has been studied. In [15] Nishiyama and Tani
proved the global existence theorem of the IVP for (1.4) inHm+1(T;R3) with an integerm > 2
in the setting b = a/2. Moreover, they formulated the IVP for curves with two fixed edges on
S2 at x = ±∞ for x ∈ R, and proved the global existence results also.
The purpose of this paper is to study the existence theorem of (1.1)-(1.2) especially in the
setting that a 6= 0, b ∈ R and N is a general Ka¨hler manifold. To state our result, we now
introduce some definitions related to Sobolev spaces for mappings.
Definition 1.1. Let (N, g) be a Riemannian manifold, and let N be the set of positive integers.
For m ∈ N ∪ {0}, a bundle-valued Sobolev space of mappings is defined by
Hm+1(T;N) = {u | u(x) ∈ N a.e. x ∈ T, and ux ∈ Hm(T;TN)},
where ux ∈ Hm(T;TN) means that ux satisfies
‖ux‖2Hm(T;TN) =
m∑
j=0
∫ 1
0
gu(x)(∇jxux(x),∇jxux(x))dx < +∞.
Moreover, let I be an interval in R, and let w : (N, g) → (Rd, g0) be an isometric embedding.
Here g0 is the standard Euclidean metric on Rd. We say that u ∈ C(I;Hm+1(T;N)) if u(t) ∈
Hm+1(T;N) for all t ∈ I and w◦u ∈ C(I;Hm+1(T;Rd)), where C(I;Hm+1(T;Rd)) is the
set of usual Sobolev space valued continuous functions on I .
Our main results are the following.
Theorem 1.1. Let m > 2 be an integer. Then for any u0∈Hm+1(T;N), there exists a constant
T > 0 depending only on a, b, N and ‖u0x‖H2(T;TN) such that the initial value problem (1.1)-
(1.2) possesses a unique solution u∈C([−T, T ];Hm+1(T;N)).
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Roughly speaking, Theorem 1.1 says that (1.1)-(1.2) has a time-local solution in the usual
Sobolev space H3. In addition, m = 2 is the smallest integer for (1.1) to make sense in the
class C([−T, T ];L2(T;TN)).
We cannot prove any global existence results for (1.1)-(1.2) independently of a, b and N . In
case N = S2, a 6= 0 and b = a/2, Nishiyama and Tani made use of some conservation laws to
prove the global existence theorem in [15] and [19]. These conservation laws were discovered
by Zakharov and Shabat in the study of the Hirota equation. See [20] for the detail. If we take
into account of the effect of the curvature of N to the third term of (1.1), we obtain the global
existence theorem in the same way as [15] and [19] in case that the Ka¨hler manifold N is a
compact Riemann surface with constant Gaussian curvature as a C∞-manifold. We shall prove
the following.
Theorem 1.2. Let (N, J, g) be a compact Riemann surface with constant Gaussian curvature
K and let a 6= 0 and b = aK/2. Then for any u0∈Hm+1(T;N) with an integer m > 2, there
exists a unique solution u∈C(R;Hm+1(T;N)) to the initial value problem (1.1)-(1.2).
We remark that Theorem 1.2 generalizes the results of Nishiyama and Tani in [15] and [19].
In other words, the proof of Theorem 1.2 will explain the reason why the global existence
theorem of (1.1)-(1.2) holds in case that N = S2. We would also like to recall that there are
some classical examples of the compact Riemann surface with constant Gaussian curvature.
Indeed, not only two-sphere S2 and flat-torus T2 = R2/Z2, but also closed orientable surfaces
Σg with genus g > 2 admit the structure of such manifold. The Gaussian curvature K of them
are 1, 0, and −1 respectively.
Our method of the proof of Theorem 1.1 is based on the geometric analysis and the clas-
sical energy method. We first remark that the local smoothing effect of dispersive equations
breaks down because of the compactness of the domain T. See [4] for the detail. Fortunately,
however, (1.1) behaves like symmetric hyperbolic systems in some sense, and a geometric
classical energy method works for (1.1). More precisely, the Ka¨hler condition ∇J ≡ 0 and
the properties of the Riemannian curvature tensor ensures that the loss of derivatives does not
occur in geometric energy estimates. In other words, the solvable structure on the system
of partial differential operators comes from the good geometric structures on N . In addi-
tion, we sometimes identify the unknown map u with w◦u via the Nash isometric embedding
w : (N, J, g)→ (Rd, g0) in our proof. It is more convenient to treat the system for w◦u than to
treat (1.1) directly when we apply the standard argument of partial differential equations.
More concretely, the process of our proof of Theorem 1.1 is as follows. We may assume that
N is compact since the initial curve u0 lies on a compact subset in N even if N is noncompact.
It suffices to solve the problem in the positive direction in time. First, we construct a sequence
of approximate solutions {uε}ε∈(0,1) to
ut = −ε∇3xux + a∇2xux + Ju∇xux + b gu(ux, ux)ux in (0, Tε)× T, (1.7)
u(0, x) = u0(x) in T. (1.8)
By using a geometric orthogonal decomposition in the tubular neighbourhood ofw(N), we can
check that a kind of maximum principle holds and uε(t) is N-valued. Secondly, the geometric
classical energy estimates obtain the uniform estimate on the norm and the existence-time of
{uε}ε∈(0,1). Then the standard compactness argument implies the local existence of solution
u∈C([0, T ]× T;N), ux ∈ C([0, T ];Hm−1(T;TN)) ∩ L∞(0, T ;Hm(T;TN))
of (1.1)-(1.2), where L∞ is the usual Lebesgue space. Thirdly, we prove the uniqueness of
solution by the energy estimate in H1 of the difference of two solutions with same initial data.
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We can choose a good moving frame of the normal bundle ofw(N) in Rd, and thus the classical
energy method works for the difference of two solutions also. Finally, the continuity in time of
∇mx ux in L2(T;TN) can be recovered by the standard argument.
The organization of this paper is as follows. Section 2 is devoted to geometric preliminar-
ies. In Section 3 we construct a sequence of approximate solutions by solving (1.7)-(1.8). In
Section 4 we obtain uniform estimates of approximate solutions. In Section 5 we complete the
proof of Theorem 1.1. Finally, in Section 6 we prove Theorem 1.2.
2. GEOMETRIC PRELIMINARIES
In this section, we introduce notation, recall the relationship between the bundle-valued
Sobolev spaces and the standard Sobolev spaces, and obtain the formulation of a system equiv-
alent to (1.1) used later in our proof.
We will use C = C(·, . . . , ·) to denote a positive constant depending on the certain pa-
rameters, geometric properties of N , et al. The partial differentiation is written by ∂, or the
subscript, e.g., ∂xf , fx, to distinguish from the covariant derivative along the curve, e.g., ∇x.
Throughout this paper, w is an isometric embedding mapping from (N, J, g) into the standard
Euclidean space (Rd, g0). The existence of w is ensured by the celebrated works of Nash [14],
Gromov and Rohlin [6], and related papers.
Let u : T → N be given. We denote Γ(u−1TN) by the space of sections of u−1TN over T.
For V,W ∈ Γ(u−1TN), define L2-inner product of them by∫
T
g(V,W )dx =
∫ 1
0
gu(x)(V (x),W (x))dx,
and use the notation
‖V ‖2L2(T;TN) =
∫
T
g(V, V )dx.
Then the quantity ‖ux‖2Hm(T;TN) defined in Definition 1.1 is written as
‖ux‖2Hm(T;TN) =
m∑
j=0
‖∇jxux‖2L2(T;TN).
At this time we see that ‖ux‖Hm(T;TN) <∞ if and only if ‖(w ◦ u)x‖Hm(T;Rd) <∞. See, e.g.,
[17, Section 1] or [11, Proposition 2.5] on this equivalence. Noting this equivalence and the
compactness of T, we have
Hm+1(T;N) = { u | u(x) ∈ N a.e. x ∈ T, and (w ◦ u)x ∈ Hm(T;Rd) }
= { u | u(x) ∈ N a.e. x ∈ T, and w ◦ u ∈ Hm+1(T;Rd) }.
We will make use of fundamental Sobolev space theory of Hm+1(T;Rd) later in our proof.
Set I = [−T, T ] for T > 0. The equation (1.1) is equivalent to a system for w ◦u as follows.
Lemma 2.1. Assume that m > 2 is an integer. Then u ∈ C(I;Hm+1(T;N)) satisfies (1.1)-
(1.2) if and only if v = w ◦ u ∈ C(I;Hm+1(T;Rd)) is w(N)-valued and satisfies
vt =a{vxxx + [A(v)(vx, vx)]x + A(v)(vxx + A(v)(vx, vx), vx)}
+ J˜v(vxx + A(v)(vx, vx)) + b|vx|2vx in I × T, (2.1)
v(0, x) =w ◦ u0(x) in T. (2.2)
Here, A(v)(·, ·) : Tvw(N) × Tvw(N) → (Tvw(N))⊥ is the second fundamental form of
w(N) ⊂ Rd and J˜v = dww−1◦vJw−1◦vdw−1v on Tvw(N) at v ∈ w(N) respectively.
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Proof of Lemma 2.1. Suppose u ∈ C(I;Hm+1(T;N)) satisfies (1.1)-(1.2). Since m > 2, the
mapping v = w ◦ u : I × T→ w(N) satisfies
vt = (w ◦ u)t = dwu(ut) = a dwu(∇2xux) + dwu(Ju∇xux) + b dwu(gu(ux, ux)ux)
in C(I;L2(T;Rd)). Moreover we deduce
dwu(∇xux) = vxx + A(v)(vx, vx), (2.3)
dwu(∇2xux) = [dwu(∇xux)]x + A(v)(dwu(∇xux), vx)
= vxxx + [A(v)(vx, vx)]x + A(v)(vxx + A(v)(vx, vx), vx), (2.4)
dwu(gu(ux, ux)ux) = g(ux, ux)dwu(ux) = |vx|2vx (2.5)
from the definition of the covariant derivative on u−1TN and the isometricity of w. Combining
(2.3), (2.4) and (2.5), we obtain that v solves (2.1)-(2.2) in the class C(I;L2(T;Rd)).
Conversely, suppose v ∈ C(I;Hm+1(T;Rd)) takes value in w(N) and solves (2.1)-(2.2).
Since dw is injective, it immediately follows from the same calculus as above that u = w−1 ◦
v ∈ C(I;Hm+1(T;N)) solves (2.1)-(2.2) in C(I;L2(T;TN)). 
3. PARABOLIC REGULARIZATION
Assume that N is compact in this section. The aim of this section is to obtain a sequence
{uε}ε∈(0,1) solving
ut = −ε∇3xux + a∇2xux + Ju∇xux + b gu(ux, ux)ux in (0, Tε)× T, (3.1)
u(0, x) = u0(x) in T (3.2)
for each ε ∈ (0, 1), where u = uε(t, x) is also an N-valued unknown function of (t, x) ∈
[0, Tε]× T, and u0 is the same initial data as that of (1.1)-(1.2) independent of ε ∈ (0, 1).
In the same way as Lemma 2.1, (3.1)-(3.2) is equivalent to the following problem
vt = −εvxxxx + F (v) in (0, Tε)× T, (3.3)
v(0, x) = w ◦ u0(x) in T, (3.4)
where v = vε(t, x) is a w(N)-valued unknown function of (t, x) ∈ [0, Tε]× T. Here
F (v) =− ε{[A(v)(vx, vx)]xx + [A(v)(vxx + A(v)(vx, vx), vx)]x
+ A(v)(vxxx + [A(v)(vx, vx)]x + A(v)(vxx + A(v)(vx, vx), vx), vx)}
+ a{vxxx + [A(v)(vx, vx)]x + A(v)(vxx + A(v)(vx, vx), vx)}
+ J˜v(vxx + A(v)(vx, vx)) + b|vx|2vx.
For F (v), notice that there exists G ∈ C∞(R4d;Rd) such that
F (v) = G(v, vx, vxx, vxxx), G(v, 0, 0, 0) = 0,
for v : T → w(N). Note that (3.3) is a system of fourth-order parabolic equations for w(N)-
valued function and represents the equality of sections of v−1Tw(N). We show the following.
Proposition 3.1. Let u0 ∈ Hm+1(T;N) with an integer m > 2. Then for each ε ∈ (0, 1),
there exists a constant Tε = T (ε, a, b, N, ‖(w ◦ u0)x‖Hm(T;Rd)) > 0 such that (3.3)-(3.4) has a
unique solution v = vε ∈ C([0, Tε];Hm+1(T;Rd)) satisfying v(t, x) ∈ w(N) for all (t, x) ∈
[0, Tε]× T.
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For the solution v in Proposition 3.1, the equivalence between (3.1)-(3.2) and (3.3)-(3.4)
implies that u = w−1 ◦ v solves (3.1)-(3.2). The proof of this proposition consists of the
following two steps. We first construct the solution of (3.3)-(3.4) whose image are contained
in a tubular neighbourhood of w(N) in Rd. Namely, for δ > 0, let (w(N))δ be a δ-tubular
neighbourhood of w(N) ⊂ Rd defined by
(w(N))δ =
{
Q = (q,X) ∈ Rd | q ∈ w(N), X ∈ (Tqw(N))⊥, |X| < δ
}
,
and let π : (w(N))δ → w(N) be the nearest point projection map defined by π(Q) = q for
Q = (q,X) ∈ (w(N))δ. Since w(N) is compact, it is well-known that, for any sufficiently
small δ, π exists and is smooth. We fix such small δ, and construct a unique time-local solution
of (3.3)-(3.4) in the class
Y m,δT = {v ∈ C([0, T ];Hm+1(T;Rd)) | ‖v − w ◦ u0‖L∞((0,T )×T;Rd) 6 δ/2}
for sufficiently small T > 0. The second step is to check that this solution is actually w(N)-
valued by using a kind of maximum principle. In short, it suffices to show the following two
lemmas.
Lemma 3.2. For each ε ∈ (0, 1), there exists a constant Tε > 0 depending on ε, a, b, N and
‖(w ◦ u0)x‖Hm(T;Rd) and there exists a unique solution v ∈ Y m,δTε to
vt = −εvxxxx + F (π ◦ v) in (0, Tε)× T, (3.5)
v(0, x) = w ◦ u0(x) in T. (3.6)
Lemma 3.3. Fix ε ∈ (0, 1). Assume that v = vε ∈ Y m,δTε solves (3.5)-(3.6). Then v(t, x) ∈
w(N) for all (t, x) ∈ [0, Tε]× T, thus v solves (3.3)-(3.4).
Proof of Lemma 3.2. The idea of the proof is due to the contraction mapping argument.
Let L be a nonlinear map defined by
Lv(t) = Sε(t)v0 +
∫ t
0
Sε(t− s)F (π ◦ v)(s)ds,
where v0 = w ◦ u0 and for ψ ∈ Hm+1(T;Rd)
Sε(t)ψ(x) =
∞∑
n=−∞
e−εt(2pin)
4+2piinx
∫ 1
0
e−2piinyψ(y)dy
is the solution of the linear problem associated to (3.5)-(3.6). Set M = ‖v0x‖Hm(T;Rd), and
define the space
Zm,δT = {v ∈ Y m,δT | ‖vx‖L∞(0,T ;Hm(T;Rd)) 6 2M},
which is a closed subset of the Banach space C([0, T ];Hm+1(T;Rd)). To complete the proof,
we have only to show that the map L has a unique fixed point in Zm,δTε for sufficiently small Tε,
since the uniqueness in the whole space Y m,δTε follows by similar and standard argument.
The operator −ε∂4x gains the regularity of order 3, since εj/4tj/4|n|je−εt(2pin)4 is bounded for
j = 0, 1, 2, 3. In fact, there exists C1 > 0 such that for any ψ ∈ Hm−2(T;Rd)
‖Sε(t)ψ‖Hm+1(T;Rd) 6 C1ε−3/4t−3/4‖ψ‖Hm−2(T;Rd) (3.7)
holds for all t ∈ [0, T ].
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On the other hand, if v belongs to the class Zm,δT , we see v(t) ∈ C(T; (w(N))δ) and
‖vx(t)‖Hm(T;Rd) 6 2M follows for all t ∈ [0, T ]. Thus, noting the form of F (v) and the
compactness of w(N), it is easy to check that there exists C2 = C2(a, b,M,N) > 0 such that
‖F (π ◦ v)‖Hm−2(T;Rd) 6 C2‖vx‖Hm(T;Rd), (3.8)
‖F (π ◦ u)− F (π ◦ v)‖Hm−2(T;Rd) 6 C2‖ux − vx‖Hm(T;Rd) (3.9)
for any u, v ∈ Zm,δT .
Using the smoothing property (3.7) and the nonlinear estimates (3.8) and (3.9), we can prove
L is a contraction mapping from Zm,δTε into itself provided that Tε is sufficiently small. It is the
standard argument, thus we omit the detail. 
Proof of Lemma 3.3. Suppose v ∈ Y m,δTε solves (3.5)- (3.6). Define ρ : (w(N))δ → Rd by
ρ(Q) = Q − π(Q) for Q ∈ (w(N))δ. Then it follows from the definition that |ρ ◦ v(t, x)| =
minQ′∈w(N) |v(t, x)−Q′| since w(N) is compact. In addition, (v(t) − w ◦ u0) belongs to
L∞(T;Rd) since v ∈ Y m,δTε . Thus ρ ◦ v(t) makes sense in L2(T;Rd) for each t. To obtain that
v is w(N)-valued, we show
‖ρ ◦ v(t)‖2L2(T;Rd) = 〈ρ ◦ v(t), ρ ◦ v(t)〉 = 0
for all t ∈ [0, Tε]. Since π + ρ is identity on (w(N))δ,
dπv + dρv = Id (3.10)
follows on Tv(w(N))δ, where Id is the identity. By identifying Tv(w(N))δ with Rd, we
see that vt(t, x) ∈ Tv(t,x)(w(N))δ and dπv(vt)(t, x) ∈ Tpi◦v(t,x)w(N) for each (t, x). Thus
〈ρ ◦ v, dπv(vt)〉 = 0 holds. Using this relation and (3.10), we deduce
1
2
d
dt
‖ρ ◦ v‖2L2(T;Rd) = 〈ρ ◦ v, dρv(vt)〉 = 〈ρ ◦ v, dρv(vt) + dπv(vt)〉 = 〈ρ ◦ v, vt〉 .
Here let us notice that (−ε(π ◦ v)xxxx + F (π ◦ v))(t) ∈ Γ((π ◦ v)−1Tw(N)) since π ◦ v(t) ∈
w(N), and thus this is perpendicular to ρ ◦ v(t). Noting this and substituting (3.5), we get
1
2
d
dt
‖ρ ◦ v‖2L2(T;Rd) = 〈ρ ◦ v,−εvxxxx + F (π ◦ v)〉
= 〈ρ ◦ v,−ε(ρ ◦ v)xxxx − ε(π ◦ v)xxxx + F (π ◦ v)〉
= 〈ρ ◦ v,−ε(ρ ◦ v)xxxx〉
= −ε‖(ρ ◦ v)xx‖2L2(T;Rd) 6 0,
which implies ‖ρ ◦ v(t)‖2
L2(T;Rd)
6 ‖ρ ◦ v0‖2L2(T;Rd) = 0. Hence ρ ◦ v(t) = 0 holds for all t.
Thus v(t) is w(N)-valued for all t. This completes the proof. 
4. GEOMETRIC AND CLASSICAL ENERGY ESTIMATE
Assume that N is compact also in this section. Let {uε}ε∈(0,1) be a sequence of solutions
to (3.1)-(3.2) constructed in Section 3. We will evaluate the bundle-valued Sobolev norms of
{uεx}ε∈(0,1) and obtain the uniform estimate on the norm and the existence time. Our goal of
this section is the following.
Lemma 4.1. Let u0 ∈ Hm+1(T;N) with an integer m > 2, and let {uε}ε∈(0,1) be a se-
quence of solutions to (3.1)-(3.2). Then there exists a constant T > 0 depending only on
a, b, N, ‖u0x‖H2(T;TN) such that {uεx}ε∈(0,1) is bounded in L∞(0, T ;Hm(T;TN)).
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Proof of Lemma 4.1. To obtain the desired uniform bounds, we show that
d
dt
‖uεx(t)‖2H2(T;TN) 6 C(a, b, N)
8∑
r=4
‖uεx(t)‖rH2(T;TN), (4.1)
d
dt
‖uεx(t)‖2Hk(T;TN) 6 C(a, b, N, ‖uεx(t)‖Hk−1(T;TN))‖uεx(t)‖2Hk(T;TN), 3 6 k 6 m, (4.2)
hold for all t ∈ [0, Tε].
Throughout the proof of (4.1) and (4.2), we simply write u, J , g in place of uε, Ju, gu
respectively, ‖ · ‖Hk = ‖ · ‖Hk(T;TN), ‖ · ‖L2 = ‖ · ‖L2(T;TN), ‖ · ‖L∞ = ‖ · ‖L∞(T;TN) for k ∈ N,
and sometimes omit to write time variable t.
Let 2 6 k 6 m. We consider the following quantity
1
2
d
dt
‖ux‖2Hk =
1
2
k∑
l=0
d
dt
‖∇lxux‖2L2 =
k∑
l=0
∫
T
g
(∇t∇lxux,∇lxux) dx. (4.3)
Note that ∇tux = ∇xut and ∇t∇xux = ∇x∇tux + R(ut, ux)ux follows from the definition
of the covariant derivative, where R denotes the curvature tensor on (N, J, g). Using these
commutative relations inductively, we have for l > 1
∇t∇lxux = ∇l+1x ut +
l−1∑
j=0
∇jx
[
R(ut, ux)∇l−(j+1)x ux
]
. (4.4)
Substituting (4.4) and (3.1) into (4.3) gives
1
2
d
dt
‖ux‖2Hk
=
k∑
l=0
∫
T
g
(∇l+1x ut,∇lxux) dx+ k∑
l=1
l−1∑
j=0
∫
T
g
(∇jx [R(ut, ux)∇l−(j+1)x ux] ,∇lxux) dx
= −ε
k∑
l=0
∫
T
g
(∇l+4x ux,∇lxux) dx
+ a
k∑
l=0
∫
T
g
(∇l+3x ux,∇lxux) dx
+
k∑
l=0
∫
T
g
(∇l+1x J∇xux,∇lxux) dx
+ b
k∑
l=0
∫
T
g
(∇l+1x [g(ux, ux)ux],∇lxux) dx
− ε
k∑
l=1
l−1∑
j=0
∫
T
g
(∇jx [R(∇3xux, ux)∇l−(j+1)x ux] ,∇lxux) dx
+ a
k∑
l=1
l−1∑
j=0
∫
T
g
(∇jx [R(∇2xux, ux)∇l−(j+1)x ux] ,∇lxux) dx
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+
k∑
l=1
l−1∑
j=0
∫
T
g
(∇jx [R(J∇xux, ux)∇l−(j+1)x ux] ,∇lxux) dx
+ b
k∑
l=1
l−1∑
j=0
∫
T
g
(∇jx [g(ux, ux)R(ux, ux)∇l−(j+1)x ux] ,∇lxux) dx. (4.5)
Note that the last term of (4.5) equals to 0 since R(ux, ux) = 0. We next deduce∫
T
g
(∇l+4x ux,∇lxux) dx =
∫
T
g
(∇l+2x ux,∇l+2x ux) dx
= ‖∇l+2x ux‖2L2 , (4.6)∫
T
g
(∇l+3x ux,∇lxux) dx = −
∫
T
g
(∇l+2x ux,∇l+1x ux) dx
= −1
2
∫
T
[
g
(∇l+1x ux,∇l+1x ux)]x dx
= 0, (4.7)
by integrating by parts. In addition, ∇xJ = J∇x follows from the Ka¨hler condition. Thus, by
using this relation and the antisymmetricity of J , we have∫
T
g
(∇l+1x J∇xux,∇lxux) dx = −
∫
T
g
(
J∇l+1x ux,∇l+1x ux
)
dx = 0. (4.8)
Substituting (4.6), (4.7) and (4.8) into (4.5) yields
1
2
d
dt
‖ux‖2Hk + ε
k∑
l=0
‖∇l+2x ux‖2L2 = Ik + IIk + IIIk + IVk, (4.9)
where
Ik = b
k∑
l=0
∫
T
g
(∇l+1x [g(ux, ux)ux],∇lxux) dx,
IIk = a
k∑
l=1
l−1∑
j=0
∫
T
g
(∇jx [R(∇2xux, ux)∇l−(j+1)x ux] ,∇lxux) dx,
IIIk =
k∑
l=1
l−1∑
j=0
∫
T
g
(∇jx [R(J∇xux, ux)∇l−(j+1)x ux] ,∇lxux) dx,
IVk = −ε
k∑
l=1
l−1∑
j=0
∫
T
g
(∇jx [R(∇3xux, ux)∇l−(j+1)x ux] ,∇lxux) dx.
We show the desired bounds of Ik, IIk, IIIk, and IVk below.
Case 1: k = 2.
We first consider I2. Using Ho¨lder’s inequality and the Sobolev embedding, we deduce
I2 =b
∫
T
g (∇x[g(ux, ux)ux], ux) dx
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+ b
∫
T
g
(∇2x[g(ux, ux)ux],∇xux) dx
+ b
∫
T
g
(∇3x[g(ux, ux)ux],∇2xux) dx
6C(b)‖ux‖4H2 + b
∫
T
g
(∇3x[g(ux, ux)ux],∇2xux) dx.
Furthermore a simple calculation gives
∇3x[g(ux, ux)ux] =2g
(∇3xux, ux) ux + g (ux, ux)∇3xux
+ 6g
(∇2xux,∇xux) ux + 6g (∇2xux, ux)∇xux
+ 6g (∇xux, ux)∇2xux + 6g (∇xux,∇xux)∇xux,
hence we deduce∫
T
g
(∇3x[g(ux, ux)ux],∇2xux) dx =2
∫
T
g
(
g
(∇3xux, ux) ux,∇2xux) dx
+
∫
T
g
(
g(ux, ux)∇3xux,∇2xux
)
dx
+ 12
∫
T
g
(
g
(∇2xux, ux)∇xux,∇2xux) dx
+ 6
∫
T
g
(
g (∇xux, ux)∇2xux,∇2xux
)
dx
+ 6
∫
T
g
(
g (∇xux,∇xux)∇xux,∇2xux
)
dx. (4.10)
We see ∇3xux disappears from the first and the second term of the right hand side of (4.10) by
a good symmetricity of g. In fact, after integrating by parts, we have
2
∫
T
g
(
g
(∇3xux, ux)ux,∇2xux) dx = −2
∫
T
g
(
g
(∇2xux, ux)∇xux,∇2xux) dx, (4.11)∫
T
g
(
g(ux, ux)∇3xux,∇2xux
)
dx = −
∫
T
g
(
g (∇xux, ux)∇2xux,∇2xux
)
dx. (4.12)
Substituting (4.11), (4.12) into (4.10) and noting∫
T
g
(
g (∇xux,∇xux)∇xux,∇2xux
)
dx =
1
4
∫
T
[
g (∇xux,∇xux)2
]
x
dx = 0,
we obtain∫
T
g
(∇3x[g(ux, ux)ux],∇2xux) dx
= 10
∫
T
g
(
g
(∇2xux, ux)∇xux,∇2xux) dx+ 5
∫
T
g
(
g (∇xux, ux)∇2xux,∇2xux
)
dx,
which is bounded by C‖ux‖4H2 . Therefore we have
I2 6 C(b)‖ux‖4H2. (4.13)
Next we consider II2. A simple computation gives
II2 =a
∫
T
g
(∇x [R(∇2xux, ux)ux] ,∇2xux) dx
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+ a
∫
T
g
(
R(∇2xux, ux)∇xux,∇2xux
)
dx
+ a
∫
T
g
(
R(∇2xux, ux)ux,∇xux
)
dx. (4.14)
Moreover it follows from the definition of the covariant derivative of R
∇x
[
R(∇2xux, ux)ux
]
=(∇R)(ux)(∇2xux, ux)ux +R(∇3xux, ux)ux
+R(∇2xux,∇xux)ux +R(∇2xux, ux)∇xux. (4.15)
By noting that
g(R(X, Y )Z,W ) = g(R(W,Z)Y,X) (4.16)
holds for any X, Y, Z,W ∈ Γ(u−1TN), and by substituting (4.15) into (4.14), we deduce
II2 =a
∫
T
g
(
(∇R)(ux)(∇2xux, ux)ux,∇2xux
)
dx
+ a
∫
T
g
(
R(∇3xux, ux)ux,∇2xux
)
dx
+ 3a
∫
T
g
(
R(∇2xux,∇xux)ux,∇2xux
)
dx
+ a
∫
T
g
(
R(∇2xux, ux)ux,∇xux
)
dx
6C(a,N)(‖ux‖4H2 + ‖ux‖5H2) + a
∫
T
g
(
R(∇3xux, ux)ux,∇2xux
)
dx. (4.17)
Here we used the fact that R and ∇R are bounded operators since N is compact. Furthermore,
∇3xux disappears from the second term of the right hand side of (4.17) because of the properties
of R. In fact, we deduce from the integration by parts and (4.16)
a
∫
T
g
(
R(∇3xux, ux)ux,∇2xux
)
dx =a
∫
T
g
(
R(∇2xux, ux)ux,∇3xux
)
dx
=
a
2
∫
T
g
(
R(∇2xux, ux)ux,∇3xux
)
dx
− a
2
∫
T
g
(
R(∇3xux, ux)ux,∇2xux
)
dx
− a
2
∫
T
g
(
R(∇2xux,∇xux)ux,∇2xux
)
dx
− a
2
∫
T
g
(
R(∇2xux, ux)∇xux,∇2xux
)
dx
− a
2
∫
T
g
(
(∇R)(ux)(∇2xux, ux)ux,∇2xux
)
dx
=− a
∫
T
g
(
R(∇2xux,∇xux)ux,∇2xux
)
dx
− a
2
∫
T
g
(
(∇R)(ux)(∇2xux, ux)ux,∇2xux
)
dx, (4.18)
which is also bounded by C(a,N)(‖ux‖4H2 + ‖ux‖5H2). Thus we get
II2 6 C(a,N)(‖ux‖4H2 + ‖ux‖5H2). (4.19)
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Next we compute III2. This can be treated as the estimation of the composite function of
lower order terms. Indeed, a simple computation gives
III2 =
∫
T
g
(∇x [R(J∇xux, ux)ux] ,∇2xux) dx
+
∫
T
g
(
R(J∇xux, ux)∇xux,∇2xux
)
dx
+
∫
T
g (R(J∇xux, ux)ux,∇xux) dx
6C(N)(‖ux‖3L∞‖J∇xux‖L2‖∇2xux‖L2 + ‖ux‖2L∞‖J∇2xux‖L2‖∇2xux‖L2
+ ‖ux‖L∞‖∇xux‖L∞‖J∇xux‖L2‖∇2xux‖L2
+ ‖ux‖2L∞‖J∇xux‖L2‖∇xux‖L2)
6C(N)(‖ux‖4H2 + ‖ux‖5H2). (4.20)
Next we compute IV2. Using (4.16) and the Cauchy inequality, we deduce for any A > 0
IV2 =− ε
∫
T
g
(∇x [R(∇3xux, ux)ux] ,∇2xux) dx
− ε
∫
T
g
(
R(∇3xux, ux)∇xux,∇2xux
)
dx
− ε
∫
T
g
(
R(∇3xux, ux)ux,∇xux
)
dx
=− ε
∫
T
g
(
(∇R)(ux)(∇2xux, ux)ux,∇3xux
)
dx
− ε
∫
T
g
(
R(∇2xux, ux)ux,∇4xux
)
dx
− ε
∫
T
g
(
R(∇2xux, ux)∇xux,∇3xux
)
dx
− 2ε
∫
T
g
(
R(∇2xux,∇xux)ux,∇3xux
)
dx
− ε
∫
T
g
(
R(∇xux, ux)ux,∇3xux
)
dx.
6εA‖∇4xux‖2L2 + 5εA‖∇3xux‖2L2
+
ε
4A
{
‖(∇R)(ux)(∇2xux, ux)ux‖2L2 + ‖R(∇2xux, ux)ux‖2L2
+ ‖R(∇2xux, ux)∇xux‖2L2 + 2‖R(∇2xux,∇xux)ux‖2L2 + ‖R(∇xux, ux)ux‖2L2
}
6εA‖∇4xux‖2L2 + 5εA‖∇3xux‖2L2 +
C(N)
4A
(‖ux‖6H2 + ‖ux‖8H2). (4.21)
Combining the estimates (4.13), (4.19), (4.20) and (4.21) yields
1
2
d
dt
‖ux‖2H2 + (1− A)ε‖∇4xux‖2L2 + (1− 5A)ε‖∇3xux‖2L2 + ε‖∇2xux‖2L2
6 C(a, b, N,A)(‖ux‖4H2 + ‖ux‖5H2 + ‖ux‖6H2 + ‖ux‖8H2).
Especially take A > 0 as A < 1/5, then we obtain the desired inequality (4.1).
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Case 2: 3 6 k 6 m.
Let 3 6 k 6 m. We also compute Ik + IIk + IIIk + IVk in (4.9). We can obtain the desired
inequality (4.2) in the similar argument as in the case k = 2.
We first consider Ik. A simple computation gives
Ik =2b
k∑
l=0
∫
T
g
(
g
(∇l+1x ux, ux) ux,∇lxux) dx
+ b
k∑
l=0
∫
T
g
(
g(ux, ux)∇l+1x ux,∇lxux
)
dx
+ 2b
k∑
l=0
(l + 1)
∫
T
g
(
g
(∇lxux,∇xux)ux,∇lxux) dx
+ 2b
k∑
l=0
(l + 1)
∫
T
g
(
g
(∇lxux, ux)∇xux,∇lxux) dx
+ 2b
k∑
l=0
(l + 1)
∫
T
g
(
g (∇xux, ux)∇lxux,∇lxux
)
dx
+ Pk, (4.22)
where
Pk =b
k∑
l=0
∑
α+β+γ=l+1
α,β,γ>0
max{α,β,γ}6l−1
(l + 1)!
α!β!γ!
∫
T
g
(
g
(∇αxux,∇βxux)∇γxux,∇lxux) dx.
It is easy to check Pk is bounded by C(b)‖ux‖2Hk−1‖ux‖2Hk . On the other hand, Ik−Pk can be
treated in the same way as in the case k = 2 by using the estimation like (4.11) and (4.12).
Indeed, by integrating by parts and by applying the good structure of g, we have
2
∫
T
g
(
g
(∇l+1x ux, ux)ux,∇lxux) dx = −2
∫
T
g
(
g
(∇lxux, ux)∇xux,∇lxux) dx,∫
T
g
(
g(ux, ux)∇l+1x ux,∇lxux
)
dx = −
∫
T
g
(
g (∇xux, ux)∇lxux,∇lxux
)
dx.
Therefore we deduce
Ik−Pk =b
k∑
l=0
(4l + 2)
∫
T
g
(
g
(∇lxux,∇xux)ux,∇lxux) dx
+ b
k∑
l=0
(2l + 1)
∫
T
g
(
g (∇xux, ux)∇lxux,∇lxux
)
dx
6C|b|
k∑
l=0
‖ux‖L∞‖∇xux‖L∞‖∇lxux‖2L2
6C(b)‖ux‖2H2‖ux‖2Hk .
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Consequently, we obtain the desired boundness
Ik 6 C(b, ‖ux‖Hk−1)‖ux‖2Hk .
We next estimate IIk. A simple computation yields
IIk =a
k∑
l=1
∫
T
g
(
R(∇l+1x ux, ux)ux,∇lxux
)
dx
+ a
k∑
l=1
(l − 1)
∫
T
g
(
(∇R)(ux)(∇lxux, ux)ux,∇lxux
)
dx
+ a
k∑
l=1
(2l − 1)
∫
T
g
(
R(∇lxux,∇xux)ux,∇lxux
)
dx
+Qk,
where
Qk = a
k∑
l=1
l−1∑
j=0
∑
p+q+r+s=j
p,q,r,s>0
max{p,q+2,r,s+l−(j+1)}6l−1
Ajp,q,r,s
×
∫
T
g
(
(∇pxR)(∇q+2x ux,∇rxux)∇s+l−(j+1)x ux,∇lxux
)
dx,
∇pxR =
p∑
α=1
∑
α+
Pα
h=1 ph=p
ph>0
Bαp1,...,pα(∇αR)(∇p1x ux, . . . ,∇pαx ux)
for some constant Ajp,q,r,s, Bαp1,...,pα if p ∈ N, and ∇0xR = R.
On the estimation of IIk−Qk, the property of Riemannian curvature tensor works well sim-
ilarly to the estimate (4.19). Indeed, after integrating by parts, we have∫
T
g
(
R(∇l+1x ux, ux)ux,∇lxux
)
dx
= −1
2
∫
T
g
(
(∇R)(ux)(∇lxux, ux)ux,∇lxux
)
dx
−
∫
T
g
(
R(∇lxux, ux)ux,∇lxux
)
dx,
thus we deduce
IIk −Qk =a
k∑
l=1
(l − 3/2)
∫
T
g
(
(∇R)(ux)(∇lxux, ux)ux,∇lxux
)
dx
+ a
k∑
l=1
(2l − 2)
∫
T
g
(
R(∇lxux,∇xux)ux,∇lxux
)
dx
6C(a,N)(‖ux‖3L∞ + ‖ux‖L∞‖∇xux‖L∞)‖ux‖2Hk . (4.23)
On the other hand, on the estimation ofQk, if the integers p, q, r, s > 0 satisfy p+q+r+s = j
and max{p, q + 2, r, s + l − (j + 1)} 6 l − 1, we can easily check that there are at most two
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elements of the set {p, q + 2, r, s+ l − (j + 1)} which equals to l − 1, and that the others are
not greater than l − 2. Thus we deduce
Qk 6 C(a)
k∑
l=1
(
l−1∑
p=0
‖∇pxR‖L∞
)
‖ux‖2Hl−1‖ux‖2Hl.
Here let us notice from definition that there may appear ux, . . . ,∇p−1x ux in∇pxR, but there does
not appear ∇pxux in ∇pxR. Noting this, it is easy to check
l−1∑
p=0
‖∇pxR‖L∞ 6 C(N)
l−1∑
p=0
p∑
r=0
‖ux‖rHp 6 C(N)
l−1∑
r=0
‖ux‖rHl−1 .
Therefore we have
Qk 6 C(a,N)
(
k+1∑
r=2
‖ux‖rHk−1
)
‖ux‖2Hk . (4.24)
Thus (4.23) and (4.24) imply the desired boundness
IIk 6 C(a,N, ‖ux‖Hk−1)‖ux‖2Hk .
The desired boundness of IIIk and IVk also follows from the same argument as that of III2
and IV2. Indeed, we can easily deduce
IIIk 6 C(N, ‖ux‖Hk−1)‖ux‖2Hk ,
and there exists C1 > 0 such that for any A > 0
IVk 6 C1εA
k∑
l=0
‖∇l+2x ux‖2L2 + C(N,A, ‖ux‖Hk−1)‖ux‖2Hk .
Applying these estimation of Ik, IIk, IIIk, IVk to the right hand side of (4.9) leads to
1
2
d
dt
‖ux‖2Hk + (1− C1A)ε
k∑
l=0
‖∇l+2x ux‖2L2 6 C(a, b, N,A, ‖ux‖Hk−1)‖ux‖2Hk . (4.25)
Thus, by taking A < 1/C1, we obtain the desired inequality (4.2).
By using (4.1) and (4.2), we now complete the proof of Lemma 4.1. Set f(t) = ‖uεx(t)‖2H2 +
1, then we have from (4.1),
df
dt
6 C(a, b, N)f 4, f(0) = ‖u0x‖2H2 + 1. (4.26)
It follows from (4.26) that there exists a positive constant T = T (a, b, N, ‖u0x‖H2) > 0 and a
positive constant C2 = C2(a, b, N, ‖u0x‖H2) > 0 such that
‖uεx(t)‖H2 6 C2 (4.27)
holds for all t ∈ [0, T ]. Furthermore, since (4.2) holds for k = 3, (4.27) and the Gronwall
inequality implies
‖uεx(t)‖2H3 6 ‖u0x‖2H3 exp(C(a, b, N, C2)T ),
which implies the existence of a constant C3 = C3(a, b, N, ‖u0x‖H3 , T ) > 0 such that
‖uεx(t)‖H3 6 C3
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holds for all t ∈ [0, T ]. It is now clear that we can show, by using (4.2) inductively for each
3 6 k 6 m, the existence of a constant Cm = Cm(a, b, N, ‖u0x‖Hm, T ) > 0 such that
sup
t∈[0,T ]
‖uεx(t)‖Hm 6 Cm.
It is easy to find that the solution uε to (3.1)-(3.2) with ε ∈ (0, 1) must exists on the interval
[0, T ]. Otherwise we extend the time interval of existence to cover [0, T ], that is, we have
Tε > T . Thus the lemma has been proved. 
Remark 1. {uεx}ε∈(0,1) gains the regularity in the following sense. That is, by applying (4.25)
with k = m, and by integrating on [0, T ], we obtain
2(1− C1A)ε
m∑
l=0
‖∇l+2x uεx‖2L2([0,T ]×T) 6 C(a, b, N,A, ‖u0x‖Hm)T + ‖u0x‖2Hm.
This implies {ε1/2∇mx uεx}ε∈(0,1) is bounded inL2(0, T ;H2(T;TN)). This property will be used
in the compactness argument in the next section.
5. PROOF OF THEOREM 1.1
We are now in a position to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. At first assume that N is compact.
Proof of existence. Suppose that u0 ∈ Hm+1(T;N) with the integer m > 2 is given. By
Proposition 3.1 there exists a sequence {uε}ε∈(0,1) solving (3.1)-(3.2) for each ε > 0. More-
over, Lemma 4.1 implies there exists T = T (a, b, N, ‖u0x‖H2(T;TN)) > 0 which is independent
of ε ∈ (0, 1) such that {uεx}ε∈(0,1) is bounded in L∞(0, T ;Hm(T;TN)). Thus, since T is
compact, we have {vε}ε∈(0,1) is bounded in L∞(0, T ;Hm+1(T;Rd)), where vε = w ◦ uε. On
the other hand, as stated in Remark 1 in the previous section, {ε1/2∇mx uεx}ε∈(0,1) is bounded in
L2(0, T ;H2(T;TN)). Noting this, we see {uεt}ε∈(0,1) is bounded in L2(0, T ;Hm−2(T;TN)),
which implies {vε}ε∈(0,1) is bounded in C0,1/2([0, T ];Hm−2(T;Rd)). Consequently, by inter-
polating the spaces L∞(0, T ;Hm+1(T;Rd)) and C0,1/2([0, T ];Hm−2(T;Rd)), we obtain that
{vε}ε∈(0,1) is bounded in the class C0,α([0, T ];Hm+1−6α(T;Rd)) for any 0 < α 6 1/2. Hence
we see from Rellich’s theorem and the Ascoli-Arzela theorem that there exists a subsequence
{vε(j)}∞j=1 and
v ∈ L∞(0, T ;Hm+1(T;Rd)) ∩ C([0, T ];Hm(T;Rd))
such that
vε(j)
w⋆−→ v in L∞(0, T ;Hm+1(T;Rd)) as j →∞, (5.1)
vε(j) −→ v in C([0, T ];Hm(T;Rd)) as j →∞. (5.2)
In particular, we see from (5.2) that v ∈ C([0, T ]× T;w(N)). Furthermore it is easy to check
that v is a solution of (2.1)-(2.2) with the initial data w ◦ u0. Thus Lemma 2.1 implies that
u = w−1 ◦ v ∈ C([0, T ]× T;N) satisfies
u ∈ L∞(0, T ;Hm+1(T;N)) ∩ C([0, T ];Hm(T;N))
and solves (1.1)-(1.2) with the initial data u0, which completes the proof of the existence. 
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Proof of uniqueness. Let u, v ∈ L∞(0, T ;Hm+1(T;N)) ∩ C([0, T ];Hm(T;N)) be solutions
of (1.1)-(1.2) such that u(0, x) = v(0, x). Identify u, v with w ◦ u, w ◦ v. Then u and v satisfy
(2.1)-(2.2) with u(0, x) = v(0, x), and z = u − v makes sense as Rd-valued function. Taking
the difference between two equations, we have
zt − azxxx = f(u, ux, uxx)− f(v, vx, vxx),
where
f(u, ux, uxx) =a {[A(u)(ux, ux)]x + A(u)(uxx + A(u)(ux, ux), ux)}
+ J˜u(uxx + A(u)(ux, ux)) + b |ux|2 ux.
To prove that z = 0, we show that there exists a constant C > 0 depending only on a, b, N , and
the quantities ‖ux‖L∞(0,T ;H2(T;Rd)), ‖vx‖L∞(0,T ;H2(T;Rd)) such that
d
dt
‖z(t)‖2H1(T;Rd) 6 C‖z(t)‖2H1(T;Rd).
We write C without commenting the dependence of the constant, simply write ‖ · ‖H1 =
‖ · ‖H1(T;Rd), ‖ · ‖2L2 = ‖ · ‖2L2(T;Rd) = 〈·, ·〉 and omit to write time variable t below.
At first, since the mean value theorem shows that
f(u, ux, uxx)− f(v, vx, vxx) = O(|z|+ |zx|+ |zxx|),
we can easily check
1
2
d
dt
‖z‖2L2 = 〈z, zt〉 6 C‖z‖2H1
by using the integration by parts. Thus we concentrate on the estimate of
1
2
d
dt
‖zx‖2L2 = 〈zx, zxt〉 = −〈zxx, zt〉 = −〈zxx, fa + fJ + fb〉 ,
where
fa =a
{
uxxx + [A(u)(ux, ux)]x + A(u)(uxx + A(u)(ux, ux), ux)
− vxxx − [A(v)(vx, vx)]x − A(v)(vxx + A(v)(vx, vx), vx)
}
,
fJ =J˜u(uxx + A(u)(ux, ux))− J˜v(vxx + A(v)(vx, vx)),
fb =b
(|ux|2 ux − |vx|2 vx) .
For any y ∈ w(N), let p(y) = dπy : Rd → Tyw(N) be the orthogonal projection onto the
tangent space of w(N) at y, and define n(y) = Id − p(y), where Id is the identity on Rd. Note
that p(y) and n(y) behaves as symmetric matrix on Rd respectively.
On the estimation of 〈zxx, fJ〉, let us notice at first
J˜v(vxx + A(v)(vx, vx)) = J˜vp(v)vxx.
Since J˜vp(v) : Rd → Rd is antisymmetric, we obtain the desired boundness. Indeed,
〈zxx, fJ〉 =
〈
zxx, (J˜up(u)− J˜vp(v))uxx
〉
+
〈
zxx, J˜vp(v)zxx
〉
,
where the second term of the right hand side vanishes and the first term of the right hand side
is bounded by C‖z‖2H1 by using the integration by parts and the mean value theorem.
The desired boundness of 〈zxx, fb〉 follows from the facts that ‖vx‖2Id : Rd → Rd and
(vx, ·)vx : Rd → Rd are symmetric respectively and vx is in L∞(0, T ;H2(T;Rd)). It is not so
difficult, hence we omit the detail.
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Thus it suffices to consider 〈zxx, fa〉. From the definition of the covariant derivative along
the curve and the relations p(u)2 = p(u), p(u) = Id − n(u), we deduce
uxxx + [A(u)(ux, ux)]x + A(u)(uxx + A(u)(ux, ux), ux)
= p(u) [p(u)uxx]x
= p(u)uxxx + p(u) [p(u)]x uxx
= uxxx − n(u)uxxx + p(u) [p(u)]x uxx.
Roughly speaking, n(u) gains the regularity of order 1 since u is w(N)-valued. In fact, as is
shown below, −n(u)uxxx + p(u) [p(u)]x uxx essentially behaves as lower order term and does
not cause any bad effects on the H1-energy estimate. We first decompose by
〈zxx, fa〉 = a(A0 + A1 + A2 + A3),
where
A0 = 〈zxx, zxxx〉 = 0,
A1 = −〈zxx, (n(u)− n(v))uxxx〉+ 〈zxx, p(v) [p(u)− p(v)]x uxx〉 ,
A2 = −〈zxx, n(v)zxxx〉+ 〈zxx, p(v) [p(v)]x zxx〉 ,
A3 = 〈zxx, (p(u)− p(v)) [p(u)]x uxx〉 .
Obviously A3 is bounded by C‖z‖2H1 by using the integration by parts and the mean value
theorem. In addition, since p(v) is symmetric and p(v)2 = p(v) on Rd, we deduce
A2 = −〈zxx, n(v)zxxx〉+ 〈p(v)zxx, [p(v)]x zxx〉
= −〈zxx, n(v)zxxx〉 − 〈zxx, p(v)zxxx〉
= −〈zxx, zxxx〉
= 0.
We need to estimate A1 carefully. At first, assume that there exists real-valued functions Gj
defined on a neighbourhood of w(N) in Rd satisfying gradGj 6= 0 for each j = n + 1, . . . , d
such that
w(N) =
{
v | Gn+1(v) = · · · = Gd(v) = 0 } .
In this case n ∈ N is the real-dimension of w(N) as the compact submanifold of Rd. Note that
there exists a smooth orthonormal frame {νn+1, · · · , νd} for the normal bundle (Tw(N))⊥
globally on w(N). In this setting we start the estimation of A1. It follows from the properties
of p(v), n(v), p(u) and n(u) that
A1 = −〈zxx, (n(u)− n(v))uxxx〉 − 〈zxx, p(v) [n(u)− n(v)]x uxx〉
= −〈zxx, n(v)(n(u)− n(v))uxxx〉 − 〈zxx, p(v) [(n(u)− n(v))uxx]x〉
= −〈n(v)zxx, (n(u)− n(v))uxxx〉 − 〈p(v)zxx, [(n(u)− n(v))uxx]x〉 . (5.3)
On the first term of (5.3), it is important to note
n(v)zxx =
d∑
j=n+1
(
zxx, ν
j(v)
)
νj(v) = O(|zx|) (5.4)
holds since v is w(N)-valued. Indeed, by taking the derivative of (vx, νj(v)) = 0 with respect
to x, we have (vxx, νj(v)) = −(vx, [νj(v)]x) and thus a simple computation implies(
zxx, ν
j(v)
)
= −(zx, [νj(v)]x)− (ux, [νj(u)− νj(v)]x)− (uxx, νj(u)− νj(v)), (5.5)
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which is O(|zx|). Hence, by noting (5.4), we have
−〈n(v)zxx, (n(u)− n(v))uxxx〉 6 C‖zx‖L2‖z‖L∞‖uxxx‖L2 6 C‖z‖2H1 .
On the second term of (5.3), we deduce
−〈p(v)zxx, [(n(u)− n(v))uxx]x〉 =− 〈(p(v)− p(u))zxx, [(n(u)− n(v))uxx]x〉
+ 〈n(u)zxx, [(n(u)− n(v))uxx]x〉
− 〈zxx, [(n(u)− n(v))uxx]x〉 . (5.6)
The first term of (5.6) is obviously bounded by C‖z‖2H1 . The second term of (5.6) is also
bounded by C‖z‖2H1 since n(u)zxx = O(|zx|). We consider the third term of (5.6). We have
(n(u)− n(v))uxx
=
d∑
j=n+1
(uxx, ν
j(u))νj(u)−
d∑
j=n+1
(uxx, ν
j(v))νj(v)
=
d∑
j=n+1
(uxx, ν
j(u))(νj(u)− νj(v)) +
d∑
j=n+1
(uxx, ν
j(u)− νj(v))νj(v)
= −
d∑
j=n+1
(ux,
[
νj(u)
]
x
)(νj(u)− νj(v)) +
d∑
j=n+1
(uxx, ν
j(u)− νj(v))νj(v).
Thus it follows that
[(n(u)− n(v))uxx]x
= −
d∑
j=n+1
(ux,
[
νj(u)
]
x
)
[
νj(u)− νj(v)]
x
+
d∑
j=n+1
(uxx,
[
νj(u)− νj(v)]
x
)νj(v)
+
d∑
j=n+1
(uxxx, ν
j(u)− νj(v))νj(v) +O(|z|).
Moreover, noting that (zxx, νj(v)) = O(|zx|) follows from (5.5), we get
d∑
j=n+1
〈
zxx, (uxx,
[
νj(u)− νj(v)]
x
)νj(v)
〉
6 C‖z‖2H1 ,
d∑
j=n+1
〈
zxx, (uxxx, ν
j(u)− νj(v))νj(v)〉 6 C‖z‖2H1 .
Thus we have only to estimate the following quantity
d∑
j=n+1
〈
zxx, (ux,
[
νj(u)
]
x
)
[
νj(u)− νj(v)]
x
〉
. (5.7)
Here we write [
νj(u)
]
x
= Dj(u)ux, j = n+ 1, . . . , d,
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where Dj(u) = grad νj(u) is a Rd × Rd-valued function. Using this notation, we have
(5.7) =
d∑
j=n+1
〈
zxx, (ux,
[
νj(u)
]
x
)(Dj(u)−Dj(v))ux
〉
+
d∑
j=n+1
〈
zxx, (ux,
[
νj(u)
]
x
)Dj(v)zx
〉
. (5.8)
The first term of (5.8) is obviously bounded by C‖z‖2H1 . On the second term of (5.8), note first
that the following relation
νj(v) =
gradGj(v)
|gradGj(v)| = grad
(
Gj(v)
|gradGj(v)|
)
(5.9)
holds at v ∈ w(N). Thus it follows that
Dj(v) =
(
∂2
∂vα∂vβ
(
Gj(v)
|gradGj(v)|
))
16α,β6d
,
which is a symmetric matrix valued. Then we deduce
d∑
j=n+1
〈
zxx, (ux,
[
νj(u)
]
x
)Dj(v)zx
〉
= −1
2
d∑
j=n+1
〈
zx,
[
(ux,
[
νj(u)
]
x
)Dj(v)
]
x
zx
〉
which is bounded by C‖z‖2H1 . Consequently we obtain the desired boundness of A1.
In the general case, there may not exists any global orthonormal frame for the normal bundle
(Tw(N))⊥ on w(N). However, we can assume without loss of generality that
w(N) =
L⋃
I=1
ΩI =
L⋃
I=1
{
v | Gn+1I (v) = · · · = GdI(v) = 0
}
for some L ∈ N and real-valued functions Gn+1I , . . . , GdI defined in the neighbourhood of ΩI
in Rd with gradGjI 6= 0 for each j, 1 6 I 6 L. Let {λI}LI=1 be a partition of unity associated
to {ΩI}LI=1. Then on each ΩI , there exists a smooth orthonormal frame for the normal bundle
satisfiying the relation like (5.9). Furthermore, we can proceed almost the same argument as
above by noting n(u) = n(u)
∑L
I=1 λ
I(u) and [n(u)]x = [n(u)]x
∑L
I=1 λ
I(u). It is not difficult,
thus we omit the detail.
Consequently, we obtain the desired inequality
d
dt
‖z(t)‖2H1 6 C‖z(t)‖2H1 .
Thus, since z(0) = 0, Gronwall’s inequality implies z = 0. This completes the proof of the
uniqueness. 
Proof of the continuity in time of ∇mx ux in L2(T;TN). So far in our proof, we have proved
the existence of a unique solution u ∈ L∞(0, T ;Hm+1(T;N)) ∩ C([0, T ];Hm(T;N). Let
v = w ◦ u. To obtain that u ∈ C([0, T ];Hm+1(T;N), we show vx ∈ C([0, T ];Hm(T;Rd)).
Note that it follows from the definition of the covariant derivative that
dwu(∇mx ux) = ∂m+1x v +
m+1∑
l=2
∑
α1+···+αl=m+1
αi>1
B(α1,··· ,αl)(v)(∂
α1
x vx, · · · , ∂αlx vx). (5.10)
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Here B(α1,··· ,αl)(·) are multi-linear vector-valued functions on Rd, and it is easy to check that
the second term of the right hand side of (5.10) is in C([0, T ];L2(T;Rd)). Thus it suffices to
show that dwu(∇mx ux) belongs to C([0, T ];L2(T;Rd)).
First of all, we can derive from the energy estimate (4.2) and the isometricity of w
d
dt
‖dwuε(∇mx uεx)(t)‖2L2(T;Rd) =
d
dt
‖∇mx uεx(t)‖2L2(T;TN) 6 C
for some C > 0 which is independent of ε ∈ (0, 1). Therefore it follows that
‖dwuε(∇mx uεx)(t)‖2L2(T;Rd) 6 ‖dwu(∇mx ux)(0)‖2L2(T;Rd) + Ct.
Letting ε ↓ 0, we have dwu(∇mx ux)(t) ∈ L2(T;Rd) makes sense for all t ∈ [0, T ], and
‖dwu(∇mx ux)(t)‖2L2(T;Rd) 6 ‖dwu(∇mx ux)(0)‖2L2(T;Rd) + Ct,
which leads to
lim sup
t→0
‖dwu(∇mx ux)(t)‖2L2(T;Rd) 6 ‖dwu(∇mx ux)(0)‖2L2(T;Rd). (5.11)
Moreover, since v ∈ L∞(0, T ;Hm+1(T;Rd)) ∩ C([0, T ];Hm(T;Rd)), we see dwu(∇mx ux)(t)
is weakly continuous in L2(T;Rd). Hence it follows that
‖dwu(∇mx ux)(0)‖2L2(T;Rd) 6 lim inft→0 ‖dwu(∇
m
x ux)(t)‖2L2(T;Rd). (5.12)
From (5.11) and (5.12), we obtain
lim
t→0
‖dwu(∇mx ux)(t)‖2L2(T;Rd) = ‖dwu(∇mx ux)(0)‖2L2(T;Rd). (5.13)
Consequently, it follows from (5.13) and the weak continuity of dwu(∇mx ux)(t) in L2(T;Rd),
dwu(∇mx ux)(t) is strongly continuous in L2(T;Rd) at t = 0. By the uniqueness of u, we see
dwu(∇mx ux)(t) is strongly continuous at each t ∈ [0, T ] in the same way. 
Finally assume that N is noncompact. In this case, retake N ′ as a compact subset of N in
which the image of initial data is contained. Then we can proceed the same argument on N ′ as
in the case N is compact. Thus we complete the proof of Theorem 1.1. 
6. GLOBAL EXISTENCE
The goal of this section is to prove Theorem 1.2. Let (N, J, g) be a compact Riemann surface
with constant Gaussian curvature K, and assume that a 6= 0 and b = aK/2. Theorem 1.1 tells
us that, given a initial data u0 ∈ Hm+1(T;N), there exists T = T (a, b, N, ‖u0x‖H2(T;TN)) > 0
such that the IVP (1.1)-(1.2) admits a unique time-local solution u ∈ C([0, T );Hm+1(T;N)).
In what follows we will extend the existence time of u over [0,∞). For this, we have the
following energy conversation laws.
Lemma 6.1. For u ∈ C([0, T );Hm+1(T;N)) solving (1.1)-(1.2), the following quantities
‖ux(t)‖2L2(T;TN),
E(u(t)) = ‖∇2xux(t)‖2L2(T;TN) +
K2
8
∫
T
(g(ux(t), ux(t)))
3 dx
−K
∫
T
(g(ux(t),∇xux(t)))2 dx
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− 3K
2
∫
T
g(ux(t), ux(t))g(∇xux(t),∇xux(t))dx
are preserved with respect to t ∈ [0, T ).
Remark 2. In [15] and [19], Nishiyama and Tani treated (1.1)-(1.2) in caseN = S2 withK = 1,
and proved a time-global existence theorem by using the following conserved quantity:
‖uxxx(t)‖2 − 7
2
‖|ux(t)||uxx(t)|‖2 − 14‖ux(t) · uxx(t)‖2 + 21
8
‖|ux(t)|3‖2,
where ‖ · ‖ = ‖ · ‖L2(T;R3). E(u(t)) generalizes the above quantity. In fact, we can check that
this quantity is reformulated as
‖∇2xux(t)‖2L2(T;TN) +
1
8
∫
T
(g(ux(t), ux(t)))
3 dx
−
∫
T
(g(ux(t),∇xux(t)))2 dx− 3
2
∫
T
g(ux(t), ux(t))g(∇xux(t),∇xux(t))dx,
which is just E(u(t)) with K = 1.
Proof of Lemma 6.1. It is obvious that ‖ux(t)‖2L2(T;TN) is preserved by the same computation
as in Section 4. Hence we omit the proof.
We consider
E(u(t)) =‖∇2xux(t)‖2L2(T;TN) + A
∫
T
(g(ux(t), ux(t)))
3 dx
−B
∫
T
(g(ux(t),∇xux(t)))2 dx
− C
∫
T
g(ux(t), ux(t))g(∇xux(t),∇xux(t))dx,
where A = K2/8, B = K, C = 3K/2. Since (N, J, g) has a constant sectional curvature K
as a C∞-manifold, it follows for X, Y, and Z ∈ Γ(u−1TN) that
R(X, Y )Z = K {g(Y, Z)X − g(X,Z)Y } . (6.1)
Especially since ∇R = 0 holds, the term containing ∇pR, p ∈ N does not appear. We have
only to compute by using (6.1). We make use of the integration by parts repeatingly. Hence we
only show the results of computations. A simple computation gives
d
dt
E(u) =2
∫
T
g(∇3xut,∇2xux)dx
− (2B + 2C)
∫
T
g(∇xux,∇xux)g(∇xux, ut)dx
− (6A+ 2CK)
∫
T
(g(ux, ux))
2g(∇xux, ut)dx
− (2K + 2B + 4C)
∫
T
g(ux,∇2xux)g(∇xux, ut)dx
+ (2K − 8C)
∫
T
g(∇xux, ux)g(∇2xux, ut)dx
− (2K + 2C)
∫
T
g(ux, ux)g(∇3xux, ut)dx
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+ (2K − 2B)
∫
T
g(ux,∇3xux)g(ux, ut)dx
− (24A− 2CK)
∫
T
g(ux, ux)g(ux,∇xux)g(ux, ut)dx
− (6B − 4C)
∫
T
g(∇2xux,∇xux)g(ux, ut)dx.
We next substitute ut = a∇2xux+J∇xux+b g(ux, ux)ux into above and compute by repeating
integration by parts. Then we deduce
d
dt
E(t) =(6K − 4C)
∫
T
g(∇xux, ux)g(∇2xux, J∇xux)dx
− (2K + 4B − 4C)
∫
T
g(∇xux,∇2xux)g(ux, J∇xux)dx
− (2K − 2B)
∫
T
g(ux,∇2xux)g(ux, J∇2xux)dx
− (24A− 2CK)
∫
T
g(ux, ux)g(ux,∇xux)g(ux, J∇xux)dx
+ {−(4K + 6B)a+ 20b}
∫
T
g(ux,∇2xux)g(∇xux,∇2xux)dx
+ {(4K − 6C)a+ 10b}
∫
T
g(ux,∇xux)g(∇2xux,∇2xux)dx
+ {(36A+ 2CK)a− 10Cb}
∫
T
g(ux, ux)g(ux,∇xux)g(∇xux,∇xux)dx
+ {(24A− 2CK)a + (−6B + 4C)b}
∫
T
(g(∇xux, ux))3 dx.
Since A = K2/8, B = K, C = 3K/2 and b = aK/2, a simple computation shows
d
dt
E(t) =− 10(Ka− 2b)
∫
T
g(ux,∇2xux)g(∇2xux,∇xux)dx
− 5(Ka− 2b)
∫
T
g(ux,∇xux)g(∇2xux,∇2xux)dx
+
15
2
K(Ka− 2b)
∫
T
g(ux, ux)g(ux,∇xux)g(∇xux,∇xux)dx
=0,
which completes the proof. 
Proof of Theorem 1.2. Let u ∈ C([0, T );Hm+1(T;N)) be the time-local solution of (1.1)-(1.2)
which exists on the maximal time interval [0, T ). If T = ∞, Theorem 1.2 holds true. Thus we
only need to consider the case T <∞. From Lemma 6.1, we know that
‖ux(t)‖2L2(T;TN) = ‖u0x‖2L2(T;TN), E(u(t)) = E(u0). (6.2)
Hence it follows that
‖∇2xux(t)‖2L2(T;TN) =E(u0)−
K2
8
∫
T
(g(ux(t), ux(t)))
3 dx
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+K
∫
T
(g(ux(t),∇xux(t)))2 dx
+
3K
2
∫
T
g(ux(t), ux(t))g(∇xux(t),∇xux(t))dx
6E(u0) + C|K|‖ux(t)‖2L∞(T;TN)‖∇xux(t)‖2L2(T;TN).
Note here the Sobolev inequality and the Gagliardo-Nirenberg inequality of the form
‖ux(t)‖2L∞(T;TN) 6 C‖ux(t)‖L2(T;TN)(‖ux(t)‖L2(T;TN) + ‖∇xux(t)‖L2(T;TN)), (6.3)
‖∇xux(t)‖L2(T;TN) 6 C‖∇2xux(t)‖1/2L2(T;TN)‖ux(t)‖1/2L2(T;TN) (6.4)
hold. See e.g., [9, Lemma 1. 3. and 1. 4.]. From (6.2), (6.3) and (6.4), we deduce
‖∇2xux(t)‖2L2(T;TN)
6 E(u0) + C|K|‖u0x‖L2(T;TN)
×
(
‖u0x‖L2(T;TN) + ‖u0x‖1/2L2(T;TN)‖∇2xux(t)‖1/2L2(T;TN)
)
× ‖u0x‖L2(T;TN)‖∇2xux(t)‖L2(T;TN)
6 C(N, ‖u0x‖H2(T;TN))(1 + ‖∇2xux(t)‖3/2L2(T;TN)).
Thus X = X(t) = ‖∇2xux(t)‖L2(T;TN) satisfies X2 6 C(1 +X3/2), which implies
sup
t∈[0,T )
‖∇2xux(t)‖L2(T;TN) 6 C(N, ‖u0x‖H2(T;TN)) (6.5)
for some C = C(N, ‖u0x‖H2(T;TN)) > 0. Interpolating (6.2) and (6.5) we have
sup
t∈[0,T )
‖ux(t)‖H2(T;TN) 6 C(N, ‖u0x‖H2(T;TN)).
Since we obtain the H2(T;TN)-boundness of ux,
sup
t∈[0,T )
‖ux(t)‖Hm(T;TN) 6 C(N, ‖u0x‖Hm(T;TN))
follows as in the proof of Theorem 1.1. Hence, for small 0 < σ < T , there exists T0 > 0 and
a time-local solution u1 of (1.1)-(1.2) on the time interval [0, T0) with initial data u1(0, x) =
u(T − σ, x). From the uniform estimate of ‖ux(t)‖H2(T;TN) on [0, T ), we see T0 does not
depend on σ. Thus, by choosing σ small enough, we have T − σ+ T0 > T . By the uniqueness
theorem, we know u1(t, x) = u(T − σ + t, x) for any t ∈ [0, T0). Thus u can be extended to
the time interval [0, T − σ + T0), which contradicts the maximality of T . 
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