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HIGH RANK LINEAR SYZYGIES ON LOW RANK QUADRICS
HAL SCHENCK AND MIKE STILLMAN
Abstract. We study the linear syzygies of a homogeneous ideal I ⊆ S =
Symk(V ), focussing on the graded betti numbers
bi,i+1 = dimk Tori(S/I, k)i+1.
For a variety X and divisor D with V = H0(D), what conditions on D en-
sure that bi,i+1 6= 0? In [4], Eisenbud shows that a decomposition D∼A+B
such that A and B have at least two sections gives rise to determinantal equa-
tions (and corresponding syzygies) in IX ; and in [2] conjectures that if I2 is
generated by quadrics of rank ≤ 4, then the last nonvanishing bi,i+1 is a con-
sequence of such equations. We describe obstructions to this conjecture and
prove a variant. The obstructions arise from toric specializations of the Rees
algebra of Koszul cycles, and we give an explicit construction of toric varieties
with minimal linear syzygies of arbitrarily high rank. This gives one answer
to a question posed by Eisenbud and Koh in [5].
1. Introduction
Let I be a homogeneous ideal in S = Symk(V ), with k algebraically closed and
characteristic zero; we are primarily interested in the case that I is the ideal of an
irreducible, nondegenerate variety in P(V ), and in the graded betti numbers
bij = dimkTori(S/I, k)j .
Definition 1.1. The length of the 2-linear strand 2LP (S/I) = max{i|bi,i+1 6= 0}.
In particular, I has a 2-linear nth–syzygy iff 2LP (S/I) ≥ n+ 1.
Example 1.2. The twisted cubic IC ⊆ S = k[x, y, z, w] has resolution
0 −→ S(−3)2


−z w
y −z
−x y


−−−−−−−−−−→ S(−2)3
[
y2 − xz yz − xw z2 − yw
]
−−−−−−−−−−−−−−−−−−−−−−−−−→ S −→ S/IC
So 2LP (S/IC) = 2; in betti diagram notation [4] the bij for S/IX are:
total 1 3 2
0 1 – –
1 – 3 2
The Eagon-Northcott complex gives a free resolution for IC , which is determined
by the maximal minors of the matrix of first syzygies; this simple example provides
the key intuition: if D ∼ A+B, then h ∈ H0(A) and g ∈ H0(B) yield an element
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f = g ·h ∈ H0(D). Factoring a divisor of degree three on P1 into divisors of degree
one and two yields a 2× 3 matrix for (s, t)⊗ (s2, st, t2):
 st2 t3s2t st2
s3 s2t


So IC contains the 2× 2 minors of a 2× 3 matrix of linear forms. This matrix is of
a special type:
Definition 1.3. A matrix of linear forms is 1 − generic if it has no zero entry,
and cannot be transformed by row and column operations to have a zero entry.
In [4], Eisenbud shows that for a reduced irreducible nondegenerate linearly
normal curve C ⊆ Pr, there is a 1-generic p× q matrix of linear forms whose 2× 2
minors vanish on C iff there exist line bundles L1 and L2 such that
OC(1) ≃ L1 ⊗ L2,
with h0(L1) ≥ p and h
0(L2) ≥ q. Combining this with a result of Eisenbud that
the ideal of 2× 2 minors of a 1-generic p× q matrix has 2LP ≥ p+ q − 3 (see [12])
leads to:
Conjecture 1.4. [Eisenbud, [2]] Let k be algebraically closed of characteristic zero,
and I ⊆ S be a prime ideal containing no linear form, such that I2 is spanned by
quadrics of rank at most four. If 2LP (S/I) = n, then I contains the 2× 2 minors
of a 1-generic p× q matrix, with p+ q − 3 = n.
With the additional hypotheses that S/I is normal, Gorenstein, of dimension 2
and degree 2r, Conjecture 1.4 specializes to Green’s conjecture [7]. Our first result
(Theorem 1.6 below) provides an infinite class of counterexamples to Conjecture 1.4.
To state the result we need:
Definition 1.5. For a homogeneous ideal I ⊆ S, let F• denote the subcomplex of
the minimal free resolution of S/I
0←− S/I2 ←− S ←− F1 ⊗ S(−2)←− F2 ⊗ S(−3)←− F3 ⊗ S(−4)←− · · ·
Let f be a 2-linear nth syzygy of I (henceforth, “linear nth syzygy”). The rank
of f is the dimension of the smallest vector space G such that the diagram below
commutes:
Fn ⊗ S(−n− 1) Fn+1 ⊗ S(−n− 2)oo
G⊗ S(−n− 1)
OO
f ⊗ S(−n− 2)oo
OO
Theorem 1.6. For any odd n, there exists an arithmetically Cohen-Macaulay toric
ideal generated by n quadrics of rank ≤ 4, with only one linear first syzygy, of rank
n. For any even n, there exists an arithmetically Gorenstein toric ideal, generated
by n quadrics of rank ≤ 4, and a n2 -ic, with only one linear first syzygy, of rank n.
These ideals are counterexamples to Conjecture 1.4: 2LP (S/I) = 2 should force
b23 ≥ 2. Roughly speaking, the problem is that the condition that I2 is gener-
ated by quadrics of rank at most four does not guarantee that there cannot be
2-linear syzygies (possibly all) of comparatively high rank. Hence, some additional
hypothesis, such as requiring a top linear syzygy of low rank, is necessary.
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Theorem 1.7. Let k be algebraically closed of characteristic zero, and I ⊆ S be a
prime ideal containing no linear form, such that 2LP (S/I) = n+ 1.
(1) If I has a linear nth syzygy of rank n+2, then I contains the 2× 2 minors
of a 1-generic 2× (n+ 2) matrix.
(2) If I has a linear nth syzygy of rank n+3, then I contains the 4×4 Pfaffians
of a skew-symmetric 1-generic (n+ 4)× (n+ 4) matrix.
(3) If I has a linear nth syzygy of rank n+ 3 and is a semigroup ideal, then I
contains the 2× 2 minors of a 1-generic p× (n− p+ 4) matrix.
(4) If I has no linear nth syzygies of rank ≤ n+3, then I does not contain the
2× 2 minors of a 1-generic p× q matrix, with p+ q − 3 = n+ 1.
Note that if I has a linear nth syzygy of rank ≤ n + 1, then I cannot be
prime. Our main tool in studying Conjecture 1.4 is Koszul homology. Recall that
Torm(S/I, k)m+1 may be computed as the homology of
m+1∧
V
∂
→
m∧
V ⊗ V
∂
→
m−1∧
V ⊗ (S/I)2
where V ≃ (S/I)1 = S1. Without the rank conditions, the first two parts of
Theorem 1.7 appear in [12].
Perhaps our most interesting result arises from the fact that the ideals which
appear in Theorem 1.6 are toric specializations of the Rees algebra of Koszul cycles.
Such Rees algebras have been previously studied in [9], [10], [13] and [18]. In [5],
Eisenbud and Koh ask “Under what conditions does a module with a linear kth
syzygy specialize to one with a linear kth syzygy?” We give one answer to this
question: in §4 we prove:
Theorem 1.8. Let ∆ be an oriented n–dimensional pseudomanifold on d–vertices,
with top homology class Hn(∆). Then there exists a toric variety X = V (I) of
dimension d, such that I has a minimal linear nth–syzygy of rank d. If m is the
multidegree of this syzygy, then the complex ∆m which computes Tor
S
n (I, k)m is
homotopic to ∆.
It seems reasonable to ask if Conjecture 1.4 holds with additional geometric
constraints, and we explore this in §5. For example, taking linear sections of the
varieties appearing in Theorem 1.6 yields smooth, projectively normal curves for
which Conjecture 1.4 fails, but the associated divisor is special.
2. Linear first syzygies
We start by analyzing the linear first syzygies, computed as the homology of:
3∧
V
∂2→
2∧
V ⊗ V
∂1→ V ⊗ (S/I)2
where (unless otherwise noted) V ≃ S1, with a basis element ei ∈ V mapping to
xi ∈ S. The differential ∂1 is defined via
∂1(ei ∧ ej ⊗ yîj) = yîj · (xiej − xjei),
where yîj is an indeterminate linear form in S (the reason for the ̂ will appear in
§4). A particular class in Koszul homology representing a rank d syzygy will be
supported on a subspace W of dimension d:
2∧
W ⊗ V ⊆
2∧
V ⊗ V.
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Example 2.1. Suppose k3 ≃ W ⊆ V , so that an element of
∧2
W ⊗ V may be
written as ω = e1 ∧ e2y1̂2 − e1 ∧ e3y1̂3 + e2 ∧ e3y2̂3.
x
y
2
x1 y x3
23
13
y12
Thus,
∂(ω) = y1̂2(x1e2 − x2e1)− y1̂3(x1e3 − x3e1) + y2̂3(x2e3 − x3e2)
is a cycle for S/I iff I ′ = 〈y1̂3x3 − y1̂2x2, y1̂2x1 − y2̂3x3, y2̂3x2 − y1̂3x1〉 ⊆ I. Now,
I ′ is generated by the 2× 2 minors of[
x1 x2 x3
y2̂3 y1̂3 y1̂2
]
.
If V (I ′) is irreducible and nondegenerate (note that some of the yîj could vanish),
then 2LP (S/I ′) = 2, so Conjecture 1.4 holds for S/I ′. As observed by Schreyer
([16], Lemma 4.3) this process generalizes; let
(1) ω =
∑
1≤i<j≤n
(−1)i+j+1yîjei ∧ ej .
When d = 4, this yields Pfaffians, but for d ≥ 5, interesting behavior occurs. The
term (−1)i+j+1 simplifies the connection to the Rees algebra in §4.
Example 2.2. If d = 5, the quadratic conditions necessary for ∂(ω) to represent
a class in homology have rank eight.

0 −y1̂2 y1̂3 −y1̂4 y1̂5
y1̂2 0 −y2̂3 y2̂4 −y2̂5
−y1̂3 y2̂3 0 −y3̂4 y3̂5
y1̂4 −y2̂4 y3̂4 0 −y4̂5
−y1̂5 y2̂5 −y3̂5 y4̂5 0

 ·


x1
x2
x3
x4
x5

 = 0
Specializing to a simple cycle by setting y1̂3 = y1̂4 = y2̂4 = y2̂5 = y3̂5 = 0
x
y
x
3
x
5x1
y
34
4512
y23
42x
y15
y
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yields an ideal generated by quadrics of rank at most four:

0 −y1̂2 0 0 y1̂5
y1̂2 0 −y2̂3 0 0
0 y2̂3 0 −y3̂4 0
0 0 y3̂4 0 −y4̂5
−y1̂5 0 0 y4̂5 0

 ·


x1
x2
x3
x4
x5

 = 0
In contrast to the d = 4 case, the resulting ideal is prime, and defines a (singular)
5-fold X ⊆ P9, with graded betti numbers:
total 1 5 12 10 2
0 1 – – – –
1 – 5 1 – –
2 – – 11 10 1
3 – – – – 1
Since 2LP = 2, Conjecture 1.4 would require that IX contain the 2 × 2 minors of
a 1−generic 2 × 3 matrix. Such a matrix would force existence of a pair of linear
first syzygies, so this is a counterexample to Conjecture 1.4. The linear syzygy we
obtain is by construction of rank five, so is of rank too high to be a linear first
syzygy for an ideal of 2× 2 minors.
X is arithmetically Cohen-Macaulay with singularities in codimension 3; quoti-
enting by four generic linear forms yields a smooth, projectively normal curve of
genus seven in P5, generated by quadrics of rank ≤ 4. This curve is a projection of
a general canonical curve C ⊆ P6 from a point p ∈ C; h1(KC − p) = 1 so KC − p
is special. We analyze this in more detail in §5.
Example 2.3. The last explicit example we give is for the d = 6 case; specializing
to a cycle yields the ideal I6:

0 −y1̂2 0 0 0 −y1̂6
y1̂2 0 −y2̂3 0 0 0
0 y2̂3 0 −y3̂4 0 0
0 0 y3̂4 0 −y4̂5 0
0 0 0 y4̂5 0 −y5̂6
y1̂6 0 0 0 y5̂6 0


·


x1
x2
x3
x4
x5
x6


= 0
As with I4, the ideal I6 is not prime; I6 = 〈x1, . . . , x6〉 ∩ J6, with J6 prime of
codimension 5.
J6 = I6 + 〈y1̂2y3̂4y5̂6 + y2̂3y4̂5y1̂6〉,
Taking hyperplane sections yields a smooth curve X ⊆ P6 of degree 21 and genus
21 with betti numbers identical to those of J6; in particular X is Gorenstein:
total 1 7 22 22 7 1
0 1 – – – – –
1 – 6 1 – – –
2 – 1 21 21 1 –
3 – – – 1 6 –
4 – – – – – 1
To analyze the situation for general d, let Y be a generic d× d skew symmetric
matrix with entries yîj and X a generic column vector with entries xi. Write Id for
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the ideal generated by the entries of Y ·X , and let Jd = Id + Pfaff(det(Y )); when
d is odd Jd = Id. When d is even, S/Jd is Gorenstein of deviation two, and was
first studied by Huneke and Ulrich in [10]. In [13], Kustin determined the minimal
free resolution for both Id and Jd; in particular both are arithmetically Cohen-
Macaulay. The ideals which appear in Theorem 1.6 are obtained from Id and Jd by
specializing all entries of Y above the diagonal to zero, except the supradiagonal
entries, and the entry in position (1, d) (the “corner” entry). Write Id and Jd
for the specializations, and let yi denote the entry of the specialization in position
(i, i+ 1) and yd denote the “corner” entry.
Lemma 2.4. The specializations described above are of codimension d− 1.
Proof. In lex order on R = k[y1, . . . , yd, x1, . . . , xd], the lead monomials of the ideal
generated by (Y \ rowd(Y )) ·X are relatively prime, so the corresponding elements
of Id generate a complete intersection of codimension d − 1. As noted earlier,
Kustin’s results show that Id and Jd are Cohen-Macaulay of codimension d − 1,
so the specialization chosen corresponds to a regular sequence (if it were not, the
codimension would be less than d − 1) which implies that the codimensions of Id
and Jd are also d− 1. 
Theorem 1.6 follows from Lemma 2.4. Since the ideals Id and Jd are obtained
from Id and Jd by quotienting with a regular sequence, the graded betti numbers of
Id and Jd are identical to those appearing in the Kustin resolutions. In particular,
b23(Ik) = b23(Jd) = 1. After a linear change of coordinates y1d 7→ −y1d if d is
even, Id and Jd are generated by binomials. Letting ei denote the i
th standard
basis vector in kd+1, the parameterization xi = ei, yîj = e0 − ei − ej shows they
are toric.
3. Proof of Theorem 1.7
For an nth linear syzygy supported on a d-dimensional subspace W ⊆ V = S1, let
B be a basis for W , and for I ⊆ B let
x
Î
=
∧
j∈B\I
xj .
To prove part (1), suppose I has an nth linear syzygy of rank d = n+2, supported
on W , and let S = {x1, . . . , xn+2}. Then
x̂i = x1 ∧ · · · ∧ xi−1 ∧ xi+1 ∧ · · · ∧ xn+2 ∈
n+1∧
W.
The syzygy is represented by
ω =
n+2∑
i=1
(−1)i+1x̂i ⊗ yi ∈
n+1∧
W
⊗
V,
where yi is an indeterminate linear form; since i = [n+2] \ {[n+2] \ i}, this agrees
with the notation of the previous section.
∂((−1)i+1x̂i ⊗ yi) = (−1)
i+1yi
[ i−1∑
j=1
(−1)j−1xjxîj +
n+2∑
j=i+1
(−1)jxjxîj
]
,
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it follows that ∂(ω) is a class in homology iff the coefficients of all the xîj are in I2,
which occurs exactly when
(−1)i+1yi(−1)
jxj + (−1)
j+1yj(−1)
i−1xi = 0.
Hence, the 2 × 2 minors of φ =
[
x1 · · · xn+2
y1 · · · yn+2
]
are in I2, and ω represents a
nontrivial class in homology iff some 2× 2 minor is nonzero. The assumption that
I is prime and nondegenerate implies that φ is one–generic.
For part (2), if I has an nth linear syzygy of rank n + 3, then let W be a vector
space of dimension n+ 3 with B = {x1, . . . , xn+3}. The syzygy is represented by
ω =
∑
1≤i<j≤n+3
(−1)i+jxîj ⊗ yij ∈
n+1∧
W
⊗
V.
A computation as above shows that ∂(ω) is a class in homology when the coefficients
of the x
îjk
are in I2, which happens if
yijxk − yikxj + yjkxi ∈ I2,
so that I2 contains the 4× 4 Pfaffians of

0 x1 x2 · · · xn+3
−x1 0 y23 · · · y2,n+3
−x2 −y23 0 · · · y3,n+3
... 0
... 0
...
−xn+3 −y2,n+3 −y3,n+3 · · · 0


To see why this last statement holds, consider any 5× 5 submatrix of the form

0 xi1 xi2 xi3 xi4
−xi1 0 ∗ ∗ ∗
−xi2 ∗ 0 ∗ ∗
−xi3 ∗ ∗ 0 ∗
−xi4 ∗ ∗ ∗ 0


A computation shows that if P is the 4× 4 Pfaffian of the block ∗, then xi1 ·P ∈ I;
since I is prime and nondegenerate this implies P ∈ I2.
For part (3), it follows from (2) that if I has a linear nth syzygy of rank n+3, then
I2 contains Pfaff4(N) of a skew-symmetric matrix N , so we have polynomials of
the form
yijxk − yikxj + yjkxi ∈ I2.
Since I is a semigroup ideal, every term in such a polynomial has the same weight
with respect to the semigroup. As a semigroup ideal, I is generated by binomials,
so one of the yij must vanish, because otherwise subtracting yijxk − yikxj ∈ I2
from yijxk − yikxj + yjkxi shows that yjkxi ∈ I2, contradicting nondegeneracy of
I. Repeating this shows that in the semigroup case the matrix N is of the form[
0 M
−M t ∗
]
,
where M is a 1–generic v × w matrix and v, w ≥ 2. It is easy to show that
I2(M) ⊆ Pfaff4(N), and the result follows.
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4. Toric specializations of Rees algebras
4.1. Rees algebras of Koszul cycles. The skew-symmetric matrices which arose
in §2 in conjunction with the linear first syzygies are most naturally studied in the
setting of Rees algebras. Let P = k[x1, . . . , xd], and let K• denote the Koszul
complex on {x1, . . . , xd}
K• : 0→
d∧
(kd)⊗P (−d)
δd→
d−1∧
(kd)⊗P (−d+1)
δd−1
→
d−2∧
(kd)⊗P (−d+2)
δd−2
→ · · ·
Let Ci = Im(δi) be the module of i
th cycles in K•, and put
Ii = {I ⊆ {1, . . . , d} | |I| = i}.
Then the symmetric algebra on the free module Ki is:
S(Ki) = P [yI | I ∈ Ii]
The presentation
Ki+1 −→ Ki −→ Ci −→ 0
gives a presentation for the symmetric algebra of Ci. Let Ji = 〈zI | I ∈ Ii+1〉,
where if I = {a1 < a2 < · · · < ai+1} then
zI =
i+1∑
j=1
(−1)j+1xajyI\aj and S(Ci) ≃ S(Ki)/Ji.
For i = d− 2, any I ∈ Id−1 is of the form [d] \ k, so I \ aj has the form
I \ aj = [d] \ {k, j} = ĵk for some j, k.
Thus, for i = d−2, the zI are exactly the elements denoted ∂(ω) in Equation 1, and
the reason for the choice of notation in §2. The Rees algebra R(Ci) is S(Ci) modulo
the P -torsion. As noted earlier, for i = d−2 these algebras were first investigated in
[10], and the free resolution of R(Cd−2) and S(Cd−2) over S(Kd−2) was determined
by Kustin in [13]. In [9], Herzog, Tang and Zarzuela studied properties of Gro¨bner
and sagbi bases for R(Ci) and S(Ci), concentrating on the cases i = 2 and d − 2;
they also conjectured that R(Ci) is Cohen-Macaulay for all i, and that the P -torsion
of S(Ci) could be described simply as 0 :S(Ci) xj for any j ∈ {1, . . . , d}.
In [18], Weyman used the geometric method of computing syzygies [19] to prove
these conjectures. In fact, Weyman shows that R(Ci) is a normal, Cohen-Macaulay
domain, with rational singularities, and gives a representation theoretic descrip-
tion of the free resolution of R(Ci) over S(Ki). In different language, [17] studies
Proj(S(Ci)), obtaining results on rank two bundles on curves.
As noted in §2, the zI are quadrics of high rank, so the question is how to
specialize the zI so that they have rank at most four, but where the specialized
ideal remains prime.
4.2. Toric specializations of Ji. Let ∆ be an n–dimensional simplicial complex
on d vertices. We associate to ∆ an ideal J∆ which is a specialization of Jd−n−1.
If ∆ is a pseudomanifold, then J∆ is toric; as a pseudomanifold ∆ has a natural
top homology class, which corresponds to a minimal syzygy on J∆. The special-
izations in §2 coming from cycles are instances of this construction; motivated by
this, we focus on specializations for which the underlying simplicial complex is a
pseudomanifold.
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Definition 4.1. An oriented pseudomanifold ∆ of dimension n on d vertices con-
sists of a set of oriented (n+ 1)-subsets of {1, . . . , d} such that
(1) each n-subset of {1, . . . , d} is contained in exactly zero or two elements of
∆; in the latter case the orientations must cancel.
(2) ∆ is strongly connected: the dual graph G(∆) is connected, where G(∆) has
a vertex for each n–face of ∆, and two vertices are joined by an edge if the
corresponding n–faces share an (n− 1)–face.
Definition 4.2. Let ∆ be an n–dimensional oriented pseudomanifold on d vertices.
J(∆) is the specialization of Jd−n−1 obtained by setting yI\aj = 0 if Î \ aj 6∈ ∆. So
yI\aj = 0 iff I \ aj is in the Alexander dual ∆
∗ = {γ̂ | γ 6∈ ∆}.
Example 4.3. If ∆ is the boundary of an k–simplex, then ∆ has k + 1 vertices
and k+1 faces of dimension k− 1, and J∆ is the ideal of 2 by 2 minors of a generic
2 by (k+1) matrix. For k = 2, we have d = 3, n = 1. Then J1 is the ideal
z12 = x1y2 − x2y1 = x1y1̂3 − x2y2̂3
z13 = x1y3 − x3y1 = x1y1̂2 − x3y2̂3
z23 = x2y3 − x3y2 = x2y1̂2 − x3y1̂3
yielding the 2× 2 minors of the 2× 3 matrix appearing in Example 2.1. We relabel
yI as y[̂d]\I to make the connection to the cycle more intuitive.
Lemma 4.4. With the relabelling introduced above,
J(∆) ≃ 〈xiyσ̂ − xjyτ̂ | σ, τ ∈ ∆n satisfy σ \ {i} = τ \ {j}〉.
Proof. The simplicial coboundary map ∂∗n : C
n−1(∆) → Cn(∆) has two nonzero
entries in each column, +1 and −1. Index the source and target of ∂∗n by comple-
mentary faces, so that Cn−1(∆) is indexed by Id−n and C
n(∆) by Id−n−1. Because
Koszul and simplical cohomology agree, choosing an oriented basis for the Koszul
cycles to agree with the orientation of ∆ and arbitrary orientations for cycles not
in ∆ yields the result. 
In concrete terms, the ideal Jd−n−1 consists of column sums of a
(
d
d−n−1
)
×
(
d
d−n
)
matrix, with entry (J, I) ∈ Id−n−1×Id−n zero if J 6⊆ I, and entry (−1)
j+1xajyI\aj
if I = [a1, . . . , ad−n] and J = [a1, . . . , âj , . . . , ad−n]. Lemma 4.4 replaces (−1)
j+1
with the sign of Î in the boundary of Ĵ , and yJ with y[̂d]\J .
Example 4.5. We revisit Example 2.3, where ∆ is the six-cycle with orientation
{[i, i+ 1], i ∈ {1, . . . , 5}, [6, 1]}. Since d = 6 and n = 1, we consider Jd−n−1 = J4.
Taking lex ordered bases for the Koszul classes yields, for example:
z23456 = x2y3456 − x3y2456 + x4y2356 − x5y2346 + x6y2345
= x2y1̂2 − x3y1̂3 + x4y1̂4 − x5y1̂5 + x6y1̂6
❀ x2y1̂2 + x6y1̂6.
Modifying the basis for Koszul classes as in Lemma 4.4 changes the last expression
to x2y1̂2 − x6y1̂6. This explains the linear change of variables y1d 7→ −y1d in the
proof of Theorem 1.6.
J(∆) is typically not prime, but if J∆ = J(∆) : 〈
∏d
i=1 xi〉
∞, then Lemma 4.10
shows that J∆ is prime, toric, and is the defining ideal of a Rees algebra.
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Example 4.6. Consider the two-dimensional pseudomanifold which is a triangu-
lation of S2, obtained by coning over the boundary of the complex below with a
seventh vertex.
1
6
5
4
3
2
The resulting ideal J(∆) is generated by fifteen quadrics; J∆ defines a toric seven–
fold in P16, which is Cohen-Macaulay of degree 73, and has graded betti numbers:
total 1 21 163 447 631 575 377 168 47 8
0 1 – – – – – – – – –
1 – 17 19 1 – – – – – –
2 – 4 144 444 500 209 8 – – –
3 – – – 2 131 365 333 93 2 –
4 – – – – – 1 36 75 45 8
The existence of a linear second syzygy (of rank seven) follows from Theorem 1.8,
which we prove next.
Definition 4.7. Let
A = {a1, . . . , aq} ⊆ Z
p
and let A be the matrix with ith column ai. The toric ideal
IA = 〈x
α − xβ | α, β ∈ Nq and α− β ∈ ker(A)〉.
To any m ∈ Zp we associate a simplicial complex
∆m(A) = {I ⊆ {1, . . . , q} |m −
∑
i∈I
ai lies in A}.
A result of Hochster shows that
H˜j(∆m(A), k) = Torj(IA, k)m.
For a proof and more details on IA see Chapter 9 of [14]. Let ∆ be an oriented
n–dimensional pseudomanifold on d–vertices, and for each i ∈ {1, . . . , d}, assign the
vertex vi the weight ei ∈ Z
d+1, and for a facet σ = {vi1 , . . . , vin+1} ∈ ∆n,
wt(σ) = e0 −
n+1∑
j=1
eij .
For the remainder of this section,
A = {e1, . . . , ed, wt(σ) | σ ∈ ∆n} ⊆ Z
d+1.
Lemma 4.8. Let ∆ be an oriented n–dimensional pseudomanifold on d–vertices,
with top homology class Hn(∆). Then ∆ is homotopic to ∆e0(A)
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Proof. Consider the complex ∆e0(A). Let τ = {i1, . . . , ik} define a (k − 1)–face of
∆. Since ∆ is a pseudomanifold, there is an n–simplex {i1, . . . , ik, ik+1, . . . , in+1}
containing τ , so
(2) e0 − ei1 − · · · − eik = e0 −
n+1∑
j=1
eij +
n+1∑
j=k+1
eij ,
hence τ ∈ ∆e0 (A), which implies that ∆ ⊆ ∆e0(A). On the other hand,
(3) e0 − (e0 − ei1 − · · · − eik) =
k∑
j=1
eij ∈ A,
so the cone over every (k − 1)–face of ∆ is also in ∆e0(A). This is most easily
visualized as adding a cone vertex (corresponding to the variable yσ) over every
n–face σ of ∆. Any
∑
i∈I ai such that I ∈ ∆e0(A) can have at most one ai with
e0 coefficient one. If there are no such ai, then I must correspond to an element of
∆n. Otherwise, let k ∈ I with ak = e0 −
∑
j∈σ ej . Then
e0 −
∑
i∈I
ai = e0 − (e0 −
∑
j∈σ
ej)− (
∑
i∈I′=I\k
ai) ∈ A,
which can only occur if I ′ ⊆ σ. Thus, all faces of ∆e0(A) are described by Equations
2 and 3. Since each cone over a face σ (the faces appearing in Equation 3) is
homotopic to the face σ, the result follows. 
Definition 4.9. Let L∆ ⊆ S = k[x1, . . . , xd, {yσ | σ ∈ ∆n}] be the defining ideal of
the Rees algebra P [I∆∗t], where I∆∗ is the Stanley-Reisner ideal of the Alexander
dual of ∆, and the map S → P [I∆∗t] is defined via yσ 7→ t
∏
i6∈σ xi.
Lemma 4.10. Let ∆ be an oriented n–dimensional pseudomanifold on d–vertices.
Then J∆ = L∆ = IA is a prime toric ideal.
Proof. Since the Stanley-Reisner ideal I∆∗ of the Alexander dual of ∆ is
I∆∗ = 〈
∏
i6∈σ
xi | σ ∈ max(∆)〉,
the following inclusions are immediate:
J(∆) ⊆ L∆ ⊆ IA.
Let f =
d∏
i=1
xi. Since ∆ is strongly connected, we have
J(∆)Sf = IASf ,
Therefore
J(∆)Sf = L∆Sf = IASf .
By contracting back to S, noting that L∆ and IA are prime, and J(∆)Sf ∩S = J∆,
we obtain the desired equalities. 
Combining Lemma 4.10 with Lemma 4.8 yields Theorem 1.8. In Example 4.6,
the linear syzygy constructed from Theorem 1.8 generates Tor3(S/J∆, k)4, but in
general its dimension can be larger.
12 HAL SCHENCK AND MIKE STILLMAN
Proposition 4.11. Let ∆ be an oriented n–dimensional pseudomanifold on d–
vertices, with top homology class Hn(∆). Suppose ∆
′ ⊆ ∆ is a bipyramid on
vertices x1, x2 over a n− 1–dimensional complex ∆
′′. Then if |∆′′n−1| = k, J∆
contains the two by two minors of a matrix of the form:[
x1 y1 y2 · · · yk
x2 y
′
1 y
′
2 · · · y
′
k
]
Proof. Let ∆′′n−1 = {σ1, . . . , σk}. Each σi yields a pair of n–faces of ∆: the cone of
σ with x1 and x2. Associate to the cone of σi with x2 the variable yi, and to the
cone of σi with x1 the variable y
′
i. Then
deg(x1y
′
i) = e1 + (e0 −
∑
i∈σ
ei − e1) = e2 + (e0 −
∑
i∈σ
ei − e2) = deg(x2yi).
A similar argument shows that deg(yiy
′
j) = deg(yjy
′
i). 
The point is that if dimk Torn(S/J∆, k)n+1 = 1, then ∆ cannot contain a bipyramid
over an n− 2–dimensional ∆′′ with |∆′′n−2| ≥ n. By Example 4.3, this also implies
that ∆ is not the boundary of an n–simplex.
Question 4.12. What are necessary and sufficient conditions on a pseudoman-
ifold ∆ so that dimk Torn(S/J∆, k)n+1 = 1? What are necessary and sufficient
conditions on a pseudomanifold ∆ so that Conjecture 1.4 holds for S/J∆?
Any one–dimensional ∆ which is a cycle on five or more vertices gives J∆ with
dimk Tor2(S/J∆, k)3 = 1. For the toric varieties produced from two–dimensional
pseudomanifolds on at most six vertices, there are no counterexamples to Conjec-
ture 1.4. However, Example 4.6 may be specialized to yield a toric counterexample:
Example 4.13. Identifying the vertices labeled 1 and 4 in Example 4.6 and satu-
rating yields an ideal which defines a toric six–fold in P15, which is Cohen-Macaulay
of degree 56, and has graded betti numbers:
total 1 25 177 549 816 676 449 255 67 5
0 1 – – – – – – – – –
1 – 19 30 1 – – – – – –
2 – 6 147 546 788 484 45 – – –
3 – – – 2 28 192 404 255 64 3
4 – – – – – – – – 3 2
This specialization does not correspond to a pseudomanifold; there is an edge of
∆ (connecting vertex 1 = 4 and vertex 7), which lies on four two-faces.
Question 4.14. If ∆ is a pseudomanifold, which specializations of J∆ are toric?
If dimk Torn(S/J∆, k)n+1 = 1, which specializations of J∆ are toric, and preserve
uniqueness of the top linear syzygy?
5. Examples with 2LP = 2
In this final section, we consider geometric reasons for the failure of Conjec-
ture 1.4. We restrict our attention to the case where 2LP = 2, and focus on two
concrete classes of examples: curves and toric surfaces. In Example 2.2, the divi-
sor which was used to embed the curve was special. The next result shows that
this is not an isolated phenomenon. Recall that normal generation means S/IC is
projectively normal, and normal presentation means IC is generated by quadrics.
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Proposition 5.1. If D is a very ample divisor on C such that C ⊆ P(H0(D)∗) is
normally generated and normally presented, and b23(S/IC) = 1, then D is special.
Proof. Let r +1 = h0(OC(D)) and d = deg(D). The assumption on normal gener-
ation means that h1(IC(t)) = 0 for all t ≥ 0, yielding the exact sequence
0 −→ H0(IC(t)) −→ H
0(OPr (t)) −→ H
0(OC(t)) −→ 0.
If D is nonspecial, then h1((OC(tD)) = 0 for all t ≥ 1, which for t = 1 implies:
g = d− r.
For t = 2, Riemann-Roch and the short exact sequence above shows that
h0(IC(2)) =
(
r + 2
2
)
− 2d− 1 + g.
Since IC is generated by quadrics, having a single linear syzygy implies that
h0(IC(3)) = (r + 1) · h
0(IC(2))− 1 =
(
r + 3
3
)
− 3d− 1 + g.
Eliminating g from these equations shows that
d =
r3 − r − 3
3(r − 1)
,
which has no integral solutions. 
Taking this as our cue, we study nonspecial D, such that C ⊆ P(H0(D)∗) is nor-
mally generated and presented, with 2LP (S/IC) = 2. When deg(D) ≥ 2g + 1 +
a, a result of Schreyer ([3], Theorem 8.17) shows that 2LP (S/IC) ≥ a + ⌊
g
2⌋,
which is forced due to a factorization of D. This implies Conjecture 1.4 holds if
2LP (S/IC) = 2 and deg(D) ≥ 2g + 1 + a. Slightly modifying Schreyer’s proof
yields:
Lemma 5.2. If L is a very ample line bundle on C such that
degL = g +
⌈g
2
⌉
+ a, a ≥ 1,
then 2LP (S/IC) ≥ a− 1.
Proof. Brill–Noether implies that if m = 1+ ⌈ g2⌉, then C carries a g
1
m. Let D be a
divisor in this system. Then
h0(L(−D)) = g +
⌈g
2
⌉
+ a− (1 +
⌈g
2
⌉
) + 1− g + h1(L(−D)).
If X is a curve embedded by a complete linear series | A | and B is a divisor on X
such that h0(B) ≥ s+ 1, then if h0(A(−B)) ≥ t+ 1, IX contains the 2× 2 minors
of a (s+ 1)× (t+ 1) matrix. Theorem 8.12 of [3] implies that
2LP (S/IX) ≥ s+ t− 1.
Applying this to L and D yields the lemma. If L(−D) is special, then in fact
2LP (S/IC) ≥ a. 
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Lemma 5.3. If D is a very ample, nonspecial divisor on C of degree d, such that
C ⊆ P(H0(D)∗) is normally generated and normally presented and 2LP (S/IC) = 2,
then the graded betti numbers of S/IC are given by:
total 1 b2 · · · · · · · · · br+1
0 1 – – – – –
1 – b2 b3 – – –
2 – – b4 b5 · · · br+1
where
b2 =
(
d−g
2
)
− g
b3 = (d− g − 1)(
(
d−g−1
2
)
− g)−
(
d−g−1
3
)
and when i ≥ 4,
bi =
(
d− g − 1
i
)
− (d− g − 1)
(
d− g − 1
i− 1
)
+ g
(
d− g − 1
i− 2
)
Proof. The hypothesis of projective normality means that all values of the Hilbert
function of S/IC can be computed from H
0(D). As in the proof of Proposition 5.1,
Riemann-Roch and the hypothesis that D is nonspecial yield these values. The
assumption that IC is generated by quadrics and that 2LP (S/IC) = 2 means that
there are no overlaps in the resolution, hence the Hilbert function in fact determines
the resolution. 
Since the bi are positive, the hypotheses of Lemma 5.3 impose very strong con-
straints on D: for curves of genus at most six, the only possible values for genus
and degree are:
genus 0 1 2 3 4 5 6
degree 3 5 6 8 9 11 12
Lemma 5.2 implies that Conjecture 1.4 holds for all such pairs. For a curve of genus
seven, a divisor satisfying the hypotheses of Lemma 5.3 must have degree 13 or 14.
In the latter case, Conjecture 1.4 again holds by Lemma 5.2.
Example 5.4. On a curve of genus seven, a divisor D of degree 13 satisfying the
hypotheses of Lemma 5.3 has graded betti numbers
total 1 8 30 46 30 7
0 1 – – – – –
1 – 8 5 – – –
2 – – 25 46 30 7
For a general curve, D = K+p1+p2+p3+p4−q1−q2−q3 has such betti numbers.
A computation shows that all linear syzygies have rank ≥ 5, and that IC can be
generated by quadrics of rank ≤ 4. So Conjecture 1.4 can fail even if D satisfies
the hypotheses of Lemma 5.3.
Nevertheless, there are classes of objects where the constraints of Lemma 5.3 are
strong enough to prove Conjecture 1.4. Let X be a complete toric surface and D
a very ample divisor on X . Then H0(D) corresponds to the set of integral points
of a lattice polygon P , and S/IX is Cohen-Macaulay and three-regular, so we may
repeat the analysis above. Let v(P ) denote the volume of P , ∂(P ) the number of
lattice points on the boundary of P , and i(P ) the number of interior lattice points
of P ; write XP for the projective embedding of X determined by P .
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Proposition 5.5. If XP is a toric surface generated by quadrics and 2LP (S/IXP ) =
2, then Conjecture 1.4 holds.
Proof. Pick’s theorem shows that for a divisor D on a toric surface,
D2 = 2v(P ) = 2i(P ) + ∂(P )− 2.
The surfaceXP is projectively normal [1], so if C = XP ∩H for a general hyperplane
section, the graded betti numbers of C and X are identical. Riemann-Roch and
adjunction show that the genus of C is equal to i(P ), and so C is embedded by a
divisor of degree 2g+1+∂(P )−3. Slicing with a hyperplane as in [15] and applying
Green’s theorem [8] shows that
Tori(S/IC , k)i+2 = 0
for all i ≤ ∂(P ) − 3; in [11], Koelman shows that if Tor1(S/IC , k)3 = 0 and
Tor2(S/IC , k)4 6= 0, then ∂(P ) = 4. By Lemma 5.2 if L is a line bundle on C
of degree greater than g + ⌈ g2⌉ + 4, then 2LP (S/IC) ≥ 3, so the assumption that
2LP (S/IC) = 2 implies that
2g + 1 + ∂(P )− 3 = deg(D|D) ≤ g +
⌈g
2
⌉
+ 3,
hence
⌊
i(P )
2
⌋
+ ∂(P ) ≤ 5. This means either ∂(P ) = 4 and i(P ) ∈ {0, . . . , 3} or
∂(P ) = 5 and i(P ) is 0 or 1. There are only finitely many such polygons, and a
check verifies the conjecture. 
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