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Abstract
Let Fq be the finite field with q elements, where q is a power of a prime p.
Recently, a particular action of the group GL2(Fq) on irreducible polynomials
in Fq[x] has been introduced and many questions concerning the invariant poly-
nomials have been discussed. In this paper, we give a natural extension of this
action on the polynomial ring Fq[x1, . . . , xn] and study the algebraic properties
of the invariant elements.
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1. Introduction
Let Fq be a finite field with q elements, where q is a power of a prime p.
Given A ∈ GL2(Fq), the matrix A induces a natural map on Fq[x]. Namely, if
we write A =
(
a b
c d
)
, given f(x) of degree n we define
A ⋄ f = (cx+ d)nf
(
ax+ b
cx+ d
)
.
It turns out that, when restricted to the set In of irreducible polynomials
of degree n (for n ≥ 2), this map is a permutation of In and, more than that,
GL2(Fq) acts on In via the compositions A ⋄ f . This was first noticed by Gare-
falakis in [5]. Recently, this action (and others related) has attracted attention
from several authors (see [6], [4] and [2]), and some fundamental questions have
been discussed such as the characterization and number of invariant irreducible
polynomials of a given degree. The map induced by A preserves the degree
of elements in In (for n ≥ 2), but not in the whole ring Fq[x]: for instance,
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A =
(
1 1
1 0
)
is such that A ⋄ (xn− 1) = (x+1)n−xn has degree at most n− 1.
However, if the “denominator” cx + d is trivial, i.e., c = 0 and d = 1, the map
induced by A preserves the degree of any polynomial and, more than that, is
an Fq-automorphism of Fq[x]. This motivates us to introduce the following: let
An := Fq[x1, . . . , xn] be the ring of polynomials in n variables over Fq and G be
the subgroup of GL2(Fq) comprising the elements of the form
A =
(
a b
0 1
)
.
The set Gn := G× · · · ×G︸ ︷︷ ︸
n times
, equipped with the coordinate-wise product induced
by G, is a group. The group Gn induces Fq-endomorphisms of An; given A ∈
Gn, A = (A1, . . . , An), where Ai =
(
ai bi
0 1
)
, and f ∈ An, we define
A ◦ f := f(A1 ◦ x1, . . . , An ◦ xn) = f(a1x1 + b1, . . . , anxn + bn) ∈ An.
In other words,A induces the Fq-endomorphism ofAn given by the substitutions
xi 7→ aixi+bi. We will show that this map induced byA is an Fq-automorphism
of An and, in fact, this is an action of Gn on the ring An, such that A ◦ f and
f have the same multidegree (a natural extension of degree in several variables).
It is then natural to explore the algebraic properties of the fixed elements. We
define RA as the subring of An comprising the polynomials invariant by A, i.e.,
RA := {f ∈ An |A ◦ f = f}.
The ring RA is frequently called the fixed-point subring of An by A. The
study of the fixed-point subring plays an important role in the Invariant The-
ory of Polynomials. Note that RA is an Fq-algebra and then some interesting
theoretical questions arise:
• Is RA a finitely generated Fq-algebra? If yes, can we find a minimal set S of
generators? What about the size of S?
• Is RA a free Fq-algebra? That is, can RA be viewed as a polynomial ring in
some number of variables?
Any polynomial is invariant by A if and only if is invariant by any element
of the group 〈A〉 generated by A in Gn. In particular, we can explore the
fixed-point subring for any subgroup H of Gn.
For n = 1, the equality A◦ f = f becomes f(x) = f(ax+ b) for some a ∈ F∗q
and b ∈ Fq. In other words, we are taking the substitution x 7→ ax+ b. It turns
out that, with an affine change of variable, we are able to reduce to the cases
of translations x 7→ x + b and the homotheties x 7→ ax. In those cases, the
fixed-point subring is well understood and we can easily answer the questions
above (see Theorems 2.5 and 3.1 of [4]).
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In this paper we discuss those questions for any n ≥ 1. We show that RA
is always a finitely generated Fq-algebra, we find explicitly a minimal set of
generators S and show that the size of such S is related to the number of some
special minimal product-one sequences in the multiplicative group F∗q . Also, we
give necessary and sufficient conditions on the element A for RA to be a free
Fq-algebra.
The paper is structured as follows. In Section 2 we recall some basic theory of
multivariate polynomials over commutative rings and present some preliminary
results. Section 3 is devoted to characterize the ring RA and find a minimal
set S of generators. In Section 4 we find estimates for the size of S and, in
Section 5, we study the fixed-point subring by the action of H of Gn, where H
is any Sylow subgroup of Gn. Finally, in Section 6, we consider the subgroup
H of G2, comprising the elements whose coordinates are all diagonal matrices;
in this case, we obtain an alternative characterization of the fixed elements of
Fq[x, y], looking at its homogeneous components. In particular, we obtain a
correspondence between the homogeneous that are fixed by elements of H and
the univariate polynomials through the action studied in [5]. In fact, H can be
viewed as a subgroup of GL2(Fq) and we show that this correspondence extends
in a more general action of GL2(Fq) on Fq[x, y].
2. Preliminaries
Throughout this paper, Fq denotes the finite field with q elements, where q
is a power of a prime p and An := Fq[x1, . . . , xn] denotes the ring of polynomials
in n variables over Fq. Also, for elements a ∈ F∗q , A ∈ GL2(Fq) and A ∈ G
n,
we denote by ord(a), ord(A) and ord(A) the multiplicative orders of a, A and
A, respectively.
As mentioned before, the univariate polynomials that remains invariant by
the substitution x 7→ ax+ b are well described and, for completeness, we state
the results:
Theorem 2.1. Suppose that f(x) is a polynomial in Fq. Then the following
hold:
(i) f(x+ b) = f(x) if and only if f(x) = g(xp− bp−1x) for some g(x) ∈ Fq[x].
(ii) f(ax) = f(x) if and only if f(x) = g(xk) for some g(x) ∈ Fq[x], where
k = ord(a).
For the proof of this result, see Theorems 2.5 and 3.1 of [4]. The case a 6= 1
and b 6= 0 can be reduced to the case b = 0. In fact, we have f(ax+ b) = f(x) if
and only if f0(ax) = f0(x), where f0(x) = f
(
x− b
a−1
)
. This kind of trick will
be used frequently to simplify some calculations.
From Theorem 2.1, we can deduce that the fixed-point subrings are
Fq[x
p − bp−1x] and Fq[y
k],
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where y = x + b
a−1 or y = x. Clearly these rings are finitely generated Fq-
algebras and isomorphic to Fq[z], the ring of univariate polynomials over Fq.
Also, we have explicitly a minimal set of generators S with size one. As we will
see, in general, the sets S are more complex.
We start with some basic theory on multivariate polynomials over commu-
tative rings. For more details, see Chapter 2 of [3]. Throughout this paper
we always consider the graded lexicographical order in An, denoted by <gradlex,
such that
x1 > x2 > · · · > xn.
For a given monomial in An, say x
α1
1 . . . x
αn
n , we write X
α, where α =
(α1, . . . , αn) ∈ Nn. For convention, x0i = 1. Sometimes, we simply write X or
Y for a generic monomial in An.
It turns out that the graded lex order is induced by the following ordering of
the vectors α ∈ Nn: given two elements α = (α1, . . . , αn) and α′ = (α′1, . . . , α
′
n)
we say that α > α′ if
∑
αi >
∑
α′i or
∑
αi =
∑
α′i and the leftmost nonzero
coordinate of the difference vector α − α′ is positive. In this case, we write
Xα > Xα
′
.
Example 2.2. Let Fq[x, y, z] be the ring of polynomials in three variables and
Xα = x2y3, Xα
′
= xy2z3 and Xα
′′
= x2y2z2. Consider the graded lexicograph-
ical order such that x > y > z. We have
x2y3 <gradlex xy
2z3 <gradlex x
2y2z2.
Any nonzero polynomial f ∈ An can be written uniquely as
∑
α∈B aαX
α
for some non zero elements aα ∈ Fq and a finite set B.
Definition 2.3. Let f be any nonzero element of An. The multidegree of f is
the maximum of α (with respect to the graded lexicographical order) such that
α ∈ B. For simplicity, we write α = mdegf .
2.1. A natural action of Gn over An
As follows, the compositions A ◦ f have some basic properties.
Lemma 2.4. Given A ∈ Gn, A = (A1, . . . , An), where Ai =
(
ai bi
0 1
)
, and
f, g ∈ An. The following hold:
a) For any non zero element f ∈ An, the polynomials f and A ◦ f have the
same multidegree.
b) If I denotes the identity element of Gn, I ◦ f = f .
c) A ◦ (f · g) = (A ◦ f) · (A ◦ g). In particular, A ◦ f is irreducible if and only
if f is irreducible.
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d) Given A′ ∈ Gn, A′ = (A′1, . . . , A
′
n) and A
′
i =
(
a′i b
′
i
0 1
)
, we have
(A′A) ◦ f = A′ ◦ (A ◦ f).
In particular, the endomorphism induced by A is an Fq-automorphism of
An, with inverse induced by A−1.
e) The automorphism induced by A is of finite order and its order coincides
with the order of A in Gn.
Proof. a) Since A ◦ f is linear and deg(f + g) = max(deg f, deg g) for any ele-
ments f, g ∈ An of distinct multidegree, we just have to prove the statement
for monomials. Notice that, writing α = (α1, . . . , αn),
A ◦ (Xα) = (a1x1 + b1)
α1 · · · (anxn + bn)
αn = a1 . . . an ·X
α +
∑
β∈B
aβX
β ,
where β < α for any β ∈ B and aβ ∈ Fq. Since a1 . . . an 6= 0, we have that
the multidegree of A ◦ (Xα) is α and this finishes the proof.
b) This follows directly by definition, since I = (I, . . . , I), where I is the identity
element of GL2(Fq).
c) This follows directly by calculations.
d) Notice that
A′ ◦ (A ◦ f) = A′ ◦ f(a1x1+ b1, . . . , anxn+ bn) = f(cx1+ d1, . . . , cnxn+ dn),
where ci = aia
′
i and di = a
′
ibi + b
′
i for any 1 ≤ i ≤ n. By a directly
calculation we see that A′ · A = (B1, . . . , Bn), where Bi =
(
ci di
0 1
)
, i.e.,
(A′A) ◦ f = A′ ◦ (A ◦ f). Note that A−1 = (A−11 , . . . , A
−1
n ) and then
A−1 ◦ (A ◦ f) = (A−1 ·A) ◦ f = I ◦ f = f.
In particular, the endomorphism induced by A is an automorphism of An,
with inverse induced by A−1.
e) From the previous item,
A ◦ . . . ◦A︸ ︷︷ ︸
d times
◦f = Ad ◦ f.
To conclude the proof, notice that Ad induces the identity map if and only
if Ad = I in Gn and the minimal positive integer d with this property is
d = ord(A).
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Lemma 2.4 says that Gn acts on An via the compositions A ◦ f . From now,
A denotes an element of Gn and the automorphism of An induced by it. We
also know that the automorphism A has order ord(A). How large can be this
order?
Lemma 2.5. The group Gn has [q(q − 1)]n elements, any of them of order
dividing p(q− 1). Moreover, for n > 1, there exist an element of order p(q− 1).
Proof. Clearly G has q(q− 1) elements (since b ∈ Fq and a ∈ F∗q), hence G
n has
[q(q − 1)]n elements. For a generic element A ∈ G with A =
(
a b
0 1
)
, we have
ord(A) = ord(a) if a 6= 1 or b = 0 and ord(A) = p, otherwise. In particular, the
order of any element A ∈ G divides p or (q − 1). Since the order of A is just
the least common multiple of the order of its coordinates (viewed as elements of
G), the order of A in Gn always divides p(q− 1). Also, since F∗q is cyclic, there
is an element θ ∈ Fq of order q − 1. A direct calculation shows that, if n > 1,
the element
A0 =
[(
θ 0
0 1
)
,
(
1 1
0 1
)
, I, . . . , I
]
,
has order p(q − 1) in Gn.
We have noticed that, in the univariate case, the study of invariant polyno-
mials can be reduced to the study of translations x 7→ x + b and homotheties
x 7→ ax. The idea relies on the changes of variable y = x + b
a−1 and y =
x
b
. In
terms of matrices, we are just taking conjugations; we will see that this can be
extended more generally. For an element A ∈ G we say that A is of h-type or
t-type if A =
(
a 0
0 1
)
for some a 6= 0, 1 or A =
(
1 1
0 1
)
, respectively. We can
easily see that any element of G different from the identity is conjugated in G to
an element of h-type or t-type. The first case occurs when A is diagonalizable
(a 6= 1) and the second one occurs when A has only ones in the diagonal:
A =
(
a b
0 1
)
=
(
1 −b
a−1
0 1
)(
a 0
0 1
)(
1 b
a−1
0 1
)
,
and
A =
(
1 b
0 1
)
=
(
b 0
0 1
)(
1 1
0 1
)(
1
b
0
0 1
)
.
We obtain the following.
Theorem 2.6. Let A and B two elements in Gn that are conjugated, A =
A0BA
−1
0 , where A0 ∈ G
n. The following hold:
a) The Fq-automorphism induced by A
−1
0 , when restricted to RA, is an Fq-
isomorphism between RA and RB. Moreover, if RA is a finitely generated
Fq-algebra such that RA = Fq[f1, . . . , fm], where fi ∈ An, then RB is also
finitely generated as an Fq-algebra and RB = Fq[A
−1
0 ◦ f1, . . . ,A
−1
0 ◦ fm].
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b) There exist unique nonnegative integers t = t(A) and h = h(A) and an
element A′ ∈ Gn such that t entries of A′ are of t-type, h are of h-type
and the n− h− t remaining equal to the identity matrix with the additional
property that RA and RA′ are isomorphic, via the isomorphism induced by
an element A0 ∈ G
n.
Proof. a) Notice that A−10 AA0 = B. Hence, for any f ∈ An, B ◦ f = f if and
only if A ◦ (A0 ◦ f) = A0 ◦ f , i.e., A0 ◦ f ∈ RA. In other words, RB is the
homomorphic image of RA by the Fq-automorphism A
−1
0 of An. Hence, if
ϕA,B : RA → RB is the restriction of this automorphism to RA, ϕA,B is an
Fq-isomorphism. Suppose that RA = Fq[f1, . . . , fm], where fi ∈ An, and let
g ∈ RB. In particular, ϕ
−1
A,B(g) is in RA, hence it is a polynomial expression
in terms of the elements f1, . . . , fm. Therefore, g = ϕA,B(ϕ
−1
A,B(g)) is a
polynomial expression in terms of ϕA,B(f1), . . . , ϕA,B(fm). In other words,
RB ⊆ Fq[ϕA,B(f1), . . . , ϕA,B(fm)]. The inverse inclusion follows in a similar
way. Notice that, from definition, each fi is in RA, hence ϕA,B(fi) = A
−1
0 ◦fi
for 1 ≤ i ≤ m.
b) As we have seen, any coordinate of A ∈ G is conjugated in G to an element
of h-type or t-type. Write A = (A1, . . . , An) and let CH (resp. CT ) be the
sets of integers i (resp. j) with 1 ≤ i, j ≤ n such that the i-th (resp. j-th)
coordinate ofA ∈ G is conjugated inG to an element of h-type (resp. t-type),
and set h = |CH |, t = |CT |. Also, for each i ∈ Ch ∪Ct, let Bi be the element
of G such that BiAiB
−1
i is of t-type or h-type and Bi = I for i 6∈ Ch ∪ Ct.
If we set A0 = (B1, . . . , Bn), notice that the element A
′ = A0AA
−1
0 ∈ G
n
is such that t entries of A′ are of t-type, h are of h-type and the n − h − t
remaining equal to the identity matrix. Now, the result follows from the
previous item. The uniqueness of the nonnegative integers h and t follows
from the fact that the sets CH and CT are unique.
Theorem 2.6 shows that any element A ∈ Gn is conjugated to another
element A′ ∈ Gn in a reduced form (any coordinate is either of h-type, t-type
or the identity matrix), such that the rings RA and RA′ are isomorphic. We
also note that, if we reorder the variables, no algebraic structure of the ring
RA is affected. From now, we assume that A ∈ Gn has the first coordinates as
matrices of the h-type, the following ones of the t-type and the last ones equal
to the identity matrix.
Definition 2.7. Let A ∈ Gn. For nonnegative integers t and h such that
t+ h ≤ n we say that A is of the type (h, t) if the first h coordinates of A are
of h-type, the following t are of t-type and the n− h− t remaining equal to the
identity matrix.
The type of A, through the elements we are considering now, is well defined.
We fix some notation on the coordinates of h−type of A.
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Definition 2.8. Let A be an element of Gn of type (h, t) and write A =
(A1, . . . , An). For h = 0, set H(A) = ∅ and, for h ≥ 1, set H(A) = {a1, . . . , ah} ∈
F
h
q , where each ai is the first entry in the main diagonal of Ai and ai 6= 1 for
1 ≤ i ≤ h.
It is clear that an element A of type (h, t) is uniquely determined by t and
the set H(A).
2.2. Translations and homotheties
We start looking at the elements A of type (0, t), i.e., maps consisting of
translations xi 7→ xi+1 for 1 ≤ i ≤ t, that fixes the remaining variables. In the
univariate case we see that the set of invariant polynomials equals Fq[x
p − x].
Let us see what happens in two variables: notice that xp − x and yp − y are
polynomials invariant by the translations x 7→ x + 1 and y 7→ y + 1 and, if we
consider these maps independently, i.e., if we look at the identity
f(x+ 1, y) = f(x, y + 1) = f(x, y),
one can show that the fixed-point subring is Fq[x
p−x, yp− y]. However, we are
considering a less restrictive identity:
f(x+ 1, y + 1) = f(x, y),
and in this case the polynomial f(x, y) = x− y appears as an invariant element.
Is not hard to see that x − y does not belong to Fq[xp − x, yp − y]. Is there
any other exception? Well, notice that any polynomial f(x, y) ∈ Fq[x, y] can
be written uniquely as an univariate polynomial in (x− y) with coefficients in
Fq[y]. In fact, f(x, y) = g(x− y, y), where g(x, y) = f(x+ y, y). Hence
f(x, y) =
m∑
i=0
(x− y)iPi(y),
and then f(x+1, y+1) = f(x, y) if and only if Pi(y+1) = Pi(y). In particular,
from Theorem 2.1, we know that each Pi(y) is a polynomial expression in t =
yp− y. From this, one can show that the fixed-point subring is Fq[x− y, yp− y].
What about xp − x? Well, notice that xp − x = (x − y)p − (x − y) + (yp − y),
hence xp − x ∈ Fq[x− y, yp − y], as expected.
As above, we will be frequently interested in writing an arbitrary polynomial
f ∈ An as a finite sum of the form
∑
i∈B gihi, where the variables appearing in
gi ∈ An are disjoint (or at least not contained) from the ones appearing in each
hi ∈ An. This allows us to reduce our identities to well-known cases. We have
the following:
Lemma 2.9. Let m and n be positive integers such that m ≤ n. Then any non
zero f ∈ An can be written uniquely as
f =
∑
β∈B
XβPβ ,
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where B is a finite set (of distinct elements) and, for any β ∈ B, Xβ is a
monomial (or a constant) in Fq[x1, . . . , xm] and each Pβ is a nonzero element
of Fq[xm+1 . . . , xn] (which is Fq for m = n).
Proof. Since the variables are independent, An can be viewed as the ring of
polynomials in the variables x1, . . . , xm with coefficients in R = Fq[xm+1 . . . , xn]
and the result follows.
It is straightforward to check that, in Lemma 2.9, we can replace x1, . . . , xm
and xm+1, . . . , xn by any partition of {x1, . . . , xn} into 2 sets. We now present a
natural extension of the ideas that we have discussed for translations in Fq[x, y]:
Theorem 2.10. Suppose that A is of type (0, t), where t ≤ n is a nonnegative
integer. Then RA = An if t = 0, RA = Fq[x
p
1 − x1, x2, . . . , xn] if t = 1 and, for
t ≥ 2,
RA = Fq[x1 − x2, . . . , xt−1 − xt, x
p
t − xt, xt+1, . . . , xn].
In particular, RA is a finitely generated Fq-algebra.
Proof. The case t = 0 is straightforward since the only element of type (0, 0) is
the the identity of Gn. For t = 1 we obtain the equation f(x1+1, x2, . . . , xn) =
f(x1, . . . , xn). From Lemma 2.9, any f ∈ An can be written uniquely as
f =
∑
α∈B
XαPα(x1),
where B is a finite set and Xα is a monomial in the variables x2, . . . , xn. In
particular, we have f ∈ RA if and only if
f =
∑
α∈B
XαPα(x1 + 1),
that is, Pα(x1+1) = Pα(x). From Theorem 2.1, we know that the last equality
holds if and only if Pα(x1) is a polynomial in x
p
1 − x1, and then RA = Fq[x
p
1 −
x1, x2, . . . , xn]. Suppose now that t ≥ 2; given f ∈ An, notice that, from
Lemma 2.9, g = f(x1 + x2, x2, . . . , xn) ∈ An can be written uniquely as g =∑n
i=1 x
i
1Pi, where Pi ∈ Fq[x2, . . . , xn] and Pn is non zero. Therefore, f =
g(x1 − x2, x2, . . . , xn) can be written uniquely as
f =
n∑
i=1
(x1 − x2)
iQi,
where Qi = Pi ∈ Fq[x2, . . . , xn]. In particular, f ∈ RA if and only if
f =
n∑
i=1
(x1 − x2)
i ·A ◦Qi.
From the uniqueness of the polynomials Qi we have that A ◦ f = f if and
only if A ◦Qi = Qi, where each Qi is in Fq[x2, . . . , xn]. In other words, RA =
9
L[x1 − x2], where L is the fixed-point subring of Fq[x2, . . . , xn] by A. We
follow in the same way for the ring L. After t − 1 iteration of this process, we
obtain RA = L0[x1 − x2, x2 − x3, . . . , xt−1 − xt], where L0 is the fixed-point
subring of Fq[xt, . . . , xn] by A. Since A maps xt to xt + 1 and fixes xi for
t < i ≤ n, we are back to the case t = 1 (now with n− t + 1 variables) and so
L0 = Fq[x
p
t − xt, xt+1, . . . , xn]. This finishes the proof.
We introduce an useful notation:
Definition 2.11. (i) For any nonnegative integers h, t such that h + t ≤ n,
let L(h, 0) = ∅, L(h, 1) = {xph+1 − xh+1} and, for t ≥ 2,
L(h, t) = {xh+1 − xh+2, . . . , xh+t−1 − xh+t, x
p
h+t − xh+t}.
(ii) For any nonnegative integer d ≤ n, set Vn = ∅ and, for d ≤ n − 1,
Vd = {xd+1, . . . , xn}.
From definition, Theorem 2.10 says that if A is of type (0, t), the set L(0, t)∪
Vt is a set of generators for RA as an Fq-algebra. We have the following “trans-
lated” version of Theorem 2.10.
Corollary 2.12. Let Ψ(h, t) be the Fq-automorphism of An, that maps xi to
xi + 1 for h + 1 ≤ i ≤ h+ t, where h and t are nonnegative integers such that
h + t ≤ n. Let f be a polynomial in Fq[xh+1, . . . , xn]. Then f is invariant by
Ψ(h, t) if and only if f is a polynomial expression in terms of the elements of
L(h, t)∪Vh+t, i.e., the fixed point subring of Fq[xh+1, . . . , xn] by Ψ(h, t) coincides
with the Fq-algebra generated by L(h, t) ∪ Vh+t.
Proof. Just notice that Ψ(h, t), when restricted to Fq[xh+1, . . . , xn], coincides
with the automorphism induced by the element of type (0, t) in Gn−h. We write
yi = xh+i for 1 ≤ i ≤ n− h and the result follows from Theorem 2.10.
We now look at the elements A of type (h, 0), i.e., maps consisting of ho-
motheties xi 7→ aixi for 1 ≤ i ≤ h, that fixes the remaining variables. We have
the following:
Proposition 2.13. Suppose that A is of type (h, 0), where h is a nonnegative
integer and, for h ≥ 1, set H(A) = {a1, . . . , ah} and di = ord(ai). For h ≥ 1,
let CA ∈ Nh be the set of all vectors (b1, . . . , bh) ∈ Nh such that bi ≤ di, at least
one bi is nonzero and
ab11 · · ·a
bh
h = 1. (1)
For each b ∈ CA, b = (b1, . . . , bh) we associate the monomial Yb := x
b1
1 . . . x
bh
h .
Let MA := {Yb | b ∈ CA} and hA := |MA|. Then RA = An if h = 0 and, for
h ≥ 1,
RA = Fq[y1, . . . , yhA , xh+1, . . . , xn],
where yi runs through the distinct elements of MA. In particular, RA is finitely
generated as an Fq-algebra.
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Proof. The case t = 0 is straightforward since the only element of type (0, 0) is
the the identity of Gn. Suppose that h > 0. From Lemma 2.9, we know that
any f ∈ An can be written uniquely as
f =
∑
α∈B
XαPα,
where B is a finite set, each Xα is a monomial in the variables x1, . . . , xh and
each Pα is a nonzero element of Fq[xh+1, . . . , xn]. Notice that
A ◦ f =
∑
α∈B
Xα(aαPα),
where, for each α = (c1, . . . , cn) ∈ Nn, aα is defined as the product a
c1
1 . . . a
ch
h .
If f ∈ RA, then A ◦ f = f and, from the uniqueness of the polynomials Pα,
it follows that aαPα = Pα for any α ∈ B. In particular, since Pα 6= 0, we get
aα = 1, that is,
ac11 · · ·a
ch
h = 1.
Writing ci = diQi + ri, where di = ord(ai) and 0 ≤ ri < di for 1 ≤ i ≤ h, we
see that the last equality implies that ar11 . . . a
rh
h = 1, i.e., (r1, . . . , rh) is either
the zero vector or belongs to CA. In other words, X
α = (xd11 )
Q1 . . . (xdhh )
Qh ·
Yb, where Yb is either 1 ∈ Fq or an element of MA. But notice that, since
adii = 1, each x
di
i is in MA. Hence f =
∑
α∈BX
αPα is such that each X
α
is a finite product of elements in MA (or equal to 1 ∈ Fq) and, in particular,
RA ⊆ Fq[y1, . . . , yhA , xh+1, . . . , xn], where yi runs through the distinct elements
of MA. For the reverse inclusion RA ⊇ Fq[y1, . . . , yhA , xh+1, . . . , xn], notice
that each monomial yi satisfies A ◦ yi = yi and A trivially fixes the variables
xh+1, . . . , xn. Thus RA = Fq[y1, . . . , yhA , xh+1, . . . , xn] and we conclude the
proof.
For instance, suppose that q is odd and, for f ∈ Fq[x, y, z], consider the
identity
f(x, y, z) = f(−x,−y, z).
In other words,A◦f = f , whereA ∈ Gn is of type (2, 0) and H(A) = {−1,−1}.
From Proposition 2.13 we get MA = {x2, y2, xy, x2y2} and
RA = Fq[x
2, y2, xy, x2y2, z].
However, the element x2y2 is already in Fq[x
2, y2, xy, z], since x2y2 = x2 · y2 or
even x2y2 = (xy)2. We then may write RA = Fq[x
2, y2, xy, z]. We introduce a
subset of MA that removes these redundant elements.
Definition 2.14. Suppose that A is of type (h, 0), where h is a non negative
integer. LetM∗
A
= ∅ if h = 0 and, for h ≥ 1,M∗
A
is the subset ofMA comprising
the monomials Xα of MA that are not divisible by any element of MA \ {Xα},
where MA is as in Theorem 2.13. We set N(A) = |M
∗
A
| − h.
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From definition, if A is of type (h, 0), where h ≥ 1 and H(A) = {a1, . . . , ah},
then {xd11 , . . . , x
dh
h } ⊆ M
∗
A
, where di = ord(ai); one can verify that any other
element of M∗
A
is a “mixed” monomial. We always have the bound N(A) ≥ 0
and, in fact, N(A) counts the number of mixed monomials appearing in M∗
A
.
In the previous example, we have M∗
A
= {x2, y2, xy} and N(A) = 1.
Notice that any element of MA ⊇ M∗A is a finite product of elements in
M∗
A
; in fact, pick an element Xα ∈ MA. If m0 := Xα ∈ M∗A, we are done.
Otherwise, Xα is divisible by some Xβ ∈ M∗
A
\ {Xα}. From the definition of
MA, it follows that m1 := X
α/Xβ is also an element of MA. We then proceed
in the same way for the element m1 = X
α/Xβ . This give us a sequence of
monomials {m0,m1, . . .} such that the corresponding sequence of multidegrees
{mdeg(m0),mdeg(m1), . . .} is decreasing (with respect to the graded lex order).
Therefore, after a finite number of steps we will arrive in an element mj ∈M
∗
A
and this process gives usXα as a finite product of elements inM∗
A
. In particular,
if A is of type (h, 0), then M∗
A
∪Vh and MA ∪Vh generate the same Fq-algebra,
i.e., M∗
A
∪ Vh generates RA as an Fq-algebra. We finish this section showing
that M∗
A
is minimal in some sense.
Lemma 2.15. For any Xα ∈ M∗
A
, Xα cannot be written as a polynomial
expression in terms of the elements in M∗
A
\ {Xα}.
Proof. Suppose that there is an element Xα ∈ M∗
A
with this property; such a
polynomial expression in terms of the elements inM∗
A
\{Xα} has constant term
equals zero (we can see this, for instance, evaluating at the point (0, . . . , 0) ∈
F
n
q ). In particular, X
α belongs to the monomial ideal generated by the set
M∗
A
\ {Xα} in An. But it is well known that, a monomial belongs to the
monomial ideal I ⊂ An generated by a set C if and only if the monomial itself
is divisible by some element in C. But, from definition, Xα is not divisible by
any element of MA \ {Xα} ⊇M∗A \ {X
α} and we get a contradiction.
3. The structure of the fixed-point subring RA
In the previous section we characterize the fixed-point subring RA in the
case that A is of type (0, t) or (h, 0). We show how this extends to the general
case.
Proposition 3.1. Suppose that A ∈ Gn is of type (h, t). There exist unique
elements A1 and A2 with the following properties:
(i) A1 if of type (h, 0).
(ii) The first h and the last n−h− t coordinates of A2 are the identity matrix
and the remaining t (in the middle) are elements of t−type.
(iii) A = A1 ·A2.
Moreover, RA = RA1 ∩RA2 and, in particular, RA is the Fq-algebra generated
by the elements of M∗
A1
∪ L(h, t) ∪ Vh+t.
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Proof. WriteA = (A1, . . . , An) and setA1 = (A1, . . . , Ah, I, . . . , I) ∈ Gn, where
each Ai is of h-type. Given A of type (h, t), such an A1 is unique. We notice
that A2 = A
−1
1 A has the required properties.
It turns out that the elementsA1 andA2 commute in G
n andD1 = ord(A1),
D2 = ord(A2) divide q − 1 and p, respectively. In particular, since p and q − 1
are relatively prime, then so are D1 and D2. Let r and s be positive integers
such that rD1 ≡ 1 (mod D2) and sD2 ≡ 1 (mod D1). If f ∈ An is such that
A ◦ f = f , then
ArD1 ◦ f = AsD2 ◦ f = f.
Since A1 and A2 commute in G
n, it follows that ArD1 = ArD11 ·A
rD1
2 = A2
and AsD2 = AsD21 ·A
sD2
2 = A1. In particular, A1 ◦ f = A2 ◦ f = f . Therefore
RA ⊆ RA1 ∩RA2 . The reverse inclusion is trivial and then RA = RA1 ∩RA2 .
Let R be the Fq-algebra generated by the elements of M
∗
A1
∪L(h, t) ∪ Vh+t.
From Theorems 2.10, 2.13 and Corollary 2.12, we see that any element f ∈ R
satisfies A1 ◦ f = A2 ◦ f = f and then R ⊆ RA1 ∩ RA2 = RA. Conversely,
suppose that f ∈ RA = RA1∩RA2 . From Lemma 2.9, f can be written uniquely
as
f =
∑
α
XαPα
where B ⊂ Nh is a finite set, each Xα is a monomial in Fq[x1, . . . , xh] and
Pα is a nonzero polynomial in Fq[xh+1, . . . , xn]. Since A2 fixes each monomial
Xα, α ∈ B and A2 ◦ f = f , we obtain A2 ◦ Pα = Pα and then, from Corollary
2.12, we see that each Pα is a polynomial expression in terms of the elements in
L(h, t)∪ Vh+t. Also, since A1 fixes each polynomial Pα, α ∈ B and A1 ◦ f = f ,
we obtain (A1 ◦Xα) · Pα = Xα · Pα and then, since Pα is nonzero, we conclude
that A1 ◦Xα = Xα. Therefore, from Theorem 2.13, we have that each Xα is a
polynomial expression in terms of the elements in M∗
A1
. In particular, f must
be a polynomial expression in terms of the elements of M∗
A1
∪ L(h, t) ∪ Vh+t,
i.e., f ∈ R. Thus R = RA, as desired.
From now, if A is an element of type (h, t), we say that the identity A =
A1A2 as in Proposition 3.1 is the canonical decomposition of A.
For instance, consider the element A ∈ G5 of type (2, 2) with canonical
decomposition A = A1A2, where H(A) = H(A1) = {−1,−1}. The ring RA
comprises the polynomials f ∈ A5 such that
f(x1, . . . , x5) = f(−x1,−x2, x3 + 1, x4 + 1, x5).
In this case, Proposition 3.1 says that RA = Fq[x
2
1, x
2
2, x1x2, x3−x4, x
p
4−x4, x5].
We ask if M∗
A1
∪ L(h, t) ∪ Vh+t contains redundant elements, i.e., can we
remove some elements and still generate the ring RA? This lead us to introduce
the following:
Definition 3.2. Suppose that R ∈ An is a finitely generated Fq-algebra and let
S be a set of generators for R. We say that S is a minimal generating set for
R if there is no proper subset S′ ⊂ S such that S′ generates R.
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In other words, minimal generating sets S are those ones with the property
that no element E of S can be written as a polynomial expression in terms of
the elements in S \ {E}. We will prove that the set of generators for RA given
in Proposition 3.1 is minimal, but first we explore the algebraic independence
on the set M∗
A1
∪ L(h, t) ∪ Vh+t (which is, somehow, stronger than the concept
of redundant elements).
3.1. Algebraic independence in positive characteristic
If K is an arbitrary field, given polynomials f1, . . . , fm in K[x1, . . . , xn],
we say that f1, . . . , fm are algebraically independent if there is no nonzero
polynomial P ∈ K[y1, . . . , ym] such that P (f1, . . . , fm) is identically zero in
K[x1, . . . , xn]. For instance, the polynomials x
2 and y are algebraically inde-
pendent over K[x, y], but x2 + y2 and x + y are not algebraically independent
over K[x, y], where K is any field of characteristic two; x2 + y2 + (x+ y)2 = 0.
From definition, if f1, . . . , fm are algebraically independent, any subset of such
polynomials has the same property.
Given polynomials f1, . . . , fn in K[x1, . . . , xn], we define their Jacobian as
the polynomial
det(J(f1, . . . , fn)),
where J(f1, . . . , fn) is the n×n matrix with entries aij =
∂fi
∂xj
; here, ∂fi
∂xj
denotes
the partial derivative of fi with respect to xj . The well known Jacobian Criterion
says that, over characteristic zero, a set of n polynomials in K[x1, . . . , xn] is
algebraically independent if and only if their Jacobian is nonzero. This may fail
in positive characteristic; notice that xp and yp are algebraically independent
over Fp[x, y], but det(J(x
p, yp)) = 0. However, we have at least one direction of
this result:
Theorem 3.3 (Jacobian Criterion - weak version). Suppose that f1, . . . , fn is
a set of polynomials in Fq[x1, . . . , xn] such that their Jacobian is nonzero. Then
f1, . . . , fn are algebraically independent.
In particular, we obtain the following:
Corollary 3.4. For any nonnegative integers h and t such that h+ t ≤ n and
any sequence d1, . . . , dh (which is empty for h = 0) of divisors of q − 1, the n
elements of {xd11 , . . . , x
dh
h } ∪ L(h, t) ∪ Vh+t are algebraically independent.
Proof. By a direct verification we see that the Jacobian of the n polynomials in
the set {xd11 , . . . , x
dh
h } ∪ L(h, t) ∪ Vh+t equals 1 if h = t = 0 and
ε(t) · (d1 · · · dh) · (x
d1−1
1 · · ·x
dh−1
h ),
if h 6= 0, where ε(t) = 1 for t = 0 and ε(t) = −1 for t 6= 0. Since each di is a
divisor of q − 1 (which is prime to the characteristic p), this Jacobian is never
zero and the result follows from the (weak) Jacobian Criterion for Fq.
We are now able to prove the minimality of M∗
A1
∪L(h, t)∪ Vh+t as a set of
generators for RA.
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Proposition 3.5. Let A ∈ Gn be an element of type (h, t) and A = A1A2 its
canonical decomposition. Then M∗
A1
∪ L(h, t) ∪ Vh+t is a minimal generating
set for RA.
Proof. We already know that this set is a generator. To prove the minimality
of such set, let IT be the ideal generated by L(h, t) ∪ Vh+t over the ring RA
(with the convention that IT is the zero ideal if the corresponding set is empty).
We first show that no element of M∗
A1
is redundant. For this, suppose that
an element Xα ∈ M∗
A1
is a polynomial expression in terms of the elements in
M∗
A1
∪ L(h, t) ∪ Vh+t \ {Xα}. Looking at the quotient RA/IT , this yields an
equality
xα ≡ Pα (mod IT ),
where Pα is a polynomial expression in terms of the elements in M
∗
A1
\ {Xα}.
In other words, Xα − Pα is an element of IT . One can see that this implies
Xα−Pα = 0, a contradiction with Lemma 2.15. In the same way (taking IH as
the ideal generated by M∗
A1
∪Vh+t over RA) we see that if there is a redundant
element T in L(h, t), then such a T can be written as a polynomial expression
in terms of the elements of L(h, t) \ {T }. But this yields a nonzero polynomial
P ∈ Fq[y1, . . . , yt] such that
P (T1, . . . , Tt) = 0,
where Ti runs through the elements of L(h, t), which is impossible since Lemma
3.4 ensures that these elements are algebraically independent. Finally, since the
variable xi does not appear in the setM
∗
A1
∪L(h, t)∪Vh+t\{xi} for h+t < i ≤ n,
it follows that no element xi ∈ Vh+t can be written as a polynomial expression in
terms of the elements of M∗
A1
∪L(h, t)∪Vh+t \{xi}. This finishes the proof.
For an element A of type (h, t) with canonical decomposition A = A1A2
we say that SA :=M
∗
A1
∪ L(h, t) ∪ Vh+t is the canonical generating set for RA.
We also set NA = |SA| which is, from definition, equal to N(A1) + n.
3.2. Free algebras
Given a field K and a finitely generated K-algebra R ⊆ K[x1, . . . , xn], we
say that R is free if R can be generated by a finite set f1, . . . , fm ∈ K[x1, . . . , xn]
comprising algebraically independent elements. In other words, R (as a ring) is
isomorphic to the ring of m variables over K, for some m.
As follows, we have a simple criterion for RA to be a free Fq-algebra.
Theorem 3.6. Let A ∈ Gn be an element of type (h, t) and A = A1A2 its
canonical decomposition. Write H(A) = H(A1) = {a1, . . . , ah} for h ≥ 1 and
di = ord(ai) > 1 for 1 ≤ i ≤ h. The following are equivalent:
(i) RA is free.
(ii) h = 0, 1 or h > 1 and the numbers di are pairwise coprime.
(iii) N(A1) = 0.
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(iv) RA is isomorphic to An.
Proof. (i)→ (ii): it sufficient to prove that, if h > 1 and there are two elements
di and dj not relatively prime, then RA is not a free Fq-algebra. Without loss
of generality, suppose that gcd(d1, d2) = d > 1. If RA were a free Fq-algebra,
then it would be isomorphic to the ring K[y1, . . . , ym] of m variables over K for
some m, which is always an Unique Factorization Domain. As we will see, the
ring RA does not have this property.
For a given primitive element θ ∈ F∗q , notice that a1 = θ
q−1
d1
r1 and a2 =
θ
q−1
d2
r2 for some positive integers r1 ≤ d1 and r2 ≤ d2 such that gcd(r1, d1) =
gcd(r2, d2) = 1. In particular, since d divides d1, d is coprime with r1 and so
there exists a nonnegative integer j ≤ d− 1 such that jr1 ≡ −r2 (mod d); since
d coprime with r2, j 6= 0. Notice that
a
j
d
d1
1 a
d2
d
2 = θ
(q−1)(jr1+r2)
d = 1,
since jr1 + r2 is divisible by d. In particular, (
jd1
d
, d2
d
, 0 . . . , 0) ∈ Nh satisfies
Eq. (1). Clearly u1 :=
jd1
d
< d1 and u2 :=
d2
d
< d2, and then Y = x
u1
1 x
u2
2
belongs to MA1 . It follows from definition that this monomial is divisible by a
monomial X := xv11 x
v2
2 ∈M
∗
A1
with vi ≤ ui < di; in particular, a
v1
1 a
v2
2 = 1 and,
since vi < di, it follows that v1, v2 > 0.
Is not hard to see that RA, viewed as a ring, is an Integral Domain and any
element of M∗
A1
is irreducible over RA. Notice that
Yd = (xd11 )
j · xd22 ,
hence X = xv11 x
v2
2 is an irreducible dividing Y
d and, since v1, v2 > 0, X does
not divide
(xd11 )
j or xd22 .
However, xd11 and x
d2
2 are in RA and then RA cannot be an Unique Factorization
Domain.
(ii) → (iii): For h = 0 or 1, M∗
A1
= ∅ or {xd11 }, respectively, and in
both cases N(A1) = 0. Let h > 1 and suppose that the numbers di are pairwise
coprime. We are going to find explicitly the setM∗
A1
: suppose that (b1, . . . , bh) ∈
N
h, where bi ≤ di, at least one bi is nonzero and
ab11 · · ·a
bh
h = 1.
Set D = d1 · · · dh and Dj =
D
dj
, for 1 ≤ j ≤ h. Raising powers Dj in the
previous equality we obtain
a
bjDj
j = 1,
hence dj divides bjDj. In particular, since the numbers di are pairwise coprime,
it follows that dj and Dj are coprime and then we conclude that dj divides bj .
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Since 0 ≤ bj ≤ dj , it follows that, for each 1 ≤ j ≤ h, either bj = 0 or bj = dj .
This shows that M∗
A1
= {xd11 , . . . , x
dh
h } and then
N(A1) = |M
∗
A1
| − h = h− h = 0
(iii) → (iv): If N(A1) = 0, we know that M∗A1 = {x
d1
1 , . . . , x
dh
h }. From
Proposition 3.1 and Corollary 3.4 it follows that RA is an Fq-algebra generated
by n algebraically independent elements in An. In particular, RA is isomorphic
to An.
(iv)→ (i): This follows directly by definition.
In other words, Theorem 3.6 above says that RA is free if and only if M
∗
A1
has no mixed monomials. For instance, if q = 2, for any n ≥ 1 and A ∈ Gn,
A has no elements of h-type as coordinates. In particular, the algebra RA is
always isomorphic to An.
We have a sharp upper bound on the number of coordinates of h−type in
an element A such that RA is free:
Corollary 3.7. Suppose that q > 2 and let ω(q − 1) be the number of distinct
prime divisors of q − 1. The following hold:
(i) If A ∈ Gn is an element of type (h, t) with h > ω(q − 1), then RA is not
free.
(ii) For any nonnegative integers h ≤ ω(q− 1) and t such that h+ t ≤ n, there
is an element A of type (h, t) such that RA is free.
Proof. (i) Let A be an element of type (h, t) with h > ω(q − 1) such that
H(A) = {a1, . . . , ah} and di = ord(ai) > 1 for 1 ≤ i ≤ h. Since h >
ω(q − 1), from the Pigeonhole Principle, there exist two elements di and
dj that are divisible by some prime factor r of q − 1 and it follows from
Theorem 3.6 that RA is not free.
(ii) If ω(q − 1) ≤ 1, then h ≤ 1 and Theorem 3.6 says that, for any element
A of type (h, t), the Fq-algebra RA is free. Suppose that ω(q − 1) > 1,
2 ≤ h ≤ ω(q − 1) and let p1, . . . , ph be distinct prime factors of q − 1. For
each 1 ≤ i ≤ h, let θi ∈ F∗q be an element such that ord(θi) = pi. For
each nonnegative integer t with h+ t ≤ n, consider A the element of type
(h, t) such that H(A) = {θ1, . . . , θh}. Since the numbers pi are pairwise
coprime, from Theorem 3.6, RA is a free Fq-algebra.
4. Minimal product-one sequences in F∗
q
and bounds for N(A1)
In the previous section we give a characterization of the ring RA as a finitely
generated Fq-algebra, finding explicitly a minimal generating set SA for RA.
How large can be the set SA? We have seen that |SA| = n + N(A1) and
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actually N(A1) = 0 when A is of type (h, t) for h = 0, 1 and some special cases
of h ≥ 2. Is then natural to ask what happens in the general case h ≥ 2. In this
section, we show that N(A1) is related to the number of minimal solutions of
Eq. (1) and show how this can be translated to the study of minimal product-one
sequences in F∗q . We start with some basic theory on product-one sequences.
Definition 4.1. Given a finite abelian group H (written multiplicatively), a
sequence of elements (a1, . . . ak) (not necessarily distinct) in H is a product-one
sequence if a1 · · · ak = 1, where 1 is the identity of H; the number k is called
the length of (a1, . . . , ak). We say that the sequence (a1, . . . , ak) is a minimal
product-one sequence if a1 · · · ak = 1 and no subsequence of (a1, . . . ak) share the
same property.
Since we are working in abelian groups, we consider the sequences up to
permutation of their elements. The so-called Davenport constant of H , denoted
by D(H), is the smallest positive integer d such that any sequence in H of
d elements contains a product-one subsequence. In other words, D(H) is the
maximal length of minimal product-one sequences inH . What are the sequences
attaining this bound? In the case when H is cyclic, things are well understood:
Theorem 4.2. Suppose that H = Cm is the cyclic group with m elements.
Then D(Cm) = m. Also, any minimal product-one sequence in Cm of size m is
of the form (g, . . . , g) for some generator g of Cm.
Recall that, for an element A of type (h, 0) with h ≥ 1 and H(A) =
{a1, · · · ah}, the set MA is defined as the set of monomials X = x
b1
1 · · ·x
bh
h
such that at least one bi is nonzero, bi ≤ ord(ai) and
ab11 · · ·a
bh
h = 1.
In particular, the monomialX ∈MA can be associated to the following product-
one sequence a(X) in the cyclic group F∗q = Cq−1:
a(X) := (a1, . . . , a1︸ ︷︷ ︸
b1 times
, . . . , ah, . . . , ah︸ ︷︷ ︸
bh times
).
Its length is
∑h
j=1 bj. We claim that, for each X ∈M
∗
A
, its associated product-
one sequence is minimal. In fact, if a(X) were not minimal, there would exist
nonnegative integers b′1, · · · , b
′
h such that b
′
i ≤ bi, at least one b
′
i is nonzero, at
least one b′j is strictly smaller than the corresponding bj and
a
b′1
1 · · ·a
b′h
h = 1.
From definition, the monomial Y = x
b′1
1 · · ·x
b′h
h is in MA and divides X, a
contradiction since X ∈ M∗
A
. Based on this observation and Theorem 4.2, we
can give a sharp upper bound for the numbers N(A1):
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Theorem 4.3. Let A ∈ Gn be an element of type (h, t) and A = A1A2 its
canonical decomposition, where h ≥ 2. Write H(A) = H(A1) = {a1, . . . , ah}
and di = ord(ai) > 1 for 1 ≤ i ≤ h. Also, let ℓ(A) be the least common multiple
of the numbers d1, . . . , dh. The following hold:
a) N(A1) ≤
(
ℓ(A)+h−1
h−1
)
− h and, in particular, |SA| ≤
(
ℓ(A)+h−1
h−1
)
+ n− h.
b) N(A1) =
(
ℓ(A)+h−1
h−1
)
−h if and only if H(A) = H(A1) = {θ, θ, . . . , θ}, where
θ is an element of order ℓ(A) in F∗q.
Proof. a) Since each di divides q − 1, it follows that ℓ(A) divides q − 1. Let
Cℓ(A) ⊆ F
∗
q be the cyclic group of order ℓ(A). In particular, since a
ℓ(A)
i = 1
for any 1 ≤ i ≤ h, each ai is in Cℓ(A). We have seen that any element
xb11 · · ·x
bh
h ∈ M
∗
A1
can be associated to a minimal product-one sequence
in F∗q having length
∑h
j=1 bj . Actually, since each ai is in Cℓ(A), such a
sequence is in Cℓ(A). From Theorem 4.2, it follows that its length
∑h
j=1 bj
is at most ℓ(A). In particular, any monomial xb11 · · ·x
bh
h ∈M
∗
A1
is such that∑h
j=1 bj ≤ ℓ(A). If Mh(d) denotes the set of all monomials x
r1
1 · · ·x
rh
h such
that
∑h
i=1 ri = d, we define the following map:
Λh : M
∗
A1
−→ Mh(ℓ(A))
xb11 · · ·x
bh
h 7−→ x
b1
1 · x
b2
2 · · ·x
bh+ℓ(A)−(b1+···+bh)
h .
Clearly, Λh is well defined. We claim that Λh is one-to-one. In fact, if there
are two distinct elements X1 = x
b1
1 · · ·x
bh
h and X
′
1 = x
b′1
1 · · ·x
b′h
h in M
∗
A1
such
that Λh(X1) = Λh(X
′
1), we have bi = b
′
i for 1 ≤ i ≤ h−1 and then, since the
elements are distinct, it follows that bh 6= b′h. For instance, suppose bh > b
′
h,
hence X1 is divisible by X
′
1, a contradiction with the definition of M
∗
A1
. In
particular, we have shown that |M∗
A1
| ≤ |Mh(ℓ(A))|. A simple calculation
yields |Mh(ℓ(A))| =
(
ℓ(A)+h−1
h−1
)
. Thus,
N(A1) = |MA1 | − h ≤
(
ℓ(A) + h− 1
h− 1
)
− h.
b) Suppose that N(A1) =
(
ℓ(A)+h−1
h−1
)
− h. In particular,
|M∗
A1
| = N(A1) + h =
(
ℓ(A) + h− 1
h− 1
)
= |Mh(ℓ(A))|,
and then the map Λh defined above is an one-to-one correspondence. In
particular, the elements x
ℓ(A)
i are in the image ofM
∗
A1
by Λh and this implies
x
ℓ(A)
i ∈ M
∗
A1
for any 1 ≤ i < h. From the definition of M∗
A1
, it follows that
di = ℓ(A) for 1 ≤ i < h. Similarly, if we define the map Λ′h as
Λ′h : M
∗
A1
−→ Mh(ℓ(A))
xb11 · · ·x
bh
h 7−→ x
b1+ℓ(A)−(b1+···+bh)
1 · x
b2
2 · · ·x
bh
h ,
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one can show that Λ′h must be an one-to-one correspondence and in the
same way we obtain di = ℓ(A) for any 1 < i ≤ h. Thus di = ℓ(A) for any
1 ≤ i ≤ h, i.e., the multiplicative orders of the elements ai are the same. We
split into cases:
Case 1. h = 2. Since Λh is onto, it follows that x
k
1x
ℓ(A)−k
2 is in the
image of M∗
A1
by Λh, for any 1 ≤ k < ℓ(A). But the pre-image of such
element is xk1x
s(k)
2 ∈M
∗
A1
for some positive integer 1 ≤ s(k) < ℓ(A). From
the definition of M∗
A1
, s(k) 6= s(k′) if k 6= k′. Also, x1x
s(1)
2 cannot divide
xk1x
s(k)
2 for any k > 1, i.e., s(1) > s(k) for any 1 < k < ℓ(A). In other
words, {s(1), . . . , s(ℓ(A)−1)} is a permutation of {1, . . . , ℓ(A)−1} and has
s(1) as its greatest element, hence s(1) = ℓ(A) − 1. Therefore, x1x
ℓ(A)−1
2
is in M∗
A1
and it follows from definition that a1 · a
ℓ(A)−1
2 = 1, i.e., a1 = a2.
Thus θ = a1 = a2 is the desired element.
Case 2. h > 2. Again, since Λh is onto, it follows that xix
ℓ(A)−1
j is in M
∗
A1
if 1 ≤ i < j < h. In the same way of the previous item, we conclude that
ai = aj for 1 ≤ i < j < h and, in particular, ai = a2 for 1 ≤ i < h. Recall
that Λ′h is also onto and as before we can see that this implies ai = aj if
1 < i < j ≤ h and, in particular, ai = a2 for 1 < i ≤ h. Therefore ai = a2
for all 1 ≤ i ≤ h and so θ = a2 is the desired element.
Conversely, if H(A) = {θ, . . . , θ} for some element θ of order d = ℓ(A),
we can easily verify that any element of Mh(ℓ(A)) is in M∗A1 and then
|Mh(ℓ(A))| ≤ |M
∗
A1
|. Since Λh is one-to-one, Λh must be an one-to-one
correspondence (in fact, Λh will be the identity map in this case). Thus
|M∗
A1
| = |Mh(ℓ(A))|, i.e., N(A1) = |M∗A1 | − h =
(
ℓ(A)+h−1
h−1
)
− h.
Since the number ℓ(A) defined above is always a divisor of q− 1 and |SA| =
N(A1) + n, Theorem 4.3 implies the following:
Corollary 4.4. Let A ∈ Gn be an element of type (h, t), where h ≥ 2. Then
|SA| ≤
(
q+h−2
h−1
)
+ n − h with equality if and only if there exists a primitive
element θ ∈ F∗q such that H(A) = {θ, . . . , θ}.
In the case q = 3, notice that −1 ∈ F3 is the only nonzero element with
order greater than one. In particular, for h ≥ 2 and A an element of type (h, t),
|SA| always attain the bound
(
q+h−2
h−1
)
+ n− h = n+ h(h−1)2 .
We have seen that the bounds for the number N(A1) or even the criterion
for when RA is free depend only on the order of the elements in H(A). We finish
this section with a simple example, showing that N(A1) depends strongly on
the elements of H(A), not only on their orders.
Example 4.5. Suppose that q ≡ 1 (mod 8) and let λ be an element of order 8
in F∗q. Let A and A
′ the elements of type (2, 0) in G2 such that H(A) = {λ3, λ2}
and H(A′) = {λ6, λ7}. In other words, A ◦ f(x, y) = f(λ3 · x, λ2 · y) and A′ ◦
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f(x, y) = f(λ6 ·x, λ7 ·x). Both sets H(A) and H(A′) have an element of order 8
and an element of order 4. By a direct calculation we find M∗
A1
= {x8, x2y, y4}
and M∗
A′1
= {x4, xy6, x2y4, x3y2, y8}. Hence N(A1) = 1 and N(A′1) = 3.
5. Invariants through the action of Sylow subgroups of Gn
In the previous sections we explore the structure of the fixed-point subring
RA arising from the Fq-automorphism induced by an element A ∈ Gn. In
this section we consider a more restricted class of invariants. For a sugbroup
H ∈ Gn, we define RH the set of elements in An that are fixed by any element
A ∈ H . In other words, RH = {f ∈ An |A ◦ f = f , ∀A ∈ H}, is the fixed-point
subring of An by H . We consider the ring of invariants RH , for H a Sylow
subgroup of Gn.
Recall that Gn has [q(q − 1)]n elements and let q − 1 = rβ11 · · · r
βs
s , be the
prime factorization of q − 1, where q is a power of a prime p and s = ω(q − 1).
From definition, the Sylow subgroups of Gn are those ones of order equal to
the maximal power of a prime dividing [q(q − 1)]n; the Sylow p-subgroups of
Gn have order qn and, for each 1 ≤ i ≤ s, the Sylow ri-subgroups of Gn have
order rnβii . It is well known that any two Sylow r-subgroups are conjugated and,
by small modification of Theorem 2.6, we see that any two conjugated groups
H,H ′ ∈ Gn have isomorphic fixed-point subrings. In particular, we just have to
work with specific Sylow r-groups of Gn. We will naturally choose the simplest
ones.
We summarize here the ideas contained in this section. Essentially, we try to
find a set of generators for H such that their correspondents Fq-automorphisms
leave fixed all but one variable in {x1, . . . , xn}. Using separation of variables
(Lemma 2.9) we characterize independently the rings of invariants for each au-
tomorphism. The ring RH will be the intersection of such rings; at this step,
we follow as in the proof of Proposition 3.1. For simplicity, we omit proofs that
are completely analogous to the ones that we have already done.
5.1. Homotheties and Sylow ri-subgroups
We start fixing some notation. For any nonzero element a ∈ Fq, set A(a) =(
a 0
0 1
)
∈ G. For each prime ri dividing q − 1, let G(ri) ≤ G be the set of
matrices A(a), where a ∈ F∗q is such that a
r
βi
i = 1. Clearly G(ri) is a group
with rβii elements. Therefore,
H(ri) := G(ri)× · · · ×G(ri)︸ ︷︷ ︸
n times
≤ Gn
has order rnβii , i.e., H(ri) is a Sylow ri-subgroup of G
n. If θi ∈ F
∗
q is an element
of order rβii , we can verify thatH(ri) is generated by {Aj(θi), 1 ≤ j ≤ n}, where
Aj(θi) = (I, . . . , A(θi), . . . , I) is the element of G
n such that its k-th coordinate
is the identity matrix I for k 6= j and the j-th coordinate of Aj(θi) is the matrix
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A(θi). In particular, the Fq-automorphism induced byAj(θi) fixes each variable
xk for k 6= j and maps xj to θixj . Since {Aj(θi), 1 ≤ j ≤ n} generates H(ri),
we have that f ∈ RH(ri) if and only if
f = A1(θi) ◦ f = A2(θi) ◦ f = · · · = An(θi) ◦ f. (2)
In other words,
f(x1, . . . , xn) = f(θix1, x2, . . . , xn) = f(x1, θix2, . . . , xn) = · · · = f(x1, x2, . . . , θixn).
We obtain the following:
Proposition 5.1. For a fixed i such that 1 ≤ i ≤ s = ω(q − 1), set d(i) = rβii .
Then
RH(ri) = Fq[x
d(i)
1 , . . . , x
d(i)
n ].
In particular, RH(ri) is a free Fq-algebra, isomorphic to An.
Proof. From Eq. (2) we can see that
RH(ri) =
⋂
1≤j≤n
RAj(θi).
Also, a “translated” version of Proposition 2.13 for each Aj(θi) yields RAj(θi) =
Fq[x1, . . . , x
d(i)
j , . . . , xn]. Following the proof of Proposition 3.1 we obtain⋂
1≤j≤n
RAj(θi) = Fq[x
d(i)
1 , . . . , x
d(i)
n ].
Therefore, RH(ri) = Fq[x
d(i)
1 , . . . , x
d(i)
n ]. Since d(i) is a divisor of q − 1, it fol-
lows from Corollary 3.4 that RH(ri) is generated by n algebraically independent
elements of An. In particular, RH(ri) is a free Fq-algebra, isomorphic to An.
5.2. Translations and Sylow p-subgroups
For any element a ∈ Fq, set B(a) =
(
1 a
0 1
)
∈ G. Also, let G(p) ≤ G be the
set of matrices of the form B(a) for some a ∈ Fq. Clearly G(p) is a group with
q elements. Hence
H(p) := G(p)× · · · ×G(p)︸ ︷︷ ︸
n times
≤ Gn
has order qn, i.e., H(p) is a Sylow p-subgroup of Gn. Notice that G(p) is
generated by {Bj(a), a ∈ Fq, 1 ≤ j ≤ n}, where Bj(a) = (I, . . . , B(a), . . . , I) is
the element of Gn such that its i-th coordinate is the identity matrix I for i 6= j
and the j-th coordinate of Bj(a) is the matrix B(a). We start looking at the
case n = 1. Notice that B(a) ◦ f = f(x + a). From Theorem 2.5 of [4] we can
deduce the following:
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Lemma 5.2. A polynomial f(x) ∈ Fq[x] satisfies f(x) = f(x+ b) for all b ∈ Fq
if and only if f(x) = g(xq − x), for some g(x) ∈ Fq[x].
We now classify the fixed-point subring in the case of translations:
Proposition 5.3. The fixed-point subring RH(p) of An by H(p) satisfies
RH(p) = Fq[x
q
1 − x1, . . . , x
q
n − xn].
In particular, RH(p) is a free Fq-algebra, isomorphic to An.
Proof. The case n = 1 follows directly from Lemma 5.2. Suppose that n > 1.
From Lemma 2.9, any nonzero polynomial f ∈ An can be written uniquely as∑
α∈BX·Pα(x1), where B is a finite set, eachX
α is a monomial in Fq[x2, . . . , xn]
and Pα(x1) is in Fq[x1]. In particular, if f ∈ RH(p), then B1(a) ◦ f = f for any
a ∈ Fq and then ∑
α∈B
X · Pα(x1) =
∑
α∈B
X · Pα(x1 + a), a ∈ Fq.
In other words, each polynomial Pα satisfies Pα(x) = Pα(x + a) for any a ∈
Fq. From Lemma 5.2, Pα is in L1 := Fq[x
p
1 − x1]. This shows that RH(p) ⊆
L1[x2, . . . , xn]. In the same way, from Bi(a) ◦ f = f for any a ∈ Fq, we obtain
RH(p) ⊆ Li[x1, . . . , xi−1, xi+1, . . . , xn] for any 1 ≤ i ≤ n, where Li := Fq[x
q
i−xi].
Therefore,
RH(p) ⊆
⋂
1≤i≤n
Li[x1, . . . , xi−1, xi+1, . . . , xn].
Following the proof of Proposition 3.1 we obtain
⋂
1≤i≤n
Li[x1, . . . , xi−1, xi+1, . . . , xn] = Fq[x
q
1 − x1, . . . , x
q
n − xn],
and then
RH(p) ⊆ Fq[x
q
1 − x1, . . . , x
q
n − xn].
The reverse inclusion is trivial. Notice that, if we set fi = x
q
i − xi, the Jaco-
bian det(J(f1, · · · , fn)) equals (−1)n 6= 0. It follows from the (weak) Jacobian
Criterion that the polynomials fi are algebraically independent. In particular,
RH(p) is a free Fq-algebra, isomorphic to An.
Combining Propositions 5.1 and 5.3 we conclude the following:
Theorem 5.4. Let r be any prime dividing p(q− 1) and H a Sylow r-subgroup
of Gn. The fixed-point subring RH of An by H is a free Fq-algebra, isomorphic
to An.
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6. Elements of type (2, 0) in G2 and their fixed elements
Let H be the subgroup of G2 comprising the elements of type (2, 0) in G2.
Throughout this section,A is always an element ofH,A = (A(a), A(b)) for some
a, b ∈ F∗q and we write A2 = Fq[x, y]. We have seen that RA is finitely generated
and a minimal set of generators can be given by Eq. (1); the generators are of
the form xiyj , where i, j ∈ N. We have shown, with a single example, that the
size of this generating set depend strongly on a and b, not only on their orders.
Here we give an alternative characterization of the invariant polynomials.
For a monomial term e ·xiyj with e ∈ F∗q, we say that i+ j ∈ N is the degree
of e · xiyj . The elements of Fq are of degree zero. It turns out that Fq[x, y] is a
graded ring with the following grading:
Fq[x, y] =
⊕
n≥0
Fn, (3)
where Fn is the subset of Fq[x, y] composed by all polynomials that are sums
of monomial terms of degree n. In particular, F0 = Fq. In general, each Fi is
an abelian group with respect to the sum. Usually, we say that gn ∈ Fn \ {0}
is a form of degree n or an homogeneous polynomial of degree n. In other
words, Eq. (3) says that any nonnzero polynomial F ∈ Fq[x, y] can be written
uniquely as a sum g0 + g1 + · · · + gn, where each gi is either zero or a form
of degree i and gn 6= 0. The elements of type (2, 0) have a property that does
not hold in the whole group G2: the composition A ◦ Xα equals Xα times a
constant. In particular, H acts on each set Fn via the automorphisms A. From
uniqueness, we can see that F ∈ Fq[x, y] is fixed by A ∈ H if and only if each
of its homogeneous components are fixed. In particular, if Fn(A) denotes the
subset of Fn comprising the elements fixed by A, then RA is also a graded ring
with the following grading:
RA =
⊕
n≥0
Fn(A).
Clearly F0(A) = F0 = Fq. It is then sufficient to characterize each set
Fn(A). We recall a standard property of homogeneous polynomials in two
variables: for a given form g ∈ Fq[x, y] of degree n, there exists a polynomial
f ∈ Fq[t] of degree at most n such that
g = yn · f
(
x
y
)
. (4)
Also, g is irreducible if and only if the univariate polynomial f is irreducible
and of degree n. Conversely, for a polynomial f(t) ∈ Fq[t] of degree at most n,
we can associate to it a form g of degree n given by Eq. (4). This is an one-to-
one correspondence between Fn and the set Cn of polynomials of degree at most
n in Fq[t]; this correspondence induces an one-to-one correspondence between
the set of irreducible polynomials in Fn and the set of irreducible univariate
polynomials of degree n in Fq[t]. As follows, we show how these correspondences
behave through the action of H:
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Lemma 6.1. Let g ∈ Fn \ {0} such that g = ynf
(
x
y
)
, where f ∈ Fq[t]. Also,
let A ∈ H and A = (A(a), A(b)). Set c = ab−1. Then g ∈ Fn(A) if and only if
b−nf(t) = f(ct).
In particular, for n ≥ 2, g is irreducible and g ∈ Fn(A) if and only if f(t) ∈ Fq[t]
is irreducible of degree n, bn = 1 and f(t) = f(ct).
Proof. An easy calculation yields A ◦ g = g(ax, by) = bnynf
(
c · x
y
)
. In partic-
ular, A ◦ g = g implies
bnynf
(
cx
y
)
= ynf
(
x
y
)
.
If we set z = x
y
for x, y in the algebraic closure Fq of Fq, y 6= 0, from the
previous equality we obtain bnf(cz) = f(z) for any z ∈ Fq. In particular we
have the polynomial identity b−nf(t) = f(ct). The converse is trivially true.
Note that g ∈ Fn is irreducible if and only if f(t) ∈ Fq[t] is irreducible of
degree n. In particular, for n ≥ 2, f(t) has nonzero constant term a0 and the
equality b−nf(t) = f(ct) yields a0b
n = a0, hence the equality b
−nf(t) = f(ct)
is equivalent to bn = 1 and f(t) = f(ct).
If f is of degree d ≤ n, a comparison on the leading coefficients in the
equality b−nf(t) = f(ct) yields b−n = cd. Conversely, if b−n = cd for some
d ≤ n, then xdyn−d is an element of Fn(A). Set k = ord(b), the multiplicative
order of b. Let S(a, b) be the set of nonnegative integers n ≤ k such that there
exists a nonnegative integer d ≤ n with b−n = cd. In particular, from Lemma
6.1, for each n ∈ N, we have Fn(A) 6= {0} if and only if n ≡ r (mod k) for some
r ∈ S(a, b) and, in this case, Fn(A) contains only elements of the form ynf
(
x
y
)
,
where either f = 0 or deg(f) ≤ n. If [n] denotes the least nonnegative integer
r such that n ≡ r (mod k), we may rewrite
RA =
⊕
[n]∈S(a,b)
n∈N
Fn(A),
where Fn(A) comprises the polynomials of the form y
nf
(
x
y
)
for some f(t) ∈
Fq[t] of degree d ≤ n, such that either f = 0 or cd = b−n and f(ct) = b−nf(t).
Let n be a positive integer such that [n] ∈ S(a, b) and let d0 ≤ n be the least
nonnegative integer such that cd0 = b−n . For a nonnegative integer d such that
d ≤ n, we have cd = b−n if and only if d ≡ d0 (mod ℓ), where ℓ = ord(c). In
particular, d = d0 + s · ℓ for some 0 ≤ s ≤ s(n), where s(n) = ⌊
n−d0
ℓ
⌋.
If f(t) = adt
d + · · · + ait + a0 is a polynomial of degree d = d0 + s · ℓ, the
equality f(ct) = b−nf(t) yields aib
−n = aic
i, i.e.,
ai = c
d0−iai.
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The last equality is equivalent to ai = 0 for c
d0−i 6= 1, i.e., i 6≡ d0 (mod ℓ). This
shows that f(ct) = b−nf(t) if and only if there exists a polynomial h(t) ∈ Fq[t]
such that f(t) = td0h(tℓ). The degree of h(t) equals d−d0
ℓ
= s and, in particular,
there are exactly (q − 1)qs choices for h(t).
Combining all those observations, we conclude the following:
Theorem 6.2. Let n be a positive integer such that [n] ∈ S(a, b) and b−n = cd0 .
The set Fn(A) comprises the polynomials of the form y
n−d0xd0h
(
xℓ
yℓ
)
, where
h = 0 or h is an univariate polynomial of degree at most s(n). In particular,
the size of Fn(A) equals
1 + (q − 1)
∑
0≤s≤s(n)
qs = qs(n)+1.
Let us see what happens with the irreducible homogeneous: recall that, for
n ≥ 2, g = ynf
(
x
y
)
is irreducible and fixed by A if and only if f is irreducible
of degree n, bn = 1 and f(t) = f(ct). If we write f(x) = anx
n + · · ·+ a1x+ a0,
equality f(t) = f(ct) yields ai = c
iai. The last equality is equivalent to ai = 0
for i 6≡ 0 (mod ℓ), i.e., f(t) = h(tℓ) for some polynomial h ∈ Fq[t] and then n
must be divisible by ℓ. In particular, cn = 1 and, since bn = 1, it follows that
an = 1 and then n must be divisible by lcm(ord(a), ord(b)) = ord(A). Writing
D = ord(A) and n = Dm, we see that g = ynf
(
x
y
)
is irreducible and fixed by
A if and only if f(t) = h(tℓ) is irreducible, where h(t) has degree Dm
ℓ
.
According to Theorem 3 of [1], the number ofmonic irreducible polynomials
of the form h(tℓ), where h(t) has degree Dm
ℓ
, equals
Φ(ℓ)
Dm
∑
d|Dm
ℓ
gcd(d,ℓ)=1
µ(d)(q
Dm
dℓ − 1),
where Φ is the Euler Phi function and µ is the Mobius function. For n ≥ 2,
let N(A, n) be the number of irreducible homogeneous polynomials of degree n
that are invariant by A ∈ H. In particular, N(A, n) = 0 if n is not divisible by
D = ord(A) and, for n = Dm,
N(A, Dm) = (q − 1) ·
Φ(ℓ)
Dm
∑
d|Dm
ℓ
gcd(d,ℓ)=1
µ(d)(q
Dm
dℓ − 1).
After simple calculations we obtain N(A, Dm) = (q−1)Φ(ℓ)
Dm
q
Dm
ℓ + R(q,m),
where
|R(q,m)| ≤ q
Dm
2ℓ +1.
Also, for n = Dm, it follows from definition that s(n) = n
ℓ
= Dm
ℓ
, hence
|Fn(A)| = q
Dm
ℓ
+1 and
N(A, Dm)
|Fn(A)|
=
q − 1
q
·
Φ(ℓ)
Dm
+ d(q,m),
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where |d(q,m)| ≤ q−
Dm
2ℓ . In particular, for q large, the density of the irreducible
polynomials in FDm(A) is close to
Φ(ℓ)
Dm
.
Recall that, for B =
(
a1 a2
a3 a4
)
in GL2(Fq) and a polynomial f(t) ∈ Fq[t] of
degree n, B ⋄ f = (a3t + a4)nf
(
a1t+a2
a3t+a4
)
. In particular, for A(c) :=
(
c 0
0 1
)
,
we have A(c) ⋄ f = f(ct) and then, the irreducible elements of FDm(A) are of
the form yDmf
(
x
y
)
, where f is an irreducible polynomial of degree Dm in Fq[t]
such that A(c) ⋄ f = f .
According to Theorem 3 of [5], the irreducible polynomials f of degree Dm
such that A(c) ⋄ f = f are exactly the irreducible factors of degree Dm of the
polynomials ctq
r−1−1, r > 0. In particular, the irreducible elements of FDm(A)
are exactly the irreducible (homogeneous) factors of degree Dm of
axq
r−1 − byq
r−1, r > 0.
6.1. The compositions A ⋄ f and invariant homogeneous of Fq[x, y]
There is a more general action of GL2(Fq) on the polynomial ring Fq[x, y]:
given A =
(
a1 a2
a3 a4
)
∈ GL2(Fq) and f ∈ Fq[x, y], we define
A ∗ f = f(a1x+ a2y, a3x+ a4y).
Notice that, considering the diagonal elements of GL2(Fq), this is the action
ofH previously considered: for A =
(
a 0
0 b
)
∈ GL2(Fq) andA = (A(a), A(b)) ∈
H, we have A ∗ f = A ◦ f .
This is a classical group action in the Invariant Theory of Finite Groups.
It can be verified that, for any A ∈ GL2(Fq), the composition A ∗ f preserves
the degree of the homogeneous components of f : in fact, GL2(Fq) acts on the
set Fn of homogeneous polynomials of degree n in Fq[x, y] via the compositions
A ∗ f . For more details, see Chapter 7 of [3].
In particular, if RA denotes the ring of invariants and Fn(A) denotes the set
of homogeneous invariants of degree n, RA is a graded ring with the following
grading:
RA =
⊕
n≥0
Fn(A).
What about the components Fn(A)? Recall that any element f ∈ Fn can
be written uniquely as yng(x
y
), for some g(t) ∈ Fq[t] of degree at most n. In
particular, A ∗ f = f if and only if
(a3x+ a4y)
ng
(
a1x+ a2y
a3x+ a4y
)
= yng
(
x
y
)
.
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In a similar way as before (setting t = x/y), we see that the previous equality
is equivalent to the polynomial identity
(a3t+ a4)
ng
(
a1t+ a2
a3t+ a4
)
= g(t). (5)
If a3 = a2 = 0, we are back to the diagonal case. For a3 6= 0, g must be of degree
n and Eq. (5) is equivalent to A ⋄ g = g. In this case, we have an one-to-one
correspondence between the elements of Fn(A) and the univariate polynomials
g of degree n such that A ⋄ g = g; clearly this induces a correspondence on the
respective irreducible polynomials.
For the case a2 6= 0, note that any homogeneous f ∈ Fn can be written
uniquely as xnh
(
y
x
)
, where h(t) ∈ Fq[t] is a polynomial of degree at most n:
in this case, we obtain a condition like Eq. (5). In fact, we have an one-to-one
correspondence between the elements of Fn(A) and the univariate polynomials
h of degree n such that A ⋄ h = h, where A ∈ GL2(Fq) is the matrix obtained
after interchanging the arrows of A.
For instance, consider B =
(
0 1
1 0
)
. Note that B ∗ f = f(y, x); this is the
only nontrivial permutation of the variables. The fixed-point subring comprises
the symmetric polynomials in two variables. It is well known that, in this case,
the fixed-point subring is generated by the symmetric polynomials σ1 = x + y
and σ2 = xy, i.e., RB = Fq[x + y, xy]. Here we may characterize the fixed-
point subring by their grading components: since B ⋄ g is the reciprocal of g,
Fn(B) comprises the polynomials of the form yng(x/y), where g(t) ∈ Fq[t] is a
self-reciprocal polynomial of degree n.
In general, the study of Eq. (5) yields a characterization of the elements
contained in each component Fn(A); from this characterization, we may find
enumeration formulas for the number of (irreducible) polynomials in Fn(A).
7. Conclusions
We have noticed that, for
G =
{(
a b
0 1
)
, a, b ∈ Fq, a 6= 0
}
,
the group Gn ⊂ GL2(Fq)n acts on the ring of polynomials in n variables over
Fq. For A ∈ Gn, we have explored the algebraic properties of the fixed-point
subring RA. In particular, we have seen that RA is always finitely generated
as an Fq−algebra and a minimal generating set SA for RA can be explicitly
computed. We have given a criteria for when RA is free, we have provided
upper bounds for the size of SA and characterized the elements A for which
this bound is attained. In our approach, some algebraic structures of RA are
naturally related to other topics, such as the action studied in [5] and minimal
product-one sequences in abelian groups.
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