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Abstract
by Leo Austin GHELARDUCCI
Goals of this research were to develop a conceptual algorithm that can optimize execution
time for generating a solution set and demonstrate that a solution set of one sub-problem
can be applied to another sub-problem within the same problem set. To achieve the
proposed goals, GloPro was developed to generate rule sets for different sub-problems
within a problem set, as well as identifying which rule sets are to be utilized for a given
instance of the problem. The algorithm was to be robust, as to be applicable to a wide
array of problems without radical re-design per problem. This idea was fueled by the
concept of Structure-Mapping Theory, where a set of knowledge is mapped from one
domain to another based on the shared baseline characteristics. Utilizing a Genetic
Algorithm (GA), plus A* with a classifier hybrid, the algorithm includes a period of
supervised learning followed by execution in an operational environment. Progressive
learning occurred through application of the algorithm to multiple sub-problems, each
having unique characteristics. The algorithm was applied to a simulated robotic agent in a
maze environment as a proxy for other problems. This problem is well known, but still an
active problem in thefield of robotics. The experimental results indicate that the hybrid
GA with A* technique is feasible, and that progressive learning is enhanced through
application of previous learning results to a period of learning. In addition, the evolved
solutions were unique to the sub-problems, indicating that this technique can be used to
develop robust solutions across sub-problems.
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1Chapter 1
Introduction
The goal of this research is to develop a global problem solving (GloPro) algorithm. To
achieve this, GloPro generates rule sets for different situations within a class of problems
and then attempts to identify which rule sets are to be utilized for a given instance of
the problem. The algorithm should be applicable to a wide array of problems without
radical re-design. This idea is fueled by the concept of Structure-mapping Theory, where
a set of knowledge is mapped from one domain to another based on the shared baseline
characteristics [1].
This research uses the Mapping problem, in which a robotic agent explores and maps its
environment. This problem is well known, but still an active problem in thefield of robotics.
The Mapping problem consists of five sub-problems discussed in Chapter 2, navigation
being one of them [2]. This research will focus on navigation and will utilize a simulated
robotic agent in a virtual maze environment. The maze problem served as a proxy for other
problems, as the problem can be represented by a decision or search tree [1]. Therefore,
any problem whose solution expansion can be in the form of a decision tree can be dealt
with as a maze.
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GloPro incorporates hybrid techniques to include Branch and bound (BnB), statistical
learning, and Genetic Algorithms (GA). GloPro includes a period of supervised learning.
During this period, GloPro evolves solutions for several problems, each having different
characteristics. Once that period is over the algorithm is left to explore new problems on its
own, thus providing a period of evaluation. This hybridized algorithm may decrease cost
and increase solution quality as standalone traditional GA is costly and tends to develop
brittle solutions[3] [4]. During experimentation GloPro was shown to improve both cost
and solution quality.
This document is organized in Chapters. Chapter 2 provides all necessary background
information to understand the project details. This literature discusses works on variants
of BnB and GA, the mapping problem and its sub-problem of mazes (navigation), and
statistical learning. In addition to those topics, the concept of progressive learning and its
impact to GloPro is discussed. Chapter 3 lays out the algorithm and experiment design.
Chapter 4 discusses results and summary. The Chapter 5 discusses future works relative to
and spawned from this work.
3Chapter 2
Literature Review
This section provides background information related to the research.
2.1 The Mapping Problem
The Mapping problem is the challenge of recording environmental characteristics during
travel in an effective manner [2]. The mapping problem, with respect to robotics, has
five sub-problems as summarized in Table 2.1. This research, focuses on the navigation
sub-problem.
Sub-problem Description
Measurement Noise : The inherit error present in sensory devices.
Dimensionality of the environment : How many ways can the environment be
represented.
Changing of the environment over
time :
Natural environments may not be static,
affecting the reliability of a map with the
progression of time.
Locatization : The process of an agent knowing where it is
with respect to it’s environment.
Navigation : The process of deciding which direction to
travel in an environemt.
TABLE 2.1: Sub-problems of the Mapping problem.
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Many algorithms and techniques have been developed to solve the mapping problem.
Current mapping techniques may combine traditional search techniques from research
done in Articial Intelligence (AI). Existing techniques include simultaneous localization
and mapping (SLAM), FastSLAM, EFM-SLAM, multi-agent mapping, and dierent forms
of environmental sensor scanning [5] [6] [7] [8] [9] [10].
2.1.1 Definitions
Below are terms related to the mapping problem:
Definition 2.1. Mapping: Action of recording environmental characteristics to generate a
map.
Definition 2.2. Navigation: Process of deciding which action to perform while traveling
through an environment.
Definition 2.3. Coverage: how much of an environment has been visited.
Definition 2.4. Decision Problem: Decide whether the input satisfies property Y [11].
Definition 2.5. Optimization Problem: Find the best X satisfying property Y [11].
Definition 2.6. Search Problem: Find an X in the input satisfying property Y [11].
A brief example of the mapping problem: With commercialization of Unmanned Aircraft
Systems (UAS), many companies have appeared in the field of environmental mapping
utilizing UAS in single or swam deployments. The typical single deployment uses a drag
and drop path planning, where the environment is broken down into a grid structure and
the user select a path for the UAS to travel while recording environment data. Figure 2.1 is
a conceptual example of such a product.
The Mapping problem may take the form of an optimization problem when focusing on
navigation, where cost of travel and coverage of environment are desired to optimal.
Chapter 2. Literature Review 5
FIGURE 2.1: Simulated tablet screen shot.
2.1.2 Application to Research
The Mapping problem was utilized as the base problem set for this research. From here
the Mapping problem’s sub-problem of navigation was converted to an optimization
problem. Navigation can be classified as a decision problem, as by Definition 2.4. From
there an additional step of abstraction converts the resulting optimization problem to a
search problem, given Definition 2.6. An example of the use of problem conversion to
increase solution quality can be seen in [12], where a satisfiability problem was converted
to its optimization form to improve solution set quality and computation time. Although
this implementation resulted in increased computational time, the solution set was of
higher quality [12]. The importance of this ability to perform problem conversion is to
support the claim that the GloPro algorithm is a general problem, able to solve a wide
array of problems.
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2.2 The Maze Problem : A Sub-Problem of the Mapping
Problem
The GloPro algorithm will be evaluated using a maze. Mazes have been used in a
number of experiments within a wide range of studies from behavioral experiments to
present AI studies [13] [14] [15]. A simple example of a maze is shown in Figure 2.2. The
basic problem associated with mazes is to find a path or paths from a start location to a
goal location. Thus the basic problem is a Search problem, as discussed previously and in
[11].
2.2.1 Definitions
Below are terms associated with the content of this section:
Definition 2.7. Block: A single grid square in a maze, illustrated by the blue square in
Figure 2.2.
Definition 2.8. Closed Block: A block within a maze that an agent may not occupy or
pass through. Designated using a 1, as shown by the red square in Figure 2.2.
Definition 2.9. Open Block: A block within a maze, an agent may occupy or pass
through, Designated using a 0, as illustrated by the green square in Figure 2.2.
FIGURE 2.2: Visual example of a block, open and closed block.
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Definition 2.10. Path: A path from blocks A to B, designated, PAB, is a set of two or
more continues open blocks from A to B, illustrated by the red outline in Figure 2.3.
Definition 2.11. Solution:A path from S to G, PSG, in which each block is occupied
exactly once by an agent traveling from S (green square) to G (red square), illustrated by
the green outline in Figure 2.3.
FIGURE 2.3: Visual example of a path and solution.
Definition 2.12. Optimal Solution: The shortest path PSG, illustrated by the blue outline
in Figure 2.4.
Definition 2.13. Maze: An N x M array of blocks containing a designated start block, S, a
designated goal block, G, and at least one solution.
Definition 2.14. Deadends: A path that coerces an agent to occupy a previously visited
block, illustrated by the red line in Figure 2.4.
Definition 2.15. Noise: A set of non-optimal solutions and deadends added to a maze,
illustrated by the red line in Figure 2.4.
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FIGURE 2.4: Visual example of a optimal solution, maze, deadends and
noise.
2.2.2 Application to Research
Mazes were constructed using some basic rule of or set of rules. These rules of
construction define, for example, the number of turns, dead-ends, straightaways and their
lengths. There were three rules of construction used, each with increasingly complex
design than the previous. As discussed in Section 2.1, the maze problem is being used as a
proxy for optimization problems. When solving a maze, it is desirable to find an optimal
solution. Optimization in terms of the length of the path or the cost of travel. The next
section discusses methods of optimization of the searching for a path through a maze.
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2.3 Branch and Bound Techniques
BnB is a heuristic search of a problem’s solution space[16]. A heuristic is an estimated
cost associated with some action or product. For example, fuel cost of travel from one
location to another is a heuristic. Heuristics can be of many forms such as material cost or
safety cost of any action. The baseline algorithm of BnB is as follows: For a given search
space all solutions are divided in smaller subsets, based upon a heuristic. A lower bound
cost is calculated for each subset. A search is done to find any subset that exceeds some
threshold, or bound, and that subset is removed from consideration. The process is
repeated until all remaining subsets are less than or equal to the threshold [16].The
following formal representation and example are supported and modified from [16].
2.3.1 Definitions
Below are definitions to be used throughout this work.
Definition 2.16. x ∈ X : x is a solution within the set of solutions X.
Definition 2.17. p ∈ P : p is a problem within a set of problems P.
Definition 2.18. j ⊂ P : j is a subset of problems within the set P.
Definition 2.19. p0(x) : a complex problem, with no direct solution, within the set of P
acting on a solution x.
Definition 2.20. Heuristic : Associated cost of a given object or performing an action.
Definition 2.21. Branching : Action of creating a link, branch, between one element and
other of the set or subset.
Definition 2.22. Bounding Property: There exists at least one optimal solution x0 of p0,
such that x0 is feasible for p1 and that the heuristic of p1(x0) is than or equal to p0(x0).
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Definition 2.23. Reverting: Action of returning to an open block of lower cost than the
current.
Consider some problem, p0, where the problem might be too complex or time-intensive.
Consider a corresponding problem with less complexity then p0 and call it p1. This is the
action of bounding, where we take p0(x0) and subsitute in p1 applying the solution x0.
This is said to be possible if there exists at least one optimal solution within the set of X
for p0 and that such solution can be applied to problem p1, so that p1(x0) is less than or
equal to p0(x0) [16].
Definition 2.22, if held true, creates a branch. Iterating this process forms a tree structure
like that in Figure 2.5. Each branch contains a set of potential solutions, each at or below
some cost. Each branch contains linked nodes, parents and their associated child nodes,
which is denoted as leaves on the tree. Leaves are the potential solutions, where nodes
along the branch are path to the solution(s).
FIGURE 2.5: Tree structure.
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Figure 2.5 shows a resulting tree using the processed discussed. The leaves of the set j,
occur when it is deduced that a solution is not feasible for a given sub-problem, requires
that the problem be replaced with a sub-problem that meets : j0(xi) ≤ pk(xi). For example,
if there exists a solution xi is not optimal for problem pk, branching to a subset, j, of
corresponding problems happens. After branching is completed, when the tree is fully
developed, the leaves are examined. Those that have an optimal solution not less than or
equal to that of the cost p0(x0) are pruned or removed from the tree. This process is
repeated for all leaves. The idea is to have a resulting tree will a minimum number of
leaves or none at all, thus showing that an optimal solution exist. Figure 2.6 illustrates a
representation of a path to an optimal solution for p0.
FIGURE 2.6: Tree structure of a optimal solution.
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With additional work the path shown in Figure 2.6 can be optimized, for example the
number of leaves along the path. There are a number of algorithms that are refined
variants of branch-and-bound that focus on path optimization and tree traversal, such as
A*, breadth-first search, and depth-first search[17]. The latter two algorithms are simply
explained as the following: Depth-first search traverses the complete depth of a single
branch before searching through another, while Breadth-first search’s traversal is through
the first tear of the tree before moving to the next. Shifting the focus to A*, as it is used for
both path optimization and tree traversal, the rest of this section will discuss the working
of A* and its purpose within this research.
2.3.2 A*: Implementation of BnB
A* is a heuristic based search algorithm, normally implemented for path planning through
an environment, such as a maze [17]. Unlike Depth-first and Breadth-first search
algorithms, A* is a best-first search algorithm, where it searches the best node among
those bounding the first. Used for path planning, A* searches for minimal costing path
through a search space. The path created has an associated cost calculated by the sum of
each node along the path. The heuristic utilized is defined by the cost function of F(n),
Equation 2.1 [17].
F (n) = g(n) + h(n) (2.1)
Where n is the present node under examination.
F(n) is the calculated cost of the node, which is defined as the sum of the cost from the
starting location to the node, g(n), and cost from the node to the goal location, h(n). As
implemented within this research and in the example to follow, the cost is defined as the
straight line distance between nodes. The distance is calculated using the Euclidean
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distance formula:
D(ni, ni+1) =
√
(nix − ni+1x)2 + (niy − ni+1y)2 (2.2)
Where ni is the current block and ni+1 is an adjecent block. The subscripts of x and y
represent the x and y components of the respected block’s location. A* is governed by
three evaluation points: the admissibility of the algorithm, consistency assumption, and
monotone restriction. The admissibility of A* algorithm’s resulting path is to be optimial
as the heuristics use to construct a path are estimated below the true cost of traveling to
and from a node. Meeting the latter two points implies admissibility of A*. The
consistency assumption of A* is defined as the following: A* will always find a path, if
one exists, and if the following is met [18]:
Property 2.24. ∀ni, ni+1,∈ G[h(ni)h(ni+1) <= h∗(ni, ni+1)]
Translation being: that for all m and n nodes within the search space, the estimated cost to
travel between them must be less than or equal to the true cost. True cost is denoted as
h∗(ni, ni+1). This consistency assumption may be difficult to be held true in real
problems, so the monotone restriction is used, which states the following [18]:
Property 2.25. ∀ni, ni+1 ∈ G[h(ni) >= h(ni+1)]
Property 2.26. ∀ni, ni+1 ∈ G[h(ni)− h(ni+1)c(m,n)]
Property 2.27. h(G)=0
Property 2.25, which is saying that the cost of the parent node is greater than or equal to
that of the child node, which implies that once a node is closed it will not be opened again.
Property 2.26 makes the assumption that the difference in cost between the parent and
child nodes is less than or equal to the arc cost or true path from parent to child. Property
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2.27 states that the cost at the goal node is zero. Although there have been arguments that
Properties 2.25 and 2.27 are not required, the concept to take from the monotone
restriction is that A* underestimates the cost, resulting a path of minimal cost, if one exists
[18] [17].
The algorithm can be an informed or uninformed search. When informed the algorithm
has access to the individual node information, thus the developer has supplied the
algorithm with a complete search space including search space size and node details. An
uninformed implementation is when node details are not supplied, but only the search
space size is known. Using a maze, that’s structure is that defined in the previous section,
an example of A*’s internal workings is laid out below. The maze, illustrated in Figure
2.7, will be the used within the example. Each step of the algorithm is illustrated with both
the maze and the corresponding tree graph. The block marked with numeric symbol ‘4’ is
the agents starting position, location is (4,6). The goal for the agent to reach, though not
marked, is located at (12,3). In this example the algorithm will be uninformed, as no
heuristics have been predetermined. Only the starting and goal location are given. A quick
distance calculation, using Equation 2.2, gives an estimate of 8.5 grid units of travel to the
goal. A limitation of this agent is the inability to travel in diagonal directions. Only north,
south, east and west directional movement is only allowed. This is a design decision;
reasoning for which is discussed in a later section. The initial step of the algorithm is to
expand the starting node and update all relative information. Figure 2.7 shows the
expansion of the starting node and its updated information.
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FIGURE 2.7: Step 1 of the execution.
The starting node has one child node. The node is closed and the child node, (5,6) is
marked opened. Expansion of the child node results in Figure 2.8.
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FIGURE 2.8: Step 2 of the execution.
The expansion results in two possible nodes to travel. Cost of each node is illustrated
within Figure 2.8. All three nodes are updated, marking parent node (5,6) as closed and
both child nodes as opened. Node (6,6) becomes marked as the child of node (5,6) along
with node (6,7). Node (5,6) has the lowest cost and therefore is the node for next
expansion. This process is done two more steps, Figures 2.9 and 2.10, before another fork
appears. Figure 2.11 illustrates this. Note that each time a node is evaluated it is done
along with any open nodes. This leads to the concept of reverting to back to an open node
if one is to be less than or equal to the current. If there are two of the same cost, the first in
the stack is expanded. Figures 2.11 through 2.15 illustrate the process. Figure 2.14
illustrates the concept of reverting.
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FIGURE 2.9: Step 3 of the execution.
FIGURE 2.10: Step 4 of the execution.
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FIGURE 2.11: Step 5 of the execution.
FIGURE 2.12: Step 6 of the execution.
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FIGURE 2.13: Step 7 of the execution.
FIGURE 2.14: Step 8 of the execution.
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FIGURE 2.15: Step 9 of the execution.
During step nine, Figure 2.15, reverting is done. This includes the update of the child node
of node (8,6) from node (8,5) to node (9,6). The update of the child node is an important
step as when a path to the goal node is found, it is displayed visually by the link of parent
and child nodes. Figure 2.21 is the visual representation of the path. Figures 2.16 through
2.20 are the continuing steps to reach the goal node.
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FIGURE 2.16: Step 10 of the execution.
FIGURE 2.17: Step 11 of the execution.
Chapter 2. Literature Review 22
FIGURE 2.18: Step 12 of the execution.
FIGURE 2.19: Step 13 of the execution.
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FIGURE 2.20: Step 14 of the execution.
FIGURE 2.21: Step 15 of the execution.
Figure 2.21 displays the solution found by the algorithm. Only the nodes along the
solution are shown. In this example an optimal path is found. It is possible to have
multiple optimal paths with a single tree. In the tree presented in Figure 2.20, both
possible nodes of travel have the same cost. Just the order of which they are picked from
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the stack determined which one was taken. This process is normally done with a first in
last out stack like structure. Here the process is randomized.
2.3.3 Application to Research
This research does not fully implement the A* algorithm. However, the GA is modified to
include the A* cost function, which bounds agent behavior during the GloPro learning
phase. This is intended to reduce the amount of wandering shown by an agent in a given
maze, which should reduce the overall cost of the GA. The selection process for expansion
and picking the next node is discussed in later section.
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2.4 Genetic Algorithm
A Genetic Algorithm (GA) is a simulation of Darwinian evolution to find a solution for
a given problem. GA is used to provide efficient search of large solution spaces in
situations where traditional methods are ineffective and brute force attempts are too costly.
Uses of GA span from optimization of UAV flight controls to teaching a machine to play
the game GO [19]. In this research, GA is to be utilized to develop the agents ability to
traverse through a maze.
2.4.1 Definitions
The following definitions shall be used throughout this research.
Definition 2.28. Genome : a solution encoded as a sequence of symbols.
Definition 2.29. Fitness : A quantity representing the degree to which the genome solves
a problem.
Definition 2.30. Population : a finite set of agents.
Definition 2.31. Generation : a population corresponding to some time. The initial
population denoted as G0, the following as G1 and so on.
Definition 2.32. Selection: Action of randomly pairing two genomes for reproduction.
Definition 2.33. Crossover : A selected point at which genetic copying stops or starts on a
genome during reproduction.
Definition 2.34. Reproduction : Creation of a genome using Selection and Crossover,
illustrated in Figure 2.22.
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FIGURE 2.22: Reproduction of a new genome.
Definition 2.35. Mutation : the process of randomly modifying a symbol within a
genome, illustrated in Figure 2.23.
FIGURE 2.23: Mutation of a genome.
Definition 2.36. Convergence : the act of approaching an ideal solution, marking the end
of GA process.
Definition 2.37. Premature Convergence : the act of approaching an ideal solution,
marking the end of GA process before a sufficient percentage of search space coverage has
happened.
The following definitions are with respect to this research and its implementation of GA,
this includes modification of above definitions:
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Definition 2.38. Rule : a structure that contents a condition and action.
In this work a genome is to be a set of rules from which the agent can determine its next
behavior. Example is shown in Figure 2.24.
00S0EE00000E
0000EEW0SE0E
NNSSEE00S00E
NN000000WESE
0NS00000EW0E
00SSE000ENSS
00SSE0WWSNEW
N0S0E000SSNE
00S0EE00WSWE
NNS000W0EWWW
00SSEEWWNWEW
0000E0W0SNEW
FIGURE 2.24: Genome example.
2.4.2 GA Process
The process of traditional GA involves the iterative cycle of the following actions as
shown in Figure 2.25: Populate, trials, evaluation, selection, crossover and mutation.
Chapter 2. Literature Review 28
FIGURE 2.25: GA life cycle.
The initial step is to create a population, G0, where each agent has a pseudo randomly
generated genome. Trials are performed on each individual in G0 in order evaluate and
assign a fitness value to it. Once evaluated, those among the current generation, G0, that
are below some fitness threshold are removed from the population. The population size is
normally kept constant. To maintain this size a period of reproduction via selection and
crossover is performed to replenish the population. Reproduction, illustrated in Figure
2.22, is the pseudo random selection of two parent genomes. Crossover of portions of
pseudo random lengths is done between p1 and p2 to produce c, the child genome.
Mutation is then performed provide a higher probability of coverage of the search space,
that avoids local maxima. illustrated in Figure 2.35, mutation is the pseudo random
process of modifying a symbol within the genome. The cycle continues through G1, G2,
G3 and so on until convergence.
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2.4.3 Variants of GA
There are wide range of GA designs including structured population and interval GA
[20][4][3][21]. Three problems associated with the traditional implementation of GA are
high time to convergence, premature convergence, and inaccurate modeling. The first two
are tackled with structured population GA, where the population is divided into groups
based upon genetic characteristics. Grouping provides locate subsets of the search space,
increasing the chances of higher quality solutions [4]. The groups evolve in parallel,
reducing time to convergence [3]. While structured population GA is used to increase
performance, it, along with most simulations, lacks the means to ensure reliable real world
solutions. This is mainly due to the fact that simulation of real world variables can be
highly complex and costly, resulting in inaccuracy of the modeled variables. Interval GA
is used to increase relaiable of a solution set in simulation of a real world problem [21].
Resulting in an upper and lower bound of the error associated with variable representation
the relationship between the algorithm’s performance and initial parameters can be seen
when using Interval GA [21].
2.4.4 Application to Research
Although both interval and structured population GA implementations are utilized for
reduction of simulation error and controlling both solution quality and search coverage,
they have their constraints. Interval GA has a high coupling between implementation and
problem setup, which GloPro is proposed to have low coupling between the two allowing
for a level of abstraction to be present. Given limited hardware and an estimated relatively
small search space, the use of Structure Population GA would result in high overhead and
redundant search coverage.
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GloPro is considered to be a hybrid GA approach, as its combined with an additional
search algorithm [20]. After the first execution GloPro, which has a GA process with an
unstructured initial genome, all following executions will have a structured genome based
upon the solution set of the previous execution. In addition to the structured genome,
characteristics of A* are used to increase efficiency of search space coverage. Variants of
GA that implement similar aspects are done to optimize time to convergence and decrease
likelihood of premature convergence, which traditional GA is troubled by [20].
In typical implementations of GA, a Genome is represented as a binary number, where
each position is a corresponding characteristic of the agent. For this research, the ASCII
characters of "N", "S", "E", "W", and "0" were used. Example of a single rule within a
genome,
N000EE00EEEG
Where the first eight characters represent the directions the agent can see, whether that be
north "N", south "S", east "E" west "W", or an object "0". Those eight characters are
paired by directions north, south, east and west, as the first two characters can be "NN",
which would be interpreted as the agent sees two or more open blocks in the north
direction. After the first eight characters, the next three represent the history of the agent,
the directions were taken. The last character represents the agents next move. A detail
discussion of why this structure was chosen can be found in Chapter 3.
Trials are to be the navigation of a set of mazes, with the objective to be traveling to the
goal location. During trials, the agent travels until it has reached the goal location, has
utilized all allocated moves or has no valid movers to take. In this research two
percentages for population pruning, 80% and 20%, were used during initial testing. Once
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selection and crossover are finished mutation is introduced. The mutation rate to be used is
one over the length of the genome, which the likelihood of happening is relative low,
though mutation is not a focus in this implementation. As stated above the genome
structure we are using is non-binary, so the process of flipping a ’bit’ has slightly higher
complexity. Refer to Section 3 for process details.
2.5 Statistical Learning
Statistical Learning is the process of estimating an output based on a given input with
respect to a statistical model built using previous results or over some training period [17].
This concept is in fields such as economic predictions, image processing, and robotics [22]
[17]. The process includes determining a relationship between output and input over time.
2.5.1 Definitions
Here are definitions for which are to be used.
Definition 2.39. Classification: Process of identifying to which solution set and input
belongs to based upon a given statistical model or derived statistical model.
Definition 2.40. Prediction: An estimation of output based upon a statistical model.
Definition 2.41. Statistical Model: A generated set of relationships between a set of
inputs and outputs.
Definition 2.42. Selector: An operator that informs an agent which optimal rule set to
use based upon a classification of a set of input.
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2.5.2 Statistical Learning Process
The process of statistical learning includes a training period, whether discrete or
continuous, a statistical model, the action of classification, and prediction. Over time or
during a training period, and a statistical model is formed for which classification of the
relationship between inputs and output is done. Predictions are based upon the resulting
classification of data. Consider picking an object, A or B, from a set of bags. Unaware of
which bag a person is grabbing from or how often a single bag appears. The objective here
is to classify which bag is being picked from and predict what bag may come next. In
Table 2.2 are base hypothesis to start with:
Hypothesis Description
H0 50% A and 50% B given bag 1.
H1 70% A and 30% given bag 2.
H2 30% A and 70% B given bag 3.
TABLE 2.2: Hypothesis examples.
While collecting data, how many times A or B have been picked, a statistical model can be
generated. Say the following data was collected from hundred picks from the randomly
ordered bags:
A : 28
B : 72
The data above allows for the classification that you have been grabbing from bag 3 to be
made. A prediction is formed that the next bag to pick from is bag 3 and you have a high
likelihood of grabbing a B object.
Although the reasoning above is logical, the base hypothesis and statistical model are
flawed, as the given enough time the classification will result in heavier weight towards
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bag 1. Consider if the next thirty data points lean towards object A. Although the
classification would seem correct, there is an error present given the data set. At some
point in time the data set will reflect nothing but bag 1. Meaning, given some time
duration, the classifier may result in poor predictions.
This flaw may be resolved by resetting the data set after some period of time or updating
the initial base hypothesis during execution.
2.5.3 Application to Research
Within this research, statistical learning is utilized within a Selector. This Selector is
designed to improve GloPro’s ability to predict what rule set to use for a given problem.
To tackle the problem of poor classification and predictions, the next section explains the
concept of Progressive learning.
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2.6 Progressive Learning
A key concept of GloPro is Progressive Learning, where the algorithm has the potential
to learn over time when presented with different problem instances and applies past
solutions when applicable to new problem instances. Shown in Figure 2.26, the concept is
illustrated.
FIGURE 2.26: Visual of Progressive learning.
Figure 2.26, shows how each solution is applied to the generation of the next, though this
is only if the next problem instance is of the base problem set. The idea is that when
presented with a new problem instance, GloPro shall generated a new solution. Discussed
in the previous section, progressive learning is to improve the quality of classification and
predictions. With the additional solution the statistical model is updated.
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Methodology
The following section discuss the design of each component of GloPro and all required
tools for evaluation.
3.1 Maze Design
As discussed in Chapter 2 section 2.2, a maze is constructed with open and closed blocks,
represented by the symbols “0” and “1” respectively. A maze’s characteristics are defined
by one or more rules of construction. that define path shape and amount of noise.
Mazes are described by a ratio of N:M, where N is the length of travel in the East to
West direction and M is the length of travel in the South to North direction. There are
three rules of construction to be utilized during the experiments: a 20:0 run, 20:4 single
step, and a 9:9 single step. These ratios were arrived at during early testing and it was
determined that the ratios resulted in learning behavior. Formal definitions of each rule are:
3.1.1 Definitions
Definition 3.1. Maze Type One: N:M Run, Where N > 1, M =0
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FIGURE 3.1: Illustration of first rule of construction.
Definition 3.2. Rule two: N:M single step, Where N > 1, [ M = N/k] , k = 5
FIGURE 3.2: Illustration of second rule of construction.
Definition 3.3. Rule three: N:M single step, Where N > 1, M = N
3.1.2 Introducing Noise
The process of introducing noise to a maze is as follows: Once the solution path is
established, noise, represented as dead-end branches, are attached at random points along
the path. The length of the dead-end branches can be defined by the user to be up to some
fraction of the maze width, minimum of 1 unit. This process of generating noise does not
guarantee a non-optimal path, but does guarantee dead-ends. The process of maze creation
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is separate from the main algorithm and can be utilized for maze creation outside this
experiment. The values shown in Table 3.1 are relationships between a few possible noise
values.
Percentage of noise Impact on maze
100% Open space, no unique path
50% Non-optimal paths are likely to form, low
distinction of unique path to noise
20% Likeyhood of non-optimal paths to form is
low, high distinction of unique path to noise
0% Only solution path present
TABLE 3.1: Noise presentage and their results.
Mazes are randomly generated during the GA-A* learning period. In general, constraints
associated with maze construction are: the distance from a start location to goal cannot be
longer that the width of the maze, and noise branches only traverse South to North. After
noise is added to the path, diagonal movement may be physically possible, but to limit the
complexity diagonal movement is not allowed. Evidence of such limitations are seen in
the Section 3.2.1. The reverse directions are not experimented with as if the algorithm can
travel from West to East then the same process allows travel East to West. In term of
generating solutions, there is no difference.
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FIGURE 3.3: Flow diagram of maze creation and noise.
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3.2 Hybrid GA-A* Design
GloPro algorithm is composed of a hybrid GA, combining GA and A*. A quick over view
of the algorithm is shown in Figure 3.4.
FIGURE 3.4: Flow diagram of Conceptual Algorithm.
Illustrated in Figure 3.4, the algorithm shows two key activity blocks: Representing the
problem as a grid structure and defining agent behavior as genome structure. These steps
illuminate the idea of the algorithm being applied to a range of problems, if the problems
can be bounded to each other. For now, the focus is to be on the remaining activity blocks
within the flow diagram.
3.2.1 Genome
A genome is made up of twenty rules of fixed length, where a rule has the layout shown in
Table 3.2. The size of a genome was determined during initial testing.
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NN S0 EE 00 00E E
Current condition History Resulting move
TABLE 3.2: Single Rule layout.
Rules are constructed using the ASCII characters N, S, E, W and 0. A rule has three main
parts, current condition, history and resulting move. The current condition describes the
presence of open and closed blocks for two grid squares in the North, Southm, East and
West directions. Total length of the current condition section is eight characters. Each
sub-section of the current condition is restricted to having the following combinations,
with respect to each direction:
00 Agent sees no open blocks
E0 Agent sees one open block in the E direction
EE Agent sees two or more blocks in the E direction
TABLE 3.3: Acceptable combinations for each of current condition’s
sub-sections.
The permutation of 0´X’ implies that the agent sees through a wall and is not an allowable
state. The history seqment records the last three agent moves. Format of history is
restricted to the following combinations, again allow East to be the example direction:
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000 Agent as yet to make a move
00E Agent as made a move in the E direction
0EE Agent as made two moves in the E direction(s)
EEE Agent as made three or moves in the E direction(s)
TABLE 3.4: Acceptable combinations for the history of a rule.
The resulting move seqment represents movement of a single grid square. The value
cannot be zero or, and direction must result in a legal move in the maze. The first
constraint implies that the agent must make a decision, while the second one services as a
logic check. Given the discussed constraints, the search space of possible rules was
calculated to be 10,200 unique rules.
3.2.2 A* Cost Function
Before a rule is used a process of evaluating any surrounding open block with respect to
ita A* cost is done. The agent is influenced to search the best open block first. This step
does not force the agent to move to the lowest cost block, unless that open block is the
goal location or a rule exists that is below a Hamming distance threshold and has a
resulting move in the same direction as the open block of lowet cost. The agents behavior
is discussed in the next section.
3.2.3 Agent Behavior
The agent has three pieces of information. In addition to the current condition and history
presented in the rules, the agent is provided with the location of the goal. The agent’s
decision making process is illustrated in Figure 3.10. There are four key check points:
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open block cost evaluation (Section 3.2.2), selection of a rule set to utilize, selection of
which rule to use based upon a Hamming distance threshold, and its default action.
Before the comparison of a open block of lowest cost and potential rule is done, the
agent’s Selector is called upon to determine which optimal genome to utilize, if any exist
from past executions. If no optimal rule set exists for the given maze a default randomly
generated rule set is used. Once a rule set is selected, an agent compares the rules within
the genome to its current state. This process is done by calculating the Hamming distance
of each rule among the genome to the current state, not including the next move section of
the rule, illustrated in Figure 3.6. All rules below the Hamming distance threshold are then
compared once again, see Table 3.5, where the Hamming distance is the number of
inconsistent symbols between rules of same length.
rc N N S 0 E E 0 0 0 0 E E
1 1 1 N/A
ri N 0 S 0 0 0 0 0 0 0 E N
FIGURE 3.5: Hamming distance calucations.
At this time the resulting move section of the rule in question is compared to the open
block presented by the A* influence, with respect to the direction represented by each. If
the rule is below the Hamming distance threshold and its next move section is equal to that
of the open block, then the rule is used and the agent takes the open block, see Figure 3.6.
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FOR each ri ∈ R, where R is the set of Rules
Calculate and store the Hamming distance of each rule compared to rc,
the current state
Hamming distance for ri is 4
IF Hamming distance of ri is <= Hamming threshold
add ri to possible rule list, Rp
END IF
END FOR
Sort Rp
FOR each ri ∈ Rp
IF ri next move section == open block of lowest cost
Move agent
Update location information
END IF
END FOR
FIGURE 3.6: Pesudo code for behavior.
The following conditions are checked if no rule is classified as usable after the previous
process is complete:
Chapter 3. Methodology 44
IF there exists an open block in same direction of past move
move agent to block
update location information
END IF
ELSE IF there exists open blocks within the possible list
Randomly pick an open block
move agent to block
update location information
END ELSE IF
ELSE
mark agent as failure
end agent’s life span
END
FIGURE 3.7: Default actions for behavior.
Two addition constraints to the behavior of an agent is that the agent must move and
cannot revert back to a known block of lower cost. Reason for the lack of reverting to
lower cost block is that the process of reverting requires the backtrack of a path which
would add to the cost of travel, resulting in a non-optimal path. Both constraints are to
decrease the likelihood of a poor agent, as a poor agent is one of high cost.
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3.2.4 GA Design
The following flow diagrams are to illustrate the functionality of the algorithm. The
general flow of the algorithm starts with the populating of agents. The creation of an agent
includes the generation of a genome. This process constructs rules until the genome size is
met. In addition to the default rule set, optimal genomes from past executions are added
agent’s genome set, if any exist. Refer to Figure 3.8.
FIGURE 3.8: Flow diagram of action to populate.
After a population is created each agent is passed through a set of trials. A single trial
includes the following activities show in Figure 3.9: creation of a maze, the action of an
agent running the maze, and recording of the agents fitness. The process for the collective
trials is now that of Figure 3.11, where threads are created with respect to each agent. A
thread contains the repetitive action of running a single agent through a number of trials.
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FIGURE 3.9: Flow diagram of a thread.
During a threads instance, the agent is presented with a number of mazes to traverse
through. The behavior of the agent is expressed in Figure 3.10. Key activity blocks to
focus on are calculating the cost of the adjacent open blocks, the Selector determine which
genome, if there exists additional genomes, to use based on the past moves, calculating of
the Hamming distance, and the default action of repeating a past rule or killing the agent.
These four blocks define the behavior of an agent.
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FIGURE 3.10: Flow diagram of the behavior of an Agent.
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FIGURE 3.11: Flow diagram of Trial process.
Once execution of all threads have finished, the generation is then evaluated. Evaluation
contains three steps, calculating each agent’s fitness, sorting the population by the fitness
and removal of agents with worst fitness. Calculation of an agent’s fitness is determined
by Equation 3.4. The removal step happens until some cut off is met, where the population
as been reduced. The cut off percentage used is 20%.
F (A) =
t∑
i=0
(ft(n))
t
(3.1)
Where t is the number of trials, ft(n) is the cost of a single trial, and F(A) is the average
fitness of agent.
Discussed in Chapter 2 Section 2.4 a period of crossover happens to maintain the
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population size and ensure coverage of the search space. Following Equation 3.2 for linear
crossover, here only one child is produced given the small search space [23]. The
crossover process has five steps: randomly pairing two agents, generations of two
crossover points with respect to the genome size, logical check and sorting of the two
generated points, creation of a new default genome, and creation of an agent instance
having the new genome set. Illustrated in Figure 3.12, the process only produces one child
per pair parents. In large sized search spaces this may led to increased time to
convergence, but the search space is relatively small in this research.
C = ((1 + α)× P1)− ((1− β)× P2) (3.2)
Where α and β are random variables.
Mutation is applied across the newly created generation. The act of mutation is random,
thus not guaranteed for each agent’s genome. Figure 3.13 shows the steps to be followed
for this process. The step of flipping a bit within the genome has a complexity directly
proportional the construction of a rule.
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FIGURE 3.12: Flow diagram of Reproduction.
FIGURE 3.13: Flow diagram of Mutation.
The algorithm continues until convergence happens or a generation limit has been met.
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3.3 Selector
The Selector design follows the pesudo code and statistical model below. Note that the
design shown in Figure 3.14 is the result of initial testing, where the Selector was orginally
defined as the injection of past generated ruleset into an agents genome. Allow X to be an
array of four elements, where index zero is the number of times a move in the North
direction was taken. The next three elements follow the same concept, but are for
directions South, East, andWest. If given an input p(X), here p(X)is the percenage of
moves taken in each direction, then we can classify the current environment and estimate
from which optimal rule set to pull from. Optimal rule set or sets are that which were
generated from past executions through a set of mazes designed from a single rule of
construction. For example if our statistical model is that shown in Figure 3.14, we can
create the following Selector:
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IF ((p(X0) <= .1 || p(X1)<=.1 ) (p(X2) <= .9 || p(X3)<=.9 )
Classify the maze as a straight line
return optimal rule set for a straight line
END IF
ELSE IF ((p(X0) <= .3 || p(X1)<=.3 ) (p(X2) <= .7 || p(X3)<=.7 )
Classify the maze as one made up of N:M step(s)
Where N > M, M = N/k where k = 5 , N > 1
return optimal rule set for such a N:M step maze
END ELSE IF
ELSE IF ((p(X0) <= .5 || p(X1)<=.5 ) (p(X2) <= .5 || p(X3)<=.5 )
Classify the maze as one made up of N:M step(s)
Where N > M, M = N , N > 1
return optimal rule set for such a N:M step maze
END ELSE IF
ELSE
Environment is unknown return a default rule set (randomly generated)
END
FIGURE 3.14: Pesudo code for Selector.
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Statistical Model for Classification
N > 1, M =0 N > 1, M = N/k, k =5 N > 1, M = N
Precent of moves
taken in directions
East and West
90% 70% 50%
Precent of moves
taken in directions
North and South
10% 30% 50%
FIGURE 3.15: Statistical Model
The Selector show in Figure 3.14 has a number of possible faults: the overlap between
classications and disregard of what is currectly seen. With the overlap, the Selector may
incorrectly classify the environment. Disregarding the current state’s information may or
may not have an impact on the classication assumptions. With the low complex rules of
construction it is believed that only acknowledging the past should suffice in estimating
the environment.
3.4 Verification and Tuning
GloPro was introduced to a period of verification and tuning. This period included
ensuring the algorithm could solve the simplest forms of the three maze types, comfirming
agent behavior followed the requirements and constraints described above, and then fine
tuning the parameters for GloPro.
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3.4.1 Verification
During verification GloPro was evaluated against a number of situations :
Test Description
1 Presented with a maze of each type, is GloPro able to solve
them? Each maze has less than one percent noise. Note this
test has three sub parts.
2 Observe Reproduction, ensuring that population never
excedes initial population of a hundred.
3 Observe Crossover, ensuring newly formed genome never
excedes a length of 240.
4 Observe A* influence, ensuring that cost calculations are
correct and open block of lowest cost is expanded first.
TABLE 3.5: Verification tests.
Each test was ran with the following parameters were used:
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Parameters Values
Generation limit 100
Population size 100
Genone size 100 rules
Number of Trials per agent 1000
cutoff percentage 20%
Hamming distance threshold 6
Extra allowed moves 6
TABLE 3.6: Parameter for verification tests.
All tests were conducted using three sets of mazes, one of each maze type. When
observing crossover, reproduction, and A* influence it was found that there existed a
memory leak and incorrect data type conversion. The memory leak was the result of poor
cloning of data when passing parameters and imcomplete removal of unfit agents and their
genomes. This caused population and genome size to increase beyond their respected
initial sizes. In addition an out of bounds exceptions were thrown during crossover at
random times. This was linked to incorrect sorting of the two random points for crossover.
All problems led to GloPro failing to complete any of the mazes. Once patches were
executed to the implmentation, Tests two through four were passed. As for Test 1, GloPro
was able to solve all three mazes with noise levels less than one percent.
3.4.2 Parameter Tuning
Along with verification, parameters were tuned to provide an ideal learning behavior.
Table 3.7 shows the parameters for each tests, where three sets of tests were executed each
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evaluating GloPro over all three maze types.
Parameter Value
Generation limit 100 500 500
Population size 100 100 100
Genone size ( of rules) 100 50 20
Number of Trials per agent 1000 1000 1000
cutoff percentage 20% 80% 20%
Hamming distance threshold 6 7 5
Extra allowed moves 6 15 12
TABLE 3.7: Parameter for tuning.
Each column after the first in Table 3.7 represents the parameters used during each set of
tests. Mazes used during the tuning process has a noise level of 20%. Initial executions,
using column two, found that at this level of noise, while only having six extra moves,
GloPro was unable to solve maze type three. When using the parameters in column four,
where the agent was allocated 12 extra move, GloPro was able to solve all three maze
types. Parameters of column four was deamed to be ideal for learning conditions. This is
discussed below.
With having a genome and population size of hundred, the proability of having agents
with identical genomes can be approximated to be one. This given by Equation 3.3.
p(r) = 1− n!
nr(n− r)! (3.3)
Table 3.8 illusrates the probability of repeated genomes given a genome size, population
of hundred, and the respected number of permutations. This is deemed acceptable as
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GloPro’s GA characteristics should eliminate poor genomes and their repeats. To ensure
high coverage of the search space without low repeats of rules within a genome, tests were
conducted with parameters in Table 3.7. The values for genome sizes per execution were
determined by the calculations that provide Table 3.9. It was found that a genome size of
20 would be ideal for search coverage with low repeat of rules within a genome as the
probability of a rule being repeated was 0.0185.
Genome size Permutations Probability of Repeats
100 1.259 ×10263 1
50 9.771 ×10135 1
20 6.222 ×1061 1
TABLE 3.8: Probabilities of repeats.
Genome size Acceptable Rules Probability of Repeats
100 10200 0.3855
50 10200 0.1132
20 10200 0.0185
TABLE 3.9: Probabilities of repeats of rules within a genome.
While tuning the parameters for GloPro, in addition to the above, the Hamming distance
threshold, its impact to agent behavior was observed and tuned. Additional tests and
observsations ran are illusrated in Table 3.10.
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Test Description
1 Observe influence of rule selction, Comfirm that an Agent’s
default move, repeating past move (if able), is not used more
than 20% of an Agent’s decision during the exploration of a
maze.
2 Observe rule selection, comfirm that the pick of a rule is
based upon if Hamming distance and potential for increased
fitness of the agent.
3 Observe influence of noise level, does there exist a
relationship between the noise level surrounding the start
location and distribution of default moves used throughout
the course of a maze.
4 Does the definition of convergence result in convergence
with good solution or premature convergence?
5 Observe Selector, does the Selector improve fitness and
coverage time of the population.
TABLE 3.10: Addition tests and observsations.
Tests 2 and 3 were derived from test 1 and all were done using parameters from Table 3.7,
though there were three different noise levels used for all maze types. The noise levels
were the following: 1%, 10%, and 20%. Despite the level of noise, it was found that if the
noise density surrounding the start location, resulted in the default action being used over
20% of the time. Along with that observsation, it was seen that column four of Table 3.7,
with a Hamming threshold of five was ideal. As any Hamming thershold over five, five
being half of the rule being different from the current state, resulted in poor rules being
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later evaluated. Also, as the agent’s behavior sorted the potential moves based upon their
cost, it was made possible for a move to be made that resulted in lower fitness of an agent.
As for convergence, Test 4, it was observed that convergence happened for all three maze
types given the parameters in Table 3.7 column four, although the convergence was
premature. This premature convergence was due to the poor definition of covergence and
from the behavior discussed above.
Finally, Test 4, showed that the Selector did descrease time to convergence, but its initial
design resulted in the inability to track is classification process. Modifications were made
and are list in the next section.
3.4.3 Modifications
Due to the results presented in the previous section the following modifications were made
to the design and implementation:
• Parameters to be used for all further testing are to be that show in Table 3.7 column
four.
• Convergence is now defined by either the generation limit being met or a desired
percentage of the population having an ideal fitness. This desired percentage is to be
a parameter for the GA process. An ideal fitness is calculated by the following
process:
F (A) =
t∑
i=0
(ft(n))
t
(3.4)
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Where t is the number of trials, ft(n) is the cost of a single trial, and F(A) is the average
cost of an agent.
P (A) =
t∑
i=0
Mt
t
(3.5)
Where t is the number of trials, Mt is boolean value stating whether a maze was completed
or not, and P(A) is the percentage of completed mazes for an agent.
Initialize some counter to zero
FOReach agent
calculate F(Ai)andP (Ai)
IF P(A) >= .75
then F(A) is ideal
Increase counter
END IF
END FOR
IF counter/number of agents >= 80
convergence has happened
exit GA process
END IF
ELSE
continue GA process
END ELSE
FIGURE 3.16: Modification for definition and implementation of
convergence.
Chapter 3. Methodology 61
• An additional two steps are introduced to the GA process to examine an individual
rules impact to the agents fitness and to maintain genome size. Illustrated in Figure
3.17, the process of examination is an exhaustive search through a genome
eliminating rules that provide poor performance. The second step is to maintain
genome size by duplicating rules that have been used the most.
FIGURE 3.17: Modified GA process.
Although this modification shown promise and improved solution quality, it also
increased execution time and was deemed suited for future work.
• The decision making of an agent was modified from picking a random but
acceptable rule, to picking a rule that has an acceptable Hamming distance and
which results in fitness improvement. Therefore, only open blocks of lowest cost
should be examined. This may decrease the appearance of wandering, where the
agents seem to move to and from the optimal path. Thus, focusing heavily on the
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hybrid GA-A* aspect of the algorithm. This results in a minor modification to
Figure 3.10, where now we don’t only sort but remove any open block, within the
list of potential next moves, that is of greater cost than the current position.
• implementation of the Selector had the set of genomes, that which are past
solution(s), injected into the agent’s default genome. Although this shown
improvement in time to convergence, it had a direct impact on the level of
complexity of the Selector. To lower the complexity and be able to track its
progress, an agent was modified to have an array of genomes. The first being its
default genome and all following the first are to be optimal rule sets generated from
past executions.
3.5 Experiment Setup
With the goals of this research to develop an algorithm that can optimize execution time
for generating a solution set and demonstrate that a solution set of one sub-problem can be
applied to another sub-problem within the same problem set, a number of hypotheses are
formed. The main hypothesis focused on in this research is if presented with a complexity
problem set, it is possible to optimize the time to find a optimal solution set, by first
generating a set of rules to solve each sub-problem within the problem set. A key ability
for this to work would be knowing when a rule set should be used. The proposed solution,
GloPro, utilizes a hybrid GA-A* structure with statistical learning. This concept has
inherently came with its own complexity, which a portion was discussed in the previous
sections. To test the hypothesis the following are to examined:
• Does the algorithm solve a given maze?
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If presented with a set of a thousand mazes of the same rule of construction, does
the algorithm solve every maze? Ideally, solving every maze is desired, but an
acceptable percent of failure is required. The acceptable failure percentage used
throughout the experiments was 25%. So that each agent was required to solve 75%
of the mazes presented to it to be considered an agent of ideal fitness.
• Does the generated rule set solve its respective maze?
Here the solution generated during learning is verified to solve its respected maze
type.
• Can the generated rule set solve a maze of a different rule of construction.
Testing if there exists a need for the Selector. If showed that there exists one
solution that can solve all three of the maze types, then there is not need for a
Selector. If the data shows, after applying each solution through each independent
maze type, that no solution solves each maze type hundred percent of the time, then
there is a need for the Selector.
• After the generation of rule sets for all three maze types, does the Selector correctly
classify the environment?
When running an agent through mazes, composed of characteristics of all three
maze types, does the Selector correctly classify the environment 75% of the time.
Note same success rate for maze complete?
• Does the use of the Selector decrease time to convergence?
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Simple comparison between how long it takes a population to converge with and
without the use of past solutions.
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Chapter 4
Experimental Results
The following sections are to discuss the data collected while testing the hypothesis.
4.1 Control Set
The control set consists of solutions generated with a traditional GA implementation with
no A* influence present. The parameters for each experiment are provided in Table 4.1.
Both success rates in Table 4.1 are target values as both the individual agent and
population must at a minimum meet those values. This is a learning period with no
Selector. Each solution was generated independently, as no progressive learning was
implemented.
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Parameter Value
Population size 100
Genome size 20
Mutation rate 1/240
Number of Trials 1000
Number of crossover points 2
Individual success rate of maze completion 75%
Population success rate for convergence 80%
Generation limit 500
Extra allocated moves per agent 12
TABLE 4.1: Parameters for experimentation.
Seen in Figure 4.1, when generating a solution for maze type 1, (N:M = 20:0), we can see
that convergence happens at generation fifteen. Note that the blue line, that of best fitness,
appears to never improve. This due to rounding to the nearest whole number during
creation of the graph.
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FIGURE 4.1: Fitness over Generations for traditional GA with no A* for
Maze type 1.
Figure 4.2 shows that, when generating a solution for maze type 2, (N:M = 20:4), there
was no convergence during the 500 generations. The best solution present in each
generation, represented by the blue line, appears to never improve. Figure 4.2 only shows
the first hundred generations. After 500 generations the population was only able to solve
35.34% of mazes presented to them.
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FIGURE 4.2: Fitness over Generations for traditional GA with no A* for
Maze type 2.
Figure 4.3, shows results for maze type 3, (N:M = 9:9). Again no convergence occurred
when the 500 generation limit was reached. The population was unable to solve any
significant number of mazes presented to them.
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FIGURE 4.3: Fitness over Generations for traditional GA with no A* for
Maze type 3.
4.2 Experimental Set
The same process was repeated with A*’s influence present. The parameters for each
experiment are presented in Table 4.1. Figure 4.4, shows results for maze type 1, (N:M =
20:0). Convergence happens within four generations. The line of best fitness, represented
by the blue line, appears to never improve within the life of the population. This is due to
round off error. Justification for continuing the experiment, despite having an agent of
ideal fitness during the first generation, is verification of the resulting genome. Also, given
that maze type one is of low complexity, it is acceptable that the best fitness between both
the hybrid GA-A* and the traditional GA are similar.
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FIGURE 4.4: Fitness over Generations for traditional GA with A* for Maze
type 1.
Figure 4.5, Figure 4.5, shows results for maze type 2, (N:M = 20:4). Convergence happens
within 25 generations compared to never converging without A*. Note that the line of best
fitness, again the blue line, appears to never improve within the life of the population.
Justification for continuing the experiment is as same as before. Note that with the hybrid
execution, 80% of the population at convergence was able to solve 90.91% of their mazes,
this is compared to the 35.34% without A*.
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FIGURE 4.5: Fitness over Generations for traditional GA with A* for Maze
type 2.
Figure 4.6 shows results for maze type 3, (N:M = 9:9). Convergence never happens within
500 generations. Note that the line of best fitness, again the blue line, appears to improve
at generation 473. If the experiment did not have a generation limit the results may have
improved and convergence may have happened, this will be something tackled in future
work. Note that with the hybrid execution, 80% of the population at convergence was able
to solve 28% of their mazes, this is compared to the 0% without A*.
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FIGURE 4.6: Fitness over Generations for traditional GA with A* for Maze
type 3.
After generating solutions from each maze type, a population was constructed with a
single solution and were evaluated against each maze type independently. Parameters for
the experiments are shown in Table 4.2. Genome size is based upon each rule sets
generated from the above three tests.
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Parameter Value
Population size 100
Genome size N/A
Mutation rate 0
Number of Trials 1000
Number of crossover points 0
Individual success rate of maze completion N/A
Population success rate for convergence N/A
Generation limit 1
Extra allocated moves per agent 12
TABLE 4.2: Parameters for applying solutions to individual mazes.
4.2.1 Results
The execution of the Experimental set resulting the success rates shown in Figure 4.3. The
result supports the following: A genome generated for a complex rule of construction will
have a higher success rate for mazes of less complex rules of construction, shown in the
lower diagonal. There is a relationship between high noise densities of a maze and success
rate. Shown with genome three, which when ran against mazes of rule of construction
three (Definition 3.3), the success rate was 33.034%. Also, column two, row three shows
that genome for maze type 3 was unable to solve any mazes of type 2. This data point is
questionable, as maze type 3 is a special case of type 2 and genomes of type 3 should be
able to solve mazes of type 2 to some extent. Due to time constraints this was not
revisited, but relationship of noise density to success rate will be examined in future work.
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The upper diagonal of Figure 4.3, shows that genomes developed for less complex rules of
construction have lower success rates with complex mazes. Given the upper diagonal we
can state that there is no one genome to solve all three rules of construction and there is a
need for the Selector.
Maze Types
1 2 3
Genome 1 <100.00% 51.10% 4.40%
Genome 2 100.00% 100.00% 17.30%
Genome 3 100.00% 0.00% 33.03%
TABLE 4.3: Success rate during execution non-learning period.
4.3 Selector Examination
The Selector of GloPro was first examined using mazes of a single rule of construction.
Given that an agent with a Selector has a set of genomes from past execution, plus a
default genome of randomly picked rules, it was desired to see what rule sets were utilized
by the Selector. This would determine whether the Selector was classifying the current
environment correctly. Initial tests were done, where GloPro was used to generated a
solution for maze type 2. Once finished the algorithm utilized the solution within its
Selector and presented with a set of maze of type 2. Note that this was done during the
period where the Selector did not have unique genome sets, but rather the past solutions
were embedded within a single generated genome along with a random selection of rules.
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Also, this was during the same period when the definition of convergence was not based
upon a success rate but of an ideal fitness alone.
FIGURE 4.7: Fitness over generations of population without progressive
learning.
Figure 4.7 illustrates the results, where convergence happens around 80 generations. This
is without the use of progressing learning, where no past solutions are utilized. In Figure
4.8, a decrease in time to convergence is present, where now the population converges at
around 40 generations. This is when past solutions are utilized with the Selector. Although
the results were recorded from when a poor definition of convergence existed, the data still
supports the claim of decreased time to convergence when the use of a Selector is present.
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FIGURE 4.8: Fitness over generations of population with progressive
learning.
Tests were done using the modified Selector, that of which having unique genome sets
along with a default. When testing this Selector, against mazes constructed with random
combinations of mazes types, it proved to be flawed as it always diverged to the default
genome set. With a success rate of zero, the Selectors statistical model has room and need
for improvement.
4.4 Summary
In summary the following was taken from the above experimentation and discussion: The
use of the hybrid GA-A* does out perform the traditional GA implementation in terms of
time to convergence, but not necessarily in terms of solution quality. This being seen in
Figures 4.1 and 4.5. Shown in Figure 4.3, the data does support that a Selector is needed
as no one solution solved all maze types. Although the Selector was shown to be flawed,
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the prototype is feasible. In additional, progressive learning was conceptually shown to
improve time to convergence.
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Chapter 5
Future Work
There are a number of topics that have arisen from this work that may be continued at a
later time.
Applying GloPro to mazes of higher complexity. During this research three single
rules of construction were used to generate three maze types. By combining the basics
characteristics of the three maze types, mazes of higher complexity can be constructed.
For example, if either maze type 2 or 3 would be repeated, a stair step pattern would result.
Ideally GloPro and its Selector should be able to identify which environment the agent is
within and use the appropriate rule set. Future work may determine if GloPro is applicable
to more complex environments.
Improving the Selector and its statistical model. As described in Section 3.3, the
Selector was unable to adequately classify the environment indicating there is a need for
further study. Further work may included fine tuning the statistical model based on
techniques used for image classification [24] Similar to that of a cascading classifier’s
training period or having some internal feedback modifying the statistical model during
execution. As discussed in Chapter 4, resetting the move history may keep the growth of
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any single case from over shadowing the others during classification. This may also be
explored as part of future work.
Studying the affects of noise density to success rate with different maze types.
Presented in Figure 4.3 in Section 4, GloPro had generated a poor genome when solving
maze type 3. In Chapter 3 Section 3.4 it was discussed that there exists a relationship
between the noise density surrounding the start location and the quality of a generated
solution. Further studying of this may give light to why the solution for maze type 3 did so
poorly.
Further study of what defines a “good” rule set. In Chapter 3 Section 3.4.3, a
proposed algorithm was discussed as to how a“good” rule set may be verified during
execution of a learning period. Further study may be conducted to see the impact of this
modification on the quality of a solution an time to convergence.
Fine tuning the Hybrid GA-A* parameters In Chapter 4 Section 4.2, it was stated that
GloPro failed to converge for maze type 3. Improvement of the population fitness was
apparent, but due to the generation limit of 500 it was not further evaluated. Repeating this
experiment with a greater generation limit or none at all may result in significant findings.
In addition, formulating a more accurate cost function and allowing for retracing steps
may have significant impact. As for the cost function, implementing Manhattan distance,
Equation 5.1, for calculating heuristics may show interesting resulting when compared to
the current equation.
D(px, py) =
n∑
i=0
|pxi − pyi | (5.1)
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Applying GloPro to other problems. Appling GloPro to a different known problems,
those with a solution space that can have such form as a decision tree. Tackling addition
problems many support the GloPro’s global property.
Comparing GloPro to other optimization and search algorithms Comparing GloPro
to other algorithms, as to compare solution quality and efficiency of convergences.
Algorithms may include Particle Swam and other hybrid GA implementations utilizing
different search techniques.
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