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Abstract
Topic modelling (TM) methods, such as latent Dirichlet allocation (LDA), are ad-
vanced statistical models which are used to uncover hidden thematic structures or
topics in the unstructured text. In this context, a topic is a distribution over words,
and a document is a distribution over topics. Topic models are usually unsuper-
vised; however, supervised variants have been proposed, such as supervised LDA
(SLDA) which can be used for text classification. To evaluate a supervised topic
model, one could measure its classification accuracy. However, unsupervised topic
model’s evaluation is not straightforward, and it is usually done by calculating met-
rics known as held-out perplexity and coherence. Held-out perplexity evaluates the
model’s ability to generalize to unseen documents; coherence calculates a semantic
distance between the words within each topic.
This thesis explores ideas for enhancing the performance of TM, both super-
vised and unsupervised. Firstly, multi-objective topic modelling (MOEA-TM) is
proposed, which uses a multi-objective evolutionary algorithm (MOEA) to optimize
two objectives: coverage and coherence. MOEA-TM has two settings: ’start from
scratch’ and ’start from an estimated topic model’. In the later, the held-out per-
plexity is added as another objective. In both settings, MOEA-TM achieves highly
coherent topics. Further, a genetic algorithm is developed with LDA log-likelihood
as a fitness function. This algorithm can improve log-likelihood by up to 10%;
however, perplexity scores slightly deteriorate due to over-fitting.
Hyperparameters play a significant role in TM; thus, Gibbs-Newton (GN), which
is an efficient approach to learn a multivariate Pólya distribution parameter, is pro-
posed. A closer look at the LDA model reveals that it comprises two multivari-
ate Pólya distributions: one is used to model topics, whereas the other is used to
model topics proportions in documents. Consequently, a better approach to learn
multivariate Pólya distribution parameter may enhance TM. GN is benchmarked
against Minka’s fixed-point iteration approach, a slice sampling technique and the
moments’ method. We find that GN provides the same level of accuracy as Minka’s
fixed-point iteration method but in less time, and with better accuracy than the
other approaches.
Also, LDA-GN is proposed, which makes use of the GN method in topic mod-
elling. This algorithm can achieve better perplexity scores than the original LDA
on three corpora tested. Moreover, LDA-GN is tested on a supervised task using
SLDA-GN, which is the SLDA model equipped with the GN method to learn its
hyperparameters.
SLDA-GN outperforms the original SLDA, which optimizes its hyperparameters
using Minka’s fixed point iteration method. Furthermore, LDA-GN is evaluated on a
spam filtering task using the Multi-corpus LDA (MC-LDA) model; where LDA-GN
shows a more stable performance compared with the standard LDA.
Finally, most topic models are based on the “Bag of Words” assumption, where a
document word order is lost, and only frequency is preserved. We propose LDA-crr
model, which represents word order as an observed variable. LDA-crr introduces
only minor additional complexity to TM; thus, it can be applied readily to large
corpora. LDA-crr is benchmarked against the original LDA using fixed hyperpa-
rameters to isolate their influence. LDA-crr outperforms LDA in terms of perplexity
and shows slightly more coherent topics when the number of topics increases. Also,
LDA-crr is equipped with both the GN approach and the slice sampling technique
in LDA-crrGN and LDA-crrGSS models respectively. LDA-crrGN shows a slightly
better ability to generalize to unseen documents compared with LDA-GN on one
corpus when the number of topics is high. However, in general, LDA-crrGSS shows
better coherence scores compared with the LDA-GN and the original LDA. Further-
more, experiments to investigate LDA-crr performance in a classification task were
run; thus, SLDA is extended to incorporate word orders in the SLDA-crr model. The
GN and the GSS techniques are used in the SLDA-crrGN and the SLDA-crrGSS
models respectively to learn its parameters. Compared with the SLDA-GN and the
original SLDA, the SLDA-crrGN shows better accuracy results in classifying unseen
documents. This reveals that SLDA-crrGN can pick up more useful information
from the training corpus which consequently helps the model to perform better.
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Large text corpora are increasingly abundant as a result of ever-speedier computa-
tional processing capabilities and ever-cheaper means of data storage. The avail-
ability of such data has encouraged research into areas such as the analysis of global
events [4, 134], the measurement of consumer preferences [122], and public opinion
[119]. However, the vast majority of text data available on the Internet is in un-
structured formats. This has led to an increased interest in text mining and the
automated extraction of useful information from such unstructured data, and par-
ticularly in the task of automated characterization and/or summarization of each
document in a corpus, as well as the corpus as a whole. In Text Mining, text
analyzing methods fall into two main categories:
• Statistical Methods: These rely on mathematical structures by which text can
be represented. Usually, they use a “Bag of Words” principle which represents
a document by a collection of words, ignoring grammar and word order but
keeping frequency. Although these methods ignore essential information in
the input text, research shows good and competitive results in a variety of
applications.
• Linguistic Methods: These methods “understand” text by recognizing ele-
ments of the sentence. They can enable a variety of text processing applica-
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tions by preserving text semantics and transforming knowledge into a machine-
understandable representation.
1.2 Topic Modelling
It is generally tacitly understood that the first step in characterizing or describing
an individual document is to identify the topics that are covered in that document.
Thus, there is much current research into topic modelling methods such as in [68,
18, 59, 23] as algorithms that extract structured semantic topics from a collection
of documents. Current topic modelling methods tend to use probabilistic models,
involving many observed and hidden variables which need to be learnt from training
data. They represent each topic as a distribution over corpus terms, which are a list
of unique words used in the corpus. Each document in the corpus, which comprises
a list of instances of corpus terms, can be represented eventually by a mixture
of proportions of these topics. Probabilistic topic models such as latent Dirichlet
allocation (LDA) [18] achieve this goal by clustering documents’ words into topics.
As a result, topic models decompose documents to a small set of topics; thus, they
allow humans to gain a high-level understanding of a corpus which may be too large
to be read manually. This has led researchers to use topic models as relevant tools
to visualize large corpora [29, 24, 138, 109].
In addition to analyzing and visualizing large corpora, topic models have many
applications in various fields such as:
• Analyzing genetics data [125, 55, 87].
• Image analysis: scene categorization [47], matching words and pictures [12],
and objects discovery/tracking [132, 93].
• Studying research trends over time [63, 153] and organizing scientific research
grants [146].
• Survey data processing [46].
• Social media analysis [2] and identifying health issues such as depression [128].
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• Summarizing medical records [34].
1.3 Motivation and Research Gap
Topic modelling is an interesting and relatively new research area which has rele-
vance in many applications. It becomes more and more important as the volumes of
unstructured data are increasing on the World Wide Web and in institutional data
repositories. These unstructured data volumes contain useful information, and it
might be infeasible to process these data by humans manually. Thus, topic mod-
elling can be used to automate the process and then to store original data in a more
useful structured or semi-structured format.
Because of its unsupervised nature, topic model evaluation is relatively diffi-
cult; moreover, different applications may have particular requirements which make
evaluation even harder. This leads to open problems in the topic modelling field
which in turn lead to new opportunities to address these problems. One opportu-
nity can be offered by using multi-objective evolutionary algorithms (MOEAs) in
topic modelling. The MOEA approach to solving a problem depends on the prob-
lem representation on the one hand, and on the other hand, the way the problem
is formulated in terms of its optimization objectives. In particular, MOEA topic
modelling provides flexibility in defining the objectives that should be optimized,
which may assist in finding the most suitable models that satisfy predefined require-
ments. To the best of our knowledge, there were no attempts in the literature with
multi-objective topic models at the time of this research.
In addition, popular topic models are generally probabilistic models which, un-
fortunately, are intractable to be calculated exactly. Thus, approximation techniques
are used in the topic modelling inference process where hyperparameters play a large
role. Consequently, there is an opportunity to enhance the topic model’s quality by
providing efficient techniques to optimize hyperparameters values. Although there
is plenty of evidence in the literature about the important role of hyperparameters
in topic models [9, 151, 72], there is not enough work on investigating the best set-
tings of these values. In addition, most authors tend to use fixed values of these
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hyperparameters; therefore, they are not revealing the full potential of topic models.
It is tempting to provide more optimization and sampling techniques for updating
and learning hyperparameters’ values automatically. To the best of our knowledge,
there was no benchmark of multiple techniques on hyperparameters estimation, at
the time of the research. Particularly, there is no comparison available between
optimization and sampling techniques for LDA hyperparameters estimation.
Furthermore, topic models typically use the “Bag of Words” assumption which
ignores grammar and word order in the input text; this might adversely affect the
quality of resulted topic models. To overcome this limitation some research has
already been done to relax the “Bag of Words” assumption which leads to higher
quality topic models [149, 60]. However, the variable space is increased signifi-
cantly, which limits the applicability of such models on large corpora. It is tempting
to design topic models which relax this assumption and keep the model as sim-
ple as possible with a minimal added complexity to the base model. Providing a
simple, LDA based, topic model which incorporates word order would automati-
cally be directly applicable in most topic modelling applications including historical
documents, understanding the scientific publications, computational social science,
fiction and literature. To the best of our knowledge, there is no simple model with
such characteristics.
1.4 Contributions
The main contributions of this thesis are summarized as follows:
• A novel multi-objective topic modelling method (MOEA-TM) in section 3.2
which could either be started from scratch or initialized by an already trained
LDA model. Stand-alone and LDA initialized MOEA-TM models are eval-
uated against the original LDA in section 3.3. The evaluation shows that
MOEA-TM is particularly useful in producing highly coherent topics. MOEA-
TM is the first multi-objective topic model provided in the literature, to the
best of our knowledge.
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• A genetic algorithm (LDA-GA) in section 3.4, which can optimize the LDA
model’s log-likelihood quickly. It shows that—contrary to current thought—
LDA model’s log-likelihood is not necessarily correlated with a better ability
to generalize unseen documents.
• Two novel methods to learn multivariate Pólya distribution parameters: firstly,
the (GN) algorithm, which is based on Gibbs sampling and Newton’s method,
is described in section 4.3.1.1 whereas the second method, which is based on a
slice sampling approach, is provided in section 4.3.1.2. These two approaches
are evaluated against popular methods available in the literature in section
4.3.2. The evaluation shows that the GN approach provides the same level of
accuracy as popular methods in the literature with less resource usage.
• A new model (LDA-GN) in section 4.4, which is an extension of LDA using
the GN algorithm, is developed and compared with an LDA extension which
uses slice sampling and with the original LDA which uses Minka’s fixed point
iteration method in section 4.4.3. LDA-GN shows good perplexity scores when
it is compared with these other models.
• A supervised extension for LDA-GN, which is used to measure classification
performance, shows a better classification performance compared with the
original SLDA in section 4.4.3.2.
• LDA-crr, a novel LDA extension in section 5.4, incorporates corpus word or-
der into a topic model without adding a large number of latent variables to
the original LDA model. The new model goes beyond the “Bag of Words”
assumption by adding observed variables to hold word order information. It
is benchmarked against the original LDA and the LDA-GN in section 5.6.
Generally speaking, LDA-crr shows a better ability to generalize to held-out
documents and to produce more coherent topics.
• A supervised extension for LDA-crr, which is provided in section 5.5, incorpo-
rates word sequence order in the modelling process. This new model performs
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better than the original LDA and LDA-GN in classification tasks, as is shown
in section 5.7
1.5 Overview
The reminder of this thesis is organized as follows:
Chapter 2 provides a background on basic topic models and multi-objective
optimization problems. It starts with presenting a concise review of probabilistic
distributions mainly used in topic models. Then it illustrates basic unsupervised and
supervised topic models, followed by a detailed description of the two most popular
approaches to estimate topic models, which are: variational inference and Gibbs
sampling. All models in this thesis are implemented using the Gibbs sampling
technique; hence, the variational inference is illustrated only to contrast it with
Gibbs sampling and is not needed to understand this thesis. Next, it highlights
popular methods which are available in the literature to evaluate topic models.
Eventually, it presents a background on multi-objective optimization and details on
the MOEA/D framework.
Chapter 3 presents a novel multi-objective topic modelling algorithm (MOEA-
TM) which uses MOEA/D to optimize both topic coherence and the coverage of
training documents. Later, it benchmarks this model against the original LDA
to measure its performance; unfortunately, MOEA-TM is not able to optimize the
ability to generalize to unseen documents which consequently limits its applications.
Eventually, it illustrates a novel genetic algorithm based on the LDA model to opti-
mize the model’s log-likelihood. Although it can optimize the model’s log-likelihood,
the model’s ability to generalize to unseen documents is deteriorated which limits
the use of genetic algorithm optimization techniques in topic models.
Chapter 4 introduces two novel methods to learn multivariate Pólya distribution
parameters from data samples. The first method uses Gibbs sampling and Newton
optimization techniques, whereas the second method uses a slice sampling approach.
Then, it benchmarks these methods against popular techniques in terms of accuracy
and speed. Based on these methods, Chapter 4 extends the LDA model and com-
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pares it against the original LDA in order to check the new extension’s performance.
Eventually, it evaluates these models on a supervised task.
Chapter 5 presents a novel extension for the LDA which relaxes the “Bag of
Words” assumption and incorporates word order information in a topic model. The
new model is evaluated against other models using multiple metrics to show its
performance. Eventually, Chapter 6 concludes this thesis by providing a summary
of key research findings and future work ideas in topic modelling, and how this
research can be extended.
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Background on Topic Models and
Multi-Objective Optimization
This chapter covers the important concepts behind topic modelling. Firstly, it pro-
vides a brief background on the basic distributions used in typical topic models.
After that, a background on topic modelling is presented which covers both super-
vised and unsupervised models. Supervised topic models are used in this thesis as
another means for evaluation and to check performance in a supervised task such
as classification. Then it describes well-known techniques to estimate topic models
because most interesting topic models are intractable and need to be approximated.
After that, it illustrates topic modelling evaluation techniques that are used in this
thesis. Eventually, it provides a background on multi-objective optimization prob-
lems, which is used in Chapter 3 where multi-objective optimization is employed in
topic modelling to investigate the possibility of tuning performance.
2.1 Preliminaries: Topic Modelling Related Dis-
tributions
Topic models are statistical models to uncover hidden thematic features in a collec-
tion of documents. Thus, a dataset of text documents can be modelled as an output
of a probabilistic process using combinations of probabilistic distributions. In this
8
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section, a background on basic topic modelling probabilistic distributions used in
this thesis is presented.
2.1.1 Multinomial Distribution
The multinomial distribution is a discrete distribution to model the output counts of
rolling a K-sided biased die N times. Let X = (X1, X2, .., XK) be a random variable
where each component Xi represents the number of times side i appears, and let
ρ = (ρ1, ρ2, .., ρK) be a vector to represent the probabilities of each side of the die.
The two variables X and ρ should satisfy the following conditions:
∑K
i=1 Xi = N
and
∑K
i=1 ρi = 1. Consequently, the probability of getting the variable X is given
by the following formula:






The multinomial distribution is a common choice to model terms in the text min-
ing area [96]. It can be considered as a unigram language model to calculate the
probability of a group of words or a document.
2.1.2 Dirichlet Distribution
The Dirichlet distribution is a distribution over a K − 1 dimensional probability
simplex in a K dimensional space. It is a multivariate generalization of the beta
distribution. Consider a bag of infinite K sided biased dice; each die is unfair in
a different way and it has its own probability mass function (PMF). The Dirichlet
distribution can be used to model the randomness of these PMFs. Thus, let Q =
(Q1, Q2, .., QK) be a random variable where each component Qi is a positive number
and
∑K
i=1 Qi = 1; consequently, Q represents a K − 1 dimensional simplex. Let
α = (α1, α2, .., αK) where each component αi > 0. Then, Q is distributed by
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In this equation, B(α) is the Dirichlet distribution’s normalization constant, which
is a multivariate generalization of the beta function, the normalizing constant of the
beta distribution. The Dirichlet distribution’s normalization constant function is








where, Γ(αi) is the gamma function [36]. One interesting aspect of the Dirichlet
distribution is that when the values αi are less than 1, points on the edges of the
simplex get higher probabilities than points in the middle. In the context of topic
modelling, this enables a topic model to generate a more distinct topics set.
2.1.3 Multivariate Pólya Distribution
The Multivariate Pólya distribution, also known as the Dirichlet-Multinomial distri-
bution, is a compound distribution. Sampling from a multivariate Pólya distribution
involves sampling a vector ρ from a K dimensional Dirichlet distribution with a pa-
rameter α and then drawing a set of discrete samples from a categorical distribution
with parameter ρ. This process corresponds to the ‘Pólya urn’ which comprises
sampling with replacement from an urn containing coloured balls. Every time a ball
is sampled, its colour is observed and it is replaced into the urn; then an additional
ball with the same colour is added to the urn.
Consider a K dimensional data-count observation vector π to be generated using
Dirichlet and Multinomial distributions in the following procedure:
1. Draw a proportion ρ from Dirichlet distribution: ρ ∼ Dir(α)
2. Draw N IID samples πi from Multinomial
1: πi ∼ Mult(ρ); then generate
counts vector using π =
∑N
i=1 πi.
1Multinomial distribution with trials number equal to one is used to generate each sample. Fol-
lowing this procedure the joint probabilities for all generated samples is the same as the categorical
distribution because Multinomial distribution constant is reduced to one [107].
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Consequently, the resulting joint probability is given by the following formula:








k=1 αk and π◦ =
∑K
k=1 πk = N . In addition, the resulting data-
count vector π is distributed under multivariate Pólya distribution with parameter










where B is the Dirichlet normalisation constant function defined in Equation 2.3.
In Bayesian modelling, P (ρ;α) is called the prior distribution; whereas, P (ρ|π, α) is
called the posterior distribution. The prior can be considered as a previous belief
before the data is seen; on the other hand, the posterior reflects both the prior belief
and the observed data. For the multivariate Pólya distribution, the posterior can
be calculated from the prior and marginal distributions as follows:








= Dir(π + α) .
(2.6)
Because the resulting posterior distribution is from the same family as the prior
distribution, the prior distribution is called ‘conjugate prior’ [126] to the multinomial
distribution likelihood. This feature is used in topic models to simplify the inference
process, as shown in the following section.
2.2 Topic Modelling
Topic modelling is a technique to analyse large amounts of unclassified text data
[144]. It exploits the statistical regularities that occur in natural language documents
to match queries to documents in a way that, though entirely statistical, carries
11
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strong semantic resonance. On the one hand, good topic models should deal with
synonymy, i.e. connect words with similar meanings which typically co-occur within
topics. On the other hand, it should be able to distinguish polysemy [49] where
words can have multiple meanings depending on context (e.g. the word ‘set’ will
appear with high probability in both a ‘tennis’ topic and a ‘discrete mathematics’
topic). Eventually, a document can be described as a distribution over topics which
are themselves distributions over corpus terms. In this thesis, the word ‘term’ is
used to describe a unique word in the whole corpus, whereas ‘word’ refers merely to
a word from a corpus, i.e. a single instance of a term.
Let W = [W1,W2, ..,WM ] be a corpus with M documents. Each document com-






d ] where Nd is number of words in
document Wd. Most current topic models use the “Bag of Words” (BoW) assump-
tion [66], where the order of the words in the documents is lost and only their fre-
quencies are preserved. BoW simplifies the input of topic models and consequently,
allows us to design simpler models which give relatively good results without con-
suming a lot of resources. Let w = [w1, w2, .., wV ] be unique words or total terms
in the whole corpus and let V be the total number of terms. Then, a topic ϕi is a
discrete distribution over the V corpus terms. Given the words of the documents
as an observed variable, the topic model’s objective is to estimate the topics ϕ and
their proportions in corpus documents θ. For interesting statistical models such as
LDA, the exact calculation of ϕ and θ is intractable even for small corpora; thus,
approximation techniques are used for this purpose. In addition, Topic modelling
is a multimodal and non-concave problem [129] which makes learning topic model
variables not an easy task.
2.2.1 Unsupervised Probabilistic Topic modelling
Most topic models are unsupervised learning tools [17], which start from documents’
words as the only observed variable to learn ϕ the topics and θ their proportions in
corpus documents. Consequently, topic modelling can be used to organise and give
insights to help understand unstructured data. An early topic model is the latent
12
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Figure 2.1: pLSA Plate Model
semantic analysis (LSA) [38], which formed the basis of all other topic models in
spite of the fact that it is not probabilistic. One year later, the probabilistic latent
semantic analysis (pLSA) approach [68] was provided. Based on pLSA, Latent
Dirichlet Allocation (LDA) [18] was proposed as a standard and now highly popular
topic modelling approach.
2.2.1.1 Probabilistic Latent Semantic Analysis (pLSA)
pLSA [68] is a probabilistic latent variable model for co-occurrence analysis. This
model is based on the BoW assumption; thus, all corpus documents are represented
by an M × V matrix X. where, rows represent document, columns represent terms
and each entry in X represents number of times a term w ∈ [1, .., V ] occurs in a
document d ∈ [1, ..M ]. Moreover, a latent class variable z ∈ [1, .., K] is used to
model topic assignments; where K is a predefined total number of topics.
Figure 2.1 shows a plate notation graphical representation for pLSA model with
symmetric and asymmetric parametrization. Algorithm 1 defines the pLSA sym-
metric parametrization generative process for the document-term matrix X. Con-
Algorithm 1 pLSA generative process
for d = 1 to M do
for n = 1 to Nm do
Draw a topic k ∼ P (z), k ∈ 1..K
Draw a document d ∼ P (d|z = k)
Draw a word w ∼ P (w|z = k)
Xd,w ← Xd,w + 1
end for
end for
sequently, the joint probability distribution for one co-occurrence in X is given by:
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P (d, w) =
K∑
z=1
P (z)P (d|z)P (w|z) (2.7)









P (z)P (d|z)P (w|z)
)Xd,w
(2.8)
Thus, the pLSA model parameters are M = {P (z), P (d|z), P (w|z)}; where, the
values P (w|z) represents a K×V scalar variables which can be used to define topic
distributions over terms, whereas P (d|z) comprises K ×M scalar variables which
can be used to calculate topic mixtures in corpus documents. As a result, the pLSA
model comprises K × (V + M) parameters which need to be estimated based on
observed documents-terms co-occurrences.
To learn these parameters, the standard expectation maximization (EM) tech-
nique [40] can be used. EM is a technique to find parameter estimations which
maximize the likelihood of the model, by alternating between two steps: the expec-
tation (E) step, where likelihood is calculated using current estimates of parameters,
and the maximization (M) step, which is used to get a more accurate estimation of
the parameters based on the current expectation. Consequently, the pLSA (E) step
equation is given by:
P (z|d, w) = P (z)P (d|z)P (w|z)∑
z′ P (z
′)P (d|z′)P (w|z′) (2.9)
















The main advantage of pLSA is that it is a simple probabilistic model which can
14
Chapter 2: Background on Topic Models and Multi-Objective Optimization
α




Figure 2.2: LDA model
be easily extended and embedded in other models. However, this model suffers
from multiple limitations. Firstly, it can be seen from Algorithm 1 that the pLSA
generative process is not well-defined and there is no natural way to generate un-
seen documents. Moreover, pLSA parameters increase linearly with the number of
training documents which can lead to serious overfitting problems [18].
2.2.1.2 Latent Dirichlet Allocation (LDA)
Latent Dirichlet Allocation (LDA) [18] is among the most prominent of current topic
modelling techniques. LDA is a statistical model of document collection, which
considers corpus documents to be underpinned by a mixture of latent topics, where
each topic is characterized by a multinomial distribution over vocabulary words.
In order to overcome pLSA limitations—its linear variable growth and its poorly
defined generative process—, the Dirichlet distribution is used in LDA. Because it
is a conjugate prior to the multinomial distribution, the Dirichlet distribution is a
natural choice to model and generate θ and ϕ variables. Consequently, Dirichlet
parameters α and β become the model’s hyperparameters. The hyperparameter α
controls the generation of topic mixtures θ, and hyperparameter β is used to control
the generation of topics ϕ. In the LDA model, the only observed variables are the
documents’ words and all the rest need to be estimated.
The plate notation graphical representation of LDA in Figure. 2.2 illustrates the
relationship between latent and observed variables. Meanwhile, the LDA generative
process described in Algorithm 2 defines a joint probability distribution over these
variables as follows:









P (Zd,t|θd)P (Wd,t|ϕZd,t) (2.11)
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Algorithm 2 LDA generative process
for k = 1 to K do
Draw a topic ϕk ∼ Dir(β)
end for
for d = 1 to M do
Draw a topic proportion θd ∼ Dir(α)
for t = 1 to Nd do
Draw a topic Zd,t ∼Multi(θd), Zd,t ∈ 1..K
Draw a word Wd,t ∼Multi(ϕZd,t)
end for
end for
where Nd is the number of words in the document Wd. The conjugacy between
Dirichlet and multinomial distributions allows θ and ϕ to be marginalized out:











where, ẑd,◦ is a vector of length K, and each component value ẑkd,◦ represents number
of words in document Wd assigned to the topic k. On the other hand, ẑk◦ is a vector
of length V ; each component value ẑk◦,r represents the number of instances of term
r in the whole corpus that are assigned to topic k. The key inference problem that
needs to be calculated is the posterior distribution given by the formula:
P (Z|W,α, β) = P (W,Z|α, β)











·∏Kk=1 B(ẑk◦+β)B(β) ) (2.13)
Unfortunately, the exact calculation of the posterior distribution is generally in-
tractable due to the denominator. Its calculation involves summing over all possible
settings of the topic assignment variable Z. This number has an exponential value
given by KN where N =
∑M
d=1Nd is the total number of corpus words; hence, LDA
exact inference is an NP-hard problem [139]. However, there are several approxima-
tion algorithms to sample from the posterior distribution which can be used for LDA
such as: variational inference methods [18, 67], expectation propagation [105], and
Gibbs sampling [143, 59, 125]. Variational methods and Markov-chain Monte Carlo
methods such as Gibbs sampling are widely used in the literature. More details
16
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about LDA model inference are elaborated in section 2.3.
2.2.2 Supervised Probabilistic Topic Modelling
Most topic models such as LDA and many of its extensions are unsupervised, where
the only observed variables are the documents’ words. However, supervision can be
introduced to topic models by not modelling corpus words only, but also document’s
labels or tags. Supervised latent Dirichlet allocation (SLDA) [17], labelled latent
Dirichlet allocation (LLDA) [127], maximum entropy discrimination latent Dirichlet
allocation (MedLDA) [163] are examples of commonly used models.
2.2.2.1 Supervised LDA (SLDA)
Supervised latent Dirichlet allocation (SLDA) [17] is one of the most straightfor-
ward and most commonly used supervised topic models. Its topics are not only
dependent on document words but also on document label variables. Thus, in order
to fully train an SLDA model, labelled documents should be provided as an input;
where each training document has one class or label associated with it. Figure 2.3
shows a graphical plate representation of the SLDA model. SLDA is designed as an
extension to LDA for classification tasks [28], where a response variable associated
with each document is added to model documents’ labels. In order to find topics




Figure 2.3: SLDA model
which best describe new data, SLDA jointly models words and response variables
Y = [Y1, Y2, .., YM ], which is an M×1 vector, where M is total number of documents.
The response variable Y is modelled under the generalized linear model (GLM) [99]
[113]. GLM is a generalization of linear models in which each response variable Yd
17
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is assumed to be generated from an exponential family distribution with canonical
parameter Zd · µ and dispersion parameter δ. Where, µ is a K × 1 vector and Zd












where, ẑid,◦ is total number of terms in document Wd assigned to topic i ∈ [1..K].
Consequently, the probability of the response variable for a given document Wd is
given by the following formula:
P (Yd|Zd, µ, δ) = exp
(





For Normal distribution, which is what is used in this thesis, the two functions A
and G are given by the following formulas:
















Algorithm 3 SLDA generative process
for k = 1 to K do
Draw a topic ϕk ∼ Dir(β)
end for
for d = 1 to M do
Draw a topic proportion θd ∼ Dir(α)
for n = 1 to Nd do
Draw a topic Zd,n ∼Multi(θd), Zd,n ∈ 1..K
Draw a word Wd,n ∼Multi(ϕZd,n)
end for
Draw response variable Yd ∼ GLM(Zd, µ, δ)
end for
From its plate graphical representation shown in Figure 2.3 and its generative process
illustrated in Algorithm 3, the following formula gives the joint probability for the
18
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SLDA model:














Thanks to the conjugacy between Dirichlet and Multinomial distributions, which
enables integrating out θ and ϕ in a closed form easily. Thus, the resulted marginal
distribution is given by the following formula:










P (Yd|Zd, µ, δ) (2.18)
The main inference problem for SLDA is to calculate the posterior distribution
P (Z|W,Y, α, β, µ, δ), which is given by the following formula:
P (Z|W,Y, α, β, µ, δ) = P (Z,W, Y |α, β, µ, δ)
P (W,Y |α, β, µ, δ) (2.19)
The exact calculation of the posterior distribution is intractable because it involves
summing over an exponential number of different settings of variable Z. Fortunately,
the posterior can be approximated using Variational methods or Gibbs sampling
techniques. The detailed inference methods of both LDA and SLDA are explained
in the following section.
2.3 Probabilistic Topic Model Inference
The main problem in topic models is to calculate the posterior distribution after
observing corpus words and documents. However, for interesting topic models such
as LDA and its extensions, the exact calculation of the posterior is intractable [18].
Therefore, a variety of approximation techniques have been developed to solve topic
modelling’s main problem. For pLSA, a standard EM algorithm [40] to estimate
parameters that maximize the likelihood can be used. These are the settings of
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pLSA model parameters which represent the likelihood’s mode.
arg max
θ,ϕ,Z
L(θ, ϕ, Z|W )
However, in the LDA θ and ϕ are treated as hidden variables not parameters; thus,
EM can be used to compute a maximum a posteriori (MAP) estimate for the model’s




[P (θ, ϕ, Z|W,α, β) ∝ P (W |Z, θ, ϕ)P (θ|α)P (ϕ|β)]
In general, it is more accurate to learn more about the posterior distribution and
calculate its mean, instead of learning only the mode value. Thus, many methods
can be used to achieve this goal including variational Bayes and Gibbs sampling
techniques.
2.3.1 Variational Bayes (VB)
The idea behind variational Bayes (VB) is to find a family of distributions Q(x|ξ),
with its own variational parameters ξ, to approximate the true intractable posterior
P (x|D). Where, D is observed data and x represents hidden variables. Conse-
quently, Kullback-Leibler divergence (KL-divergence) [86, 85] between Q(x|ξ) and
the true posterior is given by the following equation 2:


























2For clarity, the notational dependence of function Q or its factors on variational parameter ξ
is omitted sometimes.
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is equivalent to minimizing the KL-divergence in Equation 2.20 and it leads to
a tightened evidence lower bound (ELBO) function. The free energy function in
Equation 2.21 can be decomposed into two functions:
F (Q(x)) =
∫
Q(x) log (P (x,D)) dx−
∫
Q(x) log(Q(x))dx
= EQ [logP (x,D)] + H(Q(x)) .
(2.22)
Where, EQ [logP (x,D)] is the expected log joint and H(Q(x)) is Shannon entropy[19].
When dealing with models with multiple variables, usually a form of VB called
mean-field variational Bayes is used, in which the approximation distributions Q(x)





It is important to emphasis here that each function Qi(xi) is an approximate poste-
rior for the ith variable, not an approximation for a marginal. Consequently, under

















+ H(Q¬j(x¬j)) + C
(2.24)
This is interesting because trying to minimize the KL-divergence between two large
joint distributions, which is hard, ends up with minimizing the KL-divergence for
much easier distributions. In the following section, a variational Bayes inference
method for LDA is elaborated.
2.3.1.1 LDA Variational Bayes Inference
The first step in variational Bayes inference is to choose a good tractable distribution
family Q to approximate the posterior P (Z, θ, ϕ|W,α, β). A closer look at the LDA
model reveals that the coupling between θ and ϕ is what makes the model intractable
[42]. Consequently, a simple way to choose good Q functions is by dropping the
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Figure 2.4: Variational distribution Q for LDA
edges which cause this problematic coupling. Figure 2.4 shows the LDA model
after decoupling θ and ϕ and adding the variational parameters. Consequently, the
distribution Q(Z, θ, ϕ|α̃, β̃, ξ) is given by the following equation:

















It is clear that the distribution Q(Z, θ, ϕ|α̃, β̃, ξ) totally factorises into single vari-
ables; hence, mean-field VB can be used. Substituting variational distribution Equa-
tion 2.25 and LDA joint distribution Equation 2.11 in variational free energy Equa-
tion 2.22 gives the following ELBO function for LDA:
F (Q(Z, θ, ϕ)) = EQ [logP (θ|α)] + EQ [logP (Z|θ)] + EQ [logP (W |ϕ,Z)]
+ EQ [logP (ϕ|β)] + H (Q(θ)) + H (Q(Z)) + H (Q(ϕ))
(2.26)
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Let 1 be the indicator function, so expectations from the ELBO function are given






















































where, Ψ(x) = ∂ log Γ(x)
∂x
is the digamma function the logarithmic derivative of gamma





− log Γ(α̃m,◦) +
K∑
k=1








− log Γ(β̃k,◦) +
V∑
v=1











−ξkm,n log ξkm,n .
Optimising the ELBO function F given in Equation 2.26 with respect to variational
parameters α̃, β̃ and ξ gives the following equations:


















which guaranty to optimize the ELBO function F at each iteration, and eventually,
to converge to a local optima [147].
23
Chapter 2: Background on Topic Models and Multi-Objective Optimization
2.3.2 Gibbs Sampling
Gibbs sampling [54] is a Markov-chain Monte Carlo (MCMC) algorithm, which can
be seen as a special case of the Metropolis–Hastings algorithm [101]. It can be used
to obtain an observation sequence from a high-dimensional multivariate probability
distribution. The sequence can be used to approximate a marginal distribution for
one or a subset of the model’s variables. In addition, it can be used to compute an
integral over one of the hidden variables, and eventually compute its expected value.
In order to build a Gibbs sampler for a model with one multidimensional hid-
den variable x and observed variable D, full conditionals P (xi|x¬i, D) need to be
calculated, where, x¬i represents all other dimensions of variable x excluding the i
th
dimension. Thus, the Gibbs sampling process involves repetition of two steps:
1. Choose a dimension i (order is not important)
2. Sample xi from distribution P (xi|x¬i, D).
It is possible, for some models, to marginalise over one or more variables analytically.
Consequently, collapsed Gibbs sampling (CGS) [91], which is a variant of Gibbs
sampling, can be used for the remaining variables. This reduces the complexity of
the original model and makes inference simpler without losing the model’s generality.
In the next section, a CGS for LDA model is elaborated.
2.3.2.1 LDA Collapsed Gibbs Sampler
The first step to apply CGS for a model is to check whether marginalising over
some model variable is easy. Thanks to the conjugacy between Multinomial and
Dirichlet distributions, a collapsed Gibbs sampler [59] can be implemented for LDA,
where the θ and ϕ variables can be analytically integrated out before carrying out
the Gibbs sampling process. This allows us to sample directly from the distribution
P (Z|W,α, β) instead of the distribution P (Z, θ, ϕ|W,α, β); which reduces the num-
ber of hidden variables in the LDA model, and makes the inference and learning
process faster.
For LDA, it is required to get samples from the posterior distribution P (Z|W,α, β),
thus full conditional distributions P (Zd,t|Z¬(d,t),W, α, β) should be defined, where,
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Z¬(d,t) represents topic assignments for all corpus words after excluding the t
th word
in document Wd. Assuming that the t
th word in document Wd is a word instance of
term v, W(d,t) = v then:
P (Zd,t = k|Z¬(d,t),W, α, β) =
P (Zd,t = k, Z¬(d,t),W |α, β)
P (Z¬(d,t),W¬(d,t)|α, β)P (Wd,t|α, β)
∝ P (Zd,t = k, Zd,¬t,Wd|α, β)
P (Zd,¬t,Wd,¬t|α, β)









where, Wd,¬t is words of document Wd excluding its t
th word and Zd,¬t is topic as-
signments of words Wd,¬t. Also, ẑ
k,¬(d,t)
d,◦ is the number of words in document Wd
assigned to topic k after excluding the document’s tth word, whereas ẑ
k,¬(d,t)
◦,v is the
number of word instances of term v assigned to topic k from all corpus documents
after excluding the tth word in document Wd. Finally, the values of θ and ϕ, which
correspond to a topic setting Z, need to be calculated. By definition, those two vari-
ables are distributed Multinomially with Dirichlet priors. Thus, they are distributed
by the Dirichlet-Multinomial distribution as follows:
P (θd|Zd, α) ∼ Dir(ẑd,◦ + α)
P (ϕk|Z, β) ∼ Dir(ẑk◦ + β)
where ẑd,◦ is a vector of topics observation counts in the document Wd and ẑk◦ is a
vector of term observation counts for topic k. Therefore, and using the expectation
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Algorithm 4 LDA collapsed Gibbs sampler
Input: W words of the corpus, α and β the model hyperparameters.
Output: Z topic assignments, θ topics mixtures, and ϕ topics distributions.
Randomly initialize Z with integers ∈ [1..K]
repeat
for d = 1 to M do
for t = 1 to Nd do
v ← Wd,t; k ← Zd,t
ẑkd,◦ ← ẑkd,◦ − 1; ẑk◦,v ← ẑk◦,v − 1; ẑk◦,◦ ← ẑk◦,◦ − 1;








Calculate θ using Equation 2.29
Calculate ϕ using Equation 2.30
return Z,θ,ϕ
2.3.2.2 SLDA Collapsed Gibbs Sampler
SLDA is a supervised extension to LDA which uses an added response variable
for each document in the corpus in addition to the same component distribu-
tions. Thus, a collapsed Gibbs sampler can be implemented for SLDA because
it exhibits the same conjugacy between Multinomial and Dirichlet distributions.
Starting from the marginal distribution P (W,Y, Z|α, β, µ, δ) displayed in Equation
2.18, full conditionals for latent variable Z given observed variables and model
parameters need to be calculated. In other words, the conditional distributions
P (Z(d,t) = k|Z¬(d,t),W, Y, α, β, µ, δ) for each word Wd,t need to be defined. Hence:
P (Zd,t|Z¬(d,t),W, Y,H) =
P (Zd,t, Z¬(d,t),W, Y |H)
P (Z¬(d,t),W¬(d,t), Y |H)P (Wd,t|H)




where, H represents the model’s parameters: α, β, µ and δ. Consequently, for a
word Wd,t and its specific topic assignment Zd,t = k, a proportional probability is
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given by the following formula:

















where, Zd,¬t is the document’s Wd updated discrete distribution over topics after
excluding the tth word. Starting from a setting for a topic assignments variable Z,
both θ and ϕ variables can be estimated using Equation 2.29 and Equation 2.30
respectively.
Parameters estimation. GLM parameters need to be optimized as part of the
inference process. In this thesis, GLM with Gaussian distribution is used; thus, given
a setting of variable Z, the corpus level log likelihood for SLDA model parameters
µ and δ is given by:












+ logP (Ym|Zm, µ, δ) ; (2.33)
where, P (Ym|Zm, µ, δ) is given by Equation 2.15 with normal distribution. Applying
























Where, Z is an M × K matrix with each row Zd representing the document Wd
discrete topics’ distribution; also Y is an M × 1 vector which contains the observed
response values for corpus documents. Consequently, the value which maximizes the
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In addition, a first-order condition should be applied on Equation 2.33 for δ in


















Full SLDA collapsed Gibbs sampler steps are presented in Algorithm 5; however,
α and β parameters are not optimized or sampled in this algorithm. More details
about estimating α and β parameters values is presented in section 2.3.4. This works
for both LDA and SLDA because of the similarities which those two models share.
Algorithm 5 SLDA collapsed Gibbs sampler
Input: W words of the corpus, Y documents’ response values, α, β, µ and δ the
model parameters.
Output: Z topic assignments, θ topics mixtures, ϕ topics distributions.
Randomly initialize Z with integers ∈ [1..K]
repeat
for d = 1 to M do
for t = 1 to Nd do
v ← Wd,t; k ← Zd,t
ẑkd,◦ ← ẑkd,◦ − 1; ẑk◦,v ← ẑk◦,v − 1; ẑk◦,◦ ← ẑk◦,◦ − 1;





(Yd − Zd,¬t · µ− µk2Nd ))
Zd,t ← k






(Y − Zµ)T (Y − Zµ)
until convergence
Calculate θ using Equation 2.29
Calculate ϕ using Equation 2.30
return Z,θ,ϕ
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Prediction Given an estimated SLDA model, one can use it to predict a response
value for an unseen document. Starting from an unseen document W̃d, the main
objective of SLDA is to predict its response value Ỹd. Thus, the first step is to
apply the inference process on W̃d given an already trained SLDA model. This
is a traditional LDA inference task because response variable Ỹd is unknown for
document W̃d. Once converged, its topic distribution Z̃d is calculated. Eventually,
the response variable of document W̃d can be calculated using the following formula:
Ỹd = Z̃d · µ . (2.37)
Although SLDA supports multi-class classification it does not support multi-label
classification, where one document may be assigned to more than one class. Other
topic models, such as labelled latent Dirichlet allocation (LLDA), can be used for
multi-label classification tasks [127]. In this thesis, SLDA is used as a backup eval-
uation technique and to investigate how different models perform under supervised
tasks such as classification.
2.3.3 Discussion
Variational Bayes and Gibbs sampling are two different approaches to estimate topic
models. On the one hand, variational Bayes uses a tractable simple surrogate model
which is as close as possible to the true intractable model. Thus, the inference
process, in this case, is fast and deterministic; however, it is not optimizing the
true model directly and can lose some important dependencies in the process. On
the other hand, Gibbs sampling uses MCMC techniques to give samples from the
model’s true posterior. This preserves important dependencies of the original model;
however, in practice, only limited resources are available and only a finite number of
samples can be averaged to approximate the intractable model of interest. Moreover,
there is no simple way to tell if a number of samples is enough to get a good
estimation [136].
Gibbs sampling—despite being slower to converge—is widely considered to pro-
vide the most accurate results [147, 110, 137]. However, Asuncion et al. in [9] show
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that with appropriate values of hyperparameters α and β, both methods provide the
same level of accuracy. Although Gibbs sampling offers samples from the true pos-
terior, a problem arises in practice with averaging multiple samples because there is
no guarantee that topic labels are unified. One approach to deal with this is to use
an assignment algorithm such as the Hungarian algorithm [83, 84] to match topics
of different runs or samples. The sampler is run for at least ten times using different
splits to avoid dealing with this problem, as it is essential to use multiple samples
from MCMC [118]. The collapsed Gibbs sampling is used for all experiments in this
thesis; moreover, all parameters are optimized in order to get the best performance.
In the next section, popular estimation techniques for the LDA hyperparameters α
and β are explored.
2.3.4 Hyperparameters Estimation
Consider a set of data-count vectors D = {π1, π2, ..πN} where πij is the number of
times the outcome was i in the jth sample. Assuming that these data are distributed
according to a multivariate Pólya distribution with parameter α, then the best value































The research literature is replete with methods to estimate multivariate Pólya
parameters; however, there is no exact closed-form solution available [130, 157].
One of the most accurate methods is Minka’s fixed-point iteration approach [106].
However, one of the fastest techniques is the Moments method [106, 130, 88].
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2.3.4.1 Ronning’s Moments Method
The Moments method, which is an approximate maximum likelihood technique, is
particularly useful as an initialization step for other methods. It provides a fast
way to learn approximations to Dirichlet or multivariate Pólya distribution param-
eters directly from data. The Moments method uses known formulae for the target
distribution’s first and second moments to calculate its parameters. The following





It is easy to calculate the empirical mean value from data counts; thus, in order
to figure out the parameter α, all that is required to calculate is the value of α◦.
This can be done using the second moment (variance) value. The variance of one
dimension is enough to calculate α◦ [44]:
var[πi] =





π◦ (E[πi] (π◦ − E[πi])− var[πi])
π◦ (var[πi]− E[πi]) + E[πi]2
. (2.41)









π◦ (E[πi] (π◦ − E[πi])− var[πi])
π◦ (var[πi]− E[πi]) + E[πi]2
)
. (2.42)
2.3.4.2 Minka’s Fixed-point Iteration Method
The idea behind Minka’s fixed-point iteration method for maximizing the likelihood
is as follows: starting from an initial estimate of the multivariate Pólya distribution
parameter α, a simple lower bound on the likelihood, which is tight on α, is con-
structed. The maximum value of this new lower bound is calculated in a closed form
and becomes a new estimate of α [106]. This process is repeated until convergence.
31
Chapter 2: Background on Topic Models and Multi-Objective Optimization





























where m ∈ Z≥0 is a positive integer, ζ̂ ∈ R>0 and ζ ∈ R>0 are strictly positive real
numbers. The Ψ function is the first derivative of the loggamma function, known



















α?i [Ψ(πij+α?i )−Ψ(α?i )]
i · C . (2.46)
where α?i , α
?
◦ are two real values close to the original values of αi and α◦ respectively.
The values used here are the previous estimate of αi and α◦. And, C is a constant
which comprises all terms that do not involve α. Thus, taking the logarithm of both
sides of Equation 2.46 leads to:
logL(α|D) ≥ F(α) + C , (2.47)
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Consequently, it is possible to find the maximum of this bound in a closed form.








































In [150], Wallach provides a faster version of this algorithm by using the digamma
function recurrence relation. This is done by representing data counts samples as
histograms. In other words, let N be the number of samples for a K dimensional
multivariate Pólya distribution. Then, a more efficient representation would be as
K vectors of counts of elements, where the mth cell of the ith vector represents
the number of times the count m is observed in the set of N values related to the




δ(πij −m) ; (2.50)
where δ is the Dirac function. Similarly, Cm◦ represents the number of times the sum













j. Equation 2.50 and Equation 2.51 allow us to rewrite Equation





m=1 Cmi [Ψ(m+ α?i )−Ψ(α?i )]∑dim(C◦)
m=1 Cm◦ [Ψ(m+ α?◦)−Ψ(α?◦)]
, (2.52)
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where, Ci is a histogram vector for all counts in the N samples associated to the
dimension i and C◦ is a histogram vector for all count sums over all dimensions in the
N samples. And, dim(Ci) and dim(C◦) are the numbers of elements in vectors Ci and
C◦ respectively. This new formula speeds the computation to an extent that depends
on how many frequent count values can be spotted in each dimension i ∈ [1..K].
The more frequent values there are, the faster the computation is. Unfortunately,
the digamma function call is time-consuming in practice; however, in [150], Wallach
suggests that there is room for improving the performance by getting rid of the
digamma function call completely. This can be done by taking into consideration
the digamma recurrence relation in [36]:




This formula can be extended for any positive integer m:










x+ l − 1 . (2.55)
















An efficient implementation of Minka’s fixed-point iteration using Equation 2.56 is
listed in Algorithm 6.
2.4 Evaluation of Topic Models
Due to the unsupervised nature of LDA-based topic modelling algorithms, the eval-
uation of inferred topic models is a difficult task. However, there are some popular
methods in the literature to attempt this evaluation. A topic model’s ‘perplexity’,
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Algorithm 6 Minka fixed-point iteration method
Input: C samples counts histograms, C◦ samples lengths histogram.
Output: α the parameter for multivariate Pólya distribution.




for m = 1 to dim(C◦) do
Dgma← Dgma+ 1
α◦+m−1
Dntr ← Dntr + Cm◦ Dgma
end for
for i = 1 to K do
Dgma← 0
Nmtr ← 0
for m = 1 to dim(Ci) do
Dgma← Dgma+ 1
αi+m−1
Nmtr ← Nmtr + Cmi Dgma
end for




under a hold-out set of test documents, is usually used as a standard evaluation
metric. Moreover, a topic model’s performance in a supervised task can also be
used to benchmark its performance against other models. In addition, learnt topics
coherence is often used as a metric to evaluate the sensibility of interred topics.
These methods are further described below.
2.4.1 Perplexity
One common way to evaluate a topic model is to calculate its perplexity under a
set of unseen test documents. Perplexity is a measure to benchmark a topic model’s
ability to generalize to unseen documents. In other words, it provides a numerical
value indicating, in effect, how much the topic model is ‘surprised’ by new data.
The higher the probability of test document words given the model, the smaller the
perplexity value becomes. Consequently, a model with a smaller perplexity value
can be considered to have a better ability to generalize to unseen documents.
Let W̃ be an unseen test corpus which contains M̃ documents. The perplexity
is calculated by exponentiating the negative mean log-likelihood value of the whole
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set of document words given the model. The following formula gives perplexity:
Perplexity(W̃ |W,Z, α, β) = exp
(




where j ∈ [1..M̃ ] and Ñj is the number of words in test document W̃j. Unfortunately
the exact value of the marginal distributions P (W̃j|W,Z, α, β) is intractable due to
the need to sum over all different topic assignments settings for test corpus words.
However, there are multiple methods to approximate this marginal probability in
the literature such as: annealed importance sampling (AIS) [111], harmonic mean
method [117], Chib-style estimation [27, 151] and Left-To-Right algorithm [152, 22].
Left-To-Right is one of the best methods in the literature and is described next.
2.4.1.1 The Left-To-Right Algorithm
The Left-To-Right method is based on breaking the problem into a series of parts:
P (W̃j|W,Z, α, β) =
Ñj∏
t=1






P (W̃j,t, Z̃j,1, ..., Z̃j,t|W̃j,1, ..., W̃j,t−1,W, Z, α, β) .
(2.58)
where Z̃j gives the topic assignments of test document W̃j. It can be seen that
the previous equation involves marginalizing out the variable Z̃j; this is intractable
for large test documents and a high number of topics K. Luckily, the previous
sum over all possible value settings of Z̃j,1, ..., Z̃j,t can be approximated using se-
quential Monte Carlo techniques [39] with R particles. Thus, let (Z̃j,1, ..., Z̃j,t) ∼
P
(
Z̃j,1, ..., Z̃j,t|W̃j,1, ..., W̃j,t−1,W, Z, α, β
)
. Consequently, the approximation can be
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calculated using R samples from the previous distribution as follows:
∑
Z̃j,1,...,Z̃j,t



















̂̃zi,rj,◦ + αi ,
(2.59)
where ̂̃zi,rj,◦ is the number of words in test document W̃j that are assigned to topic i
in the sample r, and Z̃rj,t is the topic assignment for the t
th word in test document
W̃j and sample r. The Left-To-Right algorithm is given by Algorithm 7.
Algorithm 7 The Left-to-right algorithm to estimate the value logP (W̃j|W,Z, α, β)
Input: W words of the training corpus, W̃j words of the j
th test document, Z topic
assignments of the training corpus, α and β the model’s parameters.
Output: l = logP (W̃j|W,Z, α, β) the log likelihood of the test document W̃j given
a trained LDA model.
l← 0
for t = 1 to Ñj do
Pt ← 0
for r = 1 to R do
for t′ = 1 to t do
v ← W̃j,t′ ; k ← Z̃j,t′̂̃zkj,◦ ← ̂̃zkj,◦ − 1
k ∼ ( ̂̃zkj,◦ + αk) ẑk◦,v+βv
ẑk◦,◦+β◦
Z̃j,t′ ← k̂̃zkj,◦ ← ̂̃zkj,◦ + 1
end for











l← l + log Pt
R
k ∼ ( ̂̃zkj,◦ + αk) ̂zk◦,W̃j,t+βW̃j,t
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2.4.2 Coherence
Unfortunately, perplexity does not always correlate with human judgement about
topic quality [104, 25]. Consequently, other tests, such as word-intrusion and topic-
intrusion, are introduced in order to evaluate the semantic coherence of the inferred
topics[25]. However, Newman et al. provide in [115] an automatic metric to evaluate
topics which reflects topics semantic coherence. This evaluation metric is described
next.
2.4.2.1 Pointwise Mutual Information
Pointwise Mutual Information (PMI) [30] is an ideal measure of semantic coher-
ence, based on word association in the context of information theory [145, 142].
PMI compares the probability of seeing two words together with the probability
of observing the words independently. PMI for two words can be given using the
following formula:




The joint probability P (wi, wj) can be measured by counting the number of ob-
servations of words wi and wj together in the corpus normalized by the corpus
size. PMI-based evaluations correlate very well with a human judgement of topic
coherence or topic semantics [116, 115], especially when Wikipedia is used as a
meta-documents to calculate the word co-occurrences within a suitably sized sliding
window.
PMI values fall in the range ] −∞,− logP (wi, wj)], hence the higher the PMI
value the more coherent the topic it represents. PMI values can be normalized to
fall in the range [−1, 1] as shown in [20] using the following formula:
nPmi(wi, wj) =

−1 if P (wi, wj) = 0
logP (wi)+logP (wj)
logP (wi,wj)
− 1 otherwise .
(2.61)
The approach used to evaluate one topic is to calculate the mean of PMI for each
possible word pair in the top words set of topic ϕk. Consequently, the normalized
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where, T k is a set of top words of topic ϕk and T
k
len represents the number of words
inside words set T k.
2.4.3 Supervised task Performance
Another way to evaluate a topic model is to use it in a supervised information
retrieval task such as classification or spam filtering [156]; then based on its perfor-
mance accuracy, a topic model can be benchmarked against other models. There
are multiple ways to use a topic model in classification. For example, a topic model
can be used as a document dimensionality reduction technique to choose features
and then carry out classification using standard methods [18]. In this thesis two
approaches are used: the first approach is the SLDA model which is described in
section 2.2.2.1; and the second approach is to use the ‘Multi-Corpus LDA’ [14, 15];
the latter approach is described next on a spam filtering task.
2.4.3.1 Multi-Corpus LDA
In the Multi-corpus LDA (MC-LDA) approach [14, 15], two distinct LDA models
are inferred using the same vocabulary words. The first model is inferred from the
collection of spam documents with K(s) topics, whereas the second model is inferred
from the collection of non-spam documents with K(n) topics. Consequently, the
word distributions for K(n) + K(s) topics are learned. The idea behind MC-LDA
is to merge the previous two models and create a unified model with K(n) + K(s)
topics. This is done by simply encoding the topic identification numbers of the spam
topic model to begin from K(n) +1 instead of beginning from 1. Thus, for an unseen
document W̃d̃, the inference in the unified model can be made using the following
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formula:



















d̃,◦ represents the number of words in test document W̃d̃ that are assigned





which represents the number of word instances of vocabulary term v form all doc-
uments assigned to topic k, is unknown. Thus the previous Multi-Corpus inference
formula’s second factor can be approximated using the ϕvk value. Let W̃(d̃,t), which
is the tth word in test document W̃d̃, be v, then:







As a result of the inference process and after a sufficient number of iterations, the
words topic assignment Zd̃ is calculated. Consequently, the document topic distri-















is calculated. if the LDA prediction value τ is above than a specific threshold, the
document will be classified as spam. Otherwise, the document can be classified as
legitimate.
2.4.4 Other Implementations
Gibbs sampling is used for all topic models provided in this thesis. Although Gibbs
sampling is an efficient technique to sample from the true posterior [147], providing
other implementation techniques might be useful. Other techniques include vari-
ational Bayes [18, 9] and spectral methods which can provide a faster means to
estimate topic models. Spectral methods in topic modelling are getting more popu-
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lar in the literature [154, 82, 75, 7, 6, 8, 43]. Most of these techniques can learn topic
models faster compared with pure Bayesian techniques. For example, the spectral
implementation of SLDA proposed in [154] performs faster than other implementa-
tions using the Gibbs sampling technique and provides a higher accuracy when it is
used to initialize an SLDA Gibbs sampler. Thus it is tempting to investigate the use
of spectral dimensionality reduction techniques to implement the methods provided
in this thesis.
2.5 Multi-Objective Optimization
In many real-life engineering problems, there is more than one objective to minimize
or maximize. These objectives usually conflict with each other; hence, optimizing
one objective only may lead to impractical solutions [97]. This kind of problem is
called a ‘multi-objective optimization problem’, which contains multiple objective
functions and a set of constraints [103, 73]. Consequently, a multi-objective problem
(MOP) can be defined as a function F : Ω→ S as follows [103]:
minimize F(x) = (f1(x), .., fm(x))T , (2.66)
where Ω is a non-empty decision space and S ⊂ Rm is the objective space; with
m ≥ 2. Multi-objective optimization is the process of solving MOPs, it is not as
straightforward as a single-objective optimization; moreover, the problem becomes
challenging when objectives conflict. Researchers devise multiple approaches to
tackle this kind of problem. These approaches mainly fall into four classes: no pref-
erence, priori, posteriori, and interactive methods [73]. In ‘no preference’ methods,
a natural compromise between objectives is specified in advance; thus, there is no
need for preference information to be provided. However, for the rest of the classes,
preference information is needed at some point.
In this thesis, posteriori preference is used; thus, an approximation set of Pareto
optimal solutions is calculated and then the decision maker can choose the desired
model. Pareto optimal solutions achieve a trade-off between the problem’s objec-
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tives; hence, any improvements done for one objective results in worsening of at
least one other objective. Let u, s ∈ S; u is said to be dominated by s if si ≥ ui
for every i ∈ [1, ..,m] and sj > uj for at least one j ∈ [1, ..,m]. Solution x ∈ Ω is a
Pareto optimal if there is no other solution y ∈ Ω such that F(y) dominates F(x);
in other words, solution x is not dominated by any other solution in the decision
space [37]. The set of all Pareto optimal solutions is called a Pareto set (PS), and
the set of all objective vectors corresponding to PS is called a Pareto front (PF)
[103].
There are multiple techniques to tackle a multi-objective problem [10]; some
of the classic approaches are: weighted sum method [50], the ε-constraint method
[62] and Benson’s algorithm [13]. Mainly, posteriori preference methods fall into
two classes: mathematical programming and evolutionary algorithms. The main
advantage of evolutionary algorithms over the mathematical programming approach
is that an evolutionary algorithm can provide an approximation of PS with only one
run. However, mathematical approaches need to be run multiple times to generate
the optimal set. On the downside, evolutionary algorithms usually require more
resources than mathematical approaches.
2.5.1 Topic Modelling as a Multi-Objective Problem
Topic modelling is a MOP as it involves optimizing multiple criteria functions. For
example, a topic model should be able to generalize to unseen documents and at
the same time provides sensible topics for a human being. The ability to generalize
to unseen documents is given by the model’s held-out perplexity, whereas topics
sensibility can be characterised by coherence; held-out perplexity and coherence do
not always correlate [104, 25]. Consequently, by learning a topic model as a MOP;
one can find a trade-off between these conflict objectives or choose the model with
the “right” characteristics for a specific application. Moreover, some studies show
that using multi-objective optimization yields better results than single-objective
optimization even for single-objective problems (SOPs) [155, 78].
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2.5.2 Multi-Objective Evolutionary Algorithms (MOEAs)
Multi-objective evolutionary algorithms (MOEAs) are well-suited techniques to find
good solutions for complex MOPs with two or three objectives [148, 31]. They
tackle a MOP by simulating the basic principles of the evolution process on a set
of initial solutions, which is treated as an evolving population. Eventually—using
Pareto dominance as guidance for selection—initial solutions ‘evolve’ into a good
approximation of the PS after applying evolutionary operations such as: selection,
fitness assignment, crossover, mutation and elitism [31, 37]. Because of its flexibility,
many MOEAs are developed in the literature; each one handles a MOP differently
[162, 148].
2.5.2.1 MOEA/D
MOEA/D [161] is a general framework to solve MOPs which employs decomposition
in order to find a good approximation for the PS. It splits the problem into many
simpler SOPs and then evolves them simultaneously. There are many techniques for
transforming a MOP to a SOP including: weighted sum approach [103], Tchebycheff
approach [74, 141], and boundary intersection (BI) variants [35, 100]. In this thesis,
Tchebycheff approach is used, thus the Tchebycheff approach is described first.
Tchebycheff Approach Tchebycheff is a decomposition approach to transform a
MOP to a SOP [74, 141]. It can be used to transform the MOP defined by Equation
2.66 using the following equation:
minimize Gte(x|λ, s∗) = max
j∈[1..m]
{λj|fj(x)− s∗j |} . (2.67)
where, s∗ is the ideal point such that s∗j = min(fj(x)) for all x ∈ S and λ is a weight
vector which can be represented as a point on the simplex ∆m. Different weight
vector values allow different points from PF to be found; hence, a multi-objective
algorithm based on Tchebycheff approach should use various weight vectors. The
main advantage of this approach over other approaches such as the weighted sum
approach is that the Tchebycheff approach can find points from non-convex concave
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PF.
Algorithm 8 MOEA/D Framework
Input: MOP, N number of sub-problems, and T neighbourhood size.
Output: EP an approximation of PS.
EP ← ∅
Compute N uni-formally spread weight vectors λ = {λ1, λ2, .., λN}
for i = 1 to N do
NB i ← indices of T nearest weight vectors to λi
xi ← random vector ∈ Ω
FV i ← F(xi)
end for
Initialize s∗ using a problem-specific method.
repeat
for i = 1 to N do
Randomly select two indices k and l from NB i
Generate new solution y using genetic operations on xk and xl
Improve and update solution y using a problem-specific methods
for j = 1 to m do




for j ∈ NB i do
if Gte(y|λj, s∗) < Gte(xj|λj, s∗) then
xj ← y




for s ∈ EP do
if s is dominated by y then
Remove s from EP
end if





EP ← EP ∪ y
end if
end for
until stopping criteria is met
return EP
MOEA/D Framework Let λ = (λ1, λ2, .., λN) be an N evenly spread weight
vectors over the standard simplex ∆m, and s∗ is the reference point. Consequently,
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the original MOP can be transformed to N single objective sub-problems using
the Tchebycheff approach. The ith scalar optimization sub-problem is given by
Equation 2.67. It is clear that Gte is continuous on λ; hence, if λi is close to λj
then Gte(x|λi, s∗) and Gte(x|λj, s∗) are close to each other. Therefore, each scalar
sub-problem can make use of the neighbourhood information to evolve faster [161].
Thus, MOEA/D algorithm calculates the neighbourhood NB i of a weight vector λi
which is a list of T nearest weight vectors from λi. Then, solutions corresponding
to the neighbour weight vectors are exploited to get useful information for solving
the ith sub-problem. In each iteration, MOEA/D maintains a list of current solution
for all sub-problems as the only population. Moreover, the reference point s∗ which
represents the ideal solution is updated based on the current population. MOEA/D
framework is given by the Algorithm 8.
2.6 Corpora
In this thesis, topic models are evaluated using multiple corpora. Each one has dif-
ferent characteristics in terms of the number of documents, the length of each doc-
ument, and the variety of topics. Corpora used in this thesis falls in two categories:
unlabeled corpora for unsupervised evaluation and labelled corpora for supervised
performance benchmark.
2.6.1 Unlabeled Corpora
The following corpora are used for unsupervised evaluation in this thesis:
1. Wiki corpus: which is a small corpus generated from Wikipedia, it comprises
mainly four distinct topics (Love, Music, Sport and Government). This corpus
is used in this thesis as a proof of concept. Because it is small, many techniques
can be applied easily before they are tested with larger corpora.
2. News Corpus: it is made from about 15000 documents taken from news articles
covering mainly four topics: Music, Economy, Fuel and Brain Surgery. This
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corpus comprises a small number of topics and a relatively high number of
documents.
3. EPSRC Corpus: it contains about 800 documents that are summaries of
projects in Information and Communication Technology (ICT) funded by the
Engineering and Physical Sciences Research Council (EPSRC). Thus, it ex-
hibits a variety of topics and consequently more challenging for topic mod-
elling. Each one of its documents has the average length of 200 words.
4. NewsAP corpus: a subset of news articles from Associated Press (AP) data
from the First Text Retrieval Conference (TREC-1) [65]. It has 38,500 unique
terms and 453,462 words spread over 2,213 documents with an average docu-
ment size of 200 words. NewsAP is rich with topics in a diversity of subjects
including politics, surgery, fashion, trading and many others.
5. PubMed Corpus: this is the most extensive corpus used in this thesis, it
comprises 4,155,256 documents with 229,742,438 words, and 2,421,771 unique
terms. This corpus is a subset of articles abstracts published by National
Library of Medicine (NLM) [120]. The average document length in this corpus
is only 55 words. A subset of this corpus with relatively larger documents is
used in Chapter 5. This contains 70,287 documents with 6,570,235 words and
125,652 unique terms. The average length of each document in this subset is
about 93 words. As a topic modelling problem, PubMed corpus might be the
most challenging one as it has many topics in the same main subject area.
Same words would tend to appear in multiple topics as the inferred topic are
close to each other on the semantic level. Consequently, it might be harder for
a topic model to distinguish topics.
2.6.2 Labeled Corpora
The following corpora are used in classification tasks, which require each document
in the corpus to have a label or tag:
1. Reuters corpus: Reuters-21578, Distribution 1.0 (ModApte split 10 categories)
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is a collection of stories that appeared on Reuters newswire in 1987. The corpus
is manually tagged and categorized by personnel in Reuters Ltd. It comprises
9,980 documents spread over ten categories.
2. Enron corpus [102], which comprises a subset of Enron emails from the period
from 1999 until 2002. This corpus contains 16545 legitimate messages and
17169 spam. Enron is useful for binary classification tasks.
3. LingSpam corpus [135], which contains 2412 legitimate messages and 481
spam. The corpus contains 1,970,249 words with average document length
of 680 words.
4. The SMS Collection v.1 [5], which contains 4827 legitimate SMS messages and
747 spam SMS messages. This corpus has shorter documents which might
introduce a challenge to topic models.
2.7 Conclusions
This chapter provided background on topic modelling including basic supervised and
unsupervised topic models, their inference methods, topic models hyperparameters
estimation and topic models evaluation techniques. In addition, background on
Multi-objective optimization, which covered the basic principles of multi-objective
optimization and MOEAs, was addressed. It showed that topic modelling can be
considered as a MOP which has at least two objectives: the ability to generalize to
unseen documents, and topics coherence. The next chapter describes the design of




In this chapter, a new topic modelling approach based on Multi-objective evolu-
tionary algorithms (MOEAs), is developed [76]. There are two settings for this new
model: the first setting is entirely based on MOEA and starts from scratch; whereas,
in the second setting, the optimization starts with an estimated LDA model. To
evaluate this model, topic coherence is calculated for the resulting topics, and the
model’s ability to generalize to unseen documents is measured. The new model
exhibits an enhancement in terms of topic coherence. However, no improvement is
witnessed in terms of the ability to generalize to unseen documents. In addition, this
chapter provides a novel genetic algorithm (GA) to maximize the LDA model’s log-
likelihood directly by changing words’ topic assignments. In spite of being able to
optimize the LDA model’s log-likelihood, the perplexity score is slightly deteriorated
as the number of topics grows.
3.1 Introduction
Current topic modelling approaches such as Latent Dirichlet Allocation (LDA) [18]
and Correlated Topic Models (CTM) [16], rely on finding a set of topics that maxi-
mizes the likelihood that the data were generated by a specific model of document
generation. Though commonly returning interpretable results, the inferred models
are ultimately aligned to a much-simplified abstraction of the real document gen-
eration process, and leave much room for improvement in the intuitive ‘real-world
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coherence’ of the resulting models. A high quality topic model is one that can be
expected to score well on a collection of different criteria, concerned with, for exam-
ple, the coherence of individual topics, the coherence of the collection of topics as
a whole, and the extent to which the inferred topics cover the entire collection, as
well as the extent to which individual documents are explained by the topics (for
example, a poor topic model in the latter respect may leave large portions of many
documents unallocated to topics). However, each of these objectives is difficult to
evaluate and can only be approximated; meanwhile, the familiar LDA perplexity
criterion is a proven successful objective that, similarly, provides an appropriate
and alternative approximate measure of quality.
Exploiting the multi-criteria nature of topic models, in this chapter, firstly the use
of multi-objective evolutionary algorithms (MOEAs) in topic modelling is explored,
and then it is investigated whether MOEA or MOEA/LDA hybrid approaches can be
designed that yield better topic models than current approaches, and consequently
provide enhanced effectiveness and user experiences in the many applications of
topic modelling technologies.
The remainder of this chapter is organized as follows: in section 3.2, a novel
MOEA approach to topic modelling is introduced; later, section 3.3 describes a
series of experiments, that compare MOEA-TM approaches with LDA on three text
corpora. In section 3.4, a genetic algorithm (GA) to optimize an LDA model’s
log-likelihood directly is elaborated. Eventually, Summary and final reflections are
made in section 3.5. Meanwhile, source code, corpora, and associated instructions
that are sufficient to replicate the experiments and support further investigations
are provided at http://is.gd/MOEATM.
3.2 MOEA Topic Modelling
Multi-objective optimization aims to find a set of solutions that represent optimal
trade-offs between the objectives. This is the set of Pareto Optimal solutions [123].
There are a wide variety of approaches to multi-objective problems; however, many
of these may fail when the Pareto front (the geometric structure of the Pareto set
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in objective space) is concave or disconnected [32]. Multi-objective Evolutionary
Algorithms (MOEAs) tend to avoid these drawbacks [32, 33], among others and are
currently prominent among state of the art approaches to multi-objective optimiza-
tion.
Topic models have many applications beyond unstructured text processing and
text tagging. They can be used in analyzing genetic data [26], computer vision [95],
audio and speech engineering [77, 53], emotion modeling and social affective text
mining [11], and financial analysis [45]. Current approaches such as LDA focus on
producing topic models which score well on perplexity as measured over a test set.
However, other applications, such as text tagging which is used in digital libraries,
require highly coherent topics [116]. Considering the varied requirements of other
applications, along with arguments made in section 3.1, it is well-worth considering
MOEAs in attempt to produce high-quality topic models in general, and also in
contexts relating to specific applications.
3.2.1 MOEA Approaches to Topic Modelling
The first approach (‘standalone’ MOEA-TM) is to optimize two objectives: PMI
and coverage (described in section 3.2.4). PMI encourages coherent topics, whilst
coverage encourages a large proportion of the corpus words to appear in the inferred
topics. In ‘standalone’ MOEA-TM, the number of words per topic is limited. This
arguably leads to more intuitive topics, and significantly reduces computational
load, but means that perplexity cannot be used as an objective since the perplexity
calculation requires all corpus words to be assigned to a topic. Experiments with
standalone MOEA-TM are described in section 3.3.2. An alternative approach is
introduced in section 3.3.3 in which MOEA-TM is used to improve topic models pre-
generated by LDA. Here the computational load of an unlimited number of words
per topic is traded against the optimized starting point, and perplexity is added as
an additional objective. In each case, MOEA-TM builds on the current prominent
‘Multi-objective Evolutionary Algorithm Based on Decomposition (MOEA/D)’ [161]
which is illustrated in section 2.5.2.1, and adapts it to this task.
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Figure 3.1: Chromosome Structure
3.2.2 Encoding and Generation of Initial Population
Each chromosome is a vector of topic variables T1, T2.., TK where K is the number
of topics. Each topic variable is defined as a set of weighted words. Thus, each gene
comprises two parts: the word index and a numerical value representing the word’s
participation in the topic. The Chromosome structure is illustrated in Figure 3.1.
In the standalone case, the population is initialized randomly as each topic variable
is initialized on the basis of a randomly chosen document. Topic genes are initialized
based on the most frequent words in the chosen document, with random weights.
However, when the algorithm is used to enhance an existing model, the population
echoes the model itself. Each topic variable is based on its corresponding model’s
topic, where the genes represent the highest weighted words in that topic.
3.2.3 Genetic Operators
Crossover in our approach generates two offspring from two parents. Each child
comprises as many topic variables as its parents have, via uniform crossover of the
parents’ corresponding topic variable genes, ensuring that words and their associated
weights are copied together. However, when a word exists in both parents’ topic
variables, the children have the average word weight. A simple two topics crossover
example is illustrated in Figure 3.2.
Mutation is applied to a single randomly chosen gene, changing the weight to
a new random number, and changing the word to another word from the corpus,
ensuring that the newly introduced word occurs together in a document in the corpus
with another randomly selected word from the topic variable.
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Figure 3.2: A simple two topics crossover example
3.2.4 Objectives
3.2.4.1 Coverage Score
This objective encourages topic models to represent the whole corpus. For each
document, topics are evaluated by calculating the Euclidean distance between the
weighted topics and the document itself. This is done by multiplying each topic’s
word-weight by the document’s related topic weight, then calculating the distance
between the resulting distribution and the document’s word frequencies. Document-





T klen − countw∈Tk,Wd + 1
(3.1)
where, fWd,w gives the frequency of the word w in the documentWd and countw∈Tk,Wd
gives the number of words that exist in the topic T k and document Wd at the same
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where T k(w) gives the word’s weight if it is present in topic T k, and zero otherwise.
The coverage score can be normalized by its maximum value as follows:
nCoverage(Wd) =





This process is repeated for all corpus documents in order to calculate a coverage
score for the corpus. Eventually, there will be a vector of values which need to be
minimized. The overall score for corpus W is calculated by measuring the distance





The objective CovObj needs to be minimized in MOEA-TM algorithm.
3.2.4.2 Pointwise Mutual Information Score
This objective measures the intuitive quality of a topic, in terms of how often words
that co-occur in a topic tend to co-occur in general. PMI is calculated for each topic
using Equation 2.62. The higher the PMI value, the more ‘coherent’ the topic is.
For convenience, however, 1 − Coherence(T k) is used as the objective, so that all
objectives in MOEA-TM are to be minimized. The overall score for a topic model
topics is calculated by measuring the distance between the vector of PMI scores for




(1− Coherence(T k)2. (3.5)
3.2.4.3 Perplexity Score
This objective is related to the model’s ability to generalize to unseen data. Strictly,
the perplexity score requires a topic model which assigns a topic to every word in the
entire corpus, so it cannot be calculated for topics comprising only a subset of corpus
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words, which is the approach in the ‘standalone’ MOEA-TM. Consequently, this
objective is only investigated when MOEA-TM is used to enhance a pre-calculated
topic model, which is the case with the ‘LDA-Initialized’ MOEA-TM. The Perplexity





where,M is the pre-calculated LDA topic model, W̃ is a small test corpus, W̃d is a
document in the test corpus, and Ñd number of words in document W̃d. PerpObj
objective is calculated using Left to Right method from [152] then normalized dy-
namically using other calculated values. The minimized negative log-likelihood mean
leads to minimized perplexity.
3.2.5 Best Solution
The primary aim is to contrast MOEA approaches to topic modelling with the
standard single-objective approach, and hence a single solution is drawn from each
MOEA-TM run. A compromise solution is chosen from the (approximated) Pareto
front by sorting the Pareto set according to a score representing the Euclidean
distance between the objective vector −→v = (v1, v2 · · · vn) and the centre of the






A number of experiments were performed to compare MOEA-TM with LDA, ar-
guably the state-of-art in topic modelling. LDA Gibbs Sampling implementation,
which is provided by the MALLET package [98], is used. MOEA implementations
utilized the MOEA Framework version 1.11 [61] run by JDK version 1.6 and CentOS
release 5.8.
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Figure 3.3: Wiki Corpus test: MOEA-TM Pareto Front and LDA solutions for ten
runs (average is taken), 4 topics left and 10 topics right.
3.3.1 Corpora
The evaluation uses three corpora: the first is a very small corpus with five doc-
uments created from Wikipedia and containing four rather distinct topics (Love,
Music, Sport and Government). The second corpus is made from about 15000 doc-
uments taken from news articles covering mainly four topics: Music, Economy, Fuel
and Brain Surgery. The third corpus comprises about 800 documents that are sum-
maries of projects in Information and Communication Technology (ICT) funded by
the Engineering and Physical Sciences Research Council (EPSRC). Full details of
each corpus are available from http://is.gd/MOEATM.
3.3.2 Standalone MOEA Topic Modeling
Standalone MOEA-TM was run ten times independently on each corpus, using only
normalized coverage and normalized PMI objectives. LDA was also run ten times
on each corpus. These experiments were done twice, once with number of topics set
to 4, and once with number of topics set to 10.
Figure 3.3, Figure 3.4 and Figure 3.5 show all MOEA-TM solutions resulting
from the ten runs. An averaged MOEA-TM Pareto Front is shown. The ‘best’
MOEA-TM solution (identified using Equation 3.7), is displayed. LDA solutions
and their means are also shown. It can be seen that LDA is able to find relatively
good solutions with an optimized coverage score; however, the PMI (coherence)
scores are poor in comparison to those found by MOEA-TM.
Figure 3.3 and Figure 3.4 show that best MOEA-TM solution optimizes both
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Figure 3.4: EPSRC Corpus test: MOEA-TM Pareto Front and LDA solutions for
ten runs (average is taken), 4 topics left and 10 topics right.
Figure 3.5: News Corpus test: MOEA-TM Pareto Front and LDA solutions for ten
runs (average is taken), 4 topics left and 10 topics right.
PmiObj and CovObj scores for the corpora Wiki and EPSRC respectively. On the
other hand, Figure 3.5 shows that for the News corpus the MOEA-TM best solution
was able to optimize the PmiObj but not the CovObj objective. This means that
for this corpus LDA was able to find a higher representing topics but with poor
PMI.
3.3.2.1 Evaluation:
Table 3.1 and Table 3.2 show the mean and sample standard deviations of the
original PMI metrics from the best MOEA-TM solutions and from LDA for 4 and
10 topic runs respectively. In these tables the higher PMI value is the better as the
displayed values are the mean original normalized PMI values for solutions’ topics
after applying Equation 2.62 over each topic.
It can be seen that MOEA-TM outperforms LDA in terms of the PMI metric.
This means that topic models resulting from MOEA-TM are significantly more
coherent than topics resulting from LDA. As suggested by the standard deviations,
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Table 3.1: PMI for standalone MOEA-TM and LDA, for three corpora / four topics.
MOEA TM LDA
Mean PMI SD Mean PMI SD
Wiki Corpus 0.3490 0.0128 0.2460 0.0194
EPSRC Corpus 0.4119 0.0091 0.3457 0.0102
News Corpus 0.3987 0.0178 0.2933 0.0082
Table 3.2: PMI for standalone MOEA-TM and LDA for, for three corpora / ten
topics.
MOEA TM LDA
Mean PMI SD Mean PMI SD
Wiki Corpus 0.3483 0.0078 0.2158 0.0163
EPSRC Corpus 0.4264 0.0080 0.3371 0.0106
News Corpus 0.3913 0.0077 0.2448 0.0216
all MOEA-TM/LDA comparisons are significant with p < 0.01. The fact that
MOEA-TM outperforms LDA in this respect is of course not very surprising, given
that LDA does not directly optimize PMI; however, it is arguably surprising and
interesting that the MOEA-TM approach can show such a marked improvement in
topic coherence beyond that which seems achievable by LDA.
3.3.2.2 Evaluation Against A Classic Optimizer
In this section, MOEA-TM is benchmarked against a classic non-evolutionary opti-
mizer. The exact same MOEA-TM problem representation is used for this purpose.
This representation contains numbers of variables equal to 2n ·K where n is num-
ber of words inside each topic and K is total number of topics. Half of these is
discrete variables to represent words, whereas the other half is continues variables
to represent words’ weights. Let N be total number of unique words in the whole
corpus; consequently, possible settings for words variables are N n·K discrete states.
Moreover, words’ weights are continues variables, where each one might take any
value between 0 and the frequency of the corresponding word in the whole corpus.
Dakota Optimization Framework The Dakota optimization toolset [1], which
is developed by Sandia National Laboratories, supports a worldwide user commu-
nity of scientists and engineers. It claims to deliver state-of-the-art, robust, usable
software for optimization and uncertainty quantification.
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Sandia National Labs indicate that computational science and engineering prac-
titioners use Dakota across many disciplines, and they list, as follows, a number
of examples where Dakota has been used to support US Department of Energy
projects:
• Neutron generators performance optimization to ensure that designs meet
specifications in terms of voltage, current, and space.
• Simulation models credibility establishment for thermal battery performance
using a detailed verification and validation analysis.
• Sensitivity analysis of nuclear reactor fuels performance which helps to under-
stand parameter influence in pressurized water reactors versus boiling water
reactors.
• Thermal-hydraulic models parameters Calibration which simulate cooling flows
within a reactor core.
• Abnormal thermal safety analysis using sparse grids, compressed sensing, and
mixed aleatory-epistemic UQ methods.
• Analysis of circuit variability and performance given electrical components’
radiation damage.
• Vertical axis wind turbines performance Quantification subject to uncertain
gust conditions.
• Uncertain basal conditions underlying the Greenland ice sheet inference based
on available observed data.
• Material performance quantification by estimation and propagation of uncer-
tain atomistic potentials.
Asynchronous Parallel Pattern Search (APPS) The Dakota toolset is pri-
marily oriented around continuous optimization, but has a small number of highly
developed algorithms for discrete variables optimization (and hence applicable to
TM), including APPS [70] [79] [81] [80].
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We choose APPS to provide a comparison for the new algorithms in this chapter,
in part because it is one of the few applicable ‘classical’ methods from the Dakota
toolkit. Other reasons include the relative ease of interfacing the APPS algorithm
with our TM codebase, and the fact that APPS is claimed to be particularly fast
(since we need to run it multiple times to obtain a Pareto front). Also APPS has
impressive performance credentials as a classical discrete optimization tool. E.g.
as has been reviewed for example in [56], APPS has good credentials for better or
competitive comparative performance when compared to alternatives on a range of
hard real-world optimization problems such as in [57] [90] and [51].
Benchmark Wiki and EPSRC corpora where used in this benchmark. For each
corpus, only K = 4 topics where used. Each topic contains n = 5 words which
means that there are 40 variables in the model to be calculated. Twenty variables
which are used to represent topic words whereas the rest are for representing the
topic words’ weights. Not all unique corpus words are fed into APPS, only the top
2K · n high probable words in the corpus. This helps to reduce the variable space
drastically and allows APPS to come up with solutions in the area where we know
good solutions are located in. On the other hand, MOEA-TM explores the whole
variable space. Two objectives are optimized: the coverage and the coherence of the
topics. APPS is run 10 times, in each run five solutions are calculated using five
random weights for each objective.
Figure 3.6 and Figure 3.7 show that APPS performance is worse than MOEA-
TM on the both Wiki and ESPRC corpus respectively. LDA performs better than
APPS in EPSRC corpus; whereas, in the Wiki corpus, APPS can compute solutions
which are better than LDA in terms of coherence (PMI). The MOEA-TM dominates
all calculated APPS solutions, this is because APPS might get stuck in local optima
during the optimization process. MOEA-TM as a population-based optimization
technique is able to escape local optima and converge to a global optimum.
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Figure 3.6: Wiki Corpus test: MOEA-TM, APPS Pareto Fronts and LDA solutions

























Figure 3.7: ESPRC Corpus test: MOEA-TM, APPS Pareto Fronts and LDA solu-
tions for ten runs, 4 topics.
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(a) 4 topics, 3D view







































































































(d) 10 topics, PerpObj as color
Figure 3.8: Wiki Corpus test: LDA-Initialized MOEA-TM Pareto Front and. Pure
LDA solutions for ten runs (average is taken).
3.3.3 LDA-Initialized MOEA Topic Modelling
In this scenario, similar experiments were run but in this case, MOEA-TM is used to
enhance a pre-calculated LDA topic model by optimizing three objectives CovObj,
PmiObj, and PerpObj. The negative log-likelihood mean of an unseen test corpus
words using the updated model is compared with the negative log-likelihood-mean
of the same unseen test corpus words using the original LDA model. The model that
has a lower negative log-likelihood mean (or higher log-likelihood mean) is better
as it leads to lower perplexity. LDA-initialized MOEA-TM was run ten times and
compared with (again) the results of ten un-enhanced LDA topic models.
Figure 3.8, Figure 3.9 and Figure 3.10 show the average MOEA-TM Pareto
Front which is calculated by interpolating all MOEA-TM Pareto Fronts and then
calculating the average surface. Best MOEA-TM solution, which is identified using
Equation 3.7, and LDA mean solutions are displayed in the figures. The MOEA-
TM solutions and LDA solutions are not displayed for clarity. It can be seen that
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(a) 4 topics, 3D view




























































































(d) 10 topics, PerpObj as color
Figure 3.9: EPSRC Corpus test: LDA-Initialized MOEA-TM Pareto Front and Pure
LDA solutions for ten runs (average is taken).
MOEA-TM was able to find better solutions in terms of Coverage (CovObj) and
PMI (PmiObj) for all corpora. In terms of perplexity (PerpObj) Figure 3.9 shows
that LDA was able to find better solutions for the EPSRC corpus. Meanwhile,
MOEA-TM’s best solutions have better perplexity for the Wiki and News corpora,
as shown in Figure 3.8 and Figure 3.10.
3.3.3.1 Evaluation:
Table 3.3 and Table 3.4 present the original normalized PMI and non-normalized
negative Log-Likelihood (−LL) metrics for LDA-Initialized MOEA-TM and LDA
topic models with four and ten topics, respectively. It can be seen that LDA-
Initialized MOEA-TM shows an improvement in terms of PMI values of 39%, 14%
and 25% over pure LDA in the corpora Wiki, EPSRC and News, respectively when
four topics are learned. When ten topics are learned the PMI improvement is 54%,
14% and 40% in the corpora Wiki, EPSRC and News, respectively. In all cases,
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(d) 10 topics, PerpObj as color
Figure 3.10: News Corpus test: LDA-Initialized MOEA-TM Pareto Front and Pure
LDA solutions for ten runs (average is taken).
a t-test again finds that the MOEA-TM improvement in PMI is significant with
p < 0.01, while there is, in contrast, no significance in the difference in held-out log-
Likelihood values, suggests that improved coherence comes without any significant
difference in the perplexity of the enhanced model.
Table 3.3: PMI scores for LDA-Initialized MOEA-TM and Pure LDA for the three
corpora with four topics.
MOEA TM
PMI SD -LL SD
Wiki Corpus 0.3443 0.1129 8.1137 0.0477
EPSRC Corpus 0.3933 0.0107 8.1502 0.0074
News Corpus 0.3653 0.0069 8.7810 0.1126
LDA
PMI SD -LL SD
Wiki Corpus 0.2476 0.1932 8.1188 0.0514
EPSRC Corpus 0.3429 0.0094 8.1485 0.0062
News Corpus 0.2903 0.0142 8.8058 0.13
This is not surprising as the model is only optimizing top words in the topic
model. MOEA-TM introduces limited— yet effective —changes which target objec-
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Table 3.4: PMI scores for LDA-Initialized MOEA-TM and Pure LDA for the three
corpora with ten topics.
MOEA TM
PMI SD -LL SD
Wiki Corpus 0.3105 0.0135 8.0716 0.0294
EPSRC Corpus 0.3889 0.0085 8.1036 0.0027
News Corpus 0.3428 0.0159 8.765 0.0896
LDA
PMI SD -LL SD
Wiki Corpus 0.2013 0.0194 8.0822 0.0262
EPSRC Corpus 0.3404 0.0101 8.1025 0.0030
News Corpus 0.2445 0.0208 8.7768 0.1162
tives that are not directly optimized by LDA such as topics’ coherence. Unfortu-
nately, extending MOEA-TM to work on all corpus words is time-consuming. Thus,
for the remaining of this chapter, the focus is to optimise log-likelihood directly
using a GA.
3.4 Optimizing LDA Model Log-Likelihood
It is costly to optimize perplexity and PMI metrics directly since the perplexity
calculation involves iterating over test held-out documents multiple times. On the
other hand, calculating the PMI score involves looking up words correlations in
a Wikipedia index stored on a hard drive. It is clear that the perplexity objective
could not be optimized well because the MOEA-TM algorithm is making changes on
a small number of key terms only, leaving the rest of the topic model with no change.
In order to design a genetic algorithm (GA) which makes more widespread changes
to the whole topic model, a fast and efficient fitness function should be used. In this
section, a GA is designed which will optimize the model’s log-likelihood directly.
The log-likelihood calculation is not as costly as calculating perplexity, thus it is
practical to use it as an objective function. Consequently, ‘LDA-GA’ which is an
LDA based single-objective optimization genetic algorithm, is elaborated next.
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3.4.1 LDA-GA Design
LDA-GA is a genetic algorithm, which is designed to optimize an LDA model’s topic
assignments starting from a Gibbs sample. The objective is to improve the model’s
log-likelihood value by changing the topic assignment settings of corpus words. The
algorithm is fully illustrated below.
3.4.1.1 Encoding and Initial Population
The main aim of this algorithm is to check whether further optimizing word topic
assignments can lead to better performing topic models. Hence, estimated LDA
models are provided as an initial population; this saves resources so the algorithm
will not spend a lot of time exploring the whole solution space. Each chromosome is a
full topic assignment Z, which comprises M vectors where each vector Zj represents
topic assignments for document j ∈ [1, ..,M ]. A topic assignment is a number
k ∈ [1, ..K] where K is the number of topics. With such long chromosomes, one
needs to design fast genetic operators and a simple fitness function; otherwise the
algorithm will not converge quickly.
3.4.1.2 Genetic Operators
For this proposed algorithm, a mutation operator is only used. Crossover is dis-
carded as it is difficult to match encodings of two distinct topic models. Each topic
model uses its own encoding to represent topics; thus, the same topic might not
have the same numbers across different topic models. Although combinatorial opti-
mization algorithms such as the Hungarian method [83] can be used to match topics
of different models, it is costly to be used inside a genetic operator. The mutation
operator works as follows: firstly, it selects a random document Wj then a random
word Wj,t from document Wj. The selected word’s topic assignment is changed to
match a topic assignment of another word used as a reference word from the same
document.
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3.4.1.3 Fitness Function
It is essential to use a fitness function which is not unduly costly to evaluate. Thus,
the LDA model’s log-likelihood value, which is given by the following equation, is
used:
logP (W,Z|α, β) =
M∑
j=1
logB(ẑj,◦ + α)− logB(α) +
K∑
k=1
logB(ẑk◦ + β)− logB(β) ,
where B is the Dirichlet normalization constant defined in Equation 2.3, α and β
are the LDA model’s hyper-parameters.
Simpler Fitness Function This algorithm uses only a mutation operator which
changes the topic assignment for one word in the whole corpus. Consequently, the
fitness function calculation can be much simpler by taking in consideration that
every time only one word’s topic assignment is changed and the rest of the topic
assignments are kept the same. Let Z be the current topic assignments for all words
in the corpus and Z̃ is topic assignments after applying the mutation operator.
Hence, Z̃ is exactly the same as Z with only one topic assignment change, let
the topic assignment of tth word of document j (Wj,t = v) be changed from topic
k to the new topic k̃. As a result, the difference between logP (W, Z̃|α, β) and
logP (W,Z|α, β) is given by the following formula:
log
P (W, Z̃|α, β)
P (W,Z|α, β) = log
ẑk̃j,◦ + αk̃
ẑkj,◦ − 1 + αk
+ log
ẑk̃◦,v + βk̃




ẑk◦,◦ − 1 + β◦
(3.8)
3.4.2 Experimental Results
To understand the relationship between log-likelihood (LL) and the model’s ability
to generalize to unseen documents, an LDA model with fixed hyperparameters alpha




βr = 0.01, where K is number of topics; the model is considered fully estimated after
1,000 iterations. Next, the log-likelihood of the previous model is optimized using
LDA-GA. For each number of topics K, the experiment is repeated for ten times;
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Figure 3.11 and Table 3.5 show the log-likelihood mean and standard deviation
values for these multiple runs. For all cases, t-test suggests that the improvement
in the log-likelihood is significant with p < 0.001.
Table 3.5: EPSRC corpus, Model Log-likelihood values for LDA and LDA-GA using
fixed hyperparameters
K=25 K=50 K=75 K=150
Mean SD Mean SD Mean SD Mean SD
LDA-Mallet -544168 446 -558083 483 -568845 361 -595408 549
LDA-GA -518418 177 -521533 209 -525386 487 -536885 263























Figure 3.11: Model’s log-likelihood for LDA-Mallet and LDA-GA models using fixed
hyperparameters setting.
Figure 3.12 shows the perplexity scores for both LDA-Mallet and LDA-GA for
different K values. Unfortunately, although LDA-GA is able to optimize the model’s
log-likelihood values by up to 10%, perplexity scores are not improved. In fact,
perplexity scores start to deteriorate as the number of topics gets higher than 10;
perplexity mean and standard deviation values are listed in Table 3.6. In these cases,
t-test shows that the difference in perplexity is significant with p < 0.001; whereas,
for the cases when the number of topics is less than or equals 10, t-test suggests
that the difference is insignificant.
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Table 3.6: EPSRC corpus, Held-out perplexity scores for LDA and LDA-GA with
fixed hyperparameters.
K=25 K=50 K=75 K=150
Mean SD Mean SD Mean SD Mean SD
LDA-Mallet 3149.08 6.55 3020.65 4.68 2966.55 9.82 2921.97 5.19
LDA-GA 3161.60 7.14 3048.20 6.00 2994.15 12.69 2936.62 6.32














Figure 3.12: EPSRC corpus, LDA-GA, and LDA-Mallet Perplexity values for dif-
ferent number of topics
3.4.3 MCMC vs. Direct Optimization
In this chapter, LDA inference is done using MCMC technique; i.e. Gibbs Sampling.
On the other hand, GA, which is a population-based optimization technique, was
used for the same task. Generally speaking, MCMC might exhibit a poor mixing
behaviour whereas optimization techniques such as expectation maximization (EM)
might converge to a local optimum [133] [41] in a multimodal likelihood situation.
Therefore, we use the GA to overcome the limitation of the EM. Although the
GA was able to find models with higher likelihoods, MCMC was able to generalize
better to unseen documents. Topic modelling is indeed a multimodal and non-
concave problem [129]. Thus, direct optimization technique aims to find the mode
of the multimodal distribution which is not well representing compared with MCMC
method which computes an integral to find expected values of the topic model’s
hidden variables.
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3.5 Conclusions
In this chapter, the new algorithm MOEA-TM, which shows promising performance
in topic modelling, was presented. MOEA-TM initialized from LDA models is able
to enhance the coherence of the topic models significantly for each of the corpora
tested here. A more coherent topic model is one in which the words that tend to
appear together in a topic make more sense together to a human being. This can
be very useful in many topic modelling applications, such as text tagging in digital
libraries, where topic coherence is particularly important [116], while in general user
confidence in inferred topic models is expected to be boosted when topics are co-
herent. In general, multi-objective approaches may contribute significantly to topic
modelling, providing the ability to specify arbitrary objectives that may be relevant
in a given application, and then providing the decision maker with a diverse collec-
tion of optimal models from which the most appropriate can be selected. However,
due to its extensive use of resources, MOEA-TM consumes more time compared
with the original LDA. Moreover, MOEA-TM—the standalone version—limits the
number of applications for which a topic model can be used. That is because it
represents topics using only top words, which makes the model perform poorly in
supervised tasks like classification or spam filtering. In addition, MOEA-TM—when
initialized by an estimated LDA model—is not able to enhance the topic model’s
ability to generalize to unseen documents. This is not surprising because MOEA-
TM lacks the probabilistic approach which is why it is not able to achieve a better
perplexity score compared with the original LDA. In addition, further optimizing
LDA model’s log-likelihood leads to overfitting behaviour which means that a bet-
ter model log-likelihood does not always correlate with better perplexity. The next
chapters will investigate improving current probabilistic Bayesian approaches in or-
ders to enhance both coherence and perplexity in topic models.
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A ‘Gibbs-Newton’ Technique for
Enhanced Topic Models
Hyperparameters play a major role in the learning and inference process of latent
Dirichlet allocation (LDA). In order to begin the LDA latent variables learning pro-
cess, these parameter values need to be pre-determined. In this chapter, an exten-
sion for LDA that is called ‘Latent Dirichlet allocation Gibbs Newton’ (LDA-GN) is
developed, LDA-GN places non-informative priors over LDA hyperparameters and
uses Gibbs sampling to learn appropriate values for them. At the heart of LDA-GN
is the proposed ‘Gibbs-Newton’ (GN) algorithm, which is a new technique for learn-
ing the parameters of multivariate Pólya distributions. In addition, a slice sampling
technique for the same purpose which is called ‘Gibbs slice sampling’ (GSS) is pro-
posed. The performance results of both GN and GSS is reported and compared with
two prominent existing approaches to the latter task: Minka’s fixed-point iteration
method and the Moments method. LDA-GN is then evaluated in two ways: (i)
by comparing it with both the standard LDA and LDA-GSS which is the original
LDA equipped with the GSS approach, in terms of the ability of the resulting topic
models to generalize to unseen documents; (ii) by comparing it with the standard
LDA in its performance on a classification task.
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4.1 Introduction
Most current topic modelling methods are based on the well-known ‘Bag of Words’
representation; in this approach, a document is simply represented as a bag of
words, where words counts are preserved but their order in the original document
is ignored. Latent Dirichlet allocation (LDA) [18]—the springboard for many other
topic modelling methods—is the simplest topic modelling approach, and the most
common one in use. However, pre-determined hyperparameters play a major role
in LDA’s learning and inference process; most authors, whether they use LDA or
other algorithms, use fixed hyperparameter values.
In this chapter, a new extension for LDA is proposed, which removes the need
to pre-determine the hyperparameters. The basic idea behind this new version
of LDA, which is called ‘Latent Dirichlet allocation Gibbs Newton’ (LDA-GN),
is to place non-informative uniform priors over the LDA hyperparameters α and
β. Each component in α and β is sampled from a uniform distribution. Non-
informative priors are used since prior information about these parameters is not
generally available. In addition, LDA-GSS, which is the original LDA equipped with
a slice sampling approach to learn its hyperparameters, is proposed.
The LDA-GN and the LDA-GSS techniques are evaluated by comparing them
with the standard LDA using its recommended settings for α and β as described in
[151]. This comparison is based on two evaluation metrics. Firstly, the perplexity
of the inferred topic models, measured on unseen test documents (this is a common
approach in the literature to evaluate topic models); secondly, the performance of
LDA-GN on a supervised task such as classification is assessed using SLDA and
MC-LDA.
At the heart of LDA-GN is the proposed approach ‘Gibbs-Newton’ (GN) for
learning the parameters of a multivariate Pólya distribution; moreover, another
proposed technique ‘Gibbs slice sampling’ (GSS), which is used for the same task,
is used in LDA-GSS. However, both approaches, GN and GSS, can be extracted
as standalone methods—since they are able to learn the parameters for any data
distributed under a multivariate Pólya distribution—and compared with two promi-
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nent methods for this task: the Moments method suggested by Ronning [130] and
Minka’s fixed-point iteration method [106] enhanced by Wallach [150]. A Java im-
plementation for LDA-GN and also for standalone GN and GSS is provided at
http://is.gd/GNTMOD.
The rest of this chapter is organised as follows: firstly, for completeness, a brief
discussion of the effect of the hyperparameters in topic models is provided. Fol-
lowing that, the proposed GN and GSS algorithms are illustrated and evaluated
by comparison with other methods in terms of accuracy and speed. Afterwards,
the proposed extensions, LDA-GN and LDA-GSS, are detailed. Next, evaluation of
LDA-GN and LDA-GSS is presented, before a concluding discussion.
4.2 The Effect of LDA Model Hyperparameters
The hyperparameters α and β play a large role in learning and building high-quality
topic models [9, 151, 72]. Typically, symmetric values of α and β are used in the
literature. Using symmetric α values means that all topics have the same chance
to be assigned to a fixed number of documents. Symmetric β values mean that all
terms—frequent and infrequent ones—have the same chance to be assigned to a fixed
number of topics. However, according to [151], using asymmetric α and symmetric
β tends to give the best performance results in terms of the inferred model’s ability
to generalize to unseen documents. The hyperparameters α and β generally have a
smoothing effect over multinomial variables and they control the sparsity of θ and
ϕ respectively. The sparsity of θ is controlled by α; hence smaller α values make
the model prefer to describe each document using a smaller number of topics. The
sparsity of ϕ is controlled by β; hence smaller β values makes the model reluctant
to assign corresponding terms to multiple topics. Consequently, similar words with
similar small β values tend to be assigned to the same subset of topics.
72




Figure 4.1: Polya distribution generative model
4.3 Estimation of Multivariate Pólya Distribution
Parameters
An inspection of the LDA model reveals that the model comprises two multivariate
Pólya distributions to model the data. The first distribution is used to model the
distribution of the documents over topics given multinomial counts, which repre-
sents the numbers of words assigned to each topic for each document. The second
distribution models the distribution of the topics over vocabulary terms, given multi-
nomial counts of the word instances assigned to different topics in the corpus as a
whole. Thus, accurate methods to learn multivariate Pólya distribution parame-
ters can enhance the quality of LDA topic modelling at the level of documents over
topics, as well as at the level of topics over vocabulary terms.
4.3.1 Bayesian Approach
The parameters of a multivariate Pólya distribution or Dirichlet distribution can
be learnt from data using standard Bayesian methods. The multivariate Pólya
distribution plays a major role in LDA; thus, its parameter estimation is elaborated.
Given N samples from a multivariate Pólya distribution, the data can be modelled
using the generative model shown in Figure 4.1. The generative process in this case
amounts to first sampling a value for each of the K components from a uniform
distribution with parameters {0,a}. Then, a vector ρ of dimension K is sampled
from a Dirichlet distribution with parameter α. Eventually, a multinomial variable π
is sampled from the multinomial distribution with parameter ρ. A non-informative
uniform prior is placed before each component αi of the parameter vector α because
no prior knowledge about their values is available. The model’s joint probability is:
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P (α|a) . (4.1)
where P (π|ρ) ∼ Mutlnomial(ρ), P (ρ|α) ∼ Dir(α) and P (α|a) ∼ Uniform(0, a).
Probability densities substitution and further simplification leads to:











where, πij represents the count in sample j and dimension i; whereas, π
◦
j represents
count sum in sample j over all dimensions.
4.3.1.1 Gibbs-Newton Method
In order to learn values of the hidden variable α, a Gibbs sampler needs to be de-
signed. The goal of Gibbs sampling here is to approximate the distribution P (α|π, a),
which starts by calculating the distribution P (αk|α¬k, π, a) and then sampling each
αi value separately.
P (αk|α¬k, π, a) =
P (αk, α¬k, π|a)
P (α¬k, π|a)
∝ P (α, π|a) .
(4.3)
It is not important to calculate the exact probability for Gibbs sampling. A ratio
of probabilities is sufficient; thus, starting from the joint distribution:




















Instead of sampling from this distribution, the value which maximizes the logarithm
of this density function is taken. Thus, the task is to maximize the function F(x)




[log Γ(πkj + αk)− log Γ(αk)]− [log Γ(π◦j + α◦)− log Γ(α◦)] . (4.5)
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[Ψ(πkj + αk)−Ψ(αk)]− [Ψ(π◦j + α◦)−Ψ(α◦)]
= 0 .
(4.6)
Unfortunately, there is no trivial solution for the previous equation; so Newton’s
method is used to find its root. In order to apply Newton’s method, the second













is the second derivative of the loggamma function, which is called the trigamma
function [36]. It is not important to find a solution with high precision at the
beginning, because it can be seen that Equation 4.6 includes the coefficient α◦ =∑K
k=1 αk. This coefficient is not accurate in the first iteration of Gibbs sampling as
it represents a sum of estimated values. The value of α◦ is updated after each full
iteration of the Gibbs sampler; in other words, after processing all αk values. Thus,








































(x+ l − 1)2 (4.10)
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−∑π◦jl=1 −1(α?◦+l−1)2 . (4.11)




































(α?◦ + l − 1)2
. (4.14)
The complete GN method is described in Algorithm 9.
4.3.1.2 Slice Sampling Technique
Slice sampling [112] is a Markov chain Monte Carlo algorithm which can be used
to draw samples from complex univariate and multivariate distributions. Slice sam-
pling does not need a full knowledge about the distribution of interest; only a little
information is enough. In other words, there is no need to have a prior knowledge
about the normalisation constant, which is usually the intractable part of interest-
ing Bayesian models. Thus, starting from the multivariate Pólya joint distribution
given by Equation 4.2 and using Bayes rule, one can calculate the distribution of α
parameter as follows:













Chapter 4: A ‘Gibbs-Newton’ Technique for Enhanced Topic Models
Algorithm 9 GN method pseudo code
Input: C samples counts histograms, C◦ samples lengths histogram.
Output: α the parameter for multivariate Pólya distribution.
Initialize α using Equation 2.39 and Equation 2.42 (the Moments method).
repeat
Dgma← 0, Tgma← 0









L1 ← L1 + Cm◦ Dgma
L2 ← L2 + Cm◦ Tgma
end for
for i = 1 to K do
Dgma← 0, Tgma← 0
Nmtr ← 0, Dntr ← 0





Nmtr ← Nmtr + Cmi Dgma
Dntr ← Dntr + Cmi Tgma
end for
αnewi ← αi − L1−NmtrL2−Dntr







Algorithm 10 shows how the logarithm of previous dense function can be calculated
efficiently using count histograms.
Starting from a current sample α?, the slice sampling algorithm comprises three
main steps: firstly, uniformly draw a real value µ in the interval [0,F(α?)] which
defines a slice
S = {x : µ < F(x)} .
Then, find a hyperrectangle H around α? which contains a big part of the slice
S. Eventually, uniformly draw a new point α where α ∈ {H ∩ S}. It is safer to
compute logF(α?), thus the same real value y in the first step can be generated
using the formula µ = logF(α?) − eRand, where eRand is a random sample from
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Algorithm 10 logF(α) evaluation
Input: C counts histograms, C◦ lengths histogram, α.





for i = 1 to K do
Lgma← 0
for m = 1 to dim(Ci) do
Lgma← Lgma+ log(αi +m− 1)




for m = 1 to dim(C◦) do
Lgma← Lgma+ log(α◦ +m− 1)
result← result− Cm◦ Lgma
end for
return result
an exponential distribution with mean 1; hence, the slice can be defined by:
S = {x : µ < logF(x)} .
It is important to choose a suitable hyperrectangle, because too big a hyperrectan-
gle adversely affects the performance of the next step. On the other hand, too small
a hyperrectangle hinders the algorithm from exploring the space and choosing more
representative samples. Hence, an adaptive technique is used in this thesis which
shrinks or expands the slice window depending on the distances of drawn samples
from each other. Thus, after each sampling operation of the multivariate variable,
the sampling bounds used for each component are examined and used to tell more
about the distribution shape. Given all components’ sampling windows, the objec-
tive is to find the maximum one and then use it as the new bound for next sampling
iterations. This is defined starting from the line 32 to line 37 in Algorithm 11.
In addition, the sampling process is started from an α? generated by the moments
method [130]; this saves time in comparison with starting from a random point.
Consequently, the algorithm used to sample α using multivariate slice sampling is
illustrated in Algorithm 11.
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Algorithm 11 Slice sampling technique pseudo code
Input: C counts histograms, C◦ lengths histogram, N number of samples, window
initial slice window, and F distribution proportion function.
Output: α the parameter for multivariate Pólya distribution.
Initialize α? using Equation 2.39 and Equation 2.42 (the Moments method).






for i = 1 to K do
u ∼ Uni(0, 1)
alphaLi ← α?i − u · window
alphaRi ← alphaLi + window
end for
loop
for i = 1 to K do
u ∼ Uni(0, 1)







if µ < logF(αnew) then
break
else
for i = 1 to K do











for i = 1 to K do
if window < alphaRi − alphaLi then
window ← alphaRi − alphaLi
end if
end for
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4.3.2 Evaluation Methodology
In this section, two main experiments are designed to assess the performance of
the GN and GSS methods against the Moments method and Minka’s fixed-point
iteration. The first experiment is intended to evaluate accuracy, whereas the second
experiment is aimed at assessing their efficiency. Artificial data is used, which allows
to compare methods under a wide variety of conditions. The number of multivariate
Pólya samples used ranges from 10 to 1000, and the number of elements used to
generate each sample falls in the range [1000, 20000].
4.3.2.1 Accuracy Discussion
In order to assess the accuracy of the proposed methods, two categories of data sets
are considered. Both categories are designed to use a ten-dimensional multivariate
Pólya distribution with known parameters α. The first category has small compo-
nent values in α, being real numbers sampled uniformly from the range ]0, 1]. The
second category has relatively large α component values, in the range ]0, 50], again
sampled uniformly. Each category can contain from 50 to 1000 multinomial count
vectors or multivariate Pólya samples.
The Moments method, Minka’s fixed-point iteration method, the proposed GSS
technique, and the proposed GN method are used to learn the parameter α vectors
from the data. Given the resulting α vector, the difference between each component
αi and its actual value is calculated and registered. 80 experiments were done, 40
for each category of data set, allowing these methods to be evaluated under highly
varied settings in terms of data sparsity and number of samples needed. Figure
4.2 displays the differences of small α components and their actual values using
the first set of data. Figure 4.3 shows the differences when αi has relatively large
values, in the second category of data. The figure indicates that Minka’s fixed-point
iteration method and the GN method record similar levels of accuracy, and both are
clearly better than the Moments method in this respect. on the other hand, GSS
performs better than the Moments method and worse than GN and Minka’s fixed-
point iteration methods. This is not surprising, as Minka’s fixed-point iteration
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method and the GN method are eventually maximizing the same log-likelihood
function.



























































(c) Slice sampling method




















Figure 4.2: The differences between actual and learned values of α parameter com-
ponents for small values of α, αi ∈ ]0, 1]. The smaller the difference the better.
In [150], Wallach benchmarks Minka’s fixed-point iteration method alongside
other methods involving Minka’s Newton iteration on the log evidence [106], fixed-
point iteration on the leave-one-out log evidence [106], and fixed-point iteration on
the log evidence introduced by [94]. Wallach’s efficient implementation of Minka’s
fixed-point iteration method is the fastest and the most accurate approach [150].
Here, the proposed method is compared with Wallach’s efficient implementation
of Minka’s fixed-point iteration method and with the Moments method [130]; the
MALLET [98] implementation of the Moments method is used. It can be seen from
Figure 4.2 and Figure 4.3 that the GN and Minka’s fixed-point iteration methods
provide the same level of accuracy. However, it is also useful to benchmark those
two methods against each other in terms of speed.
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(c) Slice sampling method



























Figure 4.3: The differences between actual and learned values of α parameter com-
ponents for large values of α, αi ∈ ]0, 50]. The smaller the difference the better.
4.3.2.2 Speed Discussion
Another two data sets are generated for speed evaluation purpose. The first set
is generated using a ten-dimensional multivariate Pólya distribution whereas the
second set is generated using a 1000 dimensional multivariate Pólya distribution.
These two datasets are used to test the performance of the proposed algorithm
against Minka’s fixed-point iteration method in relatively low and high dimensional
cases respectively. Both distributions have a predefined parameter vector α, where
all components αi are in ]0, 1]. For both sets, the number of multinomial counts
vectors or number of samples falls in the range 10 to 1000, starting from 10 and
increasing in steps of 50. The total number of elements used to generate each
sample has a value between 1000 and 20000, starting at 1000 and increasing with
step size 1000.
Using the first data set, and for each combination of the number of samples
and number of elements, the data set is generated from the given random α values,
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Figure 4.4: Execution time for GN and Minka’s fixed-point iteration (Minka FPI)
for a 10 dimensional multivariate Pólya distribution using different values of number



















Figure 4.5: Execution time for GN and Minka’s fixed-point iteration (Minka FPI) for
a 1000 dimensional multivariate Pólya distribution using different values of number
of samples and different values of number of elements used to generate each sample
and then the time taken by the estimation method is measured. The solution is
considered to be converged (for both methods) when the maximum value among
differences between previous estimates of alpha components values and their current
estimates is less than 1.0e-6. This process is repeated 100 times, and the mean of
execution time is plotted as a dot on the 3D surface is shown in Figure 4.4. The whole
process was repeated 100 times, this time using the higher dimensional samples. The
corresponding 3D surface for the high-dimensional trials is shown in Figure 4.5.
Figure 4.4 and Figure 4.5 show that the proposed GN method is faster than
Minka’s fixed-point iteration under all settings. Although the GN method requires
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more computation inside each iteration over all alpha components values, it requires
less than half the number of iterations required by Minka’s fixed-point iteration
method until convergence. This speed-up is more pronounced in the case of the
lower-dimensional dataset; however the number of iterations needed is fewer than
that required by Minka’s fixed-point iteration algorithm under all settings.
4.4 LDA-GN: Incorporating Hyperparameter In-
ference for Enhanced Topic Models
In this section, hyperparameter estimation techniques are incorporated with the
LDA, which could improve performance. Thus, the two proposed techniques are
used to learn LDA hyperparameters during the learning process. Firstly, LDA-GN
is proposed which is the classic LDA incorporated with Gibbs Newton technique.
Then, LDA-GSS, which involves incorporating a slice sampling technique with classic
LDA, is illustrated.
4.4.1 LDA-GN Model Design
LDA-GN is a variant of LDA that incorporates the proposed GN method, using it
to learn variables α and β. The main idea behind LDA-GN is to allow similar words
to have similar beta values and consequently to be distributed similarly over topics.
Thus, an asymmetric beta prior should be used in this case. In order to learn beta
values, the LDA model can be extended by placing a non-informative prior before
beta variables as shown in Figure 4.6. This gives corpus words the ability to be
distributed differently over topics. This is useful and necessary because some terms
need to be participating in a higher number of topics compared with other terms.
On the other hand, when a symmetric beta is used, all words have to participate in
roughly the same number of topics, which can be seen as a limitation in the original
LDA model. Further, it may be argued that topics should not be bounded by the
number of documents that they are distributed over. Thus, an asymmetric alpha
prior is advisable as well. The same technique is applied to alpha, which is, in other
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Figure 4.6: LDA-GN model
words placing a non-informative prior before the alpha variables, as also shown in
Figure 4.6.
The generative process associated with LDA-GN is described in Algorithm 12.
The LDA-GN generative process is similar to the standard LDA generative process,
with an extra pair of steps. The first step is sampling each α vector component value
from a uniform distribution with parameters 0 and a. The second step is sampling
each β vector component value from a uniform distribution with parameters 0 and
b. This will give αk and βv the ability to take any suitable value in the range [0, a]
and [0, b] respectively; where a and b are a positive real numbers. The remaining
steps of the generative process are the same as in the standard LDA model.
Algorithm 12 LDA-GN generative process
for v = 1 to V do
Choose a beta value βv ∼ Uni(0, b)
end for
for k = 1 to K do
Choose an alpha value αk ∼ Uni(0, a)
Choose a distribution over terms ϕk ∼ Dir(β)
end for
for d = 1 to M do
Draw a topic proportion θd ∼ Dir(α)
for t = 1 to Nd do
Draw a topic assignment zd,n ∼Multi(θd), zd,n ∈ 1..K
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4.4.2 LDA-GN Model Inference
From Figure 4.6 and the LDA-GN generative process described in Algorithm 12, the
joint distribution is given by the following equation:












P (Zd,t|θd)P (Wd,t|ϕZd,t) . (4.16)
Again, the conjugacy between Dirichlet and multinomial distributions allows θ and
ϕ to be marginalized out:




































l=0 αk + l∏ẑ◦d,◦−1
l=0 α◦ + l
(4.19)









l=0 βv + l∏ẑk◦,◦−1
l=0 β◦ + l
. (4.20)
where ẑk◦,◦ is the total number of words assigned to the topic k in the whole corpus,
and ẑ◦d,◦ is the total number of words in the document Wd. Because P (θd|Zd, α)
and P (ϕk|Z, β) are samples from a Multivariate Pólya distribution, Equation 2.29
and Equation 2.30 can still be used to calculate the variables θ and ϕ respectively.
This calculation can take place after Gibbs sampling convergence by using a good
sample. Consequently, the LDA-GN collapsed Gibbs sampling algorithm is given by
Algorithm 13.
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Algorithm 13 LDA-GN collapsed Gibbs sampler
Input: W words of the corpus
Output: Z topic assignments, θ topics mixtures, ϕ topics distributions, α and β
the models parameters.
Randomly initialize Z with integers ∈ [1..K]
repeat
for k = 1 to K do










for v = 1 to V do








for d = 1 to M do
for t = 1 to Nd do
v ← Wd,t; k ← Zd,t
ẑkd,◦ ← ẑkd,◦ − 1; ẑk◦,v ← ẑk◦,v − 1; ẑk◦,◦ ← ẑk◦,◦ − 1;








Calculate θ using Equation 2.29
Calculate ϕ using Equation 2.30
return Z,θ,ϕ,α,β
4.4.3 Evaluation Methodology
The LDA-GN model is benchmarked against the original LDA using multiple met-
rics. Firstly, it is compared with LDA in terms of the ability to generalize to unseen
held-out documents. Then, performance on a classification task is explored, using
two supervised models: SLDA and MC-LDA.
4.4.3.1 Perplexity
An LDA-GN model Gibbs sampler is implemented using Algorithm 13, and the
MALLET [98] LDA implementation is used for LDA-Mallet. In addition, the slice
sampling technique GSS which is described earlier is used in the LDA-GSS model.
Recommended settings suggested by [151] are used for the LDA-Mallet model, which
are: asymmetric Dirichlet prior over documents-over-topics distributions and a sym-
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metric Dirichlet prior over topics-over-words distributions.
In order to train and evaluate these models, three corpora are used. The first
corpus is EPSRC (623 documents containing 122,672 words and 13,035 vocabular-
ies) [76] which comprises summaries of projects in Information and Communication
Technology (ICT) funded by the Engineering and Physical Sciences Research Coun-
cil (EPSRC). The second corpus is NewsAP (2,213 documents containing 453,462
words and 38,500 vocabularies) which is a subset of Associated Press (AP) data
from the First Text Retrieval Conference (TREC-1) [65]. The third corpus is
PubMed (4,155,256 documents containing 2,421,771 vocabularies and 229,742,438
words) which is a subset of PubMed articles abstracts. All standard English stop
words are removed from the corpora before the application of learning or inference.
Each corpus is divided into two parts: the first part is used for training, and the
second part is used for evaluation purposes. The first part, which comprises 50% of
corpus documents, is used to train the LDA, LDA-GSS and LDA-GN models. The
remaining 50% is used to calculate perplexity scores using Equation 2.57. In order
to calculate probabilities P (W̃j|W,Z, α, β), a Java implementation of the Left-To-
Right algorithm 7 is used, Thus, a better model should have a higher probability
P (W̃j|W,Z, α, β) value and consequently a lower perplexity score.
















Figure 4.7: EPSRC corpus, LDA-Mallet and LDA-GN perplexity values for different
number of topics
Initial values of the variable α are set as αk = 50/K for all topics k ∈ [1..K].
The β variable values are initialized as βv = 0.01 for all vocabulary terms v ∈ [1..V ].
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Figure 4.8: NewsAP corpus, LDA-Mallet and LDA-GN perplexity values for different
number of topics
















Figure 4.9: PubMed corpus, LDA-Mallet and LDA-GN perplexity values for different
number of topics
These initial values are recommended in the MALLET package documentation [98].
After that, the standard LDA model’s MALLET implementation is run using a
training corpus as an input. For the first 200 iterations (the burn-in period), both α
and β values are kept fixed. After the burn-in period, Minka’s fixed-point iteration
method is used to learn α and β values from the sampler’s histograms. The α and β
values learning process is repeated once every 20 iterations. After 2000 iterations, the
model is considered fully estimated. On the other hand, the LDA-GSS, and LDA-GN
models are trained using the same training corpus which is used for standard LDA.
Asymmetric α and β values are used in these models. Similarly to the standard
LDA model, they are considered fully estimated after 2000 iterations.
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(a) K = 5


























(b) K = 10

























(c) K = 25

























(d) K = 50






























(e) K = 75




























(f) K = 150
Figure 4.10: EPSRC corpus, held-out log-likelihood scores for LDA-GN, LDA-GSS
and LDA-Mallet per iteration during learning process
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(c) K = 25


























(d) K = 50

























(e) K = 75

























(f) K = 150
Figure 4.11: NewsAP corpus, held-out log-likelihood scores for LDA-GN, LDA-GSS
and LDA-Mallet per iteration during learning process
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The performance of LDA-Mallet, LDA-GSS and LDA-GN is tested over a range
of scenarios. Each model is run ten times for each of the different settings for
number of topics. For each number of topics, a fresh split is used to generate
training and testing corpora. Figure 4.7, Figure 4.8 and Figure 4.9 show perplexity
values of unseen test data for models inferred by LDA-GN and LDA, on the EPSRC,
NewsAP and PubMed corpora respectively. Standard error bars are drawn for each
point in the figures. Figure 4.7 and Figure 4.8 and Figure 4.9 show that LDA-GN
outperforms standard LDA for all settings in these three corpora used for evaluation,
suggesting that the topic models inferred via LDA-GN are better able to generalize
than the models inferred via standard LDA (LDA-Mallet). Moreover, LDA-GSS
performance is displayed in Figure 4.7 and Figure 4.8 on two corpora: EPRSC and
NewsAP. LDA-GSS has a perplexity score between LDA-Mallet and LDA-GN on
both corpora.
Figures 4.10 and 4.11 show held-out log-likelihood values while model is esti-
mated for a specific number of topics K. It is clear that LDA-GN is able to converge
faster than LDA-Mallet on NewAP and EPSRC corpora.
4.4.3.2 Supervised Task Performance
Another way to evaluate a topic model is to check its performance in a supervised
task such as classification or spam filtering. Thus, SLDA and MC-LDA performance
on classification tasks is reported next.
SLDA performance In order to benchmark LDA-GN, the SLDA model, de-
scribed before in section 2.2.2, is extended to learn its parameters α and β using the
GN method; this extension is called SLDA-GN. SLDA-GN’s performance is bench-
marked against the original SLDA, which uses Minka’s fixed-point iteration method
[106] to learn its parameters: symmetric β and asymmetric α.
Two corpora are used for this purpose: the Enron corpus [102], which comprises
a subset of Enron emails from the period from 1999 until 2002; this corpus contains
16545 legitimate messages and 17169 spam; and the Reuters corpus, which contains
9,980 documents spread over ten categories. For both corpora, the classification task
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Figure 4.13: Enron corpus with 2 classes, SLDA and SLDA-GN Spam filtering
performance
is run ten times for each number of topics; accuracy mean and standard deviation
values are listed in Table 4.1 and Table 4.2; these results are visualised in Figure
4.12 and Figure 4.13. SLDA-GN is able to achieve higher accuracy using the same
training data compared with SLDA on the Reuters corpus. However, as the number
of topics gets higher, the performance gap between SLDA-GN and SLDA starts
to decrease. For all different settings of topics number K, t-test shows that the
difference is significant with p < 0.05. On the other hand, both models provide
the same level of classification accuracy on Enron corpus where t-test states that
difference is insignificant.
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Table 4.1: Reuters classification accuracy scores for SLDA-GN and SLDA.
K=10 K=25 K=50 K=75
Mean SD Mean SD Mean SD Mean SD
SLDA 0.473 0.065 0.518 0.005 0.525 0.012 0.538 0.007
SLDA-GN 0.533 0.017 0.539 0.017 0.538 0.011 0.547 0.007
Table 4.2: Enron classification accuracy scores for SLDA-GN and SLDA.
K=5 K=10 K=20
Mean SD Mean SD Mean SD
SLDA 0.9617 0.0130 0.9660 0.0170 0.9779 0.0063
SLDA-GN 0.9648 0.0154 0.9777 0.0140 0.9753 0.0084
MC-LDA Performance Two spam filters are built using the MC-LDA method
elaborated in Section 2.4.3.1. The first one is built using standard LDA whereas
the second one is built using LDA-GN. Three spam corpora are used for evaluation
purposes: (i) the Enron Corpus;(ii) the LingSpam corpus [135] which contains 2412
legitimate message and 481 spam; (iii) The SMS Collection v.1 [5] which contains
4827 legitimate SMS messages and 747 spam SMS messages. Standard English stop
words are removed from these three corpora. Each corpus is split into two parts:
the first part, which comprises 80% of the corpus, is used for training whereas the
remaining 20% is used for testing purposes. Using only the training part, two MC-
LDA models are built using standard LDA and LDA-GN respectively.
The first MC-LDA model which is built using standard LDA comprises two LDA
models combined. The first one is estimated using only legitimate messages with
fifty topics, whereas the second one is calculated using only spam messages with ten
topics. On the other hand, a second MC-LDA model which is built using LDA-GN
comprises two LDA-GN models combined. Again, the first one is calculated using
legitimate messages with fifty topics, whereas the second one is estimated using spam
messages with ten topics. Given two fully estimated MC-LDA models, an inference
is performed for all test documents. In order to fully test the models’ classification
abilities, multiple thresholds are used.
For each threshold and given the trained MC-LDA models, the inference is ap-
plied three times for each model. Mean values of accuracy and f-Measure are cal-
culated, then these points are registered in a graph. The whole process is repeated
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(a) Spam filtering accuracy
















(b) Spam filtering f-measure
Figure 4.14: Enron corpus, LDA-Mallet and LDA-GN spam filtering performance
using different threshold settings



















(a) Spam filtering accuracy















(b) Spam filtering f-measure
Figure 4.15: LingSpam corpus, LDA-Mallet and LDA-GN spam filtering perfor-
mance using different threshold settings
five times, every time with a fresh train/test split. Eventually, the median of the
five points associated with each threshold value is calculated and a curve is drawn.
Figure 4.14a, Figure 4.15a and Figure 4.16a show accuracy scores for both the LDA-
GN and the standard LDA models for the Enron, LingSpam and SMS Collection
v.1 corpora respectively. Moreover, Figure 4.14b, Figure 4.15b and Figure 4.16b
show f-Measure scores for both the LDA-GN and the standard LDA models for the
Enron, LingSpam and SMS Collection v.1 corpora respectively. Perusal of these
figures shows that models inferred via the LDA-GN lead to results that are less
sensitive to the threshold value. However, when the right threshold value is chosen,
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(a) Spam filtering accuracy














(b) Spam filtering f-measure
Figure 4.16: SMS Collection v.1 corpus, LDA and LDA-GN spam filtering perfor-
mance using different threshold settings
both models are able to provide almost the same level of accuracy.
4.5 Conclusions
In this chapter, two main contributions are offered. Firstly, two new algorithms
to learn multivariate Pólya distribution parameters named ‘GN’ and ‘GSS’ are de-
scribed and evaluated. Secondly, based on GN and GSS, two new extensions for
LDA, dubbed ‘LDA-GN’ and ‘LDA-GSS’ respectively are proposed and evaluated.
In order to assess their performance, GN and GSS are compared with two other
appropriate methods: the Moments method—a quick and approximate approach—
and Minka’s fixed-point iteration method—a more accurate and a slower method.
GN is able to infer more accurate values than the Moments method and it is able
to provide the same level of accuracy provided by the Minka’s fixed-point itera-
tion method. GSS provides a level of accuracy which is between the Moments and
Minka’s fixed-point iteration algorithms. However, the time taken by GN to com-
pute its results is invariably less than the time consumed by the Minka’s fixed-point
iteration method for the same accuracy. GN algorithm can be used in all applica-
tions that use the Dirichlet distribution or multivariate Pólya distributions to learn
parameters from the data itself.
Both extensions LDA-GN and LDA-GSS show a better performance compared
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with the standard LDA; however, LDA-GN is clearly better than LDA-GSS in this
context. Our experiments using three corpora suggest that LDA-GN’s ability to
generalize to unseen documents is greater since it shows lower perplexity values over
unseen documents.
Two techniques are used to measure how these models perform in a supervised
task. Firstly, the SLDA model is extended to use the GN technique in the SLDA-
GN model. The classification task on Reuters labelled data shows that SLDA-GN
performance is better compared with the original SLDA. Secondly, the standard
LDA and the LDA-GN were used in the context of the MC-LDA method in a spam
classification task. Generally, LDA-GN showed better performance in this task over
multiple choices of the threshold value. However, both models were able to provide
the same levels of accuracy given judicious choices of the threshold value. The lower
sensitivity to the threshold in the spam classification tasks—as shown by models
inferred using LDA-GN—suggests that LDA-GN was able to infer higher quality
topic models than LDA, being better representations and more discriminatory of
the legitimate and spam parts of these corpora.
Recommended settings described in [151], which are mainly using asymmetric
alpha and symmetric beta priors, lead to different words generally being constrained
to contribute to the same number of topics. When a symmetric beta is used, and all
beta components have a relatively large value, some words that should really only
appear in a small number of topics are encouraged to spread to other topics. On the
other hand, when beta components have a relatively small value, words tend to be
distributed over a small number of topics, even though some words instances could
legitimately appear in many more topics. Consequently, topic models built with
these constraints can typically contain many irrelevant words among the topics. In
contrast, in LDA-GN every vocabulary term has the freedom to be distributed over
any number of topics with no restriction. However, with no such restriction, stop
words will be encouraged to be distributed over all topics evenly. So, it is important
to remove stop words before an LDA-GN model is estimated. That is why all stop
words were removed in advance in LDA, LDA-GSS, and LDA-GN models.
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In this chapter, a new extension for LDA is proposed; it is called: ‘Latent Dirichlet
Allocation Correlated’ (LDA-crr). In this, word correlations are represented as an
observed variable based on word order. Most well-known topic models use “Bag
of Words” representation for documents which cannot model the semantic relations
between words. Consequently, a topic model may perform better if these relations
are incorporated in the modelling process. LDA-crr is evaluated against the original
LDA with fixed hyperparameter settings. Then, it is equipped with the GN and
the GSS methods, and evaluated against the original LDA and the LDA-GN. Per-
plexity values show that the new model has a better ability to generalize to unseen
documents. Also, when the number of topics gets higher, it is able to infer more
coherent topics compared with the original LDA. In addition, a supervised version
of the novel model, which incorporates word order in the modelling process, is pro-
posed and evaluated against the original SLDA. Again GN and GSS are equipped
with the proposed supervised model, and benchmarked against the original SLDA.
When equipped with the GN approach, SLDA-crr shows the best classification per-
formance; whereas, same level of accuracy is observed compared with the LDA-GN,
when the GSS method is used. The Original SLDA, is the worst performing in the
classification task.
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5.1 Introduction
The majority of current topic models assume that documents’ words are generated
under a “Bag of Words” assumption. This is based on a matrix representation where
the order of words is ignored and only word frequencies are preserved. Thus, each
document is represented by a vector of term frequencies which is extremely sparse in
real applications. This simple yet powerful representation allows the use of a variety
of machine learning and mathematical techniques. However, a main drawback of
this representation over text documents is the loss of semantic information which is
vital for a human being to understand text.
In the domain of topic modelling, some topic models go beyond this representation—
see for example [149, 60]—which clearly show that word orders and their semantic
relations play an important role in learning higher quality models. By relaxing the
“Bag of Words” assumption these methods are able to produce topic models with
higher quality. However in these models, the number of parameter is expanded sig-
nificantly, which consequently affects the application domain of these models. Thus,
in order to keep the model simple, it should incorporate word order without adding
many hidden variables to the model. The model ‘Latent Dirichlet Allocation Cor-
related’ (LDA-crr) is proposed in this chapter. LDA-crr incorporates the semantic
relations between corpus words and preserves simplicity at the same time.
The remainder of this chapter is organised as follows: firstly, a discussion about
term correlations in topic models is presented. After that, a technique to repre-
sent word order efficiently is elaborated. Next, the proposed model is detailed and
evaluated against the LDA using fixed hyperparameter settings. Afterwards, it is
equipped with the GN and the GSS methods. Eventually, the proposed model is
evaluated against the LDA-GN and the original LDA in terms of perplexity, coher-
ence, and performance in a classification task.
98
Chapter 5: Incorporating Word Order in Topic Models
5.2 Term Correlations in Current Topic Models
Current topic models are based on the assumption that words are uncorrelated and
are sampled independently. This is not the case in a real-world corpus; where words
co-occur depending on their semantic context. This drawback is caused mainly by
the usage of the “Bag of Words” representation which ignores word order in the
documents. Thus, some models are proposed in the literature to address this limi-
tation and go beyond the “Bag of Words” assumption. In [149], Wallach proposes a
bi-gram topic model which is able to produce higher quality topics in terms of gen-
eralizing to unseen documents. Whereas, Griffiths et al. [60] introduce an extension
for LDA which switch between LDA and a standard Hidden Markov Model (HMM)
to achieve that. However, the resulting models have a much higher complexity as
the number of variables expands significantly. There are other attempts in the liter-
ature to enhance a topic model’s performance where word correlations are provided
as prior information to the model. This approach is adopted in [114, 158, 159]
where word correlations are imported from external sources and incorporated into a
topic model as prior information. Although the resulting models are kept relatively
simple, preparing the word correlations provides complications and require some
pre-processing of the corpus words. In this chapter, a novel model is presented,
which incorporates word correlations in a simple yet effective way.
5.2.1 Incorporating Term Correlations in Topic Models
Let ϕ be a set of K topics, which are considered K samples from a Dirichlet distribu-
tion with parameter β. According to the LDA, in order to generate a document Wd
its topics distribution θd is sampled first from a Dirichlet distribution with parame-
ter α. And then a topic assignment zd,t is sampled from a Multinomial Distribution
with parameter θd for Wd,t, the t
th word of the document Wd. Eventually, the word
Wd,t itself is sampled from a Multinomial Distribution with parameter ϕzd,t i.e. the
corresponding topic.
Thus, it is clear that topics are not correlated because the Dirichlet distribution
assumes implicit independence on its proportions [16]. The Dirichlet distribution
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cannot be used to detect correlations between terms directly because it cannot guar-
antee similar proportions over topics for semantically similar words. In [16], Blei
et al. provide a topic model which supports correlations between topics. Instead
of the Dirichlet distribution, they use multivariate logistic normal distribution [3]
to model documents-over-topics proportions. Unlike Dirichlet distribution, multi-
variate logistic normal distribution is more flexible to capture correlations between
proportions components.
Although this approach could work theoretically to model correlations between
words in the topics-over-words proportions as well, it introduces a dramatic level of
complexity to the model. This is because of the need to learn a covariance matrix
of the size V × V where V is total number of unique terms in the corpus. Next, the
idea of representing word order as an observed variable is illustrated.
5.3 Term Correlations as an Observed Variable
In the LDA model, each word in the corpus has one topic assignment [18] which
does not depend directly on the previous word. Whereas, using word order in the
learning process causes a word topic assignment to be dependent on the previous
word(s) like a chain. The main idea behind this proposed model is using the previous
word’s topic assignments to learn more about the current word’s topic.
5.3.1 The Effect of Word Order
When an author starts writing a paragraph, the transition between topics is usu-
ally smooth and sometimes the whole paragraph is talking about one topic. Thus,
previous word(s) may hold valuable information to predict the current word’s topic.
Moreover, sometimes the semantic meaning of one word can be known only by look-
ing at its preceding word; the next word could, for example, have a more general
semantic meaning which would fit multiple topics. An example of this case would be
“blood test” and “Math test”, the word “test” in the first phrase is from a medical
topic and in the second phrase in an education topic. In addition, phrases such
as: “topic modelling”, “statistical inference”, form one semantic meaning; thus, all
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its words should be assigned to the same topic. Such cases led other researchers
to feed topic models with external correlation information in order to favour such
assignment [114, 158, 159]. In the proposed model, no external information is incor-
porated; hence each word is influenced by the chain of the previous word(s) in the
same document. Thus, these combined statistics could give the new model a better
ability to learn the ‘right’ topic assignment for corpus words.
However, one major drawback could be caused by stop words or words which
act as a stop word in the corpus. These words might introduce too much influence;
consequently, words of the corpus may tend to have fewer topics. This behaviour may
happen because words acting as stop words are spread over all of the corpus before
a large percentage of words. These words do not hold much semantic meaning, yet
they influence significantly the topic assignment for other words. Thus, the proposed
model should have a mechanism to emphasise important cases only and ignore words
acting as stop words, as those words can contribute to more noise to the model.
5.3.2 Representing Sequence Information
In the proposed model, the sequence information of a specific term v across all
corpus documents is represented as a vector λv of length V . This vector shows the
extent that term v should be allowed to influence successive terms. Each component
λv,r holds a binary value which is set to one if the term r is spotted immediately
after v at least once in the whole corpus; otherwise it takes zero. Using the same
logic for other terms, all word sequence information can be represented by a V × V
asymmetric matrix λ.
For example, it is possible to represent sequence information in the following
poem written by William Shakespeare using this technique:
doc1: time is very slow for those who wait
doc2: very fast for those who are scared
doc3: very long for those who lament
doc4: very short for those who celebrate
doc5: But for those who love time is eternal
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Let the previous poem be a tiny corpus with five documents and 18 unique terms.
Each term is given a numeric label as follows:
time01, is02, very03, slow04, for05, those06, who07, wait08, fast09, are10, scared11,
long12, lament13, short14, celebrate15, but16, love17, eternal18.
Consequently, one can represent the whole corpus as follows:
W1 = {01, 02, 03, 04, 05, 06, 07, 08}
W2 = {03, 09, 05, 06, 07, 10, 11}
W3 = {03, 12, 05, 06, 07, 13}
W4 = {03, 14, 05, 06, 07, 15}
W5 = {16, 05, 06, 07, 17, 01, 02, 18} .
In addition, word order information can be represented in the λ matrix presented
in Figure 5.1.







where, fv is number of times the term v appears in the whole corpus. Consequently,
given a term v which is acting as a stop word, one can eliminate its influence by
simply setting the corresponding value Λv to one. Thus, the proposed model will
not favour any word when generating the word instance which follows v and acts
exactly the same as in LDA. When the values of Λ vector are all ones, this model
reduces to the original LDA and all word order information is ignored.
5.4 Latent Dirichlet Allocation With Correlated
Words (LDA-crr)
LDA-crr is an unsupervised generative model to discover hidden topics in a collection
of documents. It models not only terms frequencies in corpus of documents but also
their co-occurrences.
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01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18
λ1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
λ2 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
λ3 0 0 0 1 0 0 0 0 1 0 0 1 0 1 0 0 0 0
λ4 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
λ5 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
λ6 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
λ7 0 0 0 0 0 0 0 1 0 1 0 0 1 0 1 0 1 0
λ8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
λ9 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
λ10 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
λ11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
λ12 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
λ13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
λ14 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
λ15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
λ16 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
λ17 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
λ18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Figure 5.1: Mini corpus words sequence information representation matrix λ. Terms
are: time01, is02, very03, slow04, for05, those06, who07, wait08, fast09, are10,
scared11, long12, lament13, short14, celebrate15, but16, love17, eternal18.
5.4.1 LDA-crr Model design
The main objective of the proposed model is to relax the “Bag of Words” assumption
which is adopted by LDA and many other topic models. The proposed model
LDA-crr is benchmarked against the original LDA and the LDA-GN models. Let
W = {W1,W2, ..,WM} be a corpus of M documents. Each document Wd comprises
an ordered list or words Wd = {Wd,1,Wd,2, ..,Wd,Nd} where Nd is total number of
words in document Wd. The variable Λ is a vector of length V where each component
is corresponding to a unique term v. Each component Λv holds a value between
zero and one, which is treated as the probability that term v topic assignment is
independent of the topic assignment of the successor word. Thus, words and their
order influence are used as observed variables in the model; whereas, the rest of the
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Figure 5.2: LDA-crr model
variables are hidden and need to be learnt as shown in the model’s plate design in
Figure 5.2. The main difference between the original LDA and the proposed model
is in the way documents’ words are generated. The proposed model’s generative
process is illustrated in Algorithm 14.
Algorithm 14 LDA-crr generative process
for k = 1 to K do
Draw a topic ϕk ∼ Dir(β)
end for
for v = 0 to V do
Draw an influence probability Λv ∼ Beta(γ0, γ1)
end for
for m = 1 to M do
Draw a topic proportion θm ∼ Dir(α)
for n = 1 to Nm do
if n > 1 then




if τ = 0 then
Zm,n ← Zm,n−1
else
Draw a topic assignment Zm,n ∼Multi(θm), Zm,n ∈ 1..K
end if
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5.4.2 LDA-crr Model Inference
From the LDA-crr plate representation in Figure 5.2 and its generative process in
Algorithm 14, the joint probability for the LDA-crr model is given by:













Wj,t|ΛWj,t−1 , ϕZj,t , ϕZj,t−1
) (5.2)
The main inference problem of LDA-crr is to calculate the posterior probability
given by the following equation:
P (Z|W,Λ, θ, ϕ, α, β, γ) = P (W,Λ, Z, θ, ϕ|α, β, γ)
P (W,Λ|α, β, γ) . (5.3)
The exact posterior calculation is intractable as it involves summing over all possible
settings of topic assignments Z. The inference problem becomes NP-hard for a
larger number of topics [140, 64]. Fortunately, many methods are provided in the
literature which can be used to approximate inference such as: Gibbs Sampling [59],
Variational Inference [18], Collapsed Variational Inference [147, 108], and Collapsed
Gibbs Sampling [124]. Collapsed Gibbs sampling is used to implement this model
and all other models in this thesis.
5.4.2.1 LDA-crr Collapsed Gibbs Sampler
Gibbs sampling is a Markov Chain Monte Carlo (MCMC) technique to approximate
the posterior. In order to design a Gibbs sampler, full conditional distributions for
all model variables need to be calculated. A collapsed Gibbs sampler [91] can be
used when it is possible to integrate out some variables from the model, which
makes the inference process faster. Because of the conjugacy between Dirichlet and
Multinomial distributions, both θ and ϕ can be marginalized out from Equation 5.2,
105
Chapter 5: Incorporating Word Order in Topic Models
which yields:
















The value ηk◦ is a vector of length V , and each component value η
k
















zk,v◦,r represents number of terms v that immediately precede r and are assigned
to topic k, and ẑk◦,r is number of terms r which are assigned to topic k in the









The only latent variable left in the marginal distribution is Z the words’ topic assign-
ment setting. Thus in order to calculate full conditionals, the following probabilities
need to be defined:
P (Z(d,t) = k|Z¬(d,t),W,Λ, α, β, γ) =
P (Z(d,t) = k, Z¬(d,t),W,Λ|α, β, γ)
P (Z¬(d,t),W¬(d,t),Λ|α, β, γ)P (W(d,t)|α, β, γ)











◦,r represents the value of ηk◦,r after excluding the t
th word of document
Wd. The values of marginalized variables θ and ϕ can be estimated using the current















Where, ẑkd,◦ is number of words in document Wd which are assigned to topic k,
and ẑk◦,v is number of words’ instances of term v which are assigned to topic k in
the whole corpus. Consequently, LDA-crr’s collapsed Gibbs sampling algorithm is










◦,r and β◦ =
∑V
r=1 βr.
Although the LDA-crr model incorporates word order information and uses it to
estimate words’ topics assignments better, it is able to handle large corpora because
the model is still simple.
Algorithm 15 LDA-crr collapsed Gibbs sampler
Input: W corpus words with order information, α and β the model’s parameters.
Output: Z topic assignments, θ topics mixtures, and ϕ topics distributions.
Randomly initialize Z with integers ∈ [1..K] and calculate accordantly the initial
values of ẑkd,◦,
̂̃
zk,◦◦,v , ẑk◦,v and, ẑ
k
◦,◦
Calculate Λ̃ using corpus word order as detailed before.
repeat
for d = 1 to M do
for t = 1 to Nd do
v ← Wd,t; k ← Zd,t; v′ ← Wd,t+1;




zk,◦◦,v′ − 1; ẑk◦,v ← ẑk◦,v − 1; ẑk◦,◦ ← ẑk◦,◦ − 1;










zk,◦◦,v′ + 1; ẑ
k




Calculate θ using Equation 5.8
Calculate ϕ using Equation 5.9
return Z,θ,ϕ
5.4.3 Hyperparameter Estimation
Hyperparameters play a large role in learning a high-quality topic models; however,
there are many methods in the literature which can be used to learn LDA-crr hy-
perparameters. For example: Minka’s fixed point iteration method [106], the GN
technique presented in section 4.3.1.1, and slice sampling [112]. In Chapter 4, the
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GN method shows a better performance when it is used for LDA-GN compared with
other methods such as slice sampling. In this chapter, both GN and GSS approaches
are tested with the new model.
5.4.3.1 LDA-crrGN: LDA-crr with the Gibbs-Newton Technique
The GN method, which is detailed in section 4.3.1.1, is a method to learn mul-
tivariate Pólya distribution parameters by combining optimization and sampling
techniques. It employs Gibbs sampling [54] and Newton optimization methods to
achieve its goal. LDA-crr uses a multivariate Pólya distribution to model both
documents over topics and words over topics counts.
Let C
ẑk•,◦
be a vector of frequencies, each component Cm
ẑk•,◦
represents number of
times the value m is observed in all counts values ẑkd,◦ for all documents d ∈ [1,M ]
and topic k. In addition, let Cm
ẑ◦•,◦
be a frequency of documents which has length
m. Consequently, the formula to calculate a new estimation of αk based on current
































Similarly, the formula to calculate a new estimation of βv based on current estimation
























is number of times the value m appeared in the counts ẑk◦,◦ for k ∈
[1..K], and Cm
ẑ•◦,v
represents number of times the value m appeared in the counts ẑk◦,v
for all topics k.
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5.4.3.2 LDA-crrGSS: LDA-crr with the Slice Sampling Technique
In order to learn concentration parameters, black box sampling techniques such as
multivariate slice sampling [112] can be used. Multivariate slice sampling supports
sampling from un-normalized probability distributions. Thus, it is enough to calcu-
late a proportion of the following distribution:
P (α, β, γ|W,Z,Λ) ∝ P (W |Z,Λ, β)P (Λ|γ)P (Z|α)P (α)P (β)P (γ)
∝ P (W,Λ, Z|α, β, γ) .
(5.12)
From Equation 5.12, it could be seen that the γ value does not change when Z
changes and its value depends only on the value of Λ which is an observed variable
and its value does not change during the inference. Thus, it is more efficient to deal
with γ separately and learn its value in the beginning of the inference process given
the observed values of Λ. Let P ∗(α, β|W,Z,Λ, γ) be a proportion of the distribution
P (α, β|W,Z,Λ, γ).











Similarly a proportion of distribution P (γ|W,Z,Λ, α, β) is given by,
P ∗(γ|W,Z,Λ, α, β) =
V∏
v=1
Λγ0v (1− Λv)γ1 . (5.14)
From Equation 5.13 and after using Gamma function recurrence relations [36], yields
the following function:
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Where,





(ζ + l) where m ∈ N>0, ζ ∈ R . (5.16)
In practice, it is safer to sample from logP ∗(α, β|W,Z,Λ, γ) to avoid floating points
underflow problems. Let α̂ and β̂ be an estimation for α and β respectively. Mul-
tivariate slice sampling enables sampling from logP ∗(α, β|W,Z,Λ, γ) using three
steps. Firstly, draw a value y = logP ∗(α̂, β̂|W,Z,Λ, γ) − eRand where eRand is a
sample from an exponential distribution with mean 1. The value y defines a slice:
S = {α, β : logP ∗(α, β|W,Z,Λ, γ) > y} .
Then, a hyperrectangle around the current estimations α̂ and β̂ need to be con-
structed using a predefined window size. Finally, draw a sample from the slice S
and within the hyper-rectangle. A detailed slice sampling technique algorithm is
presented in Algorithm 11.
5.5 Supervised LDA-crr
Supervised LDA-crr (SLDA-crr), which is a supervised extension to LDA-crr, is
proposed in this section. SLDA-crr applies same ideas used to create LDA-crr into
the original SLDA model which is fully described in section 2.2.2.1; hence, the
observed variable Λ is added to the model. From the plate representation shown in
Figure 5.3, SLDA-crr joint probability is given by the following formula:
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Figure 5.3: SLDA-crr model
Which yields after marginalizing both θ and ϕ variables:















P (Yd|Zd, µ, δ) (5.18)
The only latent variable in the marginalized distribution is Z the topic assignment.
Thus, in order to design a collapsed Gibbs sampler, a full conditional distribution
needs to be defined as follows:

















SLDA-crr’s collapsed Gibbs sampling algorithm is given by Algorithm 16
5.6 Evaluation Methodology
In this section, the performance of LDA-crr is benchmarked against LDA and LDA-
GN; firstly, the model’s ability to generalize to unseen documents is measured. Then
topic coherence is calculated using the normalized PMI score, which was explained
in section 2.4.2. Two corpora are used for this purpose:
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Algorithm 16 SLDA-crr collapsed Gibbs sampler
Input: W words of the corpus, Y documents’ response values, α, β, µ and δ the
model parameters.
Output: Z topic assignments, θ topics mixtures, and ϕ topics distributions.
Randomly initialize Z with integers ∈ [1..K] and calculate accordantly the initial
values of ẑkd,◦,
̂̃
zk,◦◦,v , ẑk◦,v and, ẑ
k
◦,◦
Calculate Λ̃ using corpus word order as detailed before.
repeat
for d = 1 to M do
for t = 1 to Nd do
v ← Wd,t; k ← Zd,t; v′ ← Wd,t+1;




zk,◦◦,v′ − 1; ẑk◦,v ← ẑk◦,v − 1; ẑk◦,◦ ← ẑk◦,◦ − 1;







(Yd − Zd,¬t · µ− µk2Nd ))
Zd,t ← k




zk,◦◦,v′ + 1; ẑ
k






(Y − Zµ)T (Y − Zµ)
until convergence
Calculate θ using Equation 5.8
Calculate ϕ using Equation 5.9
return Z,θ,ϕ
• PubMed corpus which is a subset of articles abstracts published by PubMed.
It comprises 70,287 documents with 125,652 unique terms. Total number of
words in this corpus is 6,570,235 words.
• NewsAP corpus [65] which is a subset of news articles from Associated Press
(AP). It has 38,500 unique terms and 453,462 words spread over 2,213 docu-
ments.
For both corpora, standard English stop words were removed. Then based on word
order, Λ is calculated for all terms in the corpus as demonstrated before. Figure 5.4
shows the distribution of values of Λv for both corpora. In general, about 81% of
NewsAP corpus terms have the value Λv = 1 associated to them. In the PubMed
corpus the percentage of such terms is about 89%; thus these values are not displayed
in the figures.
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Figure 5.4: Λv values histogram for v ∈ [1..V ] after ignoring all Λv = 1.
5.6.1 Perplexity Performance
An LDA-crr collapsed Gibbs sampler is implemented in Java using Algorithm 15.
50% of corpus data is used for training whereas the remaining 50% is used for testing
purposes only. Firstly, the LDA-crr model is benchmarked against LDA with fixed
predefined hyperparameters; this shows the advantage of incorporating word order
after isolating the effect of hyperparameters. Symmetric alpha and beta are used
for this setting where αi =
50
K
for all i ∈ [1..K] and βr = 0.01 for all r ∈ [1..V ].
Figure 5.5 and Figure 5.6 show held-out log-likelihood for both LDA-crr and LDA
with fixed hyperparameters and different number of topics K using NewsAP and
PubMed corpora respectively. LDA-crr shows a better ability to generalize to unseen
documents compared with the original LDA on those two corpora. Moreover, these
figures show that the LDA-crr is faster to converge than the original LDA. This is
because preceding words help the model to set a better topic assignment for each
word in the corpus.
Furthermore, LDA-crr performance is assessed when its hyperparameters values
are learnt from input data. Consequently, LDA-crr is equipped with the GN method
to learn these parameters; the resulting model is dubbed as “LDA-crrGN”. Moreover,
the slice sampling technique is used for the same purpose in the “LDA-crrGSS”
model. LDA-GN, which is illustrated in Algorithm 13, is used as a baseline. Corpus
data is split into two halves; one half is used for training whereas the other half is
used for calculating held-out log-likelihood. Figure 5.7 shows perplexity scores for
the three models with different numbers of topics. It shows that LDA-GN and LDA-
crrGN outperform LDA-crrGSS in terms of ability to generalize to unseen documents
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(f) K = 150
Figure 5.5: Held-out log-likelihood on NewsAP corpus for both LDA-crr and LDA
with fixed symmetric hyperparameters settings, the higher log-likelihood the better
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(f) K = 150
Figure 5.6: Held-out log-likelihood on PubMed corpus for both LDA-crr and LDA
with fixed symmetric hyperparameters settings, the higher log-likelihood the better
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in NewsAP corpus. Moreover, Figure 5.8 highlights the difference in performance
between LDA-crrGN and LDA-GN and shows an advantage of using LDA-crrGN
over LDA-GN when the number of topics gets higher. In addition, LDA-crrGN is
able to converge faster than LDA-GN, as is shown by Figure 5.8 and Figure 5.9.


















Figure 5.7: NewsAP corpus, LDA-crrGN, LDA-crrGSS, LDA-GN and LDA-Mallet
Perplexity values for different number of topics




























(a) K = 5



























(b) K = 10




























(c) K = 25




























(d) K = 50




























(e) K = 75




























(f) K = 150
Figure 5.8: Held-out log-likelihood on NewsAP corpus for LDA-crrGN, LDA-
crrGSS, and LDA-GN, the higher log-likelihood the better
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Figure 5.9: Held-out log-likelihood on PubMed corpus for LDA-crrGN, LDA-crrGSS,
and LDA-GN, the higher log-likelihood the better
5.6.2 Coherence
In order to assess topic coherence, normalized PMI scores are calculated as de-
scribed in section 2.4.2. Firstly, LDA-crr is benchmarked against LDA using fixed
hyperparameters. The same settings used in the previous section are used for this
experiment. After repeating the experiment ten times, coherence means and stan-
dard deviations are calculated. Table 5.1 and Table 5.2 show coherence scores for
both LDA-crr and LDA using fixed symmetric hyperparameters on NewsAP and
PubMed corpora respectively. Meanwhile, Figure 5.10 shows coherence scores with
standard error bars for both corpora. LDA-crr shows a coherence enhancement on
some topics settings. On the one hand, t-tests on PubMed corpus with settings:
K = 5, K = 25, and K = 150 show that the difference is significant with p < 0.05;
however, on the rest of the K settings, t-tests suggest that coherence enhancement
is insignificant. On the other hand, t-tests on NewsAP corpus suggest that coher-
ence improvement is significant when K = 5 with p < 0.05; however, coherence
enhancement is insignificant for the rest of the K settings.
In addition, coherence scores are measured for LDA-crrGN, LDA-crrGSS and LDA-
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Figure 5.10: Topic coherence on NewsAP and PubMed corpora for LDA and LDA-
crr with fixed hyperparameters settings, the higher the better.
Table 5.1: Coherence scores for LDA-crr, LDA on NewsAP corpus.
K=10 K=25 K=50 K=75
Mean SD Mean SD Mean SD Mean SD
LDA-crr 0.2604 0.00358 0.2587 0.00357 0.2503 0.00260 0.2413 0.00272
LDA 0.2571 0.00442 0.2570 0.00292 0.2485 0.00207 0.2396 0.00262
GN. The experiment is run ten times, then coherence means and standard deviations
are populated in Table 5.3 and Table 5.4 and displayed with standard error bars in
Figure 5.11. T-tests show that on NewsAP corpus, LDA-crrGSS outperforms both
LDA-crrGN and LDA-GN in terms of coherence as the number of topics gets higher
than 25 with p < 0.05. However, all models can discover topics with the same level
of coherence on PubMed corpus.
5.7 Document Classification
This section shows the performance of LDA-crr in a classification task; where super-
vised versions of both LDA-GN and LDA-crrGN are used for this purpose. SLDA-
GN, which is a supervised version of LDA-GN, is based on the SLDA model detailed
in section 2.2.2. It uses the GN method to learn the values of hyperparameters alpha
and beta. Meanwhile, SLDA-crrGN and SLDA-crrGSS, which are based on SLDA-
Table 5.2: Coherence scores for LDA-crr, LDA on PubMed corpus.
K=10 K=25 K=50 K=75
Mean SD Mean SD Mean SD Mean SD
LDA-crr 0.2578 0.00380 0.2592 0.00416 0.2422 0.00289 0.2320 0.00166
LDA 0.2560 0.00489 0.2549 0.00457 0.2402 0.00446 0.2293 0.00365
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Figure 5.11: Topics coherence on NewsAP and PubMed corpora for LDA-GN, LDA-
crrGSS, LDA-crrGN, and LDA-Mallet, the higher the better.
Table 5.3: Coherence scores for LDA-crrGN, LDA-crrGSS, LDA-GN and LDA-
Mallet on NewsAP corpus.
K=25 K=50 K=75 K=150
Mean SD Mean SD Mean SD Mean SD
LDA-crrGN 0.2595 0.0037 0.2365 0.0035 0.2091 0.0045 0.1512 0.005
LDA-crrGSS 0.2661 0.0036 0.2518 0.0034 0.2293 0.0052 0.1846 0.0079
LDA-GN 0.2600 0.0033 0.2356 0.0063 0.2130 0.0042 0.1522 0.0066
LDA-Mallet 0.2664 0.0062 0.2431 0.0079 0.2152 0.0037 0.1458 0.0066
crr elaborated in section 5.5, use the GN method and slice sampling approaches
respectively to learn their hyperparameters alpha and beta. In addition, the SLDA
with an optimized symmetric beta and asymmetric alpha is used as a baseline.
5.7.1 Classification Performance
First, the classification task was performed on the Reuters corpus with ten classes.
50% of the labelled documents are used to train the models; whereas the rest of the
documents are used for evaluation. The models are trained using different numbers
of topics and their classification accuracy is registered for each K topics. Figure
5.12 shows the performance results with standard error displayed. The figure shows
Table 5.4: Coherence scores for LDA-crrGN, LDA-crrGSS, LDA-GN and LDA-
Mallet on PubMed corpus.
K=25 K=50 K=75 K=150
Mean SD Mean SD Mean SD Mean SD
LDA-crrGN 0.2651 0.0042 0.2553 0.0022 0.2522 0.0021 0.2336 0.0032
LDA-crrGSS 0.2641 0.0046 0.2532 0.0039 0.2490 0.0032 0.2341 0.0019
LDA-GN 0.2649 0.0023 0.2539 0.0031 0.2488 0.0049 0.2311 0.0037
LDA-Mallet 0.2647 0.0048 0.2515 0.0038 0.2471 0.0047 0.2239 0.0050
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than SLDA-crrGN has the best performance in this supervised task; where t-tests
suggest that SLDA-crrGN accuracy enhancement is significant with p < 0.01 when
it is compared with SLDA-GN on most K settings. On the other hand, SLDA with
optimized asymmetric alpha and symmetric beta model is the worst performing
among the tested models with p < 0.01 when it is compared with SLDA-crrGN for
all K settings.











SLDA-CrrGN SLDA-CrrGSS SLDA-GN SLDA
Figure 5.12: Reuters corpus, classification performance for SLDA-crrGN, SLDA-
crrGSS, SLDA-GN and SLDA.
Table 5.5: Accuracy scores for SLDA-crrGN, SLDA-crrGSS, SLDA-GN and SLDA
on Reuters corpus.
K=10 K=25 K=50 K=75
Mean SD Mean SD Mean SD Mean SD
SLDA-crrGN 0.569 0.051 0.592 0.024 0.584 0.017 0.574 0.018
SLDA-crrGSS 0.528 0.052 0.546 0.014 0.549 0.017 0.547 0.011
SLDA-GN 0.532 0.017 0.538 0.017 0.538 0.011 0.546 0.007
SLDA 0.473 0.065 0.518 0.005 0.525 0.012 0.538 0.007
Table 5.5 shows accuracy scores for SLDA-crrGN, SLDA-crrGSS, SLDA-GN and
SLDA models. Mean accuracy and standard deviation (SD) are displayed for each
model and number of topics. One can see that LDA-crr is particularly useful in
classification tasks compared with other models because word order information is
used by the model to learn more class distinctive characteristics in training data.
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5.8 Conclusions
This chapter proposed LDA-crr: a topic modelling extension which incorporates
word order into the modelling process. Unlike other attempts in [149] [60], LDA-crr
does not introduce high complexity to the original LDA model because the number
of hidden variables is not increased significantly. This keeps the model applicable
for large corpora without consuming a large amount of computational resources.
An efficient Gibbs sampler algorithm is provided for LDA-crr, which is then
benchmarked against the original LDA with fixed hyperparameters. LDA-crr shows
better ability to generalize to unseen documents compared with the original LDA
when the same hyperparameters settings are used for both models. In terms of
coherence, LDA-crr is able to learn more coherent topics especially when the num-
ber of topics gets higher; however, on the lower number of topics the coherence
enhancement is insignificant.
Moreover, the GN and the GSS, which are techniques for sampling the new
model’s hyperparameters, are explored. In general, the GN shows a better ability to
generalize to unseen documents with no observed enhancement in the topics’ coher-
ence. On the other hand, the GSS shows the same level of perplexity performance
compared with both the original LDA and the LDA-GN models; however, it exhibits
better topics’ coherence especially when the number of topics gets higher. Conse-
quently, one should choose the ‘right’ method depending on the topic modelling
application. For example, for applications when topics coherence is more important
such as in documents tagging in digital libraries, the GSS method can be used.
Whereas, for dimensionality reduction applications, the GN technique can be the
best performing one.
In addition, a supervised version of the proposed model is presented. This new
extension incorporates more semantic information from the training data which
leads to a better classification ability compared with the original LDA model. This
is because the proposed model picks up more information from training documents
which allows it to predict unseen documents’ classes more accurately.
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Topic models have many applications in machine learning, including analyzing and
categorizing large data sets. Because of their unsupervised nature, topic models’
evaluation is not easy; hence, model perplexity is used mainly as a performance
metric. Lower perplexity value reflects a better ability to generalize to unseen doc-
uments. Moreover, topic coherence is also used as a metric, which conveys how
‘close’ topic words are to each other in a semantic sense. In this thesis, ideas to
enhance topic modelling performance, mainly in terms of perplexity and coherence,
have been explored. In the remainder of this chapter, the key findings of this thesis
are summarized, and ideas for future work are proposed.
6.1 Summary of Results
In this thesis, novel topic models which discover higher quality topics in terms of
perplexity and coherence are presented and evaluated as follows:
In Chapter 3, a novel multi-objective topic modelling algorithm, dubbed MOEA-
TM, is presented. MOEA-TM uses the MOEA/D algorithm to optimize two objec-
tives: a coverage objective which ensures that topics cover all corpus documents,
and a PMI objective which is responsible for enhancing topic coherence. MOEA-TM
can perform better than standard LDA in terms of coherence; however, when it is
initialized using an LDA model, MOEA-TM was not able to optimize the perplexity
measure. Later, a genetic algorithm was designed with an objective to optimize the
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perplexity of the LDA model. This is a novel GA which has the LDA model’s log-
likelihood as a fitness function. Although it can optimize the model’s log-likelihood
by up to ten percent, the perplexity scores are not optimized; in fact, perplexity
values deteriorate as the number of topics gets higher. This shows that the pure
optimization technique is able to enhance topics coherence but not the ability to
generalize to a held-out unseen document. On the one hand, coherence is associated
with top words chosen for each of the inferred topics. Thus, optimization is suc-
cessful in this mission as it directly targets topics’ top words. This is useful in some
topic modelling applications which need mainly the topics’ top words such as docu-
ments tagging. On the other hand, perplexity, which indicates the model’s ability to
generalize to unseen documents, is affected mainly by how well the estimated model
represents the true posterior given observed data. Optimization tends to find the
mode, which might not be well representing especially in multi-modal distributions.
Other techniques such as MCMC focus on the expected value which provides better
representation; thus, output models tend to have a higher ability to predict held-out
documents. Other techniques are investigated later to enhance perplexity.
Experimenting with the LDA model shows that its hyperparameters play a signif-
icant role in the quality of the output topics. A closer look at the LDA model reveals
that it comprises two multivariate Pólya distributions combined. Consequently, find-
ing faster and better methods for learning multivariate Pólya distribution’s param-
eters leads to higher quality topic models. Thus, in Chapter 4 the GN and the GSS
techniques to learn the parameters of a multivariate Pólya distribution are proposed.
The GN method uses numerical optimization whereas the GSS is based on slice sam-
pling [112]. The new techniques can provide accurate results faster compared with
the state-of-art methods available in the literature. Both techniques are also able to
achieve lower perplexity scores when benchmarked against the original LDA. More-
over, asymmetric settings are used for the proposed models’ hyperparameters α and
β which provides more flexibility for the words to be distributed in topics. Also, the
performance of these models in a supervised classification task is measured. Two
approaches were adopted to achieve that: firstly, both techniques are used in the
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standard supervised topic model SLDA and benchmarked against the SLDA in its
original priors settings. Secondly, MC-LDA is used in a spam filtering task, which
shows that the GN method is less sensitive to the threshold setting compared with
the original LDA. This is because the model equipped with the GN method reflects
a better representation which leads to a better discrimination of the classes. Thus,
the work in this chapter shows how working on better LDA priors may enhance
the topic model’s quality and improve its ability to generalize. Moreover, Chapter
4 shows that the sampling technique for estimating topic models’ hyperparameters
is less successful than an optimization technique. The reason behind this might be
that providing a stable estimation for these parameters could be better than sam-
pling different values during the inference process. Next, more work is done in the
way words are modelled which can be done by incorporating more info from text
such as word order.
In Chapter 5, a novel model LDA-crr is proposed. Compared with the original
LDA model, which ignores word order information, LDA-crr incorporates word or-
der in the modelling process, and it only introduces minor additional complexity to
the original model. In general, LDA-crr converges faster than LDA using both fixed
concentration parameters and dynamic ones. With fixed parameters in use, LDA-crr
is not only able to converge faster than the LDA but also scores lower perplexity
values which lead to a better ability to generalize to unseen documents. Generally
speaking, using dynamic parameters, the LDA-crr equipped with the GN approach
to learn concentration parameters shows the best performance in terms of perplexity.
Meanwhile, the LDA-crr combined with a slice sampling technique generally shows
the best performance in terms of coherence. Consequently, incorporating word or-
der helps in producing quality models with higher ability to generalize to unseen
documents. This comes with an only small increase in the complexity of the model
compared with earlier attempts in the literature [149] [60]. Lower perplexity usually
indicates higher classification accuracy; thus, to measure the LDA-crr performance
on a supervised task, SLDA was extended to incorporate word order. As a result,
SLDA-crr is developed and benchmarked against the SLDA-GN and the original
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SLDA. Classification performance on a ten classes corpus shows that SLDA-crr has
the best accuracy when it is used with the GN method. This correlates well with
the perplexity results and clearly shows that the proposed model indeed can pick up
more valuable information from corpus documents which allow it to predict held-out
documents’ classes more accurately.
6.2 Future Research Work
This section highlights some future work directions that this research may lead to.
This includes enhancing the execution speed of LDA-crr and incorporating word
order in LDA extensions and other interesting topic models.
6.2.1 Sparse Models
One can see a Gibbs sampling implementation as a repetitive task of sampling each
hidden variable given other variables until convergence. In the case of the LDA, a
collapsed Gibbs sampler samples a topic assignment for each word. Consequently, a
more efficient technique to sample a topic assignment would reduce the amount of
time taken until convergence. Real-world topic models are highly sparse, especially
when the number of topics gets higher. Thus, SparseLDA [160], which introduces
a more efficient sampling technique, is able to reduce the amount of resources sig-
nificantly. Models which are proposed in this thesis can be implemented using the
efficient technique available in [160]. SparseLDA enables these models to handle
large corpora more efficiently.
6.2.2 Informative Priors
One potential area of future work for LDA-GN is to investigate the placement of
informed priors before the alpha and beta variables. Such may be available for many
applications (including, for example, updating a topic model following an extension
of the corpus). Meanwhile, the quality of the topic models learnt by LDA-GN seems
to augur well for their use in supervised learning tasks; spam classification is one
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example, but other tasks in the general area of supervised document classification
may benefit from LDA-GN in the context of the SLDA-GN and MC-LDA approach.
This may be especially fruitful in the case of discrimination tasks that involve ‘close’
categories (e.g. ‘finance’ vs ‘insurance’).
6.2.3 LDA Extensions
LDA has many extensions in the literature which includes: Author Topic Model
[131], Labelled LDA [127], and hierarchical topic models [89] [58] [16]. Most of these
extensions use the ‘Bag of Words’ assumption which ignores word order. In this
thesis, the LDA model is enhanced without the need for using external information,
which opens the door for incorporating changes to any other model built on LDA
easily. It is particularly tempting to experiment how incorporating word order into
Correlated Topic Model (CTM) [16] may enhance performance; in CTM, topics are
not independent, and word order may play a larger role in building a higher quality
topic model.
6.2.4 Other Applications
This thesis targeted topic modelling in the context of textual data. In this context,
there are many applications [21] which can benefit directly from the ideas proposed
in this work. Such applications include: historical documents, understanding sci-
entific publications, computational social science, fiction and literature. Also, topic
modelling has many applications beyond the context of textual data. Thus, it is
tempting to investigate relaxing the ‘Bag of Words’ assumption on applications such
as image classification and annotation [28] [48]. The first step in image annotation is
to represent the image as a bag of visual words to convert the image from continuous
to discrete space. This segmentation can be done using a grid or using a feature ex-
traction algorithm. Feature spatial information might be relevant in images as well
as in text [92]; where features contribute to defining topics differently. The effect of
feature sequence is as yet little studied in the literature; however, might hold high
potential in enhancing the accuracy. For example, some features may appear solely
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in few image topics; whereas, others may appear in many topics. Those features
that appear in few topics hold more semantic importance and they can be used to
learn more about the topics of nearby features which are likely to share the same
topics.
The same principle applies to use topic modelling in analyzing musical data
[71]. In the context of sound processing, Mel-frequency cepstral coefficients (MFCC)
technique [121] can be used to represent the sound into features. Again, using ‘Bag
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