In this era of information explosion, automating the annotation process of digital images is a crucial step towards efficient and effective management of this increasingly high volume of content. However, this still is a highly challenging task for the research community. One of the main bottlenecks is the lack of integrity and diversity of features. We propose to solve this problem by utilizing 43 image features that cover the holistic content of the image from global to subject, background and scene. In our approach, salient regions and the background are separated without prior knowledge. Each of them together with the whole image are treated independently for feature extraction. Extensive experiments were designed to show the efficiency and the effectiveness of our approach. We chose two publicly available datasets manually annotated with diverse nature of images for our experiments, namely, the Corel5K and ESP Game datasets. We confirm the superior performance of our approach over the use of a single whole image using sign test with p − value < 0.05. Furthermore, our combined feature set gives satisfactory performance compared to recently proposed approaches especially in terms of generalization even with just a simple combination. We also obtain a better performance with the same feature set versus the grid-based approach. More importantly, when using our features with the state-of-the-art technique, our results show higher performance in a variety of standard metrics.
Introduction
The International Data Corporation (IDC) forecasted that there would be 500 billion images captured by 2010 [1] while Flickr reported that it reached 5 billion photos [2] and Facebook announced 2.5 million as the number of photos uploaded to its social sharing website per month [3] . Given the fact that we are now already in 2011 and the number will only keep increasing at an exponential rate, there is a critical demand for an efficient and effective tool that can help the users to manage their large volume of content. The positive side is that we also have a huge amount of images that are partially labeled by the owner or the crowds through these popular digital social networking websites. Automatic Image Annotation (AIA) is a very important research field because it addresses the issue by supporting a keyword-based search and organization system. AIA has been an ongoing research for more than a decade and has been very active in the recent years. Researchers have been trying to exploit different kinds of resources and learning mechanisms from visual, textual, ontology to social labeling over the Internet [4] . Though it is a highly challenging task, progress has been made throughout the years. However, there is one main problem that we could observe. It is the integrity and the diversity of the features. We tackle this 1 GITS, Waseda University, Honjo, Saitama 367-0035, Japan 2 DOCOMO Communications Laboratories Europe GmbH, Munich, Germany a) mungkol@fuji.waseda.jp issue in this paper.
The structure of this paper is organized as follows. The rest of this section formally outlines the problem, the general idea of the paper and the main contributions. Section 2 summarizes the related works. Section 3 presents the proposed approach. Section 4 gives the experiment settings for evaluation. The detailed results and discussion are presented in Section 5. Section 6 wraps up the finding and provides the future perspectives. It is also noted that all the images illustrated in this paper are taken from the Corel5K and the ESP Game datasets [5] , [6] .
Problem Formulation
We formulate the annotation problem as a sample based one in which keywords for unknown images are inferred from a labeled training dataset. Let T D = {(I 1 , W I1 ), (I 2 , W I2 ), . . . , (I p , W Ip )} be the annotated training dataset which contains p pairs of (I n , W In ), where I n represents the image n and W In is its description; W = {w 1 , w 2 . . . , w m } is a set of m words and F = { f 1 , f 2 . . . , f k } is a set of k visual features. The automatic image annotation aims to select a subset of top ranked words from the dictionary W and can be formally defined as follows:
AIA(J, T D, W, F) =< P J,w1
, P J,w2 , . . . , P J,wm >
where J is a previously unknown image to be annotated and P J,wr is the probability generated by the annotator AIA of the word w r for the image J. Finding a good set of keywords involves (i) having a good machine learning algorithm, and (ii) defining and c 2012 Information Processing Society of Japan
Fig. 1
Example showing the importance of the separation between (a) the original whole image, (b) the background, and (c) the salient regions. In many cases, using the background and salient regions in addition to the whole image can leverage the chance of getting all the related images and can subsequently lead to better recall of relevant keywords. This is the case particularly for an incomplete training set where the image is not annotated with all relevant keywords. Moreover, weakly labeled training data are the usual case of data obtained from the Internet. selecting important features. We focus on the latter in this paper. Figure 1 illustrates the general idea of our approach. For an unknown image, it is obvious that the concurrent use of its salient regions, its background and its original whole image will enable a better chance of finding all relevant keywords for the image from the training set. This is intuitive and also corresponds to human's perception response when trying to search, recognize or describe a new image. Despite the fact, to the best of our knowledge, none of the previous works has made use of the background image and used it in synergy with salient regions and the whole image. With the recent progress in salient region extraction methods, we believe that there can be an improvement in the image annotation technique when processing the three images altogether. This is because there can be many variations (e.g., level of illumination, view points or occlusion) of an object or a scene depending on how the image is taken. To be able to get the maximum number of keywords from the training dataset, we have to be able to find all the related images. In Fig. 2 , we show another difficult problem of judging the similarity between images when treating them as a whole one. In this case, using the color space, we are unable to confirm the similarity of the two images. Yet, using the salient region (bird in these images) as an addition, we can better represent both images. Therefore, we propose methods to extract features from the three images (i.e., whole, salient regions, and background images) for the AIA task.
General Concept

Contributions
Our main contributions are as fellows. ( 1 ) We propose to use the background area and salient regions in conjunction with the whole image for AIA. We present a method combining two recently published models to automatically extract salient regions and the background without prior knowledge about the image. ( 2 ) We show that we can effectively employ the bag-of-features model on the whole, salient regions and background image. 43 features that cover the holistic content of the image are extracted and used in this paper ranging from the color, the texture, the scene to local invariant descriptors. With the integrity and diversity of our features, yet the number of the total dimension of our feature is also nearly three times less than that of the ones that have been used in the state-of-theart approach in Ref. [7] . ( 3 ) We show the strength of our combined features in three settings: (i) over the use of same features extracted from a single whole image, (ii) over the use of the same feature set with a grid-based method, (iii) over the state-of-the-art results [7] , [8] when integrating with their proposed models. It is shown that by using an adc 2012 Information Processing Society of Japan hoc combination method [8] , we have received a very good performance compared to the same approach. More importantly, by using the more advanced model in Ref. [7] which better exploits different features, our feature set surpasses its performance in many performance metrics.
Related Works
This section provides the prior works of the research described in this paper and the context within which the work is situated. Here, we only present the closely related works. We divide the works into two categories, namely, image pre-processing techniques for feature extraction and label propagation techniques.
Prior Art in Image Pre-processing Techniques
To increase the efficacy in image representation, researchers have been trying to extract features from local parts of the image in addition to the global image because features that consider the image as a whole cannot describe the local regions effectively. To attain this, popular approaches are achieved either by first performing image segmentation and followed by a feature extraction mechanism, by the use of bag-of-feature model or by the combination of them.
( 1 ) In automatic image annotation, two approaches have been employed for the segmentation task: region based and block (also known as tile) based segmentation. -The region based approach represents the ideal idea of defining the region for each object in the image. Some popular approaches include color image segmentation [9] , normalized cut [10] , random walker [11] , minimum spanning tree-based segmentation [12] and isoperimetric partitioning [13] . However, in many cases, it is a complex algorithm that involves machine learning or uses some prior knowledge. -In the block based approach, the image is simply split into different blocks of predefined shapes designed to capture some important regions [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] . It is shown in the literature that such a decomposition can yield better results than using only one whole image in the image annotation. However, each block does not represent any semantic object unless we know the kind of images that we are dealing with and design the region template accordingly. Usually, it is not possible to create a one-size-fits-all template for every image. ( 2 ) In the bag-of-features model [22] , [23] , [24] , often the image or the region of image is first sampled. It can be dense sampled or sampled by points of interest. Additionally, there is another sampling way called spatial pyramid [25] which builds on the top of the two approaches mentioned earlier.
In the spatial pyramid sampling, the whole image is divided into blocks or at different resolutions, and the sampling points are selected from each block and aggregated together in order to give significance to sub regions. Then, a vector quantization is performed on the extracted local features from the sampling points, usually by using clustering algorithms. The resulting feature descriptor is a fix-length histogram of the visual occurrence. 
Prior Art in Label Propagation Techniques
As for keyword propagation, a number of models have been proposed ranging from discriminative [26] , [27] , generative [28] , [29] , [30] , to the nearest neighbor ones (also known as K Nearest Neighbor or KNN). The KNN approach is the special case of the Eq. (1) in which we aim to select a subset of top ranked words of the dictionary W from the top k nearest neighbors. The pioneer systems include the Continuous Relevant Model (CRM) [31] and Multiple Bernoulli Relevance Models (MBRM) [32] . The nearest neighbor approaches have gained popularity in recent years due to the availability of larger datasets and the increased computational power. It has been shown that this approach is best suited for the image annotation task particulary for weakly labeled dataset. For instance, Torralba et al. in Ref. [33] , show that despite the noise when using 80 million images, the accuracy improves consistently with the larger training set. In the recent years, the KNN approaches in Refs. [7] and [8] achieved the state-of-the-art performances. Therefore, we use the KNN model for keyword propagation in this paper.
The Proposed Approach
Overview
It is ideal if we could have a perfect segmentation method where we can separate all the objects inside the image. However, in practice, it is a chicken-and-egg problem because we need to know some information about the image before we can solve this problem. The state-of-the-art approaches are still computationally expensive and introduce an unreliable segmentation. To identify an image, not all the detailed information is needed. Usually, a human observer would focus on some objects of interest or on the background scene. This should also be the case for an AIA system. To suggest relevant keywords for an unknown image, such a system should just need to find all the related images with the same or similar high interest objects and/or backc 2012 Information Processing Society of Japan ground in order to learn the keywords while the role of the whole image is to put constraints on the images found. This simplifies the task because identifying some salient regions is relatively easier compared to the detailed segmentation. Moreover, we do not need a perfect segmentation of the objects of interest. Some rough regions that show these objects would just be fine. Figure 4 shows the overall architecture of our proposed scheme for holistic features extraction in the AIA task. The following sub-sections describe the feature extraction processes of our approach. For keyword propagation, we employ the state-of-the-art techniques described in Refs. [7] and [8] .
Salient Regions and Background Extraction for Holistic
Image Representation A recent progress in salient region detection algorithms convinces us that we could explore its usage for the salient region and the background extraction which serves for the holistic feature representation and thus can give an effective AIA. There has been a large body of works on salient regions extraction using different methods ranging from biologically inspired approaches to methods using real human eye tracking data [34] , [35] , [36] , [37] . Here, we are interested in the model presented in Refs. [36] and [37] because of their simplicity and efficiency in terms of accuracy and computational cost.
Hou et al. in Ref. [37] proposed a bottom up approach where they make use of the scale invariance of natural image statistics. They calculate a spectral residual as the difference between the original log spectrum and its mean-filtered version. The saliency map is obtained by applying an inverse Fourier Transform to the spectral residual. Given an image I and its Fourier Spectrum f , the saliency map of the model can be defined as:
where g(x, y) is a Gaussian filter; F −1 is the inverse Fourier Trans-
is the log spectrum and A( f ) is the general shape of the log spectrum); and P( f ) denotes the phase spectrum of the image. Achanta et al. in Ref. [36] utilize features of color and luminance for saliency map calculation. Given an image I in the L*a*b* color space, the saliency map of the model can be formulated as:
where I μ is the mean image feature vector; I ωhc (x, y) is the corresponding image pixel (x, y) vector value in the Gaussian blurred version and || || is the L 2 norm. For each model, let S map (I) be the saliency map of the image I. We define a threshold for the final saliency cut as T H = mean(S map (I)) + std(S map (I)). T H is configured for a better compensation after verifying with a number of empirical tests. Eventually, we compute the final saliency map S f inal map (I) by rejecting the salient points S (x, y) that are less than the threshold as:
We take the advantages of both models by performing the union of the saliency maps extracted from each model. Let S S R (I) and S FT (I) be the final saliency maps of the image I from the spectral residual and frequency tuned models respectively, the combined saliency map S combined (I) is formulated as the following:
Then, the background image is calculated accordingly by subtracting the salient regions from the whole image. Figure 5 illustrates the processing steps.
Holistic Feature Extraction
We have studied features that have been proven to be effective in previous works on image annotation and classification using the whole image [38] , [39] , [40] . As a result, 43 image features
have been implemented and are described in the following subsubsections. Table A-I in the Appendix summarizes all the 43 features.
Color Features
Color features have been widely used. Though they are among the simplest features, they are important. We have extracted features from 5 color spaces.
-RGB, L * a * b * , HS V: are simple color histograms in the respective color spaces and computed in 3 channels with 16 bins each. 
Texture Features
Texture features are important features specifically for distinguishing the region, the surface or detecting objects. Two types of texture features are implemented.
-Gabor: a three scales and four orientations filter is used. Then, each of the response images are split into nonoverlapping rectangular blocks. We calculate the mean filter response magnitudes from each block over all the twelve response images [38] . -Haar: a two by two edge filter is used. The wavelet responses are generated by a block-convolution of an image with Haar filters at three different orientations (vertical, horizontal and diagonal). Convolution with a sub-sampled image is conducted at different scales. Afterward, the image is rescaled to the size 64 × 64 pixels, then a Haar feature is generated by concatenating the Haar response magnitudes [38] .
Scene Feature
Usually, a human observer of an image at a fraction of second can summarize the essential information (gist) about the image such as indoor/outdoor, street, beach, landscape, etc. [41] , [42] . The gist descriptors [40] attempts to represent this exquisite ability of humans by describing the spatial layout of an image using global features derived from the spatial envelope. It is shown to be very good in scene categorization. We use the original implementation in Ref. [40] .
Advanced Local Invariant Features
SIFT is a powerful local feature and have been confirmed in many publications because of its invariant to scale and orientation [43] . Recently, Color SIFT features have been proposed as extension to SIFT feature which provide additional flexibilities [39] , [44] , [45] , [46] .
(i) SIFT and Color SIFT Descriptor Extraction
We extracted all the 7 SIFT and Color SIFT features.
-S IFT: As originally proposed by Ref. [43] , first, locations of important interest points in the image are detected by a set of Difference of Gaussian filters applied at different scales of the image. Next, these locations are refined by removing points of low contrast. Each key point is then assigned with an orientation. Afterward, at each key point, the local feature descriptor is computed. This descriptor is based on the local image gradient and is transformed following the orientation of the key point in order to provide orientation invariance. -HueS IFT : It is computed by a concatenation of the hue histogram with the SIFT descriptor. -HsvS IFT: The descriptor is extracted by computing SIFT over all the three channels of HSV. -OpponentS IFT : The descriptor describes all the channels in the Opponent color space using SIFT descriptors. -rgS IFT: Descriptors are added for the r and g components of the normalized RGB color model. Then, for every normalized channel, the SIFT descriptor is computed. -C − S IFT: Utilizes the C or the normalized opponent color space. SIFT is computed accordingly. -RGBS IFT : SIFT descriptors are computed for every RGB channel independently.
(ii) Point Sampling Strategy
In our setting, we employ dense sampling with an interval of 6 pixels for all the three images. A honeyrate structure is used by applying a sample spacing of 3 pixels.
(iii) Bag-of-Features Model For each feature, descriptors are calculated from each sampling point. We randomly use 125,000 of them. Next, they are clustered to form codebooks of size 512 using the K-mean algorithm. The total number of descriptors used for clustering and the number of clusters are rather small. Usually, the number of descriptors for clustering can be up to millions and the codebook size can be as many as 4,096 or more. We purposefully chose this configuration for less computational cost. Finally, a fix-length feature vector of size 512 for each image is constructed for each feature. Figure 6 shows the processing steps in features extraction for these advanced local invariant features. We made use of the software described in Ref. [39] by adapting it to our case.
It is noted that this paper is an extension of the papers presented in Refs. [47] , [48] , [49] and [50] .
Experiment Setting
In this section, we describe the datasets and the metrics used to assess the performance of our system as well as the validation procedure.
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Datasets
We have considered two publicly available datasets mainly because of the different nature of the images as well as the capability to compare with the state-of-the-art methods [7] , [32] , [38] .
Corel5K
The Corel5K dataset [5] originates from the Corel stock photo collection. It is a collection of 5,000 images including 4,500 images as the training set. Many kinds of images are presented in the dataset from sunset to sport and portrait. Each image is labeled to describe the main objects. The annotation is assigned to have from one to five keywords. There are 371 keywords but only 260 appear in both training and test sets. It is arguably the most used collection in image annotation and retrieval research.
ESP Game
The ESP game [6] is a recent dataset collected over the Internet through means of social labeling game. It has diverse contents of web images from personal photos to drawings and logos. Only a subset of the collection (20,770 images) is used in this paper for fair comparison with other published methods [7] , [38] . A total of 268 keywords can be found in both training and test sets. Table 1 summarizes the properties of the two datasets.
Performance Metrics
We perform our evaluation based on a number of different metrics as described in the following.
Fix-length Precision, Recall, and Recalled keywords
We compute precision, recall and the coverage rate of keywords. For a given keyword, let N H be the number of images labeled with the keyword in the ground-truth; N App be the number of images that are assigned with the keyword by the system; and N C be the number of images that are correctly assigned. The precision (P) is defined as NC NApp ; recall (R) is formulated as NC NH ; and the coverage rate of keywords (N+) is the number of keywords with a positive recall. We report the average of each measure. It is noted that each image is assigned with 5 keywords in this experiment setting, although some may have more or less than this number in the ground-truth.
Precision at Different Levels of Recall (PDLR)
For PDLR, we calculate the Mean Average Precision (MAP) and Break-Even Point (BEP) (also known as R-Precision) by following Refs. [7] and [26] . MAP is the average of the precision at each position where a relevant image is retrieved, defined as To measure the auto-annotating performance, we calculate iMAP and iBEP by changing the role of the keyword and the image as proposed in Ref. [51] . iMAP measures the average precision over the images while iBEP is the break-even point accordingly.
Success, Draw and Worse Results in MAP Distribution
We compute and compare the performance of our best features with those of other features as well as state-of-the-art results in terms of the number of worse, draw and better results of the MAP distribution of both the keywords and the images.
Validation Procedure
The objective of this experiment is threefold. The first two c 2012 Information Processing Society of Japan regions and the background are used. The total number of features used is 43. In addition to proving that our best feature set (whole+roi+bg) gives a better performance than that of the state-of-the-art, we also give evidences that our proposed method is better than the conventional approach that uses only the whole image. To further prove the effectiveness of our approach, we also compare it with a grid-based approach with the same feature set. In the grid-based approach, we assume that salient regions are always at the center of the image. For a fair comparison, we consider the square-size region at the middle part of the image as the salient region and the rest as its background. Figure 7 shows two example images and their respective salient region and background images. We extract the same set of features from the background and the salient region as in our approach. It is noted that for this case, the experiment is only conducted on the Corel5K dataset because the ESP Game one includes some square-size images. We refer to this method as Grid for the rest of this paper.
For statistical proof, we calculate the sign test of different metric distributions to reject the null hypothesis. The sign test is chosen because we do not want to assume the type of distribution of our results. In all cases, a P − value < 0.05 is demanded in order to be statistically significant.
Results
Since the first two goals mentioned earlier can be encapsulated in the third one, we divide the results by the state-of-the-art label propagation techniques, namely, the joint equal contribution and tagprop models.
Joint Equal Combination Model 5.1.1 Joint Equal Combination Annotation Scheme
Makadia et al. in Ref. [38] introduced a simple yet efficient approach. The method called Joint Equal Contribution (JEC) simply combines all the features equally and the propagation is done by transferring the keywords from the nearest neighbors via the KNN scheme. Let d(i, j) be the combined distance of image i and j. Ifd
We present the results using our implemented approach with our proposed features and compare with the recently proposed works. Table 2 gives the summary of the comparison.
Results
From the results, we can infer that our features (total combination: whole + roi + bg) give a better performance than other methods in most of the metrics. We received a superior performance except for recall (R) in the ESP Game dataset than those of Ref. [38] which in turn surpasses all the results before 2008. We especially maximize the number of keywords which means it is very good in terms of generalization. Our features also give better results than those used in the state-of-the-art results [7] in this combination scheme. Here, we only report the basic fix-length performance because we do not have other metric results of other papers for this JEC scheme. Tables 3 and 4 present the comparison between whole and whole+roi+bg, and between whole+roi+bg of our approach and the grid-based one. whole+roi+bg gives a higher performance than a single whole for both datasets. It is also confirmed that our approach is better than the grid-based one. The results are statistically significant with p-value of sign test p 0.05. In short, the results confirm the strength of our integrated features as well as our approach. We provide further analysis in the next section.
TagProp Model 5.2.1 TagProp Annotation Scheme
TagProp [7] generalizes the approach in Ref. [38] by introducing the weight of each feature and has become the current stateof-the-art. Since we implement the model, we briefly describe the method and the features used for a quick overview.
(i) Model
TagProp makes use of the Bernouilli model for keyword representation because keywords are either present or absent. Let y iw ∈ {+1, −1} denotes the absence or presence of a keyword, the keyword presence prediction p(y iw = +1) for an image i is defined as a weighted sum over the training images, indexed by j:
while π i j is the weight of image j for predicting the keywords of image i. In other words, it is the probability to use the image j as a neighbor for the image i. It can be defined using the image * 1 Results of MBRM method on the ESP Game dataset are the ones reported in Ref. [38] .
rank or the image distance. We are interested in the image distance based variant which is more suitable to represent different distances according to the feature:
while j ∈ J is the subset of the k most similar images to i. The weights of the rest of images can be set to 0. d(i, j ) is the vector of each base distance between image i and j. They maximize the log-likelihood of the prediction of the training set to estimate the parameter ρ that controls π i j as L = i,w c iw ln p(y iw ), where c iw is the cost of the imbalance between keyword presence and absence.
The model is extended to incorporate the word-specific logistic discriminant to boost the recall among the rare annotation.
(ii) Features 15 distinct features are used in TagProp: 1 gist descriptor, 6 color histograms including RGB, L*a*b*, HSV, and 8 local bagof-features (2 features types × 2 descriptors × 2 layouts) including SIFT and HUE resulted in 32,752 dimensions.
We have implemented the model using the information in the paper and their code available on the website * 2 . We also used their published features. We got a similar performance but did not get the claimed results. This might be due to some small parameters or feature normalization that are different since only the code of the model is provided. We use the default setting parameters. We list down both results: the original one noted as TagProp and our implementation noted as TagProp* for fair comparison. It is generally noted that TagProp* has better precision rates than the original ones but suffers in recall rates and the number of keywords as shown in Table 5 .
Performance as Image Retrieval from Single-keyword
Queries Task In this setting, we divide the results into two categories, namely, fix-length and precision at different recall levels. Table 5 summarizes the results. In the fix-length mode, we achieve better results than the implemented state-of-the-art performance (TagProp*) in all the 3 metrics (P, R and N+) and on both datasets. In the other mode, we obtain less MAP and BEP in the Corel5K dataset but beat the state-of-the-art results in the ESP Game dataset. We believe that this is because our feature set tends to produce the holistic description about the content of the images, while Corel5K images are not labeled with all the possible keywords. This problem has been addressed in the literature. We will discuss the problem again in the next subsection when we perform detailed analysis. Beside this, our approach beats all other approaches including the use of a single whole image and the grid-based approach in both datasets.
It is noted that we have reached our results presented in Table 5 with only 100 and 170 as the number of the nearest neighbor k for Corel5K and ESP Game datasets, respectively. Though we do not get better results using a larger k, this shows the importance of having diverse features because we can accumulate more related images with less k. Table 5 Performance comparison between this paper and the state-of-the-art methods. Note that TagProp is the original results claimed in Ref. [7] . TagProp* is our implementation of the results using the same features, the portion of the code provided by the authors in their website and the same number of neighbors (k = 200). Table 6 Performance comparison between this paper and the state-of-the-art methods in terms of multikeyword queries. 
Corel5K
ESP Game Approach MAP(S) MAP(M) MAP(E) MAP(H) MAP(A) BEP(A) MAP(S) MAP(M) MAP(E) MAP(H) MAP(A) BEP(A)
PAMIR
Performance as Image Retrieval from Multi-keywords Queries Task
In order to give better insight on the effectiveness of our system, we measure the performance in multi-keywords queries. To allow for direct comparison as in Refs. [7] , [26] , we use a subset of 179 of the 260 keywords of the Corel5K dataset that appear at least twice in the dataset. The keywords queries are divided into easy, hard, single and multiple. Easy queries are those that have more than 3 relevant images while hard queries have at most 2 relevant images. Images are considered relevant when they are annotated by all the query keywords. We follow the same setting for the ESP Game dataset. We use all the 268 keywords because they appear in both testing and training sets and more than once. The maximum number of multiple keywords is set to 5 in both datasets.
We arrive at the results presented in Table 6 .
MAP(S ), MAP(M), MAP(E), MAP(H), and MAP(A)
are MAP results for single, multiple, easy, hard, and all queries, respectively. In the Corel5K dataset, we obtain a better performance when comparing to whole-only and grid-based approaches in all the metrics. As expected, we achieve good performance in easy queries. First, it is because of the diverse range of our features from salient regions and the background that help finding more related images. Second, the easy queries usually target specific objects such as sun, flower, person, building, etc. Although we obtain less point in MAP(S) comparing to TagProp*, we obtain the same performance in other MAP metrics and we still receive the same overall performance of MAP and BEP in this dataset. In the ESP Game dataset, we attain better performance in every scale except for BEP(A). The good performance comes from the fact that the images from this dataset usually have one clear concept. The dataset also contains diverse ranges of web images and has a relatively large number of training set. Moreover, the test set is relatively large compared to the Corel5K one and includes a variety of images. The bad performance in BEP is due to the large gap between the minimum and maximum number of keywords in the ground truth.
To further prove that the combination of whole+roi+bg is more effective than the use of a single whole image, and that our approach is better than the grid-based one, we compare the MAP results between the approaches. We compute the p − value of the sign test. Tables 7 and 8 summarize the results of the Corel5K dataset. It is shown that in all the metrics the higher performance of our approach and the combined feature set is statistically significant by the low value of p 0.05. Table 7 shows that the better performance of our method in the ESP Game dataset is statistically significant for the easy, multiple, hard and all queries. Although the p − values of MAP(S) and BEP(A) are superior to 0.05, we can still observe the improvement in the result sets. The next subsection shows some examples of the retrieval task.
In overall, our approach and feature set give better performance in most of these keyword retrieval metrics for both datasets.
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Some Qualitative Results in the Retrieval Task
Here, we present two retrieval examples for each dataset to illustrate and compare the performance of our method to the ones from the baselines. The first is a single query retrieval task and the second one is a multiple query one. Figures 8 and 9 show the tasks in the Corel5K dataset and the ESP Game dataset respectively. The resulting images are sorted by the level of relevancy. Seven images are shown for each query in each method.
These result sets show that our approach give the most relevant outputs when comparing with the same top n images, thanks to the features extracted from the salient regions and the background. It is also noted that the grid-based approach performs quite well. This is because many of the images in the Corel5K dataset have the salient objects placed in the middle of the image and thus our setup to extract the squared center of the image is quite generous. Still, our approach performs better.
Image Auto-annotating Performance
So far, we measure the performance of the annotation as a search task. It is also very important to measure how relevant our suggested keywords are. This is particularly essential for the interactive recommendation task as well as auto-annotating. Table 9 reports the performance results for this case.
It is noted that there is no report on iBEP and iMAP in the original paper of TagProp in Ref. [7] . It is shown that we receive c 2012 Information Processing Society of Japan very good results comparing to the state-of-the-art ones. In the Corel5K dataset, we gain about 8 and 10 points in iMAP and iBEP, respectively. We also get 2 points higher of both measures in the ESP Game dataset. With these results, we can be sure that more than half of the suggested keywords are relevant in the case of the Corel5K dataset and about 40% of relevancy rate can be achieved in the case of the ESP Game dataset. Table 10 reports the results of the comparison between our proposed integrated feature versus the use of only whole image. It is shown that our approach leads to better performance for both metrics (iMAP and iBEP) and for both datasets. In Table 11 , the improvement over the grid-based approach could not lead us to reject the null hypothesis by the calculated p-value. As discussed earlier, we believe this is because of the favor of the Corel5K dataset for our salient region extraction setting of the grid-based approach. However, we will show in the following examples that this improvement can be observed and it is important. Furthermore, we will show the performance in terms of the number of worse, draw and better results in Section 5.2.7.
Some Qualitative Results in the Annotation Task
This subsection shows some qualitative annotation results of the two datasets. Figures 10 and 11 show the result sets in the Corel5K and ESP Game datasets respectively. For each feature and method, we show a generated five-keyword annotation. It is once again observed that our approach gives the best annotations when comparing with the ones from the baselines. When the salient regions or the background are distinctive, our approach gets a very good recall in terms of keyword. It still gets similar performance with the others for rather complex images.
Number of Worse, Draw and Better Results of
Keyword-wise and Image-wise Precision We compute the results from all the 260 and 268 keywords and from 500 and 2081 test images in Corel5K and ESP Game, respectively. Table 12 gives the results in keyword-wise for Corel5K and ESP Game datasets. Table 13 shows the results in image-wise for the Corel5K and the ESP Game respectively. In c 2012 Information Processing Society of Japan general, the results follow the trend of results we showed earlier in retrieval performance (keyword) and auto-annotation (image). However, they present additional information. For instance, Table 13 shows that we get a better image-wise precision in 281 of the total 500 images versus TagProp*. For the ESP Game dataset, we obtain 189/268 (see Table 12 ) and 1,152/2,081 (see Table 13 ) as the numbers of better results in keyword-wise and image-wise performance versus TagProp*. As for the comparison between whole+roi+bg and whole, the Tables 12 and 13 show that our approach leads to a larger number of better results than worse ones in all conditions. In the case of our approach versus the gridbased one (see Tables 12 and 13 ), it is shown that for keywordwise, we lose to the grid-based by about 38% (99/260) but we are better in 49% (129/260) of the 260 keywords. We believe that it is significant. In image-wise, we also gain a higher number of better results than worse ones.
Discussion
We have shown that our features give a higher performance in all of the metrics except the recall rate of the ESP Game dataset with the JEC method. The reason could be because JEC does not exploit all the different feature distances but rather uses them as one feature distance by combining them all. Furthermore, for most cases, we could statistically prove the significance of our results over those of the baseline approaches with a sign-test by requiring p − value < 0.05. We have also given examples of our approach in action in terms of retrieval and annotation tasks. In all these examples and obtained results, our approach helps not only to obtain the most relevant images and annotations, but it also helps to promote diversity among result sets in both settings. This is important because diversity is one of the most important factors in image search and has become even more important in this era of image-explosion. This outcome is due to the use of both salient and the background regions in addition to the whole image which maximize the recall. It is also noted that features from salient regions and background contribute to the performance when using them with features from the whole image. However, the combination of all the these features gives the best performance. Two main problems that we could observe which reduce the performance of our features and method: (i) the complexity of the image and (ii) the poorly labeled dataset. There are cases where the visual content of the image is rather complex which makes c 2012 Information Processing Society of Japan the resulting salient regions less accurate. In turn, this influences our extracted features. Figure 12 shows some unsuccessful cases with complex images of the Corel5K dataset. We are considering extending the mechanism to effectively adapt the size of our saliency map. The drawback of the methods that we used is that they are completely based on the bottom up approach, i.e., no human data is used. We would like to further explore the complementary usage of the method in Ref. [35] where the authors extract salient regions using data learnt from human observers. For the second problem, we believe that having a rather good training dataset would lead to even better results with our feature set and approach. It could be observed that many times the approach gives the good result sets in terms of the nearest neighbors but they are not annotated or poorly annotated with noise in the ground truth. One solution would be to do some pre-processing in the training dataset to reduce noise and include more annotation.
Conclusion: Applications and Future Work
As the number of images keeps growing at an exponential rate, image annotation is a very important problem to solve. With the recent advancement of research in salient region extraction, we propose to extract features from the whole image as well as the regions of interest and the background. Methods designed to automatically extract the salient regions and the background and afterward the features from the respective areas are presented. A diverse range of features from the color, the texture, the scene to advanced local invariant features have been extracted. We report extensive experiments to confirm our approach as well as to show the strength of our features. It is shown that this new paradigm is very promising especially for the web image contents with weakly labeled training data.
Applications:
Our method can be used in many visual related applications. One immediate application is video annotation where we can use our approach for the key-frame images of each video. Other potential applications include surveillance systems, robot vision and medical image analysis. It can also be applied in the image aesthetics and image emotion inference fields through image feature analysis. However, it is not limited to these applications. Others that would make use of feature extraction, feature analysis, specific region detection or recognition, foreground and background detection can employ the method presented in this paper.
Future Work:
We plan to further study on the selection of other advanced features to complement our existing ones. The self-similarity descriptor [52] can be one of them. Distance metrics are also very important in order to fully exploit the strength of each feature. Thus, we would like to investigate on other feature distance metrics. Moreover, we also intend to explore feature adaptation mechanism, as well as to enhance the salient region extraction method in order to be able to deal with complex images.
