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Abstract
In this work we focus on the preconditioning of a Galerkin space-time isogeometric discretization of the
heat equation. Exploiting the tensor product structure of the basis functions, we propose a preconditioner
that is the sum of Kronecker products of matrices and that can be efficiently applied thanks to an extension
of the classical fast diagonalization method. The preconditioner is robust w.r.t. polynomial degree and the
time required for the application is almost proportional to the number of degrees-of-freedom, for a serial
execution. By incorporating some information on the geometry parametrization and on the coefficients, we
keep high efficiency with non-trivial geometry parametrization of the domain.
Keywords: Isogeometric analysis, splines, heat equation, space-time Galerkin formulation, fast diagonal-
ization.
1 Introduction
Isogeometric analysis (IGA), introduced in the seminal paper [15] (see also the book [4]), is an evolution
of classical finite element methods. IGA uses spline functions, or their generalizations, both to represent
the computational domain and to approximate the solution of the partial differential equation that models
the problem of interest. This is meant to simplify the interoperability between computer aided design and
numerical simulations. Isogeometric analysis also benefits from the approximation properties of splines, whose
high-continuity yields higher accuracy when compared to C0 piecewise polynomials, see e.g., [8, 3, 25].
In this paper we focus on the heat equation and on its space-time Galerkin isogeometric discretization.
Space-time finite element methods originated in the papers [10, 16, 23] and, typically, adopt a discontinuous
approximation in time, since this produces a time marching algorithm with a traditional step-by-step format
(see e.g. [26]). Our work, instead, explores the use of smooth approximation in space and time. We focus in
particular on the plain Galerkin space-time method, whose well-posedness has been studied, for finite element
discretizations and for the heat equation, in the recent papers [28] and [29]. A key issue, when adopting smooth
approximation in space and time, is the design of an efficient solver for the space-time system, which is inherently
global. This is indeed the aim of this paper. Exploiting the tensor product structure of the spline basis and
assuming that the spatial domain does not change with time, the linear system has the structure
γWt ⊗Ms + νMt ⊗Ks, (1.1)
where Wt is given by the Galerkin discretization of the time derivative, Ks is given by the discretization of the
Laplacian in the spatial variables, Mt and Ms are “mass matrices” in time and space, respectively, and γ, ν > 0
are constants of the problem. Adopting an iterative solver, we do not need to form the matrix (1.1) (observe
that the cost of formation of the matrices in (1.1) is comparable to the cost of forming a steady-state diffusion
matrix) but there is the need of an efficient preconditioning strategy. The main contribution of this paper
is the construction of a the preconditioner for (1.1) generalizing the classical fast diagonalization method [20].
Indeed the fast diagonalization, as other fast solvers for (1.1), would require the eigendecomposition of the pencil
(Wt,Mt) which is numerically unstable. We circumvent this difficulty by introducing an ad-hoc factorization of
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2the time matrices which allows to design a solver conceptually similar to the fast diagonalization method. The
computational cost of the setup of the resulting preconditioner is O(Ndof ) floating-point operations (FLOPs)
while its application is O(N
1+1/d
dof ) FLOPs, where d is the number of spatial dimensions and Ndof denotes the
total number of degrees-of-freedom (assuming, for simplicity, to have the same number of degrees-of-freedom
in time and in each spatial direction). Our numerical benchmarks show that the computing time (serial and
single-core execution) is close to optimality, that is, proportional to Ndof . The preconditioner is robust with
respect to the polynomial degree. Furthermore, our approach is optimal in terms of memory requirement:
denoting by Ns the total number of degrees-of-freedom in space, the storage cost is O(p
dNs + Ndof ). We also
remark that global space-time methods in principle facilitate the full parallelization of the solver, see [7, 12, 18].
The work [21] is similar to this one but the Galerkin formulation is replaced by a L2 least-squares variational
formulation: this has the advantage that the classical fast diagonalization can be used directly to construct a
suitable preconditioner (as in the elliptic case, see [24]). A comparison of the two approaches is carried out in
this paper, showing the higher efficiency of the plain Galerkin method.
Other papers in literature propose isogeometric space-time Galerkin methods but favour a step-by-step
structure in time. In [19], the space-time domain is decomposed into space-time slabs that are sequentially
coupled in time by a stabilized discontinuous Galerkin method. Related multigrid solvers have been proposed
in [13, 14]. In [2] the authors consider C0 coupling between the space-time slabs with a suitable stabilized
formulation that also yields to a sequential scheme. Space-time isogeometric analysis involving fluid-structure
interaction, again based on discontinuous approximation in time, are proposed in [30, 31, 32].
The outline of the paper is as follows. In Section 2 we present the basics of B-splines and isogeometric
analysis. The model problem and its IGA discretization are introduced in Section 3, while in Section 4 we define
the preconditioner and we discuss its application. We present the numerical results assessing the performance of
the proposed preconditioner in Section 5. Finally, in the last section we draw some conclusions and we highlight
some future research directions.
2 Preliminaries
2.1 B-Splines
Given m and p two positive integers, a knot vector in [0, 1] is a sequence of non-decreasing points Ξ :=
{0 = ξ1 ≤ · · · ≤ ξm+p+1 = 1}. We consider open knot vectors, i.e. we set ξ1 = · · · = ξp+1 = 0 and ξm = · · · =
ξm+p+1 = 1. Then, according to Cox-De Boor recursion formulas (see [5]), univariate B-splines b̂i,p : (0, 1)→ R
are piecewise polynomials defined as
for p = 0:
b̂i,0(η) =
{
1 if ξi ≤ η < ξi+1,
0 otherwise,
for p ≥ 1:
b̂i,p(η) =

η − ξi
ξi+p − ξi b̂i,p−1(η) +
ξi+p+1 − η
ξi+p+1 − ξi+1 b̂i+1,p−1(η) if ξi ≤ η < ξi+p+1,
0 otherwise,
where we adopt the convention 0/0 = 0. The univariate spline space is defined as
Ŝph := span{b̂i,p}mi=1,
where h denotes the mesh-size, i.e. h := maxi=1,...,m+p{|ξi+1 − ξi|}. The interior knot multiplicity influences
the smoothness of the B-splines at the knots (see [5]). For more details on B-splines properties and their use in
IGA we refer to [4].
Multivariate B-splines are defined as tensor product of univariate B-splines. We consider functions that
depend on d spatial variables and the time variable. Therefore we introduce d + 1 univariate knot vectors
Ξl := {ξl,1 ≤ · · · ≤ ξl,ml+pl+1} for l = 1, . . . , d and Ξt := {ξt,1 ≤ · · · ≤ ξt,mt+pt+1}. Let hs be the maximal
meshsize in all spatial knot vectors and let ht be the meshsize of the time knot vector. Let p be the vector that
3contains the degree indexes, i.e. p := (ps, pt), where ps := (ps, . . . , ps) ∈ Nd, that is, we assume to have the
same polynomial degree in all spatial directions.
We assume that the following quasi-uniformity of the knot vectors holds.
Assumption 1. There exists 0 < α ≤ 1, independent of hs and ht, such that each non-empty knot span
(ξl,i, ξl,i+1) fulfils αhs ≤ ξl,i+1 − ξl,i ≤ hs for 1 ≤ l ≤ d and each non-empty knot-span (ξt,i, ξt,i+1) fulfils
αht ≤ ξt,i+1 − ξt,i ≤ ht.
The multivariate B-splines are defined as
B̂i,p(η, τ) := B̂is,ps(η)̂bit,pt(τ),
where
B̂is,ps(η) := b̂i1,ps(η1) . . . b̂id,ps(ηd), (2.1)
is := (i1, . . . , id), i := (is, it) and η = (η1, . . . , ηd). The corresponding spline space is defined as
Ŝph := span
{
B̂i,p
∣∣∣ ik = 1, . . . ,mk for k = 1, . . . , d; it = 1, . . . ,mt} ,
where h := max{hs, ht}. We have that Ŝph = Ŝpshs ⊗ Ŝ
pt
ht
, where Ŝpshs := span
{
B̂is,ps(η)
∣∣∣ ik = 1, . . . ,mk
for k = 1, . . . , d} is the space of tensor-product splines on Ω̂ := (0, 1)d.
Assumption 2. We assume that pt, ps ≥ 1 and that Ŝpshs ⊂ C0(Ω̂) and Ŝ
pt
ht
⊂ C0((0, 1)) .
2.2 Isogeometric spaces
The space-time computational domain that we consider is Ω× (0, T ), where Ω ⊂ Rd and T > 0 is the final time.
We make the following assumption.
Assumption 3. We assume that Ω is parametrized by F : Ω̂ → Ω, with F ∈
[
Ŝpshs
]d
. Moreover, we assume
that F−1 has piecewise bounded derivatives of any order.
We define x = (x1, . . . , xd) := F(η) and t := Tτ . Then space-time domain is given by the parametrization
G : Ω̂× (0, 1)→ Ω× (0, T ), such that G(η, τ) := (F(η), T τ) = (x, t).
We introduce the spline space with initial and boundary conditions, in parametric coordinates, as
X̂h :=
{
v̂h ∈ Ŝph
∣∣∣ v̂h = 0 on ∂Ω̂× (0, 1) and v̂h = 0 on Ω̂× {0}} .
We also have that X̂h = X̂hs ⊗ X̂ht , where
X̂hs :=
{
ŵh ∈ Ŝpshs
∣∣∣ ŵh = 0 on ∂Ω̂} = span{b̂i1,ps . . . b̂id,ps ∣∣∣ ik = 2, . . . ,mk − 1; k = 1, . . . , d } ,
X̂ht :=
{
ŵh ∈ Ŝptht
∣∣∣ ŵh(0) = 0} = span{b̂it,pt ∣∣∣ it = 2, . . . ,mt } .
By introducing a colexicographical reordering of the basis functions, we can write
X̂hs = span
{
b̂i1,ps . . . b̂id,ps
∣∣∣ ik = 1, . . . , ns,k; k = 1, . . . , d } = span{B̂i,ps ∣∣∣ i = 1, . . . , Ns } ,
X̂ht = span
{
b̂i,pt
∣∣∣ i = 1, . . . , nt }
and then
X̂h = span
{
B̂i,p
∣∣∣ i = 1, . . . , Ndof} , (2.3)
where nt := mt − 1, ns,k := mk − 2, Ns :=
∏d
k=1 ns,k, Ndof := Nsnt.
Finally, the isogeometric space we consider is the isoparametric push-forward of (2.3) through the geometric
map G, i.e.
Xh := span
{
Bi,p := B̂i,p ◦G−1
∣∣∣ i = 1, . . . , Ndof} . (2.4)
We also have that Xh = Xhs ⊗Xht , where
Xhs := span
{
Bi,ps := B̂i,ps ◦ F−1
∣∣∣ i = 1, . . . , Ns} , Xht := span{bi,pt := b̂i,pt(·/T ) ∣∣∣ i = 1, . . . , nt} .
42.3 Kronecker product
The Kronecker product of two matrices C ∈ Cn1×n2 and D ∈ Cn3×n4 is defined as
C⊗D :=
 [C]1,1D . . . [C]1,n2D... . . . ...
[C]n1,1D . . . [C]n1,n2D
 ∈ Cn1n3×n2n4 ,
where the ij-th entry of the matrix C is denoted by [C]i,j . For extensions and properties of the Kronecker
product we refer to [17]. In particular, when a matrix has a Kronecker product structure, the matrix-vector
product can be efficiently computed. For this purpose, define, for m = 1, . . . , d+ 1, the m-mode product ×m of
a tensor X ∈ Cn1×···×nd+1 with a matrix J ∈ C`×nm as a tensor of size n1 × · · · × nm−1 × ` × nm+1 × . . . nd+1
whose elements are
[X×m J]i1,...,id+1 =
nm∑
j=1
[X]i1,,...,im−1,j,im+1,...,id+1 [J]im,j .
Then, given Ji ∈ C`i×ni for i = 1, . . . , d+ 1, it holds
(Jd+1 ⊗ · · · ⊗ J1) vec (X) = vec (X×1 J1 ×2 · · · ×d+1 Jd+1) , (2.5)
where the vectorization operator “vec” applied to a tensor stacks its entries into a column vector as
[vec(X)]j = [X]i1,...,id+1 for il = 1, . . . , nl and for l = 1, . . . , d+ 1,
where j := i1 +
∑d+1
k=2
[
(ik − 1)Πk−1l=1 nl
]
.
3 The model problem
3.1 Space-time variational formulation
Our model problem is the heat equation: we look for a solution u such that
γ∂tu−∇ · (ν∇u) = f in Ω × (0, T ),
u = 0 on ∂Ω × [0, T ],
u = u0 in Ω × {0},
(3.1)
where Ω ⊂ Rd, T is the final time, γ > 0 is the heat capacity constant and ν > 0 is the thermal conductivity
constant. We assume that f ∈ L2(0, T ;H−1(Ω)) and that u0 ∈ L2(Ω). This last assumption guarantees the
existence of a lifting u¯0 of u0 such that u¯0 ∈ L2(0, T ;H10 (Ω)) ∩ H1(0, T ;H−1(Ω)), see [9]. We introduce the
Hilbert spaces
X := {v ∈ L2(0, T ;H10 (Ω)) ∩H1(0, T ;H−1(Ω)) | v(x, 0) = 0} and Y := L2(0, T ;H10 (Ω)),
endowed with the following norms
‖v‖2X :=
γ2
ν
‖∂tv‖2L2(0,T ;H−1(Ω)) + ν‖v‖2L2(0,T ;H10 (Ω)) and ‖v‖
2
Y := ν‖v‖2L2(0,T ;H10 (Ω)),
respectively. The variational formulation of (3.1) reads:
Find u ∈ X such that A(u, v) = F0(v) := F(v)−A(u¯0, v) ∀v ∈ Y, (3.2)
where the bilinear form A(·, ·) and the linear form F(·) are defined as
A(v, w) :=
∫ T
0
∫
Ω
(γ∂tv w + ν∇v · ∇w) dΩ dt and F(w) :=
∫ T
0
∫
Ω
f w dΩ dt ∀v ∈ X and ∀w ∈ Y.
The well-posedness of the variational formulation above is a classical result, see for example [28].
53.2 Space-time Galerkin method
Let Xh ⊂ X be the isogeometric space defined in (2.4). We consider the following Galerkin method for (3.2):
Find uh ∈ Xh such that A(uh, vh) = F0(vh) ∀vh ∈ Xh. (3.3)
Following [28], let Nh : L
2(0, T ;H−1(Ω)) → Xh be the discrete Newton potential operator: given φ ∈
L2(0, T ;H−1(Ω)) then Nhφ ∈ Xh fulfills∫ T
0
∫
Ω
ν∇(Nhφ)∇vh dΩ dt = γ
∫ T
0
∫
Ω
φ vh dΩ dt ∀vh ∈ Xh.
Thus, we define the norm in Xh as
‖w‖2Xh := ν‖Nh(∂tw)‖2L2(0,T ;H10 (Ω)) + ν‖w‖
2
L2(0,T ;H10 (Ω))
.
The stability and the well-posedness of the formulation (3.3) are guaranteed by a straightforward extension
to IGA of [28, Equation (2.7)], [28, Theorem 3.1] and [28, Theorem 3.2].
Proposition 1. It holds
A(w, v) ≤
√
2‖w‖X ‖v‖Y ∀w ∈ X and ∀v ∈ Y,
and
‖wh‖Xh ≤ 2
√
2 sup
vh∈Xh
A(wh, vh)
‖vh‖Y ∀wh ∈ Xh.
Theorem 1. There exists a unique solution uh ∈ Xh to the discrete problem (3.3). Moreover, it holds
‖u− uh‖Xh ≤ 5 inf
wh∈Xh
‖u− wh‖X ,
where u ∈ X is the solution of (3.2).
We have then the following a-priori estimate for h-refinement.
Theorem 2. Let q be an integer such that 1 ≤ q ≤ min{ps, pt}+1. If u ∈ X∩H1(0, T ;Hq(Ω))∩Hq(0, T ;H1(Ω))
is the solution of (3.2) and uh ∈ Xh is the solution of (3.3), then it holds
‖u− uh‖Xh ≤ C
√
γ2
ν
+ ν
(
hq−1s ‖u‖H1(0,T ;Hq(Ω)) + hq−1t ‖u‖Hq(0,T ;H1(Ω))
)
(3.4)
where C is independent of hs, ht, γ, ν and u.
Proof. We use the approximation estimates of the isogeometric spaces from [1]. We report here only the main
steps, since the proof is similar to the one of [21, Proposition 4].
Let u ∈ X ∩H1(0, T ;Hq(Ω)) ∩Hq(0, T ;H1(Ω)). Let Πhu be a suitable projection of u in Xh, based on the
construction of [1]. We have the a-priori bounds
‖∂t(u−Πhu)‖L2(0,T ;H−1(Ω)) ≤ C1‖∂t(u−Πhu)‖L2(0,T ;L2(Ω))
≤ C2
(
hq−1s ‖u‖H1(0,T ;Hq−1(Ω)) + hq−1t ‖u‖Hq(0,T ;L2(Ω))
)
,
and also
‖u−Πhu‖L2(0,T ;H10 (Ω)) ≤ C3
(
hq−1s ‖u‖L2(0,T ;Hq(Ω)) + hq−1t ‖u‖Hq−1(0,T ;H1(Ω))
)
.
Therefore, we get
‖u−Πhu‖2X ≤ C4
(
γ2
ν
+ ν
)[
h2(q−1)s ‖u‖2H1(0,T ;Hq(Ω)) + h2(q−1)t ‖u‖2Hq(0,T ;H1(Ω))
]
which gives (3.4) thanks to Theorem 1. The constants C1, C2, C3 and C4 above are independent of hs, ht, γ, ν
and u.
Remark 1. The constants in the estimates of Proposition 1 and of Theorem 1 can be improved by considering
a different norm in the functional space X , i.e. by choosing |||v|||2 := ‖v‖2X + γ‖v(T )‖2L2(Ω), as remarked in
[28, 29].
63.3 Discrete system
The linear system associated to (3.3) is
Auh = F , (3.5)
where [A]i,j = A(Bj,p, Bi,p) and [F ]i = F0(Bi,p). The tensor-product structure of the isogeometric space (2.4)
allows to write the system matrix A as sum of Kronecker products of matrices as
A = γWt ⊗Ms + νMt ⊗Ks, (3.6)
where for i, j = 1, . . . , nt
[Wt]i,j =
∫ T
0
b′j,pt(t) bi,pt(t) dt and [Mt]i,j =
∫ T
0
bi,pt(t) bj,pt(t) dt, (3.7a)
while for i, j = 1, . . . , Ns
[Ks]i,j =
∫
Ω
∇Bi,ps(x) · ∇Bj,ps(x) dΩ and [Ms]i,j =
∫
Ω
Bi,ps(x) Bj,ps(x) dΩ. (3.7b)
4 Preconditioner definition and application
We introduce, for the system (3.5), the preconditioner
[Â]i,j := Â(B̂j,p, B̂i,p),
where
Â(v̂, ŵ) :=
∫ 1
0
∫
Ω̂
(γ∂tv̂ ŵ + ν∇v̂ · ∇ŵ) dΩ̂ dτ ∀v̂, ŵ ∈ X̂h.
We have again
Â = γŴt ⊗ M̂s + νM̂t ⊗ K̂s, (4.1)
where Ŵt, K̂t, K̂s and M̂s are the equivalent of (3.7a) and (3.7b), respectively, in the parametric domain, i.e.
for i, j = 1, . . . , nt
[Ŵt]i,j =
∫ 1
0
b̂′j,pt(τ) b̂i,pt(τ) dτ and [M̂t]i,j =
∫ 1
0
b̂i,pt(τ )̂bj,pt(t) dτ, (4.2a)
while for i, j = 1, . . . , Ns
[K̂s]i,j =
∫
Ω̂
∇B̂i,ps(η) · ∇B̂j,ps(η) dΩ̂ and [M̂s]i,j =
∫
Ω̂
B̂i,ps(η) B̂j,ps(η) dΩ̂. (4.2b)
Thanks to (2.1), the spatial matrices (4.2b) have the following structure
K̂s =
d∑
k=1
M̂d ⊗ · · · ⊗ M̂k+1 ⊗ K̂k ⊗ M̂k−1 ⊗ · · · ⊗ M̂1 and M̂s = M̂d ⊗ · · · ⊗ M̂1, (4.3)
where for k = 1, . . . , d and for i, j = 1, . . . , ns,k
[K̂k]i,j :=
∫ 1
0
b̂′i,ps(ηk )̂b
′
j,ps(ηk)dηk and [M̂k]i,j :=
∫ 1
0
b̂i,ps(ηk )̂bj,ps(ηk)dηk.
The efficient application of the proposed preconditioner, that is, the solution of a system with matrix Â,
should exploit the structure highlighted above. When the pencils (Ŵt, M̂t), (K̂1, M̂1), . . . , (K̂d, M̂d) admit
a stable generalized eigendecomposition, a possible approach is the fast diagonalization (FD) method, see [6]
and [20] for details. We will see in Section 4.1 that the spatial pencils (K̂1, M̂1), . . . , (K̂d, M̂d) admit a stable
diagonalization, but this is not the case of (Ŵt, M̂t), that needs a special treatment as explained in Section 4.2.
74.1 Stable factorization of the pencils (K̂i, M̂i) i = 1, . . . , d
The spatial stiffness and mass matrices K̂i and M̂i are symmetric and positive definite. Thus, the pencils
(K̂i, M̂i) for i = 1, . . . , d admit the generalized eigendecomposition
K̂iUi = M̂iUiΛi (4.4)
where the matrices Ui contain in each column the M̂i-orthonormal generalized eigenvectors, and Λi are diagonal
matrices whose entries contain the generalized eigenvalues. Therefore we have for i = 1, . . . , d the factorizations
UTi K̂iUi = Λi and U
T
i M̂iUi = Ins,i , (4.5)
where Ins,i denotes the identity matrix of dimension ns,i × ns,i. The stability of the decomposition (4.5) is
expressed by the condition number of the eigenvector matrix. In particular UTi M̂iUi = Ins,i implies that
κ
M̂i
(Ui) := ‖Ui‖M̂i‖U
−1
i ‖M̂i = 1,
where ‖ · ‖
M̂i
is the norm induced by the vector norm ‖v‖
M̂i
:=
(
vTM̂iv
)1/2
for v ∈ Rns,i . Furthermore,
κ2(Ui) := ‖Ui‖2‖U−1i ‖2 =
√
κ2(M̂i),
where ‖ · ‖2 is the norm induced by the euclidean vector norm. The condition number κ2(M̂i) has been studied
in [11] and it does not depend on nsub but it depends on the polynomial degree. Indeed, we report in Table 1
the behavior of κ2(Ui) that exhibits a dependence only on the degree ps, but stays moderately low for all low
polynomial degrees that are in the range of interest.
nsub ps = 2 ps = 3 ps = 4 ps = 5 ps = 6 ps = 7 ps = 8
32 2.7 · 100 4.5 · 100 7.6 · 100 1.3 · 101 2.1 · 101 3.5 · 101 5.7 · 101
64 2.7 · 100 4.5 · 100 7.6 · 100 1.3 · 101 2.1 · 101 3.5 · 101 5.7 · 101
128 2.7 · 100 4.5 · 100 7.6 · 100 1.3 · 101 2.1 · 101 3.5 · 101 5.7 · 101
256 2.7 · 100 4.5 · 100 7.6 · 100 1.3 · 101 2.1 · 101 3.5 · 101 5.7 · 101
512 2.7 · 100 4.5 · 100 7.6 · 100 1.3 · 101 2.1 · 101 3.5 · 101 5.7 · 101
1024 2.7 · 100 4.5 · 100 7.6 · 100 1.3 · 101 2.1 · 101 3.5 · 101 5.7 · 101
Table 1: κ2(Ui) for different polynomial degree ps and number of dyadic subdivisions nsub.
4.2 Stable factorization of the pencil (Ŵt, M̂t)
4.2.1 Numerical instability of the eigendecomposition
While M̂t is symmetric, Ŵt is neither symmetric nor skew-symmetric. Indeed
[Ŵt]i,j + [Ŵt]j,i =
∫ 1
0
b̂′j,pt(t) b̂i,pt(τ) dτ +
∫ 1
0
b̂′i,pt(τ) b̂j,pt(τ) dτ = b̂i,pt(1) b̂j,pt(1) (4.6)
where b̂i,pt(1) b̂j,pt(1) vanishes for all i = 1, . . . , nt − 1 or j = 1, . . . , nt − 1. A numerical computation of the
generalized eigendecomposition of the pencil (Ŵt, M̂t), that is
ŴtU = M̂tUΛt, (4.7)
where Λt is the diagonal matrix of the generalized complex eigenvalues and U is the complex matrix whose
columns are the generalized eigenvectors (with normalization w.r.t. the ‖ · ‖
M̂t
-norm), reveals that the eigen-
vectors are far from M̂t-orthogonality, i.e. the matrix U
∗M̂tU is not diagonal. As seen in Table 2 and Table 3,
the numerically computed condition numbers κ2(U) and κM̂t(U) are large and grow exponentially with respect
to the degree pt and the level of mesh refinement, in contrast to the spatial case (see Table 1).
8nsub pt = 2 pt = 3 pt = 4 pt = 5 pt = 6 pt = 7 pt = 8
32 8.9 · 102 3.0 · 104 5.0 · 104 3.4 · 105 3.1 · 106 4.2 · 107 7.0 · 108
64 4.4 · 103 2.6 · 105 5.0 · 105 5.4 · 106 8.9 · 107 3.1 · 109 2.0 · 1010
128 2.3 · 104 1.2 · 106 5.8 · 106 1.0 · 108 3.0 · 109 6.4 · 1011 1.3 · 1012
256 1.2 · 105 9.4 · 106 7.6 · 107 2.1 · 109 1.2 · 1011 1.2 · 1013 2.1 · 1013
512 7.0 · 105 8.3 · 107 1.1 · 109 4.9 · 1010 4.5 · 1012 3.6 · 1013 4.9 · 1012
1024 4.1 · 106 8.0 · 108 1.9 · 1010 1.3 · 1012 9.6 · 1012 1.4 · 1012 5.6 · 1012
Table 2: κ2(U) for different degree pt and number of dyadic subdivisions nsub.
nsub pt = 2 pt = 3 pt = 4 pt = 5 pt = 6 pt = 7 pt = 8
32 1.8 · 103 7.7 · 104 1.3 · 105 6.3 · 105 4.1 · 106 3.6 · 107 4.3 · 108
64 9.9 · 103 7.9 · 105 1.5 · 106 1.3 · 107 1.5 · 108 3.6 · 109 1.4 · 1010
128 5.5 · 104 4.0 · 106 2.1 · 107 3.1 · 108 6.8 · 109 1.1 · 1012 1.1 · 1012
256 3.2 · 105 3.3 · 107 3.3 · 108 8.6 · 109 3.5 · 1011 2.3 · 1013 2.8 · 1013
512 1.8 · 106 3.1 · 108 5.6 · 109 2.5 · 1011 1.9 · 1013 1.6 · 1014 9.3 · 1012
1024 1.1 · 107 3.1 · 109 1.0 · 1011 8.6 · 1012 5.6 · 1013 6.0 · 1012 6.1 · 1012
Table 3: κ
M̂t
(U) for different degree pt and number of dyadic subdivisions nsub.
These tests clearly indicate a numerical instability when computing the generalized eigendecomposition of
(Ŵt, M̂t). Similar instabilities have also been highlighted in [14].
4.2.2 Construction of the stable factorization
The analysis above motivates the search of a different but stable factorization of the pencil (Ŵt, M̂t). We look
now for a factorization of the form
ŴtUt = M̂tUt∆t, (4.8)
where ∆t is a complex matrix with non-zero entries allowed on the diagonal, on the last row and on the last
column only. We also require that Ut fulfils the orthogonality condition
U∗tM̂tUt = Int . (4.9)
From (4.8)–(4.9) we then obtain the factorizations
U∗tŴtUt = ∆t and U
∗
tM̂tUt = Int . (4.10)
With this aim, we look for Ut as follows:
Ut :=
[ ◦
Ut r
0T ρ
]
(4.11)
where
◦
Ut ∈ C(nt−1)×(nt−1), r ∈ Cnt−1, ρ ∈ C and where 0 ∈ Rnt−1 denotes the null vector. In order to
guarantee the non-singularity of Ut, we further impose ρ 6= 0. Accordingly, we split the time matrices Ŵt and
M̂t as
Ŵt =
[ ◦
Wt w
−wT ω
]
and M̂t =
[ ◦
Mt m
mT µ
]
, (4.12)
where we have defined
ω := [Ŵt]nt,nt , µ := [M̂t]nt,nt ,
[w]i = [Ŵt]i,nt and [m]i = [M̂t]i,nt for i = 1, . . . , nt − 1,
[
◦
Wt]i,j = [Ŵt]i,j and [
◦
Mt]i,j = [M̂t]i,j for i, j = 1, . . . , nt − 1. (4.13)
9Recalling (4.6), we observe that
◦
Wt is skew-symmetric and, since
◦
Mt is symmetric, we can write the eigende-
composition of the pencils (
◦
Wt,
◦
Mt):
◦
Wt
◦
Ut =
◦
Mt
◦
Ut
◦
Λt with
◦
U∗t
◦
Mt
◦
Ut = Int−1, (4.14)
where
◦
Ut contains the complex generalized eigenvectors and
◦
Λt is the diagonal matrix of the generalized
eigenvalues, that are pairs of complex conjugate pure imaginary numbers plus, eventually, the eigenvalue zero.
From (4.11)–(4.12), it follows
U∗tM̂tUt =
 Int−1 ◦U∗t ◦Mtr + ◦U∗tmρ
r∗
◦
Mt
◦
Ut + ρ
∗mT
◦
Ut [r
∗ρ∗] M̂t
[
r
ρ
]  ,
where for the top-left block we have used (4.14).
The orthogonality condition in (4.9) holds if and only if r and ρ fulfil the two conditions:

◦
U∗t
◦
Mtr +
◦
U∗tmρ = 0, (4.15a)
[r∗ρ∗] M̂t
[
r
ρ
]
= 1. (4.15b)
In order to calculate r and ρ, we first find v ∈ Cnt−1 such that
◦
Mtv = −m; (4.16)
then normalize the vector
[
v
1
]
w.r.t. the ‖ · ‖
M̂t
-norm to get
[
r
ρ
]
:=
[
v
1
]
(
[v∗ 1]M̂t
[
v
1
]) 1
2
that fulfils (4.15a)–(4.15b). Finally, we get (4.8) by defining
∆t := U
∗
tŴtUt =
[ ◦
Λt l
−l∗ σ
]
, (4.17)
where l :=
◦
U∗t
[ ◦
Wt w
] [
r
ρ
]
and σ := [r∗ρ∗] Ŵt
[
r
ρ
]
. Note that matrix (4.17) has an arrowhead structure.
To assess the stability of the new decomposition (4.10), we compute the condition numbers κ2(Ut) for
dyadically refined uniform knot spans and different degrees. Thanks to (4.9), we have κ2(Ut) =
√
κ2(M̂t). The
results, reported in Table 4, show that the condition numbers κ2(Ut) are uniformly bounded w.r.t. the mesh
refinement, they grow with respect to the polynomial degree but they are moderately small for all the degrees
of interest. As a consequence of (4.9), we also have that κ
M̂t
(Ut) = 1. We conclude that the factorization
(4.10) for the time pencil (Ŵt, M̂t) is stable.
4.3 Preconditioner application
The application of the preconditioner involves the solution of the linear system
Âs = r, (4.18)
where Â has the structure (4.1). We are able to efficiently solve system (4.18) by extending the fast diago-
nalization method. The starting points, that are involved in the setup of the preconditioner, are the following
ones:
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nsub pt = 2 pt = 3 pt = 4 pt = 5 pt = 6 ps = 7 ps = 8
32 3.2 · 100 5.2 · 100 8.3 · 100 1.3 · 101 2.2 · 101 3.6 · 101 5.9 · 101
64 3.3 · 100 5.2 · 100 8.3 · 100 1.3 · 101 2.2 · 101 3.6 · 101 5.9 · 101
128 3.3 · 100 5.2 · 100 8.3 · 100 1.3 · 101 2.2 · 101 3.6 · 101 5.9 · 101
256 3.3 · 100 5.2 · 100 8.3 · 100 1.3 · 101 2.2 · 101 3.6 · 101 5.9 · 101
512 3.3 · 100 5.2 · 100 8.3 · 100 1.3 · 101 2.2 · 101 3.6 · 101 5.9 · 101
1024 3.3 · 100 5.2 · 100 8.3 · 100 1.3 · 101 2.2 · 101 3.6 · 101 5.9 · 101
Table 4: κ2(Ut) for different degree pt and number of dyadic subdivisions nsub.
• for the pencils (K̂i, M̂i) for i = 1, . . . , d we have the factorizations (4.5);
• for the pencil (Ŵt, M̂t) we have the factorization (4.10).
Then, by defining Us := Ud ⊗ · · · ⊗U1 and Λs :=
∑d
i=1 Ins,d ⊗ · · · ⊗ Ins,i+1 ⊗Λi ⊗ Ins,i−1 ⊗ · · · ⊗ Ins,1 , we have
for the matrix Â the factorization
Â =
(
U∗t ⊗UTs
)−1
(γ∆t ⊗ INs + νInt ⊗Λs) (Ut ⊗Us)−1 . (4.19)
Note that the second factor in (4.19) has the block-arrowhead structure
γ∆t ⊗ INs + νInt ⊗Λs =

H1 B1
. . .
...
Hnt−1 Bnt−1
−B∗1 . . . −B∗nt−1 Hnt
 (4.20)
where Hi and Biare diagonal matrices defined as
Hi := γ[Λt]iiINs + νΛs and Bi := γ[l]iINs for i = 1, . . . , nt − 1,
Hnt := γσINs + νΛs.
The matrix (4.20) has the following easy-to-invert block LU decomposition
γ∆t ⊗ INs + νInt ⊗Λs =

INs
. . .
INs
−B∗1H−11 . . . −B∗nt−1H−1nt−1 INs


H1 B1
. . .
...
Hnt−1 Bnt−1
S
 (4.21)
where S := Hnt +
∑nt−1
i=1 B
∗
iH
−1
i Bi is a diagonal matrix.
Summarising, the solution of (4.18) can be computed by the following algorithm.
Algorithm 1 Extended FD
1: Compute the factorizations (4.5) and (4.10).
2: Compute s˜ = (U∗t ⊗UTs )s.
3: Compute q˜ = (γ∆t ⊗ INs + νInt ⊗Λs)−1 s˜.
4: Compute r = (Ut ⊗Us) q˜.
4.4 Preconditioner robustness: partial inclusion of the geometry
The preconditioner (4.1) does not incorporate any information on the geometry parametrization G. Thus, the
performance of Â may depend on the geometry map: we see this trend in the numerical tests of Section 5 and, in
particular, in the upper tables of Table 5 and Table 7. However, we can generalize (4.1) by including in the time
matrices Ŵt and M̂t and in the univariate spatial matrices K̂i, M̂i for i = 1, . . . , d a suitable approximation of
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G, without increasing the asymptotic computational cost. A similar approach has been used also in [22] for the
Stokes problem and in [21] for a least-squares formulation of the heat equation. We briefly give an overview of
this strategy.
Referring to Section 2.2 for the notation of the basis functions, we rewrite the entries of the system matrix
(3.5) in the parametric domain as
[A]i,j = A(Bj,p, Bi,p)
= γ
∫ 1
0
∫
Ω̂
1
T ∂τ B̂j,pB̂i,p|det(JG)|dΩ̂ dτ +
∫ 1
0
∫
Ω̂
ν(∇B̂j,p)TJ−1G J−TG ∇B̂i,p|det(JG)|dΩ̂ dτ
=
∫ 1
0
∫
Ω̂
[
(∇B̂j,p)T ∂τ B̂j,p
]
C
[
(∇B̂i,p)T B̂i,p
]T
dΩ̂ dτ, (4.22)
where
C :=
[
νJ−1F J
−T
F |det(JF)|T
γ|det(JF)|
]
and where we used that Bi,p = B̂i,p ◦G−1, Bj,p = B̂j,p ◦G−1 and |det(JG)| = T |det(JF)|. The construction of
the preconditioner is based on the following approximation of the diagonal entries only of C:
[C(η, τ)]k,k ≈ [C˜(η, τ)]k,k := ϕ1(η1) . . . ϕk−1(ηk−1)Φk(ηk)ϕk+1(ηk+1) . . . ϕd(ηd)ϕd+1(τ) k = 1, . . . , d, (4.23a)
[C(η, τ)]d+1,d+1 ≈ [C˜(η, τ)]d+1,d+1 := ϕ1(η1) . . . ϕd(ηd)Φd+1(τ). (4.23b)
We interpolate the functions C˜k,k in (4.23) by piecewise constants in each element and we build the univariate
factors ϕk and Φk by using the separation of variables algorithm detailed in [21, Appendix C]. The computational
cost of the approximation above is proportional to the number of elements, that, when using smooth B-splines,
is almost equal to Ndof and it is independent of ps and pt and thus negligible in the whole iterative strategy.
Then we define
[A˜]i,j :=
∫ 1
0
∫
Ω̂
[
(∇B̂j,p)T ∂τ B̂j,p
]
C˜
[
(∇B̂i,p)T B̂i,p
]T
dΩ̂ dτ.
The previous matrix maintains the same Kronecker structure as (4.1):
A˜ = W˜t ⊗ M˜s + M˜t ⊗ K˜s, (4.24)
where
[W˜t]i,j :=
∫ 1
0
Φd+1(τ )̂b
′
j,pt(τ) b̂i,pt(τ) dτ and [M˜t]i,j :=
∫ 1
0
ϕd+1(τ )̂bi,pt(τ )̂bj,pt(t) dτ for i, j = 1, . . . , nt,
K˜s :=
d∑
k=1
M˜d ⊗ · · · ⊗ M˜k+1 ⊗ K˜k ⊗ M˜k−1 ⊗ · · · ⊗ M˜1, M˜s := M˜d ⊗ · · · ⊗ M˜1,
and where for k = 1, . . . , d and for i, j = 1, . . . , ns,k we define
[K˜k]i,j :=
∫ 1
0
Φk(ηk )̂b
′
i,ps(ηk )̂b
′
j,ps(ηk)dηk and [M˜k]i,j :=
∫ 1
0
ϕk(ηk )̂bi,ps(ηk )̂bj,ps(ηk)dηk.
We remark that the application of (4.24) can still be performed by Algorithm 1. Finally, we apply a diagonal
scaling on A˜ and we define the preconditioner as
ÂG := D
1
2 A˜D
1
2 (4.25)
where [D]i,i := [A]i,i/[A˜]i,i.
Remark 2. We remark that when γ and ν do not depend on time, it holds
Wt = Ŵt and Mt = TM̂t
and we can set explicitly W˜t = Wt and M˜t = Mt. However, as in our numerical tests we consider a more
general framework in which γ and ν depend on time, we have presented the more general strategy above, that
allows to incorporate in ÂG possible non-constant coefficients.
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4.5 Computational cost and memory requirement
The linear system (3.5) is neither positive definite nor symmetric, and we choose GMRES as linear solver. In
GMRES, the orthogonalization of the basis of the Krylov subspace makes the computational cost nonlinear
with respect to the number of iterations. However, as long as this number is not too high, at each iteration
the two dominant costs are the application of the preconditioning strategy and the computation of the residual.
We assume, for simplicity that for i = 1, . . . , d the matrices K̂i, M̂i and K˜i, M˜i have dimensions ns × ns and
that the matrices Ŵt, M̂t and W˜t, M˜t have dimensions nt × nt. Thus the total number of degrees-of-freedom
is Ndof = Nsnt = n
d
snt.
The setup of Â and ÂG includes the operations performed in Step 1 of Algorithm 1, i.e. d spatial eigen-
decompositions, that have a total cost of O(dn3s) FLOPs, and the factorization of the time matrices. The
computational cost of the latter is the sum of the cost of the eigendecomposition (4.14) and of the cost of the
solution of the linear system (4.16), yielding a cost of O(n3t ) FLOPs. Then, the total cost of the space and time
factorizations is O(dn3s + n
3
t ) FLOPs. Note that, if nt = O(ns)., this cost is optimal for d = 2 and negligible
for d = 3. The setup cost of ÂG includes also the the construction of the diagonal matrix D, that has a
negligible cost, and the computation of the 2(d + 1) approximations ϕ1, . . . , ϕd+1 and Φ1, . . . ,Φd+1 in (4.23),
that, as mentioned in Section 4.4, has the optimal cost of O(Ndof ) FLOPs. We remark that the setup of the
preconditioners has to be performed only once, since the matrices involved do not change during the iterative
procedure.
The application of the preconditioner is performed by Steps 2-4 of Algorithm 1. Exploiting (2.5), Step 2
and Step 4 costs 4(dnd+1s nt + n
2
tn
d
s) = 4Ndof (dns + nt) FLOPs. The use of the block LU decomposition (4.21)
makes the cost for Step 3 equal to O(Ndof ) FLOPs.
In conclusion, the total cost of Algorithm 1 is 4Ndof (dns+nt)+O(Ndof ) FLOPs. The non-optimal dominant
cost of Step 2 and Step 4 is determined by the dense matrix-matrix products. However, these operations are
usually implemented on modern computers in a very efficient way. For this reason, in our numerical tests, the
overall serial computational time grows almost as O(Ndof ), see Figure 3 in Section 5.
The other dominant computational cost in a GMRES iteration is the cost of the residual computation,
that is the multiplication of the matrix A with a vector. This multiplication is done by exploiting the special
structure (3.6), that allows a matrix-free approach and the use of formula (2.5). Note in particular that we
do not need to compute and to store the whole matrix A, but only its time and spatial factors. Since the
time matrices Mt and Wt are banded with a band of width 2pt + 1 and the spatial matrices Ks and Ms have
roughly Ns(2ps + 1)
d nonzero entries, we have that the computational cost of a single matrix-vector product is
6Ndof [(2ps + 1)
d + 2pt + 1] ≈ 6Ndof (2p + 1)d = O(Ndofpd) FLOPs, if we assume p = ps ≈ pt. The numerical
experiments reported in Table 6 of Section 5 show that the dominant cost in the iterative solver is represented by
the residual computation. This is a typical behaviour of the FD-based preconditioning strategies, see [21, 22, 24].
We now investigate the memory consumption. For the preconditioner we have to store the eigenvector
spatial matrices U1, . . . ,Ud, the time matrix Ut and the block-arrowhead matrix (4.20). The memory required
is roughly
n2t + dn
2
s + 2Ndof .
For the system matrix, we have to store the time factors Mt and Wt and the spatial factors Ms and Ks. Thus
the memory required is roughly
2(2pt + 1)nt + 2(2ps + 1)
dNs ≈ 4ptnt + 2d+1pdsNs.
As for the least-squares case [21], we conclude that, in terms of memory requirement, our approach is very
attractive w.r.t. other approaches, e.g. the ones obtained by discretizing in space and in time separately.
For example if we assume d = 3, pt ≈ ps = p and n2t ≤ Cp3Ns, then the total memory consumption is
O(p3Ns + Ndof ), that is equal to the sum of the memory needed to store the Galerkin matrices associated to
spatial variables and the memory needed to store the solution of the problem.
We remark that we could avoid storing the factors of A by using the matrix-free approach of [25]. The
memory and the computational cost of the iterative solver would significantly improve, both for the setup and
the matrix-vector multiplications. However, we do not pursue this strategy, as it is beyond the scope of this
paper.
Remark 3. For a better computational efficiency, we use a real-arithmetic version of Algorithm 1: we replace
Λ˜t in (4.17) by a block diagonal matrix where each pair of generalized eigenvalues iλj and −iλj is replaced by
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a diagonal block [
0 λj
−λj 0
]
and we set
Hj :=
[
νΛs γλjIns
−γλjIns νΛs
]
and Bj := γ
[
[l]2(j−1)+1INs , [l]2(j−1)+2INs
]T
.
Note that the computational cost of Step 3 in Algorithm 1 does not change, as we have
H−1j :=
 1νΛ−1s − γ2ν2 λ2jΛ−1s
(
νΛs +
γ2
ν λ
2
jΛ
−1
s
)−1
Λ−1s −γνλjΛ−1s
(
νΛs +
γ2
ν λ
2
jΛ
−1
s
)−1
γ
νλj
(
νΛs +
γ2
ν λ
2
jΛ
−1
s
)−1
Λ−1s
(
νΛs +
γ2
ν λ
2
jΛ
−1
s
)−1
 .
5 Numerical Results
In this section we first present the numerical experiments that assess the convergence behavior of the Galerkin
approximation and then we analyze the performance of the preconditioners. We also present a comparison with
the the least-squares solver of [21].
We consider only sequential executions and we force the use of a single computational thread in a Intel Core
i7-5820K processor, running at 3.30 GHz and with 64 GB of RAM.
The tests are performed with Matlab R2015a and GeoPDEs toolbox [33]. We use the eig Matlab function to
compute the generalized eigendecompositions present in Step 1 of Algorithm 1, while Tensorlab toolbox [27] is
employed to perform the multiplications with Kronecker matrices occurring in Step 2 and Step 4. The solution
of the linear system (4.16) is performed by Matlab direct solver (backslash operator “\”).
The linear system is solved by GMRES without restart, with tolerance equal to 10−8 and with the null
vector as initial guess in all tests. We consider the same mesh-size in space and in time, by setting hs = ht =: h,
and we denote the number of subdivisions in each parametric direction by nsub. We use splines of maximal
continuity allowed and of the same degree both in space and in time, i.e. we set pt = ps =: p. The symbol
“ ∗ ” denotes that the construction of the matrix factors of A (see (3.6)) goes out of memory, while the symbol
“ ∗ ∗” indicates that the dimension of the Krylov subspace is too high and there is not enough memory to store
all GMRES iterates. We remark that in all the tables the total solving time of the iterative strategies includes
also the setup time of the considered preconditioner.
5.1 Orders of convergence
We consider as spatial computational domain Ω a rotated quarter of annulus, represented in Figure 1a: we rotate
by pi2 a quarter of annulus with center in the origin, internal radius 1 and external radius 2 along the axis y = −1.
Dirichlet and initial boundary conditions are set such that u(x, y, z, t) = −(x2+y2−1)(x2+y2−4)xy2 sin(t) sin(z)
is the exact solution with constants ν = γ = 1.
In Figure 2a we represent the relative errors in L2(0, T ;H10 (Ω))∩H1(0, T ;L2(Ω)) norm, an easily computable
upper bound of ‖ · ‖Xh , for polynomial degrees p = 1, 2, 3, 4, 5. The rates of convergence are optimal, i.e. of
order O(hp), consistent with the a-priori estimate (3.4). Even if this case is not covered by theoretical results,
we also compute the relative errors in L2(0, T ;L2(Ω)) norm: the orders of convergence are still optimal, that is
of order O(hp+1), as Figure 2b shows.
5.2 Performance of the preconditioner: rotated quarter of annulus
We consider again as spatial computational domain Ω the rotated quarter of annulus of Figure 1a and the same
exact solution, initial and boundary data as in Section 5.1. We analyze the performance of both Â and ÂG. The
maximum dimension of the Krylov subspace is set equal to 100 for both the preconditioners up to nsub = 64.
We are able to reach convergence and to perform the tests with ÂG, nsub = 128 and p = 1, 2, 3 by setting the
maximum Krylov subspace dimension equal to 25. In Table 5 we report the number of iterations and the total
solving time of GMRES preconditioned with Â (upper table) and ÂG (middle table). The non-trivial geometry
clearly affects the performance of Â, but, when we include some information on the parametrization by using
ÂG, the number of iterations is more than halved and it is stable w.r.t. p and nsub. Moreover, the computational
times are one order of magnitude lower for the highest degrees and nsub. In the lower table of Table 5 we report
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(a) Rotated quarter of annulus.
(b) Hollow torus. (c) Section of the hollow torus.
Figure 1: Computational domains.
15
10-1
10-8
10-6
10-4
10-2
100
(a) L2(0, T ;H10 (Ω)) ∩ H1(0, T ;L2(Ω)) norm relative er-
rors.
10-1
10-8
10-6
10-4
10-2
100
(b) L2(0, T ;L2(Ω)) norm relative errors.
Figure 2: Relative errors.
the results of [21, Section 5] obtained by solving the same problem with the least-squares formulation and
the related preconditioning strategy. In this case the iterative solver is the preconditioned conjugate gradient
method, the tolerance is 10−8 and the initial guess is the null vector. The number of iterations is more than
doubled and the computational times are three times higher than the number of iterations and computational
times of ÂG, in the present setting.
Finally, we analyze with more details the performance of ÂG. First, we consider the percentage of time
spent in the application of ÂG in one GMRES iteration. The results, reported in Table 6, clearly show that the
dominant cost consists of the matrix-vector multiplications, while the application of the preconditioner takes
a small percentage of the total computational time, for example less than 10% for polynomial degree 5 and
nsub = 32 or nsub = 64. In Figure 3 we report the setup time and the single application time of Â
G w.r.t.
the number of degrees of freedom. As expected, the setup time is proportional to O(Ndof ). What is more
interesting is that the application time grows slower than O(N
5/4
dof ), i.e. the FLOPS counting, and it is almost
proportional to O(Ndof ): this may be explained by the fact that the memory access is the dominant cost due
to the high-efficiency of CPU operations, in our case implemented in Matlab Tensorlab [27].
5.3 Performance of the preconditioner: hollow torus
We consider a torus with a hole (Figure 1b) that is obtained by revolving an eccentric annulus (Figure 1c)
along the y axis. For this problem we consider γ = 1 and a separable in space and time, non-constant diffusion
coefficient ν. Precisely, we choose
ν(x, y, z, t) =
{
1 + 50
[
1 + cos
(
t
2pi
)]}1 + 992
1 + 1(
1 + x
2
z2
) 1
2

 .
The initial data and right-hand side are defined such that u(x, y, z, t) := sin(pix) sin(piy) sin(piz) sin(pit) is the
exact solution. In this case, we replace ν in (4.1) with its integral mean 1T |Ω|
∫ T
0
∫
Ω
ν(x, y, z, t) dΩ dt. In Table
7 we compare the performance of Â (upper table) and ÂG (lower table): the inclusion of the information about
the geometry parametrization and ν significantly reduces the number of iterations and the computational times.
6 Conclusions
In this work we proposed a preconditioner suited for a space-time Galerkin isogeometric discretization of the
heat equation. Our preconditioner Â is represented by a suitable sum of Kronecker products of matrices, that
makes the computational cost of its construction (setup) and application, as well as the storage cost, very
appealing. In particular the application of the preconditioner, inspired by the fast diagonalization technique,
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Â Iterations / Time
nsub p = 1 p = 2 p = 3 p = 4 p = 5
8 34 / 0.20 37 / 0.21 42 / 0.42 46 / 0.63 50 / 1.13
16 43 / 1.15 46 / 1.65 50 / 3.42 54 / 5.80 57 / 11.87
32 50 / 22.75 53 / 31.10 57 / 54.02 61 / 96.06 64 / 184.84
64 57 / 586.73 60 / 764.26 67 / 1254.81 67 / 1858.55 71 / 3188.51
128 ∗∗ ∗∗ ∗∗ ∗ ∗
ÂG Iterations / Time
nsub p = 1 p = 2 p = 3 p = 4 p = 5
8 11 / 0.06 12 / 0.09 12 / 0.11 13 / 0.18 14 / 0.29
16 13 / 0.26 14 / 0.52 14 / 1.18 14 / 1.44 15 / 3.85
32 15 / 4.73 15 / 6.76 15 / 12.67 15 / 21.47 16 / 40.54
64 16 / 107.24 16 / 135.74 18 / 249.27 16 / 370.31 17 / 695.44
128 17 / 2623.57 17 / 3105.76 17 / 5614.10 ∗ ∗
Least-squares Iterations / Time
nsub pt = 2 pt = 3 pt = 4 pt = 5
8 24 / 0.09 24 / 0.13 26 / 0.37 26 / 0.60
16 35 / 0.77 34 / 1.96 33 / 4.62 33 / 9.35
32 42 / 17.03 41 / 39.57 40 / 82.35 41 / 161.73
64 46 / 333.20 44 / 716.03 49 / 1577.55 53 / 3384.08
128 48 / 6767.08 50 / 14814.09 ∗ ∗
Table 5: Revolved quarter domain. Performance of Â, ÂG and the least-squares solver.
nsub p = 1 p = 2 p = 3 p = 4 p = 5
8 73.02 % 79.24 % 66.62 % 46.94 % 33.73 %
16 68.10 % 46.13 % 30.06 % 17.63 % 11.27 %
32 53.09 % 33.34 % 20.44 % 13.06 % 8.19 %
64 54.71 % 32.46 % 20.20 % 12.52 % 7.31 %
128 54.12 % 33.53 % 18.89 % ∗ ∗
Table 6: Percentage of computing time of ÂG in one GMRES iteration for the rotated quarter domain.
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Figure 3: Setup time and single application time of ÂG in the rotated quarter domain.
Â Iterations / Time
nsub p = 1 p = 2 p = 3 p = 4 p = 5
8 32 / 0.21 70 / 0.89 101 / 3.32 128 / 10.85 156 / 29.23
16 98 / 8.57 121 / 28.07 149 / 75.85 167 / 174.57 177 / 328.48
32 143 / 830.46 165 / 1653.22 177 / 2813.11 ∗ ∗
ÂG Iterations / Time
nsub p = 1 p = 2 p = 3 p = 4 p = 5
8 14 / 0.25 15 / 0.34 19 / 0.74 20 / 1.71 23 / 4.09
16 18 / 1.78 19 / 4.37 21 / 11.34 23 / 22.60 25 / 43.88
32 22 / 124.98 24 / 240.23 25 / 398.83 ∗ ∗
Table 7: Hollow torus domain. Performance of Â and ÂG.
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exploits an ad-hoc factorization of the time matrices. The preconditioner cost seen in numerical tests, for a
serial single core execution, is almost equal to O(Ndof ) and does not depend on the polynomial degree.
At the same time, the storage cost is roughly the same that we would have by discretizing separately in
space and in time, if we assume nt ≤ CpdNs. Indeed, in this case the memory used for the whole iterative
solver is O(pdNs +Ndof ).
The coupling with a matrix-free approach [25] will lead to a significant improvement of the solver strategy.
Our method is also suited for parallelization and this will be an interesting future direction study.
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