Introduction {#Sec1}
============

The development of wearable biometric monitoring devices (BMDs) (i.e., sensors embedded in smartphones or wearable equipment to collect physiological, biological, environmental or behavioral information) allows for remote, high-frequency and high-resolution monitoring of patients' health outside the hospital.^[@CR1]--[@CR3]^ Coupled with the progress of artificial intelligence (AI), the thousands of data points collected from BMDs may help in informing diagnosis, predicting patient outcomes, and helping care professionals select the best treatment for their patients.^[@CR4],[@CR5]^ These two technical revolutions have generated a lot of hope and "hype," and myriad digital and AI-based tools for healthcare have been developed.^[@CR6]--[@CR8]^

Today, AI can outperform medical practitioners in the analysis of skin lesions, pathology slides, electrocardiograms or medical imaging data.^[@CR9]--[@CR12]^ Continuous glucose monitoring systems combined with closed-loop insulin delivery systems can improve type 2 diabetes mellitus control.^[@CR13]^ Multiple AI algorithms using data from BMDs are being tested to detect unknown disease, predict patient outcomes and provide reactive guidance or proactive interventions.^[@CR14]--[@CR18]^ Despite these good preliminary results, the real-world effectiveness of such interventions that occur outside of hospitals is still uncertain and will depend on patients' engagement, uptake and adherence to these interventions.^[@CR19]^

The literature on patients' views of the use of BMDs and AI in healthcare is scarce and relies mainly on context-specific studies, with limited generalizability, and on evaluations of specific interventions reported in some trials evaluating these technologies, which do not reflect whether patients would have engaged in these interventions outside of the research context.^[@CR20],[@CR21]^ In this study, we aimed to describe chronic patients' perceptions of the use of BMDs and AI-based tools in healthcare and assess their readiness to integrate such technologies in their care.

Results {#Sec2}
=======

Participants' characteristics {#Sec3}
-----------------------------

A total of 1183 patients with chronic conditions \[861 (73%) female\] participated in the study between May and June 2018 (participation rate: 48%) (Table [1](#Tab1){ref-type="table"}). The mean age was 49.7 years (SD = 14.5). Patients' conditions included diabetes (*n* = 121), asthma (*n* = 77), rheumatologic conditions (*n* = 367), neurological disorders (*n* = 234) and cancer (*n* = 107). A total of 649 (54%) participants had multimorbidity (mean number of conditions 2.5 \[SD = 2.4\]). In total, 590 (50%) participants reported using e-health or m-health tools for health \[smartphone apps for 246 (21%), wellness wearable devices for 61 (5%), medically prescribed wearable device (e.g., continuous glucose monitoring tool) for 50 (4%), and health internet services (eg, online appointment tools) for 190 (16%)\].Table 1Participant's characteristics (*n* = 1183)CharacteristicRaw dataWeighted dataAge (years)---Med (IQR)50 \[38--62\]56 \[43--67\]Female sex---*n* (%)861 (73)641 (54)Educational level---*n* (%)Lower education62 (5·2)115 (9·7) Middle school or equivalent135 (11·4)667 (56·4)High school or equivalent184 (15·6)163 (13·8)Associate degree266 (22·5)104 (8·8)Undergraduate or graduate degree536 (45·3)134 (11·3)Number of chronic conditions---Med (IQR)2 \[1--3\]2 \[1--3\]Multimorbidity---n (%)649 (55)703 (59) Conditions---n (%)Asthma77 (6)72 (6)Chronic obstructive pulmonary disease23 (1)35 (3)Other respiratory diseases111 (9)118 (10)Diabetes121 (10)192 (16)Thyroid disorders128 (11)128 (11)High blood pressure137 (12)190 (16)Dyslipidemia54 (5)88 (7)Other cardiac or vascular diseases111 (9)143 (12)Chronic kidney diseases79 (7)101 (8)Rheumatologic conditions367 (31)373 (31)Systemic conditions113 (10)80 (7)Digestive conditions169 (14)132 (11)Neurological conditions234 (20)252 (21)Cancer (including blood cancer)107 (9)108 (9)Depression77 (6)76 (6)Time since first chronic condition diagnosis (years)---Med (IQR)14 \[6--26\]16 \[7--29\]Previous use of e-health or m-health tools---*n* (%)590 (50)604 (51)Type of e-health/m-health tools previously used---*n* (%)Health smartphone apps246 (21)273 (24)Wearable devices for wellness61 (5)58 (5)Wearable devices prescribed by doctors50 (4)49 (4)Health internet services190 (16)188 (16)Weighted data were obtained after calibration on margins for sex-specific age categories and educational level with data from a national census describing the French population self-reporting at least one chronic condition*IQR* interquartile range

Patients' perceptions of the use of BMDs and AI in healthcare {#Sec4}
-------------------------------------------------------------

After calibrating the dataset to obtain estimates representative of the French population of patients with chronic conditions, we found that 47% of participants considered BMDs and AI as a great opportunity (rating \> 7/10) (IQR of opportunity ratings: \[5-9\]) (Supplementary Table [1](#MOESM1){ref-type="media"}). With the open-ended questions, patients identified 47 potential benefits of the use of technology in healthcare. They believed that it could improve their follow-up and the reactivity of care (55%), reduce their burden of treatment (23%) or facilitate physicians' work (eg, by automating repetitive tasks) (21%) (Fig. [1](#Fig1){ref-type="fig"}, Table [2](#Tab2){ref-type="table"}, Supplementary Table [2](#MOESM1){ref-type="media"}). For example, a patient described these new technologies as *"the only way \[for a physician\] to simultaneously take into account all multiple parameters necessary to adjust diabetes treatment: insulin sensitivity, duration of action, blood sugar levels, physical activity, continuous measurement..."* (35-year-old man reporting diabetes and Hashimoto's thyroiditis).Fig. 1Patients' perceived benefits and risks for the use of digital technologies and AI in healthcare. Categories presented were defined by thematic analysis of patients' open-ended answers. The line thickness represents the number of participants who elicited each themeTable 2Potential benefits reported by patients regarding the use of biometric monitoring devices (BMDs) and artificial intelligence (AI) in their care (*n* = 985)Categories and example of quotes% of patients eliciting the idea (Raw)% of patients eliciting the idea (Weighted)Improving access to care"Care can happen everywhere. \[This will help in\] adjusting treatment remotely and preventing complications." (41-year-old woman with a digestive condition)1512Improving the follow-up of patients with chronic conditions"Connected applications and tools will help patients in monitoring their symptoms by guiding their observations and informing them. This will reassure them, help them to better know themselves and their diseases. This will help their caregivers in their diagnoses." (30-year-old woman with chronic ulcerative colitis)6155Reducing the burden of treatment"The development of remote could make life easier for patients and save doctors\' time, especially in rural areas. This will free-up emergency services. ... It could also reduce the number of \"duplicate\" procedures by facilitating the---regulated---access by all caregivers to the patient's data, thus saving time for everyone." (61-year-old man with a thyroiditis disease and polyps)3123Improving caregivers' work"Technology will help avoiding missing ... the diagnosis of rare diseases for which the first symptoms are not always obvious. This may help doctors who are not specialists in these rare diseases." (62-year-old woman with Hashimoto's thyroiditis and interstitial pneumonia)2121Improving communication in care"Precise data will complement what the patient is saying .... It will replace questionnaires and box ticking." (27-year-old woman with asthma)1712Improving prevention of diseases (primary or secondary)"Artificial intelligence makes it possible to detect cancer earlier with image recognition." (38-year-old woman with Hashimoto's thyroiditis)23Improving the safety of care"Diagnosis will be faster, more accurate and with less risk of errors" (61-year-old man with a thyroiditis disease and polyps)87Economic and environmental friendly solutions for care"Reducing the storage of paper medical records will be better for the planet" (54-year-old woman with depression)65Accelerating research"Analysis of very large number of data on targeted populations will allow \[researchers\] to refine the possible causes of pathologies and their evolution over time without necessarily requiring the implementation of costly and sometimes dangerous clinical tests for patients." (54-year-old man with multiple sclerosis)65Categories presented were defined by thematic analysis of patients' open-ended answers

In contrast, 11% participants considered BMDs and AI as a great danger (rating \>7/10) (IQR of danger ratings: \[2--6\]). With the open-ended questions, patients identified 31 potential risks for the use of technology in healthcare. They feared that it could inadequately replace human intelligence in care (28%), represent serious risks for hacking (13%), or lead to misuse of private patient data by caregivers, insurance companies, etc. (14%) (Fig. [1](#Fig1){ref-type="fig"}, Table [3](#Tab3){ref-type="table"}, Supplementary Table [3](#MOESM1){ref-type="media"}). For example, a patient stated that: "*\[we will need\] to be extra careful about personal data. There are risks or drawbacks if some information is disclosed to social networks, banks, insurance or work. It will be necessary for patients to be educated on that*." (60-year-old woman reporting rheumatoid arthritis, high blood pressure, and hypercholesterolemia).Table 3Potential risks reported by patients regarding the use of BMDs and AI in their care (*n* = 964)Category and examples of patient's quote% of patients eliciting the idea (Raw)% of patients eliciting the idea (Weighted)Accessibility issues"The internet network outside of major urban centers is lacking. Remote monitoring and data transmission require inconceivable speeds and uninterrupted power not possible in rural areas. The result will be a growing medical divide between those in cities and others" (71-year-old man with prostate cancer)33Negatively impacting patients' health behaviors"\[I fear that some patients\] will feel self-sufficient and neglect their real medical follow-up" (31-year-old woman with hypothyroidism)77Impairing patient-caregiver relationships/Automation complacency"\[I fear that caregivers will\] rely too much on technology although it is not adapted in some situations. They will believe less \[in\] patients' words and think that technology is superior evidence." (51-year-old woman with high blood pressure)66Replacing the human in care is unwanted"Nothing beats a 'human' opinion to better take into account patients\' feelings about their illness." (31-year-old woman with a Hashimoto's thyroiditis)3328Reliability issues"Making people dependent on technology that require very complex infrastructures (networks, datacenters, sophisticated objects, etc.) ... which are often fragile and prone to failure" (37-year-old man with chronic fatigue syndrome)1315Risk of hacking"risks of hacking, risk of fraudulent use of medical data" (66-year-old man with chronic ulcerative colitis)2013Intruding in patients' lives"What is the real use of the data? Can I have a right of access to certain data that I wish to keep confidential (sexual orientation\...)?" (45-year-old man with chronic heart failure)97Increasing the risk of data misuse"Unwanted access to personal data to people not subject to medical confidentiality, eg, insurance, bank, employers\...." (69-year-old woman with Crohn's disease)1914Technology will require an overhaul of the care system"This implies that professionals will need to be ready and able to provide a real follow-up after \[alerts from BMDs\], and that they know how to react according to the information." (30-year-old man with vitiligo)11Categories presented were defined by thematic analysis of patients' open-ended answers

Overall, 20% participants considered that the potential benefits of technology greatly outweighed its potential dangers (opportunity \> 7/danger \< 3), whereas only 3% felt that negative aspects outweighed potential benefits (opportunity \< 3/danger \> 7) (Supplementary Table [1](#MOESM1){ref-type="media"}).

Assessment of patients' readiness to integrate interventions using BMDs or AI in their own care {#Sec5}
-----------------------------------------------------------------------------------------------

Figure [2](#Fig2){ref-type="fig"} and Supplementary Fig. [1](#MOESM1){ref-type="media"} present patients' readiness to accept four available interventions that use BMDs and AI in healthcare: (1) patients' skin photographs and AI to screen for skin cancer;^[@CR10],[@CR22]^ (2) wearable sensors for continuous and real-time monitoring and the analysis of data collected by AI to predict flares of their chronic conditions;^[@CR14]^ (3) a smart shirt and AI to guide physical therapy;^[@CR23]^ and (4) an AI chatbot to help patients determine how urgent their problems are.^[@CR24]^ Approximately 20% of patients with chronic conditions were opposed to the use of BMDs and AI-based tools in their care in all presented situations. This proportion ranged from 17% for the use of patients' skin photographs and AI to screen for skin cancer to 21% for the use of a smart shirt and AI to guide physical therapy. Accordingly, about 80% of participants were ready for the use of technology in their care. However, only a fraction of these patients were ready for the use of AI without human control (from 10% for the use of patients' skin photographs and AI to screen for skin cancer to 36% for the use of AI chatbots to assist in determining how urgent their problems were).Fig. 2Aggregated answers to the 4 vignettes evaluating patients' readiness to integrate specific biometric monitoring devices (BMDs) and AI-based interventions in their care (*n* = 1176). The 4 situations evaluated were the use of (1) patients' skin photographs and AI to screen for skin cancer rather than consultations with a dermatologist;^[@CR10],[@CR22]^ (2) wearable sensors for continuous and real-time monitoring and the analysis of collected data by AI to predict flares of their chronic conditions rather than usual follow-up (doctor visits, tests, etc.);^[@CR14]^ (3) a smart shirt and AI to guide physical therapy rather than visits to a physiotherapist;^[@CR23]^ and (4) an AI chatbot to help patients determine how urgent their problems are rather than calling an emergency telephone number.^[@CR24]^ Estimates were obtained from the weighted dataset after calibration on margins for sex-specific age categories and educational level with data from a national census describing the French population self-reporting at least one chronic condition

We identified six clusters---or patient profiles---regarding patients' readiness for the interventions described in the four vignettes (Fig. [3](#Fig3){ref-type="fig"}). First, 13% of participants were globally against any use of BMDs and AI (Cluster 1). Second, 22% of participants would refuse the use of BMDs and AI in one of the different situations (Clusters 2--4). Thus, only 65% of patients would agree with the integration of all interventions presented in their care. Among them, 65% (41% of the total population) would only accept BMDs and AI if their use was controlled by humans (Cluster 5), while 35% (22% of the total population) were ready for some level of automation in their care, even without human control, especially for the use of smart clothes and AI to guide physical therapy or for AI chatbots to answer emergency calls (Cluster 6). Only 3% of patients would agree with full automation of care processes for all four vignettes presented.Fig. 3Patient profiles of readiness to integrate specific digital technologies and AI interventions in their care (*n* = 1176). Each radius of the circle represents a patient and his/her answers to the 4 vignettes. Patients were grouped by the similarity to their answers to the 4 vignettes using a k-means algorithm accounting for the weights of the calibrated dataset. Participants with missing data were dropped from analysis

We found no clear association between patients' demographic or clinical characteristics and their readiness to use BMDs and AI-based tools in their care (Supplementary Table [4](#MOESM1){ref-type="media"}).

Discussion {#Sec6}
==========

In this study, we report two experiments to document the perception of patients with chronic conditions on the use of BMDs and AI in care. Only 50% of patients felt that the development of digital tools and AI in healthcare was an important opportunity and 11% considered it a danger. In particular, patients feared that the misuse of technology would lead to unwanted replacement of humans and threaten the humanistic aspect of health and care. In the second part of our study, we showed that 35% of patients would refuse to integrate at least one existing or soon-to-be available interventions using BMD- and AI-tools in their care. In addition, only a minority of participants were ready to integrate fully automatic AI-based tools in their care. Our results may explain the high drop-out of participants in the first large-scale implementations of digital monitoring strategies (90% incomplete follow-up for MyHeart Counts and 55% incomplete follow-up data for the Healthy Pregnancy Research Program).^[@CR25]--[@CR27]^

Our results highlight that patients intuitively think that AI should help clinicians "predict" outcomes, but that decisions, actions, and recommendations should remain a human task. Technology would be like as a "driver assistance" for clinicians.^[@CR12]^ Even among patients who were the most ready for the use of technology in their care, they would only see AI as a complement---and not as replacement---for human care for situations related to sensitive topics (cancer) or which involved lasting interventions (monitoring for chronic conditions).

Our study has several strengths. As of today, it is the most comprehensive description of patients' perceptions of the potential benefits and risks regarding the use of BMDs and AI interventions in healthcare and their readiness to integrate these technologies in their own care. Our findings were strengthened by the use of robust methods for both the quantitative and qualitative part of our study. Vignettes have been shown to accurately reflect participants' preferences and real decisions;^[@CR28]^ questionnaires with open-ended questions enabled the exploration of the broad range of patients' perspectives regarding the use of BMDs and AI in their care without the preconceptions that could have arisen in a "classical" survey. Our study also benefited from a large sample size with wide diversity in patient characteristics (age, educational level, conditions, multimorbidity, use of m-health or e-health, etc.).

Our study has some limitations. First, despite statistical calibration, results from this study must be extrapolated with caution. Indeed, primary data were from a population of patients engaged in a citizen science initiative to accelerate research on their chronic conditions, so they may be more enthusiastic to use technology in healthcare. Second, we assessed whether patients would be ready to use digital tools and AI in their care by using clinical vignettes that were voluntarily simple. Especially, the vignettes did not detail the exact modalities of the use of technology (e.g., How many consultations could be prevented? How many alerts would the patient and/or his/her physician receive? Who would store and/or have access to collected data?). We chose this simple format because we aimed at getting the "feeling" of whether patients were ready or not for the use of BMDs and AI in their care rather than just assessing how they would accept specific interventions. Moreover, in practice, the decision to use digital tools or AI for the care of a given patient would require a discussion between the patient and the physician(s) on perceived advantages, barriers, and fears. As for any therapeutic intervention, the decision is not just that of the patient but rather a shared decision-making process with the patient--clinician dyad.

The literature on patients' perceptions of the use of BMDs and AI in care is scarce. First, patient-reported data (qualitative or quantitative) were collected in some studies evaluating digital technologies and AI-based tools.^[@CR13],[@CR29],[@CR30]^ However, these results are specific to both a given intervention and a given context and do not reflect patients' uptake of these interventions if they had to be scaled up.^[@CR20]^ Second, a handful of studies have explored patients' perceptions of wearable devices and IA outside of the context of an ongoing digital-tool evaluation study.^[@CR19]--[@CR21],[@CR31]--[@CR34]^ However, these studies were often limited in sample size and participant diversity or focused on a specific subject. Finally, to our knowledge, only one study broadly assessed patients' perceptions of the use of AI in healthcare. This study from Syneos Health Communications involved 800 patients with atrial fibrillation, type 2 diabetes mellitus, and breast cancer and showed that 16--19% of participants were "excited" about use of AI in healthcare and 32 to 42% were "unexcited".^[@CR35]^ Our results provide the largest and most comprehensive view of chronic patients' perspectives of the use of these technologies in healthcare.

Healthcare systems in high-income countries such as France strive to care for patients with chronic conditions within overburdened practices and consultations constrained to short visits.^[@CR36],[@CR37]^ There is a mismatch between what care systems can and need to deliver.^[@CR38]^ Therefore, many clinicians, researchers and decision makers are looking to BMDs and AI to find the "magic bullet" to transform healthcare. Although the challenges of quality and safety regarding the use of AI in care have already been noted (distributional shift, automation complacency, reward hacking, unscalable oversight, etc.),^[@CR39]^ the perspective of patients has often been neglected or forgotten. Our results emphasize that patients are not ready for fully automated care. This perspective must be taken into account to avoid unjustified AI hype and to accurately assess the potential impact of implementing BMD- and AI-based interventions, at scale. For full potential of these interventions, device manufacturers, prescribing clinicians, care organizations and regulation authorities will need to account for patient-reported benefits and perceived risks, as we identified.

The number of studies evaluating new BMD- or AI-based tools is rapidly increasing and their costs are decreasing. The current literature focuses on the technological aspects of these tools but neglects patients' perspectives of their use in healthcare. In this paper, we showed that most patients would agree to use these new technologies in their care if controlled by human caregivers. These findings call for a novel reflection about how technology should be integrated in care processes to avoid a negative impact on patient care, the generation of unnecessary burdens or the intrusion in their lives.

Methods {#Sec7}
=======

Design {#Sec8}
------

This study involved two complementary parts. First, we mixed quantitative and qualitative methods to understand the potential benefits and dangers of the use of BMDs and AI in healthcare as perceived by patients with chronic conditions. Second, we used vignettes to assess chronic patients' readiness to integrate specific interventions involving these new technologies in their care.

Setting and participants {#Sec9}
------------------------

Participants were recruited within the "Community of Patients for Research" (ComPaRe), an ongoing citizen science project based on an e-cohort of patients with chronic conditions, in France. Participants of "ComPaRe" are adults (\>18 years old) who report having at least one chronic condition (defined as a condition requiring healthcare for at least 6 months). Patients join the project to donate time to accelerate research on their conditions by answering regular patient-reported outcomes and patient-reported experience measurements online, suggesting ideas for new research, or participating in the set-up or analysis of research projects.^[@CR40]^ All participants provide electronic consent before participating in the e-cohort. ComPaRe was approved by the Institutional Review Board of Hôtel-Dieu Hospital, Paris (IRB: 0008367).

To enhance the external validity of our results, our data were calibrated on margins for sex-specific weights for age and educational level derived from national census data for the French population reporting at least one chronic condition.^[@CR41],[@CR42]^ The main study results are presented with the recalibrated data. Raw results are provided as supplementary tables and figures.

Description of patients' perceptions of the use of BMDs and AI in healthcare {#Sec10}
----------------------------------------------------------------------------

A sequential explanatory mixed-methods design was used to explore patients' perceptions of the use of BMDs and AI in healthcare.^[@CR43]^ The purpose of the sequential explanatory mixed methods design was to use qualitative methods to inform the analysis of the initial quantitative results and develop a comprehensive understanding of why patients could perceive the use of BMDs and AI in care as an opportunity or danger.

First, patients rated their perceptions of the use of these new technologies by answering two structured questions "Do you think that the increasing use of digital technologies, BMDs, and AI in healthcare is an opportunity/a danger?" Ratings were collected with numeric scales ranging from 0 (no opportunity/danger) to 10 (great opportunity/danger). Answers to these questions were described by mean (SD) scores and categorized to identify participants seeing BMDs and AI as a great opportunity/danger (rating \> 7/10) or small opportunity/danger (rating \< 3/10).

Then, patients supplemented their numeric evaluations with open-ended comments on the benefits and risks they perceived regarding the use of these new technologies. Open-text data were evaluated by thematic analysis without the use of a specific theoretical lens. Indeed, our study was not meant to explain but rather to inventory perceptions from participants. To summarize, our analysis involved (1) the extraction by two investigators (VTT and CR), in double, of "in vivo codes": literal terms used by participants to explain and describe their perceptions regarding the use of BMDs and AI in healthcare; (2) the comparison of these codes in order to recognize and group those that were similar, based on the context, people and processes involved; and (3) the creation, during regular meetings between the investigators, of a consensual and stable classification for codes expressing similar domains and grouping them into larger categories.

Assessment of patients' readiness to integrate BMDs or AI in their own care {#Sec11}
---------------------------------------------------------------------------

In a second part, we presented participants with four "vignettes"---or systematically elaborated descriptions of concrete situations aimed at examining decision-making processes^[@CR44]^---about existing or soon-to-be available interventions using BMDs and AI in healthcare. The four situations evaluated were the use of (1) patients' skin photographs and AI to screen for skin cancer rather than consultations with a dermatologist;^[@CR10],[@CR22]^ (2) wearable sensors for continuous and real-time monitoring and the analysis of data collected by AI to predict flares of their chronic conditions rather than usual follow-up (doctor visits, tests, etc.);^[@CR14]^ (3) a smart shirt and AI to guide physical therapy rather than visits to a physiotherapist;^[@CR23]^ and (4) an AI chatbot to help patients determine how urgent their problems are rather than calling an emergency telephone number.^[@CR24]^ For each of these situations, participants were asked to evaluate their readiness to switch from current care to the new intervention with the question *"If there were solid scientific evidence that the \[new BMD or AI intervention\] would be equivalent or better than \[the current standard of care\] in the given situation, would you agree to use the new intervention in your own care?"* Participants' answers ranged from −3 (would not use the intervention) to 0 (would only use the new intervention if controlled by a human caregiver), and +3 (would use the intervention and it could replace some interventions currently implemented by human caregivers).

We assessed whether homogenous groups of patients with similar readiness to use BMDs and AI could be identified from our data. For this, we considered participants' responses to each vignette as a continuous value ranging from −3 to +3 and clustered patients according to their answers to the four vignettes with a k-means algorithm taking into account the weighted structure of the calibrated dataset. Clusters were described by both demographic and clinical characteristics (age, sex, educational level, multimorbidity, duration since the diagnosis of the first chronic condition, and previous use of e-health or m-health technology).

Analyses involved use of R v3.3 (<http://www.R-project.org>, the R Foundation for Statistical Computing, Vienna, Austria).

Reporting summary {#Sec12}
-----------------

Further information on research design is available in the [Nature Research Reporting Summary](#MOESM2){ref-type="media"} linked to this article.
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