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Summary
The modeling of financial markets has aroused great interests in recent decades. Financial market is
a complex system involving various interacting factors including psychological, social and political
aspects. This calls for a comprehensive study of the market behavior. Systems theory provides a
promising research direction. This thesis aims to develop a general framework based on systems
theory to depict and analyze the financial markets. It is designed to combine various foundations
together and thus provide more meaningful insights into the market behavior.
Firstly, a system adaptation framework has been proposed for modeling the stock market, or
the financial market in general, from a dynamic system point of view. Feedback and force are
two fundamental elements considered in its design. Based on a feedback adaptation scheme, we
modeled the movement of stock market indices within this closed-loop framework that is composed
of an internal dynamic model and an adaptive filter. The output-error model was adopted as the
internal model to track the price trend. It deals with the internal force contained in the historical
stock prices. To analyze the external force which was defined as the differences between actual
and internal prices, the adaptive filter used a time-varying state space model as a cycle generator.
Through this framework, the slow and fast dynamics of the market are respectively captured. We
then introduced the estimation processes of both the internal model and the adaptive filter. The
input-output behavior, and internal as well as external forces were identified accordingly.
The fast changing external force is generated by the information outside the stock market
which is usually considered as the market input. As the inputs have been proven to be essential in
obtaining a good predicting performance in our framework, a double selection method based on
viii
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both empirical and statistical knowledge was proposed to select the influential factors of a market
as its inputs. Specifically, this selection procedure consists of an empirical selection followed by
both time-varying and nonlinear causality tests, and then a multicollinearity test. Influential factors
from both economic and sentiment aspects were considered in this work.
After establishing this system adaptation framework, its predictive ability was assessed by the
one-step-ahead prediction of closing prices. This framework has been applied to the stock markets
of U.S., mainland China, Hong Kong and Singapore represented by the Dow Jones Industrial
Average (DJIA), Shanghai Stock Exchange Composite Index (SSE), Hong Kong Hang Seng Index
(HSI) and Singapore Strait Times Index (STI) respectively. With its particular inputs, prediction
results in each market supported that our framework has a much better predicting performance than
certain traditional models especially in complicated economic situations. The selected four markets
include both developed and emerging markets, comparison between which reveals many special
market properties. The predicting performance of our framework was also found to be better in the
developed market. Related analysis was presented regarding to each market.
With this framework in hand, an application of this framework has been introduced focusing on
the forecasting of major market turning periods. A frequency pattern-based forecasting method was
first carried out to capture the characteristic frequency patterns that always appear during the major
market turnings. The forecasting accuracy was greatly improved by detecting the instability of the
internal model as the confirmations. This forecasting has also been successfully applied to the above
selected four markets.
To facilitate the analysis of the stock market, a MATLAB toolkit with a user-friendly graphical
interface and advanced functionalities has been developed. The toolkit provides basic and advanced
technical analysis of stocks as well as some functions from our system adaptation framework.
In conclusion, the complete system adaptation framework is established based on the systems
theory and statistical knowledge. It provides a comprehensive analysis and more meaningful insights
of the market behavior. Some prospective directions for future research are also included.
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Stock, which is issued in the form of shares, is a certification of the ownership of a company. It
is a type of security, “a legal representation of the right to receive prospective future benefits under
stated conditions” [1]. A share of stock represents a unit of ownership. There are two classes of
stock: common and preferred stock. Majority of the stock issued is usually referred to as common
stock. It is a residual claim but with voting rights. The holders of preferred stock have a fixed
or predetermined dividend and a superior priority over the common stockholders on the payment
of dividend in the event of liquidation, but they usually do not have voting rights. There is no
guaranteed income but this may yield higher returns compared to other investment tools due to the
unlimited capital growth. When a bankruptcy occurs, common stockholders will only be paid after
the creditors, bondholders and preferred shareholders are satisfied.
As it is an important and quick source to raise money, companies issue shares of stock. For
example, if holders of a company require money to develop their business, they usually borrow
money from a bank or sell part of the company as stock. The latter is called issuing shares of
stock. Part of the ownership of this company will be transferred into shares of stock whose price
is proportional to the value of this company. With the amount of money raised by selling these
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shares of stock, the holders can then expand their business and enlarge their profits. If they succeed,
the company will be valued more than before and the price of their company’s stock will go up
accordingly. This rapid development of business will bring stockholders more profits. Investors
also do stock trading for the potential attractive returns by buying at low prices and selling at higher
prices.
The stock market is a place for issuing, buying and selling shares of stock. Allured by the
significant profits that can be generated from the stock market, much effort has been dedicated
to the study of the stock market to better understand its influential factors, working mechanisms
and market features. The stock market is a complex system involving various interacting factors
from social, political to psychological aspects [2]. Financial markets function according to the
basic economic theory of demand and supply, the market price of a stock is also determined by the
interaction of aggregate demand and supply schedules [1]. Specifically, stock prices are determined
by fundamental elements in the long run, while psychological determinants or investors’ consensus
about the value of the company regulates short-term stock prices. As the economic condition is an
important fundamental factor, stock prices react sensitively to the economic news [3]. In another
words, the stock market is considered as a mirror of the economy. Other important fundamental
elements include the performance of a company, sector changes, management of a company etc. All
these impact the demand and supply of a stock in the long term. In the short run, investor sentiment
which refers to the psychology of market participants directly affects the balance of demand and
supply thus drives the stock prices. As stated by Benjamin Graham [4], “in the short term, the stock
market behaves like a voting machine”. Thus, although the fundamental corporate value changes
slowly, stock prices of a particular company may swing all the time.
The predictability of the stock market is one of the most important and attractive features for
researchers and investors. With regard to this, there are two opposing opinions. Some people
believe stock prices are unpredictable because the stock market is efficient and the price evolves
according to a random walk; others believe that it is predictable, at least to a limited extend. The
former believes the market is extremely efficient that prices always fully and instantaneously reflect
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available information. In this way, the price fluctuation is totally stochastic. This is explained in the
famous efficient market hypothesis (EMH). The EMH was first proposed in 1900 by
Bachelier [5, 6] who also first used the Wiener process to model the behavior of stock prices. It was
then developed and refined in both theoretical and empirical parts by Fama [7, 8], Samuelson [9],
Roberts [10] and others. Among them, Fama [8] refined the EMH and defined the famous “strong,
semistrong and weak” forms of efficiency depending on the level of available information. The
weak-form efficiency claims that all the historical public information has been fully reflected in
prices. By supporting the weak-form efficiency, the semistrong-form efficiency additionally claims
that prices will be instantly adjusted to reflect new public information. In the strong-from
efficiency, it is considered that all the information even the hidden or inside one is reflected in the
prices, thus no excess profits can be gained besides of price itself. This work triggered intensive
investigations from the academic and industrial areas. The EMH implies but does not equal to the
random walk hypothesis (RWH), a theory that characterizes a price series as a random walk
process. A renowned book, which popularized RWH and is still regarded as classic nowadays, is
“A Random Walk Down Wall Street”, written by Malkiel in 1973 [11]. Following the idea that the
past information cannot be used to predict future prices, RWH states that the changes of stock
prices are independent of each other. In another words, the more efficient the market is, the more
randomly the sequence of price changes. In many ways, the EMH and the random walks were
proven to be different ideas, neither of them is necessary nor sufficient for each other [21, 22].
The EMH reached its ascendancy during the 1970s, but has suffered severe setbacks since then.
Most arguments in favor of the EMH are supported by the statistical testing results, no predictive
power of investigated models was shown and the normal distribution of price changes was presented.
However, statistical evidences have largely been found to be contradictory to the EMH, such as
Leptokurtic, fat-tailed and negative skewed distribution of stock returns [12, 13, 14, 15], “Mean
reversion” [16, 17], and seasonality effects in stock returns [18, 19]. The arguments against the
EMH always refer to the irrationality of the market, as one basic assumption of the EMH is that
investors in the market are all rational. This has been supported by the emerging discipline of
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behavioral economics and finance. The time delay always exists when the market reacts to the new
information. In this way, the instantaneous assimilation proposed by the EMH is considered to be
unrealistic. Nowadays, the stock prices are believed to be the near-random-walk series, and thus have
limited predictability. A classic investment book, “A Non-Random Walk Down Wall Street” [20]
collected many statistical studies, proved that the stock market is predictable to some degree due to
the inefficiency of the market.
There are two alternatives to the EMH, the Adaptive Market Hypothesis (AMH) and the
Fractal Market Hypothesis (FMH). The Adaptive Market Hypothesis (AMH) explains the
irrationality of markets as a rational reaction adapting to a changing environment. It views the
market as an ecological system in which arbitrage opportunities exist and investment strategies will
perform well in certain environments and poorly in others. The book by Shleifer [23] built up a
theoretical and empirical foundation for behavioral finance as an alternative to the EMH.
According to behavioral finance, markets are driven by psychological factors such as fear and
greed. By applying the principles of evolution to the financial interactions such as competition,
mutation, reproduction, and natural selection, Lo [24] proposed a new framework that reconciled
market efficiency with behavioral finance. His ideas significantly attributed to the establishment of
AMH. From a deterministic perspective, the Fractal Market Hypothesis (FMH) is another
alternative to the EMH. It is proposed by Peters [27, 28] based on the chaos theory. His books
popularized the concept of chaos in the financial field. Stock prices exhibit the stochastic behavior,
but it is believed that there are some deterministic features hidden behind. The complex properties
of chaotic dynamics provide better explanations for this behavior. Therefore, chaos theory, an
important part in dynamical systems (especially in nonlinear dynamics), aroused a great interest
among researchers in the economic area. However, the test of economic chaos is more difficult than
its observation because the economic time series are characterized by strong noise, growing trend
and time evolution. An important breakthrough is the usage of Time-frequency representation by
Chen [29, 30] in the analysis of stock market. He proposed the “color-chaos model” to prove the
existence of persistent chaotic cycles in the U.S. stock market. The characteristic frequencies of
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deterministic cycles were found and the relationship between frequency patterns and dynamical
changes in business cycle provided an explanation for the stock market crash in Oct. 1987. After
Chen’s work, many methods of analyzing chaotic time series were applied to stock price time
series and the FMH was developed rapidly.
1.2 Stock Market Analysis
As a result of the above mentioned studies, not only has the limited predictability of the stock
market been further substantiated, but the methods of modeling the stock market have also made
great progress. In the area of stock analysis, there are two main categories: fundamental analysis
and technical analysis. Fundamental analysis is the technology to evaluate a company and then
make investment decisions by analyzing the fundamental factors that affect a company’s value and
future prospect. The assumption underlying is that stock prices do not really reflect the company’s
value in the short run, but it will eventually return to the real value. It is a powerful method for
selecting stock, understanding relevant industry group, and doing long-term investment. The other
methodology is technical analysis. Unlike fundamental analysis which studies the determinants
of market movements, technical analysis studies the behavior of the market itself which can be
universally applicable to different stocks. It assumes that stock prices reflect all the information
in the market and the price patterns will repeat themselves in the future. Technical analysis is
usually carried out in the form of charts, technical indicators, and oscillators. Due to its sensitivity
to the market movement, it is widely used in short-term trading. In general, fundamental analysis
explains the reasons of stock price movements, while technical analysis focuses on the time of entry
and exit point. However, fundamental and technical analyses by themselves have drawbacks. For
fundamental analysis, the common criticisms are mainly focused on its inherent subjectivity, time-
consuming analysis, too specific a model for some particular companies or industries, and too many
economic variables involved. Drawbacks of technical analysis include lack of theoretical basis, too
narrow area of factor selection and unsuitability for holding long-term positions. Therefore, it is
believed that combining them can provide more effective analyses of the market.
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With the development of the modeling theory and methodology, much more information is
concerned in the models for the analysis and prediction. There is a tendency that the boundary
between technical and fundamental analysis become undistinguishable. In this way, we will not
categorize a model as the fundamental or technical analysis but consider which fundamental data
or technical data that are to be included. Fundamental data usually comprises of elements from
macroeconomy (such as interest rate, currencies, CPI, PPI etc.), industry sector, and the company
itself (such as dividend payout, earning, growth, profit margin etc.). Technical data contains much
less variables than fundamental data, only including the opening, closing, highest, lowest stock
prices and volume. Through transforming and combining these two kinds of data, the derived data
includes the returns, volatility, turning points, artificial data, etc. In academia, many models and
approaches are available for analyzing the financial market using these three kinds of data. In the
following part, a literature review of models from various branches of science which have been used
in the analysis of the stock market is provided.
The booming of modeling methods has revealed many more features and behavior of the
market, which further stimulated the development of modeling methods. Traditional economic
models such as capital asset pricing model (CAPM) [31] and the Black-Scholes model [32] serve
as useful tools in pricing stocks, but they are found to be not suitable in analyzing complicated
phenomena. Therefore, theories and methods from other disciplines are integrated with these
economic models. For example, models from time series analysis, physics, computational
intelligence and systems theory are all powerful tools to facilitate the analysis.
Many traditional models in time series analysis can be categorized into two basic types: the
univariate and multivariate models. In the univariate models, autoregressive (AR) model, moving
average (MA) model and the combination of them, the autoregressive moving average (ARMA)
model are most commonly used. All these models are under the assumption that the time series are
stationary stochastic processes. If ARMA is used to model the time series which is successfully
differentiated to become stationary, it is called the autoregressive integrated moving average
(ARIMA) model [33]. These traditional univariate models assume that the time series reflects all
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the useful information including the influences of underlying explanatory variables. In order to
investigate how the stock market correlates to other economic components, they are naturally
expanded to be multivariate. One of the popularly used multivariate models is the multivariate
autoregressive moving average (MARMA) model which has its advantage in forecasting marketing
time series with explanatory variables [34]. The vector autoregressive (VAR) framework is another
popular multivariate extension in capturing the dynamics between multiple time series. It is
especially useful in measuring market responses to exogenous shocks [66]. Friedman and
Shachmurove [35] used the VAR model to investigate the interdependence between stock markets
of eight European Community countries where the financial integration between larger markets
was found to be higher than that between smaller ones. All of the previous models assume the
variance of the time series to be identically and independently distributed. However, time-varying
variance, which is also called heteroscedasticity, exists in many financial time series including
stock returns series. The autoregressive conditional heteroscedasticity (ARCH) and the generalized
autoregressive conditional heteroskedasticity (GARCH) models [36] as well as their model family
suggest an autoregressive process to forecast this time-varying variance. In this sense, they have
become widespread tools for dealing with the market risk management [37]. However, these
models are still inadequate for simulating the behavior of the whole market in terms of their basic
assumptions and structures.
Benefiting from the development of multidisciplinary fields, theories and methodologies from
physics, engineering, and even social science are integrated with economics in building new models
for the stock market in recent decades. The FMH is credited to the development in physics and
engineering. In these two areas, analyzing time series in the frequency domain is widely used to
find features that are unobservable in the time domain. Time-frequency analysis which originates in
quantum mechanics and acoustic physics [38] can be used to present the information of evolutionary
time series in both time and frequency domain simultaneously. It provides a new perspective and
a powerful technique to fully describe the movement of stock prices or returns over time. The
revelation of economic chaos and the resulting FMH have benefited a lot from this technology. It
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again testified the existence of trend and cycle components in economic and financial time series.
Another famous cluster is the computational intelligence in finance which is represented by
artificial neural networks (ANN) and support vector machine (SVM). With their ability of flexibly
simulating complex nonlinear relationships between the input influential factors and the output,
they both perform well in the prediction of stock prices. Additionally, ANNs largely facilitate the
development of stock trading system. Kimoto et al. [39] first constructed a stock trading system
based on a modular neural network with supplementary learning algorithm. The results from Jang
et al. [40] as well as Motiwalla and Wahab [41] were also quite satisfying. However, some inherent
limitations of ANN-based models, such as needing a large amount of data in training procedure,
overfitting problem and getting stuck at local minima, limit the application of ANNs in modeling the
stock market. Established on the structural risk minimization principle to estimate a function, SVM
has been shown to be resistant to these inherent limitations that ANNs have. Thus, SVM always
achieves a better generalization performance than ANNs. One of the famous studies regarding
the usage of SVM in the stock market prediction was presented by Kim [42]. He used SVM to
predict the direction of daily price change in the Korea stock price index and compared the results
with BP neural network and Case Based Reasoning(CBR). Yang [43] forecasted the Hang Seng
Index and Dow Jones Industrial Average Index by Support Vector Regression with non-fixed and
asymmetrical margin setting and momentum. His model received better results than using the RBF
neural networks, the GARCH model and the AR model. Although the SVMs can provide the global
minimum as the solution, however, the results provided by these non-parametric methods still lack
transparency, since they turn to solving a convex optimality problem.
A breakthrough was contributed by system economics, a group of methods that analyze the
financial market as a complex system. In 1980, Michael [44] pointed out some potential areas
where economics may interact with systems theory, one of which is behavior finance, a very popular
of study today. It aims to study psychological biases of investors and the consequent influences
on the market. These ideas lead to models combining knowledge from economics, psychology,
neuroscience and systems science. The agent-based model is one such useful tool for understanding
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the market microstructure. Poggio et al. [45] proposed a four-component repeated double-auction
market to conduct six experiments about the market dynamics and several properties such as the
market efficiency, price deviation and the distribution of wealth. Such properties have also been
investigated by LeBaron et al. [46, 47]. Chen and Yeh [48] focused on the beliefs and behavior of
traders, while Chen and Liao [49] showed that the stock price-volume causal relation exists without
any explicit assumptions. All of these results are based on an agent-based artificial stock market.
As Orrell and McSharry [50] presented in their survey paper, system dynamics is another powerful
and promising approach in analyzing the financial market as a complex system. Considered as a
“tool for learning a complex world”, system dynamics has found successful applications in a wide
range of areas including the financial market analysis [54]. Cao and Wang [55] showed in their
work how information technology, control, and computer technology can contribute to financial
engineering. It should also be noted that Gerencse´r [56] proposed a behavioral finance model based
on the systems theory. In their model, the behavior of agents in the stock market was depicted by a
closed loop system where the plant was the market and the controller was the belief and behavior of
agents. Although their model provides a new perspective for understanding the behavior of the stock
market, it mainly focuses on the online regression of an autoregression (AR) model rather than the
structure or the dynamics of the system.
1.3 Motivation and Contribution of This Work
As mentioned earlier, methodologies from various areas such as the traditional models in time series
analysis, computational intelligence, and physics have been applied to the modeling of the stock
market. Most of these models focus on some specific aspects of the market, but are inadequate
for a comprehensive analysis of the market behavior due to their basic theoretical foundation. The
essential limitations of these methods still prompt people to search for new approaches, especially
those that can perform well in complicated situations. System economics is a popular and promising
direction as it has provided many powerful tools in analyzing the market as a complex system. Based
on this branch of research, the features and structure of the market are better explored. However,
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it would be more desirable to have a general framework which can combine various foundations
together and thus can provide more meaningful insights into the behavior of the stock market. These
problems pose a strong motivation for further research on modeling of the stock market, with special
attention to the systems theory. The research efforts in this thesis contribute to the existing literature
both in theory and practice.
The theoretical aspect of contributions is the development of a complete framework for
modeling the stock market or financial markets in general from a system dynamics view point.
More specifically, we have proposed a feedback adaptation structure to systematically model the
stock market so that the market dynamics and properties can be better understood and captured.
Under this framework, the modeling process is considered as identifying a dynamic system, in
which the real stock market is treated as an unknown plant and the proposed identification model is
tuned by feeding back the matching errors. Like the physical system, a financial market also has its
fast and slow dynamics which corresponds to its external and internal forces. Our identification
model consists of an internal model and an adaptive filter, successfully taking the fast and slow
dynamics of the market prices into consideration. Simulation results supported that our proposed
framework gave the best one-step-ahead prediction results as compared to the traditional methods
such as the well known ARMA model with exogenous input (ARMAX). The working scheme of
this framework involves an important part which is to identify the input influential factors. The
double selection method we proposed has shown its ability in the selection of influential factors. It
provides an essential source to measure the market movement and reveals that the influential
factors are frequency-dependent and market-dependent. We have investigated both developed and
emerging markets including U.S., China, Hong Kong, and Singapore stock markets. All the results
have verified that our framework is efficient in identifying significant influential factors of the
market and has good predictive ability with appropriate inputs. The system adaptation framework
does not depend on any fixed models. Besides the models selected in this thesis, others could also
be used as the internal model and the adaptive filter as long as they can capture the internal and
external forces. From the aspect of variables involved, this framework integrates both fundamental
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and technical analyses, taking the complementary nature of both analyses as an advantage. In this
way, market behavior like information feedback and dynamics of the system could be better
captured and analyzed.
We also have obtained some promising results by applying the proposed framework to the
forecasting of major market turning periods. When analyzing the external force in the frequency
domain, its frequency contents show characteristic patterns in certain time. As evidenced by the
results of statistical tests, the appearance of these characteristic frequency patterns provides
information on the major turnings in the trend of stock price movements. We have proposed a set of
rules to identify this kind of frequency patterns and then determine whether the market is in its
major turning. The forecasting rules have been successfully tested in the Dow Jones Industrial
Average (DJIA), the Composite Index of Shanghai Stock Exchange (SSE), Hang Seng Index of
Hong Kong Stock Exchange (HSI) and the Straits Times Index of Singapore Stock Exchange (STI).
Inspired by the stability property of a general system, we are the first to conduct a quantitative
study of the relationship between the stability of internal model and the major turning periods in
the market trend. Using these unstable points as the confirmation, the accuracy in forecasting major
market turnings has been found to be greatly enhanced. Although this study is still in the
preliminary stage, it provides an interesting and promising direction of applying systems theory to
the analysis of financial markets.
The practical aspect of contribution is on the development of a MATLAB toolkit for Technical
Analysis of Stocks (T-TAS). To facilitate the analysis of the stock market, a MATLAB toolkit with
a user-friendly graphical interface has been developed. This flexible and powerful toolkit not only
integrates many popular methods in the area of technical analysis, but also includes the framework
we proposed. It provides daily as well as real-time stock price data and is capable of performing
technical analysis, time-varying causality test, unstable points detection and others. All indicators
provided in the T-TAS package have fully customizable parameters which allow for greater
flexibility while carrying out analyses. With the toolkit, users can easily carry out analysis of
various trading rules without the need of in-depth programming or chart reading skills, although a
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basic understanding of the technical analysis is required.
The utilization of systems theory in modeling the financial market is relatively new. As pointed
out by Orrell and McSharry [50], a framework that can tie many of the foundations of systems
economics together remains to be established. Our work contributes to this area by presenting a
unique system adaptation framework to model the financial market as a complex system. Although
we put our attention to the stock market, with their particular influential factors as input, the structure
of our framework as well as the methods to establish its every component could be used to analyze
other financial markets. In contrast to single dynamic models, this framework provides not only a
more accurate prediction but also a better description of the real market. The information flow of
the real market is clearly reflected in the hierarchy of this system based framework. Since this study
is a relatively new, there may be a few problematic issues. For example, some features of the stock
market may not be considered or may be simplified in our modeling process. However, as previously
mentioned, the stock market is a complex system with various complicated or even debatable factors
so that it is unrealistic to take all of them into consideration. Therefore, some features of the market
are beyond the scope of this study and the focus of this research is on the development of the general
analytic framework.
1.4 Preview of Each Chapter
The remaining content of this thesis is divided into six chapters. The work we have completed,
including: (1) development of the system adaptation framework; (2) identification of market input;
(3) prediction of stock prices; (4) forecasting of market turning periods; and (5) development of
MATLAB toolkit for Technical Analysis of Stocks, are presented in detail.
In Chapter 2, we focus on the construction of our system adaptation framework. Viewing the
stock market as a highly complex system, we propose a feedback adaptation framework based on
systems and control theory to model the behavior of financial markets, or more specifically, the
stock market from a dynamic system point of view. The proposed framework consists of an internal
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model and an adaptive filter, aiming to capture the slow and fast dynamics of the market respectively.
Feedback and force are two essential elements in this framework. The output-error model is adopted
as the internal model whereas the adaptive filter is a time-varying state space model. The input-
output behavior, and internal as well as external forces are then identified. In this chapter, the
structure, properties, model selection as well as related information flow of this system adaptation
framework are all introduced. From this chapter to Chapter 4, the index of Dow Jones Industrial
Average (DJIA) is used as the example to illustrate the working scheme and the advantages of our
framework. The 2007 global financial crisis is highlighted in this study so that the data of DJIA after
2008 are studied.
Chapter 3 focuses on the input of the proposed system adaptation framework where the
identification of market influential factors is discussed. A double selection method is proposed
including an empirical selection according to the literature and then a further selection according to
some statistical tests. We first carry out the empirical research to preselect influential factors from
economic and sentiment aspects. The causal relationships between each of them and the external
force of the market are then tested. As the causal relationship plays an essential role in this method,
both linear time-varying and nonlinear causality tests are employed based on the predictive ability
of our framework. After that, a multicollinearity test is applied to those factors that show significant
causality to the external force of the market to exclude the redundant ones. Adopting this input
selection approach, influential factors of the DJIA are selected and discussed in this chapter, some
of which are specially constructed to include more market data.
We present the forecasting capability of the proposed system adaptation framework in Chapter 4.
With preselected input in Chapter 3, the forecasting capability of our framework is evaluated in the
form of one-step-ahead prediction. The DJIA provides a successful case for demonstrating the great
ability of our system adaptation framework in understanding the dynamics of the stock market.
More specifically, we investigate the DJIA from January 2008 to November 2011, the period right
after the 2007 global financial crisis. The whole period is separated into four subperiods according
to the economic situation. Using previously selected indicators as input, this system adaptation
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framework outperformed the existing methods, such as the commonly used ARMAX approach,
reported in the literature in terms of one-step-ahead prediction of stock prices. It is evident that
with the correct inputs, our framework is capable of providing excellent results in modeling the
market dynamics. The results also reversely verify the correctness of our double selection method
in identifying potential influential factors of the markets.
To further test the proposed system adaptation framework, we apply it to three Asian markets:
the stock markets of mainland China, Hong Kong and Singapore. In Chapter 5, the complete process
from the input selection, internal model and adaptive filter estimation, to one-step-ahead prediction
are presented in every market. All the results indicate the success of our framework in modeling
the behavior of these markets. Similar to the prediction of the DJIA, our framework shows its great
predictive ability especially in complicated economic situations. We further investigate the features
of influential factors in general where particular attention is devoted to its frequency and its distinct
influences in different markets. The prediction results by using different training sets and influential
factors are compared, based on which some empirical conclusions are provided.
An application of the system adaptation framework is proposed in Chapter 6 which focuses on
forecasting the major turning periods in the market trend. In order to reveal some properties that
could not be observed in the time domain, we analyze the external force in the frequency domain.
Tests find that a market trend is about to change when the external force begins to show
characteristic frequency patterns in its power spectrum. We then develop a set of rules to recognize
this kind of frequency patterns and determine if the market is experiencing a major turning. These
rules work well for stock indices from U.S., China, Hong Kong and Singapore where most of the
time our forecasting results of major market turnings are correct. Structural changes in the
macroeconomic situation are then investigated, providing some possible explanations for our
method. The confirmation test by detecting the system instability is also presented in this chapter.
We quantitatively investigate the connections between system instability of the internal model and
the major market turnings. Detection rules are proposed to identify unstable points of the internal
model with customized parameters to each market. Considering the results as confirmation to the
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previous frequency pattern-based forecasting of turning periods, the forecasting accuracy is found
to be greatly improved.
In Chapter 7, we document the design and functionalities of the Toolkit for Technical Analysis
of Stocks (T-TAS). It is developed to perform a comprehensive analysis on the stock market data.
Benefiting from the MATLAB GUI tools, this toolkit has an attractive and intuitive graphic user
interface with advanced functionalities. Using this toolkit, users can easily download the historical
and the real-time stock data, identify the trading opportunities by many trading rules provided,
and analyze some characteristics of the stock. No profound knowledge of technical analysis or
programming is required. T-TAS also allows for greater flexibility that the parameters of technical
indicators are fully customizable. The user guideline of important functions is provided in this
chapter.
Finally, some future works are introduced in Chapter 8. They lie in the aspects of further
developing the structure of the system adaptation framework to consider more market features,
quantifying more influential factors as the input especially the behavior elements, exploring the
utilization of system properties in the turning period forecasting and improving the design of the
toolbox.
Chapter 2
A System Adaptation Framework
2.1 Introduction
The concept of a system always refers to a configuration of components connected together by
intertwined relationships which acts as a whole [51]. In the broadest sense of the thinking about
systems, “everything is a system” [52]. To illustrate, in engineering, it is always referring to a
physical system like a hardware or software framework; in science, a system could be a portion of
the universe, a method or an algorithm; in social science, the human organizations, human
activities, and artificial societies are also viewed as systems. If a system consists of a large number
of interacting elements and appear a nonlinear and dynamic behavior, it is considered as a complex
system. A special category of complex systems is known as complex adaptive systems that are able
to adapt themselves to their changing environments. Examples could be found in the social insects,
ecosystem, immune system, financial system etc. As an important part of the financial system, the
financial market is naturally considered as a highly complex adaptive system.
The study of complex systems involves interdisciplinary fields to characterize their properties.
Parts, wholes and relationships are the basic questions it considers. For example, 1) the
interconnections and interactions between different components, 2) the relations and differences
between the “integrated whole” and its components, 3) the interactions between the whole system
16
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and its environment are the three key points need to be investigated. The theory of complex
systems and its applications have become the focus of innovative research. Inspired by the system
thinking which is a style of systematic problem solving process, we propose a system adaptation
framework to model the stock market or a financial market in general.
The first question raised is how to simplify a real system. The modeling is a compact way
to represent a system for some specific purpose. A complex system involves a huge number of
factors and variables that definitely surpass the capacity of any already known heuristic system or
calculating device, not to mention a part of which are still unknown or immeasurable. From another
perspective, not all the information is needed in modeling a system as the system’s behavior of
interests is our focus. Therefore, a simplification is always necessary to system modeling. We intend
to investigate the market dynamics with the purpose of obtaining better predictions of market prices
and directions. As such, a simplification of market mechanism and market input-output relationship
is considered when we construct our system adaptation framework.
In the modeling of a complex system, another problematic issue is how to quantitatively describe
the system. In systems theory, people prefer to represent signals and systems in diagrams [53]. Block
diagrams which are heavily used in the engineering world is a useful tool for visualizing a system
and analyzing its information loop. Therefore, we will use the block diagram to represent our system
adaptation framework and the design of its components.
In this chapter, we first introduce the design of the system adaptation framework as well as
its components which are the core content of our work. Next, the model estimation and related
information flow in this framework are presented. After that, the index of Dow Jones Industrial
Average (DJIA) is used as the example to illustrate the working scheme and the advantage of our
framework. This example will be used from this chapter to Chapter 4.
2.2 Design of System Adaptation Framework
The essential idea and approaches of complex systems have offered novel insights on the modeling
of financial markets. Viewing the stock market as a highly complex system, we propose a closed-
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loop adaptation framework based on the well established systems theory. It provides a systematic
way to model the market behavior. Inspired by ideas used in identifying engineering systems or
systems in general, the stock market modeling process is treated as the problem of identifying a
dynamic plant shown in Figure 2.1. The input-output behavior of the stock market is represented by
the identification model ˆS with its output pˆ being the estimated stock price. The actual stock price
p is the output of the real stock market S. Both S and ˆS have the same input r which consists of
external influential factors of the stock market. The structure and parameters of ˆS can be determined






















Figure 2.1: The system adaptation framework
The purpose of our framework is to capture the dynamics of the real stock market, so that with
the appropriate input, the identification model can generate an accurate prediction result. In the
book of Albertos and Mareels [53], they systematically explained the essence and the basic tenets
of feedback, signals, systems and control. They pointed out that signals represent information while
feedback is information obtained from a system used to change its behavior. Therefore, the design
of feedback and the processing of signals are two core issues in modeling a system. Considering
these issues, to develop our system adaptation framework, force and feedback are two fundamental
factors studied accordingly.
It is believed that information inside and outside the stock market would act as forces to regulate






























































Figure 2.2: Block diagram of the structure of system adaptation framework
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In a nonlinear deterministic system, the irregularity of the system’s behavior is attributed to both
internal characters and external random input. Similar characteristics are obtained from the theory of
nonlinear dynamic economics, suggesting that the economic fluctuations are caused by both internal
and external forces. In the stock market, the internal force is believed to be generated by some
fundamental factors like market mechanism, company value, profitability of a company etc., while
the external force is usually constituted by the external shocks from macroeconomic indicators,
policies, global economic conditions, psychological biases etc. These two kinds of forces act upon
the stock market, making the market have slow and fast dynamics respectively. As such, we establish
the identification model (as depicted in the block diagram of Figure 2.2) with an internal model I
and an adaptive filter A to capture these two types of dynamics.
A time series always consists of trend and cycle components. Economic and financial time
series have also been proven to have these two components by the time-frequency analysis. In this
way, the internal model, I, is considered as a trend generator in which the internal force is assumed
to exist, making the estimated price have the same trend as the actual price. It is independent of
the adaptive filter, mainly taking the dynamics of actual prices into consideration. Therefore, it is
rational to assume that the dynamics of the internal model change at a relatively slow pace, so that it
can be approximated by some time-invariant systems. The internal model uses only historical actual
prices to estimate the internal stock price pˆi of the next step. The differences between actual and
internal prices are then estimated and defined as the external force:
ei(n) = p(n)− pˆi(n). (2.1)
In the literature, information outside the stock market always accounts for the external force to the
market. The adaptive filter A is thus introduced to capture the influence of these information. It
generates the estimated external force eˆi of the next step by analyzing major influential factors of
the stock market as well as the historical information of the external force itself. Working as a cycle
generator, this adaptive filter compensates the identification error e by capturing the fast dynamics
of the market. It is also rational to assume that the impact of each influential factor on the stock price
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movement is time-dependent, so that their significances should vary at different stages. As such, it is
natural for us to choose a time-varying adaptive filter linked to the external inputs. The application
of models with time-varying coefficients in the analysis of economic and financial time series can
be frequently found in literature. Young [57] described many approaches to model economic time
series based on the estimation of time-varying parameters. Binder and Merges [58] found that using
time-varying coefficients based on the cluster regression can make a very high proportion of market
volatility explainable. Adding up the outputs of these two parts, we have the estimated stock price
of next step:
pˆ(n+1) = pˆi(n+1)+ eˆi(n+1). (2.2)
Another key element in this framework is the feedback, a ubiquitous factor in both engineered
and nature world. It exists in the stock market both in terms of information and psychology, helping
to select information and adjust trading strategies. That is how feedback works in a system as
an adaptive response to changes. In the identification process, e is fed back to adjust the adaptive
scheme of A. At the same time, feedback also exists inside the internal model to represent the effects
of the historical data.
We should note that Z-transform is frequently used in our modeling process. For a discrete-time
signal x(n), its Z-transform X(z) is defined as





where n is an integral and z is a complex variable.
2.3 Internal Model Design
The internal model is composed of three parts, the block diagram of which is depicted in Figure 2.3.








































Figure 2.3: The internal model
where N is the specified number of days in EMA, p and pema denote the actual and EMA prices
which are respectively the input and output of this EMA part. Through (2.4), the transfer function














Based on the EMA data, an output-error (OE) model of multi-inputs and single-output (MISO) is
employed to model the inherent evolution of stock prices. Its input uoe(n) consists of current and




















The transfer function of this MISO OE model, Hoe(z), is characterized by
Hoe(z) =
[
Hoe,1(z) Hoe,2(z) · · · Hoe,k(z)
]
, (2.7)
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where for j = 1,2, · · ·,k. Hoe, j(z) is the transfer function on the jth channel which is a rational






Φ j(z) = φ j,1 +φ j,2z−1+ · · ·+φ j,nΦ z−nΦ+1, (2.9)
Ψ j(z) = 1+ψ j,1z−1+ · · ·+ψ j,nΨz−nΨ . (2.10)
In this way, considering di(n), the disturbance of the system which is assumed to be white noise, the
output of this part is the estimated EMA price of the next step:
z ˆPema(z) = Hoe(z)Uoe(z)+Di(z), (2.11)
where z ˆPema(z) and Uoe(z) are the Z-transform of pˆema(n+ 1) and uoe(n) respectively. After all the
parameters are identified, the estimated EMA price is transformed back by H−1ema(z), so that we have
the internal price pˆi(n+1) as the output of the entire internal model.
Due to daily data being used, the sampling frequency is 1 day. According to the popular choice
in creating Moving Average Convergence/Divergence (MACD), 12-day EMA is used, i.e., N = 12
in (2.4). The input number k of the OE model is selected as 3, i.e. the EMA prices of today and
previous two days constitute the input. Five-year daily closing prices prior to the starting point of
the testing data are used as the training set to tune the parameters of the OE model. The model
parameters are estimated by the commonly used prediction error method [59].
Let the estimation error of OE model be denoted by eoe(n) = pema(n)− pˆema(n). Through (2.6)






Hoe, j(z)pema(n− j). (2.12)
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Define parameter vector θ as
θ =
[






ψ j,1 ψ j,2 · · · ψ j,nΨ φ j,1 φ j,2 · · · φ j,nΦ
]
, (2.14)
(2.12) can be written as
eoe(n) = pema(n)− f (θ ,uoe(n−1)) , (2.15)
where f (θ ,uoe(n−1)) is the function of θ and uoe(n−1).
Remark. In multiple-input and single-output OE model, f (θ ,uoe(n−1)) can be transformed to
the linear regression form as the single-input and single-output OE model. Let g j(i), i = 1,2, · · ·
be coefficients of Hoe, j(z), we have Hoe, j(z) = g j(1)+ g j(2)z−1 + g j(3)z−2+ · · ·. Approximating
Hoe, j(z) with p parameters, we have Hoe, j(p,z) = g j(1)+ g j(2)z−1+ g j(3)z−2+ · · ·+ g j(p)z−p+1.
If p is sufficiently larger, Hoe, j(p,z) will be close to Hoe, j(z) in any high accuracy [60]. Thus, the







cik+ j := g j(i+1), j = 1,2, · · ·,k; i = 0,1,2, · · ·
xik+ j(n) := uoe, j(n− i−1), j = 1,2, · · ·,k; i = 0,1,2, · · ·
Under previous definitions, the model parameter vector θ is estimated to minimize the cost









[pema(n)− f (θ ,uoe(n−1))]2 , (2.17)
where K is the sample size. Obviously VK(θ) is nonlinear with respect to θ . The solution is to use
Newton-Raphson method to iteratively minimize this cost function VK(θ). The estimation process
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is then given by


















∂θ2 is the Hessian matrix that gives the search direction. The
detailed algorithm of prediction error method please refer to [59].








































Figure 2.4: The adaptive filter
As depicted in Figure 2.4, in order to identify the dynamic influences of exogenous influential
factors on the stock market, a time-varying state space model with instrumental variables is used as
the adaptive filter. We consider the following general time-varying model [61, 62] to represent the











where Y (z) and U(z) denote the output and input respectively, ε(z) denotes noise and
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B j(z,n) = b j,0(n)+b j,1(n)z−1+ · · ·+b j,n j(n)z−n j (2.20)
A(z,n) = 1+a1(n)z−1+ · · ·+ana(n)z−na (2.21)
As we have eˆi(n+ 1) being the output of the adaptive filter, and historical data of ei as well as














a j(n)ε(n− j)+ ε(n) (2.22)
where eˆi(n+ 1) is the output of the adaptive filter denoting the estimated external force in the next
step; r j denotes a selected influential factor with a lag length of δ j; ε is a Gaussian white noise
representing uncertainties; a j, j = 1,2, · · ·,na, bi, j, i= 1,2, · · ·,m, j = 0,1, · · ·,ni, are time-dependent
parameters to be identified. It is fair to assume that all these time-varying parameters are statistically
independent. We note that such a model is an extension of the autoregressive exogenous variable
model by allowing the noise to be colored. The dynamics of such a force generation system are
represented by those time-varying parameters, a j, j = 1,2, · · ·,na, bi, j, i= 1,2, · · ·,m, j = 0,1, · · ·,ni,
which are assumed to evolve according to a random walk. For each of these time-varying parameters,
it is assumed to be characterized by the following general stochastic model:
x(n) = x(n−1)+ηx(n), (2.23)
where x represents a time-varying parameter to be identified, and ηx is a white noise input associated
with x, which is assumed to have a normal distribution N(0,Qx).
By defining these parameters as state variables, we convert the model in (2.22) into a state-space
form, which can be easily identified by some well established approaches, e.g., the Kalman filters.
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Constructing vectors X(n) and H(n) as
X(n) = [ a1(n) a2(n) · · · ana(n) b1,0(n) · · · b1,n1(n) · · · bm,0(n) · · · bm,nm(n) ]T(2.24)
H(n) = [ −ei(n) −ei(n−1) · · · −ei(n−na +1) r1(n−δ1) · · · r1(n−δ1−n1)
· · · rm(n−δm) · · · rm(n−δm−nm) ], (2.25)
we have the state space model:
X(n) = X(n−1)+η(n), η(n)∼ N(0,Q) (2.26)
eˆi(n+1) = H(n)X(n)+µ(n), µ(n)∼ N(0,σ 2) (2.27)




a j(n)ε(n− j)+ ε(n). (2.28)
Obviously, Q is a diagonal matrix with its diagonal elements being the variance of the related input
noise. We aim to estimate X(n), denoted by ˆX(n), such that the resulting system identification error
e(n) is minimized. Since the external force is the differences between actual and internal prices,
e(n) is only coming from the prediction error of the external force, i.e. e(n) = ei(n)− eˆi(n).
Since the regressors include lagged terms of the output of the adaptive filter which may












ˆbm, j(n−1)rm(n−δm − j−1). (2.29)
Such an instrumental variable is highly correlated to the original regressor vector but uncorrelated
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to ε(n). Under this setting, we construct the instrumental vector ˆH(n) as
ˆH(n) = [ −u(n) −u(n−1) · · · −u(n−na +1) r1(n−δ1) · · · r1(n−δ1−n1)
· · · rm(n−δm) · · · rm(n−δm−nm) ], (2.30)
and we have
ˆX(n) = [ aˆ1(n) aˆ2(n) · · · aˆna(n) ˆb1,0(n) · · · ˆb1,n1(n) · · · ˆbm,0(n) · · · ˆbm,nm(n) ]T. (2.31)
From (2.26), it is obvious that the unknown parameters, or hyperparameters, in the covariance
matrix Q determine the variations of the state variables. Therefore, the hyperparameter
optimization is carried out first, and then the Kalman filter is used to perform the recursive
estimation and prediction. We adopt the advanced maximum likelihood (ML) method [61, 63] to
estimate the hyperparameters based on a set of historical data. The major innovation of this method
is introducing the Noise Variance Ratio (NVR) matrix Qr and the ˆP to exclude the disturbance
variance σ 2, which are respectively defined as





where P is the prediction error covariance matrix associated with the estimated state vector ˆX . In
what follows, we adopt the notation (n|n−1) to denote the estimation of a specific variable in step n






E[( ˆX(n)− ˆX(n|n−1))( ˆX(n)− ˆX(n|n−1))T]. (2.33)
Given a set of historical data ei(1),ei(2), · · ·,ei(τ), the Log-likelihood function of ei(τ + 1),ei(τ +
2), · · ·,ei(K) conditional on previous information is calculated via commonly used prediction error




ei(τ +1), · · ·,ei(K)
∣∣∣ei(1), · · ·,ei(τ)) = −(K−τ)2 log2pi− 12 K∑
n=τ+1









where eˆ(n) = ei(n)− ˆH(n− 1) ˆX(n− 1|n− 2) is the one-step-ahead prediction error with the
instrumental variables and var(eˆ(n)) is its variance which is obtained by
var(eˆ(n)) = σ 2
[
1+ ˆH(n) ˆP(n|n−1) ˆHT(n)] . (2.35)
The Log-likelihood function needed to be maximized is


















1+ ˆH(n) ˆP(n|n−1) ˆHT(n) . (2.36)
Partially differentiating (2.36) with respect to σ 2, conditional on given information, we have the








1+ ˆH(n) ˆP(n|n−1) ˆHT(n) . (2.37)
Substituting (2.37) into (2.36) and removing the constant term as well as the negative sign, it is

















Hence, hyperparameters are estimated by minimizing (2.38). The optimization algorithm we used
is the Nelder-Mead simplex direct search method [64]. With the estimated hyperparameters, the
Kalman filter provides recursive prediction and updating processes, in which the identification error
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e(n) is fed back to tune the states. The algorithm is stated as follow:
1) Prediction:
ˆX(n|n−1) = ˆX(n−1|n−1) (2.39)
ˆP(n|n−1) = ˆP(n−1|n−1)+Qr (2.40)
2) Updating:
ˆX(n|n) = ˆX(n|n−1)+ ˆP(n|n−1) ˆHT(n)[1+ ˆH(n) ˆP(n|n−1) ˆHT(n)]−1 e(n) (2.41)
ˆP(n|n) = ˆP(n|n−1)− ˆP(n|n−1) ˆHT(n)[1+ ˆH(n) ˆP(n|n−1) ˆHT(n)]−1 ˆH(n) ˆP(n|n−1) (2.42)
2.5 Case Study: Dow Jones Industrial Average
2.5.1 Data Description
In order to illustrate the working scheme of our framework, the Dow Jones Industrial Average (DJIA)
is taken as an example from Chapter 2 to 4 due to its importance as the snapshot of the health of the
U.S. market. Data of the stock market especially shortly before, during and after the 2007 U.S. sub-
prime financial crisis provide a valuable sample for both investors and researchers. Investigations of
the market behavior in this period can help us gaining better understanding of the major influential
factors of the market, the interaction of the market with these factors, and most importantly, the
market behavior if it is confronted with similar situations in the future. We use daily closing prices
of the DJIA from January 2008 to November 2011, the period from the beginning of the 2007
U.S. sub-prime financial crisis to very recent time. All the stock market data are obtained from the
database of Yahoo Finance.
Since the major factors that affect the stock market vary at different stages, and to highlight
the period of the 2007 financial crisis, four subperiods are defined: Subperiod 1, from September
to December 2008; Subperiod 2, from January 2009 to April 2010; Subperiod 3, from May to
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Figure 2.5: Daily closing prices of the DJIA from January 2008 to November 2011
December 2010; Subperiod 4, from January to November 2011. Prices of the DJIA are depicted
in Figure 2.5 where the shaded areas denote Subperiod 1 and Subperiod 3. The variance of the
external force is another element considered in the partition of subperiods. Subperiod 1 starts from
September 2008, the month when the financial crisis hit its most critical stage. In this subperiod,
the variance of the external force is the largest. After becoming relatively small in Subperiod 2,
the variance increases again in May 2010 which is the beginning of Subperiod 3. It becomes much
larger during the Subperiod 4 which corresponds to the downturn in 2011.
2.5.2 Internal Model Estimation
As Chen [29, 30] found the evidence of persistent chaotic cycles in the U.S. stock market which
were around three to five years, five-year data should be sufficient for estimating the internal model.
Thus, five-year daily closing prices prior to the starting point of the testing data are used as the
training set to tune the parameters of the OE model, i.e., the DJIA daily closing prices from January
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Figure 2.6: External force of the DJIA from January 2008 to November 2011
2003 to December 2007 in this case. The estimation process starts with zero initial states and stops
when the improvement is less than 10−4. Hence, we have the OE model for the DJIA during the












The related external force is then obtained. Figure 2.6 shows this external force where the shaded
areas denote Subperiod 1 and Subperiod 3.
As depicted in the first shaded area, the variance of the external force from September 2008 to
the end of 2008 is extremely large. That also accounts for the partition of the investigation
subperiods. Particularly, this is a general rule we adopt for estimating the OE model in our
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framework. It is also used in identifying market turning periods which is presented in Chapter 6.
Before using the framework to predict stock prices, preliminary works need to be carried out
to select influential factors. Corresponding to the fast dynamics of the market, influential factors
outside the stock market behave as the source of the external force. The adaptive filter is designed
to capture this kind of external force; thus it can also be used to identify possible influential factors.
In the next chapter, we will propose a double selection method to identify market influential factors.
2.6 Conclusion
In this chapter, we propose a system adaptation framework to model the behavior of financial
markets, or more specifically, the stock market from a dynamic system point of view. The proposed
framework consists of an internal model and an adaptive filter, aiming to respectively capture the
slow and fast dynamics of the market. Treating the stock market as a highly complex system,
feedback and force are two essential elements in this framework. The output-error model is
adopted as the internal model whereas the adaptive filter is a time-varying state space model with
instrumental variables. The input-output behavior, and internal as well as external forces are then
identified.
From this chapter to Chapter 4, the index of Dow Jones Industrial Average (DJIA) is used as
the example to illustrate the working scheme and the advantage of our framework. The 2007 U.S.
sub-prime financial crisis provides a valuable example of learning the market dynamics so that the
data of DJIA after 2008 are studied in this work. After estimating its OE model, the external force




It is worth noticing that market force is a fundamental and key factor in the system adaptation
framework, representing the dynamic characteristics of the system. In the financial system, it is
common to have a mixture of information, some quantitative and some qualitative. Especially, the
immeasurable influential factors are much more than those that can be easily quantified.
Additionally, since the market follows the law of demand and supply, market fluctuations are
affected by the collective behavior of the investors. In such system, the feedback effect may be
more complicated than or even completely different from normal systems. All these properties
determine the complexity of inputs to a financial market. Hence, identifying the external
information that affects the market is essential to the modeling, as it represents the interaction of
the whole system with its environment.
The input part is an essential block in our system adaptation framework. It may become even
more important than the models themselves in some situations. The fast changing external force
is generated by the information outside the stock market such as the economic, fundamental and
various other influential factors. These influential factors work as the input to our framework to
regulate stock prices through the adaptive filter. As their effect over the stock market changes over
34
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time, identifying the most influential factors in the given period of time is critical to get a good
predicting performance. As mentioned, the information contained in the historical stock prices form
the internal force. It is reflected in the internal model, representing the slow dynamics of the price
series. The external force is more complicated than the internal force, requiring the adaptive filter to
be capable of capturing its fast dynamics.
In this chapter, we propose a double selection method to identify major influential factors in any
particular stock market. An empirical selection is the first phase of this selection process, followed
by some statistical tests. Based on the results in the previous chapter, the U.S. stock market which
is represented by the DJIA is taken as an example to demonstrate the practicality of this selection
process. In Chapter 5, we also investigate the stock markets from China, Hong Kong and Singapore
using the same method. This input selection procedure completes our system adaptation framework.
3.2 Influential Factor Selection
Many results can be found in the literatures concerning the influential factors of the stock market,
most of which come from economic and sentiment aspects. Economic indicators are usually used
to judge the well-being of the economy and predict its future performance. They fundamentally
determine the movement of stock prices as the stock market has become an increasingly important
component of the economy. Interest rate, inflation rate, money supply and commodity price are all
widely accepted as economic indicators. A famous and one of the earliest studies of this topic is from
Chen et al. [3], the results of which indicated that a set of economic variables including industrial
production, interest rate, inflation and oil price are important in explaining expected stock returns.
Bodurtha et al. [65], Campbell and Ammer [66], Binder and Merges [58], Kim [67] and Rapach
et al. [68] have done similar studies. They investigated the predictive power of future dividends,
discount rates, price-level uncertainty, and ratio of expected profits to expected revenues.
Beside economic indicators, investor sentiment becomes a crucial factor in recent studies.
Sentiment indicators act as a measurement of the situation of demand and supply, representing the
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general opinion of investors towards the market. Their contributions to short-term variations are
especially significant. Baker and Wurgler [69, 70] provided a general method to measure investor
sentiment, by this approach they have demonstrated how sentiment affects the stock market as a
whole. In addition, the reactions of the stock market to noise trader risk [71], aggregate earning
news [72], aviation disasters [73] and even terrorism activities [74] have also been investigated.
Their works are all based on different sentiment indicators, among which the Chicago Board
Options Exchange Volatility Index (VIX) is a common one for measuring the fear of investors. In
the procedure of constructing indicators, we try to include more market data as it embeds the
expectations of investors on the market. Our results show that these indicators are
market-dependent and frequency-dependent.
Since these influential factors work as the input of our system adaptation framework, we propose
a double selection method to evaluate the effect of every selected factor on the stock market. Several
influential factors from both economic and sentiment aspects are first selected according to some
empirical research. After that, some statistical tests are applied to them including linear time-varying
and nonlinear causality tests as well as multicollinearity tests. These tests are based on the predictive
power of the adaptive filter. In detail, a time-varying causality test is used to detect the linear causal
relationship at each time point. It is applied to each input-output pair of the adaptive filter, i.e.
every candidate influential factor and the external force of this market. Following Hiemstra and
Jones method [87], a nonlinear causality test is then carried out only for those periods when there
is no show of linear causality. A multicollinearity test is then adopted to remove redundant ones
among those factors which significantly Granger cause the external force (detail introduction in later
section). With the support of these statistical results, influential factors would be finally determined
and used as the input in our framework.
3.2.1 Causality Test
Various kinds of causality tests are designed to identify the causal relationship between the stock
price and its possible influential factors. The original and also best-established approach is the
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Granger causality test [75]. Generally, it is in the linear regression context and provides useful
information on whether past knowledge of these influential factors improves the short-term
prediction of stock prices, and vice versa. The standard F-test is the basic method involved in the
original version of causality test for two stationary series. It was improved and popularized by the
study of Sims [76]. In his study, Sims proposed an ad hoc prefilter to stationarize the series in
analysis, and then the causal relationship between money and income in the U.S. market was
examined. This basic test has been widely applied in various areas especially in empirical
macroeconomics and empirical finance.
However, it is rational that causality patterns may change over time due to various reasons such
as the fast changing dynamic in the economic environment. In this way, testing causality linkage
in the sense of Granger has been readily extended for those dynamic models with time-varying
parameters. Geweke [77, 78] quantified the causality in the form of linear dependence between
signals based on VAR models. His definition is easy to be extended to test dynamic models. For
example, Thoma [79] used rolling windows Granger causality tests to document instabilities in the
causal relationship between monetary policy indicators and future output. An alternative method
in testing time-varying causality is to make use of Markov regime-switching models. By using an
unobservable finite Markov chain to allow for changes in causal links over the sampling period,
Psaradakis et al. [80] investigated the U.S. money-output relationship based on a VAR model with
time-varying parameters. Lo and Piger [81] used a similar method to detect the changing causality
linkage in the response of U.S. output to a monetary policy action. The time-varying causality
test has also been frequently reported in the literature of neuroscience. Ding et al. [82] used a
short-window spectral analysis to construct a time-variant Granger causality test, but it requires the
stationarity of signal within the short-time window. Hesse et al. [83] loosened this requirement by
recursively fitting a VAR model with time-dependent parameters, and then the time-variant Granger
causality strength was calculated. Similar work could be found in Roebroeck et al. [84] as well
as Bressler and Seth [85]. In our input selection process, we adopt this idea in the time-varying
causality test.
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Traditional Granger causality test only considers linear relationships which are nearly incapable
of digging out the nonlinear dynamics in those time series. As noted by Granger [86], Hsieh [26]
and many others, the nonlinearity is an intrinsic and fundamental feature in financial time series.
Baek and Brock [93] proposed a non-parametric statistical method to identify the nonlinear Granger
causality. This Baek and Brock test is considered as the basis in this issue. By allowing the series in
testing to display short-term temporal dependence, Hiemstra and Jones [87] modified the Baek and
Brock test to uncover the significant bidirectional nonlinear causality between the daily returns of
DJIA and the percentage changes in New York Stock Exchange trading volume which linear Granger
causality test failed to find. Their article popularized the research in testing nonlinear Granger
causality and the modified Baek and Brock test has become a mostly used method in economics and
finance. Examples include causal relationships between international stock markets [88, 89], stock
price and volume [90], stock price dividend relationships [91], futures and cash markets [92] etc.
We adopt this modified Baek and Brock test in our input selection process.
Time-varying Causality Test
Hesse et al. [83] suggests a time-varying causality test which calculates the causality strength at each
time point and then compare them with related threshold values. Considering the input and output























α3,i(n)r(n− i)+υ2(n), Σ22(n) = var(υ2(n)). (3.4)
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If Fr→ei(n)>Fei→r(n), we can say that r Granger causes ei in the time n, and vice versa. However, in
order to decide whether the causal effect is significant, threshold values of this time-varying causality
are calculated. In this step, we only consider the direction of higher causality strength. For example,
the influential factor r1 Granger causes ei in some specific periods. We randomize the order of ei so
that the causality between r1 and ei is annihilated while the distribution of ei is still unchanged. This
is the surrogate data approach. This shuffling procedure will be repeated Ns times. After that, the κ%
quantile is calculated for each time point, representing the level of Granger causality. Values above
this level had less than a (1− κ)% probability of occurring by chance. In this way, a significant
Granger causality relationship is considered to exist only when the causality strength surpasses its
threshold. κ% is usually set to be 5% in the literature.
Nonlinear Causality Test
With respect to the above defined series, let the m-length lead vector ei be denoted emi (n), and
the Lr-length and Le-length lag vectors of r and ei be designated by rLr(n− Lr) and eLei (n− Le)
respectively.
Remark.
emi (n) = [ei(n),ei(n+1), · · ·,ei(n+m−1)] n = 1,2, ...,
rLr(n−Lr) = [r(n−Lr),r(n−Lr+1), · · · ,r(n−1)] n = Lr+1,Lr+2, ...,
eLei (n−Le) = [ei(n−Le),ei(n−Le+1), · · · ,ei(n−1)] n = Le+1,Le+2, ...
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The nonlinear Granger noncausality is defined in the context of conditional probability [93].
Given values of m, Le, and Lr ≥ 1 and for ρ > 0, r is said not to strictly Granger cause ei if
P ( ‖ emi (n)−emi (s) ‖< ρ | ‖ eLei (n−Le)−eLei (s−Le) ‖< ρ ,‖ rLr(n−Lr)− rLr(s−Lr) ‖< ρ)
= P(‖ emi (n)−emi (s) ‖< ρ | ‖ eLei (n−Le)−eLei (s−Le) ‖< ρ) (3.7)
where P(.) and ‖ denote probability and maximum norm respectively. The probability on the left-
hand side is the conditional probability that two arbitrary m-length lead vectors of ei are within a
distance ρ of each other, given that the corresponding Le-length lag vectors of ei and Lr-length lag
vectors of r are within the same distance ρ of each other. The right-hand side can be interpreted in
the same way as the left-hand side with the only difference that the condition on r is ignored.
Hiemstra and Jones [87] proposed an implementation of the above nonlinear Granger
noncausality test by expressing the conditional probabilities in terms of the corresponding ratios of







where C1, C2, C3 and C4 are the correlation-integral estimators of the joint probabilities, which are
defined as
C1(m+Le,Lr,ρ) ≡ P(‖ em+Lei (n−Le)−em+Lei (s−Le) ‖< ρ ,‖ rLr(n−Lr)− rLr(s−Lr) ‖< ρ),
C2(Le,Lr,ρ) ≡ P(‖ eLei (n−Le)−eLei (s−Le) ‖< ρ ,‖ rLr(n−Lr)− rLr(s−Lr) ‖< ρ),
C3(m+Le,ρ) ≡ P(‖ em+Lei (n−Le)−em+Lei (s−Le) ‖< ρ),
C4(Le,ρ) ≡ P(‖ eLei (n−Le)−eLei (s−Le) ‖< ρ). (3.9)
For ei and r series with sampling size of N, the values of C1, C2, C3 and C4 can be easily estimated
by the following numerical method:





‖ eL1i (n−Le)−eL1i (s−Le) ‖< ρ
)





‖ eL1i (n−Le)−eL1i (s−Le) ‖< ρ
)
, (3.10)
where l1 = 1,2; l2 = 3,4; L1 and L2 represent their first two parameters (the lead and lag lengths);
n,s = max(Le,Lr)+ 1, · · ·,N−m+ 1; and nc = N + 1−m−max(Le,Lr); I(·) equals 1 when the
condition inside (·) is fulfilled and 0 otherwise.
Given values of m, Le and Lr ≥ 1 and for ρ > 0, the criterion of noncausality is that if r does








→ N(0,σ 2(m,Le,Lr,ρ)) (3.11)
The estimation of σ 2(m,Le,Lr,ρ) are given in [87].
In our framework, this nonlinear causality test is applied to series Σ12(n) and Σ22(n) in (3.3) and
(3.4), which are similar to the VAR residuals in [87]. The differences between the two conditional
probabilities in equation (3.8) and the standardized test statistic in equation (3.11) are denoted as
CS and TVAL respectively. In terms of selecting optimal values for lag lengths, Le and Lr, and the
scale parameter, ρ , there is no appropriate way reported in the literature. Following the Monte Carlo
results in [94], all series are standardized before conducting causality tests and set ρ = 1.5σ where
σ = 1 denotes the standard deviation of the standardized time series. We also set the lead length to
be 1, i.e. m = 1, and set lag lengths Le = Lr, using common lag lengths from 1 to 10.
3.2.2 Redundant Variable Test
Before combining some of these influential factors as the input to the system, we additionally need to
eliminate the possible multicollinearity among them. A high degree of multicollinearity may affect
CHAPTER 3. MARKET INPUT ANALYSIS 42
calculations regarding to individual predictors and thus may not give valid results on the redundancy
of a predictor with respect to others. Our adaptive filter is a time-varying linear model, thus the
existence of multicollinearity may cause the time-varying parameters to be unstable which may
beyond expectation. To avoid this problem, the tolerance is calculated for each influential factor.
Specifically, each influential factor is regressed on the others, and then its tolerance is calculated as
1−R2 where R2 is the coefficient of determination. The definition of R2 is
R2 = 1− ∑(y−yh)
2
∑(y− y¯)2 (3.12)
where y is the actual output, yh is the predicted output, and y¯ is the mean of y. A tolerance close to
1 means there is little multicollinearity, whereas a small value of tolerance suggests that
multicollinearity should be noted.
3.3 Influential factors of Dow Jones Industrial Average
3.3.1 Empirical Selection
The U.S. stock market is a typical developed market where numerous related research results in the
literature can be used as reference. Benefiting from its maturity, various derivatives are available
providing a valuable source of sentiment indicator. Sun [95] provided an empirical analysis on a
wide range of indicators, based on which five leading indicators are selected within the scope of
economic and sentiment aspects to investigate their contributions in generating the external market
force. They are three economic indicators: interest rate indicator (IRI), oil price (OP) and Baltic dry
index (BDI); and two sentiment indicators: Chicago Board Options Exchange DJIA volatility index
(VXD) and exchange rate of the Euro against the Japanese Yen (EUR/JPY). Especially, we consider
the psychological effects of investors in the construction of the interest rate indicator besides those
two sentiment indicators.
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1. Interest Rate Indicator (IRI)
In economic indicators, the interest rate is one of the well-known factors that have a direct
impact on the general trend of the stock market. The size of federal funds rate target (FFRT)
changes is often applied to investigate the role that the interest rate plays in the U.S. stock
market [96, 97]. Since the federal funds future rate (FFFR) embodies people’s expectation on
the monthly average of the daily effective funds rate, it is frequently used in measuring market
reactions to interest rate changes [98, 99]. We construct a similar indicator that takes people’s
expectation on a daily basis into consideration. Since the daily effective federal funds rate
(DEFFR)1 is a volume-weighted average of rates on trades arranged by a group of federal
funds brokers who report to the Federal Reserve Bank of New York each day, we use the
differences between DEFFR and FFRT, which is defined as the interest rate indicator (IRI), as
a gauge of the influence of interest rates on the U.S. stock market:
IRI = DEFFR−FFRT. (3.13)
2. Oil Price (OP)
From the commodity area, we select changes in the oil price (OP) as another key economic
indicator. The oil price is using the Cushing West Texas Intermediate (WTI) spot price,
obtained from Energy Information Administration. Its change c(n) is calculated by
c(n) = 100× o(n)−o(n−1)
o(n−1) , (3.14)
where o is the value of oil price.
3. Baltic Dry Index (BDI)
The third economic indicator is the Baltic Dry Index (BDI), a daily average of global
shipping prices for dry bulk cargoes. Functioning as an assessment of global trade and free
of manipulation and speculation, it acts as an excellent leading indicator of economic
1The definition is from the Federal Reserve Bank of New York.
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activities. We also use its changes calculated in the same way as (3.14) to measure its
influence on the stock market.
4. Chicago Board Options Exchange DJIA Volatility Index (VXD)
Two sentiment indicators we choose are the VXD and the EUR/JPY currency pair. The VXD
is a futures contract based on the prices of options on the DJIA traded at the Chicago Board
Options Exchange (CBOE). It is a kind of stock fear index, reflecting the market’s expectation
of the DJIA volatility over the next 30 days. The changes of these two variables are calculated
in a similar way as in (3.14).
5. Exchange rate of the Euro against the Japanese Yen (EUR/JPY)
Financial crisis would inevitably disseminate fear, resulting in investors being risk-aversed.
The currency pair EUR/JPY is a good choice for such an indicator. In Sun’s work, the
empirical comparison of the DJIA and the EUR/JPY suggested that they nourish each other
through interactions [95]. Due to this reason, we choose a currency pair that does not include
U.S. dollar.
Before testing, we will adjust the indicators according to the stock prices to ensure stock prices
and indicators both have data on the same day. Specifically, if the stock price is available on a day
but some indicators do not, we will fill these indicator information using the values from previous
day; if the stock price is not available on a particular day while some indicators do, we will remove






where v(n) denotes the original series, v˜(n) denotes the data after normalization, v¯ is the mean of
series v in a specific period and sv is the standard deviation of v in the same period. Figure 3.1 shows
these selected input indicators.
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Figure 3.1: Selected input indicators for the U.S. stock market
3.3.2 Time-varying Causality Test Results
When the lag length of the external force of the DJIA reaches 4, the Durbin-Watson statistic is 1.98
and the p value of Breusch-Godfrey test is 0.43, both showing no autocorrelation in the residuals.
Thus, we set the lag length of the series of ei to 4. To evaluate the effect of indicators within half
month over the external force, the lag lengths of all input indicators are set to 10. Figure 3.2 presents
the time-varying causal relationships between these five indicators and the external force of the
DJIA. For each of them, the causality strength from indicator to external force is higher than it in
the opposite direction. Threshold values for the direction of higher causality strength are calculated
by the surrogate data approach. We shuffle the series of ei for 200 times (Ns=200) and set the
quantile κ% as 5% in calculating the threshold of causality strength. This setting is widely used
in the literature. As shown in our testing results, four indicators except for some periods of BDI
all significantly Granger cause the external force since their causality strength in the direction from
indicator to external force exceeds the corresponding thresholds over the whole sampling period.
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(a) Time-varying causality between the external force of the DJIA and the IRI

















(b) Time-varying causality between the external force of the DJIA and the OP
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(c) Time-varying causality between the external force of the DJIA and the BDI






















(d) Time-varying causality between the external force of the DJIA and the VXD
CHAPTER 3. MARKET INPUT ANALYSIS 50
























(e) Time-varying causality between the external force of the DJIA and the EUR/JPY
Figure 3.2: Time-varying causality test results for the input selection in the U.S. stock market
3.3.3 Nonlinear Causality Test Results
The BDI only presents significant linear causal effect over the external force of the DJIA from 29
September 2008 to 21 July 2010; therefore, considering the whole period as a whole, the nonlinear
Granger causality test is conducted for the whole period. Table 3.1 reports the results of nonlinear
Granger causality test applied to BDI-related series Σ12(n) and Σ22(n) with the same lag lengths.
The p value is calculated for a one-sided test.
The null hypothesis is that the BDI does not nonlinearly cause the external force of the DJIA.
As shown in Table 3.1, this null hypothesis is rejected at the 5% significance level when the lag
length is larger than two. This is a strong evidence of nonlinear Granger causality from the BDI to
the external force of DJIA especially when the lag length is long. Hence, we conclude from previous
causality tests that these five indicators all Granger cause the external force of the DJIA, statistically
supporting the rationality of this input selection.
CHAPTER 3. MARKET INPUT ANALYSIS 51
Table 3.1: Nonlinear Granger causality test results in the U.S. stock market
BDI does not cause the external force of the DJIA
Le = Lr CS TVAL p value
1 9.1884×10−5 0.0435 0.4826
2 0.0040 1.0691 0.1425
3 0.0116 1.7759 0.0379**
4 0.0200 2.0952 0.0181**
5 0.0300 2.3977 0.0082**
6 0.0467 2.9158 0.0018**
7 0.0625 3.0650 0.0011**
8 0.0690 2.8864 0.0019**
9 0.0731 2.7644 0.0029**
10 0.0790 2.4545 0.0071**
∗∗ Significance at 5% level for a one-sided test.
3.3.4 Redundant Variable Test Results
The multicollinearity is tested among the indicators which have passed the above causality tests. The
EUR/JPY gives a relatively small tolerance in Table 3.2. It could be removed from the candidate
influential factors according to this result. In order to further investigate how the EUR/JPY related
to other indicators, we then calculate its Spearman rho correlation coefficients with respect to other
indicators. Results are given in Table 3.3 where the p values show that the EUR/JPY is significantly
correlated with OP, one of economic indicators, and the VXD, one of sentiment indicators at 1%
level. Thus, the EUR/JPY is excluded while the IRI, OP, BDI, and VXD are finally used as the input
to the framework to forecast the DJIA.
Table 3.2: Multicollinearity test results in the U.S. stock market
IRI OP BDI VXD EUR/JPY
Tolerance 0.971 0.820 0.992 0.785 0.626
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Table 3.3: Spearman rho correlation coefficients of the selected input indicators
IRI OP BDI VXD EUR/JPY
EUR/JPY Correlation 0.014 0.418∗ 0.000 −0.398∗ 1.0000
Sig. (2-tailed) 0.710 0.000 0.993 0.000 —
∗Correlation is significant at the 1% level (2-tailed).
3.4 Conclusion
This chapter focus on the input part of the proposed system adaptation framework, that is the
identification of market influential factors. A double selection method is proposed in this thesis
including an empirical selection and some statistical tests. According to the literature, we first
empirically select some potential influential factors from economic and sentiment aspects. The
causal and multicollinear relationships between each of them and the external force of the market
are then tested. As the causal relationship plays an essential role in our selection method, both
linear time-varying and nonlinear causality tests are employed based on the predictive ability of the
adaptive filter. The following multicollinearity test is utilized to exclude the redundant influential
factors. Supported by this double selection method, five influential factors from economic and
sentiment aspects are found to have significant influences on the DJIA, four of which are finally
determined as the input to the framework. With those selected influential factors, we present the
prediction measurements, results and related analysis in the next chapter.
Chapter 4
Analysis of Dow Jones Industrial
Average
4.1 Introduction
With selected influential factors as input, we now present the prediction capability of the proposed
system adaptation framework in this chapter. To be more specific, we use the DJIA as the example to
estimate all necessary model parameters and utilize the obtained models to predict its one-day-ahead
closing prices.
The U.S. stock market is remarkably important not only because its national economy is the
largest in the world, but also because that it has great influence on the worldwide markets. Generally,
global stock markets respond quickly and follow closely to the drastic changes of the U.S. stock
market. Most economic theories and assumptions are proposed based on the research of developed
markets which have larger and more liquid stock markets, more mature economies and effective
financial regulatory systems. As a typical representative of the developed markets, the U.S. market is
also the most favorable object used to prove the empirical or theoretical propositions in the academic
research. The U.S. stock market and other capital markets work together in a highly efficient way
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which composes an essential part of the U.S. financial system. Its movements are thus primarily
determined by the overall economic situation according to its well developed market mechanism.
Consequently, the U.S. stock market is closest to the theoretical assumptions made in the related
research. Additionally, the U.S. has a well established statistical system as well as one of the best
financial regulatory systems. Its available financial data are complete, accurate and reliable, which
prevent the research from avoidable noises. All these characteristics of the U.S. market facilitate the
economic and financial research.
The Dow Jones Industrial Average (DJIA), the Standard & Poor’s 500 Index (S&P 500) and
the Nasdaq Composite Index (NASDAQ) are three major U.S. stock indices. The DJIA is the most
renowned index for U.S. stocks. As we have mentioned in Chapter 2, the DJIA indicates the health of
American economy. In the global market, the importance of DJIA is further acknowledged beyond
its domestic roles as it is one of the most important economic indices in the world. The thirty
companies listed in the components of the DJIA are all widely held and well known around the
world. They cover a variety of big industries, and their performances are in the wake of the global
economy. The S&P 500 includes 500 companies on the large-cap sector of the market. It provides
broader market coverage and is weighted by the company’s market capitalization instead of its stock
price which is used in the DJIA. Currently it is the most commonly used benchmark of the U.S. stock
market other than the DJIA. We thus use the DJIA as the representative of the U.S. stock market to
analyze its performance in the system adaptation framework, and adopt the S&P 500 to represent
the influence of the U.S. stock market on other stock markets in the next chapter. Although the
NASDAQ is highly followed by investors who are interested in technology stocks, it is more volatile
than the other two indices since it includes many small but high-growth stocks. Therefore, it is not
used in this study.
In this chapter, we first introduce the variables to measure the predicting performances. After
that, the parameter selection and the whole one-step-ahead prediction process are explained in detail.
We present a preliminary analysis to access the influence of each influential factor in the prediction
as well as the analysis related to the overall results in this study.
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4.2 Measurement of Predicting Performances
As the measurement of predicting performances, the adjusted R2, mean absolute error (MAE) and
root mean squared error (RMSE) are reported. The R2 is the coefficient of determination1. The
adjusted R2, i.e., ¯R2, is a slight modification of R2 by adjusting for the sample size and degree of
freedom, which is defined as
¯R2 = 1− K−1
K−w−1
∑(y−yh)2
∑(y− y¯)2 , (4.1)
where K is the sample size, w is the total number of regressors in the model, y is the actual output, yh
is the predicted output, and y¯ is the mean of y. This statistic increases only if the new term improves
the model more than would be expected by chance; therefore, we use it to measure the contribution



















where K is the number of samples interested.
4.3 Market Predicting Performance and Analysis
The autoregressive (AR) model is used to determine the lag length of ei(n) in model (2.22). For the
data of the external force, when the lag length reaches 4, the Durbin-Watson statistic is 1.98 and the
p value of Breusch-Godfrey test is 0.43, both showing no autocorrelation in the residuals. Thus, we
set na to be 4. To evaluate the effect of indicators within half month over the external force, the lag
lengths of all the input indicators are set to be 10. An interesting result is that when the time delay
of IRI starts from third order, the model yields the best results. More specifically, the lag length
1The coefficient of determination of each step, R2, is to provide the proportion of variability in a data set that is
accounted for by a statistical model [100].
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of the IRI in our test is from 3 to 12. When performing the hyperparameter optimization, to be
practical, only the data from January to August 2008 are used. We firstly investigate the influence of
each indicator by using itself with its AR components alone to predict the external force, and then
combine them together as the input to test the predictive ability of the whole framework.
4.3.1 Preliminary Analysis
In testing the influence of each indicator, the hyperparameters of the AR part are fixed. Initial
hyperparameters are all set as 0.002, and the initial covariance matrix ˆP is set as a diagonal matrix
with all its diagonal entries equal to 105. Same initial values will be adopted when combining them
together as the input for the prediction in the next section. In this part, we have 14 state variables and
the same number of hyperparameters in the Qr matrix. With the estimated hyperparameters, one-
step-ahead prediction results are obtained. Table 4.1 summarizes the associated adjusted R2 ( ¯R2).
Table 4.1: Prediction results ( ¯R2) for the U.S. stock market
Subperiod 1 Subperiod 2 Subperiod 3 Subperiod 4
AR 21.48% 16.05% 20.09% 22.08%
AR and IRI 72.86% 18.95% 18.15% 34.92%
AR and OP 45.96% 44.88% 44.85% 44.61%
AR and BDI 21.83% 27.75% 20.55% 23.83%
AR and VXD 53.07% 48.43% 49.08% 64.64%
Generally, the force variance is also considered as the market variance. In the U.S. stock
market, the market variance in Subperiod 1 is better explained than it is in Subperiod 2. Among
these indicators, the IRI is the most dominant factor in Subperiod 1 but contributes much less to the
external force after that. The VXD is another significant indicator in all subperiods. The
contributions it can make to explain the external force are the second most. The OP also shows its
importance as its ¯R2 are close to the VXD. This situation is consistent with our assumption that the
determinant factors of the stock market change over time. Our results also show that investors’
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sentiment plays an important role. The VXD is the widely used sentiment indicator. Although we
categorize the IRI as the economic indicator, it contains sentiment elements by including the
DEFFR, a market data reflecting the public expectations.
From the beginning of Subperiod 1, the U.S. financial crisis is in a dangerous phase. It is
characterized by a series of collapses of financial institutions, such as the takeover of both Fannie
Mae and Freddie Mac, the bankruptcy of Lehman Brothers and the merge of Bank of America and
Merrill Lynch. The devastating effects they triggered began to spread to all other economic sectors
from then on, undermining the confidence of investors. An unprecedented $700 billion rescue plan
was enacted by the U.S. government in October 2008. However, the original plan was rejected
by the House of Representatives on 29 September 2008. All these events resulted in an drastic
instability in the U.S. stock market, which is shown in the market external force from September
to December 2008 (Figure 2.6). It is also reflected in the expectations of investors on the market
which we quantified by the IRI. Since the Federal Reserve decided to keep the FFRT at 2% on 16
September 2008, it deviated from the major expectation on the open market. As highlighted by the
first shaded area in Figure 3.1 (a), although the FFRT was consecutively cut for two times in October
2008, the IRI still underwent a drastic fluctuation. However, the IRI is less important in Subperiod 2.
A possible explanation lie in the fact that Federal Reserve slashed the FFRT to 0.25% in December
2008 and kept this record low till today. That makes the IRI stay in a rational range since it matches
people’s expectations.
In Subperiod 2, the OP seriously affects the U.S. stock market, accounting for near 50% of
the market variance. Unlike the interest rate, the relationship between the OP and the stock market
is complicated and in debate in the academic and investment areas. As supported by our testing
results, the OP leads the stock market and its influence exceeds much more than that of the IRI after
2009. From the beginning of 2009, the OP began to rebound but was still rational. The DJIA moved
in the same directions with it as a follower. The strengthening of oil demand can be considered
as a symptom of the consolidation of economic recovery in the U.S. With more money and credit
flowed through the economy, consumer spending increased, and then the stock market reacted to
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these information and rallied. It is not surprising that McKay [101] made the headline of the Wall
Street Journal “Oil Lifts Dow to 10062.94 In Late Rally” on 16 October 2009 on the analysis of this
situation.
4.3.2 One-step-ahead Predicting Performances
Given the performances of those four selected influential factors, when combining them together,
the hyperparameters are estimated again with the complete input and output data from January to
August 2008.The initial hyperparameters and covariances are 0.002 and 105 respectively which are
the same as they are used in investigating the ¯R2. We obtain the estimation of the hyperparameters
of the adaptive filter with a diagonal Qr, whose main diagonal entries are respectively given as
0.0025, 0.0032, 1.1226×10−4, 2.3812×10−4, (4.4)
which are corresponding to the estimation of aˆ1, aˆ2, aˆ3, aˆ4;
0.0100, 0.0211, 0.0079, 0.0075, 0.0380, (4.5)
0.7546, 6.7498×10−4, 0.3482, 0.1456, 0.1433, (4.6)
which are corresponding to the estimation of ˆb1,1, ˆb1,2, · · · , ˆb1,10, the coefficients associated with the
Interest Rate Indicator (IRI) input;
1.7388×10−4, 2.6124×10−4, 0.0056, 0.0656, 3.0712×10−4, (4.7)
1.9431×10−4, 0.0011, 7.1140×10−4, 0.0584, 0.0141, (4.8)
which are corresponding to the estimation of ˆb2,1, ˆb2,2, · · · , ˆb2,10, the coefficients associated with the
Oil Price (OP) input;
1.7249×10−4, 0.0153, 0.0015, 0.2589, 0.0023 (4.9)
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5.3271×10−4, 7.9624×10−4, 2.9077×10−4, 4.3319×10−4, 0.0267, (4.10)
which are corresponding to the estimation of ˆb3,1, ˆb3,2, · · · , ˆb3,10, the coefficients associated with the
Baltic Dry Index (BDI) input; and finally
1.9714×10−4, 5.9100×10−4, 7.3694×10−4, 3.5652×10−4, 1.9268×10−4, (4.11)
0.0012, 2.5038×10−8, 5.3246×10−4, 3.8426×10−4, 1.1683×10−4, (4.12)
which are corresponding to the estimation of ˆb4,1, ˆb4,2, · · · , ˆb4,10, the coefficients associated with the
Chicago Board Options Exchange DJIA Volatility Index (VXD) input.
With the above given Qr and initial conditions: ˆX(0) = 0, ˆP(0) being a diagonal matrix with all
its diagonal entries equal to 105, and ˆH(0) being set to its corresponding input data, the one-day-
ahead prediction results can be obtained through the iterative process as given in (2.39) to (2.42).
We compare the predictive ability of this framework with the traditional ARMAX model. The
lag lengths for ARMAX model are set similarly as used in our framework, 4 for AR and MA (moving
average) terms and 10 for all the exogenous inputs. Summarized in Table 4.2 is the prediction
error results of our proposed framework and the traditional ARMAX method. It is obvious that
the system adaptation framework greatly outperforms the ARMAX, especially in the Subperiod 1
and 4. Figure 4.1 and 4.2 are the detailed prediction results of two time frames from September
2008 to January 2009 and from May 2010 to December 2010 respectively. The effectiveness of the
framework structure, the ability of the dynamic design of the adaptive filter and the distinguished
function of the internal model are comprehensively testified.
4.3.3 Performances Analysis and Discussion
The predictive ability of our framework is excellent especially when it is in a complicated
economic environment. The average daily changes of closing prices from Subperiod 1 to 4 are
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Figure 4.2: Prediction results of the proposed framework and the ARMAX approach in Subperiod 3
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Table 4.2: Comparison of the prediction accuracies between the ARMAX approach and the proposed
framework for the U.S. stock market
Subperiod 1 Subperiod 2
Sep. 2008 - Dec. 2008 Jan. 2009 - Apr. 2010
MAE RMSE MAE RMSE
ARMAX 215.61 272.47 88.09 115.96
System adaptation framework 29.82 38.69 29.81 39.50
Improvement 86.17% 85.80% 66.16% 65.94%
Subperiod 3 Subperiod 4
May 2010 - Dec. 2010 Jan. 2011 - Nov. 2011
MAE RMSE MAE RMSE
ARMAX 85.60 119.27 110.15 147.87
System adaptation framework 36.18 48.77 35.48 45.83
Improvement 57.73% 59.11% 67.79% 69.01%
which are slightly within the range of this average daily price changes, our framework provides
much smaller and reasonable MAE in all subperiods. Hence, our framework is much more
meaningful. In Subperiod 1, while the traditional model fails to measure the dynamics of the
market, our framework gives precise predictions. All these results show that our framework has
great ability in understanding the dynamics of complex systems especially in the complicated
situations.
This framework is developed in a systematic way, which makes it flexible and can be expanded
readily. Different modeling requirements or different markets could be fitted into this framework
by utilizing various models as the internal model and the adaptive filter. It is the structure of this
framework that plays an innovative role. However, we also notice that improvements of both MAE
and MSE keep increasing in Subperiod 2 and 3. The possible reason lies in the weakening of the
determinant effect of the input. Since the input is critical in this framework, and in the last three
subperiods there is no such determinant factor as IRI in the first subperiod, the predictive ability
of this framework is consequently weakened. Moreover, the variance of the external force (market
variance) is larger in Subperiod 1 than in Subperiod 2. Intriguingly, our framework performs even
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better in Subperiod 1. In similar scenario where the market variance in Subperiod 2 is larger than it
in Subperiod 3, our framework works better in Subperiod 2. This result highlights the importance
of having appropriate influential factors as the input. In another way, these results verify that our
double selection method works well in choosing the proper input to our framework.
4.4 Conclusion
The DJIA is a successful case for demonstrating the great ability of our system adaptation framework
in understanding the dynamics of the stock market. We have investigated the DJIA from January
2008 to November 2011, the period right after the 2007 U.S. sub-prime financial crisis happened.
The whole period is separated into four subperiods according to the economic situation. With the
previously selected influential factors, this system adaptation framework greatly outperforms the
commonly used ARMAX approach in terms of one-step-ahead prediction of stock prices. In another
way, these excellent prediction results also verify that our double selection method is efficient in
identifying possible influential factors. In the next chapter, we will apply this framework to other




Over the last two decades, the importance of Asian economy keeps increasing among the global
economy. It is believed that the share of world economic growth held by Asia-Pacific region is
likely to increase, enhancing Asia’s role as an engine of economic growth in the future [102].
Besides some developed markets like Japan, Hong Kong and Singapore, several important
emerging markets in developing countries, where increasingly open economy and high growth
expectations is presented, are worth studying. The emerging market provides investors a great
opportunity of profit. Although this kind of investment comes with high risk, the potential of high
return still attracts a large amount of foreign and domestic investment. It is well known that China
is the representative of these emerging markets because of a rapid growth in its economy. In order
to meet the requirements of China’s rapidly growing economy, the Chinese government takes great
efforts to develop its financial markets with its focus being the stock market. Therefore, since
initiation, the stock market in China has expanded tremendously. Concurrent with its prosperity, it
has unique features due to immature financial and statistical systems in China. These properties
constitute its research value.
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In order to further test the proposed system adaptation framework, we use this framework to
investigate stock markets from three regions in Asia: mainland China, Hong Kong and Singapore.
Hong Kong and Singapore are the most important offshore finance markets in Asia, both of which
have well-developed financial markets and infrastructures. In this case, their stock markets will
be used as testing markets of our framework due to their features. This will aid in gaining more
knowledge of market characteristics.
In this chapter, the Shanghai Stock Exchange Composite Index (SSE), Hong Kong Hang Seng
Index (HSI) and Singapore Strait Times Index (STI) are respectively investigated under the proposed
system adaption framework. In each market, all the methods and rules from the input selection to the
measurement of the resulting one-step-ahead predictions are the same. Influential factors in different
frequencies are investigated within the SSE. Effects of different training periods and training sets are
compared within the HSI and STI. Related analyses are also presented.
5.2 Shanghai Stock Exchange Composite Index
5.2.1 Data Description and Preparation
The Shanghai Stock Exchange is the largest stock market in mainland China and the third largest in
the world by market capitalization. However, it is still not entirely open to foreign investors and is
significantly influenced by Chinese government. Many characteristics of the China stock market are
unique; therefore, to include analysis of this market would make related research more complete.
Our analysis of the China stock market also highlights the impact of 2007 global financial crisis.
The Shanghai Stock Exchange Composite Index (SSE) plummeted more than 70% in one year from
October 2007. We take daily closing prices of the SSE from the beginning of 2007 to November
2011, including the rapid rise and crash phases. All the stock market data are obtained from the
database of Yahoo Finance. The influential factors of the China and U.S. markets are also compared
to find differences between developed market and emerging market.
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The external force of the SSE is obtained in the same way as stated in previous chapters that the
internal OE model for the SSE is estimated based on its daily closing prices from 2002 to 2006. The














Various influential factors of the China stock market have been studied in the literature. Zheng and
Wong [103] adopted a two-stage bivariate GARCH model to analyze the conditional dependence
between A and B shares in the China stock market as well as the impacts of the U.S. and Hong Kong
markets. Yao et al. [104] analyzed the relationships between the SSE and ten listed banking stocks.
The interest rate, money supply and inflation have also been investigated. In this section, potential
influential factors of the SSE are also from economic and sentiment aspects.
Generally, the stock markets in China lack of sentiment indicators. Since China’s derivatives
market is still relatively small and many market data are manipulated by Chinese government, it is
difficult to find influential factors that reflect the investor sentiment. Even for the commodities like
the oil, China has a totally different price schedule which is almost completely set by the
government, regardless of the global price trend. As a result, we cannot consider many common
influential factors that work in the developed countries, but introduce some global stock market
indices instead. We also consider the economic indicators such as interest rate and inflation rate.
1. Shanghai Interbank Offered Rate (SHIBOR):
For a stock market, the interest rate is always the primary influential factor under
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consideration. In China, by functioning as the Federal Funds Rate (FFR) in the U.S. market
and the London Inter Bank Offered Rate (LIBOR) in the U.K. market, the Shanghai
Interbank Offered Rate aims to become a new interest rate benchmark in the China market.
Its maturity is important in making interest rates more market-based. Thus, researchers
usually adopt SHIBOR to study the interaction between the interest rate and the China stock
market. We use the changes between daily SHIBOR overnight rate as the Interest Rate
Indicator (IRI), which is defined in the same way as (3.14):
SHIBOR(n) = 100× ic(n)− ic(n−1)
ic(n−1) (5.2)
where ic is the value of SHIBOR overnight rate. Since China started SHIBOR trial on Oct.
2006, its data are only available from that time afterward.
2. International Stock Market Indicator (ISMI):
In the era of increasing globalization, the interactions between international stock markets
of both developed and developing countries have become more intensified. The dynamic
relationships between the China stock market and other international stock markets have been
extensively studied in the literature, among which the influence of the U.S. stock market on
global markets is pervasive. In terms of daily stock returns, Laurencec et al. [105] found
the U.S. stock market has a strong causal effect to both the China and Hong Kong stock
markets. In Chen et al.’s work [106], the Standard & Poor’s 500 Index (S&P 500) led the SSE
with respect to return transmission. Other markets having been investigated include the Hong
Kong market [105, 103], Japan market [107], India market [106] etc. In this study, we use
the external forces of the S&P 500 and Hong Kong Hang Seng Index (HSI) to represent the
influences that international stock markets have on the SSE. The method used to calculate all
the external forces is the same as it stated in Chapter 2. In the following sections where the
investigation of the Hong Kong and Singapore stock markets is presented, these two indicators
will also be considered. To be consistence on the usage of the related OE models, the training
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periods for their estimation are both from 2001 to 2005. Hence, we have the related internal
























3. Exchange rate of the U.S. Dollar against the Chinese Yuan (USD/CNY):
Chinese exchange rate system has experienced a reform in recent years, including a shift to
a flexible exchange rate regime and pegging Chinese Yuan to a basket of foreign currencies
rather than strictly tying to the U.S. dollar. Since then, the currency pair CNY/USD has been
appreciated a lot and is allowed to float within a daily band of 0.5% around the central parity.
This revaluation of CNY/USD marked the new era of managed floating exchange rate which
had a lot of influences on the China stock market. Nieh and Yau [108] proved the existence
of an asymmetric causal relationship between the appreciation of CNY/USD and the SSE.
Similar causal relationships have also been confirmed by Yang [109] and Tian and Ma [110].
In this part, we study the effect of exchange rate by using the changes of USD/CNY middle
exchange rate from Chinese State Administration of Foreign Exchange.
4. Inflation Rate Indicator (IFRI):
The relationship between the inflation rate and the stock market is still debatable. Chow and
Lawler [111] found that higher mean rate of return in the SSE than the New York Stock
Exchange Composite Index was partially the result of a higher rate of inflation in China.
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Huang et al. [112] employed multiresolution wavelet to investigate three influential factors in
different time scales. In their work, the inflation was found to have an impact on the SSE in
the 16-to-32-month trend, but it vanished in the 2-to-4-month cycles. The inflation rate pi(n)
is defined based on the logarithmic changes of Consumer Price Index (CPI) C(n) (from EIU
country database)
pi(n) = 100× [ln(C(n))− ln(C(n−1))]. (5.5)
Since the CPI data is only provided monthly, the cubic spline interpolation is used to increase
its frequency. Inspired by the work of Huang et al. [112], we investigate this indicator at
different frequencies, i.e. at the daily, weekly and monthly frequencies. It turns out that the
causal relationship changes if data with different frequencies are used.
Causality Test
The Inflation Rate Indicator (IFRI) is first tested in this part. Specifically, we test it at daily, weekly
and monthly frequencies. Figure 5.1 presents the corresponding results, in which the linear causal
relationship is only significant at the weekly frequency. With the monthly data, although the causal
relationship is significant at the beginning, it is not observed after that. Therefore, the nonlinear
causal relationship is tested using daily and monthly data, and no significant result is found.
Table 5.1 reports corresponding results of nonlinear causality tests. These results suggest that
whether an indicator affects the market is frequency-dependent. At the monthly frequency, the
causality strength from external force to IFRI is higher than it in the opposite direction most of
the time. Although this relationship is not significant enough, it still indicates that stock market
movements during that period affect the IFRI to some extent. With the increase of the frequency,
this causal relationship changes a lot. The weekly IFRI significantly Granger causes the external
force but the daily IFRI fails again. It is understandable that interpolating monthly data to daily data
needs to fill up with too many missing information, which always disrupt the causal relationship
between two series. In this way, the IFRI is not considered as the input to the China stock market
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(a) Time-varying causality between the external force of the SSE and IFRI (daily data)



















(b) Time-varying causality between the external force of the SSE and IFRI (weekly data)
CHAPTER 5. SELECTED ASIAN MARKETS 71
























(c) Time-varying causality between the external force of the SSE and IFRI (monthly data)
Figure 5.1: Time-varying causality relationship at different sampling frequencies
based on its daily data. If the sampling frequency of the study is weekly, it should be considered as
the influential factor. The other four indicators are investigated in the following part.
Data adjustment and data normalization are applied to other four indicators before conducting
causality tests. The lag length is selected in a similar way as it is in the DJIA part (Section 4.3).
For the external force of the SSE, when the order reaches 4, the Durbin-Watson statistic is 2.00 and
the p value of Breusch-Godfrey test is 0.44, both showing no autocorrelation in the residuals. In
this way, the lag lengths of external forces of the SSE, S&P 500 and HSI are all set to be 4 and
for other influential factors, it is 10. Figure 5.2 presents the time-varying causality between each of
these indicators and the external force of the SSE. Only the S&P 500 after 26 September 2007 and
the currency pair USD/CNY after 30 January 2008 significantly Granger cause the external force.
We then apply the nonlinear causality test to the IRI and HSI in the whole period; S&P 500 from 4
January 2007 to 25 September 2007; and USD/CNY from 4 January 2007 to 29 January 2008.
Testing results are given in Table 5.2 in which significant nonlinear causality is only evidenced
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Table 5.1: Nonlinear Granger causality test results between the external force and IFRI at different
frequencies
Daily IFRI does not cause Monthly IFRI does not cause
SSE external force SSE external force
Le = Lr CS TVAL CS TVAL
1 −0.0749 −1.4569 −0.0084 −0.6020
2 −0.1293 −2.0022 −0.0229 −1.5541
3 −0.2297 −2.9022 −0.0445 −1.6982
4 −0.2577 −2.9222 −0.0546 −1.0853
5 −0.2661 −3.7184 −0.1252 −1.8803
6 −0.3202 −3.6521 −0.2701 −2.3571
7 −0.5006 −2.9899 −0.1941 −1.1481
8 −0.3514 −1.7628 −0.1789 −0.6418
9 −0.6746 −40.6963 0.0765 1.1455
10 NA NA NA NA
∗ Significance at 10% level for a one-sided test.
∗∗ Significance at 5% level for a one-sided test.





















(a) Time-varying causality between the external force of the SSE and the IRI
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(b) Time-varying causality between the external forces of the SSE and S&P 500





















(c) Time-varying causality between the external forces of the SSE and HSI
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Threshold of F(r−>ei) 
30-Jan-2008
(d) Time-varying causality between the external force of the SSE and the USD/CNY
Figure 5.2: Time-varying causality test results for the input selection in the China stock market
in the HSI with the lag length from 1 to 9. This kind of nonlinear causal relationship is not found in
the direction from the IRI, or the beginning parts of the S&P 500 and the USD/CNY, to the external
force of the SSE. “NA” was denoted to results that are not available in the nonlinear causality tests
when the lag length of the IRI is larger than 8 and the lag length of USD/CNY is larger than 9. This
is caused by the zero value of C2 or C4 in equation (3.9) so that the condition in equation (3.11)
cannot be tested. The zero value of C2 or C4 means with selected lag length and given conditions,
there is no vector of series of ei and r within ρ of each other. Thus, a nonlinear causality is not
considered between them. Taking results from both time-varying and nonlinear causality tests as
a whole, the HSI over the whole testing period, the S&P 500 after 26 September 2007, and the
USD/CNY after 30 January 2008 significantly Granger cause the external force of the SSE. In this
way, the multicollinearity test is carried out only for the S&P 500, HSI, and USD/CNY after 30
January 2008.
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Table 5.2: Nonlinear Granger causality test results in the China stock market
SHIBOR does not cause S&P 500 does not cause
SSE external force SSE external force
( 4 Jan. 2007 - 25 Sep. 2007)
Le = Lr CS TVAL CS TVAL
1 0.0121 0.9849 −0.0017 −0.2824
2 0.0021 0.0572 −0.0037 −0.3319
3 −0.1590 −1.8365 0.0014 0.0721
4 −0.1892 −1.0867 −0.0042 −0.1917
5 −0.3318 −1.5631 0.0007 0.0205
6 −0.2217 −0.9902 −0.0360 −0.7195
7 −0.7098 −41.6938 −0.0747 −0.8306
8 NA NA −0.0816 −0.3760
9 NA NA −0.0287 −0.1039
10 NA NA −0.2381 −1.3421
HSI does not cause USD/CNY does not cause
SSE external force SSE external force
(4 Jan. 2007 - 29 Jan. 2008)
Le = Lr CS TVAL CS TVAL
1 0.0091 3.0486** −0.0024 −0.1740
2 0.0193 4.2702** −0.0101 −0.4492
3 0.0261 4.1049** −0.0204 −0.6314
4 0.0344 4.0747** 0.0130 0.2560
5 0.0329 3.2191** 0.0708 1.0750
6 0.0205 1.7307** 0.1196 0.9968
7 0.0274 2.0246** 0.5032 6.6323**
8 0.0221 1.3425* 0.5279 6.6009**
9 0.0255 1.3359* NA NA
10 0.0255 1.1054 NA NA
∗ Significance at 10% level for a one-sided test.
∗∗ Significance at 5% level for a one-sided test.
Multicollinearity Test
The tolerance is calculated for the S&P 500, HSI, and USD/CNY from 30 January 2008 to the end
of November 2011, results of which are given in Table 5.3. All the tolerances are all close to 1,
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indicating little multicollinearity exists. In this way, all these three indicators are used as the input
to the SSE from 30 January 2008 to the end of November 2011.
Table 5.3: Multicollinearity test results in the China stock market
S&P 500 HSI USD/CNY
Tolerance 0.863 0.977 0.867
5.2.3 Market Predicting Performance and Analysis
Similar to the partition of the DJIA, the whole period of the SSE is also divided into four subperiods
according to different phases of the market as well as the variance of its external force. The training
period for estimating the adaptive filter is from 30 January 2008 to the end of April 2008. The
Subperiod 1 is from May to December 2008, a period characterized as a steep decline. From January
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Figure 5.3: Daily closing prices of the SSE from January 2008 to November 2011
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Figure 5.4: External force of the SSE from January 2008 to November 2011
period. As such, the Subperiod 2 is from January to July 2009. The oscillation period, from August
2009 to December 2010, is Subperiod 3. In 2011, the market turned down again. We therefore define
the Subperiod 4 as from January 2011 to November 2011. Figure 5.3 and 5.4 respectively display
the partition of subperiods in daily closing prices and the external force where the shaded areas are
Subperiod 1, and 3.
The related adjusted R2 ( ¯R2) is reported in Table 5.4. Consistent with the rules of initial value
setting adopted in the U.S. market, the initial hyperparameters in the test of ¯R2 for each indicator
and the prediction with complete input set are the same. Specifically, the hyperparameters of the
AR part are fixed in this part and their initial values are set as 5.5×10−4. Initial covariance matrix
ˆP is set as a diagonal matrix with all its diagonal entries equal to 105. The S&P 500 is the most
dominant factor in all the subperiods. This evidence also shows that the China stock market has
higher potential to be influenced by the U.S. market. The contribution from the S&P 500 is nearly
equal in every subperiod, while other two factors behave much more differently among these
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subpeirods. In Subperiod 2, the recovery period, the exchange rate of USD to CNY has little effect
in the China stock market even it shows its dominant influence in other subperiods.
Table 5.4: Prediction results ( ¯R2) for the China stock market
Subperiod 1 Subperiod 2 Subperiod 3 Subperiod 4
AR 22.63% 21.77% 35.91% 22.68%
AR and S&P 500 52.38% 53.35% 52.22% 53.31%
AR and USD/CNY 42.97% 22.87% 43.10% 38.45%
AR and HSI 39.29% 32.25% 45.82% 37.40%
We combine these three indicators together as the input to reestimate the adaptive filter in order
to perform the one-step-ahead prediction of the SSE. The initial hyperparameters in the adaptive
filter (the diagonal entries of Qr) are also set as 5.5×10−4 and other initial conditions are the same
as in the DJIA part. The estimations of the hyperparameters in the adaptive filter are:
4.6958×10−5, 3.1908×10−5, 6.2916×10−7, 7.7498×10−6, (5.6)
which are corresponding to the estimation of coefficients associated with autoregressive part;
5.1311×10−4, 0.0980, 0.2599, 0.3537, (5.7)
which are corresponding to the estimation of coefficients associated with the S&P 500 input;
0.1398, 4.2367×10−4, 3.7451×10−4, 0.1066, (5.8)
which are corresponding to the estimation of coefficients associated with the HSI input; and finally
8.1674×10−5, 0.2927, 5.1603×10−7, 7.5472×10−4, 7.9529×10−5, (5.9)
0.0114, 6.6762×10−6, 8.6714×10−5, 6.5181×10−5, 6.2095×10−8, (5.10)
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which are corresponding to the estimation of coefficients associated with the USD/CNY input.
With the estimated hyperparameters, the one-day-ahead prediction results are obtained in
Table 5.5. The MAE and RMSE show that with selected influential factors, our framework gives
more accurate one-step-ahead prediction results. That also reversely testifies the validity of the
inputs. However, the prediction results are not as accurate as they are in the U.S. market. Although
the variance of external forces is the biggest in the first subperiod, they are improved in the
Subperiod 1 more than others. Similar to the U.S. market, it might be due to stronger influences
that the selected inputs have on the market during the period of financial crisis. Influences of the
input in the recovery period is also considerable as presented in Subperiod 2 where the second best
performance is observed. However, when their determinant effects become smaller, the prediction
power of our framework is weakened accordingly as shown in Subperiod 3. We also calculate the
average daily changes of closing prices in these four subperiods, which are 53.60, 35.63, 36.26 and
23.30 respectively. The MAE of the ARMAX model only has slightly improvement than these
average daily changes, but our framework provides much smaller and much reasonable MAE in all
subperiods. This situation is the same as in the DJIA.
Table 5.5: Comparison of the prediction accuracies between the ARMAX approach and the proposed
framework for the China stock market
Subperiod 1 Subperiod 2
May 2008 - Dec. 2008 Jan. 2009 - Jul. 2009
MAE RMSE MAE RMSE
ARMAX 52.00 67.47 34.44 42.12
System adaptation framework 19.63 30.30 16.96 24.56
Improvement 62.26% 55.09% 50.75% 46.75%
Subperiod 3 Subperiod 4
Aug. 2009 - Dec. 2010 Jan. 2011 - Nov. 2011
MAE RMSE MAE RMSE
ARMAX 36.30 49.60 23.70 30.41
System adaptation framework 26.56 38.13 12.79 18.22
Improvement 26.82% 23.13% 46.05% 40.07%
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The stock market of China is a complicated and policy-driven market which could be interfered
by factors beyond market influence. Factors that drive the China stock market are quite different
from that of developed stock markets. The interest rate is always the most important and direct factor
that affects a stock market, but SHIBOR, a market-based interest rate which reflects the tightness
of market liquidity, does not Granger cause the external force of the SSE at all. Supported by the
causality effects from the S&P 500 and HSI, the SSE was deeply affected by other global stock
markets recently since the international stock markets are tightly connected nowadays. Regarding to
the exchange rate, the appreciation of Chinese Yuan attracts more and more international capital to
flow into the China stock market. Especially after the implementation of QFII system, the qualified
foreign institutional investors have already entered the China stock market in a reasonable way. This
influx of investment capital results in parts of market fluctuations which is also evidenced by the
above causality tests. Last but not least, the China stock market is not well regulated and is too
immature to have sentiment indicators as which have seriously affected stock markets of developed
countries. This is also a common feature of an emerging market. It could be a reason why the
prediction of the China market is not as good as the U.S. market according to the above analysis.
5.3 Hong Kong Hang Seng Index
5.3.1 Data Description and Preparation
As a major international financial centre, Hong Kong is a developed market with free economy, and
effective transparent regulations. The Hong Kong Hang Seng Index (HSI) is a market capitalization-
weighted index of the Hong Kong Stock Exchange that covers about 65% of its total capitalization.
It is one of the most widely quoted indices in Asia which behaves as a leading indicator of the
performance of the Hong Kong stock market and its general economy. Many investors are using
the HSI as their performance benchmark while researchers usually consider it as a representation of
Asian stock markets. The Hong Kong stock market is one of the most active and fastest growing
markets worldwide. A wide variety of products are traded there, providing many useful influential
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factors and market data to measure the market external force. We take closing prices of the HSI from
the beginning of 2006 to November 2011. All the stock market data are obtained from the database
of Yahoo Finance. The training data used to estimate the internal model for the HSI is from 2001 to
2005. The external force of the HSI is obtained by equation (5.4).
5.3.2 Input Selection
Empirical Selection
High degree of liquidity makes the Hong Kong stock market very sensitive to the external
factors [113]. Garefalakis et al. explored the effects of various economic indicators on the HSI,
among which the S&P 500, crude oil, volatility of the gold returns and USD/JPN are four
determinant factors [114]. Yu and Tam [115] monitored the investors’ sentiment of the Hong Kong
stock market by the Hang Seng China Enterprise Index. In this study, we also use influential factors
from both economic and sentimental aspects, in which interest rate, international stock markets,
exchange rate, oil price and sentimental index are considered.
1. HKD Interest Settlement Rates (HKDISR):
The interest rate is always considered as the influential factor of a stock market. Here, we use
the changes of HKD interest settlement rates as the interest rate indicator. As part of the Hong
Kong Association of Banks (HKAB) Forward Rate Agreement terms, daily HKD interest
settlement rates are fixed by reference to market rates for HKD deposits in the Hong Kong
interbank market1. The HKAB provides 20 banks as reference banks to provide quotations
to calculate the HKDISR. Daily fixings are made available for various HKD deposit maturity,
in which we choose overnight maturity and all the data are downloaded from the HKAB
website. We use daily changes of this HKDISR as an indicator to measure the influences from
1The definition is from the Hong Kong Association of Banks. More information is available at
http://www.hkab.org.hk/
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the interest rate aspect. It is defined as
HKDISR(n) = 100× ik(n)− ik(n−1)
ik(n−1) (5.11)
where ik is the value of overnight HKD interest settlement rate.
2. International Stock Market Indicator (ISMI):
As an important developed market, the Hong Kong stock market has great tendency to be
affected by other international stock markets. The studies about the comovement of
international stock markets could be frequently found. Among these studies, the U.S. stock
market has been found to exert its influence to the markets worldwide [116, 117]. Its
influence on the China stock market has also been testified in previous Section 5.2. In the
same section, the HSI also presents its significant causality effect to the SSE. With the rapid
increase of economic integration between Hong Kong and mainland China, the dynamic
relationships between the Hong Kong and China stock markets have attracted more and more
attentions. Considering these information, we use the S&P 500 and SSE to represent the
influences of international stock markets have on the HSI. The external force of the S&P 500
is obtained by the OE model given in equation (5.3). Daily closing prices of the SSE from
2001 to 2005 are used to estimate its internal OE model so that its external force starting












3. Exchange rate of the Hong Kong Dollar against the U.S. Dollar (HKD/USD):
The exchange rate has shown its connection with the stock market in the U.S. and China cases.
Hong Kong has implemented the linked exchange rate system since 1983. The exchange rate
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system aims to stabilize the exchange rate between the Hong Kong dollar (HKD) and the
U.S. dollar (USD). Under this system, the Hong Kong dollar was pegged to the U.S. dollar
but allowed to be traded in a range. The links between exchange rates and stock prices in
Hong Kong have been examined by Yu [118], Phylaktis and Ravazzolo [119] and many other
studies. Therefore, we adopt daily changes of the HKD/USD to measure the influence of the
exchange rate. The Changes are calculated similarly as (5.11).
4. Oil Price (OP)
The crude oil is an important commodity which is heavily traded by both businesses and
speculators. Hence the oil price also has influences on the stock market which has been
proven in our tests on the U.S. market. However, there is no consensus about this relationship
especially in the Great China region. In this part, the oil price indicator (OP) for the Hong
Kong market consists of daily changes of the Cushing West Texas Intermediate (WTI) spot
price from Energy Information Administration. It is the same as it used in investigating the
U.S. market, details of which can be checked in Section 3.3.
5. Baltic Dry Index (BDI):
Hong Kong is a major hub port in the world, mainly serving the Southeast and East Asia, and
is also the logistics gateway to mainland China. The port of Hong Kong is one of the key
factors contributing to the economic growth of Hong Kong as shipping and trading are the
pillars of its economy. In this way, the Baltic Dry Index (BDI) is considered as the indicator
to measure the effect that the global shipping price has on the Hong Kong stock market. This
indicator is constructed the same as it in Section 3.3 where daily changes of the BDI are used.
6. HSI Volatility Index (VHSI):
In January 2011, the HSI Volatility Index (VHSI) was issued by Hang Seng Indexes Company
Limited, aiming to measure market’s expectations of the volatility in the HSI over the next 30-
day period. Its historical data was published in February of the same year. Acting similarly
as the VXD to the DJIA, the VHSI is considered to be an important sentiment indicator to
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the stock market in Hong Kong. We still use its changes as the indicator which is calculated
similarly as (5.11).
Causality Test
The above seven indicators are preprocessed by data adjustment and data normalization processes
before conducting causality tests using same methods in other countries. The selection of lag length
is also the same as in other countries, i.e. 4 for external forces of the S&P 500 and SSE and 10 for
the other influential factors. Time-varying causality relationships between every indicator and the
external force of the HSI are presented in Figure 5.5. Among these seven indicators, only the S&P
500 significantly Granger causes the external force of HSI during the whole investigated period. In
this way, nonlinear causality tests are applied to those indicators in the periods when no significant
linear causality is observed, i.e. HKDISR, SSE and HKD/USD in the whole period, OP from 24
January 2006 to 10 June 2008, BDI from 24 January 2006 to 5 February 2008, VHSI from 24
January 2006 to 22 May 2006. Table 5.6 gives all the nonlinear causality testing results. Significant
nonlinear causal effects from the HKDISR and SSE are found with all the lag lengths, while such
effect is not found in other indicators.
According to our tests, the Hong Kong stock market is sensitive to various influential factors
especially during the crisis period. Compared with causality testing results in the China market
(Section 5.2.2), the causality relationship is found to be bidirectional between the China and Hong
Kong stock markets. As for other indicators, the interest rate and U.S. stock market always affect
the Hong Kong stock market, while the oil price and BDI start to exert their influences from 2008
during the recent financial crisis. However, it is not in consistence with some existing studies that
the HKD/USD does not cause the external force of the HSI. The influence of the exchange rate
on the stock market index which represents the whole stock market usually depends on the degree
of market opening. Due to the exchange rate system of Hong Kong, the small floating range of
HKD/USD and the effectiveness of capital controls in Hong Kong tend to weaken the impact of the
exchange rate on stock prices.
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(a) Time-varying causality between the external force of the HSI and the HKDISR























(b) Time-varying causality between the external forces of the HSI and S&P 500
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(c) Time-varying causality between the external forces of the HSI and SSE

























(d) Time-varying causality between the external force of the HSI and the OP
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(e) Time-varying causality between the external force of the HSI and the BDI





















(f) Time-varying causality between the external force of the HSI and the HKD/USD
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(g) Time-varying causality between the external force of the HSI and the VHSI
Figure 5.5: Time-varying causality test results for the input selection in the Hong Kong stock market.
Based on the causality testing results, we will only consider using the oil price and BDI after
their causal effects become significant. In the multicollinearity test, the testing period is separated
into two segments: from January 2006 to May 2008 where only the HKDISR, S&P 500, SSE and
VHSI are considered; and from June 2008 to November 2011 where the oil price and BDI are
added into the regression. In the prediction part, we will partition more subperiods to investigate the
performances of these influential factors in different market stages.
Multicollinearity Test
The tolerance is calculated for the HKDISR, S&P 500, SSE and VHSI from January 2006 to May
2008 and for the HKDISR, S&P 500, SSE, OP, BDI and VHSI from June 2008 to November 2011.
In Table 5.7, all the tolerances are close to 1, indicating little multicollinearity exists. In this way, the
HKDISR, S&P 500, SSE, OP, BDI and VHSI are used as the input to the Hong Kong stock market
but different indicators are chosen in different periods.
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Table 5.6: Nonlinear Granger causality test results in the Hong Kong stock market
HKDISR does not cause SSE does not cause HKD/USD does not cause
HSI external force HSI external force HSI external force
Le = Lr CS TVAL CS TVAL CS TVAL
1 0.1860 6.5155** 0.0035 2.5165** 0.0044 1.4349**
2 0.2601 15.5890** 0.0076 3.4308** 0.0117 1.9236**
3 0.2757 16.1359** 0.0136 3.7639** 0.0101 1.1906
4 0.2771 16.3122** 0.0154 3.9318** 4.77×10−4 0.0453
5 0.2658 8.3784** 0.0167 3.6297** −0.0103 −0.7564
6 0.2728 8.7427** 0.0202 3.6560** −0.0111 −0.6131
7 0.2510 4.6947** 0.0296 4.7418** −0.0051 −0.2347
8 0.2614 4.8131** 0.0315 4.8754** −0.0183 −0.6808
9 0.2292 3.2622** 0.0377 5.2393** −0.0215 −0.6899
10 0.2988 12.0728** 0.0363 5.0697** −0.0188 −0.4516
OP does not cause BDI does not cause VHSI does not cause
HSI external force HSI external force HSI external force
(24 Jan. 06 - 10 Jun. 08) (24 Jan. 06 - 5 Feb. 08) (24 Jan. 06 - 22 May 06)
Le = Lr CS TVAL CS TVAL CS TVAL
1 0.0036 1.0569 0.0020 1.0748 −3.80×10−5 −0.7029
2 0.0056 0.9218 −1.85×10−4 −0.1473 −4.68×10−5 −0.0944
3 0.0070 0.8613 −0.0014 −0.7709 0.0010 0.3497
4 0.0053 0.5528 −0.0023 −1.0773 0.0058 1.2675
5 0.0011 0.0936 −0.0032 −1.2998 0.0113 1.6302*
6 −0.0132 −0.9284 −0.0037 −1.2820 0.0200 2.0426**
7 −0.0264 −1.5057 −0.0042 −1.2940 0.0291 2.1242**
8 −0.0481 −2.1697 −0.0052 −1.2619 0.0137 0.7681
9 −0.0599 −1.5526 −0.0067 −0.0067 0.0291 0.9709
10 −0.1272 −2.2279 −0.0050 −0.9088 0.0394 1.1321
∗ Significance at 10% level for a one-sided test.
∗∗ Significance at 5% level for a one-sided test.
5.3.3 Market Predicting Performance and Analysis
The causal effects from the BDI and oil price to the external force of the HSI become significant
from February 2008 and June 2008 respectively; therefore, these two indicators are added into our
framework after those times. We divide the whole investigated period into five subperiods, also
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Table 5.7: Multicollinearity test results in the Hong Kong stock Market
Tolerance
Jan. 2006 - May 2008 Jun. 2008 - Nov. 2011
HKDISR 0.992 0.990





highlight the 2007 global financial crisis. Illustrated in Figure 5.7, variance of the external force
began to increase from July 2007, corresponding to a sharp rise of the HSI. It is the time when the
global financial crisis began to emerge. Affected by this crisis, the HSI crashed from November
2007. Thus, our prediction begins from July 2007 using the training data set from July 2006 to
June 2007. Since the BDI and oil price begin to affect the HSI after February 2008 and June 2008
respectively, the first subperiod (Subperiod 1) is set from July 2007 to January 2008. We set the
training data size to be no less than half a year, so that the second subperiod (Subperiod 2) is from
February 2008 to July 2008. The HSI entered into its rally since the beginning of 2009 and the
variance of the external force became much smaller from then. The third subperiod (Subperiod 3) is
thus set from August to the end of 2008. In the turning period forecasting section (Section 6.4.2), one
turning period is detected on around November 2010. Indicated by this result, the fourth subperiod
(Subperiod 4) is set from January 2009 to the end of 2010 while the fifth subperiod (Subperiod 5)
is from January 2011 to November 2011. The partition of subperiods is illustrated in the figure of
daily closing prices of the HSI (Figure 5.6).
Table 5.8 presents all the training data used in these five subperiods. The beginning of first
training data set is one year prior to Subperiod 1. After Subperiod 1, the HSI ended its mildly
bearish trend and then entered into a drastic fluctuation stage with a rapid rise followed by a crash.
In Section 6.4.2, both market turning period and the structural breaks of macroeconomic indicators
are detected during the Subperiod 1. Therefore, although the training indicators are the same, we
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Figure 5.7: External force of the HSI from July 2006 to November 2011
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Table 5.8: Subperiods partition of the HSI and their training sets
Subperiod Training Indicator Set Training Period Initial
Hyperparameters
1: Jul. 2007 - Jan. 2008 HKDISR, S&P 500,
SSE, VHSI
Jul. 2006 - Jun. 2007 7.5×10−4
2: Feb. 2008 - Jul. 2008 HKDISR, S&P 500,
SSE, VHSI
Jan. 2007 - Jan. 2008 7.5×10−4
3: Aug. 2008 - Dec. 2008 HKDISR, S&P 500,
SSE, BDI, VHSI
Feb. 2008 - Jul. 2008 3.5×10−4
4: Jan. 2009 - Dec. 2010 HKDISR, S&P 500,
SSE, OP, BDI, VHSI
Jun. 2008 - Dec. 2008 7×10−4
5: Jan. 2011 - Nov. 2011 HKDISR, S&P 500,
SSE, OP, BDI, VHSI
Jun. 2008 - Dec. 2008 7×10−4
update the training data period for Subperiod 2 to include the data in Subperiod 1, which is from
January 2007 to January 2008. The BDI and OP are added into the training indicator set in Subperiod
3 and 4 which includes at least half-year data. The initial hyperparameters in the adaptive filter (the
diagonal entries of Qr) for different subperiods are also given in Table 5.8. In order to compare the
predicting performances using different training data, we keep same initial hyperparameters for the
same training indicator set or the same training period. Other initial conditions are the same as they
are in previous two markets.
The ARMAX model is still used as the benchmark for the predicting performances. The lag
lengths of the ARMAX model are the same as in previous markets, 4 for AR and MA terms and 10
for all the exogenous inputs. The MAE and RMSE are also used as the measurement of predicting
performances. First of all, we compare the predicting performances in the first two subperiods by
adopting different training periods, in which the training indicator sets and the initial
hyperparameters are the same. Corresponding results are given in Table 5.9, where the MAE of
Subperiod 2 is remarkably reduced by using the new training period. Including data in the
drastically fluctuated period shows its effect in predictions.
Second comparison is carried out to investigate the effect of the newly added indicators. Table
5.10 presents the comparison results of prediction with and without the BDI as the input of our
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Table 5.9: HSI: Comparison of the prediction accuracies with different training periods
Subperiod 1 Subperiod 2
Training period Training indicators MAE RMSE MAE RMSE
Jun. 2006 - May 2007 HKDISR, S&P 500,
SSE and VHSI
324.58 433.55 296.94 400.28
Jan. 2007 - Jan. 2008 HKDISR, S&P 500,
SSE and VHSI
108.18 152.72
Table 5.10: HSI: Comparison of the prediction accuracies with different training indicator set 1
Subperiod 3
Training period Training indicators MAE RMSE
Feb. 2008 - Jul. 2008 HKDISR, S&P 500, SSE and VHSI 219.56 296.58
Feb. 2008 - Jul. 2008 HKDISR, S&P 500, SSE, VHSI and BDI 144.18 185.28
Table 5.11: HSI: Comparison of the prediction accuracies with different training indicator set 2
Subperiod 4 Subperiod 5
Training period Training indicators MAE RMSE MAE RMSE
Jun. 2008 - Dec. 2008 HKDISR, S&P 500, SSE
and VHSI
222.08 301.54 199.63 261.36
Jun. 2008 - Dec. 2008 HKDISR, S&P 500, SSE,
VHSI and BDI
131.11 184.08 153.38 203.20
Jun. 2008 - Dec. 2008 HKDISR, S&P 500, SSE,
VHSI, BDI and OP
93.95 128.7 105.09 143.72
framework. In this comparison, initial hyperparameters for the training set of the HKDISR, S&P
500, SSE and VHSI are the same as previous two subperiods, i.e. 7.5×10−4. For the training set of
the HKDISR, S&P 500, SSE, BDI and VHSI, they are set to be 3.5× 10−4. Similar comparison is
presented for Subperiod 4 and 5 when the OP is added to the training set but the initial
hyperparameters are all set to 7× 10−4 for different training indicator sets. Related results are
shown in Table 5.11. Concluding from these two comparisons, apart from the settings of initial
hyperparameters are different, our framework still be able to get more accurate one-step-ahead
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predictions when more training indicators are considered. When the BDI is considered as the input,
the MAE of Subperiod 3 becomes smaller. Similarly, in Subperiod 4 and 5, the MAE keeps
decreasing when more indicators are used in the training. Supported by these comparisons, one
empirical conclusion is that by finding out more influential factors to the current market, the
one-step-ahead predictions based on our framework would become more accurate. However, we
should notice that, all these influential factors must fit our input selection criteria.
Table 5.12: Comparison of the prediction accuracies between the ARMAX approach and the
proposed framework for the Hong Kong stock market
Subperiod 1 Subperiod 2 Subperiod 3
MAE RMSE MAE RMSE MAE RMSE
ARMAX 515.64 642.93 350.71 452.52 472.71 611.57
System adaptation framework 324.58 433.55 108.18 152.72 144.18 185.28
Improvement 37.05% 32.57% 69.15% 66.25% 69.50% 69.70%
Subperiod 4 Subperiod 5
MAE RMSE MAE RMSE
ARMAX 238.45 306.37 234.93 303.98
System adaptation framework 93.95 128.7 105.09 143.72
Improvement 60.73% 58.00% 55.27% 52.72%
We select the most accurate prediction results according to the MAE of each subperiod. The
prediction results provided by the ARMAX are using the same training indicator set and same
training period as they are used in our framework. According to the one-step-ahead predicting
performances summarized in Table 5.12, our framework outperforms the ARMAX in each
subperiod. The largest improvements are obtained in Subperiod 2 and 3 when a market crash was
happened, all of which are about 70%. This result is consistent with other markets that the
predictive ability of our framework is always stronger when the market is undergoing a drastic
change, such as fluctuations, sharp surge and decline. During such stages, the variance of the
external force becomes relatively big. When the market becomes volatile, more influential factors
can be found and some factors have stronger influences than that in other stages. The average daily
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changes of closing prices in these five subperiods are 561.94, 367.32, 511.42, 248.47 and 249.00
respectively. The MAE generated by our framework is much smaller than these average daily
changes in all subperiods, which is also the same as in the U.S. and China markets.
The market capitalization of the stock market in Hong Kong is the seventh largest in the world.
It is classified as a well-developed market which is very free and very active in trading. At the
same time, due to its special political status, it is directly linked to China’s economy. As such, it is
susceptible to the external influential factors, from the common accepted influential factors (such as
the interest rate, international stock market and volatility index) to some special indicators (such as
the BDI and oil price). The currency pair HKD/USD does not show its importance in the causality
test due to the exchange rate system in Hong Kong; however, whether other currency pair would
affect the stock market of Hong Kong needs further exploration.
5.4 Singapore Strait Times Index
5.4.1 Data Description and Preparation
Singapore and Hong Kong have been competing for the second largest international financial center
in the Asia-Pacific region for decades. The stock market of Singapore is lagging behind Hong
Kong’s in liquidity and market value of companies listed. However, in terms of listing international
companies, Singapore is better. In this section, we are going to investigate the influential factors of
the Singapore Strait Times Index (STI), which is a capitalization-weighted stock market index for
tracing the performance of the Singapore stock market. We take daily closing prices of the STI from
the beginning of 2006 to November 2011. All the stock market data are obtained from the database
of Yahoo Finance. The external force of STI is obtained using its daily closing prices from 2001 to
2005. The estimated OE model is














The factors that drive the stock market of Singapore have attracted many attentions during the last
two decades. Mookerjee and Yu [120] studied the linkage between four macroeconomic variables
(narrow money supply, broad money supply, exchange rate and foreign exchange reserves) and
the Singapore stock market based on the techniques of cointegration, causality, and forecasting
equations. However, these methods yield different results. A similar study which includes more
economic variables was conducted by Maysami and Koh [121], in which significant effects from
changes in interest rates and exchange rates as well as the U.S. and Japanese stock markets are
testified. In this study, we explore the dynamic relations between the STI and its potential influential
factors including the interest rate, three international stock markets, exchange rate, oil price and
BDI.
1. Singapore Overnight Rate Average (SORA):
The interest rate of Singapore moves closely with interest rates in other countries especially
the U.S. Federal rate. The Singapore Overnight Rate Average (SORA) is a weighted average
rate of all unsecured Singapore dollar overnight cash transactions brokered in Singapore
between 9am and 6:15pm2. In contrast with the Singapore Interbank Overnight Rate
(SIBOR) which is denominated in the U.S. dollar, the SORA is updated daily to help
enhance the transparency of the Singapore dollar money market. We use daily changes of the
2The definition is from the Monetary Authority of Singapore (MAS). More information is available at
http://www.sgs.gov.sg/sgs data/daily domestic interbank rates.html
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SORA as an indicator to study the effect of the interest rate on the Singapore stock market. It
is defined as
SORA(n) = 100× is(n)− is(n−1)
is(n−1) (5.14)
where is is the daily value of SORA.
2. International Stock Market Indicator (ISMI):
A report from the Monetary Authority of Singapore supported a high level of the financial
market integration and accessed the extent to which the openness of the Singapore financial
market and capital flows attribute [122]. Koh and Wu [123] provided an analysis on the
determinants of the Singapore stock exchange during the 1997-98 financial crisis, in which
the biggest influence was from the foreign stock exchanges. Major stock market indices from
American, European and Asian markets have been investigated in the pre-crisis and crisis
periods, where the American market showed the closest relations with the Straits Times
Industrials Index (STII) from Singapore which was replaced by STI from 31 August 1998.
Suggested by these research, we select the S&P 500 index from American market, the FTSE
100 index3 from European market, and the HSI from Asian market as the potential influential
factors to measure the influences from international stock markets. The external forces of













3. Exchange rate of the Singapore Dollar against the U.S. Dollar (SGD/USD):
The exchange rate is investigated in almost all the literature concerning factors that affect the
3The STI is the headline index of the FTSE ST Index Series, which comprises a total of 77 indices.
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Singapore stock market. Since Singapore has a small, open, and export-oriented economy,
the exchange rate of the Singapore dollar is considered to have an significant impact on its
economy and consequently its stock market. Maysami and Koh [121] suggested that the
Singapore stock market is sensitive to the interest rates and exchange rates on the
macroeconomic side. The Singapore dollar against the currencies of certain developed
countries were tested to be negatively related to stock prices by Wu [124]. The results
obtained by Koh and Wu [123] and Yu [118] were a little different. They found that the
foreign exchange market did not have predictive power over the STII before the 1997-98
financial crisis; however, during the crisis period, it Granger caused the STII. The Singapore
dollar is managed against a basket of currencies of major trading partners and competitors of
Singapore. The composition of the basket is undisclosed and revised periodically, but the
U.S. dollar is commonly estimated to take the largest proportion in this basket. We thus
adopt the currency pair SGD/USD as the exchange rate indicator. As previously, changes of
the SGD/USD are calculated in the same way as (5.14).
4. Oil Price (OP):
Since Singapore is a net oil importer, its economy is found to be vulnerable to oil price
disturbances [125]. As to its stock market, the relationship is still controversial in the
literature. Le and Change [126] concluded that it took time for the impact of oil price shocks
to happen and work through the whole system in Singapore. However, such kind of research
in the stock market of Singapore is relatively few. Considering that Singapore is in a similar
position as Hong Kong, we choose to investigate the same oil price indicator as it used in the
U.S. and Hong Kong markets.
5. Baltic Dry Index (BDI):
In recent years, the port of Singapore has become the busiest in the world in terms of shipping
tonnage, surpassing Hong Kong and Shanghai. Singapore and Hong Kong are all global hub
port cities, enjoying an advantage of combining the attributes of both a global city and a hub
port. About 7% of Singapore’s GDP is contributed by its maritime industry. As the BDI was
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found to be an influential factor of the HSI, it is also considered in investigating the Singapore
stock market. This indicator is selected the same as it is in Section 3.3.
Causality Test
All the series are preprocessed by data adjustment and data normalization. The selection of lag
length and initial values also follows the same criteria as other countries. For external forces of
the S&P 500, HSI and FTSE, the lag length is 4; while for other influential factors, it is 10. The
time-varying causality test is first carried out, and then the nonlinear causality test is applied to
those indicators over the periods when no linear causality is observed. Figure 5.8 presents the linear
causality testing results. Only the HSI shows significant linear causal effect to the external force
of the STI over the entire investigated period. The significant linear causality does not exist in the
S&P 500 from 24 January 2006 to 19 July 2006, FTSE and BDI over the whole investigated period,
SORA from 24 January 2006 to 23 January 2008, OP from 24 January 2006 to 29 November 2007
and SGD/USD from 24 January 2006 to 20 July 2006. These six indicators are then tested by the
nonlinear causality test during the periods when there is no linear causality observed. Related results
are given in Table 5.13. The nonlinear causality from the SGD/USD and FTSE to the external force
of the STI is significant while others are not.
Considering results from both linear and nonlinear causality tests, the three selected
international markets and the SGD/USD cause the STI in the sense of Granger from 2006; while
the interest rate and oil price only cause the STI after the recent financial crisis. Singapore is a
small country with a highly open economy; therefore, it is not surprising that its stock market is
sensitive to many external factors. Similar to Hong Kong, more influential factors are detected
during and after the crisis period. Differences are found in the BDI and exchange rate. Although
Singapore is a global hub port city as Hong Kong, the BDI which affects the Hong Kong stock
market does not significantly improve the short-term prediction of the STI. In the contrary, we
notice that the exchange rate is an influential factor in the stock market of Singapore while it does
not have causal effect on the HSI. The reason lies in its monetary policy. It is totally different from
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(a) Time-varying causality between the external force of the STI and the SORA
























(b) Time-varying causality between the external forces of the STI and S&P 500
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(c) Time-varying causality between the external forces of the STI and HSI
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(d) Time-varying causality between the external forces of the STI and FTSE
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(e) Time-varying causality between the external force of the STI and the OP























(f) Time-varying causality between the external force of the STI and the BDI
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(g) Time-varying causality between the external force of the STI and the SGD/USD
Figure 5.8: Time-varying causality test results for the input selection in the Singapore market.
Hong Kong that the main instrument of monetary policy in Singapore is the exchange rate, rather
than the money supply or interest rates. The Monetary Authority of Singapore (MAS) itself has
mentioned that the exchange rate is the most effective tool in maintaining price stability in the
small and open Singapore economy. Additionally, the Singapore dollar is in a managed float
regime that although the MAS stabilizes the fluctuations of the exchange rate, its trend is
determined by the market. This unique monetary policy determines that the exchange rate affects
the stock market of Singapore much more than the interest rate.
Since the causal effect from the S&P 500 begins on 20 July 2006, the following multicollinearity
test and one-step-ahead prediction will start from August 2006 onwards. According to the causality
testing results, two subperiods are defined in the multicollinearity test, in which different influential
factors are tested. In the prediction part, more subperiods will be defined to evaluate these influential
factors in different market stages.
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Table 5.13: Nonlinear Granger causality test results in the Singapore stock market
S&P 500 does not cause FTSE does not cause SIBOR does not cause
STI external force STI external force STI external force
(24 Jan. 06 - 19 Jul. 06) (24 Jan. 06 - 23 Jan. 08)
Le = Lr CS TVAL CS TVAL CS TVAL
1 −0.0024 −0.5595 0.0046 2.7846** −2.88×10−4 −1.8465
2 −0.0077 −0.8548 0.0080 3.1116** −3.68×10−4 −0.0068
3 −0.0223 −1.4698 0.0130 3.5227** 0.0031 0.7641
4 −0.0110 −0.5187 0.0195 3.9548** 0.0031 0.6816
5 −0.0080 −0.2504 0.0246 4.5372** 0.0023 0.5916
6 0.0094 0.1890 0.0320 5.1215** 0.0018 0.4597
7 −0.1289 −1.3679 0.0394 5.7215** 0.0028 0.7217
8 −0.1944 −1.0730 0.0441 6.0394** 0.0025 0.6204
9 −0.3750 −1.9365 0.0545 6.7867** 0.0035 0.7327
10 NA NA 0.0594 6.4713** 0.0041 0.7583
OP does not cause BDI does not cause SGD/USD does not cause
STI external force STI external force STI external force
(24 Jan. 06 - 29 Nov. 07) (24 Jan. 06 - 20 Jul. 06)
Le = Lr CS TVAL CS TVAL CS TVAL
1 −9.25×10−5 −0.0969 8.57×10−4 0.8191 −3.63×10−4 −0.9952
2 −0.0012 −0.5081 7.97×10−4 0.4779 −6.84×10−5 −0.0791
3 −0.0048 −1.0837 0.0034 1.0884 0.0038 1.3902*
4 −0.0035 −0.6186 0.0038 0.9531 0.0075 1.7756**
5 −0.0026 −0.3392 0.0038 0.8293 0.0105 1.8365**
6 −0.0040 −0.3632 0.0056 1.0166 0.0227 2.0447**
7 −0.0104 −0.6848 0.0104 1.5848* 0.0296 2.0901**
8 −0.0084 −0.4922 0.0130 1.6928** 0.0392 2.3535**
9 −0.0149 −0.7370 0.0111 1.2896* 0.0432 2.3731**
10 −0.0111 −0.3440 0.0101 1.0656 0.0444 2.4098**
∗ Significance at 10% level for a one-sided test.
∗∗ Significance at 5% level for a one-sided test.
Multicollinearity Test
It is from December 2007 and February 2008 when the oil price and interest rate respectively start
to Granger cause the external force of the STI. Hence, the multicollinearity is calculated in two
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segments: from August 2006 to January 2008 with the S&P 500, HSI, FTSE and SGD/USD; and
from February 2008 to November 2011 with the S&P 500, HSI, FTSE, SGD/USD, SORA, and OP.
Given in Table 5.14, all the tolerances are close to 1, showing little multicollinearity. In this way, all
these indicators are used as the input to the Singapore market but vary in different periods.
Table 5.14: Multicollinearity test results in the Singapore stock market
Tolerance
Aug. 2006 - Jan. 2008 Feb. 2008 - Nov. 2011






5.4.3 Market Predicting Performance and Analysis
Similar to the Hong Kong market, five subperiods are defined from August 2006 to November
2011. The first subperiod (Subperiod 1) is selected from July 2007 to January 2008, the first phase
of the 2007 financial crisis. Corresponding training data set is from August 2006 to June 2007, the
pre-crisis period. When the global financial crisis started to spread from September 2008, the STI
experienced the worst crash in its history. Although there was a fluctuation, the performance of the
STI was relatively steady from February 2008 to August 2008. After September 2008, the stock
market approached to a dangerous stage. Thus, we set the second subperiod (Subperiod 2) from
February 2008 to August 2008, a relatively steady stage during the crisis but with lots of bearish
signs. From this subperiod, the interest rate and oil price are considered as a part of input to our
framework. The most crazy period characterized by collapses and panic is selected as the third
subperiod (Subperiod 3), which is from September 2008 to February 2009. As illustrated in
Figure 5.9, a rally of the STI started from March 2009. Considering the forecasted turning period is
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Figure 5.10: External force of the STI from August 2006 to November 2011
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in the middle of 2011 (in Section 6.4.3) and the variance of the external force gets bigger in 2011,
the fourth subperiod (Subperiod 4) is selected from March 2009 to the end of 2010. The fifth
subperiod (Subperiod 5) is thus from January 2011 to November 2011. As shown in Figure 5.10,
every subperiod has at least one cluster of external force with big variance. Comparing with other
markets, the variance of the external force of the STI is relatively average in every subperiod.
Nevertheless, the variance is still in a bigger range in the first three subperiods. Figure 5.9 and 5.10
display the partition where the shaded areas are Subperiod 1, 3 and 5.
Table 5.15: Subperiods partition of the STI and their training sets
Subperiod Training Indicator Set Training Period Initial
Hyperparameters
1: Aug. 2007 - Jan. 2008 S&P 500, HSI, FTSE,
SGD/USD
Aug. 2006 - Jul. 2007 6.5×10−3
2: Feb. 2008 - Aug. 2008 S&P 500, HSI, FTSE,
SGD/USD
Feb. 2007 - Jan. 2008 6.5×10−3
3: Sep. 2008 - Feb. 2009 S&P 500, HSI, FTSE,
SGD/USD, SORA, OP
Feb. 2008 - Aug. 2008 3.5×10−4
4: Mar. 2009 - Dec. 2010 S&P 500, HSI, FTSE,
SGD/USD, SORA, OP
Mar. 2008 - Feb. 2009 3.5×10−4
5: Jan. 2011 - Nov. 2011 S&P 500, HSI, FTSE,
SGD/USD, SORA, OP
Mar. 2008 - Feb. 2009 3.5×10−4
Table 5.15 presents the information of each subperiod and its training data set. The selection
criteria of each training set are similar to those used in the Hong Kong market. The length of training
data is selected between half an year to one year depending on the available data of influential factors.
Training data set would include most recent data and the ending date of training data is right before
the starting date of each subperiod. As to the initial hyperparameters in the adaptive filter (the
diagonal entries of Qr), we also choose same values for the same training indicator set or the same
training period. Other initial conditions are the same as in other markets. Comparison of predicting
performances with different training data are given in Table 5.16 to 5.18. The MAE and RMSE are
still used as the measurement.
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Table 5.16: STI: Comparison of the prediction accuracies with different training periods 1
Subperiod 1 Subperiod 2
Training period Training indicators MAE RMSE MAE RMSE
Aug. 2006 - Jul 2007 S&P 500, HSI, FTSE and
SGD/USD
20.67 29.65 17.43 27.09
Feb. 2007 - Jan. 2008 S&P 500, HSI, FTSE and
SGD/USD
- - 12.87 17.96
Table 5.17: STI: Comparison of the prediction accuracies with different training periods 2
Subperiod 4
Training period Training indicators MAE RMSE
Feb. 2008 - Aug. 2008 S&P 500, HSI, FTSE, SGD/USD, SORA and OP 12.95 17.48
Mar. 2008 - Feb. 2009 S&P 500, HSI, FTSE, SGD/USD, SORA and OP 10.08 14.15
Table 5.18: STI: Comparison of the prediction accuracies with different training indicator set
Subperiod 3
Training period Training indicators MAE RMSE
Feb. 2008 - Aug. 2008 S&P 500, HSI, FTSE and SGD/USD 27.40 39.13
Feb. 2008 - Aug. 2008 S&P 500, HSI, FTSE, SGD/USD, SORA and OP 12.50 15.78
Table 5.16 and 5.17 compare the predicting performances using the same training indicator set
and initial hyperparameters but different training periods. In the Subperiod 2, including recent data
in the training brings better prediction results. Same situation is also found in Subperiod 4. The
effects of different training indicators sets are given in Table 5.18 where the prediction is more
accurate when new influential factors are added into the framework. These findings are in
consistence with the results obtained in the Hong Kong market, which further supports the
empirical conclusion that more influential factors always bring more accurate predictions in our
framework.
According to the smallest MAE, most accurate prediction results are summarized in Table 5.19.
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The benchmark for the predicting performances is the same, the ARMAX model. The lag length
is 4 for AR and MA terms and 10 for all the other exogenous inputs. The average daily changes
of closing prices in these five subperiods are also calculated, which are 44.29, 31.62, 43.84, 23.35
and 27.14. From the aspect of one-step-ahead prediction results, our framework outperforms the
ARMAX in each subperiod as usual. The MAE generated by our framework is also much smaller
than the corresponding average daily change in all subperiods while the MAE of ARMAX model has
only slight improvement. Besides these consistent conclusions with other markets, the distribution
of the prediction improvement of the STI is a little different. Due to the sufficiency of influential
factors and the consequent stronger predictive ability of our framework, our framework brings a
prominent improvement in Subperiod 3 when the crisis is the most turbulent. Except for Subperiod
3, the level of improvement is similar in other subperiods. This result is reasonable given that the
variance of the external force is relatively average in each subperiod.
Table 5.19: Comparison of the prediction accuracies between the ARMAX approach and the
proposed framework for the Singapore stock market
Subperiod 1 Subperiod 2 Subperiod 3
MAE RMSE MAE RMSE MAE RMSE
ARMAX 40.53 55.42 30.07 39.94 43.19 56.19
System adaptation framework 20.67 29.65 12.87 17.96 12.50 15.78
Improvement 49.00% 46.50% 57.20% 53.03% 71.06% 71.92%
Subperiod 4 Subperiod 5
MAE RMSE MAE RMSE
ARMAX 21.99 29.78 24.29 31.94
System adaptation framework 10.08 14.15 9.79 13.46
Improvement 54.16% 52.48% 59.70% 57.86%
The financial markets in Singapore have strong linkages to the international financial markets
and the global economy. It is natural that its stock market has been severely affected by the global
financial markets. Supported by our causality testing results, stock markets from the U.S., U.K.
and Hong Kong all have their influences on the STI. Additionally, the interest rate of Singapore
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is not as important as in Hong Kong, only displaying its influence after the crisis period. It is the
exchange rate that plays an extremely important role in the economy of Singapore and its stock
market accordingly.
5.5 Conclusion
The proposed system adaptation framework is applied to mainland China, Hong Kong and
Singapore stock markets where it works very successfully. Testing results shows that with
appropriate influential factors, our framework has an excellent predicting performance especially in
the complicated economic situations. Comparison regarding to the prediction results with different
training periods and different influential factors support an empirical conclusion that the prediction
always becomes more accurate when more influential factors are introduced as the input. The
condition is that these influential factors must pass our selection criteria.
The influential factors of the stock market are found to be frequency-dependent and market-
dependent. Using different sampling frequency, the causal relationship may changes a lot which
is testified in the case of inflation rate in the China market. We also find that 1) influential factors
are distinct in different markets; 2) Hong Kong and Singapore stock markets are sensitive to their
external factors; 3) Influential factors are a bit of complicated and hard to find in the China market
due to its immaturity. Some widely-accepted factors in the developed market and literature may not
work in the emerging market. For example, influential factors of the China stock market are quite
different from common developed stock markets that some well-tested indicators such as the interest
rate do not present its influence.
Chapter 6
Forecasting of Major Market Turning
Periods
6.1 Introduction
In this study, the market is considered to have two phases: a bull phase and a bear phase. Each phase
has its starting and ending points. More practically, the starting or ending always lasts for a period
of time such as a few months. The market turning period is thus defined as a period of days when
the market shifts from one phase to another, such as from a bull to a bear or vice versa. In another
words, the market turning period is the long-term crucial change, i.e. market reversal, in the market.
In this chapter, we propose an application of the system adaptation framework to forecast the major
market turning periods.
Many factors have been used for forecasting the major turnings in stock markets. One of the
most widely used factors is business cycle. It always gives a direct implication of major market
turnings. The concept of business cycle was introduced by Samuelson’s multiplier accelerator
model [25], referring to the periodic but irregular fluctuation in economic activities. It is considered
as an indicator of market turnings since it indicates the periods of economic boom and recession.
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Using time-frequency analysis, Chen [29, 30] proved the existence of persistent chaotic cycles in
the U.S. stock market as introduced in Chapter 1. His analysis of the relationship between
frequency patterns and dynamic changes in business cycle provided an explanation to the U.S.
stock market crash in Oct. 1987. There are also other important economic indicators: quantitative
indicators including the price/earnings ratio, dividend yield ratio, inflation rate and other
macroeconomic variables; qualitative indicators including the leverage level of shadow banking
system, general situations of mergers and acquisitions, central bank liquidity injection etc.
However, the technical analysis detects the stock market trend and possible turnings depending
on stock prices alone, regardless of above complicated indicators. In technical analysis, it is assumed
that if a trend has been established, the future price movement is more likely to follow the same
direction of the trend. By analyzing the patterns of the historical prices, the technical analysis is
able to provide simple but powerful tools to identify the market trend such as the trend line, support
and resistance, etc. Inspired by this idea that stock prices can reflect most of the useful information
for market long-term trend, we choose to forecast the major market turnings mainly using stock
prices. To implement this idea, both the outcomes and the properties of the internal model are
utilized in our forecasting method since the internal model only uses the stock prices to capture
the market trend. In addition, by referring to methodologies from systems analysis, we utilize the
frequency domain approach and some properties of a general system in an innovative way to gain
more in-depth knowledge of major market turnings.
In this chapter, we first introduce the forecasting methods and process in the frequency domain,
and then present related results in the DJIA, HSI, STI and SSE. After that, the Bai-Perron test is
carried out to find the structure breaks in certain macroeconomic variables to justify this application.
In order to improve the forecasting results, we then propose to use the unstable points of the internal
model as the confirmation of the frequency pattern-based forecasting results. Adopting the definition
of stability in systems theory, a detailed method for detecting unstable points of the internal model
is introduced and successfully applied to the above four markets.
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6.2 Market Turning Periods Forecasting
6.2.1 Turning Periods Forecasting Procedure
When a long-term market trend alters its direction, there should be some essential changes in the
internal dynamics of the market. In our framework, such internal dynamics are measured by the
internal model I, while the differences between the output of the internal model and the actual prices
are defined as the external force. Thus, to reveal such important market properties, the external force
is analyzed in the frequency domain by the Fourier transform. Analyzing time series in the frequency
domain is widely used to find features that are unobservable in the time domain. The analysis of
financial time series in the frequency domain is a relatively underexplored area in the literature.
Chen [29, 30] proved the existence of persistent chaotic cycles in the U.S. stock market which were
around three to five years. Therefore, five-year data is sufficient for estimating the internal model.
The general rules of choosing training data set are as follow. The closing prices of past five years
are chosen to estimate the internal model when we start the forecasting for a new series. After two
turning periods (a pair of peak and bottom) are found, the internal model will be reestimated by
using the previous testing data set. By doing so, the internal model can better capture the market
dynamics with a cycle of data.
We find that frequency contents of the external force vary a lot in different time intervals.
Some significant components in the power spectrum can be obviously read in some specific time
periods. Tests find that this sudden change always signifies a major turning in the stock market.
More specifically, we select many sampling time spans sharing the same starting point, but with
increasing length, such as half a month, one month, and two months. To facilitate the analysis, the
time span is chosen as multiples of months, but in practice, it would be updated every day. Due to
the complicated wrestle of bullish and bearish forces in the stock market, market reversals always
last in a period rather than on a single day. It is in consistence with our tests. When a characteristic
frequency pattern with significant peaks appears, it lasts for several months then it disappears.
Therefore, the forecasted turning period in this study is the period when the frequency contents of
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its external force have a characteristic pattern. Correct turning periods forecasted should give
advance information on the following major reversal of the market.
To find out the next turning period, we use the same method but with a new starting point that
is chosen from the beginning of a new trend. In order to avoid the drastic fluctuation during the
transition of two trends, we are tentatively to select the new starting point which is four to five
months after the previous turning period. This time interval is also used to confirm whether it is a
major turning. If it is proven to be incorrect, the previous forecasting procedure will be continued. If
the new trend is confirmed, the starting point will be adjusted accordingly, forwardly or backwardly.
Although this rule is empirical, due to the long-term trend investigated, it is practical and proven to
work well in the real stock market.
6.2.2 Frequency Domain Identification Rules
In order to perform an objective judgement, we develop a set of rules to recognize the characteristic
frequency patterns during turning periods. Our rules concern three features: magnitude, distance
between frequency components, and range of one cluster of frequency components. Figure 6.1
illustrates these three key features. Their details are given as below.
After obtaining frequency contents of the external force in a specific time, our forecasting will
be composed of two procedures. First of all, the above features of this frequency pattern are
calculated. This is called the feature extraction procedure which is used to identify and cluster
dominant frequency components. The judgement procedure is then performed by comparing these
features with corresponding preset threshold values. This judgement considers the distribution of
the dominant frequency components as well as the changing process of frequency contents.
1) Feature extraction procedure:
Step 1: If frequency components have their magnitudes larger than m% of the maximum magnitude,
they are considered in the following steps while others are removed.
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Figure 6.1: Elements in frequency domain identification
Step 2: The distance d between two adjacent frequency component is defined as their frequency
differences (in 1/day) in a logarithmic scale. If the distance is larger than ι , we categorize these
two frequency components to different clusters. The number of clusters is calculated in this step.
Step 3: The range of each cluster γ is defined as the logarithmic distance between the first to last
frequency components in one cluster. The location of each cluster is defined as the frequency of the
component which has the largest magnitude in this cluster. Both range and location of each cluster
are calculated in this step.
2) Judgement procedure:
If the ending time of this sampling period is considered to be within a turning period, the following
three rules must be fulfilled.
Rule 1: The number of clusters should be less than κ .
Rule 2: If there is only one cluster, its range should be less than ρ1. If there are more than one
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cluster, each range should be less than ρ2.
Rule 3: If the frequency pattern fulfills Rule 1 and 2, the number of clusters and the location of each
cluster in current sample are compared with them in the previous sample. The number of clusters
should be the same, and the location change of each cluster should be less than ς .
In some situations, even within a turning period, noises will cause the change of the number of
clusters, such as suddenly increasing or decreasing one cluster. If current number of clusters is one
less than previous and the location change of each cluster is still within ς , it is considered to be within
the turning period. If additional one cluster appears, we will use the above rules to judge whether this
new cluster has dominant components. Specifically, we will remove the originally existed clusters
of dominant components, and then use Rule 1 and 2 to rejudge the remaining components. If Rule
1 and 2 are fulfilled, the situation is considered to be changed as there are new dominant frequency
components appeared. Otherwise, this new cluster is ignored; thus, if it was within a turning period,
the situation continues. In this rejudgement step, κ is set as 1 and the other corresponding threshold
values are m˜% and ρ˜1.
6.2.3 Parameter Selection
We apply the proposed method to the U.S., China, Hong Kong and Singapore stock markets by
respectively investigating the DJIA, SSE, HSI and STI. For these four markets, the threshold values
in the above rules are selected as
ι = 0.2, κ = 3, ρ1 = 0.23, ρ2 = 0.13, ς = 0.001, ρ˜1 = 0.15 (6.1)
m˜ is set to 60% for the DJIA, SSE, STI and 65% for the HSI.
6.2.4 Dow Jones Industrial Average
In this section, we first present the changing process of the corresponding frequency contents over
the whole period in a forecasting procedure. From the figures of the changing process, we may get
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an intuitive indication of a forecasting procedure. After that, the forecasting results by using the
above rules are presented. Firstly, daily closing prices of the DJIA from 1990 to 1994 are used to












Transforming the external force to the frequency domain, Figure 6.2 presents the changing process
of its frequency contents from beginning to end of the first trend. All these nine subpictures have
the same starting point which is 1 January 1995, while the sampling time span is increasing from
24 months in the first subpicture to 48 months in the last subpicture. The frequency contents have
no characteristic pattern until one significant peak shows up in the fourth subpicture where the
sampling data end at the end of July 1999. According to our definition of a turning period, this
date is considered as the beginning of a turning period. After that, although the sampling time span
keeps increasing, the frequency contents of the external force in the corresponding periods have a
similar pattern. This characteristic pattern disappears from the last subpicture, signifying the end of
this turning period. Thus, the first forecasting procedure stops at this ending time. The first turning
period of the DJIA is thus considered from 1 August to 30 November in 1999. The next forecasting
procedure begins at 1 May 2000, five months after the ending of the first turning period. The changes
of frequency contends in this process are shown in Figure 6.3, where the period from 1 August to
30 December in 2002 is the second turning period. By using our two-procedure forecasting rules,
these two turning periods are verified. In addition, during this period, two more turning periods are
reported by using our forecasting rules, which are shown in red shaded areas in Figure 6.4. They
are from 1 February to 31 March in 2001 and from 4 September to 5 December in 2001. Although
they do not correspond to major market turnings, a sharp decline followed by a quick recovery was
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Figure 6.3: Frequency responses of external force of the DJIA from May 2000 to January 2003
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Figure 6.4: Forecasted major market turning periods of the DJIA
After the second turning has been forecasted, the internal model is reestimated based on the













Using our rules, two turning periods are forecasted one at a time from 1 July 2003 to 30 April
2010. The first turning period is from 25 April to 30 December in 2007 and the second one is from
1 December 2008 to 31 March 2009. The results are presented in Figure 6.4. Although the first
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turning period is composed of two periods, one from 25 April to 30 May in 2007 and the other one
from 1 October to 30 December 2007, they are considered to be within the same turning period as
they are very close to each other. Corresponding changing process of frequency contents are shown
in Figs. 6.5 and 6.6, respectively.
By contrast with the stock price movement of the DJIA in the corresponding time domain (as
shown in Figure 6.4), it is found that most of the turning periods we forecast are correct, which are
located in the transition periods between bull and bear market, as they can successfully signify the
following market reversal. The DJIA first closed above 11,000 on 3 May 1999 and reached a record
high close on 14 January 2000. This date is close to the ending time of the first turning period we
forecast. After that, the DJIA began to decline. Although there was a rally in the second half of 2000,
it bottomed out at its lowest close since October 1997 on 9 October 2002. That is considered as the
ending of 3-year bear market. From March 2003, the DJIA turned to recover slightly, and then bulls
got overpowered again. Our results also found this turning period. After reaching the record high of
14,164.53 on 9 October 2007, it started to crash. That is when the 2007 subprime crisis, the latest
and the most serious global financial crisis since the Great Depression, started. It corresponds to our
third turning period. In the wake of this global financial crisis and ensuing stock market collapse
in 2008, a series of financial support measures were launched to stimulate the economy. The fourth
turning period we forecast matches the recovery of the DJIA from the beginning of 2009. Similarly,












With this new model, a new turning period is forecasted. It is from 2 May to 21 July in 2011,
successfully giving advanced information about the 15% decline that the DJIA experienced after
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Figure 6.6: Frequency responses of external force of the DJIA from June 2008 to April 2009
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be closely observed.
6.2.5 Result Analysis and Discussion
Supported by these empirical results, our method is capable of providing timely information on
whether the long-term trend of the stock market is going to change. Most of the forecasted turning
periods successfully signify a following reversal in the market trend. In order to improve the
accuracy of this forecasting, we need additional confirming information. That is the reason for us to
investigate the stability of the internal model. Before introducing how we generate the confirming
information from the changing stability of the internal model, we conduct a study of the possible
reason for the previous frequency pattern-based forecasting.
The internal model of our framework plays an important role in forecasting the turning periods.
As mentioned previously, the internal model mainly measures the dynamics of actual prices. The
effect of time-invariant parameters associated with the internal model is to capture the consistent
property of the market dynamics. When the internal model can well mimic the market dynamics in
a bull or bear market even with some perturbations, no particular property can be found in the
differences between actual and internal prices. However, the change of market fundamentals
always alters the nature of the series itself. In consequence, the internal model captures this change
of the internal dynamics and reflects it by presenting of remarkable peaks in the frequency
responses. In order to verify this explanation, we investigate the macroeconomic structural stability
in the corresponding periods.
6.3 Structural Changes In Macroeconomic Situation
6.3.1 Macroeconomic Indicators Selection
It is believed that the stock market interacts with the macroeconomy that stock prices are influenced
by the macroeconomic factors in the long term. In this way, macroeconomic factors are widely used
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to judge whether the stock market is undergoing a correction or a major turning. Except for the
interest rate which is the well-known most important macroeconomic factor to the stock market, a
substantial body of the literature considers the inflation rate to be another macroeconomic factor that
seriously affects the stock market. For example, Niemira [128] confirmed the relationship between
inflation rates and stock market cycles, and suggested using it as an indicator to predict the turning
points in the stock market. Golob and Bishop [129] have found that the U.S. stock prices over thirty
years from mid-1970s closely followed its inflation rates. This relationship in different time scale
was also evidenced by Kim and In [130] using wavelet analysis. When the structural breaks of
interest rates and inflation rates appear, they usually coincide with important economic events such
as structure changes in the financial market and financial crisis. The reaction of the stock market is a
sharp crash or a rally. Therefore, we choose the interest rate as the major indicator and the inflation
rate as the complementary indicator to represent the macroeconomic situation. Structural stabilities
of these two series in the same periods1 are then investigated. The monthly money market interest
rate and Consumer Price Index (CPI) (from EIU country database) are used in this study. Based on
the CPI data C(n), the inflation rate pi(n) is defined the same as (5.5) in Section 5.2:
pi(n) = 100× [ln(C(n))− ln(C(n−1))]. (6.5)
6.3.2 Testing For Structural Breaks
Until now, most of the existing methods of detecting structural breaks are statistical tests. The classic
ones are the Chow test for a single known break [131], Andrew-Ploberger test for a single unknown
break [132], and Bai-Perron test for multiple unknown breaks [133, 134]. They have shown their
power in providing many evidences of structural instability in economic or financial time series.
We employ the well developed Bai-Perron test to detect multiple structural breaks in these series.
In our case, the AR model is adopted as the basis for the linear model regression. The optimal
1There is always a delay for several months of the macroeconomic data. Therefore, tests are subject to the available
macroeconomic data.
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lag length is set based on Akaike Information Criterion (AIC) with maximum ten lags, Durbin-
Watson statistic and the Breusch-Godfrey serial correlation LM testing (B-G LM Test) results. The
recommended two-step testing strategy is adopted. The first step is to use a double maximum test
which is considered to be more powerful than SupF test. This test includes equal and different
weighted versions, statistics of which are denoted by UDmax and W Dmax respectively. If UDmax
and WDmax are significantly important, it indicates that there is at least one structural breaks in the
series. A sequential test is then carried out to determine the number of breaks. Otherwise, structural
stability is considered. There is a trimming factor λ in the structural break test, defining a proportion
of observations is trimmed at each end. It is selected according to the length of the series in order to
make sure that the observations before or after the break point are sufficient to estimate the regression
relationship. Thus, the breaks found in the tests are always located in the middle segment.
Adopting the above approach, we have the testing results of the DJIA in Table 6.1. The testing
period of the DJIA is relatively long, so that we consider dividing the whole period into two segments
to test their structural breaks. According to our previous research on the U.S. market [138], both
its interest rates and inflation rates have two structural breaks from 1995 to 2010. In this way, the
first segment is selected from 1995 to 2010 and the second one is from 2008 to 2011 as we need to
reserve sufficient observations for the trimming effect.
For all the series, Durbin-Watson statistics are close to 2 and the p values of LM test are all
larger than 0.05, denoting that there is no autocorrelation in the residuals with their optimal lags.
The results of the double maximum tests (UDmax and W Dmax) are all significant at least at 5%
level, revealing their structural instability. Therefore, the sequential test with upper bound M = 5
is conducted, i.e., we consider at most 5 structural breaks in each series. It provides the number
and locations of the breaks. In order to compare these results, we illustrate the locations of these
structural breaks together with the forecasted turning periods in Figure 6.4.
In Figure 6.4, the U.S. interest rates and inflation rates have three structure breaks each,
evidencing that the first four correct turning periods of the DJIA all undergo a structural change in



























Table 6.1: Bai-Perron test results of structural breaks in the U.S. macroeconomy
Country Optimal Durbin-Watson B-G LM Test UDmax WDmax SupLRT (l +1|l) Break points
Lag stat. (p value) SupLRT (2|1) SupLRT (3|2)
U.S. interest rate Oct., 1999
(1995 to 2010) 4 2.02 0.17 26.17*** 36.27*** 21.94** 10.70 Aug., 2007
U.S. inflation rate Sep., 2002
(1995 to 2010) 3 1.99 0.37 16.63** 27.96*** 17.38** 6.73 Feb., 2008
U.S. interest rate
(2008 to 2011) 5 1.99 0.70 22.61** 27.27*** 14.98 – Jan., 2009
U.S. inflation rate
(2008 to 2011) 2 1.99 0.93 15.04** 24.26*** 4.83 – Nov., 2008
Note: * 10% level ** 5% level *** 1% level
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monetary policy and other economic stimulus events, the DJIA rose rapidly from the end of 1980s,
especially in 1990s. The U.S. government adopted contractionary monetary policies to curb
inflation in 1999, which partially explains the market structural change at that time and the
consequent downturn in the stock market. Although the U.S. interest rate does not signal a
structural break in 2003, a series of devastating events, such as the September 11 attacks, Enron and
WorldCom scandals and the collapse of IT industry gave big shocks to the stock market. The first
trading day after the September 11 attacks, the DJIA fell 7.1%. These shocks made stock market
fluctuate and turn down a lot in that period. Considering the corresponding structural change in the
U.S. inflation rate, it is within that turning period. After that, both the interest rate and inflation rate
have a break in 2007 which is caused by the global financial crisis originated from the U.S.
subprime mortgage crisis. It has led to plunging property prices, a slowdown in U.S. economy, and
billions in losses by stock investors. This major turning is also correctly forecasted by our method.
After this crisis, the structural breaks in the series of interest rates and inflation rates are detected
again at the end of 2008, both of which lie in the fourth correct turning period we forecast. It
corresponds to the encouraging signs of economic recovery. Continuous historical low interest rates
combined with other stimulus in the economy have shown their influences on the stock market that
the DJIA started its rally from March 2009. However, we do not get any information of structural
changes after that. To some extent, it suggests a stable situation of the rising trend. As such, the last
turning period in 2011 is still closely monitored. From another perspective, no structural change in
recent data may also be due to the trimming effect that several ending points of the series are not
considered in the test. Additionally, recent several-month data is always not available. If we want
to get reliable information of structural breaks and turning periods, we need to wait for more data.
It is this time-delay feature in the structural change test that makes the structural breaks not suitable
for being the confirming information to the forecasting of turning periods. Nevertheless, these
testing results well support the explanation to our forecasting method for the major market turnings.
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6.4 Other Stock Markets
In order to illustrate the effectiveness of our forecasting method, the SSE, HSI and STI are also
investigated using the same method and rules. Testing periods of the SSE and HSI are both from
January 2005 to December 2011, and the period from January 2003 to December 2011 is tested for
the STI. The structural stability test is carried out for the series of interest rates and inflation rates
of these countries. All the testing strategies and judging criteria are the same as they are in the U.S.
market.
6.4.1 Shanghai Stock Exchange Composite Index
The training period for the SSE in the first forecasting procedure is from January 2000 to December












First two turning periods are from 15 August 2007 to 5 October 2007 and from 10 November
2008 to 13 May 2009. The results are highlighted by shaded areas in Figure 6.7. The first turning
period matches well with the time frame in reality but the second one lasts a little longer. After these
two turning periods are identified, the previous testing data, i.e. daily closing prices from January
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Figure 6.7: Forecasted major market turning periods of the SSE
With this new OE model, two periods are forecasted which are close to each other: from 28
December 2009 to 9 February 2010 and from 29 June 2010 to 11 November 2010. At that time, a
turning period should indicate a coming decline. A drastic slump of about 25% from April to June
in 2010 was happened right after the first forecasted turning period which is from 28 December
2009 to 9 February 2010. However, the market has a mild rally after June 2010 and then followed
by a downturn. As the other turning period are found from the end of June, we consider this latest
turning period (29 June 2010 - 11 November 2010) as an indication of a possible downturn. Thus,
the previous one (28 December 2009 - 9 February 2010) is an incorrect forecasting which is marked
as red shaded area. The trend of the SSE after that time matches our forecasting, keep going lower
until now. We then try to identify the next turning period during this downturn; however, no signal
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of market recovery is found until now.
The structural stability of interest rates and inflation rates of China is tested from January 2005
to October 2011. Testing results are given in Table 6.2 and the locations of these structural breaks
are illustrated in Figure 6.7 together with the forecasted turning periods. As shown in Figure 6.7, the
monthly money market interest rate is more indicative than the inflation rate regarding to the China
stock market. There is one structural break in the series of interest rates detected in every turning
period we forecast. Two break points of inflation rate locate after the first and second turning periods.
That might be a reason for the second turning period lasting longer than the real turning period.
6.4.2 Hong Kong Hang Seng Index
Testing results of structural breaks in the macroeconomy of Hong Kong from January 2005 to
October 2011 are given in Table 6.2. Their locations are depicted in Figure 6.8.
The testing period of the HSI is the same as the SSE; therefore, the first training period is also
the same. The following Hoe,HSI,1(z) is thus obtained as the internal OE model to forecast the turning












As shown in Figure 6.8, the period from 23 July 2007 to 10 October 2007 is the first turning period
we forecast. From October 2007, the same month of this ending time, the HSI began its sharp
decline which plunged more than 60% from its all-time peak. The following turning period which
is supposed to signify a rally is found from 29 September 2008 to 23 December 2008. It is consisted
of two forecasted turning periods. Since these two periods are very close and the duration of the



























Table 6.2: Bai-Perron test results of structural breaks in the China, Hong Kong and Singapore macroeconomies
Country Optimal Durbin-Watson B-G LM Test UDmax WDmax SupLRT (l +1|l) Break points
Lag stat (p value) SupLRT (2|1) SupLRT (3|2) SupLRT (4|3)
Sep., 2007
China Nov., 2008
interest rate 6 2.02 0.12 35.10*** 53.75*** 25.66** 44.15** 3.64† May, 2010
China Jan., 2008
inflation rate 4 2.00 0.16 30.41*** 45.05*** 20.25** 10.60 – Jun., 2009
Hong Kong Oct., 2007
interest rate 4 1.95 0.27 140.92*** 171.84*** 22.28** 12.62 – Sep., 2008
Aug., 2007
Hong Kong Aug., 2008
inflation rate 6 2.00 0.10 28.07*** 38.60*** 30.28*** 48.16*** 3.61 Nov., 2009
Singapore
interest rate 2 1.99 0.88 82.09*** 82.09*** 4.80 – – Sep., 2008
Singapore Jun. 2007
inflation rate 5 2.01 0.59 23.02** 31.03*** 18.52* 10.82 – May, 2010
Note: * 10% level ** 5% level *** 1% level
† SupLRT (4|3) gives the same breakpoint as SupLRT (3|2), therefore we use the value of SupLRT (5|4) instead of SupLRT (4|3)
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Figure 6.8: Forecasted major market turning periods of the HSI
following uptrend. Both interest rates and inflation rates show their structural breaks around these
two turning periods, giving another evidence of the connection between the internal model dynamics
and the macroeconomic structural stability. There is an incorrectly forecasted turning period in the
beginning part of the HSI series which is marked as red shaded area. It might be oversensitive to the
short-term decline on May 2006. Using the previous testing data, a new OE model, Hoe,HSI,2(z), is
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The HSI entered into a recovery track after March 2009. The inflation rate gives one structural
break on November 2009. Only few months later, we forecast a turning period which is from 15
August 2010 and ends to 22 September 2010. It is successful since after fluctuating for almost one
year, the HSI tumbled about 25% from November 2010. Another turning period is found recently,
from 15 August 2011 to 21 November 2011. Therefore, we suppose the HSI will start its reversal in
the beginning of 2012.
6.4.3 Singapore Strait Times Index
Structural breaks in the interest rates and inflation rates of Singapore from January 2003 to October
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Figure 6.9: Forecasted major market turning periods of the STI
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In terms of the STI, by using the daily close prices from January 1998 to December 2002 for












Periods from 23 March to 25 October in 2007, from 2 June to 8 September in 2008 and from 1
December 2008 to 2 March 2009 are the forecasted results, in which the second one is incorrect.
The possible reason for this incorrect forecasting may be related to the structural instability in the
series of interest rates. The only break of the interest rate locates right after this incorrect turning
period. From another perspective, this incorrect result may reversely support our explanation to the
phenomenon that dominant frequency components always appear when the market fundamentals
are structurally changed. These turning periods are highlighted in Figure 6.9. They provide useful
advanced information for the first two major market reversals after 2003. Similarly, we reestimate












A new turning period is identified which is from 22 June 2011 to 18 August 2011. It is a warning of
a possible recent downturn.
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6.5 System Instability Detection
6.5.1 Motivation
Concluded from the above results of all four markets, our forecasting results of major market
turnings are correct for most of the time. However, there are some incorrect results, calling for
confirmations. The results of structural breaks cannot be used as the supplementary information to
the forecasting results, as it does not have the predictive ability. Current tests can only be applied to
find structural breaks in a segment of known data. In addition, due to the trimming effect in the
tests, only breaks in the middle (at most 90%) of the segment are testable. Inspired by the stability
defined in systems and control theory, we turn to investigate the connections between unstable
points of the internal model and the major market turnings. To the best of our knowledge, such
work has never been reported before.
Stability is a very important property of a system as it indicates how the system evolves over
time. From a control system point of view, stability is a desirable property that small causes have
small consequences forever [53]. It is the first and the base requirement for the design of a control
system since all the controlled systems should be stable. Although there is no standard definition,
the financial stability is always considered as a situation that the financial system has the ability to
facilitate and enhance economic processes, manage risks, and absorb shocks [139]. In order to
maintain the financial stability, similar to the engineering system, some control actions will be
taken into account such as adjusting the monetary policy, release new stimulus packages and other
regulations. A financial market is also a controlled system that it should be stable most of the time.
When the financial system becomes unstable, financial markets, which are indispensable
components of a financial system, always experience excessive fluctuations. Thus, the link between
the changes of market long-term trend and the market stability is readily presented. The stability of
the financial market is unquestionably much more complicated than the physical system, but their
behavior shares some common characteristics which lead us to the follow-up studies.
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6.5.2 Detection Method
The previous forecasting of turning periods is based on the internal model, which deals with the
market trend. In this way, we turn to investigate the stability of the internal model in this part. The
internal model is a linear discrete-time output-error model, the stability of which is thus determined
by the locations of poles of its transfer function2. Similar idea is used in testing unit roots, the feature
commonly considered to judge the stationary of a process in time series models. In an AR model, if
all the roots of its characteristic equation lie inside the unit circle, this process is stationary.
As there are three channels in the internal model, poles of the transfer function on each channel
are respectively investigated. More specifically, we use a sliding window for the data sampling.
With a fixed window size `, the window is shifted one day at a time along the time axis and ends
at the current investigated day. The relative OE model is reestimated for each shift, and then poles
of which are recalculated. After completing pole-zero cancellations, if any of the leaving poles is
outside the unit circle, the system is considered to be unstable at that time. Taking Channel 2 of the
OE model for example, Figure 6.10 shows the pole-zero map of its transfer function at certain time.
Two poles are outside but near the unit circle, and a zero denoted in this figure is close to each of
these two poles respectively. In this map, we need to make two judgements: one is whether each
pair of pole and zero is sufficiently close to have the pole-zero cancellation; the other one is whether
these two poles are far enough from the unit circle. A threshold value ρpz is applied to the distance
between each closely located pair of pole and zero to test the possible pole-zero cancellation. If the
distance is less than ρpz, this pole-zero pair is considered to be cancelled. If any pole is left after this
cancellation, another threshold value ρp is used to represent the margin of the unit circle. Any pole
with its magnitude larger than ρp is considered to be outside the unit circle.
This detection is applied to the DJIA, SSE, HSI and STI. According to the detections done to
the historical daily data and weekly data, we find that the sampling period of one week is most
appropriate for this detection. Empirically, ` is set to 50, 60 or 75, from approximately one year to
2The stability criteria of a linear time-invariant discrete-time system are according to the locations of its poles. If all
the poles are inside the unit circle, the system is stable. The system is unstable if there is any pole located outside the unit
circle. If one or more poles are on the unit circle while others are inside it, the system is marginally stable.
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Zeros
Poles
Figure 6.10: Pole-zero map on Channel 2 of the OE model
one and a half years. That means `-weeks data prior to the investigated date are used to estimate the
OE model. This is an empirical selection, but not necessarily optimal. It could be adjusted according
to specific markets. To be more practical, the ρp is normally set between 0.95 to 1, and the ρpz is
between 0.01 to 0.1. The larger the values of ρp and ρpz, the tighter the condition is. Hence, we set
these two threshold values as larger as possible according to the historical detection results. If any
unstable point is detected, we define the ending date of the corresponding testing data as the time
when the internal model become unstable. In this part of our study, we will refer this ending date
as a unstable point of the internal model. From the detection results, we find that the internal model
always become unstable or marginally stable when the turning periods appear. Empirically, the
three channels of the internal model are not equally important in the detection. There is always one
channel perform much better than the other two, but sometimes it is a combination of two channels.
Although the dominant channels are distinct in different markets, they usually contain Channel 2.
In the detection, we test historical data to find the specific dominant channels and use the unstable
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points in these channels as the conformation signals.
6.5.3 Detection Results
DJIA
Different sampling window sizes are tested for the DJIA which represents one of the most developed
markets in the world. Figure 6.11 to 6.13 are the detection results which ` equals to 50, 60 and 75.
For the DJIA, Channel 2 is found to be much informative than others. As such, detection results on
Channel 2 are presented alone.
We propose this detection method to utilize unstable points of the internal model as confirmation
signals to the previous frequency pattern-based forecasting results. Although the unstable points
exist at the non-turning periods, this detection would still works well as long as the unstable points
appear in the correct turning periods. As presented in all these three figures, unstable points appear
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Figure 6.11: Unstable points on Channel 2 of the DJIA with `= 50, ρp = 0.97, ρpz = 0.1
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Daily closing prices of the DJIA
System unstable points 
Figure 6.12: Unstable points on Channel 2 of the DJIA with `= 60, ρp = 0.99, ρpz = 0.02









Daily closing prices of the DJIA
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Figure 6.13: Unstable points on Channel 2 of the DJIA with `= 75, ρp = 0.96, ρpz = 0.05
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Figure 6.14: Forecasted turning periods of the DJIA confirmed by unstable points of the internal
model
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on every major turning period. In the Figure 6.11, only one unstable point is detected at each turning
period, behaving as an obvious indicator for the turnings. No unstable point around the end of 2011
is observed when the sampling window size (`) equals to 50, but one appears when ` is increased to
60 (Figure 6.12) and 75 (Figure 6.13). All these three detections contain redundant unstable points;
however, we find that unstable points with three different sampling window sizes appear at the same
time only in the four correct major market turning periods we have forecasted. Thus, we integrate
results of these three detections with previously forecasted turning periods in Figure 6.14 (a).
In order to clearly compare the results, we only keep the forecasted turning periods when
unstable points could be found by all three detections. We also remove the unstable points inside a
period where unstable points from other detections are not able to be found. The results are
presented in Figure 6.14 (b) where it is obvious that nearly all the incorrectly forecasted results are
removed except the red shaded one indicating the sharp decline in 2001. It is left because the
unstable point found by the detection with `= 50 is close to it. Since this incorrect result is close to
the major turning in 1999 which has been confirmed and the stock prices in these two periods are at
the same level, it is removable in practice3. From these results, if these unstable points are used as
the confirmation signal, the forecasting accuracy of major market turning periods would be greatly
improved.
HSI
When applying this detection to the Hong Kong market, the unstable points of the internal model
show a close relationship with the turning periods. For the HSI, unstable points on Channel 2 are
most closely related to the turning periods which is the same as the DJIA. However, unlike the DJIA
which considers unstable points detected by three different sampling window sizes, the detection
results regarding to the HSI are best when ` is selected as 60. Therefore, we only consider the
3The turning period in 1999 which indicates a market downturn has been confirmed. When this incorrect turning is
forecasted, prices in this period are about the same as they are in the previous confirmed turning period. It is thus rational
to assume that the downturn has not happened yet.
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Daily closing prices of the HSI
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Figure 6.15: Unstable points on Channel 2 of the HSI with `= 60, ρp = 0.97, ρpz = 0.05
detection results with ` = 60 as confirmation to previous forecasting results. The related unstable
points are presented in Figure 6.15.
In Fiugre 6.15, unstable points of internal model appear in every turning period after the raise
in 1998. Integrating them with previous forecasting results, we have Figure 6.16 (a). As there is no
unstable point around 2006, the incorrectly forecasted turning period in the beginning of 2006 can
be successfully removed. After being processed in the similar way as Figure 6.14, Figure 6.16 (b)
presents the final results leaving only the confirmed turning periods. We notice that there is only one
unstable point from 2010 to 2011 but our forecasting suggests two turning periods during that time.
The unstable point is closer to the turning period in 2011 which is considered to be confirmed. The
HSI is thus expected to be higher in a very short period of time. In this situation, the turning period
in 2010 has no confirmation signal but it is correct since it successfully signifies a following decline.
Further studies are warranted based on these preliminary results.
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Figure 6.16: Forecasted turning periods of the HSI confirmed by unstable points of the internal
model
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STI
Same detections are performed in the STI of the Singapore market. Different from the DJIA and
HSI, the unstable points on Channel 1 are most closely related to major market turnings of the STI.
As given in Figure 6.17, setting the sampling window size to 75, the STI shows its unstable points
in almost every turning period except for the rise beginning from 2002.
If ` is set as 50 or 60, the corresponding results have much less relation to the turning periods. As
such, similar to the HSI, we consider unstable points on Channel 1 with ` = 75 as the confirmation
signals. Results are given in Figure 6.18. Figure 6.18 (b) gives the results after removing the turning
periods without confirmation, in which the incorrectly forecasted turning period from June to August
2008 is removed, leaving only the correct ones. We also notice that the unstable point in 2009 is
detected to be more than one year ahead of the last forecasted turning period. Although this result is
not as good as expected, it is rational to assume that this unstable point could be a confirmation of
the coming downturn, since the prices have not changed much from the unstable point to this turning
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Figure 6.17: Unstable points on Channel 1 of the STI with `= 75, ρp = 0.97, ρpz = 0.05
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Figure 6.18: Forecasted turning periods of the STI confirmed by unstable points of the internal
model
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period. Hence, a possible decline after 2011 is expected.
SSE
The detection of unstable points of the internal model in the China market is more complicated.
If using previous detection criteria, the unstable points obtained are not informative regarding to
turning periods of the SSE. We thus slightly loosen the corresponding criteria for the SSE in order
to get more accurate confirmation signals. In previous detections, the range of ρp is preset from
0.95 to 1, which is used to determine whether the poles are inside the unit circle. It cannot be too
small; otherwise some stable poles may wrongly be classified as the unstable ones. The value of
ρpz is generally chosen to be above 0.05. If ρpz is chosen as a relatively small value, we usually
increase the value of ρp as the detection in the DJIA with sampling window size of 60 (Figure 6.12).
However, regarding to the Channel 2 of the SSE, the ranges of these threshold values are slightly
extended. The ρpz is from 0.01 to 0.1, and the ρp can be chosen from 0.91 to 1.












Daily closing prices of the SSE
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Figure 6.19: Unstable points on Channel 1 of the SSE with `= 50, ρp = 0.97, ρpz = 0.02
CHAPTER 6. FORECASTING OF MAJOR MARKET TURNING PERIODS 148












Daily closing prices of the SSE
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Figure 6.20: Unstable points on Channel 2 of the SSE with `= 50, ρp = 0.93, ρpz = 0.1












Daily closing prices of the SSE
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Figure 6.21: Unstable points on Channel 3 of the SSE with `= 75, ρp = 0.95, ρpz = 0.01
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Figure 6.22: Forecasted turning periods of the SSE confirmed by unstable points of the internal
model
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When the sampling window size is 60, the unstable points have very little correlation to the
major turning periods, no matter how you adjust the threshold values. The window size is then
selected as 50 or 75, using which we present the best detecting results on three channels in
Figure 6.19, 6.20, and 6.21 respectively. Testing with the historical data, we find that the unstable
point confirming the most important turning period in 2007 is disappeared when the ρp is larger
than 0.93. That is the reason for choosing ρp = 0.93 and ρpz = 0.1 in Figure 6.20. In all of these
results, only the turning period indicating the big crash in 2007 is confirmed by the unstable points
on all three channels. Comparing Figure 6.19 with Figure 6.20, we also find that for every unstable
point on Channel 1, Channel 2 has a corresponding unstable point which is even closer to the
related turning period. Thus, only unstable points on Channel 2 and 3 are considered. They are
illustrated in Figure 6.22 (a). Turning periods in 2007 and 2008 are confirmed by unstable points
on both channels, while the turning period in 2010 is removed due to the lack of confirmation.
The forecasted turning period in 2008 is a little bit longer, covering near half of the rising
time. This problem is improved but not much because the confirming unstable points appear in the
later part of this turning period. Although in some situations the confirmation signals are lagged
for few months to the forecasted turning period, e.g. the turning period of the HSI in 2007, it is
still considered as a good confirmation as long as the market trend has not changed then. With
further improvement, better results will be achieved. Figure 6.22 (b) presents the final results. The
most recent turning period in 2010 is only supported by the unstable point on Channel 2, partially
confirming a coming downturn trend. Considering the complicated situation in the China market,
we believe this is a major market turning that a coming downturn is expected.
6.5.4 Discussion
From the above results, the unstable points of the internal OE model serve as a good confirmation to
the major market turning periods. With this confirmation, the forecasting accuracy of major market
turnings is greatly improved. It works well in the U.S., Hong Kong and Singapore stock markets,
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supporting the correct turning information and helping to remove the incorrectly forecasted results.
In the China stock market, it also performs well with relatively loosened criteria.
This is the first time the unstable points of a system are connected with the major market
turnings. As this study is still in the preliminary stage, there are some inadequacies exist, such as
the lag or missing of confirmation signals, and the customized selection of parameters and channels
in the detection. Therefore, the results are not conclusive and further research will be conducted. In
its implementation, we suggest to consider more sampling window sizes and keep tuning threshold
values according to the historical detection results.
6.6 Conclusion
The application of our system adaptation framework is presented in this chapter which is the
forecasting of major turning periods in the market trend. Realizing that a market trend is about to
change when the external force begins to show characteristic patterns in its frequency responses,
we develop a set of rules to recognize this kind of characteristic frequency patterns. These rules
work well for stock indices from U.S., China, Hong Kong and Singapore by successfully
forecasting most of the major market turnings. The results of statistical tests on the structural
stability of macroeconomy provide an explanation to this phenomenon.
However, this frequency pattern-based forecasting gives few incorrect results. To improve the
forecasting accuracy, we investigate the connections between system stability of the internal model
and major market turnings. Detection rules are proposed to identify the unstable points of the
corresponding internal model with customized parameters in the U.S., Hong Kong, Singapore and
China markets. By using these unstable points as confirmation signals to previous frequency





In order to facilitate a comprehensive analysis of the stock market, the Toolkit for Technical Analysis
of Stocks (T-TAS) is developed under MATLAB (Version 6.5 and above). The initial version of this
toolkit was a result of a final year project conducted by Songyi Chen under the supervision of
Professor Ben M. Chen at National University of Singapore in the academic year of 2006-2007. The
current version is significantly modified and enhanced to provide many new features. Parts of the
functions provided by our system adaptation framework have also been included in this toolkit. The
main interface of T-TAS is shown in Figure 7.1.
T-TAS is developed for the purpose of providing a easy to use yet powerful toolkit to analyze
the stock markets or financial markets in general. In this sense, there are two main features of this
toolkit. One is the user-friendly graphical interface. It is implemented by the MATLAB Graphical
User Interfaces (GUI) tools to provide an intuitive and interactive environment. From data loading
to data analysis, it is just a button click away. It also provides a clear and intuitive display of the
analyzing results including the stock prices and volume, plotting of indicators and trading signals.
The other feature is its advanced functionalities. TTAS is linked to the historical as well as real-
time prices. As such, the data analysis could be performed at weekly, daily and even intraday
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frequencies. It provides basic and advanced technical analysis as well as some functions from our
system adaptation framework. These functionalities can be used in a simplest form that the user
could use them without in-depth programming or chart reading skills. However, a basic knowledge
in the related area is required.
T-TAS has been fully tested and worked well for counters except warrants listed on the NYSE,
NASDAQ, Singapore Stock Exchange, Hong Kong Stock Exchange, Shanghai and Shenzhen Stock
Exchanges. The toolkit should work for markets in Australia, Indonesia, India, and almost all
markets worldwide. It is also able to be extended to the analysis of other financial markets.
In the following sections, we will introduce the functions of T-TAS, including user and data
management, data loading mechanism, functions of technical analysis and functions from our system
adaption framework. The license for T-TAS, basic knowledge of technical indicators and some of
the instructions could be found on an online help for the initial version of T-TAS. The address is
http://vlab.ee.nus.edu.sg/∼bmchen/linsyskit/ttas/index.html.
7.2 Functions of T-TAS
7.2.1 User Management
T-TAS groups and manages stocks by user accounts (Figure 7.2). To start using this toolkit, creating
a user account is preliminary. After that, the interested stocks can be added, which will be listed in
the profile of this user. Through this user management, users could categorize their interested stocks,
making their analysis more efficient. T-TAS also provides some functions that are applied to all the
stocks under a user account. The toolkit allows to add, save and delete different user accounts, in
which deleted user accounts cannot be recovered.
7.2.2 Stock Data Manipulation
Under a particular user account, users can manipulate a list of stocks that belong to this account
including adding or deleting interested stocks, manually modified some specific stock data, etc.
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Figure 7.2: User profile
Add/Delete data
Figure 7.3: Add stocks
Adding and deleting stocks are the most basic functions in T-TAS. As shown in Figure 7.3,
stock symbol and stock name are required to be filled when a new stock is added to the watchlist.
We adopt the stock symbols used in Yahoo Finance while the stock name can be customized by
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users themselves. When a new stock is added, the historical data of this stock would be downloaded
from Yahoo Finance by its symbol and by default the data range is from January 1996 to the current
day. In this part, the operation of deleting a stock is also irreversible.
Modify Data
To facilitate data analysis, T-TAS allows to manually edit the stock data such as setting the merge
and split of the stock, renaming the stock, modifying the stock symbol and of course editing the
historical prices or adding new prices.
1. Merger and Split of Stocks
Companies may merge or split their stocks for many reasons, which cause a big jump in the
price series. With this function of “Merger and Split of Stocks”, users can set the ratio of
stock merger or split (Figure 7.4) so that the unnecessary influence by the big price jump can
be avoided in the analysis.
Figure 7.4: Stock merger and split
2. Modification of Stock Name and Code
T-TAS provides a convenient way to change the name and symbol of a stock. It is shown in
Figure 7.5.
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Figure 7.5: Stock rename
3. Edit of Stock Prices
T-TAS allows manual modifications of stock prices and volume. Figure 7.6 shows the menu
of editing stock prices including its volume. If the date exists, the corresponding record will
be replace by the entered new data, otherwise new entry will be added into the record. Some
checks of data format are performed before the submission.
Figure 7.6: Stock data modification
7.2.3 Data Loading System
T-TAS downloads data majorly from Yahoo Finance. For the intraday real-time prices, they are
downloaded from Google Finance. The data loading system of T-TAS is very comprehensive that
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it allows to update a single stock, a bunch of stocks and even all the stocks every day on the preset
time. In this way, T-TAS provides a comprehensive and updated database of stock price data. The
stock data includes daily high, low, open, close prices and volume.
Daily Data
In Figure 7.7, the button of “reload” is used to update the current active stock. The button of “update
data - all stocks” is for the update of all the stocks listed in the profile of current user account. Both
these two functions update the daily data to the latest available date. These daily data are from Yahoo
Finance.
Figure 7.7: Daily stock data update
Intraday Data
Intraday analysis is based on real-time prices from Google Finance. Figure 7.8 is the main interface
of intraday analysis where the real-time price is automatically downloaded and displayed in the price
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and volume panels. Users can analyze the intraday data when they stop loading the live prices. The
available technical indicators are the same as they are used for daily or weekly data.
Automatic Data Reloading
We found that the historical data of volume are all set to a same value for some stocks in Yahoo
Finance. Only the volume downloaded on the current date is correct. Since the volume information
is essential to some of the indicators used in T-TAS, we provide an automatic way of loading stock
data at a preset time every day. With this function, as long as this toolkit is opened, all the interested
stocks would be updated timely and correctly. Figure 7.9 is the interface of the updating time setting.
7.2.4 Technical Analysis
Technical analysis is the focus of T-TAS, in which lots of widely used technical indicators and
trading rules are provided. As to the technical indicators, we include Moving Average
Convergence/Divergence, Stochastic Oscillator, Relative Strength Index, Elder-Ray Indicator,
Candle Stick Chart, Bollinger Band and some self-defined indicators. The parameters used in these
technical indicators are all allowed to be customized, providing a great flexibility while carrying
out analysis. Additionally, users can choose the range of data used in the analysis on a daily or
weekly basis. The technical analysis panel is shown in Figure 7.10.
1. Trading rules
T-TAS includes a lot of trading rules, based on which the optimization, simulation and other
analysis are provided. Table 7.1 lists all the trading rules implemented in T-TAS. For the
Japanese candlesticks, its patterns and trading signals could be check at
http://www.candlesticker.com/.
2. Analysis of a stock
The analyzing process of a stock is provided based on the above mentioned trading rules.
































Table 7.1: Trading rules in T-TAS
Trading rules Bull Bear
MACD Moving Average
crossover
Go Long when MACD line > Signal line Cover Long when
MACD line< Signal line
Go Short when MACD line< Signal line Cover Short when
MACD line> Signal line
MACD centreline crossover Go Long when MACD Line > 0 Go Short when MACD Line > 0
Cover Short when MACD Line < 0 Cover Long when MACD Line < 0
MACD line and histogram
combination
Go Long when MACD Line > 0 and MACD Histogram
> 0 Cover Long when MACD Line < 0 or MACD
Histogram< 0
Go Short when MACD Line < 0 & MACD Histogram< 0
Cover Short when MACD Line > 0 or MACD Histogram
> 0
MACD conservative histogram Go Long when MACD Histogram> 0 Go Short when MACD Histogram< 0
Cover Long when MACD Histogram makes first peak Cover Short when MACD Histogram makes first trough
RSI Centreline Crossover Go Long when transition from RSI< 50 to RSI> 50 Go Short when transition from RSI > 50 to RSI < 50
Cover Long when transition from RSI > 50 to RSI < 50 Cover Short when transition from RSI < 50 to RSI > 50
RSI Conservative Crossover Go Long when transition from RSI< 50 to RSI> 50 Go Short when transition from RSI > 50 to RSI < 50
Cover Long RSI> 75 (Overbought) Cover Short when RSI< 25 (Oversold)
RSI oversold/overbought Go Long when RSI goes < 25 and then > 25 Go Short when RSI goes > 75 and then < 75
Cover Long RSI> 75 (Overbought) Cover Short RSI< 25 (Overbought)
RSI Trend Reversal Go Long when RSI trends up and Price trends down Go Short when RSI trends down and Price trends up
Cover Long Price trends up Cover short Price trends down
STOCH Overbought/Oversold Go Long when Stoch goes < 20 and then > 20 Go Short when Stoch goes > 80 and then< 80
Cover Long when Stoch> 80 Cover Short when Stoch< 20
STOCH k Crossover Go Long when %k>%D Go Short when %k <%D
Cover Long when %k <%D Cover Short when %k >%D
STOCH Trend Reversal Go Long when Stoch trends up and Price trends down Go Short when Stoch trends down and Price trends up
Cover Long Price trends up Cover short Price trends down
ELDER Trend Reversal (a) bear power< 0 but rising and (a) bull power is > 0 but falling and
(b) the previous bull power peak > the previous peak. (b) the previous bear power trough< the previous trough.
Bolinger Band Trade Rules Go Long when Price crosses lower bollinger band Go Short when Price crosses upper bollinger band
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Figure 7.9: Automatic stock data update
Figure 7.10: Technical analysis panel
Users need to choose an investing rule in the menu that pops up (Figure 7.11) and then enter
amount of money they wish to invest with the specific trading rule (Figure 7.12). The results
provided by this analyzing process include a plot indicating the long and short positions in the
price figure, a summarized profit and loss result, and a detailed summary of each trade in an
excel file. Figure 7.13 presents the analyzing results.
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Figure 7.11: Available trading rule list
Figure 7.12: Amount of money used in simulation
3. Optimize a stock
Selecting a technical indicator and the related trading rule, T-TAS provides an analyzing
process to optimize the parameters used in that technical indicator (Figure 7.14).
4. Simulation of trading rules
The function of simulation is used to test if optimized parameters work well on out of sample
data. This is a checking to prevent the over fitting problem. After selecting the simulation
period and trading rule, T-TAS will first optimize parameters of the selected trading rule, and
then based on which the profit and loss is calculated over the simulation period (Figure 7.15).
5. Best Stock Indicator
T-TAS also provides a function to help decide the best stock indicator regarding to a stock.
Indicating an amount of money, the profit and loss would be calculated by using each
technical indicator with its default parameters. The best technical indicator for this stock is
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Figure 7.14: Parameter optimization
Figure 7.15: Simulation of trading rules
then determined based on this profit and loss result, which is shown in Figure 7.16. It is not
necessarily the real best indicator for the stock, but provides a valuable reference to help
decide the appropriate technical indicators to follow.
Figure 7.16: Best stock indicator determination
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7.2.5 System Adaptation Framework
Several functions from our system adaptation framework have been implemented in T-TAS to help
identify some characteristics of the stock. We have integrated the causality test and turning point
forecasting into T-TAS with estimated internal OE model.
Causality Tests
Both linear time-varying and nonlinear causality tests are implemented based on an predetermined
OE model. First, users need to designate the related OE model (Figure 7.17) and prepare the data of
potential influential factors in the excel file (the upper left part of Figure 7.18). Since the oil price and
VXD are always considered as the influential factors in many stock markets, they are analyzed based
on data which are directly obtained from the corresponding websites. Figure 7.18 is the interface
for causality tests. It shows the resulting external force together with the investigated influential
factor to give an intuitive display of their relationships. The lag lengths of the external force and the
investigated influential factor can be customized. The time-varying causality test shows the causality
strengths from both directions as well as the threshold value. In the nonlinear causality test, users
need to designated the range of data in the investigation (Figure 7.19). Its result includes the values
of CS and TVAL as well as the corresponding p values with lag length from 1 to 10 (Figure 7.20).
Figure 7.17: OE model selection
CHAPTER 7. TECHNICAL ANALYSIS TOOLKIT 167
Figure 7.18: Interface of causality tests
Figure 7.19: Range of nonlinear causality test
Turning Point Forecasting
Section 6.5 discusses about the relationships between the unstable points of the internal OE model
and the major turning periods in the long-term trend of stock prices. This function is also
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Figure 7.20: Results of nonlinear causality test
implemented in T-TAS to provide a convenient way of inspecting the turning information.
Presented in Figure 7.21, in this function, the related parameters such as the sampling size and the
threshold values can be customized as usual. The detection can be done based on daily or weekly
data with the preset data range. Users can check the results in one specific channel or all of the
three channels.
7.3 Implementation
T-TAS is developed based on MATLAB Graphical User Interfaces (GUI) tools. Taking this
advantage, the structure of this toolkit has been designed adhering to object oriented programming
principles since its original version. This approach improves the ability to manage the software
complexity, such that the further development and maintenance can be easily conducted.
Additionally, the MATLAB Java interface enables us to call Java classes in the programming,
providing a very convenient and powerful way to implement many applications. In this section, we
mainly explain the implementation of MATLAB GUI and the used Java classes, more information
about the codes please refer to the handbook of T-TAS.
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7.3.1 MATLAB GUI
The structure and all the interfaces are designed by tools in the GUI development environment
(GUIDE). It also establishes a framework for GUI callbacks in which you define the interactions
with the GUI component. The graphical design is intuitive and convenient that the component
properties and behaviors are defined and generated automatically with the default values. Further
design and programming are easy to conduct based on these modular routines and many other built-
in functionalities.
Data communication in MATLAB GUI is similar as the methods used in the common OOP
development. We mainly use the GUI data to pass and share data. The GUI data is managed by the
“guidata” function which is accessible to all callbacks of the GUI. GUI data is usually defined to be
a structure in which useful data can be added as fields. Therefore, MATLAB provides a structure
which is called the handles structure to store a single variable as GUI data. In other words, GUI data
can contain only one handles structure to store useful data. It is used as an argument which is called
handles in every callback so that we could retrieve, update and save it in a simple form. Following
is an example of retrieving, updating and then saving the GUI data.
%g e t t h e h a n d l e s from a n o t h e r f i g u r e
p r e h a n d l e s = v a r a r g i n {1 , 1} ;
%c r e a t a new f i e l d o f c u r r e n t h a n d l e s
h a n d l e s . f o r c e = p r e h a n d l e s . f o r c e ;
%change t h e p r o p e r t y o f a component i n c u r r e n t f i g u r e
s e t ( h a n d l e s . import , ’ Enable ’ , ’ Off ’ ) ;
%s a v e c u r r e n t h a n d l e s
g u i d a t a ( hObjec t , h a n d l e s )
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7.3.2 Using Java in MATLAB
Integrating Java interface to MATLAB provides a more powerful environment. Benefiting from this
union, we can access many Java API class packages in MATLAB which facilitates our development
especially in term of data gathering. Since the stock data provided in T-TAS are all downloaded
from public website freely, we adopt the Java URL class to connect to the specific website and then
extract the data from that. Stock data from Yahoo Finance and Google Finance are both obtained
using this method.
The data downloading process includes two steps, building the connection and reading the data.
The connection between the MATLAB program and the website is established by constructing an
URL object (java.net.URL). After that, classes from the Java I/O package (java.io) are used to set up
a buffered stream reader and then read the lines of text at that website. All the extracted data are in
a text format which requires additional data format transformation. We also present an example of
this data downloading process as below.
%c o n s t r u c t a URL o b j e c t where stockURL i s s p e c i f i e d URL
u r l = j a v a . n e t . URL( stockURL ) ;
t r y
%open a c o n n e c t i o n t o t h e URL
s t re a m = openSt ream ( u r l ) ;
%s e t up a b u f f e r e d s t r e a m r e a d e r .
i r e a d e r = j a v a . i o . In p u t S t r e a mR e a d e r ( s t r e a m ) ;
b r e a d e r = j a v a . i o . B u f f e re d R e a d e r ( i r e a d e r ) ;
c a t c h
d i s p ( [ ’ . . . . . . ’ ] ) ;
d i s p ( [ ’URL : ’ u r l S t r i n g ] ) ;
s t o c k d a t a = [ ] ;
r e t u r n ;
end
w h i l e 1
%re a d t e x t u n t i l t h e e x i t c o n d i t i o n i s f u l f i l l e d
l i n e = re a d L i n e ( b r e a d e r ) ;
i f ( prod ( s i z e ( l i n e ) ) = = 0 )
b re a k ;
end
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. . .
end
%c l o s e t h e URL o b j e c t
c l o s e ( b r e a d e r ) ;
c l o s e ( i r e a d e r ) ;
c l o s e ( s t r e a m ) ;
Using Java program in the MATLAB environment can also speed up the computations. In the
future development of this toolkit, we are going to implement some functions with a high time
complexity in Java and then integrate them in our toolkit.
7.4 Conclusion
In this chapter, we introduce the Toolkit for Technical Analysis of Stocks (T-TAS) which is
developed to perform a comprehensive analysis on the stock market data. Benefiting from the
MATLAB GUI tools, this toolkit has an attractive and intuitive graphic user interface with
advanced functionalities. Using this toolkit, users can easily download the historical and the
real-time stock data, identify the trading opportunities by many trading rules provided, and analyze
some characteristics of particular stocks. No profound knowledge of technical analysis or
programming is required to use this toolkit. T-TAS also allows a great flexibility that the
parameters of the technical indicators are fully customizable.
The object-orientated programming approach used in the development of T-TAS makes its
structure flexible and convenient for maintenance and further development. Calling Java classes in
the program also makes the programming environment more powerful. Causality tests and the
detection of unstable points of the internal model are also available in T-TAS. In the future work,
other functions of our system adaptation framework will be implemented progressively.
Chapter 8
Conclusions and Future Research
8.1 Conclusion
This research attempts to develop a system adaptation framework based on the well established
systems theory to identify the dynamic characteristics of the stock market. To be specific, the task
of this research boils down to three aspects. First, it established a complete system adaptation
framework by treating the stock market as a highly complex system. This proposed framework
consists of an internal model and an adaptive filter focusing on the feedback and the force in the
market. In the internal model, the output-error linear model is adopted to generate the same trend as
the actual price. The external force, which drives the estimated price to approach to the actual price,
is then obtained from the differences between the actual and internal prices. We propose a time-
varying state space model with instrumental variables to link the external influential factors to this
market external force. This framework has been successfully applied to several major stock market
indices around the world, for example, the DJIA, SSE, HSI and STI. Since the framework is sensitive
to the influential factors, it is important to have proper inputs. The input influential factors which
are considered as the source of the external force are investigated. We propose a double selection
method in identifying external influential factors for a stock market. The preselection is based on
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the empirical analysis to provide potential factors. In the following selection process, both time-
varying and nonlinear causality tests play a decisive role, while the multicollinearity test is mainly
used to exclude some redundant indicators. With the influential factors that fit our selection criteria,
the system adaptation framework gives an excellent performance in the one-step-ahead prediction
as compared to the traditional methods such as the well-known ARMAX model. The results show
that this framework has a great ability in understanding the dynamics of the stock market. The
significance of this system adaptation framework is that it provides a useful tool to combine several
components of analyzing the stock market together into a system, so that the dynamics and features
of the market can be better captured.
Second, this framework has found applications in terms of forecasting the turning periods of
the market trends. By analyzing the external force in the frequency domain, major turning periods
in the market are identified when certain characteristic frequency patterns appear. To recognize this
kind of characteristic frequency patterns during the turning period, we propose a set of recognition
rules which are suitable for computer processing. The forecasted results are in consistence with
real transition periods of bull and bear market. The possible reason for this phenomenon may relate
to the structural changes of the related macroeconomic situation, which is supported by the testing
results of structural breaks in the macroeconomic indicators in the U.S., China, Hong Kong and
Singapore markets. Inspired by the property of stability in systems theory, we investigate the
relationships between the stability of the internal OE model and the major market turnings. Testing
results suggest that the internal model always become unstable or marginally stable during the
turning periods. Thus, using these unstable points as the confirmation signals to the frequency
pattern-based forecasting results, the accuracy is greatly improved.
Third, we have developed a software toolkit to support the analysis of the stock market as well.
The T-TAS toolkit, which can be utilized to download the historical and the real-time stock data,
can analyze the stock market with various trading rules, and perform some analyses in our proposed
framework. This toolkit is built on the popular MATLAB GUI environment with a user-friendly
interface. The related parameters can be customized which promises a great flexibility during the
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analysis. With this toolkit, all the analyses can be easily done without complicated programming or
chart reading skills. The illustrated examples also show the great potential of this toolkit in the stock
market analysis.
Collectively, the comprehensive system adaptation framework which is designed based on
systems theory, the applications of this framework on market influential factor identification and
market turning period forecasting, and the T-TAS toolkit provide a relatively complete solution for
the stock market analysis. Although our work in this study focuses on the stock market, the
application of this framework and related modeling methodologies are not restricted. It is
reasonable to expect that our methodologies and techniques may come in handy for solving general
financial market modeling problems.
8.2 Further Research
Applying the systems and control theory in economic and financial field is still new in this area. It is
believed that this research direction is promising that deserves a further development. Although we
have carried out a comprehensive study on building up a systematic framework of modeling financial
markets, it is only the beginning of our research in this area. Considering the problem formulation
and various practical aspects in the modeling process, it should be meaningful to extend our research
on the system based financial modeling in the following directions.
1. Development of the system adaptation framework
The major part of our research presented in this thesis was to construct a general modeling
framework for analyzing the stock market or financial market in general. We attempted to
consider as many features of the market as possible in the modeling process. However, since
the stock market is such a highly complex system, we ignore or simplify some market
properties. It is meaningful to further develop the structure of our system adaptation
framework as well as its components to make it work properly under different economic
assumptions. We also need to further investigate the market dynamics to have a more
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detailed categorization. In concordance with the identified market dynamics, the framework
should have a more complicated and more complete structure.
2. Quantification of input influential factors
For the input part of this framework, we selected some influential factors that represent the
psychology of investors to some extent, but most of these factors are still in the scope of
market itself. As evidenced by more and more research in behavior finance, factors outside
the market or even some accidents can seriously affect the stock market through its impact on
investors’ emotion. Hence, we will devote more efforts to explore the influences of investor
sentiment. This kind of psychological information is usually expressed in a qualitative or
even subjective way, raising a big challenge of quantification. In the literature, approaches
from statistics provide a possible solution. In this way, we will combine ideas and methods
from statistics and signal process. We may be able to introduce more accurate inputs into the
framework in future.
3. Forecasting of major market turning periods
For the forecasting of major market turnings, the work in this thesis are just in the beginning
to study the reflection of the turning situation in the model, especially from the system point
of view. This kind of research is still in the preliminary stage. It is worthwhile to further
explore the changes of some features during the turning periods. The stability of a system
provides the valuable confirmation in our work. The connection between features of a system
and the turning period of a market is another promising research direction.
4. Implementation of the T-TAS toolkit
As for the T-TAS toolkit, it has significantly reduced the technical efforts involved in the
stock market analysis. However, since it is based on the MATLAB language, it would take a
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long time to run some algorithms, even by using the less time-consuming multithreaded
computation. In future, it is desirable to transform some modules to JAVA or C environment
to speed up the analysis.
5. Other financial markets
Last but not the least, it should be interesting to apply this system adaptation framework to
other financial markets, such as the derivatives market, currency market and others. These
markets have also been extensively studied and can be considered as highly complex adaptive
systems as well. In this way, this kind of extension is practical and will provide valuable
feedback to further develop this framework.
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