The annotation of words and phrases by ontology concepts is extremely helpful for semantic interpretation. However many ontologies, e.g. WordNet, are too fine-grained and even human annotators often have disagreements about the precise word sense. Therefore we use coarse-grained supersenses of WordNet. We employ conditional random fields (CRFs) to predict these supersenses taking into account the interaction of neigboring words. As the annotation of training data is costly we modify the CRF algorithm to process lumped labels, i.e. a set of possible labels for each training example, one of which is the correct label. This information can be derived automatically from WordNet. By this and the use of new features we are able to increase the f-value for about 8% compared to previous results. If we use training data without annotations it turns out that the resulting F-value is only slightly lower than for a fully labeled training data. Therefore unlabeled data may be employed in an unsupervised way to increase the quality of predicted supersenses.
Introduction
Most of the information accessible in the internet and intranets is stored as text in different formats. A major obstacle of using this information by computers is the inherent polysemy: words can have more than one distinct meaning. For example, the 121 most frequent English nouns, which account for about 20% of the words in real text, have on average 7.8 meanings each [1] . In spite of this ambiguity humans are nearly unconciously able to determine the correct word sense.
Word sense disambiguation (WSD) is the process of identifying, which sense of a word is used in a given context. Usually word senses are taken from a given sense inventory, e.g. WordNet [12] . Then WSD is essentially a task of classification: word senses are the classes, the context, i.e. * the words in the vincinity of the target word, provides the evidence, and each occurence of a word is assigned to one or more of its possible classes based on evidence.
One of the major difficulties for high-performance WSD is the fine granularity of available sense inventories. WordNet, for instance, covers more than 100,000 different meanings (synsets). State-of-the-art systems have an accuracy of around 65% in the Senseval-3 all-words task, or 60% [21] in the SemEval-2007 task. This corresponds to low interannotator agreement, e.g. 72.5% agreement in the preparation of the English all-words test set at Senseval-3 [19] . Note that inter-annotator agreement is often considered an upper bound for the performance of WSD systems.
Making WSD an enabling technique for end-to-end applications clearly depends on the ability to deal with reasonable sense distinctions. It is argued that it is not necessary to determine all the different senses for every word, but it is sufficient to distinguish the different coarse meanings of a word [13] . Therefore recently a number of researchers investigated word sense disambiguation with a coarse grained sense inventory [9] [19] . It turned out that in this case it is possible to arrive at inter-annotator aggreements of more than 90% [19] .
In this paper we follow the approach of [7] in using supersenses for nouns and verbs. As the meaning of a word is mainly determined by the sequence of words in the vincinity we use the conditional random field (CRF) [15] as sequence modelling technique. It is able to take into account an enormous number of context features and to propagate evidence between words. In addition we use topic modelling [3] as a new feature which can collect evidence about the meaning of a word in an unsupervised way.
Many words in WordNet may have only a few different supersenses. We exploit this information by applying the CRF to non-annotated text. As supersense training labels for a word we use the set of all possible supersenses, which can be considered as a lumped label. The CRF in this way may learn that a large number of possible transitions between states are unlikely. In the paper the CRF training algorithm is adapted to this new type of training data. Empirical experiments indicate the effectiveness of the approach.
Supersense tagging has many potential applications. It has been shown [8] that supersense information can sup- port supervised WSD by providing a partial disambiguation step. Together with other sources of information such as part-of-speech tags, domain-specific extracted named entities, chunks or shallow parses the information generated by supersense tagging is useful in tasks such as question answering as well as semantic information extraction and retrieval, where large amounts of text need to be processed. In the second section we describe the supersense inventory of WordNet in an example. The next section describes learning approaches to supersense tagging used up to now. Subsequently we sketch conditional random fields and their application to supersense tagging. The following section describes the gradient calculations for the new lumped label CRF. The sixth section lists the features we use in our model, especially the scores of an unsupervised topic model. The next section describes the corpora used for our experiments and the results. The final section gives a summary of the paper.
WordNet Senses and Supersenses
WordNet [12] is a semantic lexicon for the English language. It groups English words into sets of synonyms called synsets, provides short definitions, and contains various semantic [9] . There are 26 supersenses for nouns described in table 1 and 15  for verbs shown in table 2 . In the WordNet graphical user interface the supersenses can be seen by checking the option "Lexical File Information".
This coarse-grained supersense inventory has a number of attractive features for the purpose of annotating natural language meanings. First, the small size of the set makes it possible to build a single model which has positive consequences on robustness. Second, classes, although fairly general, are easily recognizable and not too abstract or vague. More importantly, similar word senses tend to be merged together.
As an example, table 3 summarizes all senses of the noun "blow". The rows in the table are ordered according to the frequency of the corresponding synset. The 7 synsets of "blow" are mapped to 4 supersenses: act, event, phenomenon, and artifact. The second, third and fourth sense are quite similar and are merged in the "event" supersense removing small sense distinctions which are hard to discriminate. The remaining four senses of "blow" are discriminated by their supersenses. Hence in this case the most important sense distinctions made by WordNet are kept at the supersense level. Therefore the assignment of supersenses at least partially discriminates between different synsets. Note that the most common subsense of "blow" has a supersense different from the other synsets; however, this is not always the WordNet also includes a limited number of named entities, e.g. "Planck", "Max Planck" and "Max Karl Ernst Ludwig Planck" define a synset with supersense noun.person. These terms can be detected by named entity recognition approaches. Hence for the usual named entity recognition categories person, group, location, time, and artifacts (e.g. products) we might distinguish between proper nouns and common nouns. This would be important for a real-world application as named entities often consist of several words and are usually formed in different ways than common nouns.
There are two ways to find the supersense of a synset. The simple way, which is also followed in this paper, is to use the unique lexicographical category assigned to the synset by the WordNet annotators. The alternative way is to exploit the hypernym relationship. In this way we may find all synsets corresponding to supersenses which are related to the target synset by a hypernym path. Occasionally there exist several supersenses related to a single target synset in this way. The exploitation of these multiple labels will be left to future work.
The learning task of supersense tagging is the assignment of the correct supersense to the target word. The annotation model is trained using a corpus of sentences annotated with the correct supersense. A prominent corpus annotated with WordNet senses is SemCor described below. Usually the annotation is done simultaneously for all nouns and verbs in the corpus. It is clear that the supersenses of neighboring words have a strong relation to the supersense of the target word. This should be taken into account by the annotation method.
Learning Approaches for Supersense Tagging
Fine grained word disambiguation has to cope with thousands of categories. For the coarse grained word sense disambiguation task, however, only relatively few classes have to be taken into account. This leads to the utilization of specific machine learning methods. A first approach is based on classification methods, which for a target word x get a description of the neighborhood N (x) as input and estimate the corresponding supersense y as output class.
This usually implies that each word is labelled individually without taking into account interactions between supersenses. The bag-of-word representations of input features used for document classifications is insufficient in this case, as the relative distance of a word or feature to the target word x is important. Therefore it is necessary to encode the words and derived features as well as their relative position to the target word x. The neighborhood N (x) usually includes local collocations, parts-of-speech tags, and surrounding words. Examples of classifiers are multiclass averaged perceptrons [9] , the naive Bayes classifier [5] , and the support vector machine [6] . The last two approaches yield good results at the SemEval07 competition. [20] consider the case that only lumped labels are available for classification, i.e. for each training example a set of possible labels is observed, one of which is the correct label. They formulate a convex quadratic optimization problem using hinge loss. Experiments with different datasets show that the utilization of partial labels improves the performance of classification and yields reasonable performance in the absence of any fully labeled data.
A second approach to coarse-grained supersense tagging relies on sequential models, which are common in NamedEntity-Recognition, Part-of-Speech tagging, shallow parsing, etc.. Sequential models potentially have a higher reliability as they can take into account the labels of neighboring words during prediction, which is not directly possible for classification methods. Although it is reasonable to assume that occurrences of word senses in a sentence can be correlated, there has not been much work on sequential WSD. Probably the first to apply a Hidden Markov Model tagger to semantic disambiguation were [23] . To make the method more tractable, they also used a supersense tagset and estimated the model on the Semcor corpus. By cross-validation they show a marked improvement over the first sense baseline.
A more elaborate sequential model is used by [7] . They tackle the problem of assigning WordNet supersenses to nouns and verbs and use a discrimiatively trained Hidden Markov Model, which was proposed by [10] . These models have several advantages over generative models, such as not requiring questionable independence assumptions, optimizing the conditional likelihood directly and employing richer feature representations. Overall their supersense tagger achieves F-scores between 70.5 and 77.2%.
Deschacht and Moens [11] target fine grained WSD for the WordNet synsets using a Conditional Random Field (CRF). This model allows to take into account a variety of non-independent input features. They adapt the CRF to the large number of labels to be predicted by taking into account the hypernym/hyponym relation and report a marked reduction in training time with only a limited loss in accuracy.
Conditional Random Fields
In this paper we use the CRF for supersense tagging. We consider a task which is characterized by sequences x = (x 1 , . . . , x T ) of inputs. In language modelling an input x t usually contains different features of the t-th words of a document x. To each word x t corresponds a state y t which has values in a set of labels Y = {γ 1 , . . . , γ m }, e.g. supersenses. It is the task to predict the state sequence y = (y 1 , . . . , y T ).
Conditional Random fields (CRFs) [15, 25] are conditional probability distributions that factorize according to an undirected model.
It is assumed that there is a dependency between the states at different sequence positions. The c ∈ C are subsets c ⊆ {1, . . . , T } of time instances where the states may have direct interactions. y c = (y t ) t∈c is a subvector of states y = (y 1 , . . . , y T ) with indices t ∈ c ⊆ {1, . . . , T }. The φ c (y c , x) are real-valued functions of these variables and
is a normalizing factor for the sequence x. Many applications use a linear-chain CRF, in which the sequential order of inputs is taken into account and used for a first-order Markov assumption on the dependence structure. In this case the subvectors are pairs y c = (y t , y t−1 ) and yield the feature functions f k (y t , y t−1 , x) with an associated parameter λ k . We assume that the corresponding feature functions do not depend on the value of t, which allows weight sharing between all these components. On the other hand they may take into account the complete input vector x. In the simplest case feature functions take the value 1 for a subset of the values (y t , y t−1 , x) and 0 otherwise. Note that there may be different feature functions for the same variables y t , y t−1 , x. This also covers the special case of functions g k (y t , x) containing only one state and can easily be extended to higher order Markov chains. Hence we arrive at
If let p(x) be the unknown marginal distribution of x. As p(y|x) = p(y, x)/p(x) we may write the joint distribution by (4.3) as
where r(x) = p(x)/Z(x) is a term depending only on x. Then the conditional distribution is
is an input-specific normalization function and Y T is the set of all sequences of the form y = (y 1 , . . . , y T ). Now assume we have N i.i.d. observations (x (n) , y (n) ), n = 1, . . . , N generated according to (4.4) . As a regularizer we introduce a penalty for large λ-values, e.g. a prior
2 ) proportional to a Gaussian. Then the conditional log-likelihood L(λ) for the vector λ of all parameters is
The derivative of the log-likelihood may be evaluated and used by limited memory quasi-Newton maximizers like L-BFGS [16] to find the optimal parameters.
5 Likelihood for Lumped Labels 5.1 Likelihood Value In the training set for conventional CRFs the exact labels have to be known. In some cases, however, a set of possible labels can be inferred. This holds, for instance, in supersense tagging, where a word only has a few possible senses and hence only a few possible supersenses. As these potential supersenses may be derived automatically we may generate training data without human tagging effort. To our knowledge the likelihood and gradient calculations presented in this section have not been presented previously.
Assume instead of observing a single value γ j for y t we only know that y t is contained in some nonempty subset Y t ⊆ Y of states. In the case of a singleton Y t = {γ j } we have a single observation as usual, while the case Y t = Y corresponds to completely missing information. Note that no assumption is used about the relative probability of states in Y t . The i-th observation sequence now has the form of a cross product
The likelihood of all observations has to take into account the probability of all output sequences
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conditional distribution using (4.4) and (4.5)
In the same way as (4.6) we get he conditional log-likelihood with regularizer −
Gradient of Likelihood
To determine the gradient of L(λ) with respect to the unknown parameters λ m we calculate the derivatives of the log-likelhood in equation (5.7). For notational simplicity we set S(y t ) :
For the term in the first sum (5.8) this is The derivative of the term in the second sum (5.9) is Here we assume that each feature function f m is applicable to all pairs y t , y t−1 , and does not depend on a specific
training set with ( 
Hidden Variables
Recently Quattoni et al. [22] proposed a CRF with hidden variables. As for the usual CRF (4.2) they assume an input sequence x = (x 1 , . . . , x T ) and a sequence of unique labels y = (y 1 , . . . , y T ). In addition they introduce a sequence h = (h 1 , . . . , h T ) of hidden variables which are not observed on training examples and where each h t is a member of a finite set H of possible hidden labels. For these variables they define a conditional probabilistic model
These hidden states are able to carry relevant information over longer distances and give additional flexibility to the CRF model. The authors report a marked improvement for certain gesture recognition tasks. For the situation addressed in this paper the hidden CRF cannot be used, as it assumes a single training output and it cannot cope with a set of possible outputs. An alternative would be to model each set of possible outputs as a new state which would lead to a combinatorial explosion of states. However, along the lines used in the paper the hidden CRF may be extended to lumped outputs. Our model can incorporate some hidden state functionality. For a given output y t we may define a number of unobserved substates y t,1 , . . . , y t,r . During training we may may use y t,1 , . . . , y t,r as potential outputs if output y t is observed. The model then may decide which of the substates occurs. In this way additional long-range information may be communicated along the sequence.
Features Used for Supersense Tagging
The words of the whole input sequence x  =  (x 1 , . . . , x t , . . . , x T ) and features derived from them may be used in the feature functions f k (y t , y t−1 , x) . We used only features of words in the neighborhood of the target word x t , where a neighborhood covers the preceeding two words, the word itself, and the subsequent two words:
1. Word : The target word x t itself.
2. Lemma: The lemma (canonical form) for the previous word x t−1 .
3. Prefix: The three-character prefix of the word x t .
4. Suffix: The three-character suffix of the word x t .
First Sense:
The supersense associated to the first sense of the word x t from WordNet. The LDA model was developed by [3] as a generative probabilistic model for text data. It is an extension of the latent semantic indexing model. Each topic defines a distribution over the words in a collection and each document is defined as a mixture of topics. Based on the context LDA groups words often occurring together into soft clusters. As it takes into account the context of words it is able to distinguish between different meanings of a word. We use an efficient version employing mean field approximation for fast estimation [2] .
Coarse part-of-speech tags containing only the first character of the tags with lags: P OS(x t−2 ), P OS(x t−1 ), P OS(x t ), P OS(x t+1 ), P OS(x t+2
)
Experiments
7.1 Corpora In the SemEval Coarse Grained task [19] specific supersenses are constructed for annotation using the Oxford Dictionary of English. To be compatible with the results of [7] we instead used the original WordNet supersenses as targets and SemCor as training corpus. The Semcor dataset [18] consists of documents taken from the Brown Corpus [14] . It is freely available [24] and contains 352 documents which were manually annotated. Semcor can be broken down into two subsets. The first subset SemcorN contains the 186 documents where all open class words (nouns, adjectives, verbs and adverbs) are annotated with part-of-speech tags, lemmata and the correct WordNet synsets. In the second subset SemcorV of 166 documents only the verbs are annotated. We only used the first subset SemcorN for our experiments.
Evaluation
For each experiment we have conducted a 5-fold cross validation with exactly the same partition of the SemCor Corpus (∼20k sentences) into training and test data.
For each verb and noun in the data we use either the correct(annotated) supersense or a list of potential supersenses for training. These potential supersenses of a word are automatically generated by taking all possible supersenses of a word from WordNet by considering all possible senses of a word. For the noun blow, for instance, we get four potential supersenses according to table 3.
The experiments with potential labels are used to analyse the usefulness of our lumped label CRF. We analyzed a total of six different experiments:
10.6k true This experiment uses two third of the correctly labelled training data to train the CRF.
10.6k true + 5.3k pot This experiment employs two third of the correctly labelled training data and adds the other third in which we replaced the correct labels by the potential labels for each word.
16k true In the next experiment we used the complete correctly labelled training data (∼16k sentences) in each fold of the cross validation.
16k pot In this experiment we used only the potential labels for the training data. This means that no manual annotations are employed during training. Therefore the training set might be increased without using human labor.
16k true & test pot In the next experiment we used the complete correctly labelled training data. In additions we automatically labelled the test data with potential labels. This may be done automatically beforehand as it involves no human annotation but only exploits the restrictions given by WordNet.
16k pot & test pot In the final experiment we used only the potential labels in the training and test set. No manual annotation at all is required for this alternative.
As stated at the outset a supersense is assigned to each noun and verb. Multiword phrases such as person names were treated as one word in this experiment. Therefore we just evaluated if the correct supersense was assigned to a noun or verb and used the usual evaluation measures of precision, recall and F1. Although most words have several supersenses there is usually one sense which is correct in the majority of cases. A quite successful disambiguation strategy is to assign the most frequent supersense to a word which can be used as a baseline.
Results
Our experiments where conducted on a cluster of 10 machines each equipped with two 2.8GHz Intel dualcore processors. We parallelized the original CRFimplementation of Mallet [17] . For each iteration function values and gradients were calculated in parallel for different batches of data. Subsequently the final function values and gradients were computed by aggregation. In this way we could make full use of the 40 CPUs available in our cluster and reduce the computation time from about 23 days to 19 hours. In table 5 the results for noun supersenses are shown based on five-fold crossvalidation. The third column shows how often the supersense occurs in the collection. The second column counts how often the supersense is a potential supersense of the word and indicates the ambiguity of the term. The remaining columns show precision, recall, F1-value and the standard error of the F1-value as determined from the variance of the crossvalidation results. The lowest F1-value is 67.3% for "motive" with the majority of values bewteen 75% and 85%. The micro-average, i.e. the average weighted by frequency of true supersense labels, is about 85%. It can be seen, that with growing frequency of a supersense there is a trend to a higher F1-value. Table 6 contains the results for verb supersenses. Here the F1-value is somewhat lower with values between 36% and 91% with a frequency-weighted micro-average of about 80%. This shows that due to their high ambiguity supersenses of verbs are much more difficult to determine.
In table 7 the macro-averages weighted by category and the microaverages weighted by frequency are shown for different modelling approaches and experiment setups. Even if only 2/3 of the training data are used in the "10.6k true" experiment the CRF yields 83.1% micro-averaged F1, which is an increase of 6% compared to the results of Ciaramita and Altun [7] . If additional potential labels are used in the "10.6k true + 5.3k pot" case the F1-value grows to 83.8%. This increase of 6.7% corresponds to a error reduction of 29.3%.
If we compare the micro F1-value values of both experiments by a pairwise t-test, the hypothesis of equal mean values is rejected with a probability of error of 5.6%. This is a strong indication that the information gain due to potential labels increases the micro-averaged F1-value. 1 Note that the increase from 83.1% to 83.8% corresponds to a reduction of the error of about 3.6%.
If all data is used in the "16k true" experiment the F1-value no longer increases but gets insignificantly lower than in the case of potential labels. This shows that a CRF with potential labels in this case can exploit the information contained in the additional data even if the true labels are not known. We will investigate in further experiments, if the advantage of potential labels compared to the true labels may be significant.
The best result is achieved, when the true annotations are used for training and the test data is labelled with potential labels. This is possible as it involves no manual annotation but only requires the automatic derivation of the possible supersenses for each word using the WordNet structure. In this case we arrive at an F1 of 84.4% which is about 1% better than the result without introducing the restrictions.
Most interesting are the results if only potential labels are used, i.e. no manually annotated data at all. In the "16k pot" experiment we get an F1 of 82.8% which is just 1% worse than for the training data with true labels. If we also use test data with potential labels in experiment "16k pot & test pot" this does not improve the results. In this case the algorithm needs a number of observations for each supersense to infer the correct labeling. As shown in figure 1 the results for supersenses with a small number of occurences is much worse, e.g. for the supersenses "motive" and "weather" with 133 or 57 mentions respectively. As, however, no labeling is required we may easily increase the sentences with words potentially belonging to these supersenses and improve the results.
Summary
We used conditional random fields to model the sequential context of words and their relation to supersenses. We extended the model so that it is able to include potential supersenses into the training data. These potential labels may be derived automatically without human annotation effort, which allows to take into account very large training sets for supersense learning.
It turns out that in our experiments the use of potential labels yields comparable results to the ones achieved by the use of the full training set with correct labels. Most interesting are the results of the experiments where the training examples of the test set with their potential labels are used in addition for training. This opens the perspective to improve the results by adding new "training" data without any labelling effort i.e. no manual annotation.
As the annotation time for a new document is quite low the approach may be used to annotate large collections of documents. As pointed out the training time may be reduced substantially by exploiting the constraints on the set of potential labels. This will be implemented in the future. In addition we will compose training sets with potential labels in such a way that all words of WordNet are represented. Finally we will investigate how to cope with new senses of words not covered by WordNet, e.g. for special domains.
Acknowledgement
The work presented here was funded by the German Federal Ministry of Economy and Technology (BMWi) under the THESEUS project.
