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REMARK ON A NONLOCAL ISOPERIMETRIC PROBLEM
VESA JULIN
Abstract. We consider isoperimetric problem with a nonlocal repulsive term
given by the Newtonian potential. We prove that regular critical sets of the
functional are analytic. This optimal regularity holds also for critical sets of
the Ohta-Kawasaki functional. We also prove that when the strength of the
nonlocal part is small the ball is the only possible stable critical set.
2010 Mathematics Subject Class. 49Q10, 49Q20, 82B24
1. Introduction
In this short note we study critical sets of the functional
J(E) = P (E) + γ
∫
E
∫
E
G(x, y)dxdy (1)
where G(·, ·) is the standard Newtonian kernel
G(x, y) =


1
2pi log
(
1
|x−y|
)
(n = 2)
1
n(n−2)ωn
1
|x−y|n−2
(n ≥ 3)
and P (E) denotes the surface measure, or the perimeter of the set E. This model was first
introduced by Gamov [19] in the physically relevant case n = 3 to model the stability of atomic
nuclei. It also rises as a ground state problem from the Ohta-Kawasaki functional introduced by
Ohta and Kawasaki [34] to model diblock copolymers. In the periodic setting the Ohta-Kawasaki
functional can be written as
JTn(E) = P (E) + γ
∫
Tn
∫
Tn
GTn(x, y)uE(x)uE(y)dxdy, (2)
where GTn(·, ·) is the Green’s function in the flat torus and uE = 2χE − 1. Both with (1) and
(2) we are interested in minimizing the functional under volume constraint.
There has been an increasing interest among mathematicians to study the above functionals
[1, 2, 6, 9, 10, 11, 17, 20, 21, 22, 27, 28, 31, 37, 40]. Besides from the obvious physical applications,
the main motivation to study (1) and (2) is that they feature the competition between a short
range interfacial force, described here by the perimeter, which prefers the minimizer to be smooth
and connected and a long range repulsive force which prefers the minimizer to be scattered.
Indeed, under volume constraint the ball minimizes the perimeter by the isoperimetric inequality,
while it maximizes the nonlocal part (see e.g. [30]).
By a scaling argument we notice that when the volume is small the nonlocal term in (1)
becomes small. This suggest that for n ≥ 3 the ball should be the minimizer of (1) under
volume constraint when the volume is small, or equivalently when γ is small. This was first
proved in [25, 28] and generalized in [6] to more general potentials and in [16] to nonlocal
perimeter. On the other hand when the volume is large the repulsive term becomes stronger
and it was proved in [28, 31] for n = 3 that the minimization problem does not have a solution.
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In this note we are interested in critical sets which are not necessarily minimizers. The first
result of this paper concerns the regularity of critical sets. To state the result we denote the
Newtonian potential by
vE(x) =
∫
E
G(x, y)dy. (3)
The Euler equation associated with (1) can be then be written as
HE + 2γvE = λ on ∂E, (4)
where HE is the mean curvature. We say that a C
2-regular set (the boundary is a C2-
hypersurface) is critical if it satisfies (4). It was proved in [1, 11, 28] that regular critical
sets are C3,α-regular for every α ∈ (0, 1) and then in [26] that they are in fact C∞-regular. We
use the method developed in [29] to prove the sharp regularity of critical sets.
Theorem 1. If E ⊂ Rn is a regular critical set of (1) then it is analytic.
We note that the above result holds also for critical sets of the Ohta-Kawasaki functional (2).
For the minimizers of (1) and (2) we obtain that they are analytic up to a singular set which
Hausdorff dimension is at most n − 8. Theorem 1 can also be applied to improve the partial
regularity result for general non-smooth critical sets in [23].
Our second result concerns the uniqueness of stable critical sets. The study of critical sets
is mathematically interesting for two reasons. First, it is closely related to the stability of the
Alexandroff theorem on sets of constant mean curvatures, since in the case γ = 0 we know by
Alexandroff theorem that the only connected critical sets are balls. Second, if we do not have
any constraint on γ in (1) then the family of possible critical sets is much richer than the family
of minimizers. Indeed, it easy to see that for large enough γ an annulus is a critical set (see [20]).
More interesting examples of critical sets which are diffeomorphic to the torus are constructed
in [35].
In the planar case the functional (1) does not have a minimizer due to the logarithmic behavior
of the potential. However, it is showed in [20] that in the plane when γ is small the disk is the
unique critical set of (1). We would like to have a similar result in higher dimension, but this
turns out to be challenging due to the fact that in higher dimensions there is no stability of
the Alexandroff theorem. In [7, 8] it is constructed a sequence of smooth sets with uniformly
bounded perimeters which mean curvatures converges uniformly to a constant, but the sets do
not converge to a ball. This shows that there cannot be stability of the Alexandroff theorem
without further assumptions on the sets (see [13]). The question of uniqueness of critical sets in
higher dimension seems therefore to be a rather delicate issue.
Here we prove a weaker result and show that when γ is small the ball is the only possible stable
critical set. A critical set is stable if the second variation is positive semidefinite (Definition 2).
Theorem 2. Let n ≥ 3 and L > 0. There exists γ0 = γ0(n,L) > 0 such that if E ⊂ R
n with
|E| = |B1| is a smooth stable critical set of (1) with γ ≤ γ0 and P (E) ≤ L, then E is a ball.
The proof of Theorem 2 is based on the result in [12], where it was showed that if a smooth
set with uniformly bounded perimeter has almost constant mean curvature then it it close to a
union of disjoint tangential balls. We use this result and the stability assumption to conclude
that when γ is small E is actually close to a single ball. The argument is different in the case
n = 3 than in n ≥ 4. In n = 3 we use the stability similarly as in [5, 42] to conclude that E is
almost umbilical and therefore it has to be close to a single ball by standard estimates for the
Willmore functional. In the other case we use an argument similar to [38] to conclude that ∂E
satisfies a Poincare´ type inequality which in the case n ≥ 4 is strong enough to imply that E is
close to a single ball. Once we have showed that E is close to a single ball, the result follows
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from the fact that the second variation of the ball is strictly positive and therefore there cannot
be other critical sets nearby.
2. Preliminaries
We first recall the definition of sets of finite perimeter. For an introduction to the topic we
refer to [32]. A measurable set E has finite perimeter if
P (E) = sup
{∫
E
divϕdx : ϕ ∈ C∞0 (R
n;Rn), sup |ϕ| ≤ 1
}
<∞.
The quantity P (E) is the perimeter of E. If E is a set of finite perimeter then its reduced
boundary is denoted by ∂∗E and its perimeter in U ⊂ Rn is
P (E;A) := Hn−1(∂∗E ∩A).
For a Lipschitz set the reduced boundary agrees with the topological boundary.
For a sufficiently regular set E we denote by νE the exterior normal of E. When no confusion
arises we write simply ν. Given a vector field X ∈ C1(∂E;Rn) we may extend it to Rn. We
denote its tangential part on ∂E as Xτ := X−(X ·νE)νE . It is clear that Xτ does not depend on
the extension of X. In particular, we denote by Dτ the tangential gradient operator on ∂E given
byDτϕ := (Dϕ)τ . Similarly divτ and ∆τ denote the tangential divergence and Laplace-Beltrami
operator respectively and they are defined as divτX := divX−(DXν)·ν and ∆τϕ := divτ (Dτϕ).
Finally the mean curvature of E is the sum of the principle curvatures which can also be written
as HE := divτ (νE).
Next we define the first and the second variation of (1) for a sufficiently regular set E. We say
that a one-parameter family of diffeomorphisms Φt : R
n → Rn, with t ∈ (−1, 1), is admissible
flow if Φ0(x) = x and |Φt(E)| = |E| for all t. Let X be the vector field associated with Φt, i.e.,
∂
∂t
Φt = X(Φt).
Note that the vector field associated with an admissible flow satisfies
∂
∂t
|Φt(E)|
∣∣
t=0
=
∫
∂E
X · ν dHn−1 = 0. (5)
The first variation of the functional (1) is
∂
∂t
J(Φt(E))
∣∣
t=0
=
∫
∂E
divτX dH
n−1 + 2γ
∫
∂E
vE(X · νE) dH
n−1,
where the potenial vE is defined in (3). If E is of class C
2 then we may write the first variation
as
∂
∂t
J(Φt(E))
∣∣
t=0
=
∫
∂E
(HE + 2γvE)X · νE dH
n−1.
Therefore recalling (5) we define the critical sets of (1) as follows.
Definition 1. Let E be a C2-regular set. We say that E is a regular critical set if it satisfies the
Euler equation (4) for some λ ∈ R. The Lagrange multiplier λ is due to the volume constraint.
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The second variation of the functional at a general, not necessarily critical, set E is (see [6])
∂2
∂t2
J(Φt(E))
∣∣
t=0
=
∫
∂E
|Dτ (X · νE)|
2 − |BE |(X · νE)
2 + 2γ∂νvE(X · νE)
2 dHn−1
+
2γ
n(n− 2)ωn
∫
∂E
∫
∂E
(X · νE)(x)(X · νE)(y)
|x− y|n−2
dHn−1(x)dHn−1(y)
+
∫
∂E
(HE + 2γvE)(divX)(X · νE)dH
n−1
−
∫
∂E
(HE + 2γvE)divτ (Xτ (X · νE))dH
n−1
If E is a critical set (Definition 1) then the two last terms vanish. Indeed this follows from the
fact that since the flow is admissible then (see [10])
0 =
∂2
∂t2
|Φt(E)|
∣∣
t=0
=
∫
∂E
(divX)(X · νE) dH
n−1 = 0.
This leads us to define the following quadratic form associated with the second variation,
∂2J(E)[ϕ] :=
∫
∂E
|Dτϕ|
2 − |BE |ϕ
2 + 2γ∂νvEϕ
2 dHn−1
+
2γ
n(n− 2)ωn
∫
∂E
∫
∂E
ϕ(x)ϕ(y)
|x− y|n−2
dHn−1(x)dHn−1(y),
for ϕ ∈ H1(∂E) with
∫
∂E ϕdH
n−1 = 0.
Definition 2. Let E be a regular critical set. We say that E is a stable if
∂2J(E)[ϕ] ≥ 0
for all ϕ ∈ H1(∂E) with
∫
∂E ϕdH
n−1 = 0.
Finally we need the following simplified version of the Allard’s regularity theorem [3]. To this
aim for a set of finite perimeter E ⊂ Rn and for x ∈ ∂∗E and r > 0 we measure the excess of E
at x by
σ(E, x, r) :=
1
rn−1
∣∣∣P (E,Br(x))− ωn−1rn−1∣∣∣. (6)
The following theorem can be found in [3, 36]
Theorem 3 (Allard). Assume that E ⊂ Rn is a set of finite perimeter with bounded mean
curvature ||HE||L∞ ≤ C and let α ∈ (0, 1). There exists σ(α) > 0 such that if x ∈ ∂
∗E and
r ∈ (0, 1) are such that
σ(E, x, r) < σ(α)
then ∂∗E ∩Br/2(x) is a C
1,α-hypersurface. Moreover up to a rotation we may write
∂∗E ∩Br/2(x) ⊂ {y
′ + u(y′)en | y
′ ∈ Bn−1r (x
′)},
where x = (x′, xn) ∈ R
n−1 × R, and we have the following estimate
||u||C1,α(Bn−1
r/2
(x′)) ≤ Cσ(E, x, r)
1
4(n−1) .
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3. Regularity of critical points.
In this section we prove Theorem 1. As mentioned in the introduction the result follows from
the argument developed in [29].
Proof of Theorem 1. Let us fix a point on the boundary ∂E which we may assume to be the
origin. By assumption, ∂E is a C2-hypersurface and therefore it follows from the result in [26]
that ∂E is C∞-regular. Hence we may assume that there is a radius r and a smooth function
f : Rn−1 → R such that for Γ = ∂E ∩Br it holds
Γ ⊂ {x = (x′, xn) ∈ R
n−1 × R | xn = f(x
′)}
and that E lies above Γ. Moreover, by possible rotating the set, we may assume that ∇f(0) = 0.
We follow closely the argument from [29]. We denote by B+r ⊂ R
n the upper half ball. Let
ϕ : B+(0, r)→ R be the solution of{
−∆ϕ = 0, in B+r
ϕ(x′, 0) = f(x′) on Br ∩ {xn = 0}.
Since f is smooth then ϕ is smooth up to the boundary. Denote M := supB+r |∇ϕ|. Define
Φ± : B+r → R
n by
Φ+(x) := (x′, ϕ(x) + (M + 1)xn) and Φ
−(x) := (x′, ϕ(x) − (M + 1)xn).
Since det(DΦ±) = ∂xnϕ± (M +1) 6= 0 we may assume, by possibly decreasing r, that both Φ
+
and Φ− are invertible and denote their inverses by Ψ+ and Ψ−. Note also that when r is small
it holds Φ+(B+r ) ⊂ E and Φ
−(B+r ) ⊂ R
n \ E. We define v+, v− : B
+
r → R by
v+(x) := vE(Φ
+(x)) and v−(x) := vE(Φ
−(x)).
Since ∂E is smooth, it follows that the restiction of vE to E is smooth up to the boundary ∂E.
Similarly the restriction of vE to R\E is smooth up to the boundary. Therefore we deduce that
v+, v− ∈ C
∞(B¯+r ).
Recall that vE is a solution of
−∆vE = χE . (7)
Let us denote the matrix A±(∇ϕ) := DΨ±(Φ±(x)) and the vector b±(∇ϕ) := (∆Ψ±)(Φ±(x)),
where the latter is a map which coordinate functions are ∆Ψ±k (Φ
±(x)). We conclude from (7)
that (v+, v−, ϕ) satisfy the following system of equations in B
+
r ,
Trace
(
A+(∇ϕ)TD2v+A
+(∇ϕ)
)
+ 〈b+(∇ϕ),∇v+〉 = 1,
Trace
(
A−(∇ϕ)TD2v−A
−(∇ϕ)
)
+ 〈b−(∇ϕ),∇v−〉 = 0,
∆ϕ = 0.
Moreover we deduce from (7) and from standard Calderon-Zygmund estimates that u ∈ C1,α(Rn)
for every 0 < α < 1. In particular, this implies that
v+ = v− and 〈A
+(∇ϕ)T∇v+, η(x)〉 = 〈A
−(∇ϕ)T∇v−, η(x)〉
on Br ∩ {xn = 0}, where
η(x) =
(−∇x′f(x), 1)√
1 + |∇x′f |2
=
(−∇x′ϕ(x), 1)√
1 + |∇x′ϕ|2
6 VESA JULIN
is the interior normal of E. Hence we conclude from the Euler equation (4) that (v+, v−, ϕ)
satisfy the following boundary conditions on Br ∩ {xn = 0}
1√
1 + |∇x′ϕ|2
(
∆x′ϕ−
1
1 + |∇x′ϕ|2
〈D2x′ϕ∇x′ϕ,∇x′ϕ〉
)
+ 2γv+ = λ,
A+(∇ϕ)T∇v+, η(x)〉 − 〈A
−(∇ϕ)T∇v−, η(x)〉 = 0,
v+ − v− = 0.
We are now in a position to use classical regularity results (see [33] or [29, Theorem 2.2]) to
conclude that v+, v− and ϕ are analytic in B¯
+
r . Indeed, the functions v+, v−, ϕ are smooth up
to the boundary Br ∩ {xn = 0}. Moreover the above system of equations is clearly elliptic and
analytic and the boundary conditions are analytic. Therefore we need only to show that the
boundary conditions are complementing at the origin.
To this aim we recall that we assumed ∇x′ϕ(0) = ∇x′f(0) = 0. Therefore η(0) = en and it
holds
A+(∇ϕ(0)) =
(
I 0
0 µ1
)
and A−(∇ϕ(0)) =
(
I 0
0 −µ2
)
for some positive numbers µ1, µ2 > 0. Here I denotes the (n − 1) by (n − 1) unit matrix.
Therefore in order to check that the boundary conditions are complementing at the origin, we
need to show that the linearized system
n−1∑
i=1
∂xixiu1 + µ
2
1∂xnxnu1 = 0,
n−1∑
i=1
∂xixiu2 + µ
2
2∂xnxnu2 = 0,
∆u3 = 0
in Rn+ = {x ∈ R
n : xn > 0}, with the following boundary conditions on {xn = 0},
∆x′u3 = 0,
µ1∂xnu1 + µ2∂xnu2 = 0,
u1 − u2 = 0
does not have a nontrivial bounded exponential solution of the form
uj(x) = e
iξ·xφj(xn)
where ξ 6= 0 is orthogonal to en.
We argue by contradiction and assume that such a solution exists. It follows from the equation
for u3 that
φ′′3(xn)− |ξ|
2φ3(xn) = 0.
Since we assumed u3, and thus φ3, to be bounded, we deduce from the above equation that there
is a constant a3 such that φ3(t) = a3e
−|ξ|t. The boundary condition for u3 yields |ξ|
2φ3(0) = 0,
which implies φ3 ≡ 0.
The equations for u1 and u2 give
µ21φ
′′
1(xn)− |ξ|
2φ1(xn) = 0 and µ
2
2φ
′′
2(xn)− |ξ|
2φ2(xn) = 0.
Since u1 and u2 are bounded, the above equations imply that there are constants a1, a2 such
that
φ1(t) = a1e
− |ξ|
µ1
t
and φ2(t) = a2e
− |ξ|
µ2
t
.
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The boundary conditions for u1 and u2 can be written as
µ1φ
′
1(0) = −µ2φ
′
2(0) and φ1(0) = φ2(0).
These imply a1 = a2 = 0, which means that u1 and u2 are zero. Hence the boundary conditions
are complementing and the claim follows from result in [33] (see also [29, Theorem 2.2]). 
4. Uniqueness of stable critical points.
Throughout the section we assume the dimension to be higher than two, i.e., n ≥ 3. We begin
with two lemmas. First we show that when γ is small then balls are the only critical points near
the unit ball. This follows from the fact that when γ is small the second variation of the unit
ball is strictly positive.
Lemma 1. Let p > n. There is δ0 > 0 such that if E is a regular critical set with |E| = |B1|
such that
∂E = {ψ(x)x+ x | x ∈ ∂B1} and ||ψ||W 2,p ≤ δ0,
then E = B1(y) for some y ∈ Bδ(0).
Proof. The proof of this lemma can be essentially found in [1, Proof of Theorem 3.9] (see also
[6, Theorem 3.11]). From the results in [1, 6] we conclude that if E is W 2,p-close to B1 and
|E| = |B1|, then we may find a point z ∈ Bδ0(0) and a vector field X such that the associated
flow Φ,
∂
∂t
Φt = X(Φt), Φ0(x) = x
satisfies |Φt(B1)| = |B1| for every t ∈ [0, 1], Φ1(B1) = E + z, and
d2
dt2
J(Φt(B1)) ≥ c|B1∆(E + z)|
2
for all t ∈ (0, 1). Assume that E is a regular critical set, which is not a ball. By the criticality of
B1 we have
d
dtJ(Φt(B1))|t=0 = 0. Therefore since E is not a translate of the unit ball the above
inequality gives ddtJ(Φt(B1))|t=1 > 0. This implies that E + z, and in turn E, is not a critical
set, which is a contradiction. 
We state another lemma in which we evaluate the nonlocal terms in the second variation
formula.
Lemma 2. Let E be as in the statement of Theorem 2 and let γ ≤ 1. Assume ϕ ∈ H1(∂E) ∩
L∞(∂E) has zero average
∫
∂E ϕdH
n−1 = 0. There exists a constant C which depends only on
the dimension and on L such that∫
∂E
|Dτϕ|
2 − |BE |ϕ
2 dHn−1 ≥ −Cγ||ϕ||2L∞ .
Proof. Since E is critical there exists λ such that
HE + 2γvE = λ on ∂E.
Let us first estimate the Largange multiplier λ and prove that there exists a constant C, which
depends on n, such that ∣∣∣λ− n− 1
n
P (E)
|E|
∣∣∣≤ Cγ. (8)
We write the functional (1) as J(E) = P (E) + γNL(E), where
NL(E) :=
1
n(n− 2)ωn
∫
E
∫
E
dxdy
|x− y|n−2
.
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For t ∈ R small we denote Et := (1 + t)E. By scaling of the functional we get
J(Et) = (1 + t)
n−1P (E) + (1 + t)n+2γNL(E).
Therefore
d
dt
∣∣
t=0
J(Et) = (n− 1)P (E) + (n+ 2)γNL(E). (9)
On the other hand if we choose vector field X = x and denote its associated flow by Φ,
∂
∂t
Φt = X(Φt), Φ0(x) = x,
then we get by the first variation formula and by the Euler equation that
d
dt
∣∣
t=0
J(Φt(E)) =
∫
∂E
(HE + 2γvE)〈x, ν〉H
n−1 = λ
∫
∂E
〈x, ν〉Hn−1 = nλ|E|.
However, it is easy to see that Φt(E) = (1+t)E+o(t) and therefore
d
dt
∣∣
t=0
J(Et) =
d
dt
∣∣
t=0
J(Φt(E)).
Thus we obtain by the previous equality and by (9) that
nλ|E| = (n− 1)P (E) + (n+ 2)γNL(E).
Recall that the ball maximizes the nonlocal part of the functional, i.e., NL(E) ≤ NL(B1) for
every |E| = |B1|. Hence we get (8).
Let ϕ ∈ H1(∂E) be as in the statement of the lemma. The stability of E (Definition 2) yields∫
∂E
|Dτϕ|
2−|BE|ϕ
2+2γ∂νvEϕ
2 dHn−1+
2γ
n(n− 2)ωn
∫
∂E
∫
∂E
ϕ(x)ϕ(y)
|x− y|n−2
dHn−1(x)dHn−1(y) ≥ 0.
Since vE is a solution of
−∆vE = χE in R
n
it follows from standard rearrangement result [39] that for every |E| = |B1| it holds ||vE ||L∞ ≤
||vB1 ||L∞ ≤ C. Moreover, by differentiating (3) and arguing as in [6, Proposition 2.1] we get
||vE ||L∞ + ||∇vE||L∞ ≤ C. (10)
Therefore the claim follows once we show that for every x ∈ ∂E we have∫
∂E
dHn−1(y)
|x− y|n−2
≤ CP (E). (11)
Let us fix x ∈ ∂E. It follows from the Euler equation, from (8) and (10) that |HE | ≤ C0.
Therefore we have the following monotonicity formula [14]
s 7→
P (E,B(x, s))
sn−1
eC0s is nondecreasing on s ∈ (0,∞). (12)
Let us define rk = 2
−k for k = 0, 1, . . . . It follows from (12) that for every k we may estimate∫
∂E∩Brk (x)\Brk+1 (x)
dHn−1(y)
|x− y|n−2
≤ 2n−2
P (E,Brk(x))
rn−2k
≤ CP (E,B1(x))rk.
Therefore we get∫
∂E∩B1(x)
dHn−1(y)
|x− y|n−2
≤
∞∑
k=0
∫
∂E∩Brk (x)\Brk+1 (x)
dHn−1(y)
|x− y|n−2
≤ CP (E,B1(x))
∞∑
k=0
rk = CP (E,B1(x)).
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Hence the estimate (11) follows since trivially∫
∂E\B1(x)
dHn−1(y)
|x− y|n−2
≤ P (E).

We are now ready to prove Theorem 2.
Proof of Theorem 2. We argue by contradiction and assume that there is a sequence γk → 0
and associated smooth stable critical sets Ek with P (Ek) ≤ L such that none of them is a
ball. The idea is to use the result from [12] to conclude that Ek convergences to a set E which
is a union of balls which are tangentially connected. We then use the stability assumption to
conclude that E is in fact a single ball. By Allard’s regularity theorem and the Euler equation
(4) we then get that Ek → B1 in W
2,p for every p > n, which contradicts Lemma 1.
First, by criticality
HEk + 2γkvEk = λk on ∂Ek. (13)
Therefore by (8) and (10) we deduce
1
C
≤ HEk ≤ C. (14)
By Topping’s inequality [41] we have
diam(Ek) ≤
∫
∂Ek
Hn−2Ek dH
n−1 ≤ CP (Ek) ≤ CL (15)
and thus the sets are uniformly bounded.
Let us show that ∂Ek is connected when k is large. We do this by using the idea from [38].
We argue by contradiction and assume that there are at least two components Γ1,Γ2 of ∂Ek.
It follows from the curvature bounds (14) and from an isoperimetric type estimate in [4] that
Hn−1(Γi) ≥ P (Br) > 0 for i = 1, 2, where the radius of Br is chosen such that
n−1
r = C, where C
is the constant in (14). We choose locally constant testfunction in the second variation formula
such that ϕ = 1 on Γ1 and ϕ = −α on Γ2, where α > 0 is chosen such that
∫
∂Ek
ϕ = 0. Note
that by the previous discussion we have a uniform bound on α from above and below. Therefore
Lemma 2 yields
−
∫
Γ1
|BEk |
2 dHn−1 ≥ Cγk. (16)
On the other hand, by (14) we have that
|BEk |
2 ≥
H2Ek
n− 1
=
1
(n − 1)C2
,
which contradicts (16) when k is large. Thus we conclude that the boundary of Ek is connected.
We may assume, by extracting a subsequence, that there exists a set E ⊂ Rn of finite perimeter
such that Ek → E in L
1. It follows from (10) and (13) that the sets Ek have almost constant
mean curvature and therefore it follows from [12, Theorem 1.1] that E is a union of disjoint balls
with equal radii, i.e., there exists N ∈ N and a family of disjoint balls B(x1, r), . . . , B(xN , r)
such that
E =
N⋃
i=1
B(xi, r).
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Each ball in the family is tangent to another one, by which we mean that for every B(xi, r)
there exists B(xj, r), j 6= i, such that B¯(xi, r) ∩ B¯(xj , r) 6= Ø. Let us denote by Σ the set of all
tangent points in E¯, i.e.,
Σ :=
N⋃
i,j=1
i6=j
B¯(xi, r) ∩ B¯(xj , r).
Moreover it follows from [12, Theorem 1.1] and from the diameter bound (15) that
lim
k→∞
P (Ek) = P (E) = NP (Br) and lim
k→∞
hd(∂Ek, ∂E) = 0, (17)
where ’hd’ denotes the Hausdorff distance between two sets. Note that by (14) the radii of the
balls are bounded from below r ≥ 1/C and their number is bounded N ≤ C. Let 0 < δ << r be
a small number which we choose later. Let us denote the δ-neighborhood of Σ by Nδ(Σ), i.e.,
Nδ(Σ) :=
⋃
y∈Σ
B(y, δ). (18)
Similarly let us denote the δ-neighborhood of ∂E by Nδ(∂E) and finally
Uδ := Nδ(∂E) \ Nδ(Σ). (19)
From [12, Theorem 1.1] we have that ∂Ek∩Uδ is a C
1,α-manifold when k is large, and it converges
to ∂E ∩ Uδ in C
1,α-sense. By this we mean that there is a sequence of C1,α-diffeomorphisms
Φk : ∂E ∩ Uδ → Φk(∂E ∩ Uδ) ⊂ ∂Ek such that
lim
k→∞
||Φk − Id||C1,α = 0.
Let us next show that the Lagrange multipliers converges λk → λ and that λ is the Lagrange
multiplier of the limit set E. Indeed, let us fix a vector field X ∈ C∞(Rn;Rn) such that X = 0
in Nδ(Σ). Then by the Euler equation (13) and by the previous C
1,α-convergence we get∫
∂Ek
(λk − 2γkvEk)(X · νEk) dH
n−1 =
∫
∂Ek
HEk(X · νEk) dH
n−1 =
∫
∂Ek
divτEkX dH
n−1
→
∫
∂E
divτEX dH
n−1 as k →∞
=
∫
∂E
λ(X · νE) dH
n−1.
Since this holds for any vector field X and since γkvEk → 0 we conclude that λk → λ. Arguing
as in [1, Lemma 7.2] this in turn implies that ∂Ek ∩ Uδ converges to ∂E ∩ Uδ in W
2,p for every
p > n, i.e.,
lim
k→∞
||Φk − Id||W 2,p(∂E∩Uδ) = 0 for every p > n, (20)
where Φk : ∂E ∩ Uδ → Φk(∂E ∩ Uδ) ⊂ ∂Ek.
Let us next prove that the limit set E consists only on a single ball. This will follow from the
stability of Ek. We argue by contradiction and assume that N ≥ 2 for E =
⋃N
i=1B(xi, r). The
argument is different in the case n = 3 and n ≥ 4.
The case n = 3. In this case we use an argument similar to [5, 42] to show that Ek are nearly
umbilical. This together with standard estimates on Willmore energy imply that the limit set
E has to be a single ball.
REMARK ON A NONLOCAL ISOPERIMETRIC PROBLEM 11
Let us choose a testfunction ϕ = x · ν − σ in the second variation condition. Here σ ∈ R is
chosen such that
∫
∂Ek
ϕdH2 = 0. By the divergence theorem we may solve σ
σP (Ek) =
∫
∂Ek
σ dH2 =
∫
Ek
x · ν dx =
∫
Ek
div(x) dx = 3|Ek|.
Hence
σ =
3|Ek|
P (Ek)
≥ c > 0. (21)
Note that by (15) we may assume, by translating the sets Ek, that ||ϕ||L∞ ≤ C on ∂Ek.
Let us fix a basis {e1, e2, e3} in R
3. We denote νj = ν · ej and δjf := ∇τf · ej for any given
smooth function f on ∂Ek. We may extend f smoothly to a neighborhood of ∂Ek and then
δjf := ∂xjf − (∇f · ej) νj . Next we use a well know geometric equality [24, Eq. (10.16)] and the
Euler equation (13) to deduce
∆τνj = −|BEk |
2νj + δjHEk = −|BEk |
2νj − 2γkδjvEk
for j = 1, 2, 3. It is well known, and straighforward to see, that ∆τxj = −HEkνj on ∂Ek.
Therefore we have
∆τϕ =
3∑
j=1
(∆τνjxj + 2∇τνj · ∇τxj + νj∆τxj)
=
3∑
j=1
(∆τνjxj + 2∇τνj · ej −HEkν
2
j )
=
3∑
j=1
∆τνjxj + 2HEk −HEk
= −|BEk |
2ϕ− |BEk |
2σ +HEk − 2γk
3∑
j=1
δjvEkxj .
(22)
We multiply (22) by ϕ, integrate over ∂Ek and get∫
∂Ek
|Dτϕ|
2 − |BEk |
2ϕ2 dH2 =
∫
∂Ek
σ|BEk |
2ϕ− (HEk − 2γk
3∑
j=1
δjvEkxj)ϕdH
2
=
∫
∂Ek
σ|BEk |
2ϕ− (λk − 2γkvEk − 2γk
3∑
j=1
δjvEkxj)ϕdH
2
≤ σ
∫
∂Ek
|BEk |
2ϕdH2 + Cγk,
where the last inequality follows from (10) and from the fact that ϕ has zero average. Therefore
Lemma 2 and (21) imply
−
∫
∂Ek
|BEk |
2ϕH2 ≤ Cγk. (23)
Note that (8), the Euler equation (13), and (21) yield
1
σ
≤
HEk
2
+ Cγk.
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We integrate (22) over ∂Ek and obtain by the above inequality that
−
∫
∂Ek
|BEk |
2ϕdH2 ≥
∫
∂Ek
σ|BEk |
2 −HEk dH
2 − Cγk
≥ σ
∫
∂Ek
|BEk |
2 −
H2Ek
2
dH2 − Cγk
=
σ
2
∫
∂Ek
(κ1 − κ2)
2 dH2 − Cγk,
where κ1 and κ2 are the principle curvatures. Hence we have by (23) that∫
∂Ek
(κ1 − κ2)
2 dH2 ≤ Cγk. (24)
When γk is small it follows from (24) and e.g. from [15, Lemma 2.2] that ∂Ek has genus zero.
Therefore (24) and Gauss-Bonnet theorem yield∫
∂Ek
|BEk |
2 dH2 ≤ 8pi + Cγk. (25)
On the other hand from the W 2,p-convergence (20) it follows that
lim
k→∞
∫
∂Ek∩Uδ
|BEk |
2 dH2 =
∫
∂E∩Uδ
|BE |
2 dH2 =
2
r2
P (E;Uδ).
Recall the definition of Nδ(Σ) and Uδ, (18) and (19). From the monotonicity formula (12) we
get that P (E;Nδ(Σ)) ≤ Cδ
2. Therefore we have
P (E;Uδ) ≥ P (E)− P (E;Nδ(Σ)) ≥ P (E)− Cδ
2 = 4Npir2 − Cδ2.
Hence we get
lim
k→∞
∫
∂Ek∩Uδ
|BEk |
2 dH2 ≥ 8N pi − Cδ2,
which contradicts (25) if N ≥ 2 when δ is small and we conclude that E is a ball. By translation
we may assume that E = B1.
Let us next fix α ∈ (0, 1) and show that for every k large there exists a function ψk : ∂B1 →
∂Ek such that
∂Ek = {ψk(x)x+ x | x ∈ ∂B1} and ||ψ||C1,α ≤ c, (26)
where c is idependent of k. To this aim we fix x ∈ ∂B1 and let σ(α) be the constant from
Theorem 3. Choosing ρ > 0 small we get σ(B1, x, ρ) <
σ(α)
2 , where the excess σ is defined in
(6). The claim (26) then follows from Theorem 3 once we show that
lim
k→∞
P (Ek, Bρ(x)) = P (B1, Bρ(x)). (27)
By the lower semicontinuity of the perimeter we have that limk→∞ P (Ek, Bρ(x)) ≥ P (B1, Bρ(x)).
Suppose that limk→∞ P (Ek, Bρ(x)) > P (B1, Bρ(x)). Then again by the lower semicontinuity
we have limk→∞ P (Ek,R
n \Bρ(x)) ≥ P (B1,R
n \Bρ(x)). This implies that
lim
k→∞
P (Ek) > P (B1)
which is a contradiction since by (17) we have limk→∞ P (Ek) = P (B1). Hence we have (27),
and in turn (26).
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We need yet to show that ψk → 0 in W
2,p for every p > n, where ψk are the functions from
(26). By the stability of the isoperimetric inequality proved in [18] and by (26) we have
P (Ek)− P (B1) ≥ c min
y∈Rn
∫
∂Ek
∣∣∣νE(x)− x− y
|x− y|
∣∣∣2 dHn−1(x) ≥ c||Dψk||2L2(∂B1).
Therefore by (17) and (26) we conclude that ψk → 0 in C
1(∂B1), up to a subsequence. Arguing
as in (20) we finally conclude that ψk → 0 in W
2,p for every p > n. By Lemma 1 we have
Ek = B1(yk) for some yk when k is large, which is a contradiction and the result follows in the
case n = 3.
The case n ≥ 4. In this case we apply an argument similar to [38] where we use the stability
condition to conclude that ∂Ek satisfy a Poincare´ type inequality. From this we may conclude
that the limit set E is connected and it has to be a single ball.
First we assume that the limit set E is just a union of two tangent balls since the general case
N ≥ 3 follows from a similar argument. Indeed, as we already mentioned, we will show that
the stability of Ek imply that Poincare´ type inequality holds for ∂E and obtain a contradiction
by analyzing E near the set Σ which is a finite union of isolated points. Since the argument is
local near the tangent points we may assume that N = 2. By translating and rotating we may
further assume that
E = B(x1, r) ∪B(x2, r)
for x1 = ren and x2 = −ren, where en is the xn-coordinate direction. Note that in this case
Σ = {0}.
Let us define a function f : R→ [−1, 1] as
f(t) :=


min{ rδ2 t− 1, 1} when t ≥
δ2
r
0 when − δ
2
r < t <
δ2
r
−min{ r
δ2
t− 1, 1} when t ≤ − δ
2
r .
Let us further define ϕ : Rn → R as ϕ(x) := f(xn). Note that ϕ ≡ 0 on ∂E ∩ Bδ and that∫
∂E ϕdH
n−1 = 0. Let us show that the following inequality holds on ∂E∫
∂E\Bδ
|Dτϕ|
2 −
2
r2
ϕ2 dHn−1 ≥ 0. (28)
To this aim denote f¯k =
∫
∂Ek
f(xn) dH
n−1 and choose ϕk(x) = f(xn) − f¯k in the second
variation formula of Ek. Lemma 2 gives∫
∂Ek
|Dτkϕk|
2 − |BEk |
2ϕ2k dH
n−1 ≥ −Cγk.
Since ϕ ≡ 0 on ∂E ∩ Bδ we deduce from the Hausdorff convergence in (17) that Dτkϕk = 0 on
∂Ek ∩Bδ when k is large. Hence we have that∫
∂Ek\Bδ
|Dτkϕk|
2 − |BEk |
2ϕ2k dH
n−1 ≥ −Cγk. (29)
By the W 2,p-convergence of ∂Ek \Bδ proved in (20) it follows that
lim
k→∞
∫
∂Ek\Bδ
|Dτkϕk|
2 dHn−1 =
∫
∂E\Bδ
|Dτϕ|
2 dHn−1
and
lim
k→∞
∫
∂Ek\Bδ
|BEk |
2ϕ2k dH
n−1 =
∫
∂E\Bδ
|BE|
2ϕ2 dHn−1.
Hence we may pass to the limit in (29) and get (28).
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Let us study the inequality (28) and define Σ3δ := ∂E∩B3δ. Note that ∂E\B3δ is disconnected
and ϕ ≡ 1 on ∂E \B3δ ∩{xn > 0} and ϕ ≡ −1 on ∂E \Σ3δ ∩{xn < 0}. In particular, |Dτϕ| = 0
on ∂E \ B3δ . It is also clear that on Σ3δ for every tangent vector τi it holds |τi · en| ≤ Cδ.
Therefore we may estimate the tangential gradient of ϕ on Σ3δ as
|Dτϕ| ≤
n−1∑
i=1
|f ′||τi · en| ≤ Cδ
−1.
On the other hand we may estimate the area of Σ3δ by
Hn−1(Σ3δ) = P (E;B3δ) ≤ Cδ
n−1.
Therefore (28) gives
0 ≤ CHn−1(Σ3δ)δ
−2 −
2
r2
Hn−1(∂E \B3δ) ≤ Cδ
n−3 −
2
r2
P (B1)
when δ > 0 is small. This is clearly a contradiction in the case n ≥ 4 when δ > 0 is small
enough. Hence E is a single ball and we conclude, as in the case n = 3, that Ek → B1 in W
2,p
for every p > n. Again as in the case n = 3, we conclude the proof by Lemma 1. 
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