Software architecture evaluation is an effective means of addressing quality related issues early in the software development lifecycle. Scenario-based approaches to evaluate architecture usually involve a large number of stakeholders, who need to be collocated for faceto-face evaluation meetings. Collocating a large number of stakeholders is an expensive and time-consuming exercise, which may prove to be a hurdle in the wide-spread adoption of disciplined architectural evaluation practices. Drawing upon the successful introduction of groupware applications to support geographically distributed teams in software inspection, and requirements engineering disciplines, we propose the concept of distributed architectural evaluation using Internet-based collaborative technologies. This paper presents a pilot study used to assess the viability of a larger experiment intended to investigate the feasibility of groupware support for distributed software architecture evaluation. In addition, the results of the pilot study provide some preliminary findings on the viability of groupwaresupported software architectural evaluation process.
Introduction
Software architecture (SA) evaluation is an effective mechanism for improving the quality of software intensive systems. The main objective of SA evaluation is to consider and address quality requirements at the SA level (Bass et al., 2003; Maranzano et al., 2005) . There are various techniques and tools to assess the potential of the chosen architecture to deliver a system capable of satisfying desired quality requirements and identify potential risks. Most of the well-known SA assessment approaches are scenario-based methods such as Architecture Tradeoff Analysis Method (ATAM) (Kazman et al., 1999) , Software Architecture Analysis Method (SAAM) (Kazman et al., 1994) and Architecture-Level Maintainability Analysis (ALMA) (Lassing et al., 2002) .
Scenario-based SA evaluation is a collaborative exercise that involves a number of stakeholders. Currently, it requires all the major stakeholders to be collocated for face-to-face (F2F) meeting to perform various activities, such as defining and refining business drivers, generating quality sensitive scenarios, and mapping the scenarios on to the proposed architecture. This is an expensive and time consuming process. Besides setting aside significant amount of time, stakeholders may have to travel if they are geographically distributed, which is highly likely as companies increasingly develop software using geographically distributed teams (Carmel and Agarwal, 2001; Herbsleb and Moitra, 2001; Mashayekhi et al., 1994; Perry et al., 2002) . Organizational concerns about the cost and scheduling difficulties for collocating large number of stakeholders have been widely reported (Layzell et al., 2000; Perry et al., 2002). These difficulties may hinder the wide-spread adoption of SA evaluation practices.
In an attempt to find a cost effective and efficient alternative to F2F meeting-based SA evaluation, we suggest that Internet-based collaborative technologies may provide a mechanism of addressing some of above-mentioned issues (Collaborative technologies include web-based applications that support collaboration, e.g., groupware systems, collaborative and CSCW applications, etc.). Researchers and practitioners in various sub-disciplines of software engineering (such as requirements engineering, inspections and others) have successfully evaluated groupware supported processes as a promising way to introduce software shiftwork, minimize meeting costs, maximize asynchronous work and conserve a number of precious organizational resources (Boeham et al., 2001; Halling et al., 2001; Perry et al., 2002) . Drawing on the positive results of using groupware systems in similar domains, we propose that the collaborative applications can be used to improve the SA evaluation process without compromising the quality of the artifacts and results.
However, there are a number of important issues that should be explored before making any conclusive claim about the effectiveness of the collaborative applications for distributed SA evaluation. For example, we need to understand the changes required in the existing SA evaluation approaches to allow for distributed environments. We also need to identify appropriate collaborative technologies to support distributed SA assessment and gain a better understanding of how they facilitate or hinder social processes. We intend to use experimentation to study these issues (Perry et al., 2002) .
In order to evaluate the effectiveness of distributed SA evaluation, we have designed an empirical research program based on a framework of experimentation (Basili et al., 1986) and guidelines provided in Kitchenham et al. (2002) . The experimental program consists of a pilot study followed by a large-scale experiment. This paper reports the results of the pilot study from two viewpoints. Firstly, the pilot study has provided some initial information about the use of groupware to support SA evaluation in distributed arrangement and secondly it has allowed us to refine our subsequent experimental program.
The salient features of this paper are:
• It briefly discusses the concept of distributed SA evaluation using collaborative technologies.
• The pilot study results provide an initial assessment of the effect of using distributed meeting for SA evaluation activities.
• We show how the results of the pilot study can be used to assess the number of experimental units needed in experiments.
The remainder of the paper is organized as follows. In the next section, we briefly review the work that has motivated our research program. We then present our idea of a distributed SA evaluation process. We describe experiment details in Section 4. Analysis and interpretation are presented in Section 5. We close the paper with the conclusions and plans for future research.
Background

Software architecture evaluation
Recently it has been widely recognized that quality attributes (such as maintainability, reliability, etc.) of complex software intensive systems largely depend on the overall SA of such systems (Bass et al., 2003) . Since SA plays a vital role in achieving system wide quality attributes, it is important to evaluate a system's architecture with regard to desired quality requirements. SA community has developed several methods to support disciplined architecture evaluation practices. Most of the mature architectural evaluation methods are scenario-based such as Architecture Tradeoff Analysis Method (ATAM) (Kazman et al., 1999) , Software Architecture Analysis Method (SAAM) (Kazman et al., 1994) and Architecture-Level Maintainability Analysis (ALMA) (Lassing et al., 2002) .
Although there are differences among these methods , we have identified five common activities by comparing four main approaches to evaluate architecture (Ali-Babar and Gorton, 2004) . Fig. 1 presents these five activities, which can make up a generic scenario-based SA evaluation process that can be supported by a groupware application. Following is a brief description of each activity in this generic SA evaluation process:
1. Evaluation planning and preparation-This is concerned with allocating organizational resources and setting goals for evaluation, selecting stakeholders, preparing inputs and deciding on the valuation team. This activity is vital as it ensures that required documentation and resources are available and provides the roadmap of the process and identifies expected outcomes. 2. Explain architectural approaches-During this activity, a software architect presents the architecture of the system under consideration to the evaluation team and explains architectural decisions and how those decisions can satisfy business goals. He/she also identifies the known architectural style or patterns being used in the designed architecture and justifies their use. 3. Elicit quality sensitive scenarios-The purpose of this activity is to develop scenarios to characterize the quality attributes for a system. For example, a maintainability quality attribute can be specified by change scenarios. Scenarios are also prioritized before being used for architecture evaluation. Sometimes scenarios are also ranked according to their level of complexity. 4. Analyze architectural approaches-This activity is aimed at analyzing architectural approaches with respect to the scenarios developed during the previous stage. Findings are categorized into risks, non-risks, trade-off points, sensitivity points and others and rationale is documented. 5. Interpret and present results-This activity is concerned with summarizing the results of all previous activities, interpreting the deliverables and presenting results to the sponsors.
Architectural assessment normally requires expertise and knowledge of different quality attribute experts such as performance engineers and usability specialists. Furthermore, the affect of a particular quality attribute cannot be analyzed in isolation as quality attributes have positive or negative influences on each other, which may require trade-offs among quality attributes. All these activities require group discussions and decision making processes, which necessitate meetings.
However, we argue that most of these activities do not necessarily need to be performed in a co-located arrangement. Rather, most of them can be done in asynchronous mode without affecting the quality of the outcome. The need for synchronous discussion can be supported by an electronic meeting system (EMS) (Nunamaker et al., Winter, 1996 -1997 .
Groupware systems
Groupware systems are computer-based applications that support communication, collaboration, and coordination among a group of people working towards a common goal; much of the time these people are geographically distributed (Ellis et al., 1991) . A groupware system usually has a very diverse set of tools (such as E-mail, audio video conferencing, calendar, content management, workflow management, electronic meetings) that complement each other (Nunamaker et al., Winter 1996 -1997 . These systems have emerged over the past decade as mainstream business applications to support a variety of problem solving and planning activities in a wide variety of organizations. A key benefit of groupware systems is to increase efficiency compared with F2F meetings by creating positive changes in group interactions and dynamics Nunamaker et al., Winter, 1996 -1997 .
Groupware systems have proven effective in reducing the time and resources required to complete a project by minimizing the inter-activity intervals and delays (Nunamaker et al., Winter 1996 -1997 Perry et al., 2002) . Researchers have shown that teams using groupware systems can reduce their labour costs by up to 50% and project cycle times by up to 90% (Grohowski et al., 1990) . Groupware systems also have the potential to effectively support meeting processes involving large groups (Nunamaker et al., 1991) and to increase the number and quality of the ideas generated (Valachich and Dennis, 1994) . Groupware systems also provide a set of tools that can efficiently process large amount of information consumed or generated during meetings. Other notable attributes of such systems include anonymity, simultaneity, process structuring, process support, and task support (Nunamaker et al., 1991) .
Groupware support for inspection and requirements engineering processes
It has been shown that F2F meetings for software inspections incur substantial cost and lengthen the development process (Perry et al., 2002) . Some studies have called into question the value of F2F inspection meetings (Porter and Johnson, 1997) . Studies have also indicated that computer tools, including groupware, may improve inspections (Sauer et al., 2000) . Groupware-supported inspections have been successfully evaluated as a promising way to minimize meeting costs, maximize asynchronous work and conserve a number of precious organizational resources (Halling et al., 2001; van Genuchten et al., 2001) . Moreover, it has also been shown that the software inspection process can be improved with group process support (Tyran and George, 2002) .
Requirements engineering (RE) community has also successfully used groupware applications to enable distributed teams of stakeholders to perform different tasks of RE process. For example, Liou and Chen (1993) integrated joint application development (JAD) and group support systems (GSS) to support requirements acquisition and specification activities. Damian and her colleagues reported successful experiments with using a web-based collaborative tool to support requirements negotiation meetings (Damian et al., 2000) . Boehm and his colleagues developed a groupware tool to support their EasyWinWin requirements negotiation methodology (Boeham et al., 2001 ) and integrated a case tool to improve the support for requirements engineering tasks (Gruenbacher, 2000) .
Distributed SA evaluation process
We have mentioned that evaluation of software architectures is usually performed by stakeholders in a F2F meeting. Collocating a large numbers of stakeholders is an expensive and time-consuming exercise, particularly for geographically distributed teams of software developers. We are mainly interested in finding and assessing an effective and efficient way of enabling physically dispersed stakeholders to participate in architecture processes without having to travel, while improving the overall process of architecture design and evaluation. Previous experimental studies found that groupware applications provide an appropriate support mechanism to introduce the shift work concept in software development activities to exploit organizational knowledge (mainly workforce) distributed across different time zones and geographical locations . This work also identified the technological and organizational issues, which existed at that time, that needed to be addressed in order to maximize the ''over night gains'' and minimize the ''over night losses'' (Gorton and Motwani, 1996) . Others have reported that Internet and groupware systems have played a vital role in improving collaborative processes in a number of disciplines by minimizing dysfunctional behaviour and enhancing group productivity (Griffith et al., 2003; Grohowski et al., 1990; Nunamaker et al., Winter, 1996 -1997 Piccoli et al., 2001) .
Based on these previous results, we are developing the concept of groupware supported distributed software architecture evaluation processes, which are aimed at addressing a number of above-mentioned logistical issues that characterize the current evaluation approaches. We posit that a number of activities (such as evaluation planning, scenario gathering, scenario prioritization, and scenario mapping,) in the general process model of SA evaluation ( Fig. 1) can successfully be performed in a distributed environment using web-based groupware applications.
In the proposed process, groupware supported electronic workspaces are used to enable geographically dispersed stakeholders perform the various tasks in architecture evaluation. These findings and our previous successful trials of using collaborative tool to support distributed software development teams Hawryszkiewycz and Gorton, 1996) give us confidence that groupware systems can greatly benefit SA evaluation.
Empirical research program
Introduction
We intend to evaluate the effectiveness of distributed SA evaluation by means of a series of laboratory experiments. Agarwal et al. (1999) suggest that laboratory-based experiments are appropriate when the cumulative body of knowledge related to a specific phenomenon is limited, as is the case with the groupware supported distributed SA evaluation process. If our ideas prove successful in a laboratory setting, we will then attempt to evaluate the proposed approach in industrial settings.
During the first phase of the empirical studies, we limit our inquiry to scenario profiles development activity of SA evaluation process. We focus on creating scenario profiles activity for several reasons. Developing quality sensitive scenario profiles is considered the most expensive and time-consuming activity of the SA evaluation process. The accuracy of the results of SA evaluation exercise is largely dependent on the quality of the scenarios used (Bass et al., 2003; Bengtsson and Bosch, 2000) . Thus, our controlled experiments are designed to compare the performance of Collocated Groups (CGs) and Distributed Groups (DGs) based on the quality of the scenario profiles, developed by both types of groups.
Our laboratory-based experimental program consists of a pilot study followed by a large-scale experiment. The pilot study itself was run as a formal experiment using an experimental design that was being considered for the subsequent experiments. In the following sections, we describe the design, conduct, and results of the pilot study.
Research questions and hypotheses
The major purpose of research program is to gain an understanding of the opportunities and challenges of conducting SA architecture evaluation in a distributed environment using collaborative technologies. There is no solid theory on distributed SA evaluation process. Hence we relied on the literature reporting the success and failure of introducing groupware for organizational processes in general (Grudin, 1994; Grudin and Palen, 1995; Nunamaker et al., 1991) and software processes in particular Sakthivel, 2005) to developed the following research questions:
• How much do scenario profiles created by collocated groups (CGs) vary from scenarios profiles created by distributed groups (DGs).
• What changes should be made in the existing SA evaluation methods to support geographically distributed stakeholders?
• What type of features should a groupware application provide to successfully support a distributed architecture evaluation process? • How does a distributed arrangement affect the sociopsychological and organizational aspects of the evaluation process?
The aims of the pilot study were to:
• Provide initial estimates of the effect size and variability, so that we could perform a power analysis to estimate the sample sizes necessary for the various experimental designs that could be adopted in the subsequent experiments. In particular, we wanted to check whether a parallel or sequential design was necessary.
• Ensure that the experimental materials and protocols (e.g., training times, interaction with subjects, tool facilities, etc.) were appropriate for subsequent experiments.
• Provide the student researchers with experience conducting laboratory experiments.
Experiment design
We used an AB/BA cross-over design for our pilot study (Senn, 2002) . The design is shown in Table 1 . In a crossover study design, the participants are assigned to sequence of treatments in order to study differences between individual treatments. Our pilot study design is a balanced design in which each experimental unit (i.e., group of three participants) performed two scenario development tasks. Half of the groups used a F2F meeting arrangement for their first task followed by a distributed arrangement for the second task. The other groups used a distributed meeting for the first task and a F2F task for the second meeting.
The advantages of cross-over designs are that they require fewer subjects than parallel designs and when there is no interaction between treatments and order, they are resilient to subject differences and maturation effects. The most significant disadvantage of a cross-over design is that it is inappropriate if there is a large interaction between treatment and order. A treatment-order interaction occurs when doing one treatment first has an effect that is different from doing the other treatment first. There is no interaction if there is an order effect, such as learning effects, that influences both treatments equally (Kitchenham et al., 2004) .
The independent variable manipulated by this study is type of meeting arrangement (group interaction), with two treatments, F2F meeting (CGs) and distributed meeting (DGs).
Dependent variable is quality of the scenario profiles developed by CGs and DGs.
Participants
We required the participants of this study to be similar to the potential participants of our future series of experiments (third and fourth year students of software engineering or computer engineering). We invited graduate researchers in the areas of information and communication technologies to participate. We selected 24 participants, who possessed different values of the selection criteria, e.g., length of work experience, exposure to web-based content management system, familiarity with functional and non-functional requirements concepts, etc. We did not choose those volunteers who had prior knowledge of our research program or were associated with the course during planning and design stages.
Experimental materials and apparatus
Software requirements specifications
This study used SRS for two different applications, a web-based content management system and a web-based software inspection tool. The former is an open source web-based content management system called Zwiki. The later is a web-based inspection support tool called Inspect AnyWhere (Lanubile and Mallardo, 2002) . This system provides collaborative features to support the different activities of software inspection process, e.g., planning, defect detection, defect collection, follow up, etc. We prepared a simplified version of the SRS of each system together with some more detailed descriptions and screen shots.
Collaborative application
The groups using distributed meeting arrangements were required to brainstorm and structure their scenario profiles using a web-based groupware system. We selected a generic collaborative application, LiveNet, based on its features and ease of availability for research purposes. LiveNet provides a generic workflow engine and different features to support collaboration among geographically distributed members of a team. LiveNet enables users to create workspaces and define elements of a particular workspace. LiveNet also supports emergent processes. For further details, see Biuk-Aghai and Hawryszkiewyez (1999) and Hawryszkiewycz (Last accessed on 8th June, 2004).
Measuring quality of scenario profiles
In order to evaluate the effectiveness of a distributed arrangement compared with F2F arrangement, we needed to compare the quality of the artifacts, scenario profiles, developed by both CGs and DGs. We used a method of ranking scenario profiles to measure their quality (Bengtsson, 2002) . In order to use this method, the actual profiles for each group must be recoded into a standard format for analysis. The quality of each of the recoded profiles was evaluated by comparison with a ''reference profile'' constructed from all the recoded profiles identified for a particular SRS. The construction of the recoded profiles relied on researchers coding free-format text. The reliability of the coding was assessed by comparing the profiles obtained independently by two researchers. The method of measuring the quality of scenario profile is described in Bengtsson (2002) . Zwiki system G2, G5, G6, G8 G1, G3, G4, G7 InspectAnyWhere G1, G3, G4, G7 G2, G5, G6, G8
4.7. Experimental validity 4.7.1. Threats to internal validity Wholin et al. (2000) identify four main threats to internal validity: selection effects, maturation effects, instrumentation effects, and presentation effects. These threats are a problem for quasi-experiments (Shadish et al., 2001 ), but are not relevant when using a cross-over design with random allocation to sequence which is designed to avoid these problems (Senn, 2002) . However, using a cross-over design is problematic if there is an interaction between sequence and treatment. Since the treatment is about meeting structure not about the intellectual task of constructing the scenarios, we believe the probability of a significant interaction effect is low.
Another threat to the internal validity of our experiment can be the method used to measure the quality of the scenarios developed by the participants. This method is highly dependent on the way the data are analyzed and interpreted. The method was developed and validated for another experiment and various threats to its internal validity have been discussed and addressed in Bengtsson (2002) . However, one of the potential threats, skill, knowledge, and bias of reference profile builder, associated with this method was addressed by having two independent reference profile developers.
Threats to external validity
The major threat to external validity of our pilot project is that postgraduate students will be systematically different from the third and fourth year undergraduates who will take part in the subsequent large-scale experiments. We selected such postgraduate students who had no experience of SA evaluation, and little experience of quality sensitive scenarios. In these respects the postgraduates should be similar the undergraduates. In addition, for our power analysis, we have assumed that the groups of postgraduate students would exhibit less variability than groups of undergraduate students.
Pilot study operation
The flow of the pilot study implementation is shown in Fig. 2 and the experimental design and execution plan is shown in Table 2 .
Selection: Selection of the 24 participants took place prior to the experiment.
Briefing and training: After selection the participants were given a 30 min training session to provide an overview of the collaborative tool, the software architecture evaluation process, the process of generating quality sensitive scenarios, and the software inspection process. Furthermore, the participants were shown screen dumps of the systems for which they were supposed to develop change scenarios. They were also given time to familiarize themselves with the collaborative tool, LiveNet. However, our study did not require the participants to have any experience in SA evaluation. The duration and format of our training was designed to make the participants representatives of most of the stakeholders involved in real world SA evaluation, where stakeholders normally receive minimum training.
A document describing the content management system, inspection management system and example scenarios was also made available to the participants during the experiment.
Assignment to groups: Prior to the experiment we identified eight group names and allocated each group to each Post-session questionnaire and debriefing treatment and condition combination randomly (name out of the hat). Three subjects were allocated to each group on the day of the experiment without using any formal randomisation process. However, we believe there was no bias in subjects' allocation. Developing individual scenario profiles: Participants were given a simplified version of requirements for a web-based content management system (Zwiki) and asked to developed system change scenarios individually for 15 min. When 15 min of time had passed the profile of individuals were collected, photocopied and returned to them. All the participants were asked to join their respective groups to develop group scenarios. All eight groups were randomly assigned to distributed (intervention) and F2F (control) settings and asked to develop group scenario profiles for 30 min.
Group profile development: Participants were instructed to follow a process to develop group scenario profile. For the web-based content management system, groups g1, g3, g4, and g7 developed their group scenario profiles in a distributed arrangement using the collaborative tool. The only means of synchronous communication was the chat-room of the collaborative tool. Groups g2, g5, g6, and g8 developed their group profile scenarios in F2F meeting arrangement. After 30 min of time elapsed, the group scenario profiles were collected.
Iteration of profile development: After a short a break, the process started again for a web-based system to support distributed software inspection, InspectAnyWhere. The only difference for creating change scenario profiles for this system was during the group activity, when the groups which worked in a F2F arrangement for content management system were asked to work in a distributed arrangement and groups which had worked in the distributed arrangement were asked to work in the F2F arrangement. The amount of the time allowed for individual and group tasks was the same, 15 and 30 min, respectively. During this part of the experiment, we encountered a problem. The members of one group mistakenly used the SRS for the Zwiki system as a DG, when they had already used that SRS as a CG. The results from this group were therefore invalid and were omitted from the analysis.
Post-session questionnaire: After developing individual and group scenario profiles for both systems, the participants filled a post-session questionnaire to provide both their demographic information and their subjective experiences with both types of meeting arrangements.
Debriefing: The experiment finished with a debriefing session, which was aimed at explaining the objectives of the study and answering participants' questions on any aspect of the research program.
Data collection
Three sets of data are important to our study; the individual scenario profiles, group scenario profiles, and questionnaire filled by all the participants at the end of the experiment. Though our results are based on the comparison of group scenario profiles, we needed both individual as well as group scenario profiles to develop the reference profile. Participants were encouraged to structure their scenarios using a scenario structuring framework (Bass et al., 2003) . However, they were allowed to compose scenarios as free text as long as those scenarios were concrete enough to characterize the future changes in the existing systems. Participants submitted files of their individual scenario profiles, group scenario profiles and chat logs.
Finally, each participant filled out a questionnaire at the end of the study. The questionnaire is designed to collect information on the participants' attitude towards F2F verses distributed SA evaluation. Most of the questions required the participants to respond by circling a choice on a three point scale and providing a short explanation of their respective response to a particular question. The questionnaire also collected demographic data such as experience level, gender, age, etc. on a nominal scale.
Information collected during the experiment can be tracked by an identification code present on the individual scenario profiles, group scenario profiles, and post-session questionnaire. Thus, the data is not anonymous. In our judgment, lack of anonymity is not problem in our type of experiment as mentioned in Bengtsson (2002) . Furthermore, our future experiments are planned to be executed as part of academic assessments, where being able to identify individuals that create interesting data points is considered more important than the risk of getting unreliable data because of lack of anonymity.
Pilot study results
Reference profiles
We gathered 73 scenarios from 32 profiles for the Zwiki system and 60 scenarios from 28 profiles for the InspectAnyWhere system. We discarded four data points, three individual and one group, for building the reference profile and one data point, group only, for data analysis because the group did not follow the correct experimental procedure. That means we collected 133 scenarios from 60 profiles instead of 64 profiles. We developed two reference profiles, one for each system, to rank the scenario profiles developed by the participants. The process of developing a reference profile to measure the quality of the scenarios has been extensively documented in Bengtsson (2002) .
We will provide a brief description of this process here. To build a reference profile, we identified unique scenarios and put them together. We noted the frequency for each unique scenario by counting the number of times it had been reported in various profiles. Then, we calculated a score for each scenario profile developed during the experiment by summarizing the frequency of each scenario in the scenario profile. Tables 3 and 4 show the top 10 scenarios of each reference profile.
Inter-rater agreement
The method used to measure the quality of scenario profiles requires marking against a reference profile, which may be affected by the subjective judgement of the coder. In order to address this issue, two independent makers performed the task separately. In addition to assigning scenarios to reference profile, each coder could nominate new scenarios or split old scenarios in the reference profile developed by the other coder. Any disagreement regarding the scenario profile was discussed and resolved before the final marking of the scenario profiles.
Analysis of results
The results of the experiment are shown in Table 5 . The pilot project can be analyzed simply in terms of the difference between the quality of the profile obtained from the F2F groups and the distributed groups. Although the groups used different SRS in each period, a balanced cross-over design is resilient to systematic differences between periods as long as there is no period treatment interaction (Senn, 2002) . We anticipate a period effect as a result of two factors: firstly, the SRS used for the first evaluation was different from the SRS used for the second evaluation; secondly, the subjects would have more experience of the developing quality attribute scenarios when they develop scenarios for the second system. However, these effects should be the same for groups in each sequence implying no treatment by period interaction.
Summary statistics for the two sequence groups are shown in Table 6 . The analysis is complicated by the drop out which leaves unequal sample sizes in each treatment sequence group. However, it can still be analyzed using the treatment group means and adjusted within-groups variance (Senn, 2002, Section 3.6) . The result of this analysis indicates that the mean effect of the treatment (i.e., the mean difference between the quality of scenario profiles from distributed meeting and F2F meeting groups) after adjustment for the period effect is 18.53 with a standard error of 6.33. This value is significantly different from zero (p = 0.037, 95% confidence interval 2.30-34.87). This result suggests that the effect of a distributed meeting is not simply equivalent to a F2F meeting but is actually superior in terms of the quality of the resulting scenario profile.
Power analysis
We performed a power analysis to confirm that we would have enough participants in our subsequent experiments to properly test our experimental hypotheses. We User shall be able to undo changes 12 5
System shall be able to handle more objects 10 6
User shall upload and download documents 10 7
System shall provide a updatable sitemap 8 8
Multiple ways of viewing change log 7 9
System supports more naming conventions 7 10
Comment on page change place 7 Online discussion facility that can be stored 9 5
User can perform planning tasks online 9 6
Change logs annotation shall be viewable 7 7
Feedback on artifacts and resources provided 7 8
Audio and video channels are available 7 9
Status of artifact being inspected viewable 6 10 Action can be undone 6 assumed a Normal distribution for the mean difference in quality profile for the purpose of the power analysis. The central limit theory confirms that a linear combination of any random variables will be approximately Normal. For simplicity, we assume:
• Our null hypothesis is that there is no difference between the quality of the scenario profile for each treatment group. This is a one-sample test because the analysis is based on the difference between the two values for each experimental unit.
• The significance level is 0.05.
• The power is 0.80.
In order to undertake a power analysis it is necessary to consider the nature of the alternative hypothesis. One alternative hypothesis is that the difference between the quality of the scenario profile for the distributed meeting is superior to the quality of the scenario profile for the F2F meeting. Another alternative hypothesis is that the difference between the quality of the scenario profile for the distributed meeting is inferior to the quality of the scenario profile for the F2F meeting. The later alternative hypothesis is unlikely given the pilot study results but is important with respect to the aims of the full experiment. In both cases, this form of alternative hypothesis implies a one-sided test. Alternatively, we could simply use an alternative hypothesis that the difference between the quality profiles for each treatment is different from zero and use a two-sided test.
The choice of appropriate alternative hypotheses depends on the goals of our experiment. Our goal is to assess whether the benefits of distributed meetings (in terms of reduced costs) are not outweighed by potential losses (in terms of significantly poorer quality scenario profiles). Thus, we do not need to show that distributed meeting arrangements are superior to collated arrangement. We only need to show that they are not significantly worse than F2F meeting arrangements. For that reason our preference is for a one-sided alternative hypothesis that the distributed meeting arrangement is 10 units worse than the F2F meeting arrangement. Our assumption that distributed meeting arrangements are potentially useful will be supported if we are unable to reject the null hypothesis.
The results of the power analysis for one-sided are shown in Table 7 . The values were calculated using the trial version of the StudySize application (Olofsson, 2004) . In both cases, sample sizes of 50 are conservative compared with a sample size of 6 that is consistent with the values obtained in the pilot study (i.e., mean difference 18 and standard deviation 17). However, if we assume that undergraduate students will have a larger skill range than postgraduate students, a sample size of about 50 will protect against an increase of about 10 in the standard deviation.
Power analysis for a simple randomised experiment
In practice, we expect to have about 50 participant groups available for our subsequent experiments, so it is also worth considering whether it is necessary to perform a cross-over trial, rather than a simple randomised experiment without repeated values. This is equivalent to comparing the two treatment groups based on the values obtained from the first task, as shown in Table 8 .
Analysis of the data in Table 8 does not allow us to reject the null hypothesis of no difference between treatments since the difference is 6.5 with a standard error of 10.25. In this case, we are concerned with having adequate power to reject the null hypothesis, if the F2F meetings are really superior which requires a one-sided test. However, because we are analysing the difference between the treatment groups directly we need a two sample power analysis as shown in Table 9 . Table 9 illustrates how large our sample size needs to be for simple randomised experiments. Given the ratio of standard deviations (i.e., approximately 2) observed in pilot study, we would need nearly 1000 experimental units (i.e., groups of three students) to be sure of detecting a difference of about 5 in favour of the F2F meeting treatment. This confirms that our subsequent experiments must use a cross-over design to achieve an acceptable experimental power. 
Analysis of post-session questionnaire
Analysis of the post-session questionnaire revealed a contradiction between the quantitative analysis and the opinions of the participants. The majority of participants preferred the F2F meeting arrangement and felt they performed better in the F2F meeting arrangement. Table 10 summarizes the results of the responses to different questions designed to gather self-reported data.
These findings from the self-reported data becomes more interesting when we take into account the fact that all of the participants were extensively using Internet-based collaborative tools (e.g., NetMeeting, Yahoo Messenger) for professional and personal purposes but there was hardly any support for groupware supported distributed meeting arrangement among them. The participants provided a number of reasons for disliking the groupware supported meeting arrangement, such as a lack of body language, F2F was more natural and conventional, typing problems, slow collaboration, time lag in communication, and so on. However, the findings based on the self-reported data are consistent with findings of the several studies, which found that quality of decisions made in groupware supported arrangement was better or equal to the decision made in F2F arrangement but participants' attitudes (satisfaction, perceived effectiveness, and cohesiveness) was usually lower in groupware supported decision making arrangement (Dennis and Garfield, 2003; Fjermestad, 2004) . 5  1113  495  278  124  10  278  124  70  31  15  124  55  31  14  20  70  31  17  8   Table 10 Summary of questionnaire responses Question 1 22 (92%) of participants believed they performed better in the F2F arrangement Question 2 18 (75%) of participants believed the group performed better in F2F arrangement Question 3 15 (62%) of participants believed that the collaborative tool had a negative affect on group discussion 6 (25%) thought it had a positive effect 3 (13%) reported no effect Question 4 15 (62%) of participants found F2F meeting arrangement more efficient 7 (33%) participants thought both types of meeting arrangement equally efficient 1 (4%) participant found the distributed meeting arrangement more efficient In this context efficiency was defined to be the number of individual scenarios discussed and integrated into group scenarios and the number of new ideas and scenarios developed during team meetings Question 7 19 (79%) of participants preferred F2F meetings 3 (13%) had no preference 1 (4%) preferred distributed meetings In order to further probe the self-reported data, we encoded the participant's explanation for frequency analysis. We used two level of encoding scheme. The first level allocated the reasons for disliking tool-based meeting arrangements to technical and non-technical. Since each respondent provided more than one reason, thus allocation was not exclusive to one single code only. The second level allocated the responses to main themes that we identified in the responses and this allocation was not exclusive either as some of the respondents gave more than one reason for each of the non-technique or technical categories. For instance, lack of body language and being habitual of F2F meetings can be allocated to the non-technical code first and then Body language and F2F discussion conventional and fast themes. Table 11 present the findings.
Conclusion and future work
Software architecture evaluation is an effective approach for addressing quality related issues and identifying risks early in the development lifecycle. Existing evaluation methods requires collocating large number of stakeholders for F2F meetings. Collocating stakeholders is difficult and expensive to organize, particularly in distributed software development environments. Encouraged by the successful implementation of web-based groupware supported processes for software inspections and requirements negotiation (Boeham et al., 2001; Genuchten et al., 1997 Genuchten et al., -1998 , we have proposed a concept of groupware supported distributed SA evaluation process, which does not require the stakeholders to be physically co-located. Our proposed process is expected to address a number of logistical issues that characterize current SA evaluation approaches by taking advantage of the Internet-based groupware technologies.
We are undertaking an experimental research programme aimed at evaluating groupware supported distributed software architecture evaluation. The experimental program involves an initial pilot study that will be followed by a series of larger-scale experiments. In this paper we have reported the results of the pilot study. The pilot study has provided us both with information about how to undertake the larger-scale experiments and a preliminary evaluation of our research questions.
From the viewpoint of our future experiments, power analysis has confirmed that we must use a cross-over experiment to have sufficient power to detect a difference between meeting arrangements if one exists. Furthermore, 50 experiment units (i.e., groups of three subjects) will be a sufficient sample size that allows for more variable results from undergraduate students.
There appear to be no major problems with our experimental materials in terms of understanding the SRS's or the scenario development task. We have made some minor changes in the training material, SRS and increased the allocated time period for each task based on the feedback provided by the participants. One potential problem is that participants felt that the technology used to support distributed meetings had substantial limitations. This could imply that our experiment may be biased against the distributed meeting arrangement.
The results obtained in this study pose some problem for hypothesis formulation. The goal of distributed SA evaluation meetings is to avoid the overheads associated with F2F meetings and for that purpose it is sufficient to demonstrate that the distributed meeting arrangement does not decrease the quality of scenario profiles. However, our current results suggest that the quality of scenarios obtained from distributed meetings are better than those obtained from F2F meetings. Nonetheless, given the possibility that the results in this experiment may be atypical, we suggest the hypothesis remain:
Null hypothesis: That there is no difference between the quality of scenario profiles obtained from F2F meetings and distributed meetings.
Alternative hypothesis: The quality of scenarios obtained from F2F meetings is at least 10 units better than the quality of scenarios obtained from distributed meetings.
From the viewpoint of our experimental hypotheses, the results of our pilot study suggest that distributed meetings for SA evaluation are at least as good if not better than F2F meetings, although individual participants were not as satisfied with distributed meetings as with F2F meetings. This provides initial support for the original hypothesis and indicates that a further experiment is worthwhile. However, it also suggests that we need to look into the ways of improving the experiences of the participants of groupware supported distributed meetings.
In addition, there are issues with external validity (i.e., whether our experiments can be generalised to industrial situations) that have not been addressed by the pilot study and will therefore affect our subsequent experiments:
• Whether or not the participants (i.e., third and fourth year students) are representative of people who undertake scenario development in industry. In fact students may be more technically-oriented than stakeholder groups usually asked to perform such activities, so better able to manage the technology used to support distributed meeting arrangements.
• Whether our SRS's are representative of the requirements documents used in industrial architecture evaluations. They were certainly smaller and simpler than might be expected in industrial situations. However, there is no reason to believe that the relative simplicity of the SRS would effect the meeting arrangements for developing quality sensitive scenarios.
• Whether the scenario development process is equivalent to that followed in industry. The participants of our study followed a scenario development process that is quite similar to the one used for most of the scenariobased SA evaluation methods, e.g., ALMA (Lassing et al., 2002) and ATAM (Kazman et al., 1999) . Furthermore, the two-staged scenario development process has been evaluated as the most effective and efficient one in an experiment on eliciting scenarios (Bengtsson, 2002) .
These issues cannot be resolved in laboratory experiments. This confirms the need to undertake industrial trials as well as laboratory experiments. Thus, if our subsequent experiments confirm the potential value of distributed meetings, out next validation activity should be based on industrial case studies and/or field experiments. 
