up studies of the closedness equation initiated by his teacher; Steklov's extensive work on this topic lasted for 30 years until his death. For this reason A. Kneser [26] referred to this equation as "Steklov's favorite formula". It should be mentioned that the term closedness equation was indeed introduced by Steklov for general orthonormal systems, but only in 1910 (see brief announcements [59] and the fulllength paper [60] ).
The same year (1896), Steklov [56] proved that the following inequality
holds for all functions which are continuously differentiable on [0, l] and have zero mean there. For this purpose he used the closedness equation for the Fourier coefficients of u (the corresponding system is {cos (kπx/l)} ∞ k=0 normalised on [0, l]). Inequality (1) was among earliest inequalities with sharp constant that appeared in mathematical physics. It was then applied for justifying the Fourier method for initial-boundary value problems for the heat equation in two dimensions with variable coefficients independent of time. (Later, Steklov justified the Fourier method for the wave equation as well.) The fact that the constant in (1) is sharp was emphasized by Steklov in [58] , where he gave another proof of this inequality (see pp. 294-296). There is another result proved in [58] (see pp. 292-294); it says that (1) is true for continuously differentiable functions vanishing at the interval's endpoints, and again the constant is sharp. In his monograph [61] , Steklov presented inequality (1) and another one slightly generalizing it.
Next year (1897), Steklov published the article [57] , in which the following analogue of inequality (1) was proved:
Here ∇ stands for the gradient operator and the integral on the right-hand side is called the Dirichlet integral. The assumptions made by Steklov are as follows: Ω is a bounded three-dimensional domain whose boundary is piecewise smooth and u is a real C 1 -function onΩ vanishing on ∂Ω. Again, inequality (2) was obtained by Steklov with the sharp constant equal to λ −1 1 , where λ 1 is the smallest eigenvalue of the Dirichlet Laplacian in Ω. In the early 1890s, H. Poincaré [49] and [50] obtained (2) using different assumptions, namely, u has zero mean over Ω which is a union of a finite number of smooth convex two-and three-dimensional domains, respectively. In the latter case, the sharp constant in (2) is again λ −1 1 , but λ 1 is the smallest positive eigenvalue of the Neumann Laplacian in Ω.
The problem of finding and estimating sharp constants in inequalities attracted much attention from those who work in theory of functions and mathematical physics (see, for example, the classical monographs [22] and [51] ). It is worth mentioning that in [22] , sect. 7.7, inequality (1) is proved under either type of conditions proposed by Steklov, but the authors speak about Wirtinger's inequality in the above mentioned section with the reference to [4] , p. 105. This confirms the Arnold Principle: "If a notion bears a personal name, then this name is not the name of the discoverer" (see [1] ).
More than thirty years ago, the role of sharp constants was emphasized in the book [36] by S. G. Mikhlin (he graduated from the Leningrad University a few years after Steklov's death; see his recollections of student years [37] ). Let us quote the review [48] of the German version of this book.
[This book] is devoted to appraising the (best) constants -exact results or explicit (numerical) estimates -in various inequalities arising in "analysis" (=PDE). [. . . ] This is a most original work, a bold attack in a direction where still very little is known.
Our aim is to outline main achievements in this area, but we restrict ourselves to the direct generalizations of (1) and (2) , that is, to inequalities of the following form:
Here Ω is a domain in IR n , n ≥ 1, whereas p, q ≥ 1 satisfy the following restrictions:
, whereas ∇u ∈ L p (Ω). Weighted inequalities -the Hardy inequality and its generalizations such as the Hardy-Sobolev inequality, the Maz'ya inequality, the Caffarelly-Kohn-Nirenberg inequality -will not be considered here. Inequalities involving derivatives of higher order (they received much attention during the past few years) are also out of our scope.
If u vanishes on ∂Ω (this is understood as follows: u can be approximated in the norm ∇u L p (Ω) by smooth functions having compact support in Ω), then (3) is true with some positive constant C for any domain of finite volume 1 (for an arbitrary domain in the critical case p < n, q = p * ). For these functions, inequality (3) often appears under various names for different values of p and q. In particular, it is referred to as:
• the Steklov inequality when p = q = 2;
• the Friedrichs inequality when p = q;
• the Sobolev inequality when p < n, q = p * .
Notice that a slightly different inequality was obtained by K.-O. Friedrichs [19] under the assumption that Ω ⊂ IR 2 . Namely, his inequality is as follows:
where dS denotes the element of area of ∂Ω. Generally speaking, (4) holds for all bounded domains in IR n , for which the divergence theorem is true (see [35] , p. 24). Furthermore, the Sobolev inequality was proved by S. L. Sobolev himself only for p > 1, whereas E. Gagliardo proved it for p = 1 (see [54] and [20] , respectively).
Inequality (3) for functions u with zero mean value over Ω is equivalent to the following one valid for all u ∈ L 1,p (Ω):
Here the n-dimensional measure of Ω stands in the denominator. Moreover, some requirements must be imposed on Ω for the validity of (5). Indeed, as early as 1933 O. Nikodým [46] (see also [35] , p. 7) constructed a bounded two-dimensional domain Ω and a function with the finite Dirichlet integral over Ω such that inequality (5) is not true for p = q = 2. Another example of a domain with this property is given in [9] , ch. 7, sect. 8.2 (see also [35] , sect. 6.10.3). On the other hand, if p = q, then (5) (it is called the Poincaré inequality in this case) is valid for all domains such that their boundaries are locally graphs of continuous functions in Cartesian coordinates (see, for example, the classical book [9] by R. Courant and D. Hilbert for the proof which can be easily extended from p = 2 to any p). Furthermore, if p < n and q = p * , then (5) (it is called the Poincaré-Sobolev inequality in this case) holds for any bounded n-dimensional Lipschitz domain. Moreover, the inequality is true provided Ω is a John domain 2 as was proved by B. Bojarski [6] .
Finally, we notice that if q = p * , then (5) holds if and only if L 1,p (Ω) is continuously embedded into L q (Ω). This was established by J. Deny and J.-L. Lions [12] for p = q; for the general case see [43] .
Thus, the first point to be clarified about inequality (5) concerns smoothness of ∂Ω. To a great extent, this is realised by V. G. Maz'ya in his comprehensive monograph Sobolev Spaces, where he presents his own results and surveys those of other authors. (Recently, the 2nd revised and augmented edition [35] was published; its bibliography exceeds 800 entries. Moreover, several sections deal with the question of exact constants in some inequalities.) Proofs of basic facts can be found also in the recent textbook [42] ; its English translation is currently in preparation.
Almost everything known about sharp constants in various versions of inequality (3) comes under one of the following three conditions:
It was mentioned above that the sharp constant in (3) is λ
is the smallest positive eigenvalue of the Dirichlet (Neumann, respectively) Laplacian for the Steklov (Poincaré, respectively) inequality. Explicit values of these eigenvalues are found only for several particular domains. Among them, one finds the following (see [51] ). For estimating λ D 1 one can use its monotonicity with respect to domain variation and properties of the Steiner symmetrization (see [51] ). In particular, among all quadrilaterals of the same area the least value of λ D 1 is delivered by the square, whereas the equilateral triangle has the least value of λ D 1 among all triangles of the same area (see also [18] ). Finally, a ball in IR n has the least value of λ D 1 among all figures of the same area/volume 3 . In 1877, the two-dimensional version of the last assertion was conjectured by Lord Rayleigh (see [62] , pp. 339-340). It was proved independently by G. Faber [15] and E. Krahn [27] , [28] .
Less is known about estimates of the first positive Neumann eigenvalue. The classical result of G. Szegő [63] (n = 2) and H. F. Weinberger [65] (higher dimensions) says that a ball in IR n has the largest value of λ N 1 among all domains of the same area/volume (see also [2] ). Analogous result for triangles was obtained recently in [30] . A global lower bound for λ N 1 was obtained for convex domains in [47] ; namely, λ
4 . There are also inequalities between the Dirichlet and Neumann eigenvalues (see the recent paper [17] for a brief historical survey). Furthermore, it is shown in [55] that if p = q is arbitrary and (5) holds for Ω 1 ⊂ IR m and Ω 2 ⊂ IR n with the sharp constants C 1 and C 2 , respectively, then the sharp constant in the same inequality for Ω 1 × Ω 2 is less than or equal to
We turn to the one-dimensional case and assume without loss of generality that Ω = (0, 1). If u vanishes at the end-points, then the sharp constant in (3) is as follows:
where
is the Hölder conjugate exponent to p. It was obtained by E. Schmidt [53] (the case p = q was considered earlier in [31] ; see also [22] , sect. 7.6). The extremal function, say, U can be expressed in quadratures and is symmetric with respect to x − The one-dimensional Poincaré-type inequality has a more complicated story. It 3 It must be emphasized that all estimates involving symmetrization for their derivation are true for arbitrary p and q. Thus, under the condition that u vanishes on ∂Ω the sharp constant in (3) has the largest value for a ball in IR n (comparing other domains of the same area/volume). Unfortunately, bounds for sharp constants are implicit unless p = q = 2.
4 A generalization of this result for eigenvalues of some nonlinear Neumann problems was established recently in [14] .
took several years after the pioneering paper [10] 5 to establish the following result (see [7] , [39] and also the recent paper [21] for a more general problem and a historical survey):
Let n = 1 and Ω = (0, 1). If q ≤ 3p, then the sharp constant in (5) is equal to C 1 (p, q) defined by (6 and the corresponding extremal function V is as follows:
where U is the Schmidt function. In particular, V is antisymmetric with respect to x − 1 2
. Otherwise, the constant in (5) is greater than C 1 (p, q), and V has no symmetry.
Let us turn to the critical case. In 1960, V. G. Maz'ya [33] and H. Federer and W. H. Fleming [16] found the sharp constant in the Sobolev inequality for p = 1. It is equal to ω −1/n n−1 ·n
(1−n)/n , where ω n−1 = 2 π n/2 /Γ(n/2) is the (n−1)-dimensional measure of the unit sphere in IR n . Only fifteen years later, T. Aubin [3] and G. Talenti [64] obtained the exact constant for p > 1 despite the fact that the Bliss inequality [5] and symmetrization -the key ingredients of the proof -were known for a long time. It reads (B stands for Euler's beta function):
and is not attained unless Ω = IR n . In the paper [8] , the constant C 2 (n, p) was obtained by virtue of the mass transportation approach (the generalized MongeKantorovich problem).
The situation is again more complicated for the Sobolev-Poincaré inequality. It is known that for any John domain the sharp constant is greater than or equal to 2 1/n C 2 (n, p), where C 2 (n, p) is defined by (7) . Moreover, if Ω is a C 2 -domain and C in (5) is strictly greater than 2 1/n C 2 (n, p), then the sharp constant is attained for this Ω. In particular, for any bounded C 2 -domain there exists β > 0 such that the sharp constant in the Sobolev-Poincaré inequality is attained when 1 < p < n+1 2 + β (see [11] for the proof). In the survey article [40] , the question when the sharp constant is attainable is discussed for various critical inequalities.
In conclusion, we consider the following "boundary analogue" of inequality (5):
Here Ω is a bounded Lipschitz domain in IR n , n ≥ 2, G is a part of ∂Ω possibly coinciding with ∂Ω.
In the quadratic case (that is, p = q = 2), the sharp constant in (8) is again equal to λ 
Here n is the exterior unit normal existing almost everywhere on ∂Ω. For n = 2 (n = 3) and a particular choice of G, eigenvalues of the above problem give sloshing frequencies of free oscillations of a liquid in a channel (container, respectively); see, for example, [29] , ch. IX. In [44] , λ S 1 is found for several simple domains with different sets chosen as G. For example, let Ω be a 45
• right triangle with leg equal to a, then:
G is a leg
Here z
1 and z
1 are the smallest positive roots of the equations tan z + tanh z = 0 and tan z tanh z = 1, respectively.
In [44] (see also [52] ), some applications of sharp constants from (5) and (8) are considered. These applications concern quantitative analysis of solutions and a posteriori error estimation for partial differential equations.
In the critical case (that is, p < n, q = p * * ), it should be emphasized that the sharp constant in (8) is related to that in the trace Sobolev inequality for the half-space IR n + = {x ∈ IR n : x n > 0}:
valid for any u ∈ L 1,p (IR n + ). In particular, it follows from [34] , sect. 1.3, that C 3 (n, p) = 1 for p = 1.
J. F. Escobar [13] conjectured that if p > 1 in (9) , then the extremal function is equal to |x − x * | −(n−p)/(p−1) , where x * / ∈ IR n + is arbitrary. This assertion is proved in [13] only for p = 2, but later the general case was established in the remarkable paper [38] based on the mass transportation approach (see also [41] ). This result implies that
As in the case of the Sobolev-Poincaré inequality the following is true when the case is critical. The sharp constant in (8) is greater than or equal to C 3 (n, p) for Lipschitz domains. Moreover, if Ω is a C 2 -domain and C > C 3 (n, p), then the sharp constant is attained for this Ω. In particular, for any bounded C 2 -domain in IR n , n ≥ 3, there exists δ > 0 such that the sharp constant is attained for 1 < p < n+1 2 +δ (see [45] for the proof).
Since integral inequalities (as well as integration by parts) are at the heart of theory of differential equations arising in mathematical physics, one might expect that the interest to sharp constants in these inequalities will only intensify in the future.
