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Abstract
Let ζ be a complex ℓth root of unity for an odd integer ℓ > 1. For any complex simple Lie
algebra g, let uζ = uζ(g) be the associated “small” quantum enveloping algebra. This algebra is a
finite dimensional Hopf algebra which can be realized as a subalgebra of the Lusztig (divided power)
quantum enveloping algebra Uζ and as a quotient algebra of the De Concini–Kac quantum enveloping
algebra Uζ . It plays an important role in the representation theories of both Uζ and Uζ in a way
analogous to that played by the restricted enveloping algebra u of a reductive group G in positive
characteristic p with respect to its distribution and enveloping algebras. In general, little is known
about the representation theory of quantum groups (resp., algebraic groups) when l (resp., p) is
smaller than the Coxeter number h of the underlying root system. For example, Lusztig’s conjecture
concerning the characters of the rational irreducible G-modules stipulates that p ≥ h. The main
result in this paper provides a surprisingly uniform answer for the cohomology algebra H•(uζ ,C) of
the small quantum group. When ℓ > h, this cohomology algebra has been calculated by Ginzburg and
Kumar [GK]. Our result requires powerful tools from complex geometry and a detailed knowledge of
the geometry of the nullcone of g. In this way, the methods point out difficulties present in obtaining
similar results for the restricted enveloping algebra u in small characteristics, though they do provide
some clarification of known results there also. Finally, we establish that if M is a finite dimensional
uζ-module, then H
•(uζ ,M) is a finitely generated H
•(uζ ,C)-module, and we obtain new results on
the theory of support varieties for uζ.
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Introduction
Let gF be a finite dimensional, restricted Lie algebra (as defined by Jacobson) over an algebraically
closed field F of positive characteristic p, with restriction map x 7→ x[p], x ∈ gF . The restricted
enveloping algebra u := u(gF ) of gF is a finite dimensional cocommutative Hopf algebra. In general,
the cohomology algebra H•(u, F ) is difficult to compute. However, Suslin-Friedlander-Bendel [SFB1,
SFB2] proved that, putting A := H2•(u, F ) (the commutative subalgebra of the cohomology algebra
concentrated in even degrees), the (algebraic) scheme SpecA is homeomorphic to the closed subvariety
N1(gF ) := {x ∈ gF : x[p] = 0}. We call N1(gF ) the restricted nullcone of gF ; it is a closed subvariety
of the full nullcone N (gF ) which consists of all [p]-nilpotent elements in gF .
When gF is the Lie algebra of a reductive algebraic group G over F , the above results can
be considerably sharpened. For example, if p > h (the Coxeter number of G), then H2•(u, F ) ∼=
F [N1(gF )], the coordinate algebra of N1(gF ) (cf. Friedlander-Parshall [FP2] and Andersen-Jantzen
[AJ]). In addition, the condition p ≥ h implies that N1(gF ) = N (gF ). However, when p ≤ h, there
is no known calculation of H•(u, F ) (apart from some small rank cases). For all primes, N1(gF ) is an
irreducible variety [NPV, (6.3.1) Cor.], [UGA2, Thm. 4.2] and is the closure of a G-orbit. These orbits
have been determined in [CLNP], [UGA2, Thm. 4.2].
Now let g = gC be a complex simple Lie algebra, and let Uζ = Uζ(g) be the quantum enveloping
algebra (Lusztig form) associated to g at a primitive lth root of unity ζ ∈ C. We regard Uζ as an
algebra over C obtained by base change from the quantum enveloping algebra over the cyclotomic
field Q(ζ). Here l > 1 is an odd integer, not divisible by 3 when g has type G2. The representation
theory of Uζ , when l = p, models or approximates the representation theory of G. For example,
part of the “Lusztig program” to determine the characters of the irreducible G-modules amounts to
showing, when l = p ≥ h, that the characters of the irreducible G-modules having high weights in
the so-called Jantzen region coincide with the characters of the analogous irreducible modules for Uζ .
This result has been proved by Andersen-Jantzen-Soergel [AJS] for all large p (no lower bound known
except for small rank). Recently, Fiebig [Fie], improving upon the methods of [AJS], has provided
a specific (large) bound on p for each root system sufficient for the validity of the Lusztig character
formula. The original conjecture for p ≥ h remains open.
For all l, Lusztig [L1] has also introduced an analog, denoted uζ := uζ(g), of the restricted envelop-
ing algebra u. Like u, uζ is a finite dimensional Hopf algebra, though it is in general not cocommuta-
tive. It plays a role in the representation theory of Uζ much like that played by u in the representation
theory of G. For l > h, Ginzburg-Kumar [GK] have calculated the cohomology algebra H•(uζ ,C). By
an exact analogy with the cohomology algebra of of u, they prove that H2•(uζ ,C) ∼= C[N (g)], the
coordinate algebra of the nullcone N (g) consisting of nilpotent elements in g. Recently, Arkhipov-
Bezrukavnikov-Ginzburg [ABG, §1.4], taking [GK] as a method to pass from the representation theory
of quantum groups to the geometry of the nullcone, provide a proof of Lusztig’s character formula for
Uζ when l > h. These important connections have made the small quantum group uζ an object of
significant interest (cf. [ABBGM], [AG], [Be], [Lac1, Lac2]).
This paper presents new results on the cohomology of uζ . In particular, we compute the cohomol-
ogy algebra H•(uζ ,C) in most of the remaining cases when l ≤ h. Our results are explicitly described
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in Section 1.2 below. We prove in Chapters 2–5 that H2•+1(uζ ,C) = 0, while H
2•(uζ,C) is isomorphic
to, in most cases, the coordinate algebra of an explicitly described closed subvariety N (Φ0) of N (g)
(constructed in a similar way to the variety N1(gF ) discussed above). In Chapter 2, we rigorously de-
velop and present new results on the cohomology theory of parabolic subalgebras for quantum groups.
The application of powerful tools from complex geometry represents at least one advantage that the
quantum enveloping algebra situation (in characteristic zero) has over that in positive characteristic.
In Chapters 3 and 5, we demonstrate how the Grauert-Riemenschneider theorem and the normality
of certain orbit closures in N (g), namely, the varieties N (Φ0), play a vital role in carrying out our
cohomology calculations. Some of the major input in our calculations occurs in Chapter 4, where we
analyze the combinatorics involving the multiplicity of the Steinberg module in certain cohomology
modules related to unipotent radicals of parabolic subalgebras.
In Chapter 6, we prove that R := H•(uζ ,C) is a finitely generated C-algebra. Also, we show
that if M is a finite dimensional uζ-module, then H
•(uζ,M) is finitely generated over R. Chapter 7
adapts some of our methods to the cohomology algebra H•(u, F ) in positive characteristic, making
some ad hoc computations in [AJ] more transparent. In particular, we can identify key vanishing
results, known over C, and as yet unproved in positive characteristic, which would be sufficient to
extend the cohomology calculations to positive characteristic p.
Finally, by building on results in Chapter 6, we define support varieties in the quantum setting
in Chapter 8 and exhibit some new calculations on support varieties. The theory of support varieties
for the restricted Lie algebra gF attached to a reductive group G in positive characteristic provides
evidence for beautiful connections between the representation theory of G and the structure and
geometry of the restricted nullcone N1(gF ) ([NPV], [CLNP], [UGA1], [UGA2]). The results of this
paper strongly reinforce this expectation (as do those in [ABG] mentioned above).
A number of applications and further developments which heavily depend on the foundational
results of this paper have arisen since this manuscript first appeared as a preprint. Drupieski [Dr1, Dr2]
has used the methods of this paper to investigate the cohomology and representation theory for
Frobenius-Lusztig kernels of quantum groups. Moreover, Feldvoss and Witherspoon have shown how
to apply our calculations to determine the representation type of the small quantum group [FeW].
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CHAPTER 1
Preliminaries and Statement of Results
After introducing some notation, this chapter discusses the main results of this work. These
results are all concerned with the cohomology algebra H•(uζ(g),C) of the small quantum group uζ(g)
at a root ζ of unity associated to a complex, simple Lie algebra g. Applications are presented to
the calculation of support varieties over uζ for certain classes of modules for the quantum enveloping
algebra Uζ .
1.1. Some preliminary notation
Let Φ be a finite and irreducible root system (in the classical sense). Fix a set Π = {α1, · · · , αn}
of simple roots (always labeled in the standard way [Bo, Appendix]), and let Φ+ (respectively, Φ−) be
the corresponding set of positive (respectively, negative) roots. The set Φ spans a real vector space
E with positive definite inner product 〈u, v〉, u, v ∈ E, adjusted so that 〈α, α〉 = 2 if α ∈ Φ is a short
root. If Φ has only one root length, all roots in Φ are both “short” and “long”. Thus, if Φ has two
root lengths and if α ∈ Φ is a long root, then 〈α, α〉 = 4 (respectively, 6) when Φ has type Bn, Cn, F4
(respectively, G2). For α ∈ Φ, put dα := 〈α,α〉2 ∈ {1, 2, 3}.
Write Q = Q(Φ) := ZΦ (the root lattice) and Q+ = Q+(Φ) := NΦ+ (the positive root cone). If
J ⊆ Π, let ΦJ = Φ ∩ ZJ . If J = ∅, put ΦJ = ∅. If J 6= ∅, ΦJ is a closed subroot system of Φ. By
definition, a nonempty subset Φ′ ⊆ Φ is a closed subroot system provided that, given α ∈ Φ′, it holds
that −α ∈ Φ′, and, given α, β ∈ Φ′ such that α+β ∈ Φ, it holds that α+β ∈ Φ′. As discussed below,
for many of the closed subsystems Φ′ important in this work, it is possible to find w ∈W and J ⊆ Π
so that w(Φ′) = ΦJ ; in other words, a simple set of roots for Φ
′ can be extended to a simple set of
roots for Φ. If α =
∑n
i=1miαi ∈ Φ, its height is defined to be htα := m1 + · · ·+mn.
For α ∈ Φ, write α∨ = 2〈α,α〉α for the corresponding coroot. Therefore, Φ∨ := {α∨ : α ∈ Φ} is the
dual root system in E defined by Φ. We will always denote the short root of maximal height in Φ by
α0; thus, α
∨
0 is the unique long root of maximal length in Φ
∨. For 1 ≤ i, j ≤ n, put ci,j = 〈αj , α∨i 〉 ∈ Z.
The Cartan matrix C := [ci,j ] of Φ is symmetrizable in the sense that DC is a symmetric matrix,
letting D be the diagonal matrix diag[dα1 , · · · , dαn ].
Let X+ ⊂ E be the positive cone of dominant weights, i.e., X+ consists of all ̟ ∈ E satisfying
〈̟,α∨i 〉 ∈ N, i = 1, · · · , n. Define the fundamental dominant weights ̟1, · · · , ̟n ∈ X+ by the
condition that 〈̟i, α∨j 〉 = δi,j , for 1 ≤ i, j ≤ n. Therefore, X+ = N̟1 ⊕ · · · ⊕ N̟n. For convenience,
we will occasionally let ̟0 denote the 0-weight. Put X = Z̟1 ⊕ · · · ⊕ Z̟n (the weight lattice). For
̟ ∈ X , α ∈ Φ, 〈̟,α〉 = dα〈̟,α∨〉 ∈ Z. The weight lattice X is partially ordered by putting λ ≥ µ
if and only if λ− µ ∈ Q+.
The Weyl group W of Φ is the finite group of orthogonal transformations of E generated by the
reflections sα : E → E, α ∈ Φ, defined by sα(u) = u − 〈u, α∨〉α, u ∈ E. If S := {sα1 , · · · , sαn}, then
(W,S) is a Coxeter system. Let ℓ :W → N be the length function on W ; thus, if w ∈W , ℓ(w) is the
smallest integer m such that w = sβ1 · · · sβm for βi ∈ Π.
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Let l be a fixed positive integer. For α ∈ Φ,m ∈ Z, let sα,m : E→ E be be the affine transformation
defined by
sα,m(u) = u− (〈u, α∨〉 −ml)α, ∀u ∈ E.
If m = 0, then sα,m = sα,0 = sα ∈ W . The affine Weyl group Wl is the subgroup of the group
Aff(E) of affine transformations of E generated by the reflections sα,m, α ∈ Φ,m ∈ Z. Let Sl :=
{sα1 , · · · , sαn , sα0,−1}. Then (Wl, Sl) is a Coxeter system. If lQ is identified as the subgroup of Aff(E)
consisting of translations by l-multiples of elements in Q, then Wl ∼= W ⋉ lQ. The extended affine
Weyl group W˜l is obtained by putting W˜l = W ⋉ lX . Although W˜l need not be a Coxeter group, it
contains Wl as a normal subgroup satisfying W˜l/Wl ∼= X/Q. The quotient map W˜l →W ∼= W˜l/lX is
denoted by w 7→ w.
We will generally use the “dot” action of Wl on E: for w ∈ Wl, u ∈ E, put w · u := w(u + ρ)− ρ,
where ρ := ̟1 + · · ·+̟n = 12
∑
α∈Φ+ α ∈ X+ is the Weyl weight.
The Coxeter number of Φ is defined to be h = 〈ρ, α∨0 〉+1 = ht(α∨0 ) + 1. Thus, h− 1 is the height
of the maximal root in Φ∨, or, equivalently, in Φ. The integer h plays an important role in this paper,
and often serves as a kind of “event horizon” in representation theory.
Suppose that A and B are augmented algebras (over some common field). In case A is a subalgebra
of B, it is called normal in B provided that BA+ = A+B, where A+ denotes the augmentation ideal
of A. In this situation, we form the augmented algebra B//A := B/I, where I := BA+, a two-sided
ideal in B. It will sometimes be convenient to write A✂B to indicate that A is a normal subalgebra
of B. If A is a normal subalgebra in B, there is, of course, a spectral sequence which relates the
cohomology of B with that of A and A//B. It will play an important role later in this paper. See
Lemma 2.8.1 for more details.
1.2. Main results
Let G = GC be the connected, simple, simply connected algebraic group over C with Lie algebra
g = gC and root system Φ with respect to a fixed maximal torus T ⊂ G. Let t = LieT be the
corresponding maximal toral subalgebra of g. Given α ∈ Φ, let gα ⊂ g be the α-root space. Put
b+ = t⊕⊕α∈Φ+ gα (the positive Borel subalgebra of g), and b = t⊕⊕α∈Φ− gα (the opposite Borel
subalgebra).
For J ⊆ Π, let lJ = t ⊕
⊕
α∈ΦJ
gα be the Levi subalgebra containing t and having root system
ΦJ . Then pJ = lJ ⊕ uJ ⊇ b is a parabolic subalgebra of g, where uJ =
⊕
α∈Φ−\Φ−
J
gα is the nilpotent
radical of pJ . The parabolic subgroup of G with Lie algebra pJ is denoted PJ . The Levi factor of
PJ having Lie algebra lJ is denoted LJ . In particular, B := PJ where J = ∅ is the standard Borel
subgroup of G containing T (as its Levi factor) and corresponding to the negative roots.
The group G acts on its Lie algebra g via the adjoint action. Under this action, G stabilizes the
subset N = N (g) of nilpotent elements in g—recall that x ∈ g is nilpotent provided that dφ(x) acts
as a nilpotent operator for any finite dimensional faithful rational representation φ : G→ GL(V ). We
will refer to N as the nullcone of g. For J ⊆ Π, define
N (ΦJ ) := G · uJ ⊆ N ⊂ g.
Because the quotient variety G/PJ is complete, an elementary geometric argument [St, p. 68] estab-
lishes that N (ΦJ ) is a closed subvariety of g, which is clearly irreducible (since G is irreducible). Also,
N (ΦJ ) is G-stable under the restriction of the adjoint action of G; it has codimension in g equal to
dim lJ . In particular, N (Φ∅) = N is a closed, irreducible (and normal) subvariety of g of codimension
n = rank(g).
The varieties N (ΦJ ) play a central role in this paper (for particular subsets J ⊆ Π which depend
on a choice of an integer l introduced below). They can also be described in another way. It is known
that the parabolic subgroup PJ with Lie algebra pJ has an open, dense orbit in uJ . Choose any
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element x belonging to this orbit, and let O = CJ be the G-orbit of x. Then N (ΦJ ) is the Zariski
closure O¯ in g of O. The orbits O in N which arise as some CJ , J ⊆ Π, are called Richardson orbits.
If J = ∅, then N (ΦJ ) = N is the closure of the unique regular orbit in N . If the Levi factors LJ and
LK are G-conjugate (i.e., if the subsets J,K of Π are W -conjugate), then [JR, Thm. 2.8] establishes
that CJ = CK . Thus,
(1.2.1) if J,K ⊆ Π are W -conjugate, then N (ΦJ ) = N (ΦK).
Let l > 1 be a fixed positive integer. Let ζ ∈ C be a primitive lth root of unity, and let Uζ := Uζ(g)
be the (Lusztig) quantum enveloping algebra attached to the complex simple Lie algebra g with root
system Φ. This algebra is obtained from a certain integral form of the generic quantum group over
Q(q) by specializing q to ζ. In addition, Uζ has a Hopf algebra structure, which will be more fully
discussed in Section 2.2 below. Furthermore, Uζ has a subalgebra uζ = uζ(g) which is often called the
“small” quantum group. It has finite dimension equal to ldimg. As an augmented subalgebra of Uζ ,
the small quantum group uζ is normal. In fact, Uζ//uζ ∼= U(g), where U(g) is the universal enveloping
algebra of g.
It will usually be necessary to impose some mild restrictions on the integer l. These restrictions
are indicated in the two assumptions below. Throughout we will be careful to indicate when the
restrictions are in force.
Assumption 1.2.1. The integer l is odd and greater than 1. If the root system Φ has type G2, then
3 does not divide l. In addition, l is not a bad prime for Φ. (See Section 3.1 for the definition of a
bad prime.)
Let
(1.2.2) Φ0 = Φ0,l := {α ∈ Φ | 〈ρ, α∨〉 ≡ 0mod l}.
If l satisfies Assumption 1.2.1, then Φ0 is either the empty set ∅ or a closed subroot system of Φ.
When Φ0 is not empty, there exists a non-empty subset J ⊆ Π and an element w ∈ W such that
w(Φ0) = ΦJ , and, moreover, such that w(Φ
+
0 ) = Φ
+
J .
See Theorem 3.4.1. If w′ ∈ W and J ′ ⊆ Π also satisfy w′(Φ0) = ΦJ′ , then (1.2.1) guarantees that
N (Φ0) = N (ΦJ′ ). Therefore, we can write N (Φ0) := N (ΦJ ) as a well-defined closed subvariety of
the nullcone N .
If l ≥ h, then Φ0 = ∅. If ℓ < h, an explicit subset J ⊆ Π such that Φ0 is a W -conjugate of ΦJ is
given in Chapter 3 for each of the classical types A,B,C,D. Similar information for the exceptional
types E6, E7, E8, F4, G2 (together with an explicit w ∈ W such that w(Φ0) = ΦJ ) is collected in
Appendix A.1.
We will often require the following additional restriction on l.
Assumption 1.2.2. Let l be a fixed positive integer satisfying the Assumption 1.2.1. Moreover,
assume that when the root system Φ is of type Bn or type Cn, then l > 3.
The theorem below presents a computation of the cohomology algebra H•(uζ ,C) = Ext
•
uζ (C,C)
of the small quantum group uζ. It is a well-known result (see [Mac, p. 232] or [GK, Cor. 5.4]) that,
given any Hopf algebra H over a field k, the cohomology algebra H•(H, k) is a graded-commutative
algebra (so that, in particular, the subalgebra concentrated in even degrees is a commutative algebra
over k). Additionally, because the algebras uζ are normal subalgebras of Uζ, the cohomology spaces
Hi(uζ ,C), for any non-negative integer i, acquire a natural action of Uζ//uζ ∼= U(g), the universal
enveloping algebra of g; see [GK, Lem. 5.2.1]. Since uζ is finite dimensional, each space H
i(uζ ,C) is
therefore a finite dimensional g-module, and thus it is a finite dimensional rational G-module. In the
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following result, we identify H•(uζ ,C) as a rational G-module. In fact, in most cases, we can identify
it as a rational G-algebra.
This theorem extends the main result due to Ginzburg and Kumar [GK, Main Thm.], which
calculated the cohomology algebra H•(uζ ,C) in the special case in which l > h. Specifically, their
work established that H•(uζ ,C) = H
2•(uζ ,C) is concentrated in even degrees, and it is isomorphic to
the coordinate algebra C[N ] of the nullcone N of g.
Theorem 1.2.3. Let l be as in Assumption 1.2.1 and let uζ = uζ(g) be the small quantum group
associated to the complex simple Lie algebra g with root system Φ at a primitive lth root of unity ζ.
Choose w ∈ W and J ⊆ Π such that w(Φ+0 ) = Φ+J . Assume that J is as listed in Chapter 3 (for the
classical cases) and in Appendix A.1 (for the exceptional cases). Then the following identifications hold
as G-modules under Assumption 1.2.1. Furthermore, in part(b)(i), the identification is as rational
G-algebras under the additional Assumption 1.2.2.
(a) The odd degree cohomology vanishes (i.e., H2•+1(uζ ,C) = 0).
(b) The even degree cohomology algebra H2•(uζ ,C) is described below.
(i) Suppose that l ∤ n+ 1 when Φ is of type An and l 6= 9 when Φ is of type E6. Then
H2•(uζ ,C) ∼= indGPJ S•(u∗J) ∼= C[G×PJ uJ ]
where G×PJ uJ is defined in Section 3.7. If we assume further that l 6= 7, 9 when Φ is
of type E8, then
H2•(uζ ,C) ∼= C[N (Φ0)].
(ii) If Φ is of type An and l | n+ 1 with n+ 1 = l(m+ 1), then
H2•(uζ,C) ∼= indGPJ
(
l−1⊕
t=0
S
2•−(m+1)t(l−t)
2 (u∗J )⊗̟t(m+1)
)
.
(Recall the convention that ̟0 = 0.)
(iii) If Φ is of type E6 and l = 9, one can take J = {α4}. Then
H2•(uζ ,C) ∼= indGPJ
(
S•(u∗J)⊕ (S
2•−12
2 (u∗J )⊗̟1)⊕ (S
2•−12
2 (u∗J)⊗̟6)
)
.
We emphasize that the isomorphisms in (b(ii)) and (b(iii)) are only isomorphisms as rational
G-modules. After considerable preparation in Chapters 3 and 4, Theorem 1.2.3 will be proved in
Chapter 5 (see Sections 5.5 and 5.7).
In most cases in Theorem 1.2.3, the algebra H•(uζ ,C) = H
2•(uζ ,C) identifies with the coordinate
algebra C[N (Φ0)] of the affine variety N (Φ0), and it is, therefore, a finitely generated algebra over C.
However, in Chapter 6, we show that, more generally, the algebra H•(uζ,C) is a finitely generated C-
algebra. These remaining cases require individual arguments. More specifically, we have the following
result.
Theorem 1.2.4. Let l be as in Assumption 1.2.2.
(a) The algebra H•(uζ ,C) = H
2•(uζ ,C) is a finitely generated, commutative C-algebra.
(b) For any finite dimensional uζ-module M , H
•(uζ ,M) is finitely generated as a module for
H•(uζ ,C) (where the action is described in [PW, Rem. 5.3, Appendix]).
Theorem 1.2.4 has also recently been proven by Mastnak, Pevtsova, Schauenberg, and Wither-
spoon [MPSW, Corollary 6.5] only assuming the conditions of Assumption 1.2.1. They work in a more
general context of pointed Hopf algebras.
The above theorem points to an important application to the theory of support varieties for uζ .
Namely, Theorem 1.2.4 implies that, given a finite dimensional uζ-module M , the support variety
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Vg(M) can be defined as the maximal ideal spectrum Maxspec(R/JM ), letting JM be the annihilator
in R := H•(uζ(g),C) for its natural action on Ext
•
uζ(g)(M,M) (cf. [PW, §5]).
For λ ∈ X+, let ∇ζ(λ) = H0ζ(λ) denote the associated induced Uζ-module. (See Section 2.10
for more details on these modules—often called costandard modules.) Of course, each ∇ζ(λ) can be
regarded by restriction as a module for the small quantum group uζ . Our third major result provides
a computation of the support varieties of these modules.
Theorem 1.2.5. Let l be as in Assumption 1.2.2. Let λ ∈ X+ and let ∇ζ(λ) = H0ζ(λ) be the
costandard module for Uζ of high weight λ. Suppose that (l, p) = 1 for any bad prime p of Φ. Then
there exists a subset J ⊆ Π such that
Vg(∇ζ(λ)) = G · uJ .
Besides the costandard Uζ-modules, another important class of Uζ-modules are the Weyl (or
standard) modules ∆ζ(λ), λ ∈ X+, which can be defined as duals of the costandard modules ∇ζ(λ).
Precisely, ∆ζ(λ) = ∇ζ(λ⋆)∗, where λ⋆ is the image of λ under the opposition involution on X+.
The modules ∇ζ(λ) and ∆ζ(λ) are both finite dimensional with characters given by Weyl’s classical
character formula. The statement of Theorem 1.2.5 remains valid if each ∇ζ(λ) is replaced by ∆ζ(λ).
Theorem 1.2.5 is proved in Section 8.3, where the subset J is explicitly identified in terms of the
closed subset Φλ,l of Φ (defined in (3.1.1)). In particular, the theorem shows that the support variety
of ∇ζ(λ) is the closure of a Richardson orbit in N (g). We also calculate support varieties of ∇ζ(λ) in
the case of bad l. Within these computations we present examples, showing that even when l > h, if
p | l where p is a bad prime for Φ, then Vg(∇ζ(λ)) need not be the closure of a Richardson orbit. The
calculation of support varieties given in Theorem 1.2.5 perfectly mirrors similar results in [NPV] for
the restricted Lie algebra of a simple algebraic group over a field of positive characteristic.

CHAPTER 2
Quantum Groups, Actions, and Cohomology
This section lays out the framework for the results in the paper. Even though our main results
involve the computation of the cohomology for the small quantum group uζ(g), it will be necessary
to construct subalgebras Uq(uJ ) (and Uζ(uJ )) corresponding to nilpotent radicals uJ of parabolic
subalgebras pJ of g. This construction will necessitate the use of Lusztig’s construction of a PBW
basis for the full quantum enveloping algebras Uq(g).
We also present results on the adjoint action of the A-form (where A = Q[q, q−1]) of the quantum
enveloping algebra Uq(pJ) of the subalgebras pJ on the A-form on the algebras Uq(uJ) associated to
the unipotent radical uJ . These results will be essential for our cohomological calculations.
We will also make use of the DeConcini-Kac quantum enveloping algebra Uζ = Uζ(g), as well as
its subalgebras Uζ(pJ ) and Uζ(uJ ). While the (Lusztig) quantum enveloping algebra Uζ(g) contains
the small quantum group uζ(g) as a subalgebra, uζ(g) is a quotient algebra of Uζ(g). In the final part
of this section, we prove several results on the formal characters of cohomology groups of the algebras
Uζ(uJ ) in the context of an Euler characteristic calculation.
2.1. Listings
Let Φ be an arbitrary root system with associated Weyl group W . Let w0 ∈ W be the longest
word, and set N = |Φ+|. A reduced expression w0 = sβ1 · · · sβN (where the βi ∈ Π are not necessarily
distinct) determines a listing
γ1 = β1, γ2 = sβ1(β2), · · · , γN = sβ1 · · · sβN−1(βN )
of Φ+. Define a linear ordering on Φ+ by setting, for β, δ ∈ Φ+,
β ≺ δ ⇐⇒ β = γi, δ = γj with i < j.
Of course, this ordering depends on the reduced expression chosen for w0.
Now let J ⊆ Π, and put ΦJ = Φ ∩ ZJ , the subroot system ΦJ generated by J . Set WJ = 〈sα :
α ∈ J〉, the Weyl group of ΦJ , let w0,J ∈ WJ be the longest word in WJ , and let wJ := w0,Jw0.
Observe that w0 = w0,JwJ satisfies ℓ(w0) = ℓ(w0,J ) + ℓ(wJ). Once the subset J is fixed, it will
often be useful to fix a reduced expression for w0 by first choosing one for w0,J and then extending
it by a reduced expression for wJ . If |Φ+J | = M , then γ1 ≺ · · · ≺ γM lists the positive roots Φ+J ,
while γM+1 ≺ · · · ≺ γN lists the remaining positive roots (those in Φ+\Φ+J ). As above, this ordering
depends upon the choice of reduced expressions.
Since w0,J is the longest word in WJ , for β ∈ J ,
ℓ(w0,Jsβ) < ℓ(w0,J).
Furthermore, wJ is a distinguished right coset representative for WJ in W in the sense that wJ is the
unique element of minimal length in its coset WJwJ . Thus,
(2.1.1) ℓ(sβwJ ) > ℓ(wJ ) and hence ℓ(sβwJ ) = ℓ(wJ ) + 1.
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2.2. Quantum enveloping algebras
We now assume that Φ is irreducible, and make use of the notation introduced in Section 1.1. Let
A = Q[q, q−1] be the Q-algebra of Laurent polynomials in an indeterminate q. Then A has fraction
field Q(q). We continue to restrict the integer l > 1 according to Assumption 1.2.1. Let ζ = l
√
1 ∈ C
be a primitive lth root of unity and let k = Q(ζ) ⊂ C be the cyclotomic field generated by ζ over Q.
We will regard k as an A-algebra by means of the homomorphism Q[q, q−1]→ k, q 7→ ζ.
The quantum enveloping algebra Uq = Uq(g) of g is the Q(q)-algebra with generatorsEα,K
±1
α , Fα,
α ∈ Π, which are subject to the relations (R1)—(R6) listed in [Jan2, (4.3)] (whose notation we will
generally follow, unless otherwise indicated). For example, the elements Kα = K
+1
α and K
−1
α , α ∈ Π,
generate a commutative subalgebra of Uq such that KαK
−1
α = 1. Also, for α, β ∈ Π, we have{
KαEβK
−1
α = q
〈β,α∨〉
α Eβ = q
〈β,α〉Eβ ;
KαFβK
−1
α = q
−〈β,α∨〉
α Fβ = q
−〈β,α〉Fβ ,
where qα = q
dα .
In addition, there exists a Hopf algebra structure on Uq, with comultiplication ∆ : Uq → Uq ⊗Uq
and antipode S : Uq → Uq explicitly defined on generators by
(2.2.1)

∆(Eα) = Eα ⊗ 1 +Kα ⊗ Eα
∆(Fα) = Fα ⊗K−1α + 1⊗ Fα
∆(K±1α ) = K
±1
α ⊗K±1α
and

S(Eα) = −K−1α Eα
S(Fα) = −FαKα
S(K±1α ) = K
∓1
α .
The comultiplication ∆ is an algebra homomorphism. Moreover, the antipode S is an algebra anti-
isomorphism. The counit ǫ : Uq → Q(q) is the unique algebra homomorphism satisfying ǫ(Eα) =
ǫ(Fα) = 0 and ǫ(K
±1
α ) = 1. See [Jan2, Ch. 4] for more details.
Let U+q denote the subalgebra of Uq generated by the Eα (α ∈ Π), U−q denote the subalgebra of
Uq generated by the Fα (α ∈ Π), and U0q denote the subalgebra of Uq generated by the K±1α (α ∈ Π).
The generators of the algebra U+q (resp., U
−
q ) are subject only to the Serre relations (R5) (resp., (R6))
in [Jan2, p. 53].
Multiplication gives isomorphisms of vector spaces
(2.2.2) U+q ⊗ U0q ⊗ U−q ∼→ Uq ∼← U−q ⊗ U0q ⊗ U+q .
There will be analogous subalgebras U+ζ , U
−
ζ and U
0
ζ of the algebra Uζ defined below upon special-
ization to ζ. In this case, the maps analogous to those in (2.2.2) defined by algebra multiplication are
also isomorphisms of vector spaces.
The quantum enveloping algebra Uq has two A-forms, UAq (due to Lusztig) and UAq (due to De
Concini and Kac). In other words, UAq (resp., UAq ) is an A-subalgebra of Uq which is free as an
A-module and which satisfies
UAq ⊗A Q(q) ∼= Uq ∼= UAq ⊗A Q(q).
After passage to C, these algebras play roles analogous to the hyperalgebra of a reductive group (over
a field of positive characteristic) and the universal enveloping algebra of its Lie algebra, respectively.
These A-forms are defined below.
For an integer i, put
[i] =
qi − q−i
q − q−1 ,
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and set, for i > 0, [i]! = [i][i− 1] · · · [1]. By convention, [0]! = 1. For any integer n and positive integer
m, write [
n
m
]
=
[n][n− 1] · · · [n−m+ 1]
[1][2] · · · [m] .
Set [ n0 ] = 1, by definition. The expressions [i] and
[
n
m
]
all belong to A (in fact, they belong to
Z[q, q−1]). In case the root system has two root lengths, some scaling of the variable q is required.
Thus, given any Laurent polynomial f ∈ A and α ∈ Π, let fα ∈ A be obtained by replacing q
throughout by qα = q
dα .
For α ∈ Π and m ≥ 0, let {
E
(m)
α =
Emα
[m]!α
∈ Uq
F
(m)
α =
Fmα
[m]!α
∈ Uq.
be the mth “divided powers.” Let
UAq = U
A
q (g) :=
〈
E(m)α , F
(m)
α , K
±1
α |α ∈ Π,m ∈ N
〉
⊂ Uq,
where 〈· · · 〉 means “A-subalgebra generated by.” The algebra UAq admits a triangular factorization
induced from (2.2.2), in which U+q (respectively, U
−
q , U
0
q) is replaced by the subalgebra U
A,+
q (re-
spectively, UA,−q , U
A,0
q ). Here U
A,+
q (respectively, U
A,−
q ) is defined to be the A-subalgebra of UAq
generated by the elements E
(m)
α (respectively, F
(m)
α ) for α ∈ Π and m ∈ N, and UA,0 is defined to be
the A-subalgebra generated by the elements
K±1α ,
[
Kα;m
n
]
:=
n∏
i=1
Kαq
m−i+1
α −K−1α q−m−i+1α
qiα − q−iα
∈ U0q,
for α ∈ Π, n ∈ N, and m ∈ Z.
Put
Uζ = Uζ(g) := U
A
q /〈K lα − 1, α ∈ Π〉 ⊗A C,
where in this expression 〈· · · 〉 means “ideal generated by · · · ”. Here C is regarded as a A-algebra via
the algebra homomorphism A → C, q 7→ ζ. Let U+ζ (respectively, U−ζ , U0ζ ) be the the image in Uζ of
UA,+q ⊗A C (respectively, UA,−q ⊗A C, UA,0q ⊗A C).
The Hopf algebra structure on Uq induces a Hopf algebra structure on U
A
q , and then passage to
the field C, one obtains a Hopf algebra structure on the algebra Uζ . By abuse of notation, let E
(m)
α ,
etc., α ∈ Π, also denote the corresponding elements 1 ⊗ E(m)α , etc. in Uζ (note that E(1)α = Eα).
Therefore, Elα = F
l
α = 0 and K
l
α = 1 (by construction) in Uζ. The elements Eα,Kα, Fα, α ∈ Π,
generate a finite dimensional Hopf subalgebra, denoted uζ = uζ(g), of Uζ . The algebra uζ is often
called the small quantum group.
We now consider the DeConcini-Kac quantum enveloping algebra Uζ = Uζ(g). To begin, define
UAq to be the A-subalgebra of Uq generated by the Eα, Fα,K±1α . There is an inclusion of A-forms:
UAq ⊆ UAq . Then set
UC = UC(g) := UAq ⊗A C,
the algebra obtained by base-change (i. e., C is regarded as an A-algebra via the same algebra homo-
morphism A → C, q 7→ ζ, as above.) Finally, put
Uζ = Uζ(g) := UC/〈1⊗K lα − 1⊗ 1, α ∈ Π〉.
As with the quantum enveloping algebra Uζ , the algebra Uζ also inherits a Hopf algebra structure from
that of Uq. However, unlike the inclusion UAq ⊆ UAq of A-forms above, Uζ is not generally a subalgebra
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of Uζ . The algebra Uζ has a central (and hence normal) subalgebra Z such that uζ ∼= Uζ//Z; see [DK,
Section 3] for more details. An explicit description of Z will be given in Section 2.7.
All the Uζ-modules M considered in this paper will be assumed to be integrable and type 1.
Usually, this will be assumed without mention, but occasionally we repeat it for emphasis. In other
words, each Ei, Fj acts locally nilpotently on M . In addition, M decomposes into a direct sum⊕
λ∈X Mλ of Mλ weight spaces for λ ∈ X . Thus, if v ∈Mλ,{
Kαv = ζ
〈λ,α〉v;
[Kα;mn ] v =
[
〈λ,α〉+m
n
]
q=ζdα
v
for all α ∈ Π,m ∈ Z, n ∈ N.
2.3. Connections with algebraic groups
Let U(g) be the classical universal enveloping algebra of the complex simple Lie algebra g with root
system Φ. The Lie algebra g has Chevalley generators eα, fα, hα, α ∈ Π, which satisfy certain well-
known relations, providing a presentation of the algebra U(g) [Hum, §18.3]. The Frobenius morphism
is a surjective (Hopf) algebra homomorphism
Fr : Uζ ։ U(g).
If I is the augmentation ideal of uζ, then Ker Fr = IUζ = UζI. In other words, uζ is a normal Hopf
subalgebra of Uζ such that Uζ//uζ ∼= U(g). Given α ∈ Π, let m be a positive integer. If m = aℓ + b,
where 0 ≤ b < ℓ, then 
Fr(E
(m)
α ) = δb,0e
(a)
α
Fr(F
(m)
α ) = δb,0f
(a)
α
Fr(
[
Kα;l
0
]
) = hα.
In this expression, we have put e
(a)
α =
1
a!e
a
α and f
(a)
α =
1
a!f
a
α (cf. [L1]).
By means of the algebra homomorphism Fr, modules for the Lie algebra g can be “pulled back”
to give modules for Uζ: given a g-module M , M
[1] := Fr∗M denotes the Uζ module obtained from M
by making x ∈ Uζ act as a linear transformation on M by Fr(x). If M is a locally finite U(g)-module
(e. g., finite dimensional), then M [1] is an integrable, type 1 Uζ-module. Conversely, a Uζ-module N
on which uζ acts trivially can be made into a U(g)-module via the Frobenius map, so that N ∼=M [1]
for a locally finite U(g)-module M .
Let G be the complex simple, simply connected algebraic group having Lie algebra g. Let B ⊃ T
(respectively, B+ ⊃ T ) be the Borel subgroup corresponding to the set −Φ+ = Φ− (respectively,
Φ+) of negative (respectively, positive) roots. The category of locally finite U(g)-modules is naturally
isomorphic to the category of rational G-modules.
The set X+ of dominant weights for the root system Φ indexes the irreducible modules for Uζ .
Given λ ∈ X+, let Lζ(λ) be the irreducible Uζ-module of high weight λ. On the other hand, let L(λ)
be the irreducible rational G-module of high weight λ ∈ X+. We may also identify L(λ) with the
finite dimensional irreducible U(g)-module of high weight λ. (Both Lζ(λ) and L(λ) are determined
up to isomorphism.) For λ ∈ X+, we have
Fr(L(λ)) = L(λ)[1] ∼= Lζ(ℓλ).
The integral group algebra ZX has basis denoted e(µ), µ ∈ X . Given a finite dimensional Uζ-
module M ,
chM =
∑
µ∈X
dim Mµ e(µ) ∈ ZX
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denotes its (formal) character, where Mµ is the µ-weight space for the action of U
0
ζ onM . Sometimes
for emphasis, we write chζM for chM .
Similarly, if M is a finite dimensional rational G-module (respectively, U(g)-module), let chM ∈
ZX be its formal character with respect to the fixed maximal torus T (respectively, Cartan subalgebra
h = Lie(T )).
2.4. Root vectors and PBW-basis
The “root vector” generators Eα, Fα for the quantum enveloping algebra Uq are only defined for
simple roots α. In what follows, it will be necessary to work with root vectors defined for general (i.e.,
not simple) roots. In this direction, for each α ∈ Π, Lusztig has defined an algebra automorphism
Tα : Uq → Uq. Here we will follow [Jan2, Ch. 8], where the reader can find more details. If s = sα ∈W
is the simple reflection defined by α, we often write Ts := Tα. Given any w ∈W , let w = sβ1sβ2 · · · sβn
be a reduced expression (so the βi ∈ Π). Then define Tw := Tβ1 · · ·Tβn ∈ Aut(Uq). The automorphism
Tw is independent of the reduced expression of w. In other words, the automorphisms Tα extend to
an action of the braid group of W on Uq.
Now let J ⊆ Π and fix a reduced expression w0 = sβ1 · · · sβN that begins with a reduced expression
for the element w0,J as in Section 2.1. If w0,J = sβ1 · · · sβM , then of course sβM+1 · · · sβN is a reduced
expression for wJ = w0,Jw0. There exists a linear ordering γ1 ≺ γ2 ≺ · · · ≺ γN of the positive roots,
where γi = sβ1 · · · sβi−1(βi). For γ = γi ∈ Φ+, the “root vector” Eγ ∈ U+q is defined by
Eγ = Eγi := Tsβ1 ···sβi−1 (Eβi) = Tβ1 · · ·Tβi−1(Eβi).
If γ is simple, the “new” Eγ agrees with the original generator Eγ . More generally, Eγ has weight γ.
Similarly,
Fγ = Fγi := Tsβ1 ···sβi−1 (Fβi) = Tβ1 · · ·Tβi−1(Fβi),
a root vector of weight −γ.
The subalgebraU+q (respectively, U
−
q ) has a PBW-like basis consisting of all monomialsE
a1
γ1 · · ·EaNγN
(respectively, F a1γ1 · · ·F aNγN ), a1, · · · , an ∈ N. Using divided powers when necessary, one obtains PBW-
bases for the specialized quantum groups U+ζ , U
−
ζ , u
+
ζ , u
−
ζ , U+ζ , and U−ζ . The automorphisms Tw
induce automorphisms on UAq and hence on Uζ .
The monomial bases satisfy a key “commutativity” property originally observed by Levendorski˘ı
and Soibelman. Here E0γi = 1 and F
0
γi = 1.
Lemma 2.4.1. ([DP, Thm. 9.3], [LS]) Let A′ be a subring of Q(q) containing A. Suppose that
q2− q−2 is invertible in A′ when Φ is of type Bn, Cn, or F4 and additionally q3− q−3 is invertible in
A′ when Φ is of type G2. In Uq, we have for i < j
(a) EγiEγj = q
〈γi,γj〉EγjEγi+(∗) where (∗) is an A′-linear combination of monomials Ea1γ1 · · ·EaNγN ,
with as = 0 unless i < s < j;
(b) FγiFγj = q
〈γi,γj〉FγjFγi+(∗) where (∗) is an A′-linear combination of monomials F a1γ1 · · ·F aNγN ,
with as = 0 unless i < s < j.
The requirements on A′ (i.e., that q2 − q−2 is invertible in types B,C, F , etc.) are not explicitly
stated in [DP], though they are implicit in the arguments in its appendix (see pp. 135–137 in [DP];
and also [Dr1, §3.2]). We thank Chris Drupieski for pointing this out to us.
2.5. Levi and parabolic subalgebras
Given a subset J ⊆ Π, consider the Levi and parabolic Lie subalgebras lJ and pJ = lJ ⊕ uJ of
g. We denote the respective universal enveloping algebras by U(lJ ) and U(pJ). One can naturally
define corresponding quantum enveloping algebras Uq(lJ ) and Uq(pJ). As (Hopf) subalgebras of Uq,
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Uq(lJ) is the subalgebra generated by the elements {Eα, Fα : α ∈ J} ∪ {K±1α : α ∈ Π}, and Uq(pJ)
is the subalgebra generated by {Eα : α ∈ J} ∪ {Fα,K±1α : α ∈ Π}. For example, if J = ∅, then
lJ = h, pJ = b, Uq(lJ ) = U
0
q, and Uq(pJ ) = Uq(b) = U
−
q · U0q. Specializing gives the subalgebras
Uζ(lJ ), Uζ(pJ), uζ(lJ ), uζ(pJ ) of Uζ , and Uζ(lJ ) and Uζ(pJ) of Uζ .
If we denote by p+J = lJ ⊕ u+J the opposite parabolic subalgebra (containing the positive Borel
subalgebra b+), then one can analogously consider Uq(p
+
J ).
2.6. The subalgebra Uq(uJ)
The purpose of this section is to define a subalgebra Uq(uJ) of Uq. It will play a role analogous to
that played by the subalgebra U(uJ) of the universal enveloping algebra U(pJ) corresponding to the
nilpotent radical of pJ . As above, choose a reduced expression for w0 (beginning with one for w0,J ).
Define Uq(uJ ) to be the subspace of U
−
q spanned by the F
aM+1
γM+1 · · ·F aNγN , ai ∈ N. By Lemma 2.4.1,
Uq(uJ) is a subalgebra of U
−
q . In addition, the monomials above form a basis for Uq(uJ). One can
also verify directly that Uq(uJ ) is independent of the choice of reduced expression for w0. However,
this follows from a more general set-up which will be useful for other purposes as well.
Given any v ∈W , we define as in [Jan2, 8.24] a subspace U−[v] ⊂ U−q (respectively, U+[v] ⊂ U+q )
as follows. Choose a reduced expression v = sη1sη2 · · · sηt . For 1 ≤ i ≤ t, set fi = Tsη1sη2 ···sηi−1 (Fηi )
(respectively, ei = Tsη1sη2 ···sηi−1 (Eηi)). The fi (respectively, ei) are in some sense “root vectors” like
those defined earlier. Then U−[v] (respectively, U+[v]) is defined to be the span of all monomials of the
form fa11 f
a2
2 · · · fatt (respectively, ea11 ea22 · · · eatt ) for ai ≥ 0. By [DKP, 2.2], U−[v] (respectively, U+[v])
is a subalgebra of U−q (resp., U
+
q ) and moreover is independent of the choice of reduced expression for
v.
Since Uq(uJ ) = Tw0,J (U
−[wJ ]), Uq(uJ ) is a subalgebra of Uq(pJ ) ⊂ Uq, independent of the reduced
expression for wJ . Furthermore, since the automorphism Tw0,J is also independent of the choice of
reduced expression for w0,J , the algebra Uq(uJ) depends only on J , not on our above choices of
reduced expressions. Following the procedure in Section 2.2, the algebra Uq(uJ ) can be specialized to
give algebras Uζ(uJ), uζ(uJ), and Uζ(uJ). For example, Uζ(uJ ) is the subalgebra of U−ζ spanned by
F
(aM+1)
γM+1 · · ·F (aN )γN , ai ∈ N.
Similarly one can define a subalgebra Uq(u
+
J ) ⊂ Uq(pJ), and the corresponding specializations.
Then Uq(u
+
J ) = Tw0,J (U
+[wJ ]). When J = ∅, Uq(uJ ) = U
−
q and Uq(u
+
J ) = U
+
q .
2.7. Adjoint action
Given a Hopf algebra A, the adjoint action of A is defined by setting, for x, y ∈ A, Ad(x)(y) =∑
x(1)yS(x(2)) where ∆(x) =
∑
x(1)⊗x(2) is the comultiplication and S is the antipode. We consider,
in particular, the case A = Uq, where we record the formulas here on generators: (for m ∈ Uq)
(2.7.1)

Ad(Eα)(m) = Eαm−KαmK−1α Eα
Ad(K±1α )(m) = K
±1
α mK
∓1
α
Ad(Fα)(m) = (Fαm−mFα)Kα.
These expressions follow immediately from the formulas (2.2.1).
By twisting the Hopf structure on Uq by the algebra involution ω of Uq given by ω(Eα) = Fα,
ω(Fα) = Eα, and ω(Kα) = K
−1
α , we obtain another Hopf structure on Uq, with comultiplication
ω∆ := (ω⊗ ω) ◦∆ ◦ω and antipode ωS = ω ◦S ◦ω; see [Jan2, 3.8]. In particular, this procedure then
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gives an alternate adjoint action Ad, which satisfies:
(2.7.2)

Ad(Eα)(m) = (Eαm−mEα)K−1α
Ad(K±α 1)(m) = K
±1
α mK
∓1
α
Ad(Fα)(m) = Fαm−K−1α mKαFα.
Proposition 2.7.1. The following stability results hold:
(a) The subalgebra Uq(u
+
J ) is stable under the Ad action of Uq(p
+
J ) on itself.
(b) The subalgebra Uq(uJ ) is stable under the Ad action of Uq(pJ) on itself.
Proof. Part (b) follows from part (a) since, for x ∈ Uq(pJ), Ad(x) = ω ◦Ad(ω(x)) ◦ ω.
We prove part (a). Since Uq(p
+
J ) is generated as an algebra by {Eα,Kα,K−1α : α ∈ Π}∪{Fα : α ∈
J}, it suffices to show that Uq(u+J ) is stable under the action of these elements. By (2.7.1), Ad(Kα)
and Ad(K−1α ) simply act by scalar multiplication on the weight spaces which span Uq(u
+
J ). Hence
Uq(u
+
J ) is stable under Ad(K
±1
α ). For α ∈ Φ+\Φ+J , the stability under Ad(Eα) follows from the fact
that Uq(u
+
J ) is an algebra. It remains to prove stability under Ad(Fα) and Ad(Eα) for α ∈ J . Fix
α ∈ J and set β = −w0,J(α) ∈ J .
By Section 2.6, Uq(u
+
J ) = Tw0,J (U
+[wJ ]). Given a reduced expression wJ = sη1sη2 · · · sηt , U+[wJ ]
is spanned by monomials of ordered root vectors:
Eη1 , Tsη1 (Eη2 ), . . . , Tsη1 ···sηt−1 (Eηt).
Since wJ = w0,Jw0, w
−1
J (β) ∈ Π. Consider also U+[wJsw−1
J
(β)]. Since wJsw−1
J
(β) = sβwJ , by (2.1.1),
ℓ(wJsw−1J (β)
) = ℓ(wJ ) + 1. Therefore, the ordered root vectors defining U
+[wJsw−1J (β)
] are
Eη1 , Tsη1 (Eη2), . . . , Tsη1 ···sηt−1 (Eηt), TwJ (Ew−1J (β)
).
By [Jan2, Prop. 8.20] TwJ (Ew−1
J
(β)) = EwJ (w−1J (β))
= Eβ . Now U
+[wJ ] is a subalgebra of U
+[wJsw−1
J
(β)]
spanned by monomials not involving the last root vector Eβ . Moreover, by Lemma 2.4.1, since Eβ
appears last in the ordering of root vectors in U+[wJsw−1J (β)
],
(2.7.3) if u ∈ U+[wJ ] ⊂ U+[wJsw−1J (β)] is a monomial, then uEβ − q
〈wt(u),β〉Eβu ∈ U+[wJ ],
where wt(u) denotes the weight of u.
Now consider the subalgebra U+[sβwJ ]. The ordered root vectors defining U
+[sβwJ ] are
Eβ , Tsβ (Eη1), Tsβ (Tsη1 (Eη2 )), . . . , Tsβ (Tsη1 ···sηt−1 (Eηt)).
Then Tsβ (U
+[wJ ]) is evidently a subalgebra of U
+[sβwJ ] spanned by monomials in all but the first
root vector Eβ . Moreover, by Lemma 2.4.1, since Eβ occurs first in the root ordering,
(2.7.4) if u ∈ U+[wJ ] is a monomial, then EβTsβ (u)− q〈wt(Tsβ (u)),β〉Tsβ (u)Eβ ∈ Tsβ (U+[wJ ]).
We now show that Ad(Fα) preserves Uq(u
+
J ). Since α, β ∈ Π, by [Jan2, Prop. 8.20],
Fα = Tw0,Jsβ (Fβ),
while [Jan2, 8.14(3)] gives that
Fβ = −Tsβ(Eβ)K−1β = −Tsβ (EβKβ).
Combining these equalities gives
Fα = Tw0,Jsβ (−Tsβ (EβKβ)) = −Tw0,J (EβKβ).
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Let Tw0,J (u) for u ∈ U+[wJ ] be an arbitrary monomial element of Uq(u+J ). Then we have
Ad(Fα)(Tw0,J (u)) = (FαTw0,J (u)− Tw0,J (u)Fα)Kα by (2.7.1)
= (−Tw0,J (EβKβ)Tw0,J (u) + Tw0,J (u)Tw0,J (EβKβ))Kα from above
= Tw0,J ((uEβKβ − EβKβu)K−1β ) [Jan2, 8.18(3)]
= Tw0,J (uEβ − EβKβuK−1β )
= Tw0,J (uEβ − q〈wt(u),β〉Eβu)
∈ Tw0,J (U+[wJ ]) = Uq(u+J ) by (2.7.3)
as claimed.
Lastly, we consider Eα. Again α, β ∈ Π, so Eα = Tw0,Jsβ (Eβ). Let Tw0,J (u) for u ∈ U+[wJ ] be
an arbitrary monomial element of Uq(u
+
J ). Then we have
Ad(Eα)(Tw0,J (u)) = EαTw0,J (u)−KαTw0,J (u)K−1α Eα by (2.7.1)
= Tw0,Jsβ (Eβ)Tw0,J (u)−KαTw0,J (u)K−1α Tw0,Jsβ (Eβ) from above
= Tw0,Jsβ (EβTsβ (u)−KβTsβ (u)K−1β Eβ) [Jan2, 8.18(3)]
= Tw0,Jsβ (EβTsβ (u)− q〈wt(Tsβ (u)),β〉Tsβ (u)Eβ)
∈ Tw0,Jsβ (Tsβ (U+[wJ ])) = Tw0,J (U+[wJ ]) = Uq(u+J ) by (2.7.4)
as claimed. 
The definitions of Ad and Ad now give the following.
Corollary 2.7.2. The algebra Uq(uJ) is normal in Uq(pJ) and the algebra Uq(u
+
J ) is normal in
Uq(p
+
J ). Furthermore, normality also holds for the specializations Uζ(uJ) ⊂ Uζ(pJ), uζ(uJ) ⊂ uζ(pJ),
and Uζ(uJ) ⊂ Uζ(pJ) (as well as for the +-versions). Also, Uζ(lJ) ∼= Uζ(pJ)//Uζ(uJ ), uζ(lJ ) ∼=
uζ(pJ)//uζ(uJ), and Uζ(lJ ) ∼= Uζ(pJ)//Uζ(uJ).
Recall the inclusion of A-forms UAq ⊆ UAq mentioned in §2.2. While it is generally false that UAq
is stable under the adjoint action of UAq on itself, this property does hold after base-change from A
to a larger algebra B. More precisely, given l satisfying Assumption 1.2.1, let fl(x) ∈ Q[x] denote the
minimal polynomial for a primitive lth root of unity. Set B := Z[q, q−1](〈fl(q)〉), i.e., the local ring
determined by the maximal ideal 〈fl(q)〉. Defining UBq = B ⊗A UAq and UBq = B ⊗A UAq , there is an
inclusion UBq ⊂ UBq .
Lemma 2.7.3. [ABG, Prop. 2.9.2(i)] The adjoint action of UBq stabilizes UBq . That is,
Ad(UBq )(UBq ) ⊆ UBq and Ad(UBq )(UBq ) ⊆ UBq .
Hence, the adjoint action (either Ad or Ad) of Uζ defines an action on Uζ .
Let Z ⊂ Uζ be the central subalgebra such that Uζ//Z ∼= uζ (cf. Section 2.2). In terms of root
vectors, Z is the algebra generated by the elements {Elγ , F lγ : γ ∈ Φ+}. Given J ⊆ Π, define a central
subalgebra ZJ ⊂ Uζ(uJ) as
ZJ := Z ∩ Uζ(uJ ).
Clearly ZJ is the subalgebra generated by {F lγ : γ ∈ Φ+\Φ+J }. Further, Uζ(uJ )//ZJ ∼= uζ(uJ ), leading
to the following generalization of [ABG, Prop. 2.9.2].
Corollary 2.7.4. Under the induced Ad-action of Uζ on Uζ we have the following:
(a) Ad(Uζ(pJ)) stabilizes Uζ(uJ), ZJ , and uζ(uJ).
(b) The action of uζ(pJ) on ZJ is trivial.
(c) Ad induces an action of U(pJ ) on ZJ .
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We conclude this section with some remarks on the action of a Hopf algebra H on an augmented
algebra A. More precisely, A is defined to be a left (respectively, right) H-module algebra provided
that A is a left (respectively, right) H-module such that:
(i) h · (ab) =∑(h(1) ·a)(h(2) · b) (respectively, (ab) ·h =∑(a ·h(1))(b ·h(2))) for a, b ∈ A, h ∈ H ,
putting ∆(h) =
∑
h(1) ⊗ h(2);
(ii) h · 1A = ǫ(h)1A (respectively, 1A · h = ǫ(h)1A) for h ∈ H ;
(iii) ǫA(h · a) = ǫ(h)ǫA(a) (respectively, ǫA(a ·h) = ǫA(a)ǫ(h)), for a ∈ A, h ∈ H , where ǫA is the
augmentation map on A.
The notion of a left H-module algebra for a not necessarily augmented algebra A is studied further
in [Mon, 4.1.1, 4.1.9].
For example, H is a right H-module algebra defined by
a · h = Adr(h)(a) =
∑
S(h(1))ah(2), a, h ∈ H.
Thus, Adr(hh
′) = Adr(h
′)Adr(h), h, h
′ ∈ H . In the context of Uq, we have
(2.7.5)

Adr(Eα) = Ad(K
−1
α Eα)
Adr(K
±1
α ) = Ad(K
∓1)
Adr(Fα) = −Ad(FαKα).
With these relations, there are evident analogues of the above lemma and its corollary. In particular,
the augmented algebra Uq is a left (respectively, right) module algebra for Uζ using Ad or Ad (respec-
tively, Adr). Under the right action of Uζ on Uζ , Corollary 2.7.4 holds replacing Ad throughout by
Adr.
Now let A be a right H-module algebra, and let V be a left A-module. A left action v 7→ h · v of
H on V is called compatible with that of A provided that V is a left H-module with this action and
a(h ·v) =∑ h(1) · (a ·h(2))v for a ∈ A, v ∈ V, h ∈ H . If A is a left H-module algebra and V is a left H-
module, the action is compatible provided the last condition is replaced by h·(av) =∑(h(1) ·a)(h(2) ·v).
2.8. Finite dimensionality of cohomology groups
For any field k, given augmented k-algebras A ⊂ B with A normal in B (cf. Sections 1.1 and 2.7),
there exists a Lyndon-Hochschild-Serre (LHS) spectral sequence (cf. [GK, §5.2, 5.3]). More precisely,
we have the following result.1
Lemma 2.8.1. Assume that B is flat as a right A-module. For any left B-module M , there is
a natural action of the quotient algebra B//A on H•(A,M) which gives rise to a (first quadrant)
spectral sequence
Ei,j2 = H
i(B//A,Hj(A,M))⇒ Hi+j(B,M).
In this result, the action of B//A arises from the identification H•(A,M) ∼= Ext•B(B//A,M).
Then the right multiplication action of B//A on itself induces a left B//A-module structure on
Ext•B(B//A,M). In some cases, the action of B//A also comes about through an action of B//A on
the reduced bar resolution D• = D•(A) of k. More precisely, suppose that H is a Hopf algebra acting
on the augmented algebra A on the right as explained above. Then H acts on the right on D•. Here
Dn = A⊗k A⊗n+ ; explicitly,
a⊗ [a1| · · · |an] · h =
∑
a · h(1)[a1 · h(2)| · · · |an · h(n+1)].
This action commutes with the differentials d• : Dn → Dn−1. Now suppose thatM is a left A-module
with a compatible left action of H . The left action of H on M and the right action of H on B• define
1Recall that H•(A,M) := Ext•
A
(k,M).
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a left H-action on the complex HomA(D•,M) computing H
•(A,M). The H-action on H•(A,M)
can be interpreted in the context of Lemma 2.8.1, by putting B = H#A, the smash product of H
and A. (See [Mon].) Then B is a flat right A-module, M inherits a natural B-module structure and
B//A ∼= H . It is easy to verify that the two actions of H on H•(A,M) identify.2
We return to the situation of the previous section. Under the Ad-action of Uζ(pJ) on itself, Uζ(pJ)
admits the structure of a Hopf module algebra. The action of Uζ(pJ) on Uζ(pJ) can be extended to an
action on the bar resolution which computes the cohomology H•(Uζ(pJ),C). Thus, there is a natural
action of Uζ(pJ) on H
•(Uζ(pJ),C) and further on H•(Uζ(uJ),C). In particular, U0ζ acts on these
cohomology spaces.
Lemma 2.8.2. For each nonnegative integer n, the cohomology space Hn(Uζ(uJ ),C) is a finite di-
mensional vector space.
Proof. If ZJ is the central subalgebra of Uζ(uJ ) defined after Lemma 2.7.3, Uζ(uJ )//ZJ ∼=
uζ(uJ). Certainly, Uζ(uJ) is flat (even free) over ZJ . By Lemma 2.8.1, there is a spectral sequence
Ei,j2 = H
i(uζ(uJ ),H
j(ZJ ,C))⇒ Hi+j(Uζ(uJ ),C).
The subalgebra ZJ is central so it follows from [GK, Lemma 5.2.2] that the action of uζ(uJ ) on
H•(ZJ ,C) is trivial, and
E•,•2
∼= H•(uζ(uJ ),C)⊗H•(ZJ ,C).
Since ZJ is the symmetric algebra based on the vector space u
[1]
J , we get that H
•(ZJ ,C) ∼= Λ•(u∗J )[1].
Moreover, uζ(uJ) is finite dimensional, so H
i(uζ(uJ),C) is finite dimensional for any integer i. The
result follows because the cohomology Hn(Uζ(uJ ),C) is a subquotient of ⊕i+j=nEi,j2 which is finite
dimensional. 
Also, the cohomology of Uζ(uJ ) can be computed by means of the reduced bar resolution (cf.
[Mac, Ch. X, §2]). Although it is not clear from this point of view that the cohomology is finite
dimensional in any homological degree, it does have a natural U0ζ -action induced from the Ad-action
on Uζ(pJ). But then the above lemma establishes it is finite dimensional, and this fact implies each
cohomology space is a weight module for U0ζ . We summarize this result as follows.
Corollary 2.8.3. The cohomology H•(Uζ(uJ ),C) is a weight module for U0ζ . For any λ ∈ X,
H•(Uζ(uJ),C)λ is finite dimensional.
Proof. It remains only to establish the last statement. But if D¯• = D•(Uζ(uJ )) is the reduced
bar-resolution, then, given any weight µ, for large n, (D¯n)µ = 0. 
2.9. Spectral sequences and the Euler characteristic
We study the cohomology of Uζ(uJ) and uζ(uJ ), using a filtration on Uζ(uJ) (respectively, uζ(uJ))
introduced for Uζ in [DK].
Let A = Uζ(uJ ). By Section 2.6, A has a basis of monomial elements
{F aM+1γM+1 F aM+2γM+2 · · ·F aNγN : ai ∈ N},
where N = |Φ+| and M = |Φ+J |. For a := (aM+1, · · · , aN ) ∈ NN−M , set
Fa := F
aM+1
γM+1 F
aM+2
γM+2 · · ·F aNγN .
2We are grateful for discussions on these issues with Chris Drupieski, who pointed out that our original set-up with
H acting on the left of A was not correct.
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Place a total (lexicographical) ordering ≺ on NN−M as follows. Put a ≺ b if and only if there exists
M + 1 ≤ i ≤ N such that ai < bi and aj = bj for all j > i. With this ordering, one can define an
NN−M -filtration on A. Given a ∈ NN−M , let Aa be the subalgebra of A generated by
{Fb : b  a}.
By Lemma 2.4.1, this is a multiplicative filtration on A. That is, Aa ·Ab ⊆ Aa+b.
Moreover, by Lemma 2.4.1 again, the associated graded algebra grA is generated by {Xα : α ∈
Φ+\Φ+J } subject to the relations:
Xα ·Xβ = ζ〈α,β〉Xβ ·Xα if α ≺ β.
This filtration induces a filtration on uζ(uJ ) such that the algebra gruζ(uJ ) is also generated by
{Xα : α ∈ Φ+\Φ+J } subject to the above relations, in addition to the condition:
X lα = 0 for α ∈ Φ+\Φ+J .
Let Λ•ζ,J be the graded algebra with generators {xα : α ∈ Φ+\Φ+J } where deg(xα) = 1 subject to
the following relations:
xα · xβ + ζ−〈α,β〉xβ · xα = 0 if α ≺ β;
x2α = 0 for α ∈ Φ+\Φ+J .
There exists a graded (by degree) algebra isomorphism H•(grUζ(uJ),C) ∼= Λ•ζ,J (cf. [GK, Prop. 2.1]).
This is also an isomorphism of U0ζ -modules, where Λ
•
ζ,J is regarded as a U
0
ζ -module by assigning xα
weight α.
Proposition 2.9.1. (a) In the character group ZX, we have
∞∑
n=0
(−1)n chHn(Uζ(uJ),C) =
∞∑
n=0
(−1)n chΛnζ,J .
(b) If λ ∈ X is a weight of U0ζ in Hn(Uζ(uJ ),C), then λ is a weight of U0ζ in Λnζ,J .
Proof. Let A = Uζ(uJ). By Corollary 2.8.3 and the discussion above, both H•(A,C) and
H•(gr A,C) have weight space decompositions with finite dimensional weight spaces. Let A+ and
gr A+ denote the augmentation ideals of A and gr A, respectively. Let C
•(A) and C•(gr A) be
the complexes obtained by taking duals of the respective reduced bar resolutions. More precisely,
Cn(A) = HomC((A+)
⊗n,C) and Cn(gr A) = HomC((gr A+)
⊗n,C). Note that A+ and gr A+ are
isomorphic as U0ζ -modules. The same holds for C
n(A) and Cn(gr A) and the differentials of both
complexes are U0ζ -module maps. Thus, for a weight λ, H
•(A,C)λ and H
•(gr A,C)λ identify with the
cohomologies of the complexes C•(A)λ and C
•(gr A)λ, respectively.
By the Euler-Poincare´ principle (cf. [GW, Lemma 7.3.11]),
χ(H•(A,C)λ) :=
∞∑
n=0
(−1)n dim Hn(A,C)λ
=
∞∑
n=0
(−1)n dim Cn(A)λ
=
∞∑
n=0
(−1)n dim Cn(gr A)λ
=
∞∑
n=0
(−1)n dim Hn(gr A,C)λ
=: χ(H•(gr A,C)λ).
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Part (a) follows from the cohomology calculation for gr A noted above.
Let A• be the increasing filtration on A indexed by Λ := N
N−M , viewed as a poset using the
lexicographic ordering ≺ above. It induces a (downward) filtration on the complex C•(A)λ as follows.
For γ, η ∈ Λ, set A+γ = Aγ ∩ A+, and define{
Bn[≺η] =
∑
∑
γi≺η
A+γ1 ⊗A+γ2 ⊗ · · · ⊗A+γn ,
Bn[η] =
∑
∑
γiη
A+γ1 ⊗A+γ2 ⊗ · · · ⊗A+γn .
Then Bn[≺η] ⊆ Bn[η], so setting, for λ ∈ X(T ),{
Cn(A)λ,[≺η] = HomC(A
⊗n
+ /B
n
[≺η],C)λ,
Cn(A)λ,[η] = HomC(A
⊗n
+ /B
n
[η],C)λ,
it follows that
Cn(A)λ,[η] ⊆ Cn(A)λ,[≺η].
Moreover, if η, ζ ∈ Λ with ζ ≺ η, then Cn(A)λ,[≺η] ⊆ Cn(A)λ,[≺ζ].
The grading on gr A leads in a natural way to a grading of the complex C•(gr A)λ. For η ∈ Λ,
C•(grA)λ,[η] denotes the graded component corresponding to η, and we can identify
C•(A)λ,[≺η]/C
•(A)λ,[η]
with C•(gr A)λ,[η]. Also,
C•(gr A)λ ∼=
⊕
η∈Λ
C•(A)λ,[≺η]/C
•(A)λ,[η].
For a fixed weight λ, Cn(gr A)λ 6= 0 for finitely many n, and C•(A)λ,[≺η]/C•(A)λ,[η] 6= 0 for
finitely many η. Let Λ = {η ∈ Λ : Cnλ,[≺η]/Cnλ,[η] 6= 0, for some n}. Then Λ is a finite totally ordered
set in NN−M which induces a filtration (which can be indexed by N) on C•(gr A)λ. Therefore, we
have a spectral sequence
Ei,j1 = (H
i+j(grA,C)λ)(i) ⇒ Hi+j(A,C)λ.
This shows that Hn(Uζ(uJ),C)λ is a subquotient of (Λnζ,J)λ, and part (b) follows.

2.10. Induction functors
Let C (respectively, C≤) be the category of type 1, integrable representations of Uζ (respec-
tively, Uζ(b)). The restriction functor res : C → C≤ has a right adjoint induction functor H0ζ(−) =
H0(Uζ/Uζ(b),−) : C≤ → C defined by
H0ζ(M) = (M ⊗ k[Uζ ])Uζ(b) ∼= F(HomUζ(b)(Uζ ,M)).
In this expression k[Uζ ] denotes the coordinate algebra of Uζ. Also, the functor F(−) assigns to any
Uζ-module the largest type 1, integrable submodule. We refer to [APW, (2.8), (2.10)] and [RH, (2.9)]
for further discussion and explanation of notation.
Any dominant weight λ ∈ X+ can be viewed as a one-dimensional Uζ(b)-module, and so provides
an induced module
∇ζ(λ) := H0(Uζ/Uζ(b), λ).
This module has an irreducible socle isomorphic to Lζ(λ). In addition, there is an equality
ch∇ζ(λ) = chL(λ) =
∑
x∈W
(−1)ℓ(x)e(w · λ)/
∑
x∈W
(−1)ℓ(x)e(x · 0)
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of formal characters, in which the expression on the right is just the Weyl character formula. (Recall
that L(λ) denotes the irreducible representation for the complex group G (or its Lie algebra g) of high
weight λ.)
We will also use the induction functors H0(Uζ/Uζ(pJ),−) (respectively, H0(Uζ(pJ)/Uζ(b),−))
from the category of type 1, integrable Uζ(pJ)-modules (respectively, Uζ(b)-modules) to type 1, inte-
grable Uζ-modules (respectively, Uζ(pJ)-modules). Note that if λ is a one-dimensional Uζ(b)-module
then H0(Uζ(pJ)/Uζ(b), λ) is trivial as a Uζ(uJ )-module.
Let (XJ )+ ⊆ X be the set of J-dominant weights, i.e., λ ∈ X belongs to (XJ )+ if and only if
〈λ, α∨〉 ∈ N for all α ∈ J . The set (XJ)+ indexes the irreducible (type 1, integrable) Uζ(lJ )-modules.
For λ ∈ (XJ)+,
∇J,ζ(λ) := H0(Uζ(pJ)/Uζ(b), λ)
has irreducible socle isomorphic to LJ,ζ(λ), the irreducible Uζ(lJ )-module of high weight λ.
If λ ∈ (XJ)+ satisfies 〈λ + ρ, α∨) = ℓ − 1 for all α ∈ J , we call λ a J-Steinberg weight. Then
∇J,ζ(λ) is a projective (and injective) irreducible Uζ(lJ)-module (in the category of type 1, integrable
modules). It remains irreducible, projective, and injective upon restriction to uζ(lJ).
Finally, it will usually be more convenient to write ind
Uζ(pJ )
Uζ(b)
(−) in place of H0(Uζ(pJ)/Uζ(b),−).

CHAPTER 3
Computation of Φ0 and N (Φ0)
Throughout this chapter, Φ is an irreducible root system in an Euclidean space E with weight
lattice X . We will be concerned with certain special closed subroot systems Φλ,l of Φ which are defined
by an integer l > 1 and a weight λ ∈ X . These are introduced in Section 3.1. After classifying these
subroot systems in Sections 3.2 and 3.3 (see also Appendix A.1 for the exceptional cases), Section 3.5
takes up some related issues involving the normality of orbit closures. Finally, Section 3.6 uses these
results to identify the coordinate algebras of these orbit closures as certain induced G-modules. All
these results will play an important role later in this paper; see Chapter 4, for example.
3.1. Subroot systems defined by weights
A prime p is called bad for the root system Φ provided that there exists a closed subsystem Φ′ of
Φ such that Q/Q′ has p-torsion, where Q = Q(Φ) and Q′ = Q(Φ′) are the root lattices of Φ and Φ′,
respectively. If p is not bad, then p is called a good prime for Φ. Equivalently, p is good if and only if
p does not appear as the coefficient of a simple root in the decomposition of the maximal root in Φ as
an integral linear combination of simple roots; see [SS, I,§4]. The good primes for the various types of
irreducible root systems are thus easily determined. Therefore, making use of the explicit expressions
for the maximal root in Φ displayed in [Bo, Plates I–IX], the good primes are given as follows:
• Φ of type An, all p;
• Φ of type Bn, Cn, Dn, p ≥ 3;
• Φ of type E6, E7, F4, G2, p ≥ 5;
• Φ of type E8, p ≥ 7.
Now let l > 1 be an integer (not necessarily prime). We will say that l is good for Φ provided that l
is not divisible by a bad prime for Φ. Otherwise, l is bad for Φ.
Additionally, a good integer l is said to be very good for Φ provided that if Φ has type An, then l
and n+ 1 are relatively prime. In cases of non-irreducible root systems (which may arise in the case
of the root system of a Levi factor of a parabolic subgroup), the integer l is good (respectively, very
good) provided that it is good (respectively, very good) for every irreducible component of Φ.
The significance of good integers l comes about because of certain closed subsystems Φλ,l con-
structed from weights λ ∈ X . Precisely, put
Φλ,l := {α ∈ Φ | 〈λ+ ρ, α〉 ≡ 0 mod l}.
Recall that, by our conventions, for µ ∈ X and α ∈ Φ, 〈µ, α〉 ∈ Z. In practice, when l is clear from
context, we will just denote the subset Φλ,l simply by Φλ. Obviously, Φλ (when it is not the empty
set) is a closed subroot system of Φ.
When working with a quantum enveloping algebra Uζ , where ζ =
l
√
1, our assumptions on l (i.e.,
l is odd in types Bn, Cn and F4, and, in type G2, l is not divisible by 3) mean that each integer
dα =
〈α,α〉
2 is relatively prime to l. Since dαα
∨ = α, it therefore follows that
(3.1.1) Φλ = {α ∈ Φ | 〈λ+ ρ, α∨〉 ≡ 0 mod l}.
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Thus, in the sequel, we can always take (3.1.1) as the definition of Φλ. We denote by Φ
+
λ the
intersection of Φλ with Φ
+. It is useful to observe that, for any w ∈ W˜l,
w(Φλ) = Φw·λ.
The following result, while quite elementary, is essential for our work in this paper.
Lemma 3.1.1. Let l > 1 be an odd integer. Assume that l is good for Φ. For λ ∈ X, there exists
a set of simple roots Π′ for Φ such that Π′ ∩ Φλ is a set of simple roots for Φλ. In particular, there
exists a w ∈ W and a subset J ⊆ Π such that w(Φλ) = ΦJ . Furthermore, w may be chosen so that
w(Φ+λ ) = Φ
+
J .
Proof. First, observe that
QΦλ ∩ Φ = Φλ.
In fact, if a root α belongs to the left-hand side, then mα ∈ ZΦλ, for some integer m which is divisible
only by bad primes. Then 〈λ + ρ,mα〉 ≡ 0 mod l. But since (m, l) = 1, it follows that 〈λ + ρ, α〉 ≡ 0
mod l, i.e., α ∈ Φλ. This means that the hypotheses of [Bo, IV.1.7, Prop. 24] are satisfied, and this
quoted result implies the conclusion of the lemma. The final claim follows from the fact that all simple
systems in ΦJ are conjugate under the action of the Weyl group. 
Consider the case of Φ0. For all l ≥ h, it is immediately true that Φ0 = ∅, and so the conclusion
of the lemma trivially holds. However, this is not the case in general. For example, suppose that Φ
has type F4 with l = 3. Letting ǫi, 1 ≤ i ≤ 4, be an orthonormal basis for R4, Φ can be realized
explicitly as the following set of 48 vectors
Φ = {±ǫi}1≤i≤4 ∪ {±ǫi ± ǫj}1≤i<j≤4 ∪ {1
2
(±ǫ1 ± ǫ2 ± ǫ3 ± ǫ4)}.
We can think of Φ as the set of all α ∈⊕Qǫi such that 2α ∈ ⊕Zǫi and α has integral square length
||α|| ≤ 2. Also, Π := {ǫ4, 12 (ǫ1 − ǫ2 − ǫ3 − ǫ4), ǫ2 − ǫ3, ǫ3 − ǫ4, } forms a set of simple roots (cf. [Bo,
Appendix, Plate VIII]). Now take l = 3 and let λ = 0. Since ρ = 12 (11ǫ1+5ǫ2+3ǫ2+ ǫ1), it is directly
checked that Φ0 has
{ǫ1 − ǫ2, ǫ2 + ǫ4} ∪ {−ǫ3, 1
2
(ǫ1 + ǫ2 + ǫ3 − ǫ4)}
as a set of simple roots. Thus, Φ0 has type A2 × A2, and there is clearly no J ⊂ Π for which ΦJ has
type A2 × A2. More generally, still for type F4, if 3 divides l, say l = 3l′, then the conclusion of the
lemma fails for any λ = (l′ − 1)ρ.
On the other hand, l = 9 satisfies Assumption 1.2.1, but 9 is not good for F4. Here Φ0 =
{± 12 (ǫ1 + ǫ2 + ǫ3 − ǫ4)} has type A1, so Φ0 does satisfy the conclusion of the lemma. We will see in
Theorem 3.4.1 below that this fact holds generally as long as l satisfies Assumption 1.2.1.
3.1.1. Richardson orbits. Let G be a complex, simple and simply connected algebraic group over
C with root system Φ. For J ⊂ Π, the (standard) parabolic subgroup PJ = LJ ⋉ UJ ⊇ B of G has
a dense (open) orbit C′J in the Lie algebra uJ of UJ under the adjoint action of PJ . In particular,
if J = ∅, then LJ = T , and PJ = B, the Borel subgroup corresponding to Φ
−. The corresponding
Richardson orbit CJ is the G-orbit G · x for any x ∈ C′J . Therefore, when J = ∅, CJ is the regular or
principal nilpotent orbit. Also, it is straightforward to show that the (Zariski) orbit closure CJ equals
G · uJ . In addition, CJ has dimension 2 dim uJ .
If J,K are W -conjugate subsets of Π, the Johnston-Richardson theorem states that CJ = CK .
Hence, given λ ∈ X , if there exists w ∈ W and J ⊆ Π with w(Φλ) = ΦJ , then λ defines in a unique
way a Richardson class Cλ in N by setting Cλ = CJ . For λ ∈ X with w(Φλ) = ΦJ as above, set
N (Φλ) := G · uJ = CJ ⊆ N .
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For more details on the above results, see [Hum1, Chap. 5]. An important generalization of
Richardson classes (namely, induced classes) will be discussed when it is needed in §3.5.
3.2. The case of the classical Lie algebras
In [CLNP, §3.1-3.7], explicit determinations were given for all irreducible root systems Φ of a
J ⊂ Π so that w(Φ0) = ΦJ when l = p is a good prime. The proofs there work equally well when l
satisfies Assumption 1.2.1. As noted before, we use the root notation and ordering of Bourbaki [Bo].
The results below will be useful in Chapter 4.
The first theorem below treats the cases when Φ has type A or B, and the second theorem below
summarizes the situation in types C and D. Since dim N (Φ0) = 2 dim uJ , we have dim N (Φ0) =
|Φ| − |Φ0|. Also, in types A—D, Assumption 1.2.1 means that l is good, so that Lemma 3.1.1 is
applicable.1
Theorem 3.2.1. Let l be as in Assumption 1.2.1, g be a classical simple Lie algebra with Φ of type
An (respectively, Bn), and h = n+ 1 (respectively, 2n) be the Coxeter number of Φ.
(a) If l ≥ h then N (Φ0) = N (g) and dimN (Φ0) = |Φ|.
(b) Suppose that l < h where h − 1 = lm + s with m > 0 with and 0 ≤ s ≤ l − 1. Then
N (Φ0) = G · uJ where J ⊆ Π such that when
(i) Φ is of type An,
Φ0 ∼= ΦJ ∼= Am × · · · ×Am︸ ︷︷ ︸
s + 1 times
×Am−1 × · · · ×Am−1︸ ︷︷ ︸
l− s − 1 times
;
where dimN (Φ0) = n(n+ 1)−m(lm+ 2s− l + 2).
(ii) Φ is of type Bn,
Φ0 ∼= ΦJ ∼=

Am × · · · ×Am︸ ︷︷ ︸
s
2 times
×Am−1 × · · · ×Am−1︸ ︷︷ ︸
l−s−1
2 times
×Bm+1
2
if s is even (m odd),
Am × · · · ×Am︸ ︷︷ ︸
s+1
2 times
×Am−1 × · · · ×Am−1︸ ︷︷ ︸
l−s−2
2 times
×Bm
2
if s is odd (m even).
Also,
dimN (Φ0) =
{
2n2 − m(lm+2s−l+3)+12 if s is even (m odd),
2n2 − m(lm+2s−l+3)2 if s is odd (m even).
Theorem 3.2.2. Let l be as in Assumption 1.2.1, g be a classical simple Lie algebra with Φ of type
Cn (respectively, Dn), and h = 2n (respectively, 2n− 2) be the Coxeter number of Φ.
(a) If l ≥ h then N (Φ0) = N (g) and dimN (Φ0) = |Φ|.
(b) Suppose that l < h where h+1 = lm+s with m > 0 and 0 ≤ s ≤ l−1. Then N (Φ0) = G ·uJ
where J ⊆ Π such that when
(i) Φ is of type Cn,
Φ0 ∼= ΦJ ∼=

Am × · · · ×Am︸ ︷︷ ︸
s
2 times
×Am−1 × · · · ×Am−1︸ ︷︷ ︸
l−s−1
2 times
×Cm−1
2
if s is even,
Am × · · · ×Am︸ ︷︷ ︸
s−1
2 times
×Am−1 × · · · ×Am−1︸ ︷︷ ︸
l−s
2 times
×Cm
2
if s is odd.
1In the statement of the theorem, root system terms A0, B0, · · · should be ignored.
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Also,
dimN (Φ0) =
{
2n2 − m(lm+2s−l−1)+12 if s is even (m odd),
2n2 − m(lm+2s−l−1)2 if s is odd (m even).
(iv) Φ is of type Dn,
Φ0 ∼= ΦJ ∼=

Am × · · · ×Am︸ ︷︷ ︸
s
2 times
×Am−1 × · · · ×Am−1︸ ︷︷ ︸
l−s−1
2 times
×Dm+1
2
if s is even and m ≥ 3,
Am × · · · ×Am︸ ︷︷ ︸
s−1
2 times
×Am−1 × · · · ×Am−1︸ ︷︷ ︸
l−s
2 times
×Dm+2
2
if s is odd,
Am × · · · ×Am︸ ︷︷ ︸
s
2 times
×Am−1 × · · · ×Am−1︸ ︷︷ ︸
l−s+1
2 times
if s is even and m = 1.
Also,
dimN (Φ0) =
{
2n2 − 2n− m(lm+2s−l+1)−12 if s is even (m odd),
2n2 − 2n− m(lm+2s−l+1)2 if s is odd (m even).
3.3. The case of the exceptional Lie algebras
For the exceptional types G2, F4, E6, E7, and E8, the precise determination of the subroot system
Φ0 and the variety N (Φ0) can be carried out by hand. In most cases, the determination of this
variety can be deduced from its dimension (dimN (Φ0) = |Φ| − |Φ0|) and the fact that N (Φ0) is the
closure of a Richardson orbit; see [CLNP, §4.2]. When this information is not sufficient, the correct
Richardson orbit can be pinned down by using the Weyl group as discussed in [CLNP, §4.3]. In fact,
for computational purposes in Chapter 4, for each value of l satisfying Assumption 1.2.1, we identify
an explicit element w ∈ W and a subset J ⊂ Π such that w(Φ+0 ) = Φ+J . As observed before, the
choices of w and J are not unique in general. The computer package MAGMA [BC, BCP] was used
to verify these facts. The tables providing the description of N (Φ0), w, and J for various possible
values of l are presented in the Appendix A.1.
3.4. Standardizing Φ0
If l satisfies Assumption 1.2.1 and if Φ has classical type, then l is automatically good for Φ. Thus,
in this case, the theorem below follows immediately from Lemma 3.1.1. However, in the exceptional
types, we need to quote the computer results tabulated in Appendix A.1 in case l is not good for Φ
(but still satisfies Assumption 1.2.1). We essentially worked out the case of F4 after the statement of
Lemma 3.1.1, where l = 9 is the only value that needs to be considered.
For future reference, we summarize this result as follows.
Theorem 3.4.1. Let l be as in Assumption 1.2.1. Then there exists w ∈ W and a subset J ⊆ Π such
that w(Φ+0,l) = Φ
+
J .
3.5. Normality of orbit closures
We consider certain nilpotent orbit closures for a complex simple Lie algebra g = gC having root
system Φ, etc. Let G be a complex (connected) algebraic group of the same root type as g. Since we
are only interested in the adjoint action of G on its Lie algebra g, we do not require G to be simply
connected. In case Φ has type Bn (resp., Cn, Dn), we will take G = SO2n+1(C) (resp., Sp2n(C),
SO2n(C)).
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In the discussion below we will make use of the considerable work available in determining normal
G-orbit closures in the nilpotent variety N = N (g).
Fix an integer l satisfying Assumption 1.2.1, and let Φ0 = Φ0,l. We are especially interested when
the variety N (Φ0) is normal. In fact, we will verify that, in almost all cases, it is normal.
3.5.1. The classical case. When Φ has type An, a famous result of Kraft-Procesi [KP1, §0, The-
orem] states all orbit closures in N are normal varieties. In this case, nilpotent orbits in g = sln+1(C)
are naturally in one-to-one correspondence with the set P(n+ 1) of partitions η = (η1, η2, · · · , ηn+1)
of n + 1. Here η1 ≥ η2 ≥ · · · ≥ ηn ≥ 0 and η1 + · · · + ηn+1 = n + 1. We also write η ⊢ n + 1 to
mean that η ∈ P(n+ 1). Also, if a part a is repeated b times, we often write ab in place of a, · · · , a︸ ︷︷ ︸
b
in η. Thus, if Oη denotes the corresponding orbit, the elements x ∈ Oη are just those nilpotent
(n+1)× (n+ 1)-matrices which have Jordan blocks of sizes ηi × ηi, 1 ≤ i ≤ n. A parabolic subgroup
PJ also determines a composition η = ηJ = (η1, · · · , ηn+1) of n + 1 meaning that each ηi ≥ 0 and
η1 + · · ·+ ηn+1 = n+ 1. Thus, when displayed in the usual way as matrices, the Levi factor LJ of PJ
corresponds to blocks of sizes η1 × η1, . . . , ηn+1 × ηn+1 down the diagonal. Two Levi factors LJ and
LK are conjugate in the group G = SLn+1(C) if and only if the partitions defined by rearrangement
of the two compositions ηJ and ηK are equal. We let η˜J denote this partition. A well-known result
of Kraft states that N (ΦJ ) is the closure in N of the nilpotent class defined by the partition η˜′J dual
to η˜J . In this way, the Richardson orbits in type An described in Theorem 3.2.1 can be explicitly
identified as certain Oη, η ⊢ n+ 1.
The set P(n) (as well as subsets considered below) is partially ordered by putting η E σ provided
that, for each i, η1 + · · · + ηi ≤ σ1 + · · · + σi. Then, given η, σ ∈ P(n + 1), Oη ⊆ Oσ if and only if
η E σ. For a nonempty subset Γ ⊆ P(n), a pair in Γ is a pair (η, σ) of distinct elements in Γ such
that η E σ. If there is no other element τ ∈ Γ which is strictly between η and σ in the ordering E,
the pair is called minimal.
For the classical types Bn and Cn, the nilpotent classes are also in natural one-to-one correspon-
dence with certain sets of partitions. Thus, for a positive integer N , let P1(N) be the set of partitions
η ⊢ N in which each even part ηi is repeated an even number of times. Similarly, if N is even, let
P−1(N) consist of those η ⊢ N in which each odd part ηi is repeated an even number of times. When
Φ has type Bn (resp., Cn), the G-orbits on N correspond naturally to the η ∈ P1(2n + 1) (resp.,
η ∈ P−1(2n)). In fact, given η ∈ Pǫ(N) (ǫ = ±1), the corresponding orbit is Oǫ,η := Oη ∩ g, i.e., it is
the intersection of the nullconeN of G with the corresponding SL2n+1(C)-orbit (resp., SL2n(C)-orbit)
indexed by η.
If Φ has type D2n, then the G-orbits in N correspond to the elements in P1(2n), except in the
case in which all the parts of η are even (i.e., η is very even); in this case, η defines two orbits OIη and
OIIη (which combine under the action of the full orthogonal group O(2n) on g).
If η ∈ Pǫ(m) for some positive integer m, call η an ǫ-partition. Given a pair (η, σ) in Pǫ(n),
suppose that ηi = σi, 1 ≤ i ≤ r, and η′j = σ′j , 1 ≤ j ≤ s. In other words, the first r rows and
first s columns in the Young diagrams associated to η and σ are the same. Suppose that (η1, · · · , ηr)
is an ǫ-partition, and consider the pair (η, σ) in P(−1)sǫ(m) obtained by lettting η = (ηr+1, · · · ),
σ = (σs+1, · · · ), and m = ηr+1 + · · · ηn. In this case, write (η, σ) → (η, σ), allowing the possibility
that no rows or columns were removed, i.e., σ = σ and η = η. Then a pair (η, σ) is called irreducible
if (η, σ)→ (η, σ) implies that (η, σ) = (η, σ). By means of this process, every irreducible pair (η, σ) in
Pǫ(n) can be reduced to an irreducible minimal pair (η, σ) in Pǫ′(m). The irreducible minimal pairs
(η, σ) are classified in [KP2, 3.4]; there are precisely 8 distinct minimal irreducible pairs. Of course, a
pair (η, σ) may be minimal irreducible in say P1(2n), but not minimal irreducible when regarded as
a pair in P−1(2n).
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A main result, stated in [KP2, Thm. 16.2], establishes that, given σ ∈ Pǫ(n), the orbit closure
Oǫ,σ is normal in a codimension 2 class Oǫ,η ⊂ Oǫ,σ if and only if the irreducible minimal pair
(η, σ) ∈ Pǫ′(n′) obtained from (η, σ) (by the row and column removal process described above) is not
the pair
(3.5.1) (2m, 2m), (2m− 1, 2m− 1, 1, 1) ∈ P1(4m)× P1(4m).
So n′ = 4m in this case. We will use this result to study the normality of the N (Φ0).
Given η ∈ P(2n+1), there exists a unique η ∈ P1(2n+1) which is largest partition (with respect
to E) among all σ ∈ P1(2n + 1) satisfying σ E η. It is denoted ηB and it is called the B-collapse
of η. See [CM, Lemma 6.3.3] where its (simple) construction is indicated. Similarly, if η ∈ P1(2n)
(resp., η ∈ P−1(2n)), there is a unique largest ηD (resp., ηC) in P1(2n) (resp., P−1(2n)) among those
elements σ ∈ P1(2n) (resp., σ ∈ P−1(2n)) satisfying σ E η.
The extension of Kraft’s result described above to the other classical types requires the notion
of an induced nilpotent class. Thus, let p = l ⊕ n be a parabolic subalgebra of g. For any nilpotent
class Ol in l, the parabolic subgroup P with Lie algebra p has a unique open (nilpotent) orbit O′l in
Ol + n, which in turn defines a nilpotent orbit, denoted indgl Ol since it can be proved that it does
not depend on the choice of parabolic subalgebra p having Levi factor l. Furthermore, induction of
nilpotent classes is transitive, i.e., for l1 ⊆ l2 ⊆ l3, indl3l1 = indl3l2 ◦ indl2l1 on nilpotent orbits in l1. In
addition, if OJ is the Richardson class defined by J ⊂ Π, then OJ = indglJ O0, where O0 denotes the
trivial class in lJ . Since [lJ , lJ ] is a direct sum of classical simple Lie algebras, O0 is defined by a
single column partition (1s) on each simple component. Therefore, using [CM, Thm. 7.3.3], OJ can
be explicitly described as a nilpotent class Oǫ,η.
Write N = m′l + s′ where 0 ≤ s′ ≤ l − 1. Then N (Φ0) = OσX where σ = (lm
′
, s′) and σX is the
X-collapse of σ (X ∈ {B,C,D}). See [UGA1] for more details. Now we analyze each type.
Case 1: Φ has type Bn. First, suppose that s
′ is odd. Then σB = (l
m′ , s′) = σ. In this case, because
l is odd, it is impossible to reduce σ to a partition (2m, 2m) ∈ P1(4m) (which occurs in (3.5.1)) by
removing rows σ1, · · · , σr (which automatically form an ǫ-partition) and an even number of columns
(σ′1, · · · , σ′s). Therefore, N (Φ0) is normal in this case.
Case 2: Φ has type Bn and s
′ is even. Then σB = σ if s
′ = 0 and σB = (l
m′ , s′−1, 1) if s′ > 0. Again,
it is clearly impossible to reduce such a partition to one of the form (2m, 2m) by removing rows and
an even number of columns. Therefore, N (Φ0) is normal in this case.
Case 3: Φ has type Dn, thus 2n = m
′l + s′. If s′ is odd or 0, then σD = σ, and the situation is very
similar to that in Case 1, and normality follows. If s′ is a positive even integer, then σD = (l
m′ , s′−1, 1),
placing in the same situation as in Case 2. Thus, N (Φ) is normal in type D.
Case 4: Φ has type Cn, 2n = m
′l + s′, and s′ is even (thus m′ is even). Then σC = σ = (l
m′ , s′) ∈
P−1(2n). Now we must remove an odd number t of columns to get to some P1(4m). Clearly, in order
to obtain (2m, 2m), we must have s′ < t < l. Thus, we can assume that s′+1 < l. The possible η for
which (η, σ) is minimal in P−1(2n) are
η1 = (l
m′−2, l− 1, l − 1, s′ + 2);
η2 = (l
m′ , 1, 1), s′ = 2;
η3 = (l
m′ , s′ − 2, 2), s > 2.
But because s′ < t, it is impossible to obtain (2m− 1, 2m− 1, 1, 1) from any of these partitions while
obtaining (2m, 2m) from σ by removing rows and (an even number t > s′) of columns.
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Case 5: Φ has type Cn, 2n = m
′l + s′, and s′ is odd (thus m′ is odd). In this case,
σC = (l
m′−1, l, s′ + 1).
If l− 1 > s′+1, it is impossible to obtain a partition (2a, 2a), a > 0, from σC by removing rows (from
top to bottom) and columns (from left to right). If l− 1 = s′ +1, then all the m′ − 1 rows of length l
must be removed and then an odd number of columns must be removed. Since l− 1 = s′ + 1 is even,
it is again not possible to arrive at a partition (2a, 2a), a > 0.
We conclude in all classical cases that N (Φ0) is normal.
3.5.2. Exceptional cases. In case J ⊆ Π consists of mutually orthogonal short roots, an important
result of Broer [Br2, Thm. 4.1] can be applied, establishing that N (ΦJ ) is a normal variety. In
particular, this applies to the full nullcone N = N (∅) (a well-known result of Kostant) and the
closure Nsubreg = N ({±α}), α ∈ Π (short), of the subregular class. Using the tables in Appendix
A.1 (where J is explicitly described), we can treat the various exceptional types below. Notice that
Nsubreg is the closure of the unique nilpotent class of codimension 2 in N .
Type G2. The relevant N (Φ0) are either the full nullcone N (for l ≥ 6) or Nsubreg . As remarked
above, these are normal.
Type F4. There are four possible orbits, having Carter-Bala labels F4(a2), F4(a2), F4(a1), and F4 and
corresponding distinguished Dynkin diagrams labeled (0200), (0202), (2202), and (2222), respectively
(using [CM, p. 128]). By [Br1, Thm. 1], the corresponding orbit closures are normal.
Type E6. There are four relevant orbits having Bala-Carter labels A4 + A1, E6(a3), E6(a1), and E6.
The last three are Richardson classes, with Levi factor root systems A1 ×A1 ×A1, A1, and ∅. Thus,
Broer’s theorem [Br2, Thm. 4.1] applies to guarantee these have normal orbit closures. The final case
A4 +A1 has normal orbit closure, by [So1, p. 296].
Type E7. There are seven relevant orbits having Bala-Carter labels A4 + A2, A6, E6(a1), E7(a1),
E7(a2), E7(a3), and E7. Again, [Br2, Thm. 4.1] implies the last five have normal orbit closures. Using
techniques from [So1] and [So2], Sommers [So3] has informed us that he has verified the normality for
the remaining two cases (unpublished).
Type E8. There are nine relevant orbits having Bala-Carter labels A6 + A1, E8(b6), E8(a6), E8(a5),
E8(a4), E8(a3), E8(a2), E8(a1), and E8. The last five have normal orbit closures, again by [Br2, Thm.
4.1]. Again, Sommers has informed us that he has verified normality for E8(a6) and E8(a5). The
remaining two cases, A6 +A1 (when l = 7) and E8(b6) (when l = 9) remain open at present.
3.5.3. Summary. We summarize the analysis in the following theorem.
Theorem 3.5.1. Let l be as in Assumption 1.2.1 and J ⊆ Π so that N (Φ0) = G · uJ . If Φ is of type
E8, assume that l 6= 7, 9. Then N (Φ0) is a normal variety.
3.6. Resolution of singularities
We maintain the notation of the previous section. Let J ⊆ Π and PJ be the associated parabolic
subgroup. From the Bruhat decomposition, it follows that the quotient map G
π→ G/PJ has local
sections in the sense that G/PJ has an open covering by affine spaces X ∼= Adim uJ such that π−1X ∼=
X ×PJ . Thus, the orbit space G×PJ uJ := (G× uJ)/PJ for the natural right action of PJ on G× uJ
satisfies
C[G×PJ uJ ] ∼= (C[G]⊗ S•(u∗J))PJ =: indGPJ S•(u∗J).
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Also, the natural projection G×PJ uJ → G/PJ identifies G×PJ uJ with the cotangent bundle of the
smooth variety G/PJ . For background and more discussion of the topics in this section, see [Jan3,
pp. 90–97].
In addition, there is the moment (or collapsing) map µ : G×PJ uJ → G · uJ defined by mapping
the PJ -orbit [x, u] of (x, u) ∈ G× uJ to x · u ∈ G · uJ . Then µ is a desingularization of G · uJ , in the
sense that it is a birational, proper morphism of varieties, if and only if the following condition holds:
(3.6.1) for all x ∈ C′J , CG(x) = CPJ (x).
Recall that the condition x ∈ C′J means just that PJ ·x is dense in uJ . It is well known that CG(x)o =
CPJ (x)
o, i. e., that the two centralizers CG(x) and CPJ (x) have the same connected components of
the identity; see [Car, Cor. 5.2.2].
Lemma 3.6.1. (a) If µ is a desingularization, then
C[G×PJ uJ ] ∼= C[µ−1CJ ] ∼= C[CJ ],
where, for a complex variety X, C[X ] denotes the algebra of regular functions on X. (Recall that
CJ := G · x for any x ∈ C′J .)
(b) If x is an even nilpotent element (in the sense of Bala-Carter, see [CM, Ch. 8]), condition
(3.6.1) on centralizers holds.
Proof. (a) holds by [Jan3, Remark, p. 95], and (b) follows from [Jan3, Remark, p. 93]. 
In the theorem below, we show that (3.6.1) holds in all the situations of interest in this paper.
If µ is a desingularization, and if, in addition, OJ = G · uJ is a normal variety, then
(3.6.2) indGPJS
•(u∗J )
∼= C[G×PJ uJ ] ∼= C[G · uJ ].
This follows because OJ\OJ has codimension at least 2.
Now we can state the following result.
Theorem 3.6.2. Let l be as in Assumption 1.2.1 and choose J ⊆ Π so that N (Φ0) = G · uJ .
(a) The moment map µ : G×PJ uJ → G · uJ is a G-equivariant desingularization of G · uJ .
(b) If Φ is of type E8, assume that l 6= 7, 9. Then the identifications (3.6.2 ) hold.
Proof. We first prove that the condition (3.6.1) holds, namely, that CG(x) ⊆ PJ , where x ∈ uJ .
Then (a) holds by the discussion above Lemma 3.6.1. Consequently, Theorem 3.5.1 and the discussion
right above establishes (b).
The verification of (3.6.1) will be case-by-case.
Case 1: Φ has type An. Without loss of generality we can assume that G = GLn(k). The centralizer is
connected so CG(x) = CG(x)
0. Since x is Richardson we have by [Car, Corollary 5.2.4] CG(x)
0 ⊆ PJ .
Case 2: Φ has type Bn. Let N = 2n+ 1 and, as before, write N = lm
′ + s′ where 0 ≤ s′ ≤ l − 1 and
m′ > 0. Set η = (lm
′
, s′) and recall that N (Φ0) = OηBwhere ηB is the B-collapse of η.
For type Bn we have
ηB =
{
(lm
′
, s′) if s′ is odd or s′ = 0,
(lm
′
, s′ − 1, 1) if s′ is even and s′ 6= 0.
In either case each of the nonzero parts are odd so the associated weighted Dynkin diagram has even
entries [CM, §5.3]. Therefore, the orbit OηB is even, and the centralizer CG(x) is contained in PJ by
Lemma 3.6.1.
Case 3: Φ has type Dn. This case is similar to that in Case 2, and it is left to the reader.
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Case 4: Φ has type Cn. Now let N = 2n and write N = lm
′ + s′. Then
ηC =
{
(lm
′
, s′) if m′ is even (s′ even),
(lm
′−1, l − 1, s′ + 1) if m′ is odd (s′ odd).
In the first case, when m′ and s′ are both even, let b be the number of distinct even nonzero parts. So
b = 1 and by [CM, p. 92] the component group A(CηC ) ∼= (Z/2Z)b−1 is trivial. Here the component
group is defined as CG′(x)/CG′(x)
o for any x ∈ C′J , where G′ is the adjoint group PSp2n. Thus,
CG(x) is generated by CG(x)
o and the center of G, which is contained in PJ . Thus, CG(x) ⊆ CPJ (x)
here also.
Now suppose that m′ and s′ are odd. In this case, the component group A(CJ ) is isomorphic to
Z/2Z, so a different line of reasoning is required. In [H, Cor. 7.7], Hesselink provides a necessary and
sufficient criterion for having CG(x) ⊆ PJ for x ∈ C′J . Here ηC satisfies condition (i) of [H, Cor. 7.7]
where ǫ = 1 and ηC ∈ Pai(2n,m′ − 1) (see [H, §6.1] for the definitions/notation).
Case 5: Φ has exceptional type G2, F4, E6, E7, or E8. In these cases, we refer to Appendix A.1, where
the classes CJ are all identified in the Bala-Carter notation. Using the tables given in [CM, pp. 128-
134], we see that all but two of the orbits are even orbits (so that Lemma 3.6.1 is applicable). In the
two other cases, namely, type A4+A1 in type E6 or type A6+A1 in type E8, the full component group
CG(x)/CG(x)
o is determined to be trivial there, where the component group is identified with the
fundamental group π1(CJ) of the orbit. More directly, we can use the determination of this component
group given in [CM] in all cases.
The theorem is completely proved. 

CHAPTER 4
Combinatorics and the Steinberg Module
In the computation of the cohomology algebra H•(uζ(g),C) for l > h in [GK], a key step is
showing that the space of uζ(h)-invariants on H
•(Uζ(u),C) is one dimensional (where h ⊂ g is the
Cartan subalgebra). This fact follows because the space of uζ(h)-invariants on Λ
•
ζ,∅ is one dimensional.
This fact is far from being true for l ≤ h. For small l, a more intricate analysis is needed, namely, we
must consider the multiplicity of a certain “Steinberg module” in H•(Uζ(uJ ),C). This computation
will then be used in Chapters 5 and 6 in order to complete the desired cohomology computations.
4.1. Steinberg weights
If l satisfies Assumption 1.2.1, by Theorem 3.4.1, we can choose w ∈ W and J ⊆ Π such that
w(Φ0) = ΦJ . Clearly, it can be additionally assumed that w(Φ
+
0 ) = Φ
+
J . In the classical cases, the
particular choice of w and J ⊆ Π will not generally matter for the arguments that follow. However,
when Φ has type An with l dividing n + 1, a special w and J are identified in (4.8.1). Also, in the
exceptional cases, each pair w ∈ W and J ⊆ Π identified in Appendix A.1 satisfies the property
w(Φ+0 ) = Φ
+
J
Lemma 4.1.1. Let w ∈W be such that w(Φ+0 ) = Φ+J for some J ⊂ Π. For all α ∈ J , 〈w·0, α∨〉 = l−1.
Proof. Since w · 0 = w(ρ) − ρ, the claim is equivalent to showing that l = 〈w(ρ), α∨〉 =
〈ρ, w−1(α)∨〉 for all α ∈ J . But, by our assumption on w, w−1(J) is the unique set Π0 of simple
roots for Φ0 contained in Φ
+
0 = Φ
+ ∩ Φ0. So, the lemma asserts that 〈ρ, β∨〉 = l for all β ∈ Π0.
Therefore, although w ∈ W is not uniquely determined, if the lemma holds for one choice of w, it
holds for all choices. Now, in the exceptional cases, for each l, an element w ∈W and a subset J ⊆ Π
satisfying w(Φ+0 ) = Φ
+
J are identified in Appendix A.1. In these cases, the lemma can be checked
directly by using the tables in Appendix A.2 which explicitly give w · 0.
Now assume that Φ has classical type An, Bn, Cn, or Dn. We can also assume that Π0 6= ∅.
Then Φ0 consists of all roots α such that the coroot α
∨ has height ht(α∨) = 〈ρ, α∨〉 divisible by l. In
particular, l < h. If β∨ is any coroot of height m > 0, then, for any positive integer i, 3 ≤ i < m,
it is easy to see (in each possible case), that β∨ = δ∨ + γ∨ for δ, γ ∈ Φ satisfying ht(δ∨) = i. Then
β = aδ + bγ, where a, b are positive rational numbers. If β ∈ Φ+0 with ht(β∨) = tl, t > 1, then
β∨ = δ∨ + γ∨ with δ, γ ∈ Φ+0 . If β ∈ Π0, it follows that ht(β∨) = l, i. e., 〈ρ, β∨〉 = l, as required. 
For chosen w ∈W and J ⊆ Π such that w(Φ+0 ) = Φ+J , set
(4.1.1) M := (ind
Uζ(pJ )
Uζ(b)
w · 0)∗.
By the lemma, w ·0 is a J-Steinberg weight (see Section 2.10). The module M is therefore isomorphic
to a “Steinberg” type module on Uζ(lJ ) that remains irreducible if viewed as a uζ(lJ )-module. The
highest weight of M is −w0,J (w · 0) and the lowest weight of M is −w · 0. Note that the module M
does depend on the choice of w.
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4.2. Weights of Λ•ζ,J
By Section 2.7, the Ad-action induces an action of Uζ(pJ) (and hence also of uζ(pJ)) on Uζ(uJ ).
This defines an action of Uζ(pJ ) on the cohomology H
•(Uζ(uJ),C). See also Section 2.8. In Theorem
4.3.1 below, we determine
Homuζ(lJ )((ind
Uζ(pJ )
Uζ(b)
w · 0)∗,H•(Uζ(uJ ),C)).
By Proposition 2.9.1(b), it follows that, as a U0ζ -module, H
•(Uζ(uJ ),C) is a subquotient of Λ•ζ,J . The
key ingredients to proving Theorem 4.3.1 below are the following computational results concerning
the weights in Λ•ζ,J .
Proposition 4.2.1. Let l be as in Assumption 1.2.1. Choose w ∈W and J ⊆ Π such that w(Φ+0 ) =
Φ+J . Let γ be a J-dominant weight of Λ
i
ζ,J such that γ = −w0,J(w · 0) + lν for some ν ∈ X.
(a) Suppose that l ∤ n + 1 when Φ is of type An and l 6= 9 when Φ is of type E6. Then
γ = −w0,J(w · 0) (i.e., ν = 0) and i = ℓ(w).
(b) If Φ is of type An with n+1 = l(m+1) and w is as defined in (4.8.1), then γ is one of the
following, for 0 ≤ t ≤ l − 1:
γ = −w0,J(w · 0) + l̟t(m+1) with i = ℓ(w) + (m+ 1)t(l − t).
We set ̟0 = 0.
(c) If Φ is of type E6 and l = 9 (assuming that w and J are as in Appendix A.1), then γ is one
of the following:
γ = −w0,J(w · 0) with i = ℓ(w) = 8,
γ = −w0,J(w · 0) + ℓ̟1 with i = 20,
γ = −w0,J(w · 0) + ℓ̟6 with i = 20.
One should observe that the weight ν in the statement of the proposition must necessarily be J-
dominant by Lemma 4.1.1. The proposition will be proved below. See Section 4.4.
4.3. Multiplicity of the Steinberg module
Assuming that Proposition 4.2.1 holds, we can now determine how often the “Steinberg module”
M (introduced in 4.1.1) appears in H•(uζ(uJ),C). When l ≥ h, w = 1, J = ∅, and M = C. In parts
(b) and (c) of the theorem, the notation l̟j is used to denote the one-dimensional Uζ(lJ )-module
with weight l̟j.
Theorem 4.3.1. Let l be as in Assumption 1.2.1. Choose w ∈ W and J ⊆ Π such that w(Φ+0 ) = Φ+J .
(a) Suppose that l ∤ n + 1 when Φ is of type An and l 6= 9 when Φ is of type E6. Then as
Uζ(lJ )-modules
Homuζ(lJ )((ind
Uζ(pJ )
Uζ(b)
w · 0)∗,Hi(Uζ(uJ ),C)) =
{
C if i = ℓ(w)
0 otherwise.
(b) If Φ is of type An with n+1 = l(m+1) and w is as defined in (4.8.1), then as Uζ(lJ )-modules
Homuζ(lJ )((ind
Uζ(pJ )
Uζ(b)
w · 0)∗,Hi(Uζ(uJ),C))
=

C if i = ℓ(w)
l̟t(m+1) ⊕ l̟(l−t)(m+1) if i = ℓ(w) + (m+ 1)t(l − t)
for 1 ≤ t ≤ (l − 1)/2
0 otherwise.
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(c) If Φ is of type E6 and l = 9 (assuming that w and J are as in Appendix A.1), then as
Uζ(lJ )-modules
Homuζ(lJ )((ind
Uζ(pJ )
Uζ(b)
w · 0)∗,Hi(Uζ(uJ ),C)) =

l̟1 ⊕ l̟6 if i = 20
C if i = ℓ(w) = 8
0 otherwise.
Proof. Since Homuζ(lJ )((ind
Uζ(pJ )
Uζ(b)
w · 0)∗,H•(Uζ(uJ ),C)) is a module for Uζ(lJ ) on which uζ(lJ )
acts trivially, it is also a (finite dimensional—hence completely reducible) module for the universal
enveloping algebra U(lJ ) (see Section 2.3). Thus, if Homuζ(lJ )((ind
Uζ(pJ )
Uζ(b)
w · 0)∗,H•(Uζ(uJ ),C)) 6= 0,
any Uζ(lJ)-composition factor will be of the form LJ(ν)
[1] for a J-dominant weight ν. In other words,
there must be a nonzero Uζ(lJ )-homomorphism
(4.3.1) (ind
Uζ(pJ )
Uζ(b)
w · 0)∗ ⊗ LJ(ν)[1] → H•(Uζ(uJ),C).
Hence, the weight −w0,J(w · 0) + lν must appear in H•(Uζ(uJ),C), and so also in Λ•ζ,j by Propo-
sition 2.9.1(b). The theorem now follows from Proposition 4.2.1 if each weight listed therein does
indeed give rise to a non-trivial homomorphism as in (4.3.1).
By Proposition 2.9.1(a),
(4.3.2)
∞∑
n=0
(−1)n chHn(Uζ(uJ ),C) =
dim(uJ )∑
n=0
(−1)n chΛnζ,J .
Since H•(U(uJ ),C) can be computed from Λ
•(u∗J) considered as a complex (with appropriately defined
differential), we similarly have
(4.3.3)
dim(uJ )∑
n=0
(−1)n chHn(U(uJ ),C) =
dim(uJ )∑
n=0
(−1)n chΛn(u∗J).
Clearly, chζ Λ
n
ζ,J = chΛ
n(u∗J ). Hence (4.3.2) and (4.3.3) give
(4.3.4)
∞∑
n=0
(−1)n chHn(Uζ(uJ),C) =
dim(uJ )∑
n=0
(−1)n chHn(U(uJ ),C).
Let JW = {x ∈ W | x(Φ−)∩Φ+ ⊂ Φ+\Φ+J } be the set of distinguished rightWJ -coset representatives
in W . By [W, Thm. 2.5.1.3],
(4.3.5)
dim(uJ )∑
n=0
(−1)n chHn(U(uJ ),C) =
∑
x∈JW
(−1)ℓ(x)chLJ(−w0,J (x · 0)).
Also, (cf. [HK, Prop. 3.4.5])
chζ ind
Uζ(lJ )
Uζ(blJ )
(−w0,J(x · 0)) = chLJ(−w0,J (x · 0)).
Combining this with (4.3.4) and (4.3.5) gives
(4.3.6)
∞∑
n=0
(−1)n chHn(Uζ(uJ ),C) =
∑
x∈JW
(−1)ℓ(x) ch indUζ(lJ )Uζ(blJ )(−w0,J(x · 0)).
The weights γ in Proposition 4.2.1 are all “Steinberg weights” whose induced module is injective
over Uζ(lJ). Hence, they do not appear as a composition factor in any other induced module. For
part (a), since only one such weight occurs, it gives rise to a composition factor on the right-hand side
of (4.3.6) which cannot be canceled out by any other factor. Hence it appears as well on the left-hand
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side which completes the proof. For parts (b) and (c), while multiple “Steinberg weights” appear,
these weights are all distinct and hence give rise to distinct composition factors on the right-hand side
of (4.3.6) which cannot cancel each other out. Hence, they all appear on the left-hand side as well. 
Remark 4.3.2. In those cases where the cohomology is two-dimensional, the differences of the weights
are neither sums of positive roots nor sums of negative roots. Hence the isomorphisms in the theorem
also hold as Uζ(pJ)-modules.
4.4. Proof of Proposition 4.2.1
The remainder of Section 4 is devoted to proving Proposition 4.2.1. Note first of all that the
weight −w0,J(w · 0) does appear in Λ•ζ,J in degree ℓ(w) (cf. [GW, 7.3], [FP1, Prop. 2.2]). So the goal
is to show that (in most cases) a weight ν satisfying the hypothesis must in fact be zero. In Sections
4.5–4.8, the classical root systems will be considered. For these, we will mainly work with the ǫ-basis
that represents Φ [Bo, p. 250] and 〈−,−〉 will always denote the ordinary Euclidean inner product.
In Section 4.5, we first show that 〈ν, α∨〉 = 0 for all α ∈ J . To do this, for each of the classical
root systems X ∈ {An, Bn, Cn, Dn} we show the existence of an element δX ∈ X with the following
properties:
(4.4.1) max
λ
〈λ, δX〉 := max{〈λ, δX〉 | λ a weight of Λ•ζ,J} = 〈−w0,J(w · 0), δX〉 and
(4.4.2) 〈̟j , δX〉 > 0 for all fundamental weights ̟j corresponding to αj ∈ J.
When Φ is of type An or Cn, one can choose δX =
∑
α∈J α
∨ and the maximum value in (4.4.1) turns
out to be simply (l − 1)|J |.
Now assume that a δX satisfying properties (4.4.1) and (4.4.2) exists and that −w0,J (w · 0) + lν
is a J-dominant weight of Λiζ,J for some J-dominant weight ν. Then
〈−w0,J (w · 0), δX〉+ l〈ν, δX〉 = 〈−w0,J (w · 0) + lν, δX〉 ≤ max
λ
〈λ, δX〉 = 〈−w0,J (w · 0), δX〉.
This forces ν to vanish on J . To show that ν = 0, it remains to show that 〈ν, α∨〉 = 0 for α ∈ Π\J .
In Section 4.6, this is shown for types Bn, Cn, Dn. Sections 4.7 and 4.8 are devoted to dealing with
type An and showing how the “extra” weights arise in Proposition 4.2.1.
In Section 4.9, similar ideas along with direct computations will be used to deal with the excep-
tional root systems.
4.5. The weight δX
In this section, we construct a weight δX which satisfies properties (4.4.1) and (4.4.2). We will
first consider the case m ≥ 2 in Theorems 3.2.1 and 3.2.2.
For Φ of type An and
Φ0 ∼= ΦJ ∼= Am × · · · ×Am︸ ︷︷ ︸
r1 times
×Am−1 × · · · ×Am−1︸ ︷︷ ︸
r2 times
;
we choose J in the “natural” way, namely such that
Π\J = {αt(m+1) | 1 ≤ t ≤ r1} ∪ {αr1(m+1)+sm | 1 ≤ s ≤ r2 − 1}
and w such that w(Φ+0 ) = Φ
+
J . The Dynkin diagram below illustrates our choice for J .
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t ♣ ♣ ♣ t
✞
✝
☎
✆︸ ︷︷ ︸
Am
t t ♣ ♣ ♣ t
✞
✝
☎
✆︸ ︷︷ ︸
Am
♣ ♣ ♣ t ♣ ♣ ♣ t
✞
✝
☎
✆︸ ︷︷ ︸
Am︸ ︷︷ ︸
r1 times
t t ♣ ♣ t
✞
✝
☎
✆︸ ︷︷ ︸
Am−1
t t ♣ ♣ t
✞
✝
☎
✆︸ ︷︷ ︸
Am−1
♣ ♣ ♣ t ♣ ♣ t
✞
✝
☎
✆︸ ︷︷ ︸
Am−1︸ ︷︷ ︸
r2 times
Let
δA = (1, 0, . . . , 0− 1, . . . , 1, 0, . . . , 0,−1︸ ︷︷ ︸
r1 times
, 1, 0, . . . , 0,−1, . . . , 1, 0, . . . , 0,−1︸ ︷︷ ︸
r2 times
)
in the orthonormal basis describing Φ in n + 1-dimensional Euclidean space E [Bo, p. 250]. Note
that the first r1-groupings of (1, 0, . . . , 0,−1) have m + 1-components, while the last r2-groupings of
(1, 0, . . . , 0,−1) have m-components. In this case, δA =
∑
α∈J α
∨, and evidently 〈̟j , δA〉 > 0 for all
̟j corresponding to simple roots in J (property (4.4.2)).
To show property (4.4.1), let λ be a weight of Λiζ,J . Then λ is a sum of distinct positive roots not
in Φ+J . If β is a positive root then 〈β, δA〉 = 0,±1,±2 (i. e. β = ǫi − ǫj with i < j). Set
A[t] = {β ∈ Φ+\Φ+J | 〈β, δA〉 = t}.
A quick count shows that
|A[2]| = (r1 + r2 − 1)(r1 + r2)
2
|A[1]| = (m− 1)(r1 + r2 − 1)r1 + (m− 2)(r1 + r2 − 1)r2.
Therefore,
maxλ〈λ, δA〉 = 2|A[2]|+ |A[1]|
= (r1 + r2 − 1)(mr1 + (m− 1)r2)
= (r1 + r2 − 1)|J |.
According to Theorem 3.2.1, we can set r1 = s+ 1 and r2 = l − s− 1. Consequently,
maxλ〈λ, δA〉 = (l − 1)|J | = 〈−w0,J(w · 0), δA〉
because An is simply laced.
For the other classical Lie algebras, let Φ be of type Xn where X = B,C,D with
Φ0 ∼= ΦJ ∼= Am × · · · ×Am︸ ︷︷ ︸
r1 times
×Am−1 × . . . Am−1︸ ︷︷ ︸
r2 times
×Xq.
Again the “natural” choice for J , is such that
Π\J = {αt(m+1) | 1 ≤ t ≤ r1} ∪ {αr1(m+1)+sm | 1 ≤ s ≤ r2}
with
δX = (1, 0, . . . , 0− 1, . . . , 1, 0, . . . , 0,−1︸ ︷︷ ︸
r1 times
, 1, 0, . . . , 0,−1, . . . , 1, 0, . . . , 0,−1︸ ︷︷ ︸
r2 times
, 1, 0, . . . , 0).
Notice that in all cases −w0,JδX = δX . By using [GW, p. 102], one can verify that 〈̟j , δX〉 > 0 for
all ̟j that correspond to simple roots in J . If β is a positive root in Xn then 〈β, δX〉 = 0,±1,±2, so
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set X [t] = {β ∈ Φ+\Φ+J | 〈β, δX〉 = t}. By using our computations for type An with consideration of
other positive roots in Xn, it follows that
|X [2]| =

(r1 + r2)
2 Xn = Bn;
(r1 + r2)(r1 + r2 + 1) Xn = Cn;
(r1 + r2)
2 Xn = Dn
and
|X [1]| =

2(r1 + r2)(r1(m− 1) + r2(m− 2)) + (2q − 1)(r1 + r2) Xn = Bn;
2(r1 + r2)(r1(m− 1) + r2(m− 2)) + 2(q − 1)(r1 + r2) Xn = Cn;
2(r1 + r2)(r1(m− 1) + r2(m− 2)) + 2(q − 1)(r1 + r2) Xn = Dn.
Hence,
maxλ〈λ, δX〉 = 2|X [2]|+ |X [1]|
=

2(r1 + r2)(r1m+ r2(m− 1)) + (2q − 1)(r1 + r2) Xn = Bn;
2(r1 + r2)(r1m+ r2(m− 1)) + 2q(r1 + r2) Xn = Cn;
2(r1 + r2)(r1m+ r2(m− 1)) + 2(q − 1)(r1 + r2) Xn = Dn.
On the other hand, by using the expression of ρ for the classical Lie algebras in terms of the ǫ-basis
(see [GW, p. 107]), one sees that
〈−w0,J(w · 0), δX〉 =

(l − 1)(r1m+ r2(m− 1)) + (l − 1)(q − 12 ) Xn = Bn;
(l − 1)(r1m+ r2(m− 1)) + (l − 1)(q) Xn = Cn;
(l − 1)(r1m+ r2(m− 1)) + (l − 1)(q − 1) Xn = Dn.
In Theorems 3.2.1 and 3.2.2, r1 + r2 =
l−1
2 for all root systems Φ of types Bn, Cn, or Dn, and so
maxλ〈λ, δX〉 = 〈−w0,J(w · 0), δX〉 as desired.
Next we consider the case m = 1. Again let Φ be of type Xn where X = A,B,C,D with
Φ0 ∼= ΦJ ∼=

A1 × · · · ×A1︸ ︷︷ ︸
r times
for Xn = An, Cn, or Dn.
A1 × · · · ×A1︸ ︷︷ ︸
r times
×A1 for Xn = Bn.
Here we choose J = {α2t−1 | 1 ≤ t ≤ r} and J = {α2t−1 | 1 ≤ t ≤ r} ∪ {αn}, respectively. Let
δX =

(1,−1, . . . , 1,−1︸ ︷︷ ︸
r times
, 0, . . . , 0︸ ︷︷ ︸
z times
) for Xn = An, Cn, or Dn;
(1,−1, . . . , 1,−1︸ ︷︷ ︸
r times
, 0, . . . , 0︸ ︷︷ ︸
z times
, 1) for Xn = Bn.
As above, one can verify that 〈̟j , δX〉 > 0 for all ̟j that correspond to simple roots in J . Also, we
conclude that
|X [2]| =

r(r−1)
2 Xn = An;
r2 Xn = Bn, Cn;
r(r − 1) Xn = Dn.
and
|X [1]| =

rz Xn = An;
2rz Xn = Cn, Dn;
2rz + r + z Xn = Bn.
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Hence,
maxλ〈λ, δX〉 = 2|X [2]|+ |X [1]| =

r(r + z − 1) Xn = An;
(r + 12 )(2r + 2z) Xn = Bn;
r(2r + 2z) Xn = Cn;
r(2(r + z − 1)) Xn = Dn.
On the other hand, by using the expression of ρ for the classical Lie algebras in terms of the ǫ-basis
(see [GW, p. 107]) one sees that
〈−w0,J(w · 0), δX〉 =
{
r(l − 1) Xn = An, Cn, Dn;
(r + 12 )(l − 1) Xn = Bn.
By Theorems 3.2.1 and 3.2.2, r is the number of copies of A1 and z = n + 1 − 2r (respectively,
n− 2r − 1, n− 2r) in type An (respectively, Bn, Cn or Dn). One obtains that
r + z =

l Xn = An;
l−1
2 Xn = Bn, Cn;
l+1
2 Xn = Dn.
Again, maxλ〈λ, δX〉 = 〈−w0,J(w · 0), δX〉.
4.6. Types Bn, Cn, Dn
In this section Φ is always of type Bn, Cn or Dn. Under this assumption we show that the only
weight ν satisfying the hypothesis of Proposition 4.2.1 is the zero weight. Note that our restriction on
the root systems and l being odd implies that gcd(l, (X : Q)) = 1. For any such weight ν we observe
that lν ∈ Q because −w0,J(w · 0) + lν is a weight of Λiζ,J . It follows that ν ∈ Q.
Our results in Section 4.5 show that both −w0,J (w · 0) and −w0,J(w · 0) + lν consist of a sum of
all the roots in X [1]∪X [2] with some additional terms involving roots in X [0]. Therefore, lν is a sum
of distinct roots in X [0] ∪−X [0].
We express δX and ν in the ǫ-basis as δX =
∑n
i=1 δX,iǫi and ν =
∑n
i=1 νiǫi, respectively. Notice
that ν ∈ Q implies that ν ∈ Zǫ1 ⊕ · · · ⊕ Zǫn. Define the following sets
(4.6.1) S(a,b) = {(i, j) : δX,i = a, δX,j = b, and i < j} and S(a) = {i : δX,i = a}.
The case when Φ is of type Bn will be discussed in detail. The verification that ν = 0 for the cases
when Φ is of type Cn and Dn are left to the reader.
Any positive root of the form ǫi− ǫj in B[0] satisfies (i, j) ∈ S(0,0) ∪S(1,1) ∪S(−1,−1), any positive
root of the form ǫi + ǫj in B[0] satisfies (i, j) ∈ S(0,0) ∪ S(1,−1) ∪ S(−1,1) and any positive root of the
form ǫi in B[0] satisfies i ∈ S(0). Using (4.6.1), we can express
lν =
∑
(i,j)∈S(1,1)
mi,j(ǫi − ǫj) +
∑
(i,j)∈S(−1,−1)
m˜i,j(ǫi − ǫj)
+
∑
(i,j)∈S(1,−1)
ni,j(ǫi + ǫj) +
∑
(i,j)∈S(−1,1)
n˜i,j(ǫi + ǫj)
+
∑
(i,j)∈S(0,0)
pi,j(ǫi − ǫj) +
∑
(i,j)∈S(0,0)
p˜i,j(ǫi + ǫj) +
∑
i∈S(0)
qiǫi
with mi,j , m˜i,j , ni,j , n˜i,j , qi, pi,j, p˜i,j = 0,±1.
The above expression shows that if δB,i = 1 then lνi =
∑
j(mi,j + ni,j +mj,i + n˜j,i). For fixed i,
it follows from Theorem 3.2.1 that the number of pairs of the form (i, j) together with those of form
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(j, i) in S(1,1) are less than (l+ 1)/2. A similar counting argument shows that the number of pairs of
the form (i, j) in S(1,−1) together with the number of pairs of the form (j, i) in S(−1,1) are less than
(l − 1)/2. Therefore, |∑j(mi,j + ni,j +mj,i + n˜j,i)| ≤ (l − 1) and δB,i = 1 implies νi = 0. Similarly,
one can argue that δB,i = −1 implies νi = 0.
Any simple root ǫi − ǫi+1 ∈ Π\J satisfies either δB,i = −1 and δB,i+1 = 1 or δB,i = 0 and
δB,i+1 = 0. It follows from above that, for any α ∈ Π\J ,
〈lν, α∨〉 = 〈
∑
i∈S(0)
qiǫi +
∑
(i,j)∈S(0,0)
pi,j(ǫi − ǫj) +
∑
(i,j)∈S(0,0)
p˜i,j(ǫi + ǫj), α
∨〉.
For m > 1, there are no roots in Π\J with δB,i = 0 and δB,i+1 = 0 and the inner product on the
right-hand side vanishes. Since ν vanishes on J , one concludes ν = 0, as desired.
Assume m = 1 and let i be such that δB,i = 0, then lνi = qi+
∑
j(pi,j+ p˜i,j+pj,i+ p˜j,i). Theorem
3.2.1 implies that for fixed i there are less than (l − 1)/2 pairs of the form (i, j) or (j, i) in S(0,0). It
follows that l|νi| = |qi +
∑
j(pi,j + p˜i,j + pj,i + p˜j,i)| < l. This forces ν = 0.
4.7. Type An
In this (and the next) section Φ is always of type An with simple roots α1, . . . , αn. We will show
that a weight ν satisfying the hypothesis of Proposition 4.2.1 equals the zero weight unless l divides
n+ 1. For µ ∈ Q, µi always denotes the coefficient of µ in its expansion in terms of the ǫ-basis (i. e.,
µ =
∑n+1
i=1 µiǫi).
First consider the case when m > 1 in Theorem 3.2.1. Let
Φ0 ∼= ΦJ ∼= Am × · · · ×Am︸ ︷︷ ︸
s+ 1 times
×Am−1 × · · · ×Am−1︸ ︷︷ ︸
l − s− 1 times
where n = lm+ s and 0 ≤ s ≤ l − 1.
We choose J as in Section 4.5 and fix a particular w ∈ W with w(Φ+0 ) = Φ+J as follows. Partition
the set {n2 , n2 − 1, ...,−n2 + 1,−n2 }, i. e., the set of coordinates of ρ in the ǫ-basis, into its congruence
classes modulo l and order each congruence class in decreasing order. Then we order the congruence
classes according to the size of their largest element from highest to lowest. The resulting array is the
coordinate vector of a W -conjugate of ρ. We denote this conjugate by wρ and w ∈ W denotes the
unique permutation that sends ρ to wρ. If we identify the Weyl group with the symmetric group in
n+ 1 letters, then w can be described as follows.
(4.7.1) For 1 ≤ i ≤ n+ 1 define si, ti via i− 1 = sil+ ti with 0 ≤ ti ≤ l − 1.
(4.7.2) Then w(ǫi) = ǫw(i) where w(i) =
{
ti(m+ 1) + si + 1 if 0 ≤ ti ≤ s
tim+ si + s+ 2 if s+ 1 ≤ ti ≤ l − 1.
(4.7.3) Moreover, w0,Jw(i) =
{
(ti + 1)(m+ 1)− si if 0 ≤ ti ≤ s
(ti + 1)m− si + s+ 1 if s+ 1 ≤ ti ≤ l − 1.
For any u ∈ W define Q(u) := {α ∈ Φ+ | uα ∈ Φ−}. Using (4.7.1) and (4.7.2) we find that [GW, 7.3]
(4.7.4) Q(w) = {ǫi − ǫj | si < sj, ti > tj} and w · 0 =
∑
{γ∈Q(w)}
−w(γ).
Define
f(i) =
{
w0,Jw(lm+ i) = 1 + (i− 1)(m+ 1) if 1 ≤ i ≤ s+ 1
w0,Jw(l(m− 1) + i) = 1 + (i − 1)m+ (s+ 1) if s+ 2 ≤ i ≤ l,
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and
(4.7.5) g(i) =
{
w0,Jw(i) = i(m+ 1) if 1 ≤ i ≤ s+ 1
w0,Jw(i) = im+ (s+ 1) if s+ 2 ≤ i ≤ l.
Next set δi = ǫf(i) − ǫg(i) for 1 ≤ i ≤ l. Then δA =
l∑
i=1
δi =
l∑
i=1
ǫf(i) − ǫg(i).
The αg(i) = ǫg(i) − ǫf(i+1) are precisely the simple roots contained in Π but not in J .
Using the notation introduced in (4.6.1), we partition A[0] into the following subsets:
R+(0,0) = {ǫi − ǫj ∈ A[0] | (i, j) ∈ S(0,0)},
R+(1,1) = {ǫi − ǫj ∈ A[0] | (i, j) ∈ S(1,1)} = {ǫf(i) − ǫf(j) | 1 ≤ i < j ≤ l},
R+(−1,−1) = {ǫi − ǫj ∈ A[0] | (i, j) ∈ S(−1,−1)} = {ǫg(i) − ǫg(j) | 1 ≤ i < j ≤ l}.
In addition we set R(a,a) = R
+
(a,a) ∪−R+(a,a), a ∈ {−1, 0, 1}. Notice that both sets R(1,1) and R(−1,−1)
form root systems of type Al−1 with simple roots
(4.7.6) βi := ǫf(i) − ǫf(i+1) and τi := ǫg(i) − ǫg(i+1),
respectively.
Next define
S+ := {ǫf(i) − ǫf(j) | 1 ≤ i ≤ s+ 1, s+ 2 ≤ j ≤ l} and S := S+ ∪ −S+.
Then it follows from (4.7.3) through (4.7.5) that
(4.7.7) R+(−1,−1) ∩ w0,Jw(Q(w)) = ∅ and R+(1,1) ∩ w0,Jw(Q(w)) = S+.
One concludes that the weight −w0,J(w · 0) is the sum of all roots in A[1]∪A[2] together with certain
roots in R+(0,0) and the roots in S
+. The elements of S+ can also be characterized as those roots in
R+(1,1) that contain βs+1. It is important to note that no roots of R
+
(−1,−1) contribute to −w0,J(w · 0).
Next assume that λ is a weight of Λ•ζ,J such that 〈λ + w0,J (w · 0), α〉 = 0 for all α ∈ J. Set
ν = λ+w0,J (w · 0). Using the β-basis of R(1,1) and the γ-basis of R(−1,−1), we express ν in the form
(4.7.8) ν =
l−1∑
i=1
kiβi +
l−1∑
i=1
liτi +
∑
η∈R+
(0,0)
mηη.
Since ν is the zero weight when restricted to J , one observes that 〈ν, δi〉 = 0 for 1 ≤ i ≤ l. Since
〈ν, δ1〉 = 0, k1 − l1 = 0 and, inductively, it follows from 〈ν, δi〉 = 0 that ki = li for 1 ≤ i ≤ l − 1.
Moreover, it follows from (4.7.7) that all ki and li are nonnegative. One concludes that ν is a sum of
distinct roots in R(0,0) together with distinct roots in R
+
(−1,−1) and in R
+
(1,1)\S+.
Finally, assume that λ1 and λ2 are two weights of Λ
•
ζ,J such that 〈λi + w0,J(w · 0), α〉 = 0 for all
α ∈ J . For example λ1 could be of the form −w0,J(u · 0) for some u 6= w with u(Φ+0 ) = Φ+J and λ2
could be equal to −w0,J (u ·0)+ lν, where ν is the zero weight when restricted to J . It follows from our
above arguments that λ2−λ1 is a sum of distinct roots in R(−1,−1)∪R(1,1)\S∪R(0,0). The elements in
R(1,1)\S form a root system of type As×Al−s−2, spanned by the roots {β1, . . . , βs}∪{βs+2, . . . , βl−1},
as defined in (4.7.6). We can decompose λ2 − λ1 = γ1 + γ2 + γ3 where the support of γ1 lies entirely
in the type As component of R(1,1)\S, the support of γ2 lies entirely in the type Al−s−2 component
of R(1,1)\S, and the support of γ3 lies entirely in R(−1,−1) ∪R(0,0).
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Next observe that αg(i) = βi − δi. It follows that 〈λ2 − λ1, αg(i)〉 = 〈λ2 − λ1, βi〉 = 〈γ1 + γ2, βi〉.
The inner product of λ2 − λ1 with the roots in Π\J is then given by the following:
(4.7.9) 〈λ2 − λ1, αg(i)〉 =

〈γ1, βi〉 if 1 ≤ i ≤ s,
〈γ1 + γ2, βi〉 if i = s+ 1,
〈γ2, βi〉 if s+ 2 ≤ i ≤ l − 1.
Since γ1 is a sum of distinct roots of a root system of type As a direct computation shows that
|〈γ1, βi〉| ≤ s + 1. Similarly, |〈γ2, βi〉| ≤ l − s − 1. Now λ2 − λ1 ∈ lX implies that either λ1 = λ2 or
l = s+ 1. Hence, Proposition 4.2.1 holds for type An as long as l does not divide n+ 1.
Suppose now that m = 1. Then
Φ0 ∼= ΦJ ∼= A1 × · · · ×A1︸ ︷︷ ︸
s + 1 times
.
Essentially the same argument as above works here as well. We highlight some of the differences and
leave the details to the interested reader. The definition of w holds as above with m = 1. Define f(i),
g(i), δi, δA, and αg(i) just as above with m = 1. Note that for i ≥ s+ 2, f(i) = g(i) and δi = 0. In
the definitions of R+(1,1) and R
+
(−1,−1), we have 1 ≤ i < j ≤ s + 1, and the root systems R(1,1) and
R(−1,−1) are of type As, while S
+ = ∅. For s + 2 ≤ i ≤ l − 1, the βi = τi form a basis for the root
system R(0,0) of type Al−s−2. The equivalent of (4.7.7) is now
R+(a,a) ∩w0,Jw(Q(w)) = ∅ where a ∈ {1, 0,−1}.
In (4.7.8), the index i should run from i = 1 to i = s. Next we consider λ2 − λ1, as defined above.
We decompose λ2 − λ1 = γ1 + γ2 + γ3 with the support of γ1 in R(1,1), the support of γ2 in R(0,0)
and the support of γ3 in R(−1,−1). Then equation (4.7.9) remains valid. Hence one obtains the same
conclusion.
4.8. Type An with l dividing n+ 1
Let Φ be a root system of type An. We begin with the special case l = n+ 1 = h. Here J = ∅.
We will make use of the following Lemma.
Lemma 4.8.1. Let Φ be of type An, l = n+1 and ν ∈ X. The weight lν appears in Λ•ζ,∅ if and only
if ν = ̟i for some 0 ≤ i ≤ n, where ̟0 = 0.
Proof. Assume that lν = (n+ 1)ν is a weight of Λ•ζ,∅. It follows from the argument in [AJ, 2.2,
6.1] that ν = u̟i, for some u ∈ W and 0 ≤ i ≤ n. Next assume that ν = u̟i 6= ̟i. Note that
(n+1)̟i =
∑i
j=1 j(n+1− i)αj +
∑n
j=i+1 i(n+1− j)αj and that (n+1)u̟i =
∑i
j=1[j(n+1− i)−
qj(n + 1)]αj +
∑n
j=i+1[i(n+ 1 − j) − pj(n + 1)]αj for some qj , pj ≥ 0. Since (n + 1)u̟i is a sum of
positive roots it follows that q1 = 0, while u̟i 6= ̟i implies qi ≥ 1. Therefore, there exists a j with
1 ≤ j < i such that qj = 0 and qj+1 ≥ 1. Since (n + 1)u̟i ∈ Λ•ζ,∅, it is a sum of distinct positive
roots. From the preceding decomposition into simple roots and the assumption on j, this sum includes
precisely j(n+1−i) distinct roots that contain the simple root αj . However, this sum contains at most
(j+1)(n+1− i)−(n+1) distinct roots that contain αj+1 and hence at most (j+1)(n+1− i)−(n+1)
distinct roots that contain αj +αj+1. On the other hand, there are only j distinct roots that contain
αj but not αj+1. But (j + 1)(n+ 1− i)− (n+ 1) + j = j(n+ 1− i)− i+ j < j(n+ 1− i), which is a
contradiction.
The weight l̟i is precisely the sum of all positive roots containing αi. Hence, it is a weight of
Λ•ζ,∅. 
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Assume throughout the remainder of this section that l divides n+1. We continue to identify the
Weyl group with the symmetric group in n + 1 letters. Then l = s+ 1 and the definition of w given
in (4.7.1) and (4.7.2) can be simplified to
(4.8.1) w(ǫi) = ǫw(i) where w(i) = ti(m+ 1) + si + 1.
We now follow the arguments used in [AJ, 6.2]. Recall that n+ 1 = (m+ 1)l. We define the element
σ ∈ W as follows:
σ = (1, 2, ..., l)(l+ 1, l + 2, ..., 2l) · · · (ml + 1,ml+ 2, ..., (m+ 1)l).
Direct computation shows that w(σt · 0) = −l̟g(t) for 1 ≤ t ≤ l − 1. Setting ̟g(0) = 0 yields
(4.8.2) w · 0 = wσt · 0 + l̟g(t) for 0 ≤ t ≤ l − 1.
We find that
Q(wσt) = {ǫi − ǫj | si < sj , σt(ti + 1) > σt(tj + 1)}
∪ {ǫi − ǫj | si = sj , ti < tj and σt(ti + 1) > σt(tj + 1)}.
The cardinality of the first set in the above union is equal to the cardinality of Q(w) (see (4.7.4))
while the second set can be identified with Q(σt). Using this decomposition of Q(wσt), [GW, 7.3],
and [AJ, 6.2(3)], we conclude that
(4.8.3) ℓ(wσt) = ℓ(w) + ℓ(σt) = ℓ(w) + (m+ 1)t(l − t).
Next, assume that lν − w0,J (w · 0) is a weight of Λ•ζ,J such that 〈lν, α〉 = 0 for all α ∈ J . The
discussion in Section 4.7 shows that lν is a sum of distinct roots in R+(−1,−1) ∪ R(0,0) ∪ R+(1,1). We
can decompose ν = γ1 + γ2 where the support of γ1 lies entirely in R
+
(1,1) and the support of γ2 lies
entirely in R+(−1,−1)∪R(0,0). As before, the inner product 〈lν, αg(i)〉 = 〈lν, βi〉 = 〈lγ1, βi〉 is completely
determined by the contribution coming from R+(1,1), the positive roots of a type Al−1 root system.
Let κi denote the fundamental weight corresponding to the simple root βi of the root system of type
Al−1. It follows from the above lemma that lν = lκi. Moreover, it follows from the construction that
κi = ̟g(i). Finally, by (4.8.2), for each 1 ≤ i ≤ l − 1, we have
−w0,J(w · 0) + l̟g(i) = −w0,J(wσi · 0),
and the latter weight is a weight of Λ•ζ,J (cf. [GW, 7.3],[FP1, Prop. 2.2]). Further, by (4.8.3), this lies
in degree ℓ(wσi) = ℓ(w) + (m+ 1)t(l − i). Since g(i) = i(m+ 1), the result follows.
4.9. Exceptional Lie algebras
In this section, we assume that the root system Φ is of exceptional type. We show that if ν
satisfies the hypothesis of Proposition 4.2.1, then ν = 0 except in the case when Φ is of type E6 and
l = 9. Note that in the excluded case l is divisible by (X : ZΦ) = 3. Our goal is to show that if
−w0,J(w · 0) + lν with ν being J-dominant is a weight of Λ•ζ,J , then ν = 0. For the exceptional Lie
algebras, an explicit choice of w and J is listed in Appendix A.1. One can then explicitly compute
the value of −w0,J(w · 0). This was again done with the aid of MAGMA [BC, BCP] and the results
are given in tables in Appendix A.2. The weights in the tables are listed with respect to the basis
{̟1, . . . , ̟n} of fundamental dominant weights.
Since the dimension of Λ•ζ,J is finite, with the aid of a computer, one could in principle compute
all possible weights of Λ•ζ,J and compare them to −w0,J(w · 0) modulo l. For types F4 and G2, this
can readily be done and one finds that ν = 0. For type En, the size of Λ
•
ζ,J is sufficiently large as
to make the computations somewhat impractical on a typical desktop computer. As such, we present
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an alternative approach which makes use of some of the ideas from the preceding sections on classical
root systems to show directly that ν = 0 or reduce the computations to a more manageable number.
In what follows, let δ∨ =
∑
α∈J α
∨. This is a slight abuse of notation since δ∨ may not equal
(
∑
α∈J α)
∨ but should not lead to any confusion. Recall that 〈−w0,J (w · 0), δ∨〉 = (l − 1)|J |. As in
Section 4.4, set maxλ〈λ, δ∨〉 := max{〈λ, δ∨〉 | λ a weight of Λiζ,J}. As with the classical cases, the key
to showing that ν = 0 is that maxλ〈λ, δ∨〉 is in general “close” to (l − 1)|J |.
To make this more precise, set
E[t] := {β ∈ Φ+\Φ+J | 〈β, δ∨〉 = t}.
Then we can decompose Φ+\Φ+J as a disjoint union:
Φ+\Φ+J = E[< 0] ∪E[0] ∪ E[> 0]
where
E[> 0] = ∪t>0E[t] and E[< 0] = ∪t<0E[t].
That is, we separate the positive roots into those which give a positive, zero, or negative inner product
with δ∨. Since weights in Λ•ζ,J are composed of sums of distinct positive roots from Φ
+\Φ+J , clearly,
max
λ
〈λ, δ∨〉 = 〈
∑
β∈E[>0]
β, δ∨〉.
For convenience, for the remainder of this section, set λ :=
∑
β∈E[>0] β. One might think of λ as a
conical representative of those weights having maximum inner product with δ∨. If σ is a weight of
Λiζ,J with 〈σ, δ∨〉 = 〈λ, δ∨〉, then we would have σ = λ+ z where z is a sum of distinct roots which lie
in E[0]. With the aid of MAGMA the weight λ can be readily computed for a given l, w, and J . For
each relevant case, the weight λ is given in the tables in Appendix A.2.
Let x = −w0,J(w · 0) + lν be a J-dominant weight of Λ•ζ,J . Our goal is to show that (in all but
one case) the only such weight that occurs is when ν = 0. Recall that, as mentioned in Section 4.4,
the weight −w0,J (w · 0) appears in Λℓ(w)ζ,J . To show that ν = 0, we show that 〈ν, α∨〉 = 0 for all α ∈ Π.
We separate this into two cases: α ∈ J and α ∈ Π\J . The first case follows if it can be shown that
|〈−w0,J (w · 0), δ∨〉 − 〈λ, δ∨〉| < l.
The numbers 〈−w0,J(w ·0), δ∨〉 and 〈λ, δ∨〉 can be found by direct calculation. These values are given
in the tables in Appendix A.2. We find that the desired inequality holds in all but one case (type E8
when l = 7). In that one remaining case, a different argument will be used to show that 〈ν, α∨〉 = 0
for all α ∈ J .
We now outline the basic process for showing that 〈ν, α∨〉 = 0 for all α ∈ Π\J . Note that there will
be precisely one case (type E6 when l = 9) when this fails to hold. Once it is known that 〈ν, α∨〉 = 0
for all α ∈ J , it follows that 〈ν, δ∨〉 = 0. Hence 〈x, δ∨〉 = 〈−w0,J(w ·0)+ lν, δ∨〉 = 〈−w0,J (w ·0), δ∨〉 =
(l − 1)|J |. By the definition of λ, we have 〈λ, δ∨〉 ≥ 〈x, δ∨〉 = (l − 1)|J |. The underlying idea of the
proof is that 〈λ, δ∨〉 and 〈x, δ∨〉 are in many cases equal or in general differ by only a small amount.
We express x in the form x = λ − a + b + z where a, b, and z consist of (possibly empty) sums of
distinct roots lying in E[> 0], E[< 0], and E[0], respectively. While z can consist of arbitrarily many
elements from E[0], a and b are constrained to consist of a small number of elements from E[> 0] or
E[< 0] depending upon how close 〈λ, δ∨〉 is to (l−1)|J |. In each case, this can be explicitly described.
Given α ∈ Π\J , by direct computation, one can find bounds A and B (integers) such that for an
arbitrary linear combination z as above, one has A ≤ 〈z, α∨〉 ≤ B. In some cases, these bounds will
be sufficient to conclude that ν = 0. For such cases, the bounds will be given below. When that is
not sufficient, using the expression of x as λ+ a− b+ z, and considering the possibilities for a and b,
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one can then obtain bounds A′ ≤ 〈x, α∨〉 ≤ B′ for each α ∈ Π\J . In those cases needed, the bounds
are listed in Appendix A.2. On the other hand,
〈x, α∨〉 = 〈−w0,J(w · 0) + lν, α∨〉 = 〈−w0,J(w · 0), α∨〉+ l〈ν, α∨〉.
The value of 〈−w0,J(w · 0), α∨〉 can also be computed, and (as needed) is listed in Appendix A.2.
Comparing this to the bounds on 〈x, α∨〉, one often finds that 〈ν, α∨〉 must be zero. When the bounds
allow for a nonzero ν, MAGMA is used to verify that no solutions exist (except in type E6 when
l = 9) by checking all possibilities for a, b, and z. When needed for efficiency, the known bounds can
be used to limit the possible choices for z. The basic details for each case are given below.
Type E6:
l = 11: Here λ = −w0,J (w · 0). For x = λ− a+ b+ z as above, we have
〈−w0,J (w · 0), δ∨〉 = 〈x, δ∨〉
= 〈λ, δ∨〉 − 〈a, δ∨〉+ 〈b, δ∨〉+ 〈z, δ∨〉
= 〈−w0,J (w · 0), δ∨〉 − 〈a, δ∨〉+ 〈b, δ∨〉.
By definition 〈a, δ∨〉 ≥ 0 and 〈b, δ∨〉 ≤ 0, and so a and b must be empty. Hence x = λ + z. Since we
are also assuming that x = −w0,J(w · 0) + lν, it follows that z would need to equal lν. However, for
α ∈ Π\J , one finds that −4 ≤ 〈z, α∨〉 ≤ 6. Hence z cannot equal 11ν unless ν = 0.
l = 9: In this case, 〈−w0,J(w·0), δ∨〉 and 〈λ, δ∨〉 differ by two. Also E[> 0] = E[1] and E[< 0] = E[−1].
So there are three ways we can express x in the form λ− a+ b+ z:
(1) x = λ− x1 − x2 + z where x1, x2 ∈ E[1] (x1 6= x2),
(2) x = λ− x1 + y1 + z where x1 ∈ E[1] and y1 ∈ E[−1],
(3) x = λ+ y1 + y2 + z where y1, y2 ∈ E[−1] (y1 6= y2).
Using MAGMA, we compute all such weights λ−a+b+z and check whether or not they can be equal
to −w0,J(w · 0) + lν for a J-dominant weight ν. In case (1), we find precisely one pair of elements
in E[1] that works with z being an empty sum and ν being zero. That is, −w0,J(w · 0) is a sum of
eight distinct roots in E[1]. In case (2), no sums over E[0] work. In case (3), we find however two
cases where λ plus two elements of E[−1] and eight elements of E[0] equals −w0,J (w · 0) + 9ν for a
J-dominant weight ν. In one case ν = ̟1 and in the other ν = ̟6. The reader should be aware that
these weights give rise to the exceptions stated in Theorem 1.2.3(b)(iii).
l = 7: Here 〈−w0,J(w · 0), δ∨〉 = 〈λ, δ∨〉. Arguing as in the l = 11 case, it follows that x must be of
the form x = λ + z. For α ∈ Π\J , one finds the bounds on 〈x, α∨〉 listed in Appendix A.2. For each
α, in order to have x = −w0,J(w · 0) + 7ν, we must have 〈ν, α∨〉 = 0.
l = 5: In this case, 〈−w0,J(w · 0), δ∨〉 and 〈λ, δ∨〉 differ by one. So there are two ways we can express
x in the form λ− a+ b + z:
(1) x = λ− x1 + z where x1 ∈ E[1],
(2) x = λ+ y1 + z where y1 ∈ E[−1].
Using MAGMA, we compute all possibilities and find that only one such expression gives x = −w0,J(w·
0) + lν. Specifically, this occurs in case (1) with z being the sum of a pair of elements from E[0].
Again, x = −w0,J (w · 0), i.e., ν = 0.
Type E7:
l = 17: Here λ = −w0,J(w ·0). Hence, x = λ+z, and z would need to equal lν. However, for α ∈ Π\J ,
one finds that −9 ≤ 〈z, α∨〉 ≤ 10. Hence, z cannot equal 17ν unless ν
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l = 15: In this case, 〈−w0,J (w · 0), δ∨〉 and 〈λ, δ∨〉 differ by two. Also E[> 0] = E[1] and E[< 0] =
E[−1]. As in the type E6, l = 9 case, there are three ways we can express x in the form λ− a+ b+ z.
For α ∈ Π\J , one finds the bounds on 〈x, α∨〉 listed in Appendix A.2. For each α, in order to have
x = −w0,J(w · 0) + 15ν, we must have 〈ν, α∨〉 = 0.
l = 13: Here λ = −w0,J(w ·0). Hence x = λ+z, and z would need to equal lν. However, for α ∈ Π\J ,
one finds that −6 ≤ 〈z, α∨〉 ≤ 8. Hence z cannot equal 13ν unless ν = 0.
l = 11: Here λ = −w0,J(w ·0). Hence x = λ+z, and z would need to equal lν. However, for α ∈ Π\J ,
one finds that −4 ≤ 〈z, α∨〉 ≤ 6. Hence z cannot equal 11ν unless ν = 0.
l = 9: In this case, 〈−w0,J (w · 0), δ∨〉 and 〈λ, δ∨〉 differ by two. Also E[> 0] = E[1] ∪ E[2] ∪ E[3]
and E[< 0] = E[−1] ∪ E[−2] ∪ E[−3]. If we express x in the form λ − a+ b + z, note that a cannot
involve any terms from E[3] and b cannot involve any terms from E[−3]. So there are five ways we
can express x in the form λ− a+ b+ z:
(1) x = λ− x1 + z where x1 ∈ E[2],
(2) x = λ− x1 − x2 + z where x1, x2 ∈ E[1] (x1 6= x2),
(3) x = λ− x1 + y1 + z where x1 ∈ E[1] and y1 ∈ E[−1],
(4) x = λ+ y1 + y2 + z where y1, y2 ∈ E[−1] (y1 6= y2),
(5) x = λ+ y1 + z where y2 ∈ E[−2].
For α ∈ Π\J , one finds the bounds on 〈x, α∨〉 listed in Appendix A.2. For each α, in order to have
x = −w0,J(w · 0) + 9ν, we must have 〈ν, α∨〉 = 0.
l = 7: In this case, 〈−w0,J (w · 0), δ∨〉 and 〈λ, δ∨〉 differ by three. Also E[> 0] = E[1]∪E[2]∪E[3] and
E[< 0] = E[−1]∪E[−2]∪E[−3]. So there are ten ways we can express x in the form λ−a+ b+z. We
leave the details to the interested reader. In this case, for α ∈ Π\J , the bounds on 〈x, α∨〉 allow for
the possibility that 〈ν, α∨〉 6= 0. Using MAGMA, we compute all possibilities and find that only one
such expression gives x = −w0,J(w · 0) + lν. Specifically, this occurs for an x of the form x = λ − a
where a is a sum of three distinct roots in E[1] and b and z are empty. Again, x = −w0,J(w · 0), i.e.,
ν = 0.
l = 5: In this case, 〈−w0,J (w · 0), δ∨〉 and 〈λ, δ∨〉 differ by three. Also E[> 0] = E[1]∪E[2]∪E[3] and
E[< 0] = E[−1]∪E[−2]∪E[−3]. As in the l = 7 case, there are ten ways we can express x in the form
λ−a+b+z. Here Π\J = {α4} and one finds that −10 ≤ 〈x, α∨4 〉 ≤ −6. Since 〈−w0,J (w ·0), α∨4 〉 = −9,
in order to have x = −w0,J(w · 0) + 5ν, we must have 〈ν, α∨4 〉 = 0.
Type E8:
l = 29: Here λ = −w0,J(w ·0). Hence x = λ+z, and z would need to equal lν. However, for α ∈ Π\J ,
one finds that −16 ≤ 〈z, α∨〉 ≤ 18. Hence z cannot equal 29ν unless ν = 0.
l = 27: In this case, 〈−w0,J(w · 0), δ∨〉 and 〈λ, δ∨〉 differ by two. Also E[> 0] = E[1] and E[<
0] = E[−1]. As in the type E6, l = 9 case, there are three ways we can express x in the form
λ− a+ b+ z. For α ∈ Π\J one finds the bounds on 〈x, α∨〉 listed in Appendix A.2. In order to have
x = −w0,J(w · 0) + 27ν, we must have 〈ν, α∨〉 = 0.
l = 25: In this case, 〈−w0,J(w · 0), δ∨〉 and 〈λ, δ∨〉 differ by four. Also E[> 0] = E[1] and E[< 0] =
E[−1]. So there are five ways we can express x in the form λ− a+ b+ z:
(1) x = λ− x1 − x2 − x3 − x4 + z where xi ∈ E[1] (distinct),
(2) x = λ− x1 − x2 − x3 + y1 + z where xi ∈ E(1) (distinct) and y1 ∈ E[−1],
(3) x = λ− x1 − x2 + y1 + y2 + z where xi ∈ E[1] (distinct) and yi ∈ E[−1] (distinct),
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(4) x = λ− x1 + y1 + y2 + y3 + z where x1 ∈ E[1] and yi ∈ E[−1] (distinct),
(5) x = λ+ y1 + y2 + y3 + y4 + z where yi ∈ E[−1] (distinct).
For α ∈ Π\J one finds the bounds on 〈x, α∨〉 listed in Appendix A.2. In order to have x = −w0,J(w ·
0) + 25ν, we must have 〈ν, α∨〉 = 0.
l = 23: In this case, 〈−w0,J(w · 0), δ∨〉 = 〈λ, δ∨〉. Hence x = λ+ z. For α ∈ Π\J one finds the bounds
on 〈x, α∨〉 listed in Appendix A.2. In order to have x = −w0,J(w ·0)+23ν, we must have 〈ν, α∨〉 = 0.
l = 21: In this case, 〈−w0,J (w · 0), δ∨〉 and 〈λ, δ∨〉 differ by four. Also E[> 0] = E[1] ∪ E[2] and
E[< 0] = E[−1] ∪ E[−2]. So there are fourteen ways we can express x in the form λ − a + b + z.
We leave the details to the interested reader. For α ∈ Π\J one finds the bounds on 〈x, α∨〉 listed in
Appendix A.2. In order to have x = −w0,J (w · 0) + 21ν, we must have 〈ν, α∨〉 = 0.
l = 19: In this case, 〈−w0,J(w · 0), δ∨〉 = 〈λ, δ∨〉. Hence x = λ+ z. For α ∈ Π\J one finds the bounds
on 〈x, α∨〉 listed in Appendix A.2. In order to have x = −w0,J(w ·0)+19ν, we must have 〈ν, α∨〉 = 0.
l = 17: In this case, 〈−w0,J(w · 0), δ∨〉 = 〈λ, δ∨〉. Hence x = λ+ z. For α ∈ Π\J one finds the bounds
on 〈x, α∨〉 listed in Appendix A.2. In order to have x = −w0,J(w ·0)+17ν, we must have 〈ν, α∨〉 = 0.
l = 15: In this case, 〈−w0,J (w · 0), δ∨〉 and 〈λ, δ∨〉 differ by eight. Also, E[> 0] = E[1] ∪ E[2] ∪ E[3]
and E[< 0] = E[−1] ∪ E[−2] ∪ E[−3]. As a result, there are numerous ways we can express x in the
form λ− a+ b+ z. We leave the details to the interested reader. Further, for α ∈ Π\J , the bounds on
〈x, α∨〉 allow for the possibility that 〈ν, α∨〉 6= 0. By analyzing the constraints placed on a, b, and z
(to afford a nonzero ν), the resulting possibilities are all computed with MAGMA, and one finds that
the only x that works is precisely −w0,J(w · 0), i.e., ν = 0.
l = 13: In this case, 〈−w0,J(w · 0), δ∨〉 and 〈λ, δ∨〉 differ by three. Also E[> 0] = E[1] ∪ E[2] ∪ E[3]
and E[< 0] = E[−1]∪E[−2]∪E[−3]. As in the type E7, l = 7 case, there are ten ways we can express
x in the form λ− a+ b+ z. For α ∈ Π\J one finds the bounds on 〈x, α∨〉 listed in Appendix A.2. In
order to have x = −w0,J(w · 0) + 13ν, we must have 〈ν, α∨〉 = 0.
l = 11: In this case, 〈−w0,J(w · 0), δ∨〉 and 〈λ, δ∨〉 differ by two. Also E[> 0] = E[1]∪E[2]∪E[3] and
E[< 0] = E[−1] ∪E[−2]∪E[−3]. As in the type E7, l = 9 case, there are five ways we can express x
in the form λ − a+ b + z. For α ∈ Π\J one finds the bounds on 〈x, α∨〉 listed in Appendix A.2. In
order to have x = −w0,J(w · 0) + 11ν, we must have 〈ν, α∨〉 = 0.
l = 9: In this case, 〈−w0,J(w · 0), δ∨〉 and 〈λ, δ∨〉 differ by three. Also, E[> 0] = E[1] ∪ E[2] ∪ E[3]
and E[< 0] = E[−1] ∪ E[−2] ∪ E[−3]. As in the type E7, l = 7 case, there are ten ways we can
express x in the form λ − a + b + z. For α ∈ Π\J , the bounds on 〈x, α∨〉 allow for the possibility
that ν 6= 0. To reduce the number of possibilities that need to be checked, observe that there is
a sizable difference between 〈λ, α∨1 〉 = 18 and 〈−w0,J(w · 0), α∨1 〉 = 8. Since 〈ν, α∨1 〉 = 0, we must
have 〈−a + b + z, α∨1 〉 = −10. We find that 〈−a + b, α∨1 〉 ≥ −3 and 〈z, α∨1 〉 ≥ −8. This reduces the
possibilities to a number manageable for MAGMA to compute all the possible cases. The only x that
works is precisely −w0,J(w · 0), i.e., ν = 0.
l = 7: In this case, 〈−w0,J(w · 0), δ∨〉 and 〈λ, δ∨〉 differ by 8 which is larger than 7. Here we may not
immediately conclude that 〈ν, α∨〉 = 0 for all α ∈ J . However, since 〈ν, α∨〉 ≥ 0 for all α ∈ J , this
must be true for all but possibly one α for which one could have 〈ν, α∨〉 = 1.
Suppose the latter case holds. Then we would have 〈x, δ∨〉 = 49 whereas 〈λ, δ∨〉 = 50. So there
would be only two ways in which x could occur (x = λ − x1 + z where x1 ∈ E[1] or x = λ + y1 + z
where y1 ∈ E[−1]). Here Π\J = {α4} and one finds that −21 ≤ 〈x, α∨4 〉 ≤ −19. On the other
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hand, 〈−w0,J (w · 0), α∨4 〉 = −17. Since 〈ν, α∨4 〉 is an integer, these bounds show that we cannot have
x = −w0,J(w · 0) + 7ν for any ν, contradicting our assumption. Therefore, 〈ν, α∨〉 = 0 for all α ∈ J .
Now, our standard argument can be used to show that 〈ν, α∨4 〉 = 0. Here E[> 0] = E[1]∪E[2]∪E[3]
and E[< 0] = E[−1] ∪ E[−2] ∪ E[−3]. Since 〈−w0,J(w · 0), δ∨〉 and 〈λ, δ∨〉 differ by 8 there are
numerous ways we can express x in the form λ − a + b + z. One finds that −21 ≤ 〈x, α∨4 〉 ≤ −12.
Since 〈−w0,J(w · 0), α∨4 〉 = −17, In order to have x = −w0,J(w · 0) + 7ν, we must have 〈ν, α∨4 〉 = 0.
Type F4:
l = 11: Here λ = −w0,J(w ·0). Hence x = λ+z, and z would need to equal lν. However, for α ∈ Π\J ,
one finds that −4 ≤ 〈z, α∨〉 ≤ 5. Hence, z cannot equal 11ν unless ν = 0.
l = 9: In this case, 〈−w0,J(w · 0), δ∨〉 and 〈λ, δ∨〉 differ by two. Also E[> 0] = E[1] ∪ E[2] and
E[< 0] = E[−1] ∪ E[−2]. As in the type E7, l = 9 case, there are five ways we can express x in the
form λ−a+b+z. For α ∈ Π\J , the bounds on 〈x, α∨〉 allow for the possibility that 〈ν, α∨〉 6= 0. Using
MAGMA, we compute all possibilities and see that the only x that works is precisely −w0,J(w · 0),
i.e., ν = 0.
l = 7: In this case, 〈−w0,J(w · 0), δ∨〉 and 〈λ, δ∨〉 differ by one. Also, E[> 0] = E[1]∪E[2]∪E[3] and
E[< 0] = E[−1]∪E[−2]∪E[−3]. If we express x in the form λ− a+ b+ z, then a can contain terms
only from E[1] and b can contain terms only from E[−1]. As in the type E6, l = 5 case, there are
two ways we can express x in the form λ − a+ b + z. For α ∈ Π\J , the bounds on 〈x, α∨〉 allow for
the possibility that 〈ν, α∨〉 6= 0. Using MAGMA, we compute all possibilities and see that the only x
that works is precisely −w0,J(w · 0), i.e., ν = 0.
l = 5: Here λ = −w0,J(w · 0). Hence, x = λ + z, and z would need to equal lν. Here Π\J = {α2},
and one finds that 0 ≤ 〈z, α∨2 〉 ≤ 1. Hence z cannot equal 5ν unless ν = 0.
Type G2:
l = 5: Here λ = −w0,J(w · 0). Hence x = λ + z, and z would need to equal lν. Here E[0] =
{3α1 + 2α2 = ̟2}. Hence, the only non-empty option for z is z = ̟2 which is not equal to 5ν for
any ν. Hence, x = −w0,J(w · 0), i.e., ν = 0.
CHAPTER 5
The Cohomology Algebra H•(uζ(g),C)
The identification of H•(uζ(g),C) for small l will proceed in several steps. The computation is
motivated by the analogous problem for the restricted Lie algebra gF over the algebraically closed
field F of positive characteristic p. In that case, the support variety VgF (F ) of the trivial module F
is homeomorphic (as a topological space) to the the restricted nullcone N1(gF ) = {x ∈ gF |x[p] = 0}.
By [CLNP], the variety N1(gF ) identifies with the closed subset G ·uJ ⊂ gF , for an appropriate subset
J ⊂ Π. When p ≥ h, J = ∅ and uJ = u.
To attack the computation of the cohomology of uζ(g), we consider the parabolic subgroup PJ
associated to this subset J ⊂ Π with w(Φ+0 ) = Φ+w·0 = Φ+J . Then we proceed as follows:
• In Section 5.1, the cohomology of uζ(g) is shown to be related to that of uζ(pJ).
• In Section 5.2, the cohomology of uζ(pJ ) is shown to be related to the cohomology of uζ(uJ ).
• Sections 5.3–5.4 present the key computation for H•(uζ(uJ),C).
• Sections 5.5–5.7 complete the computation of H•(uζ(g),C).
Throughout this chapter, fix l satisfying Assumption 1.2.1. Fix w ∈ W and J ⊆ Π so that
w(Φ+0 ) = Φ
+
J .
While the goal of this paper is to make cohomological computations in the case that l < h, the
arguments are also valid for l ≥ h. In that case, we would have Φ0 = ∅, J = ∅, and w = Id. Then
PJ = B, UJ = U , LJ = T , pJ = b, uJ = u, lJ = t, and the module M = (ind
Uζ(pJ )
Uζ(b)
w · 0)∗ = C. As
such, our results recapture the calculation for l > h given by Ginzburg and Kumar in [GK].
5.1. Spectral sequences, I
By Lemma 4.1.1, w ·0 is J-dominant, i.e., 〈w ·0, α∨〉 is a non-negative integer for all α ∈ J . Using
the factorization
ind
Uζ(g)
Uζ(b)
= ind
Uζ(g)
Uζ(pJ )
◦ indUζ(pJ )Uζ(b)
of functors, there is a Grothendieck spectral sequence
(5.1.1) Ei,j2 = R
iind
Uζ(g)
Uζ(pJ )
Rj ind
Uζ(pJ )
Uζ(b)
w · 0⇒ Ri+j indUζ(g)Uζ(b)w · 0.
However, since w·0 is J-dominant, Rj indUζ(pJ )Uζ(b) w·0 = 0 for j > 0. Consequently, this spectral sequence
collapses and so yields, by [A, Cor. 3.8],
(5.1.2) Riind
Uζ(g)
Uζ(pJ )
(
ind
Uζ(pJ )
Uζ(b)
w · 0
)
= Riind
Uζ(g)
Uζ(b)
w · 0 =
{
C if i = ℓ(w)
0 if i 6= ℓ(w).
The following spectral sequence provides a connection between the cohomology of uζ(pJ) and that
of uζ(g).
Theorem 5.1.1. Let w ∈ W such that w(Φ+0 ) = Φ+J where J ⊆ Π. There exists a first quadrant
spectral sequence of rational G-modules
Ei,j2 = R
i indGPJ H
j
(
uζ(pJ), ind
Uζ(pJ )
Uζ(b)
w · 0
)
⇒ Hi+j−ℓ(w)(uζ(g),C).
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Proof. We follow the construction in [Jan1, I 6.12]. Form the functors F1,F2 : Uζ(pJ)–mod →
G–mod defined by setting
F1(−) = Homuζ(g)
(
C, ind
Uζ(g)
Uζ(pJ )
(−)
)
and F2(−) = indGPJHomuζ(pJ ) (C,−) .
The reader should observe that we are implicitly using the Frobenius map (cf. Section 2.3) and the
following identification of functors:
indGPJ (−) ∼= ind
Uζ(g)//uζ(g)
Uζ(pJ )//uζ(pJ )
(−).
The functors F1 and F2 are naturally isomorphic. Therefore, there exist two Grothendieck spectral
sequences:
(5.1.3)

′E
i,j
2 = H
i
(
uζ(g), R
j ind
Uζ(g)
Uζ(pJ )
(ind
Uζ(pJ )
Uζ(b)
w · 0)
)
⇒ (Ri+jF1)(indUζ(pJ )Uζ(b) w · 0);
Ei,j2 = R
iindGPJ H
j
(
uζ(pJ ), ind
Uζ(pJ )
Uζ(b)
w · 0)
)
⇒ (Ri+jF2)(indUζ(pJ )Uζ(b) w · 0)
necessarily converging to the same abutment.
By (5.1.2), the first spectral sequence ′Ei,j2 collapses, leading to an identification
(R•+ℓ(w)F1)(indUζ(pJ )Uζ(b) w · 0) ∼= H
•(uζ(g), R
ℓ(w)ind
Uζ(g)
Uζ(b)
w · 0) ∼= H•(uζ(g),C).
Combining this with the second spectral sequence Ei,j2 proves the theorem. 
5.2. Spectral sequences, II
In this section, we reidentify the term Hj
(
uζ(pJ), ind
Uζ(pJ )
Uζ(b)
w · 0
)
occurring in the spectral se-
quence in Theorem 5.1.1. Using the Lyndon-Hochshild-Serre spectral sequence in Lemma 2.8.1 for
uζ(uJ)✂ uζ(pJ). Note that uζ(pJ)//uζ(uJ ) ∼= uζ(lJ ). Thus, there is a spectral sequence
Ei,j2 = H
i(uζ(lJ ),H
j(uζ(uJ ), ind
Uζ(pJ )
Uζ(b)
w · 0))⇒ Hi+j(uζ(pJ), indUζ(pJ )Uζ(b) w · 0).
All of the cohomology groups involved admit an action of Uζ(pJ) induced from the Adr-action. Fur-
thermore, the action of the subalgebra uζ(pJ) is trivial. Hence, there is an action of U(pJ) (or
equivalently PJ ). Moreover, the spectral sequence preserves this action.
Since ind
Uζ(pJ )
Uζ(b)
w · 0 is trivial as a Uζ(uJ )-module, the left-hand side of the spectral sequence may
be reidentified as follows:
(5.2.1) Ei,j2 = H
i
(
uζ(lJ ),H
j(uζ(uJ ),C)⊗ indUζ(pJ )Uζ(b) w · 0
)
⇒ Hi+j(uζ(pJ), indUζ(pJ )Uζ(b) w · 0).
Proposition 5.2.1. Let w ∈ W and J ⊂ Π be such that w(Φ+0 ) = Φ+J . Then for all j ≥ 0 there is an
isomorphism of U(pJ)-modules
Hj
(
uζ(pJ), ind
Uζ(pJ )
Uζ(b)
w · 0
) ∼= Homuζ(lJ ) ((indUζ(pJ )Uζ(b) w · 0)∗,Hj(uζ(uJ),C)) .
Proof. Since ind
Uζ(pJ )
Uζ(b)
w · 0 is projective as a uζ(lJ )-module, in the spectral sequence (5.2.1),
Ei,j2 = 0 for all i > 0. Thus the spectral sequence collapses giving for all j ≥ 0
Hj
(
uζ(pJ), ind
Uζ(pJ )
Uζ(b)
w · 0
) ∼= Homuζ(lJ ) (C,Hj(uζ(uJ ),C)⊗ indUζ(pJ )Uζ(b) w · 0)
∼= Homuζ(lJ )
(
(ind
Uζ(pJ )
Uζ(b)
w · 0)∗,Hj(uζ(uJ),C)
)
.

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5.3. An identification theorem
The following theorem now gives an identification as U0ζ -modules (or equivalently U(h)-modules
where h ⊂ g is the Cartan subalgebra) of the Hom-group appearing in Proposition 5.2.1.
Theorem 5.3.1. Let l be as in Assumption 1.2.1 and w ∈ W such that w(Φ+0 ) = Φ+J .
(a) Suppose that l ∤ n + 1 when Φ is of type An and l 6= 9 when Φ is of type E6. Then as
U0ζ -modules
Homuζ(lJ )
(
(ind
Uζ(pJ )
Uζ(b)
w · 0)∗,Hs(uζ(uJ ),C)
) ∼= S s−ℓ(w)2 (u∗J)[1] .
(b) If Φ is of type An with n + 1 = l(m + 1) and w ∈ W is as defined in (4.8.1), then as
U0ζ -modules
Homuζ(lJ )
(
(ind
Uζ(pJ )
Uζ(b)
w · 0)∗,Hs(uζ(uJ ),C)
) ∼= l−1⊕
t=0
S
s−ℓ(w)−(m+1)t(l−t)
2 (u∗J)
[1] ⊗ l̟t(m+1),
where ̟0 = 0.
(c) If Φ is of type E6 and l = 9 (assuming that w and J are as in Appendix A.1), then as
U0ζ -modules
Homuζ(lJ )
(
(ind
Uζ(pJ)
Uζ(b)
w · 0)∗,Hs(uζ(uJ),C)
) ∼= S s−ℓ(w)2 (u∗J)[1] ⊕ (S s−202 (u∗J )[1] ⊗ l̟1)
⊕
(
S
s−20
2 (u∗J)
[1] ⊗ l̟6
)
.
Proof. For convenience setM = (ind
Uζ(pJ )
Uζ(b)
w ·0)∗ and G(−) = Homuζ(lJ )(M,−). Since the mod-
ule M is injective (equivalently projective) as a uζ(lJ )-module, the functor G(−) = Homuζ(lJ )(M,−)
is an exact functor.
The argument will proceed by induction on successive quotients of Uζ(uJ) (cf. [GK, 2.4]). Let
N = |Φ+\Φ+J |. Note that previously N was used to denote |Φ+|, but this should not cause any
confusion here. As in Chapter 2, choose any fixed ordering of root vectors f1, f2, . . . , fN in Uζ(uJ )
corresponding to the positive roots in Φ+\Φ+J . For purposes of this argument, the precise ordering
is irrelevant. Each f li is central in Uζ(uJ). For 0 ≤ i ≤ N , set Ai = Uζ(uJ )//〈f l1, f l2, . . . , f li 〉 where
〈. . . 〉 denotes “the subalgebra generated by . . . ” (with A0 = Uζ(uJ )). Note that AN = uζ(uJ). For
1 ≤ i ≤ N , set Bi = 〈f li 〉 ⊂ Ai−1 be the subalgebra generated by f li . Note that each Bi is a polynomial
algebra in one variable. Note also that Bi is normal (in fact central) in Ai−1, and Ai−1//Bi ∼= Ai. For
0 ≤ i ≤ N , let Vi be an i-dimensional vector space with basis {x1, x2, . . . , xi}. Further consider Vi as
a U0ζ -module by letting xi have weight γi. That is, each xi is “dual” to the element fi. In particular,
VN ∼= u∗J . Here V0 = {0}.
Consider first part (a). We prove inductively for 0 ≤ i ≤ N that as U0ζ -modules we have
G(Hs(Ai,C)) ∼=
{
Sr(Vi)
[1] if s = 2r + ℓ(w)
0 else.
The case i = N is precisely the statement of the theorem. For i = 0, this is precisely Theorem 4.3.1
where by convention we take S0(V0) = C.
Assume now that the claim is true for i− 1, and we will show that it is true for i. We will make
use of the LHS spectral sequence of Lemma 2.8.1 for Bi ✂ Ai−1. Since Bi is a polynomial algebra in
one variable, its cohomology is an exterior algebra in one variable. Precisely, for each i, we have as a
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U0ζ -module:
Hb(Bi,C) =

C if b = 0
C
[1]
i if b = 1
0 else,
where Ci is a one-dimensional vector space with basis element xi (i. e., of weight γi).
The spectral sequence is
Ea,b2 = H
a(Ai,H
b(Bi,C))⇒ Ha+b(Ai−1,C).
The algebra Ai acts on Bi via the Ad-action. By Corollary 2.7.4(b), this action is trivial. Therefore
this spectral sequence can be rewritten as
Ea,b2 = H
a(Ai,C)⊗Hb(Bi,C)⇒ Ha+b(Ai−1,C).
Alternately, this easily follows from the above description of Hb(Bi,C).
Again using the Ad-action, uζ(lJ ) acts on all terms of the spectral sequence and this action is
preserved by the differentials. Since the functor G(−) is exact, we can apply it to the above spectral
sequence and obtain a new spectral sequence. For convenience, we abusively use the same name:
Ea,b2 = G
(
Ha(Ai,C)⊗Hb(Bi,C)
)⇒ G(Ha+b(Ai−1,C)).
The above description of Hb(Bi,C) shows that uζ(lJ) acts trivially on it. And hence, this spectral
sequence may be rewritten as
Ea,b2 = G
(
Ha(Ai,C)
)⊗Hb(Bi,C)⇒ G(Ha+b(Ai−1,C)).
Observe that Ea,b2 = 0 for b ≥ 2. That is, the spectral sequence consists of at most two nonzero
rows. So only the first differential d2 : E
a,1
2 → Ea+2,02 could potentially be nonzero. The first row
Ea,02 = H
a(Ai,C) is precisely what we are trying to identify inductively. Note also that for all a, the
second row Ea,12
∼= Ea,02 ⊗ C[1]i . In particular, Ea,12 6= 0 if and only if Ea,02 6= 0.
By the inductive hypothesis, we know that the abutment
G(Ha+b(Ai−1,C)) ∼=
{
Sr(Vi−1)
[1] if a+ b = 2r + ℓ(w)
0 else.
In particular, G(Ha+b(Ai−1,C)) = 0 for a+ b < ℓ(w).
Let A ≥ 0 be least value of a such that Ea,02 6= 0. Hence, A is necessarily the least value of a
such that Ea,12 6= 0. In particular, EA−2,12 = 0 and hence EA,0∞ ∼= EA,02 /d2(EA−2,12 ) = EA,02 . By the
inductive hypothesis, we conclude that A = ℓ(w). So for all a < ℓ(w) we have
G(Ha(Ai,C)) = 0.
Next we claim that E
ℓ(w)+a,0
2 = 0 = E
ℓ(w)+a,1
2 for all odd a > 0. This can be seen inductively on
a. For example, since E
ℓ(w)−1,1
2 = 0,
E
ℓ(w)+1,0
2 = E
ℓ(w)+1,0
2 /d2(E
ℓ(w)−1,1
2 )
∼= Eℓ(w)+1,0∞ ⊂ G
(
Hℓ(w)+1(Ai−1,C)
)
= 0.
Inductively, for odd a > 0, we similarly have E
ℓ(w)+a−2,1
2 = 0 and so
E
ℓ(w)+a,0
2 = E
ℓ(w)+a,0
2 /d2(E
ℓ(w)+a−2,1
2 )
∼= Eℓ(w)+a,0∞ ⊂ G
(
Hℓ(w)+a(Ai−1,C)
)
= 0.
In other words, for all odd a > 0, we have (as claimed)
G(Hℓ(w)+a(Ai,C)) = 0.
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Summarizing: our spectral sequence has Ea,b2 = 0 for a < ℓ(w) and E
ℓ(w)+a,b
2 = 0 for all odd a > 0.
That is, the columns are initially zero and then begin to alternate nonzero (potentially) and zero
thereafter.
Furthermore, for all even a ≥ 0, we then have
ker{d2 : Eℓ(w)+a,12 → Eℓ(w)+a+2,02 } ⊂ Eℓ(w)+a,1∞ ⊂ G
(
Hℓ(w)+a+1(Ai−1,C)
)
= 0.
Therefore d2 : E
ℓ(w)+a,1
2 → Eℓ(w)+a+2,02 is injective. Hence, we have for all even a ≥ 0,
E
ℓ(w)+a,0
2 /E
ℓ(w)+a−2,1
2
∼= Eℓ(w)+a,02 /d2(Eℓ(w)+a−2,12 ) ∼= Eℓ(w)+a,0∞
∼= G(Hℓ(w)+a(Ai−1,C)) = Sa/2(Vi−1)[1].
So we have a short exact sequence of U0ζ -modules:
0→ Eℓ(w)+a−2,12 → Eℓ(w)+a,02 → Sa/2(Vi−1)[1] → 0.
But identifying these E2-terms gives
0→ G(Hℓ(w)+a−2(Ai,C))⊗ C[1]i → G(Hℓ(w)+a(Ai,C))→ Sa/2(Vi−1)[1] → 0.
Inducting now on even a ≥ 0, we may assume that
G(Hℓ(w)+a−2(Ai,C)) = S(a−2)/2(Vi)[1].
The short exact sequence becomes
0→ S(a−2)/2(Vi)[1] ⊗ C[1]i → G
(
Hℓ(w)+a(Ai,C)
)→ Sa/2(Vi−1)[1] → 0
or setting a = 2r,
0→ Sr−1(Vi)[1] ⊗ C[1]i → G
(
Hℓ(w)+2r(Ai,C)
)→ Sr(Vi−1)[1] → 0.
Hence as a U0ζ -module,
G(Hℓ(w)+2r(Ai,C)) ∼= (Sr−1(Vi)[1] ⊗ C[1]i )⊕ Sr(Vi−1)[1].
The left hand factor consists of r-fold symmetric powers in the xj which contain at least one xi, while
the righthand factor consists of r-fold symmetric powers in xj with 1 ≤ j ≤ i− 1. Hence
G(Hℓ(w)+2r(Ai,C)) ∼= Sr(Vi)[1]
which along with the above conclusions verifies the inductive claim and hence part (a) of the theorem.
For parts (b) and (c) a similar argument can be used whose details are left to the interested
reader. Of crucial importance here is the degrees in which the “extra” classes arise in parts (b)
and (c) of Theorem 4.3.1. For example, consider part (b). We have G(Hi(Uζ(uJ),C)) = 0 unless
i = ℓ(w) + (m + 1)t(l − t) for 0 ≤ t ≤ l − 1. Observe that t(l − t) (and, hence, (m + 1)t(l − t))
is necessarily even. Thus the extra cohomology classes appear in degrees having the same parity as
ℓ(w). As such, in the above argument, we will have a similar phenomenon happening in the spectral
sequence: Ea,b2 = 0 for a < ℓ(w) or a = ℓ(w) + a
′ with a′ > 0 being odd, and the analogous argument
will give the claim. Similarly in part (c), the extra cohomology classes lie in a degree with the same
parity as ℓ(w).

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5.4. Spectral sequences, III
As mentioned previously, the Hom-groups in Theorem 5.3.1 admit an action of U(pJ) induced
from the Adr-action. On the other hand U(pJ) acts naturally on uJ by the adjoint action or on u
∗
J
by the coadjoint action. This can be further extended to an action on S•(u∗J ). With this action, the
isomorphisms in Theorem 5.3.1 also hold as U(pJ)-modules (or equivalently PJ -modules).
Lemma 5.4.1. The isomorphisms of Theorem 5.3.1 also hold as U(pJ)-modules where the actions
are as described above.
Proof. Consider first the generic case - part (a). We use notation as in the proof of Theorem
5.3.1. Let ZJ = 〈f l1, . . . , f lN 〉 ⊂ Uζ(uJ) be the central subalgebra such that Uζ(uJ )//ZJ ∼= uζ(uJ ) (cf.
also Section 2.7). Consider the spectral sequence
Ea,b2 = H
a(uζ(uJ ),H
b(ZJ ,C))⇒ Ha+b(Uζ(uJ ),C)
given by Lemma 2.8.1. This is a spectral sequence of Uζ(pJ )-modules. Since uζ(pJ) acts trivially on
Hb(ZJ ,C) (cf. Corollary 2.7.4(b)), this may be rewritten as
Ea,b2 = H
a(uζ(uJ),C)⊗Hb(ZJ ,C))⇒ Ha+b(Uζ(uJ),C).
Furthermore, applying the functor G(−) we get a new spectral sequence (using the same name)
Ea,b2 = G
(
Ha(uζ(uJ),C)
)⊗Hb(ZJ ,C)⇒ G(Ha+b(Uζ(uJ),C)),
whose differentials still preserve the action of Uζ(pJ). Since uζ(uJ ) acts trivially on both H
•(uζ(uJ ),C)
and H•(Uζ(uJ ),C), and uζ(lJ ) ∼= uζ(pJ)//uζ(uJ), we have
G(H•(uζ(uJ),C)) = Homuζ(lJ )(M,H•(uζ(uJ),C)) ∼= Homuζ(pJ )(M,H•(uζ(uJ ),C))
and
G(H•(Uζ(uJ ),C)) = Homuζ(lJ )(M,H•(Uζ(uJ ),C)) ∼= Homuζ(pJ)(M,H•(Uζ(uJ),C)).
Therefore, uζ(pJ) acts trivially on this new spectral sequence, and so this is a spectral sequence of
U(pJ)-modules.
By Theorem 4.3.1, the abutment is nonzero only when a+ b = ℓ(w) in which case it is the trivial
module C. And by Theorem 5.3.1, as U(h)-modules, we know that G(Ha(uζ(uJ ),C)) ∼= S a−ℓ(w)2 (u∗J ).
Also, the algebra ZJ is a polynomial algebra and so its cohomology as an algebra is an exterior
algebra. Moreover, by [ABG, Cor. 2.9.6], as U(b)-modules, H•(ZJ ,C) ∼= Λ•(u∗J) (i.e., the ordinary
exterior algebra on u∗J ), where the action of U(b) on Λ
•(u∗J ) is given by the coadjoint action. Since
H•(ZJ ,C) is a U(pJ)-module and the coadjoint action on Λ
•(u∗J) can be extended to pJ , by applying
ind
U(pJ )
U(b) (−), H•(ZJ ,C) ∼= Λ•(u∗J) as pJ -modules.
As in Theorem 5.3.1, Ea,b2 = 0 for a < ℓ(w) and E
ℓ(w)+a,b
2 = 0 for odd a. Consider the term
E
ℓ(w)+2,0
2 = G
(
Hℓ(w)+2(uζ(uJ),C)
) ∼= S1(u∗J ) = u∗J ,
where the latter identifications are as U(h)-modules. We will see this also holds as U(pJ)-modules.
Since E
ℓ(w),1
∞ = 0 and E
ℓ(w)+2,0
∞ = 0, the differential d2 : E
ℓ(w),1
2 → Eℓ(w)+2,02 is an isomorphism of
U(pJ)-modules.
Since E
ℓ(w),1
2 = H
1(ZJ ,C) ∼= u∗J as a U(pJ)-module and Eℓ(w)+2,02 = G
(
Hℓ(w)+2(uζ(uJ),C)
) ∼= u∗J
as a U(h)-module, this latter identification must also hold as a U(pJ)-module.
As already noted, the U(pJ)-structure of the terms
E
ℓ(w),b
2 = H
b(ZJ ,C) ∼= Λb(u∗J)
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is determined by the coadjoint action. Moreover, we can now say that the U(pJ)-structure of the
terms
E
ℓ(w)+2,b
2 = G
(
Hℓ(w)+2(uζ(uJ ),C)
)⊗Hb(ZJ ,C) ∼= u∗J ⊗ Λb(u∗J )
is determined by the coadjoint action. Therefore, since E
ℓ(w)+4,0
∞ = 0, the U(pJ)-structure of
E
ℓ(w)+4,0
2 = G
(
Hℓ(w)+4(uζ(uJ ),C)
) ∼= S2(u∗J)
(with isomorphism as a U(h)-module), which is determined by the structure on E
ℓ(w),b
2 and E
ℓ(w)+2,b
2 ,
must also be determined by the coadjoint action. Inductively, we conclude that indeed the U(pJ)-
action on
G(Ha(uζ(uJ),C)) ∼= S a−ℓ(w)2 (u∗J )
is given by the coadjoint action.
For parts (b) and (c), a similar argument may be used. The key here (as in Theorem 5.3.1) is that
the additional classes in G(Hi(uJ ,C)) lie in degrees which have the same parity as ℓ(w). Furthermore,
the additional classes have distinct (nonzero) weights whose differences are neither sums of positive
root nor sums of negative roots as noted in Remark 4.3.2. 
5.5. Proof of main result, Theorem 1.2.3, I
In this section, we present a proof of the isomorphisms in Theorem 1.2.3 as G-modules. Let us
recall the following vanishing result due to Broer [Br2, Thm. 2.2] and extended to a more general
setting by Sommers [So1, Prop. 4]. Let J be an arbitrary subset of Π. Then
(5.5.1) RiindGPJS
•(u∗J)⊗ λ = 0
for i > 0 and λ is a P -regular weights [KLT, Section 1.1] inside the character group X(PJ ). This
vanishing result is proved using the Grauert-Riemenschneider theorem. We can now prove the first
of our main theorems which provides a precise description of the cohomology of quantum groups at
roots of unity in the case that ζ is a primitive lth root of unity.
Proof. Consider the cases listed in (b)(i). According to Proposition 5.2.1, Theorem 5.3.1(a),
and Lemma 5.4.1, we have, as U(pJ)-modules,
Hj(uζ(pJ ), ind
Uζ(pJ )
Uζ(b)
w · 0) ∼= S j−ℓ(w)2 (u∗J).
By substituting this identification into the spectral sequence given in Theorem 5.1.1, we have
Ei,j2 = R
i indGPJ S
j−ℓ(w)
2 (u∗J)⇒ Hi+j−ℓ(w)(uζ(g),C).
We can now apply (5.5.1) to conclude that Ei,j2 = 0 for i > 0, thus the spectral sequence collapses to
yield
Hs(uζ(g),C) = ind
G
PJS
s
2 (u∗J ).
This gives part (a) for those types listed in (b)(i). According to Theorem 3.6.2, indGPJS
•(u∗J )
∼=
C[G · uJ ] ∼= C[N (Φ0)], which gives part (b)(i).
Consider now the cases listed in part (b)(ii). In this case we have the following spectral sequence
(using Proposition 5.2.1, Theorem 5.3.1(b), and Lemma 5.4.1),
Ei,j2 =
l−1⊕
t=0
Ri indGPJ S
j−ℓ(w)−(m+1)t(l−t)
2 (u∗J )⊗̟t(m−1) ⇒ Hi+j−ℓ(w)(uζ(g),C).
One can again apply (5.5.1) because we are tensoring the symmetric algebra by weights in X(PJ )+,
thus the spectral sequence collapses and yields part (ii) of (a) and (b). One can argue similarly for
those cases listed in part (b)(iii) using Theorem 5.3.1(c). In that case ℓ(w) = 8. 
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5.6. Spectral sequences, IV
To show the isomorphisms in Theorem 1.2.3 are, in fact, isomorphisms of algebras, we will need
some further observations on one of the spectral sequences introduced earlier. These observations will
also be used in Section 6.3.
In Section 2.9, a filtration was introduced on Uζ(uJ ) which can be restricted to uζ(uJ ). Since
uζ(uJ) is finite dimensional, the induced filtration on the cobar complex computing the cohomology
H•(uζ(uJ ),C) is finite. As in the proof of part (b) of Proposition 2.9.1, there is a spectral sequence
as follows.
Lemma 5.6.1. There is a spectral sequence
Ei,j1 = H
i+j(gruζ(uJ ),C)(i) ⇒ Hi+j(uζ(uJ ),C)
of graded algebras and U0ζ -modules.
Since the filtration on uζ(uJ) is finite, this spectral sequence has only finitely many columns, and
hence eventually stops.
Globally, we have E•,•1
∼= H•(gruζ(uJ ),C). By [GK, Prop. 2.3.1], there exists a graded algebra
isomorphism
(5.6.1) H•(gruζ(uJ),C) ∼= S•(u∗J )[1] ⊗ Λ•ζ,J .
This is also an isomorphism of U0ζ -modules with u
0
ζ acting trivially on the symmetric algebra. More-
over, under the isomorphism (5.6.1),
(5.6.2) Hn(gruζ(uJ),C) ∼=
⊕
2a+b=n
Sa(u∗J )
[1] ⊗ Λbζ,J .
By the isomorphism (5.6.1), E•,•1 is finitely generated over a subalgebra which is isomorphic (as
algebras and U0ζ -modules) to S
•(u∗J)
[1]. For notational convenience, we abusively consider S•(u∗J )
[1]
as a subalgebra of E•,•1 . Under mild conditions on l, this subalgebra consists of universal cycles.
Proposition 5.6.2. Let l satisfy Assumption 1.2.2 and J ⊆ Π. In the spectral sequence of Lemma
5.6.1, dr(S
•(u∗J)
[1]) = 0 for r ≥ 1.
Proof. We first consider the case when r = 1. From (5.6.2), the submodule S1(u∗J )
[1] is identified
with a submodule of H2(gruζ(uJ ),C). As such, the image of S
1(u∗J )
[1] under d1 must lie in
H3(gruζ(uJ ),C) ∼= (S1(u∗J )[1] ⊗ Λ1ζ,J)⊕ Λ3ζ,J .
A U0ζ -homogeneous element xσ of S
1(u∗J)
[1] has weight lσ for some σ ∈ Φ+\Φ+J . Hence, by weight
considerations, if the image of xσ is not zero, it cannot lie in S
1(u∗J )
[1]⊗Λ1ζ,J . On the other hand, for
xσ to have nonzero image in Λ
3
ζ,k, we must have lσ = γ1 + γ2 + γ3 for three distinct (positive) roots
γi ∈ Φ+\Φ+J . Under the given conditions on l, this is not possible. To see this, we argue by the type
of Φ.
For any weight η which lies in the positive root lattice, we can write η =
∑
β∈Π nη,ββ for unique
nη,β ∈ Z≥0. Set γ := γ1+γ2+γ3 for γi as above. For type A2 there is only one element in Λ3ζ,k and it
is not of the form lσ. If the root system is not of of type A2 the index of the root lattice in the weight
lattice is not divisible by 3. Therefore, in order to have γ = lσ, l must divide nγ,β for each β ∈ Π.
In type An, for each γi and β ∈ Π, we have nγi,β ≤ 1. Hence, nγ,β ≤ 3, and the claim immediately
follows for l > 3. For l = 3, we could only have 3σ = γ if γ1 = γ2 = γ3 which contradicts our
assumption.
For types Bn, Cn, and Dn, nγ,β ≤ 6. Hence, the claim follows if l ≥ 7. Suppose l = 5 and
nγ,β = 5 for some β ∈ Π. Without a loss of generality we may assume that nγ1,β = 2, nγ2,β = 2,
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and nγ3,β = 1. Observe that there is necessarily some β
′ ∈ Π such that nγ1,β′ = 1, nγ2,β′ = 1, and
nγ3,β′ ∈ {0, 1}. Thus nγ,β′ ∈ {2, 3} and so cannot be divisible by 5. In types Bn and Cn when l = 3,
the condition can be satisfied (e.g., in type B2, α1 + (α1 + α2) + (α1 + 2α2) = 3(α1 + α2)).
On the other hand, in type Dn, the condition is still not possible when l = 3. To see this, suppose
on the contrary that 3σ = γ1 + γ2 + γ3 = γ. If nγi,β ≤ 1 for each γi and all β ∈ Π, then we are done
as in type An. Suppose now that nγ1,β = 2 for some β ∈ Π. If η is a positive root with nη,β = 2, then
(in the standard Bourbaki ordering)
η = αi + · · ·+ αj + 2αj+1 + · · ·+ 2αn−2 + αn−1 + αn
for some j ≥ i. Hence, we have nγ1,αn−2 = 2, nγ1,αn−1 = 1 and nγ1,αn = 1. In order to have
nγ,αn−1 = 3 = nγ,αn , we must also have nγ2,αn−1 = nγ2,αn = nγ3,αn−1 = nγ3,αn = 1. To have
nγ,αn−2 divisible by 3, there are two cases to consider: either nγ2,αn−2 = 1 and nγ3,αn−2 = 0 or
nγ2,αn−2 = 2 = nγ3,αn−2 . However, there are no such roots γ3 satisfying nγ3,αn−2 = 0, nγ3,αn−1 = 1,
and nγ3,αn = 1. So the first case is not possible.
Suppose the latter case holds. Then for each i, nγi,αn−3 ∈ {1, 2}. If these numbers are not all 2 or
all 1, then we are done. If each nγi,αn−3 = 2, inductively computing nγi,β for β = αm with m < n− 3
either we are done or we come to the case that nγi,β = 1 for each i. Continuing from that case, since
the γi are distinct, there is some β
′ = αm′ with m
′ < m such that nγ1,β′ = 1, nγ2,β′ ∈ {0, 1}, and
nγ3,β′ = 0. Hence, nγ,β′ is not divisible by 3, and we are done.
For the exceptional types, one can check “by hand”, using for example MAGMA, that the root
condition lσ = γ1 + γ2 + γ3 cannot hold for l > 3. Hence, under our assumptions on l, we must have
d1(S
1(u∗J)
[1]) = 0. Since the differentials in the spectral sequence are derivations with respect to the
cup product, it follows that d1(S
•(u∗J)
[1]) = 0.
Now we can recursively apply this argument to show that dr(S
•(u∗J )
[1]) = 0 for r ≥ 1. First
observe that dr(S
1(u∗J )
[1]) is always a subquotient of
H3(gruζ(uJ ),C) ∼= (S1(u∗J )[1] ⊗ Λ1ζ,J)⊕ Λ3ζ,J .
This means that the aforementioned weight arguments can be applied. Secondly, the result after
taking kernels modulo images of S•(uJ)
[1] in Er is always generated in degree one, so we can use the
fact that the differentials are derivations to conclude that dr(S
•(u∗J)
[1]) = 0. 
We now prove that the cohomology ring contains a subalgebra isomorphic to S•(u∗J)
[1] by using
our prior calculations in Section 4.
Proposition 5.6.3. Let l satisfy Assumption 1.2.2 and J ⊆ Π be as in Section 4.1. There exists a
subring isomorphic to S := S•(u∗J )
[1] contained in R := H•(uζ(uJ),C) such that R is finitely generated
over S.
Proof. According to Proposition 5.6.2, dr(S) = 0 in the spectral sequence of Lemma 5.6.1. After
taking kernels modulo images of S of the differentials dr one obtains a quotient S
′ of S. Note that S′
is a subring of R such that R is finitely generated over S′. SetM := (ind
Uζ(pJ )
Uζ(b)
w ·0)∗ as in Section 4.1.
Consider the two spectral sequences:
Ei,j1 = H
i+j(gruζ(uJ),C)(i) ⇒ Hi+j(uζ(uJ),C),
E˜i,j1 = Homuζ(lJ )(M,H
i+j(gr uζ(uJ ),C)(i))⇒ Homuζ(lJ )(M,Hi+j(uζ(uJ ),C)).
Observe that S = S•(u∗J )
[1] ⊆ Homuζ(uJ )(C,H•(gruζ(uJ ),C)). In the case when J ⊆ Π is as in
Section 4.1, the second spectral sequence collapses and we have
N := Homuζ(lJ )(M,H
•(gruζ(uJ),C)) ∼= Homuζ(lJ )(M,H•(uζ(uJ ),C)).
which is a finitely generated S-module.
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A description of N is given in Theorem 5.3.1, and the action of S on N is given by left multiplica-
tion on the components involving the symmetric powers of u∗J in N . Now R is finitely generated over
S′ and S′ is contained in Homuζ(lJ )(C, R) so S
′ will act on Homuζ(lJ )(M,R). Moreover N is a S
′-
summand of R because of the projectivity of M , thus N is a finitely generated S′-module. Therefore,
the (Krull) dimension of S′ is greater than or equal to the dimension of S. Since S is a polynomial
ring and S′ its quotient, we can conclude that none of the differentials in the spectral sequence could
have non-zero image in S, thus S ∼= S′. 
5.7. Proof of the main result, Theorem 1.2.3, II
We will now prove that the isomorphisms in Theorem 1.2.3 are algebra isomorphisms for those
cases listed in part (b)(i). Let J ⊆ Π and consider the spectral sequence
Ei,j2 = R
iindGPJH
j(uζ(pJ),C)⇒ Hi+j(uζ(g),C).
The (vertical) edge homomorphism is a map of algebras
φ : H•(uζ(g),C)→ E0,•2 ,
whereE0,•2 = ind
G
PJH
•(uζ(pJ),C). The map of algebras is induced by the restriction map H
•(uζ(g),C)→
H•(uζ(pJ ),C).
Next consider the Lyndon-Hochschild-Serre spectral sequence:
Ei,j2 = H
i(uζ(lJ ),H
j(uζ(uJ ),C))⇒ Hi+j(uζ(pJ),C).
We also have the vertical edge homomorphism δ : H•(uζ(pJ),C) → Homuζ(lJ )(C,H•(uζ(uJ),C)).
Applying the induction functor to this map and composing with φ yields an algebra homomorphism
Ψ′ : H•(uζ(g),C)→ indGPJHomuζ(lJ )(C,H•(uζ(uJ ),C)).
Set R = H•(uζ(uJ),C). From Proposition 5.6.3, there exists a subalgebra of universal cycles
isomorphic to S•/2(u∗J )
[1] in R such that R is finitely generated over the subalgebra. This subalgebra
can be identified as coming from E1-term in the spectral sequence in Lemma 5.6.1. There is an ideal
I ′ such that E•,•1 /I
′ ∼= S•/2(u∗J )[1]. Therefore, there exists an ideal I (equivariant under PJ) such that
R/I ∼= S•/2(u∗J )[1].
Consequently, there is an algebra homomorphism:
Ψ : H•(uζ(g),C)→ indGPJS•/2(u∗J ).
Next we observe that our constructions are compatible with the other spectral sequences used in
Sections 5.1 and 5.2. In the process of our work, we proved that there is a G-module isomorphism
σ : H•−l(w)(uζ(g),C)→ indGPJS(•−l(w))/2(u∗J ).
SetM = H•−l(w)(uζ(g),C). ViewingM as a module over H
•(uζ(g),C) and ind
G
PJS
(•−l(w))/2(u∗J) as
a indGPJS
•/2(u∗J)-module, this isomorphism is compatible with Ψ in the sense that σ(x.y) = Ψ(x)σ(y)
where x ∈ H•(uζ(g),C) and y ∈ M . Now suppose that Ψ(x) = 0 for some x ∈ H•(uζ(g),C). Then
σ(x.y) = 0 for all y ∈ M . Set y = id ∈ H0(uζ(g),C), so x = 0 because σ is an isomorphism. This
shows that Ψ is injective. By comparing dimensions, Ψ must be surjective, and hence an isomorphism
of algebras.
CHAPTER 6
Finite Generation
This section provides a proof of Theorem 1.2.4 in Section 1.2. As pointed out in Chapter 1, it
can also be found in [MPSW], in a more general context. Our result depends heavily on the explicit
calculations of the cohomology that we achieved in Chapter 5.
6.1. A finite generation result
Let G be the complex semisimple, simply connected algebraic group with root system Φ. Maintain
the notation of §2.3.
Let J ⊆ Π, and let D be a PJ -S•(u∗J)-module. This means that D is a rational PJ -module and a
module for S•(u∗J ) such that, if g ∈ PJ , a ∈ S•(u∗J ), and x ∈ D, then g · (ax) = (g · a)(g · x), where we
use the natural conjugation action of PJ on S
•(u∗J ).
Let A := indGPJ S
•(u∗J) = C[G×PJ uJ ] be the algebra of regular functions on the cotangent bundle
G×PJ uJ as discussed in §3.6. Let O denote the corresponding nilpotent orbit such that G · uJ = O
(which was denoted CJ in §3.1.1). If the moment map µ : G ×PJ uJ → G · uJ is a resolution of
singularities, then Lemma 3.6.1 gives that
C[G×PJ uJ ] ∼= C[O].
Of course, C[O] ⊆ C[O] and, by [Jan3, Prop. 8.3], the algebra C[O] is the integral closure of C[O] in
its field of fractions. Since C[O] = C[G · uJ ] is a finitely generated C-algebra, C[O] ∼= C[G×PJ uJ ] is
also a finitely generated C-algebra by [ZS, Chapter V, Thm. 9] (which, in fact, plays an essential role
in the proof of [Jan2, Prop. 8.3]).
We now state a basic result on how finite generation is related to the induction functor which will
play an important role in the discussion that follows.
Proposition 6.1.1. Let J ⊆ Π and D be a PJ -S•(u∗J )-module which is a finitely generated S•(u∗J )-
module. If A := indGPJ S
•(u∗J ) is a finitely generated C-algebra, then R
n indGPJ D is a finitely generated
A-module for n ≥ 0.
Proof. By assumption, A := indGPJ S
•(u∗J) is a Noetherian C-algebra. Let GA and (PJ )A denote
the group schemes obtained by extending scalars from C to A. Furthermore, let DA := D ⊗C A
denote the corresponding PJ -module extended to a (PJ )A-module. Since G/PJ is projective over C,
GA/(PJ )A ∼= (G/PJ )A is projective over A. Therefore, by [Jan1, Prop. I.5.12(c)], Rn indGA(PJ )A DA is
finitely generated over A. To complete the proof, we show that Rn indGPJ D
∼= Rn indGA(PJ )A DA, and
we do so with the aid of sheaf cohomology.
Let X = G ×PJ uJ and Y = G/PJ . Let YA := Y ×C SpecA. Because A = Γ(X,OX) (the space
of global sections of the sheaf OX), there is a natural morphism σ2 : X → SpecA ∼= G · uJ . There is
also the projection morphism σ1 : X → Y which can be viewed as the cotangent bundle of X . Let
f = σ1 × σ2 : X → YA be the pull-back morphism.
The finitely generated S•(u∗J)-module D defines a coherent OX -module F = FD on X . To see
this, just observe that if V is an open subvariety of G of the form U × PJ (which exists by the
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Bruhat decomposition), then X contains an open affine subvariety V ′ := V ×PJ uJ ∼= U × uJ . Then
Γ(V ′, F ) ∼= C[U ]⊗D, which is certainly a finitely generated Γ(V ′,OX) = C[U ]⊗ S•(u∗J )-module.
The morphism f is an affine morphism, and it is easily verified that the direct image sheaf f∗F is
a coherent OYA-module.
Thus, Hn(X,F ) ∼= Hn(YA, f∗F ) ∼= Hn(Y, σ1∗F ) (see [Har, Ex. 4.1, p. 222]). We also use here
the fact that the projection YA → Y is affine. By construction, Hn(Y, σ1∗F ) ∼= Rn indGPJ D and
Hn(YA, f∗F ) ∼= Rn indGA(PJ )A DA (cf. [Jan1, Prop. I.5.12(a)]). Hence Rn ind
G
PJ D
∼= Rn indGA(PJ )A DA as
needed.

6.2. Proof of part (a) of Theorem 1.2.4
Throughout the remainder of Section 6, we will be working under Assumption 1.2.2. Thus,
Assumption 1.2.1 is in force, and, if Φ has type Bn or Cn, then l > 3. First, we deal with the cases in
which l ∤ n+ 1 when Φ is of type An, l 6= 9 when Φ is of type E6, and l 6= 7, 9 when Φ is of type E8.
In these cases, Theorem 1.2.3 states that the cohomology ring H•(uζ(g),C) is the coordinate algebra
of the affine variety N (Φ0). It is therefore a finitely generated C-algebra.
Next, if l = 7, 9 when Φ is of type E8, then Theorem 1.2.3 states that
H•(uζ(g),C) ∼= indGPJ S•(u∗J ) ∼= C[G×PJ uJ ].
In addition, Theorem 3.6.2 says that µ : G ×PJ uJ → G · uJ is a desingularization of G · uJ . The
discussion above Proposition 6.1.1 in the previous subsection thus implies that H•(uζ(g),C) is a finitely
generated C-algebra.
In order to handle the other cases (i.e., l | n+1 when Φ is of type An, or l = 9 when Φ is of type E6),
we need to invoke a more general argument. Set A = indGPJS
•(u∗J ). In each case, Theorem 1.2.3 implies
that H•(uζ(g),C) has the form ind
G
PJ D, where D is a PJ -S
•(u∗J)-module which is a finitely generated
S•(u∗J)-module. Consequently, by Proposition 6.1.1, ind
G
PJ D is a finitely generated A-module. The
action of A on H•(uζ(g),C) is by way of the spectral sequence:
Ei,j2 = R
iindGPJH
j(uζ(pJ),C)⇒ Hi+j(uζ(g),C)
where A is identified as a subring of universal cycles in the bottom of the filtration for the cohomology
(cf. Section 5.7). Hence, H•(uζ(g),C) is finitely generated over A, and thus a finitely generated
C-algebra by the Hilbert Basis Theorem.
6.3. Proof of part (b) of Theorem 1.2.4
We now prove part (b) of Theorem 1.2.4. Let M be a finite dimensional uζ(g)-module. Without
a loss of generality, we may assume that M is an irreducible uζ(g)-module because of the following
proposition which is easily proved by using induction on the composition length of the module and
the long exact sequence in cohomology.
Proposition 6.3.1. Let R := H•(uζ(g),C) and M be a finite dimensional uζ(g)-module. Suppose
that H•(uζ(g), S) is finitely generated over R for all irreducible uζ(g)-modules S. Then H
•(uζ(g),M)
is finitely generated over R.
Let S be an irreducible uζ(g)-module. Since S lifts to a Uζ(g)-module, there exists a spectral
sequence of R = indGPJS
•(u∗J)-modules (obtained in a manner analogous to that of Theorem 5.1.1):
Ei,j2 = R
iindGPJ H
j(uζ(pJ), ind
Uζ(pJ )
Uζ(b)
w · 0⊗ S)⇒ Hi+j−ℓ(w)(uζ(g), S).
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Using this spectral sequence, it suffices to show that D := H•(uζ(pJ), ind
Uζ(pJ )
Uζ(b)
w · 0 ⊗ S) is finitely
generated over S•(u∗J )
[1] because then Ei,•2 is finitely generated over R for each i by Proposition 6.1.1.
Moreover, this spectral sequence stops (i.e., Er = E∞ for r sufficiently large) because the higher right
derived functors RiindGPJ− vanish when i > dimG/PJ . Thus E∞ is finitely generated over R, and
H•(uζ(g), S) is finitely generated over R.
To show that D is finitely generated over S•(u∗J)
[1], observe that one can use the LHS spectral
sequence (Lemma 2.8.1) to show that
D ∼= Homuζ(lJ )((indUζ(pJ )Uζ(b) w · 0)∗,H
•(uζ(uJ ), S)).
By the same principles as used in the proposition above, it suffices to show finite generation when
S is an irreducible uζ(pJ)-module. Note that irreducible uζ(pJ)-modules are obtained by inflating
irreducible uζ(lJ)-modules, so uζ(uJ) acts trivially on S. Now we have
D ∼= Homuζ(lJ )((indUζ(pJ )Uζ(b) w · 0)∗ ⊗ S∗,H
•(uζ(uJ),C)).
But, (ind
Uζ(pJ )
Uζ(b)
w · 0)∗ ⊗ S∗ is a projective uζ(lJ )-module. Thus we need to show that DP :=
Homuζ(lJ )(P,H
•(uζ(uJ),C)) is finitely generated over S
•(u∗J )
[1] where P is an arbitrary projective
indecomposable uζ(lJ )-module. Observe that H
•(uζ(uJ ),C) ∼= ⊕PDP where the sum is taken over all
projective indecomposable uζ(lJ )-modules. The claim now follows from Proposition 5.6.3 which says
that H•(uζ(uJ ),C) is a finitely generated S
•(u∗J )
[1]-module.

CHAPTER 7
Comparison with Positive Characteristic
In this chapter, we consider the extent to which the methods used in computing H•(uζ ,C) can
be adapted to the calculation of the cohomology algebra of the restricted enveloping algebra of a
reductive algebraic group over a field of positive characteristic.
7.1. The setting
Let F be an algebraically closed field of positive characteristic p. In this chapter (and contrary to
previous notation) G denotes a connected, simple, simply connected algebraic group defined over the
prime field Fp.
1 Fix a maximal torus T , and let Φ be the root system of T acting on the Lie algebra
gF of G. As usual, fix a set Π of simple roots. The standard notational conventions for the complex
Lie algebra in earlier chapters apply equally in the present case. However, the Lie algebra gF has
an extra structure provided by a “restriction map” x 7→ x[p]; we let u = u(gF ) be the corresponding
restricted enveloping algebra. Thus, u is a finite dimensional (cocommutative) Hopf algebra.
Let Fr : G→ G be the Frobenius morphism and let G1 be its scheme-theoretic kernel. It is well-
known that the category of rational G1-modules is equivalent to the category of restricted gF -modules
(i.e., to the category of u-modules). For this and historical reasons, we will state the results below in
terms of the infinitesimal group scheme G1, though the reader can replace each G1 by u if desired.
For a rational G-moduleM , letM (1) denote the rational G-module obtained by making g ∈ G act
on M through Fr(g). In particular, G1 (or gF ) acts trivially on M
(1). Conversely, if N is a rational
G-module on which G1 (or gF ) acts trivially, there exists a rational G-module M , uniquely defined
up to isomorphism, such that M (1) ∼= N . In this case, we can simply write M = N (−1).
As usual, let N = N (gF ) ⊂ gF be the nullcone of gF , the closed subvariety consisting of nilpotent
elements (equivalently the closure of the Richardson class of regular nilpotent elements). The restricted
nullcone N1 = N1(gF ) is the closed subvariety of N consisting of those x ∈ N satisfying x[p] = 0. It is
an irreducible variety which can be explicitly described as the closure of a specific Richardson orbit;
see [CLNP] and [UGA2]. In particular, N1 = N if and only if p ≥ h, where h is the Coxeter number
of G (i. e., the maximum of the Coxeter numbers of the various simple components of the derived
subgroup G′ of G).
When p > h, it is known that H•(G1, F ) = H
2•(G1, F ) is isomorphic as a rational G-algebra to
F [N ](1). This result was first proved by Friedlander-Parshall [FP2] for p ≥ 3(h − 1), and then the
bound was improved to p > h by Andersen and Jantzen [AJ] by different methods. Also, [AJ] provided
some ad hoc calculations of G1-cohomology in the cases when p ≤ h. We will demonstrate how these
calculations fit into our general framework. As noted in the introduction (with references), it has been
shown that Spec H2•(G1, F ) is homeomorphic (as a topological space) to N1.
1The results in this chapter can be extended to general reductive groups. We leave this issue to the interested
reader.
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7.2. Assumptions
For J ⊂ Π, we formulate two assumptions. The first assumption involves Grauert-Riemenschneider
vanishing which is known to hold in the cases when ΦJ = ∅ or ΦJ is of type A1 (in positive charac-
teristic). In positive characteristic it has also been verified in a few other special cases which will be
discussed in Section 7.4 below.
(A1) RiindGPJS
•(uJ
∗) = 0 for i > 0.
This condition can be reformulated in the following fashion:
(A1)′ RiindGPJS
•(uJ
∗) ⊗ λ = 0 for i > 0 and λ ∈ X(PJ)+. (Here PJ is the parabolic subgroup of G
with Lie algebra pJ and X(PJ)+ = X(PJ) ∩X+, the set of dominant weights on T which extend to
define characters on PJ .)
The second assumption on J is a condition on the normality of the closure of the Richardson orbit
defined by J :
(A2) The Richardson orbit closure G · uJ is normal.
In the calculation of H•(uζ ,C), assumption (A1) held generally and assumption (A2) held for
the relevant subsets J ⊂ Π. However, in the positive characteristic case of this chapter, much less is
known about the validity of (A1) and (A2). The situation for (A2) is as follows:
(1) In type A, all orbits are Richardson orbits, and all orbit closures are normal (Donkin [D]).
(2) Assume that J = {α}, α ∈ Π, consists of a single root. Then G · uJ is the closure of the
so-called subregular class Osubreg in N . (It is independent of the choice of simple root α [Hum1, Thm.
5.7].) Then G · uJ = Osubreg is normal (Kumar, Lauritzen, and Thomsen [KLT]).
(3) Generalizing (2) in some sense, assume that J ⊆ Π consists of pairwise orthogonal short simple
roots, the corresponding Richardson orbit closure G · uJ is normal (Thomsen [Th, Prop. 7]).
(4) Finally, Christophersen [C] has recently determined the nilpotent orbits for type E6 with p ≥ 5
which have normal orbit closure. See below for more specific information.
7.3. Consequences
Using assumptions (A1) and (A2), we can determine when the cohomology algebra H•(G1, F )
identifies with the coordinate algebra F [N1] of the restricted nullcone. In the present case, the proof
is simpler than that used in the calculation of H•(uζ ,C) due, in part, to the fact that the exterior
algebra Λ•(u∗J ) has a natural structure as a PJ -module, whereas the quantized exterior algebra Λ
•
ζ,J
does not (apparently) admit a natural structure as a Uζ(pJ)-module.
Theorem 7.3.1. Let G be a connected, simple, simply connected algebraic group over an algebraically
closed field F of positive characteristic p as above. Assume that p ≥ 3, and that p is a very good prime
for G. Let w ∈W such that w(Φ+0 ) = Φ+J . Then the following statements hold.
(a) If J ⊆ Π satisfies (A1), then
(i) H2•(G1, F )
(−1) ∼= indGPJ S•(u∗J);
(ii) H2•+1(G1, F ) = 0.
(b) If J ⊆ Π satisfies (A1) and (A2), then
(i) H2•(G1, F )
(−1) ∼= F [N (Φ0)];
(ii) H2•+1(G1, F ) = 0.
Furthermore, these identifications are isomorphisms of rational G-algebras.
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Proof. Let w ∈ W satisfy w(Φ+0 ) = Φ+w·0 = Φ+J , where J ⊆ Π. An argument similar to that
given in Chapter 5 can be applied with the functors
HomG1(F, ind
G
PJ (−)) and indG/G1PJ/(PJ )1(Hom(PJ )1(F,−))
(from PJ -mod to G/G1-mod) to construct a first quadrant spectral sequence
(7.3.1) Ei,j2 = [R
i indGPJ (H
j((PJ )1, ind
PJ
B w · 0)(−1))](1) ⇒ Hi+j−ℓ(w)(G1, F ).
Next, applying the Lyndon-Hochshild-Serre spectral sequence and the fact that indPJB w · 0 is an
injective (LJ)1-module, we conclude that
(7.3.2) Hom(LJ )1(F, ind
PJ
B w · 0⊗Hj((UJ)1, F )) = Hj((PJ )1, indPJB w · 0).
In order to compute H•((UJ )1, F ), there is a first quadrant spectral sequence of PJ -modules [FP1,
Prop. 1.1] (cf. also [Jan1, I 9.20], which can be re-indexed):
(7.3.3) E2i,j2 = S
i(u∗J)
(1) ⊗Hj(uJ , F )⇒ H2i+j((UJ )1, F ).
Here Hj(uJ , F ) is the ordinary cohomology of the Lie algebra uJ or equivalently the cohomology
Hj(U(uJ ), F ) of the universal enveloping algebra of uJ . Since ind
PJ
B w ·0 is an injective (LJ )1-module,
we can compose the spectral sequence in (7.3.3) with Hom(LJ )1(F, ind
PJ
B w · 0⊗−) and use (7.3.2) to
construct a spectral sequence:
(7.3.4) E2i,j2 = S
i(u∗J)
(1) ⊗Hom(LJ )1(F, indPJB w · 0⊗Hj(uJ , F ))⇒ H2i+j((PJ )1, indPJB w · 0).
Now using the same analysis as in Chapter 4 with the Steinberg module, we can conclude that
(analogous to Theorem 4.3.1)
Hom(LJ )1(F, ind
PJ
B w · 0⊗Hj(uJ , F )) ∼=
{
F if j = ℓ(w)
0 otherwise.
Therefore, the spectral sequence (7.3.4) collapses to a single horizontal row and yields:
Hi((PJ )1, ind
P
B w · 0) ∼= S
i−ℓ(w)
2 (u∗J )
(1).
By using this isomorphism and assumption (A1), the spectral sequence (7.3.1) collapses to a single
horizontal row, and we obtain part (a) of the theorem. For part (b), we simply use (A2) and Theorem
3.6.2. 
Consider the case not covered in the preceding theorem which happens only when Φ is of type
An. This result encompasses the computation [AJ, §6.A] when p = n+ 1 (corresponding to m = 0).
Theorem 7.3.2. Let G = SLn+1(F ), where F is an algebraically closed field of positive characteristic
p. Assume that p ≥ 3 and p | n + 1 with n + 1 = p(m + 1). Let w ∈ W be defined as in (4.8.1) by
taking l = p. Then w(Φ+0 ) = Φ
+
J . If J ⊆ Π satisfies (A1)′, then
(a) H2•(G1, F )
(−1) ∼=⊕p−1t=0 indGPJ S 2•−(m+1)t(p−t)2 (u∗J)⊗̟t(m+1);
(b) H2•+1(G1, F ) = 0.
Furthermore, these are all isomorphisms of rational G-algebras.
Proof. The proof proceeds as for Theorem 7.3.1. More precisely, the discussion through (7.3.4)
holds here as well. In this case, however, we apply a result analogous to part (b) of Theorem 4.3.1
64 7. COMPARISON WITH POSITIVE CHARACTERISTIC
and conclude that
Hom(LJ )1(F, ind
PJ
B w · 0⊗ Hj(uJ , F )) ∼=

F if j = ℓ(w)
p̟t(m+1) ⊕ p̟(p−t)(m+1) if j = ℓ(w) + (m+ 1)t(p− t)
for 1 ≤ t ≤ (p− 1)/2
0 otherwise.
Consider now the spectral sequence (7.3.4). This consists of (p + 1)/2 non-zero rows in degrees
ℓ(w) + (m + 1)t(p − t) for 0 ≤ t ≤ (p − 1)/2. Since t(p − t) is even, these non-zero rows all appear
in degrees having the same parity. Since the non-zero terms appear only in even degree columns, and
the differential dr has bidegree (r, 1− r), all differentials are zero. Hence we conclude that
Hi((PJ )1, ind
P
B w · 0) ∼=
p⊕
t=0
S
i−ℓ(w)−(m+1)t(p−t)
2 (u∗J)
(1) ⊗ p̟t(m+1).
By using this isomorphism and assumption (A1)′, the spectral sequence (7.3.1) collapses, and the
theorem follows. 
7.4. Special cases
When J consists of a single simple root the assumptions (A1) and (A2) were verified in [Th, Prop.
7, proof of Thm. 2, Lemma 14], and (A2) has also been verified in [KLT, Thm. 6]. In this case N (Φ0)
is the closure of the subregular orbit Osubreg which occurs precisely when p = h − 1. Consequently,
we have the following corollary.
Corollary 7.4.1. Let G be a simple algebraic group over an algebraically closed field F of positive
characteristic p as above. Assume that p = h− 1. Then the following statements hold.
(a) H2•(G1, F )
(−1) ∼= F [Osubreg];
(b) H2•+1(G1, F ) = 0.
These identifications are isomorphisms of rational G-algebras.
Using [Th], it is possible to compute the cohomology algebra H•(G1, F ) for more general examples
when J consists of pairwise orthogonal simple short roots. For such J , conditions (A1) and (A2) hold.
Combining this with the previous corollary gives the following.
Corollary 7.4.2. Let G be a simple algebraic group over an algebraically closed field F of positive
characteristic p as above. Assume the following constraints on p:
(i) p > h/2 if Φ is of type An, Cn, or Dn,
(ii) p ≥ h/2 if Φ is of type Bn,
(iii) p ≥ 7 if Φ is of type F4 or E6,
(iv) p ≥ 11 if Φ is of type E7,
(v) p ≥ 17 if Φ is of type E8.
Then the following statements hold.
(a) H2•(G1, F )
(−1) ∼= F [N (Φ0)];
(b) H2•+1(G1, F ) = 0.
These identifications are isomorphisms of rational G-algebras.
Recent results of Christophersen [C, Thm. 1, Example 3.15] verify (A1) and (A2) for the group
E6 when p ≥ 5 for those subsets J ⊆ Π listed in Appendix A.1, which gives the following result.
Corollary 7.4.3. Let G be a simple algebraic group over an algebraically closed field F having positive
characteristic p ≥ 5 as above. Assume that G has root system of type E6. Then the following
statements hold.
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(a) H2•(G1, F )
(−1) ∼= F [N (Φ0)];
(b) H2•+1(G1, F ) = 0.
Here the subset Φ0 = Φ0,p is explicitly described in Appendix A.1. These identifications are isomor-
phisms of rational G-algebras.
With the assistance of undergraduate students at the University of Wisconsin-Stout, particularly
J. Mankovecky, the original computer program written by Christophersen [C, Appendix A] for root
systems of type E6 has been extended to arbitrary types; see [BMMR]. With the aid of this program
and the algorithm in [C, Example 3.15], condition (A1) can be verified in Type E7 when p ≥ 7 for
those subsets J ⊆ Π listed in Appendix A.1.

CHAPTER 8
Support Varieties over uζ for the Modules ∇ζ(λ) and ∆ζ(λ)
In this chapter we return to the small quantum group uζ in characteristic 0. We apply our results
on the cohomology of the small quantum group to obtain information on the support varieties of the
modules ∇ζ(λ) and ∆ζ(λ). We will first compute the support varieties of the (quantum) induced
modules ∇ζ(λ). Later, using this calculation, we will show that Vg(∆ζ(λ)) = Vg(∇ζ(λ)) for all
λ ∈ X+.
8.1. Quantum support varieties
We will assume that l satisfies Assumption 1.2.2. In what follows, we let
R := H2•(uζ(g),C)red = H
2•(uζ(g),C)/rad(H
2•(uζ(g),C)),
the quotient of the (even) cohomology algebra by its (Jacobson) radical. We have proven that R
is a commutative finitely generated C-algebra. Moreover, if M and N are finite dimensional uζ(g)-
modules, then Ext•uζ(g)(M,N) is a finitely-generated R-module. Let JM,N be the annihilator of the
action of R on Ext•uζ(g)(M,N), and set Vg(M,N) equal to the maximum ideal spectrum of R/JM,N .
The variety Vg(M,N) is called a relative support variety of M . This variety is a closed, conical
subvariety of the variety Vg := Vg(C,C). The support variety of M is Vg(M) := Vg(M,M). We note
that if M is a Uζ(g)-module then Vg(M) is stable under the adjoint action of G.
In the generic case (cf. Theorem 1.2.3(b)(i)) our computation of the cohomology algebra shows
that Vg identifies with N (Φ0) where N (Φ0) is the subvariety of N defined in (1.2.2). We will prove
that this also holds in the non-generic case, but we will need to use more sophisticated techniques to
verify this.
8.2. Lower bounds on the dimensions of support varieties
Let λ ∈ X and let Φλ = {α ∈ Φ : 〈λ + ρ, α∨〉 ∈ lZ}. Using the notation of Section 2.10,
let ∇ζ(λ) = H0ζ(λ) denote the Uζ(g)-module induced from the one dimensional Uζ(b)-module Cλ
determined by the character λ. In what follows, we will consider ∇ζ(λ) to be a uζ(g)-module by
restriction.
The first observation to make is that one can find a lower bound on dimVg(∇ζ(λ)) which is not
dependent on whether l is good or bad.
Proposition 8.2.1. Let λ ∈ X+. Then
dimVg(∇ζ(λ)) ≥ |Φ| − |Φλ|.
Proof. One can use the proof given in [UGA3, §2, Corollary 2.5] by replacing G1 with uζ(g)
(resp. B1 by uζ(b)). However, we should remark that Vb(∇ζ(λ)) ⊆ Vg(∇ζ(λ)) ∩ u. Since Vg(∇ζ(λ))
is a G-variety (i.e., a union of G-orbit closures), one can use a result of Spaltenstein (cf. [Hum1,
Proposition 6.7]) to conclude that dimVb(∇ζ(λ)) ≤ 12 dimVg(∇ζ(λ)). For the quantum case, one
should now replace the last line in [UGA3, Corollary 2.5] by
dimVg(∇ζ(λ)) ≥ 2 dimVb(∇ζ(λ)) ≥ 2(|Φ+| − |Φ+λ |) = |Φ| − |Φλ|.
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
8.3. Support varieties of ∇ζ(λ): general results
We can now present a result which allows one to compute the supports of induced/Weyl modules
∇ζ(λ),∆ζ (λ) provided that it is possible to W -conjugate the stabilizer set Φλ into a subroot system
ΦJ which is generated by a set J of simple roots. The methods used will be those provided in
[NPV, Sections 5 and 6]. We outline some of the details of these arguments. For λ ∈ X , let Zζ(λ) =
ind
uζ(g)
uζ(b)
λ. These are finite dimensional modules having dimension l|Φ
+| and are quantum analogs of the
“baby Verma modules”. Moreover, for λ ∈ X+, let Lζ(λ) = socUζ(g)∇ζ(λ) be the finite-dimensional
irreducible Uζ(g)-module of highest weight λ.
Proposition 8.3.2. Let λ ∈ X+, w ∈ W . Then
(i) Vg(Lζ(λ)) ⊆ G · Vg(Zζ(w · λ));
(ii) Vg(∇ζ(λ)) ⊆ G · Vg(Zζ(w · λ)).
Proof. For (i), we apply the arguments given in [NPV, Section 5]. Using the proofs one can
show that
Vg(H l(w)ζ (w · λ)) ⊆ G · Vg(Zζ(w · λ))
for all w ∈ W . Note that these proofs make use of the relative support varieties Vg(M,N). With
the aforementioned inclusion of support varieties, (ii) follows by using induction on the ordering of
dominant weight (cf. [NPV, (5.6.1) Theorem]). 
Proposition 8.3.3. Let µ ∈ X such that 〈µ+ ρ, α∨〉 ∈ lZ for all α ∈ J . Then
Vg(Zζ(µ)) ⊆ VuJ .
Proof. Let pJ be the parabolic subalgebra associated to J where pJ ∼= lJ ⊕ uJ . Here lJ is the
Levi subalgebra and uJ is the unipotent radical of pJ . Set Z
J
ζ (µ) = ind
uζ(lJ )
uζ(bJ )
µ where bJ is a Borel
subalgebra of lJ . We can make Z
J
ζ (µ) into a uζ(pJ )-module by letting uζ(uJ ) act trivially. Then
Zζ(µ) ∼= induζ(g)uζ(pJ )ZJζ (µ).
By the standard Frobenius reciprocity argument (cf. [NPV, Prop. (2.3.1)]), Vg(Zζ(µ)) ⊆ VpJ (ZJζ (µ)).
For any uζ(g)-module M , we have the following commutative diagram
(8.3.1)
H2•(uζ(pJ),C)
res−−−−→ H2•(uζ(uJ),C)
γ
y yδ
Ext•uζ(pJ )(M,M) −−−−→β Ext
•
uζ(uJ )(M,M)
Here γ = − ⊗M , δ = −⊗M , and the bottom horizonal restriction map is labeled β. Now set M :=
ZJζ (µ). The action of uζ(uJ) on Z
J
ζ (µ) is trivial, thus Ext
•
uζ(uJ )
(M,M) ∼= Ext•uζ(uJ )(C,C)⊗M∗⊗M .
This shows that δ is an injection.
Under the hypothesis of the proposition (i.e., 〈µ+ρ, α∨〉 ∈ lZ for all α ∈ J), we can conclude that
ZJζ (µ) is projective as a uζ(lJ )-module. By applying the Lyndon-Hochschild-Serre spectral sequence
for uζ(uJ) normal in uζ(pJ ), we have
Ext•uζ(pJ )(M,M)
∼= Ext•uζ(uJ )(M,M)uζ(lJ ).
This also shows that β is injective. Therefore, ker(res) = ker(γ). By definition VpJ (ZJζ (µ)) is the
variety associated to the ideal ker(γ), and the image of the map VuJ → VpJ is given by the ideal
ker(res). It follows that VpJ (ZJζ (µ)) = VuJ . 
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The following two results (generalizing [NPV, (6.2.1) Thm.]) provide a description of the support
varieties of the modules ∇ζ(λ) for λ ∈ X+ in terms of closures of Richardson orbits. This is Theorem
1.2.5. Observe that there are restrictions on l even in the case when l > h.
Theorem 8.3.4. Let λ ∈ X+. Suppose there exists w ∈W such that w(Φλ) = ΦJ , then
Vg(∇ζ(λ)) = G · uJ .
Proof. Let w ∈W such that Φw·λ = w(Φλ) = ΦJ , and uJ ⊆ N (Φ0). Moreover,
H2•(uζ(uJ ),C)red ∼= S•(u∗J )[1]
by using the proofs in Section 5.6 and 5.7. Therefore, VuJ ∼= uJ .
According to Proposition 8.3.2(ii) and Proposition 8.3.3:
(8.3.2) Vg(∇ζ(λ)) ⊆ G · Vg(Zζ(w · λ)) ⊆ G · uJ .
Now G · uJ is an irreducible variety of dimension equal to |Φ| − |ΦJ | = |Φ| − |Φλ|. The statement of
the theorem now follows by Proposition 8.2.1. 
Corollary 8.3.5. Let g be a complex simple Lie algebra and l be an odd positive integer which is
good for Φ. If λ ∈ X+, then there exists w ∈ W such that w(Φλ) = ΦJ for some J ⊆ Π, and
Vg(∇ζ(λ)) = G · uJ .
Proof. This follows immediately from Lemma 3.1.1 and Theorem 8.3.4. 
8.4. Support varieties of ∆ζ(λ) when l is good
We will now show that Vg(∆ζ(λ)) = Vg(∇ζ(λ)) for all λ ∈ X+. Recall that Lζ(λ) is the irreducible
module which appears as the socle of ∇ζ(λ).
Theorem 8.4.6. Let g be a complex simple Lie algebra and l be an odd positive integer which is good
for Φ. Let λ ∈ X+, and choose J ⊆ Π such that w(Φλ) = ΦJ for some w ∈W . Then
(a) Vg(Lζ(λ)) ⊆ G · uJ ;
(b) Vg(∆ζ(λ)) = G · uJ .
Proof. We can prove part (a) by using induction on the ordering of weights. If µ is linked under
the dot action of the affine Weyl group to λ and is minimal among all dominant weights ≤ λ, then
Lζ(µ) = ∇ζ(µ). Moreover, Φµ is W -conjugate to Φλ. According to Corollary 8.3.5 and the fact that
Lζ(µ) = ∇ζ(µ) we have
Vg(Lζ(µ)) = Vg(∇ζ(µ)) ⊆ G · uJ .
Now assume that for all µ linked to λ with µ dominant and µ < λ we have Vg(Lζ(µ)) ⊆ G · uJ . There
exists a short exact sequence:
0→ Lζ(λ)→ ∇ζ(λ)→ N → 0
where N has composition factors < λ and linked to λ. Therefore, Vg(N) ⊆ G · uJ (by the induction
hypothesis). If 0 → M1 → M2 → M3 → 0 is a short exact sequence of finite-dimensional uζ(g)-
modules, it is an elementary fact that Vg(Mσ(1)) ⊆ Vg(Mσ(2)) ∪ Vg(Mσ(3)) for any σ ∈ S3 [PW,
Lemma 5.2]. Therefore,
Vg(Lζ(λ)) ⊆ Vg(∇ζ(λ)) ∪ Vg(N) ⊆ G · uJ ∪G · uJ ⊆ G · uJ .
For part (b) first observe that all composition factors of ∆ζ(λ) have highest weights which are
strongly linked to λ under the affine Weyl group. By part (a) these composition factors have their
support varieties contained in G · uJ , thus Vg(∆ζ(λ)) ⊆ G · uJ . Since the characters of ∇ζ(λ) and
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∆ζ(λ) are equal, it follows that their graded dimensions are equal and one can apply the argument in
Proposition 8.2.1 to show that
dimVg(∆ζ(λ)) ≥ |Φ| − |Φλ|.
Now by the same reasoning provided in Theorem 8.3.4, we have Vg(∆ζ(λ)) = G · uJ .

8.5. A question of naturality of support varieties
One fact that has not been established in the quantum setting is the “naturality” of support
varieties. In particular for M a uζ(g)-module we would like to have the following statement:
(8.5.3) Vb(M) = Vg(M) ∩ Vb.
In fact, one inclusion is true:
(8.5.4) Vb(M) ⊆ Vg(M) ∩ Vb.
The equality of support varieties (8.5.3) has been established in the restricted Lie algebra setting be-
cause of the description of support varieities via rank varieties. We anticipate that this will eventually
be established for quantum groups.
Throughout the remainder of the paper, we will make the following assumption on naturality of
support varieties for Vg(∇(λ)).
Assumption 8.5.7. Given λ ∈ X+, Vb(∇(λ)) = Vg(∇(λ)) ∩ Vb.
Clearly, the validity of (8.5.3) implies the validity of Assumption 8.5.7. One key result which
is needed for analyzing the bad l situation is a quantum analogue of an important result of Jantzen
[Jan4, Prop. (2.4)]; see also [NPV, Cor. (4.5.1)]. In its statement, given J ⊆ Π, we set xJ :=
∑
α∈J xα,
where 0 6= xα ∈ gα. We can take x∅ = 0, by definition.
Proposition 8.5.8. Assume that Assumption 8.5.7 is valid. Let J ⊆ Π and λ ∈ X+. If w(Φλ)∩ΦJ 6=
∅ for all w ∈ W , then xJ /∈ Vg(∇ζ(λ)).
In order to prove this proposition, one can apply the machinery set up in [NPV, Section 4] involving
relative support varieties and “baby” Verma module. However, in the proof of [NPV, Cor. (4.5.1)],
the statement of Assumption 8.5.7 is a key ingredient in the proof.
8.6. The Constrictor Method I
In order to compute support varieties Vg(∇ζ(λ)) when l is a bad and there does not exist w ∈W
such that w(Φλ) = ΦJ for some J ⊆ Π, we need to utilize the “constrictor method” as presented in
[UGA3] to obtain upper bounds on the support varieties. Let O be an orbit in N (Φ0). The constrictors
of O are the orbits contained in N (Φ0)−O which are minimal with respect to the closure ordering of
orbits in N . The following theorem holds in the quantum case as long as Assumption 8.5.7 is valid.
Theorem 8.6.9. Let λ ∈ X+. Assume that Assumption 8.5.7 holds. Let O be an orbit in N (Φ0) and
{O1,O2, . . . ,Os} be the set of constrictors of O. Assume that the following conditions are satisfied:
(i) |Φ| − |Φλ| ≥ dimO;
(ii) for i = 1, 2, . . . , s, Oi = G · xJi for some Ji ⊆ Π;
(iii) for i = 1, 2, . . . , s, w(Φλ) ∩ ΦJi 6= ∅ for all w ∈ W .
Then Vg(∇ζ(λ)) = O.
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8.7. The Constrictor Method II
In our computations, a more powerful method is necessary to force the containment of Vg(∇ζ(λ))
inside the closure of an orbit. In the Lie algebra case it was enough to use Theorem 8.6.9 because the
constrictors had orbit representatives given by sums of simple root vectors. As we will see later this
is not true in the quantum case.
Proposition 8.7.10. Assume that O is a G-orbit in N . Let λ ∈ X and assume that
(i) there exists w ∈ W with w(Φλ) = ΦJ with J ⊆ Π,
(ii) |Φλ| > codimN O.
Then O ∩ Vg(Zζ(λ)) = ∅.
Proof. Suppose that O ∩ Vg(Zζ(λ)) 6= ∅. Now
G · Vg(Zζ(λ)) ⊆
⋃
Vg(∇ζ(w′ · λ))
where the union is taken over w′ ∈ Wl with w′ · λ ∈ X+ (cf. [NPV, Thm. (4.6.1)]). Therefore,
O ⊆ Vg(∇ζ(y · λ)) for some y ∈ Wl because Vg(∇ζ(y · λ)) is G-stable.
By assumption there exists w ∈ W with w(Φλ) = ΦJ with J ⊆ Π. Moreover,
Vg(Zζ(w · λ)) ⊆ uJ .
Applying the methods in [NPV, Thm. (5.6.1)], we have
Vg(∇ζ(y · λ)) ⊆ G · Vg(Zζ(w · λ)) ⊆ G · uJ .
Therefore,
codimN G · uJ ≤ codimN O < |Φλ|.
On the other hand,
codimN G · uJ = |Φ| − 2 dimuJ = |ΦJ | = |Φλ|.

We can now prove a generalization of Theorem 8.6.9.
Theorem 8.7.11. Let O be an orbit in N (Φ0) with O = G · OI where OI is an LI-orbit for some
I ⊂ Π. Let λ ∈ X+ and assume that Assumption 8.5.7 holds. Suppose that
(i) there exists y ∈ W with y(Φλ) ∩ ΦI = ΦJ with J ⊆ I,
(ii) |w(Φλ) ∩ ΦI | > codimN (lI ) OI for all w ∈W .
Then O ∩ Vg(∇ζ(λ)) = ∅.
Proof. Suppose that |w(Φλ) ∩ ΦI | > codimN (lI ) OI for all w ∈ W . It follows from Proposi-
tion 8.7.10 that OI ∩VlI (ZIζ (w ·λ)) = ∅ for all w ∈ W . Therefore, OI ∩VlI (⊕w∈WZIζ (w ·λ)) = ∅, and
OI ∩Vg(⊕w∈WZζ(w ·λ)) = ∅ (cf. [NPV, Prop. (4.2.1)]). Consequently, O∩Vg(⊕w∈WZζ(w ·λ)) = ∅,
and by Proposition 8.3.2 O ∩ Vg(∇ζ(λ)) = ∅. 
8.8. Support varieties of ∇ζ(λ) when l is bad
Assume for the remainder of the paper that Assumption 8.5.7 holds for all λ ∈ X+. Under the
assumptions stated at the beginning of the paper, the remaining cases that we are forced to consider
are the following (arranged in the order of difficulty):
• E6 when 3 | l;
• F4 when 3 | l;
• E7 when 3 | l;
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• E8 when 3 | l;
• E8 when 5 | l.
Let Φ∨λ = {α∨ : α ∈ Φλ}. Then Φ∨λ is a subroot system (cf. [Ka, Defn. 12.1]) in the dual root
system Φ∨. If Γ is a subroot system of Φ∨ then let W (Γ) be a the subgroup of the Weyl group (for
Φ∨) generated by the reflections in Γ.
Our goal is to classify all Φ∨λ (or equivalently Φλ) such that Φλ is not W conjugate to ΦJ for any
J ⊆ Π. In this process we will use the Borel-de Siebenthal Theorem [Ka, Thm. 12.1]:
Theorem 8.8.12. Let Φ be an irreducible root system, Π = {α1, α2, . . . , αn} be a set of simple roots
and αh =
∑n
i=1 hiαi be the highest root of Φ. Then the maximal closed subroot systems of Φ (up to
W conjugation) are those with the fundamental systems:
(i) Π− I where I consists of a subset of simple roots αi where hi = 1,
(ii) {−αh, α1, α2, . . . , αn}− I where I consists of a subset of simple roots αi where hi = p where
p is a prime.
Remark 8.8.13. In what follows, for a given λ, if there does exist w ∈ W and J ⊆ Π such that
w(Φλ) = ΦJ , then Vg(∇ζ(λ)) is determined by Theorem 8.3.4.
8.9. E6 when 3 | l
We will first proceed to classify all Φλ (or equivalently Φ
∨
λ) such that Φλ is not of the form w(ΦJ )
for any w ∈ W and J ⊆ ∆. One can apply the Borel-de Siebenthal Theorem which describes maximal
subroot systems via the extended Dynkin diagrams. For E6 there are three possibilities: Φ
∨
λ is a
subroot system of either D5, A1 ×A5 or A2 ×A2 ×A2.
One can immediately rule outD5 because this is a subroot system of the ordinary Dynkin diagram.
In the other cases, where Γ = A1 × A5 or A2 × A2 × A2 we have ZΓ/ZΦ∨λ has torsion prime to l so
there exists w ∈ W such that w(Φλ) = ΦI where I ⊆ Π(Γ). Here Π(Γ) is a “set of simple roots” for
the root system Γ given by the Borel-de Siebenthal Theorem.
We can analyze both cases when Γ = A1×A5 or A2×A2×A2. First note that if the “additional
simple root from the extended diagram” (cf. [Ka, p. 137]) is not in ΦI then ΦI ⊆ Φ and Φλ is
W -conjugate to ΦI . Therefore, we can assume that I contains the additional simple root from the
extended Dynkin diagram. We can conclude that the possibilities of non-conjugate Φλ to ΦJ where
J ⊂ Π reduces to the cases when Φλ is possibly:
(i) A5 × A1,
(ii) A3 × A1 ×A1,
(iii) A1 × A1 ×A1 ×A1,
(iv) A2 × A2 ×A2.
Further reductions can be made by arguing in the following way. For example, if Φλ is of type A5×A1
then 〈λ + ρ, α∨0 〉 ∈ 3Z. Since 〈λ + ρ, α∨j 〉 ∈ 3Z for j 6= 2 this forces 〈λ + ρ, 2α∨2 〉 ∈ 3Z. Therefore,
〈λ+ ρ, α∨2 〉 ∈ 3Z which is a contradiction.
If Φλ is of type A3×A1×A1 then 〈λ+ρ, 2α∨2 +2α∨5 〉 ∈ 3Z, thus 〈λ+ρ, α∨2 +α∨5 〉 ∈ 3Z. Furthermore,
〈λ + ρ, α∨4 〉 ∈ 3Z, so 〈λ+ ρ, α∨2 + α∨4 + α∨5 〉 ∈ 3Z which is a contradition. One can argue in a similar
way to rule out Φλ having type A1 ×A1 ×A1 ×A1.
This reduces us to the case when Φλ is of type A2×A2×A2 which can be realized by the weight
(l− 1)(1, 1, 1, q− 1, 1, 1) where l = 3q. Moreover, we can use the calculations and Constrictor Method
I as outlined in [UGA3, 4.2] to deduce the following result.
Theorem 8.9.14. Let Φ be of type E6 and let 3 | l. If λ ∈ X+ and Φλ is not W conjugate to ΦJ for
any J ⊆ Π, then
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(a) Φλ is of type A2 ×A2 ×A2;
(b) Vg(∇ζ(λ)) = O(A2 ×A1).
8.10. F4 when 3 | l
We first apply the Borel-de Siebenthal Theorem which describes maximal subroot systems con-
taining Φ∨λ via the extended Dynkin diagrams. For F4 there are three possibilities: A1 × C3, B4 and
A2×A2. We have to consider all three cases since the “additional simple root” in the extended Dynkin
diagram is involved. In these cases, ZΓ/ZΦ∨λ has torsion prime to l so there exists w ∈ W such that
w(Φλ) = ΦI where I ⊆ Π(Γ).
We now analyze each of these cases and we only need to consider when the “additional simple
root from the extended diagram” is in ΦI . We can conclude that the possibilities of non-conjugate
Φλ to ΦJ where J ⊂ Π reduces to the cases when Φλ is possibly:
(i) C3 ×A1,
(ii) C2 ×A1,
(iii) A1 × A1 ×A1,
(iv) A1 × A1,
(v) B4,
(vi) A3,
(vii) A2 × A2.
Further reductions can be made by arguing in the following way. For example, if Φλ is of type
C3 × A1 then 〈λ + ρ, α∨h 〉 ∈ 3Z. Since 〈λ + ρ, α∨j 〉 ∈ 3Z for j = 2, 3, 4 this forces 〈λ + ρ, 2α∨1 〉 ∈ 3Z.
Therefore, 〈λ + ρ, α∨1 〉 ∈ 3Z which is a contradiction. One can argue in a similar way to rule out Φλ
in cases (ii)-(vi).
This reduces us to the case when Φλ is of type A2×A2. One can invoke Constrictor Method I as
outlined in [UGA3, 4.2] to deduce the following result.
Theorem 8.10.15. Let Φ be of type F4 and let 3 | l. If λ ∈ X+ and Φλ is not W conjugate to ΦJ
for any J ⊆ Π, then
(a) Φλ is of type A2 ×A2;
(b) Vg(∇ζ(λ)) = O(A1 × A˜2).
8.11. E7 when 3 | l
The Borel-de Siebenthal Theorem can be used to describes maximal subroot systems of E7 con-
taining Φ∨λ via the extended Dynkin diagrams. There are four possibilities: E6, A1 × D6, A7, and
A2 ×A5. The E6-case reduces us to looking at a subroot system of type A2 ×A2 ×A2. For the other
three cases the “additional simple root” in the extended Dynkin diagram is involved. In the these
cases, ZΓ/ZΦ∨λ has torsion prime to l so there exists w ∈W such that w(Φλ) = ΦI where I ⊆ Π(Γ).
We now analyze each of these cases and we only need to consider when the “additional simple
root from the extended diagram” is in ΦI . We can conclude that the possibilities of non-conjugate
Φλ to ΦJ where J ⊂ Π reduces to the cases when Φλ is possibly:
(i) D6 ×A1,
(ii) A1 × A1 ×A3 ×A1,
(iii) A1 × A1 ×A1 ×A1,
(iv) D4 ×A1 ×A1,
(v) A7,
(vi) A6,
(vii) A3 × A3,
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(viii) A2 × A5,
(ix) A2 × A2 ×A2.
The same type of arguments given in the E6 and F4 cases reduces us to looking at Φλ of type
A2×A5 and A2×A2×A2. We need to now invoke the Constrictor Method II to deduce the following
result.
Theorem 8.11.16. Let Φ be of type E7 and let 3 | l. If λ ∈ X+ and Φλ is not W conjugate to ΦJ
for any J ⊆ Π, then either Φλ is of type A2 ×A5 or A2 ×A2 ×A2.
(a) If Φλ is of type A2 ×A5, then Vg(∇ζ(λ)) = O(2A2 +A1).
(b) If Φλ is of type A2 ×A2 ×A2, then Vg(∇ζ(λ)) = O(A5 +A1).
Proof. For part (a), we use Constrictor Method I (with constrictor O(A3)), and show that
|w(Φλ) ∩ΦJ | > 0 for all w ∈ W and ΦJ ∼= A3. This was accomplished by using MAGMA [BC, BCP].
In order to verify part (b), we use Constrictor Method I with the orbit O(A′5) and Constrictor Method
II with the orbit O(D5(a1) +A1). In the latter case we verified that |w(Φλ) ∩ ΦJ | > 2 for all w ∈W
and ΦJ ∼= D5 ×A1. 
8.12. E8 when 3 | l, 5 | l
First observe that we need to handle both cases simultaneously because there are cases when both
3 | l and 5 | l. One can apply the Borel-de Siebenthal Theorem and for E8 there are five possibilities
for maximal subroot systems: D8, A1×E7, A8, A2×E6, and A4×A4. In all five cases, the “additional
simple root” in the extended Dynkin diagram is involved. Furthermore, in the case D8, A8, A4 ×A4,
ZΓ/ZΦ∨λ has torsion prime to l so there exists w ∈ W such that w(Φλ) = ΦI where I ⊆ Π(Γ). For
the other cases, A1 × E7, A2 × E6, we rely on our prior analysis for the E6 and E7 cases.
Once again we analyze each of these cases and only need to consider when the “additional simple
root from the extended diagram” is in ΦI . The possibilities of non-conjugate Φλ to ΦJ where J ⊂ Π
reduces to the cases:
(i) D8,
(ii) D6 ×A1,
(iii) D4 ×A3,
(iv) D4 ×A1 ×A1,
(v) A1 × A1 ×A5,
(vi) A1 × A1 ×A1 ×A3,
(vii) A1 × A1 ×A1 ×A1 ×A1,
(viii) A1 × E7,
(ix) A1 × A2 ×A5,
(x) A1 × A2 ×A2 ×A2,
(xi) A8,
(xii) A5 × A2,
(xiii) A2 × A2 ×A2,
(xiv) A2 × E6,
(xv) A2 × A2 ×A2 ×A2,
(xvi) A4 × A4.
We can use the prior arguments involving “finding additional roots” in Φλ to rule out cases (i)–
(ix). This reduces us to the case when Φλ is of type (x)-(xvi). The following theorems summarize our
findings.
Theorem 8.12.17 (A). Let Φ be of type E8 and let 3 | l or 5 | l. If λ ∈ X+ and Φλ is not W
conjugate to ΦJ for any J ⊆ Π, then Φλ is of type
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(i) A1 × A2 ×A2 ×A2,
(ii) A8,
(iii) A5 × A2,
(iv) A2 × A2 ×A2,
(v) A2 × E6,
(vi) A2 × A2 ×A2 ×A2,
(vii) A4 × A4.
Theorem 8.12.18 (B). Let Φ be of type E8 and let 3 | l or 5 | l. Suppose that λ ∈ X+ and Φλ is not
W conjugate to ΦJ for any J ⊆ Π.
(i) If Φλ is of type A1 ×A2 ×A2 × A2,then Vg(∇ζ(λ)) = O(E8(b6)).
(ii) If Φλ is of type A8, then Vg(∇ζ(λ)) = O(2A2 + 2A1).
(iii) If Φλ is of type A5 ×A2, then Vg(∇ζ(λ)) = O(E6(a3) +A1).
(iv) If Φλ is of type A2 ×A2 ×A2, then Vg(∇ζ(λ)) = O(E6 +A1).
(v) If Φλ is of type A2 × E6, then Vg(∇ζ(λ)) = O(2A2 +A1).
(vi) If Φλ is of type A2 ×A2 ×A2 × A2, then Vg(∇ζ(λ)) = O(D6).
(vi) If Φλ is of type A4 ×A4, then Vg(∇ζ(λ)) = O(A4 +A3).
Proof. The cases were verified by using Constrictor Methods I and II. For example, in case (iii),
in order to get the inclusion of Vg(∇ζ(λ)) in O(E6(a3) +A1), it suffices to show that Vg(∇ζ(λ)) ∩
O(E6(a3)) = ∅ and Vg(∇ζ(λ)) ∩ O(D6(a2)) = ∅. From Theorem 8.7.11, it is enough to prove that
|w(Φλ) ∩ ΦJ1 | > 6 for all w ∈ W and ΦJ1 ∼= E6, and |w(Φλ) ∩ ΦJ2 | > 4 for all w ∈ W and ΦJ2 ∼= D6
which was verified by MAGMA. 
8.13. Support varieties of ∆ζ(λ) when l is bad
We remark that given the computation of Vζ(∇ζ(λ)) for λ ∈ X+ when l is bad, one can use the
same ideas as in the proof of Theorem 8.4.6 to show that when l is bad then
Vg(∇ζ(λ)) = Vg(∆ζ(λ))
for all λ ∈ X+.

APPENDIX A
A.1. Tables I
For each odd integer l > 1 which is not equal to a bad prime for Φ, the following tables give
an element w ∈ W and subset J ⊂ Π such that w(Φ0) = ΦJ . In fact, the element w is chosen so
that w(Φ+0 ) = Φ
+
J , and identified by means of a reduced expression in terms of the simple reflections
si = sαi . Similar short-hand notation is used to denote the simple roots in J . Also given is the type
of Φ0 (or equivalently ΦJ ), the Bala-Carter label for the nilpotent orbit N (Φ0) = G · uJ , and the
dimension of that orbit.
Type F4:
l dimN (Φ0) Φ0 w J orbit
5 40 A2 ×A1 s2s3s4s2s3s2s1s2s3s1s2s3 {1, 3, 4} F4(a3)
7 44 A1 ×A1 s2s1s4s3s2s3s4s1s3s2s4s3s2 {1, 3} F4(a2)
9 46 A1 s4s2s3s1s2 {3} F4(a1)
11 46 A1 s4s2s3s1s2s3s4 {3} F4(a1)
≥ 12 48 ∅ – ∅ F4
Type G2:
l dimN1(Φ0) Φ0 w J orbit
5 10 A1 s2s1 {1} G2(a1)
≥ 6 12 ∅ – ∅ G2
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Type E6:
l dimN (Φ0) Φ0 J orbit
5 62 A2 ×A1 ×A1 {1, 2, 3, 5} A4 +A1
7 66 A1 ×A1 ×A1 {2, 3, 5} E6(a3)
9 70 A1 {4} E6(a1)
11 70 A1 {4} E6(a1)
≥ 12 72 ∅ ∅ E6
l w
5 s4s3s2s1s5s4s2s5s6s3s5s6s2s4s1s3s4s3s2s1s4s3s1s4s3s2s1
7 s4s2s1s3s4s6s5s4s3s6s1s5s3s2s4s6s5
9 s3s1s2s5s4s6s5s3
11 s5s6s2s3s4s5s1s3s4s2
Type E7:
l dimN1(Φ0) Φ0 J orbit
5 106 A3 ×A2 ×A1 {1, 2, 3, 5, 6, 7} A4 +A2
7 114 A2 ×A1 ×A1 ×A1 {1, 2, 3, 5, 7} A6
9 118 A1 ×A1 ×A1 ×A1 {2, 3, 5, 7} E6(a1)
11 120 A1 ×A1 ×A1 {2, 3, 5} E7(a3)
13 122 A1 ×A1 {4, 6} E7(a2)
15 124 A1 {1} E7(a1)
17 124 A1 {1} E7(a1)
≥ 18 126 ∅ ∅ E7
l w
5 s4s5s3s2s4s2s3s1s3s6s5s4s3s5s6s5s3s2s4s2s3s2s4s6s5s4s7s6s4s3s5s6
7 s4s2s3s6s5s4s6s3s1s2s5s4s3s7s6s5s4s2
9 s4s2s5s4s1s6s5s3s4s5s2s3s4s7s6s1s2s3s4s5s6s7
11 s4s3s2s5s6s5s7s6s1s3s4s2s3s5s4s3s1s2s6s5s4s3
13 s7s5s6s2s3s4s5s1s2s3s4s5s6s7s1s2s3s4s5s6
15 s3s4s2s5s4s3s6s5s4s2s7s6s5s4
17 s3s4s2s5s4s3s6s5s4s7s6s5s2s4s3s1
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Type E8:
l dimN (Φ0) Φ0 J orbit
7 212 A4 ×A2 ×A1 {1, 2, 3, 5, 6, 7, 8} A6 +A1
9 220 A3 ×A2 ×A1 {1, 2, 4, 6, 7, 8} E8(b6)
11 224 A2 × A2 ×A1 ×A1 {1, 2, 3, 5, 7, 8} E8(a6)
13 228 A2 × A1 ×A1 ×A1 {2, 3, 5, 6, 8} E8(a5)
15 232 A1 × A1 ×A1 ×A1 {1, 4, 6, 8} E8(a4)
17 232 A1 × A1 ×A1 ×A1 {2, 3, 5, 7} E8(a4)
19 234 A1 ×A1 ×A1 {2, 3, 5} E8(a3)
21 236 A1 ×A1 {6, 8} E8(a2)
23 236 A1 ×A1 {6, 8} E8(a2)
25 238 A1 {1} E8(a1)
27 238 A1 {1} E8(a1)
29 238 A1 {1} E8(a1)
≥ 30 240 ∅ ∅ E8
l w
7 s4s3s2s4s5s4s2s1s3s1s4s2s3s5s4s6s5s4s3s1s2s4s3s7s6s8s7s5
– s4s2s6s5s4s3s4s5s6s7s6s8s7s8s1s3s2s4s5s6s4s1s3s2s4s1s2s3
9 s5s6s4s5s2s4s3s4s5s6s1s2s3s4s2s5s4s3s4s2s6s5s4s7s6s5s8s7s6s1s3
– s4s2s5s4s3s4s5s6s5s4s1s2s3s4s5s1s3s4s7s6s5s2s4s5s6s7s1s2s3s4s5
11 s4s2s5s3s4s3s2s6s5s4s2s7s6s3s5s4s5s6s7s1s3s4s5s2s4s6s5s8
– s7s6s7s1s3s4s5s2s4s2s6s7s3s1s3s4s2s5s4s3s4s3s1s3s8s7s6s5
13 s4s2s3s4s5s7s6s8s7s5s4s2s3s4s1s3s4s2s5s4s3s1s2s6s5
– s4s3s2s5s4s3s1s7s8s6s5s7s6s4s2s5s3s4s5s2s6s3s1s4s3
15 s3s4s2s5s4s3s6s5s4s7s8s6s5s7s6s2s4s5s2s4s6s7s5s6s1s3s8s7
– s4s5s3s4s1s3s6s5s4s2s7s6s5s8s3s4s2s5s4s3s6s5s4s2s7s6s5s4
17 s4s2s5s4s6s5s7s6s1s3s4s2s5s4s8s7s6s5s3s4s2s1s3s4s5s6s7s8s4s5s6s7s2s4s5s6s1s3s4
– s2s5s4s3s1s8s7s4s5s3s4s1s3s6s5s4s2s7s6s5s4s8s7s3s4s2s5s4s3s6s5s4s2s7s6s5s4s3s1
19 s4s2s3s4s1s3s6s5s4s2s7s6s5s4s3s1s8s7s6s5s4s3s2s4s5s6s7s8s4s5s3s4
– s1s3s6s5s4s2s7s6s5s4s8s7s6s5s3s4s2s5s4s3s6s5s4s2s7s6s5s4s3s1s8s7
21 s7s6s5s4s2s3s4s5s6s7s1s3s4s5s6s2s4s5s3s4s1s3s2s4s5s6
– s3s4s2s5s4s3s6s5s4s2s7s6s5s4s3s1s8s7s6s5
23 s7s6s5s4s2s3s4s5s6s7s1s3s4s5s6s2s4s5s3s4s1s3s2s4s5s6s7s8
– s3s4s2s5s4s3s6s5s4s2s7s6s5s4s3s1s8s7s6s5s4s2
25 s3s4s2s5s4s3s6s5s4s2s7s6s5s4s3s1s8s7s6s5s4s2s3s4
27 s3s4s2s5s4s3s6s5s4s2s7s6s5s4s3s1s8s7s6s5s4s2s3s4s5s6
29 s3s4s2s5s4s3s6s5s4s2s7s6s5s4s3s1s8s7s6s5s4s2s3s4s5s6s7s8
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A.2. Tables II
The information listed below for the exceptional Lie algebras is used for justifying the arguments
given in Section 4.9. For each l, the element w ∈ W referred to here is the w identified in the tables
of Appendix A.1. All weights (e.g., w · 0) are listed in the weight (or ̟) basis.
For a given J and w, the values of w · 0 and −w0,J(w · 0) are listed. In the arguments of Section
4.9 a weight λ and a sum of coroots δ∨ are introduced. The values of λ, 〈−w0,J (w ·0), δ∨〉, and 〈λ, δ∨〉
are listed. Finally, for the root systems of type En, a third table lists the value of 〈−w0,J(w · 0), α∨〉
along with bounds on possible values for an inner product 〈x, α∨〉 for α ∈ Π\J . The object x is
introduced in Section 4.9 and represents various possible combinations of sums of positive roots. This
information is only needed in the arguments of Section 4.9 for certain values of l, and only the relevant
information is listed.
Type F4:
l J w · 0 −w0,J(w · 0) 〈−w0,J(w · 0), δ∨〉 = (l − 1)|J | λ 〈λ, δ∨〉
11 {3} (0,−6, 10,−6) (0,−4, 10,−4) 10 (0,−4, 10,−4) 10
9 {3} (1,−5, 8,−5) (−1,−3, 8,−3) 8 (0,−4, 10,−4) 10
7 {1, 3} (6,−7, 6,−6) (6,−5, 6, 0) 12 (4,−5, 9,−3) 13
5 {1, 3, 4} (4,−8, 4, 4) (4,−4, 4, 4) 12 (4,−4, 4, 4) 12
Type G2:
l J w · 0 −w0,J(w · 0) 〈−w0,J(w · 0), δ∨〉 = (l − 1)|J | λ 〈λ, δ∨〉
5 {1} (4,−3) (4,−1) 4 (4,−1) 4
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Type E6:
l J w · 0 −w0,J(w · 0)
11 {4} (0,−6,−6, 10,−6, 0) (0,−4,−4, 10,−4, 0)
9 {4} (1,−5,−5, 8,−5, 1) (−1,−3,−3, 8,−3,−1)
7 {2, 3, 5} (−3, 6, 6,−11, 6,−6) (−3, 6, 6,−7, 6, 0)
5 {1, 2, 3, 5} (4, 4, 4,−10, 4,−5) (4, 4, 4,−6, 4, 1)
l 〈−w0,J(w · 0), δ∨〉 = (l − 1)|J | λ 〈λ, δ∨〉
11 10 (0,−4,−4, 10,−4, 0) 10
9 8 (0,−4,−4, 10,−4, 0) 10
7 18 (−2, 6, 6,−7, 6,−2) 18
5 16 (3, 6, 2,−6, 6,−2) 17
l α 〈x, α∨〉 〈−w0,J(w · 0), α∨〉
7 α1 −4 ≤ ∗ ≤ 1 −3
7 α4 −7 ≤ ∗ ≤ −6 −7
7 α6 −4 ≤ ∗ ≤ 1 0
Type E7:
l J w · 0 −w0,J(w · 0)
17 {1} (16, 0,−11, 0, 0, 0, 0) (16, 0,−5, 0, 0, 0, 0)
15 {1} (14, 0,−10, 0, 0, 1, 0) (14, 0,−4, 0, 0, 0, 0)
13 {4, 6} (0,−7,−7, 12,−13, 12,−8) (0,−5,−5, 12,−11, 12,−4)
11 {2, 3, 5} (−6, 10, 10,−17, 10,−6, 0) (−4, 10, 10,−13, 10,−4, 0)
9 {2, 3, 5, 7} (−5, 8, 8,−14, 8,−8, 8) (−3, 8, 8,−10, 8,−8, 8)
7 {1, 2, 3, 5, 7} (6, 6, 6,−14, 6,−7, 6) (6, 6, 6,−10, 6,−5, 6)
5 {1, 2, 3, 5, 6, 7} (4, 4, 4,−15, 4, 4, 4) (4, 4, 4,−9, 4, 4, 4)
l 〈−w0,J(w · 0), δ∨〉 = (l − 1)|J | λ 〈λ, δ∨〉
17 16 (16, 0,−5, 0, 0, 0, 0) 16
15 14 (16, 0,−5, 0, 0, 0, 0) 16
13 24 (0,−5,−5, 12,−11, 12,−4) 24
11 30 (−4, 10, 10,−13, 10,−4) 30
9 32 (−4, 8, 10,−11, 8,−7, 8) 34
7 30 (5, 8, 4,−10, 8,−7, 8) 33
5 24 (5, 10, 4,−10, 3, 0, 5) 27
l α 〈x, α∨〉 〈−w0,J(w · 0), α∨〉
15 α2, α4, α5, α6, α7 −10 ≤ ∗ ≤ 12 0
15 α3 −15 ≤ ∗ ≤ 4 −4
9 α1 −8 ≤ ∗ ≤ 4 −3
9 α4 −13 ≤ ∗ ≤ −6 −10
9 α6 −12 ≤ ∗ ≤ 0 −8
82 A
Type E8:
l J w · 0 −w0,J(w · 0)
29 {1} (28, 0,−17, 0, 0, 0, 0, 0) (28, 0,−11, 0, 0, 0, 0, 0)
27 {1} (26, 0,−17, 1, 0, 0, 0, 0) (26, 0,−9,−1, 0, 0, 0, 0)
25 {1} (24, 0,−15, 0, 0, 1, 0, 0) (24, 0,−9, 0, 0,−1, 0, 0)
23 {6, 8} (0, 0, 0, 0,−13, 22,−25, 22) (0, 0, 0, 0,−9, 22,−19, 22)
21 {6, 8} (2, 0, 0, 0,−13, 20,−21, 20) (−2, 0, 0, 0,−7, 20,−19, 20)
19 {2, 3, 5} (−10, 18, 18,−29, 18,−13, 4, 0) (−8, 18, 18,−25, 18,−5,−4, 0)
17 {2, 3, 5, 7} (−14, 16, 16,−25, 16,−16, 16,−11) (−2, 16, 16,−23, 16,−16, 16,−5)
15 {1, 4, 6, 8} (14,−10,−17, 14,−13, 14,−13, 14) (14,−4,−11, 14,−15, 14,−15, 14)
13 {2, 3, 5, 6, 8} (−7, 12, 12,−26, 12, 12,−21, 12) (−5, 12, 12,−22, 12, 12,−15, 12)
11 {1, 2, 3, 5, 7, 8} (10, 10, 10,−22, 10,−18, 10, 10) (10, 10, 10,−18, 10,−12, 10, 10)
9 {1, 2, 4, 6, 7, 8} (8, 8,−13, 8,−24, 8, 8, 8) (8, 8,−11, 8,−16, 8, 8, 8)
7 {1, 2, 3, 5, 6, 7, 8} (6, 6, 6,−25, 6, 6, 6, 6) (6, 6, 6,−17, 6, 6, 6, 6)
l 〈−w0,J(w · 0), δ∨〉 = (l − 1)|J | λ 〈λ, δ∨〉
29 28 (28, 0,−11, 0, 0, 0, 0, 0) 28
27 26 (28, 0,−11, 0, 0, 0, 0, 0) 28
25 24 (28, 0,−11, 0, 0, 0, 0, 0) 28
23 44 (0, 0, 0, 0,−8, 22,−21, 22) 44
21 40 (0, 0, 0, 0,−8, 22,−21, 22) 44
19 54 (−8, 18, 18,−25, 18,−8, 0, 0) 54
17 64 (−7, 16, 16,−22, 16,−15, 16,−6) 64
15 56 (16,−5,−15, 16,−15, 16,−15, 16) 64
13 60 (−7, 16, 16,−21, 7, 8,−14, 16) 63
11 60 (8, 16, 7,−21, 16,−14, 8, 7) 62
9 48 (18, 7,−16, 10,−14, 6, 0, 10) 51
7 42 (9, 18, 8,−21, 6, 0, 0, 9) 50
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l α 〈x, α∨〉 〈−w0,J (w · 0), α∨〉
27 α2, α5, α6, α7, α8 −18 ≤ ∗ ≤ 20 0
27 α3 −27 ≤ ∗ ≤ 4 −9
27 α4 −18 ≤ ∗ ≤ 20 −1
25 α2, α4, α5, α7, α8 −20 ≤ ∗ ≤ 22 0
25 α3 −27 ≤ ∗ ≤ 6 −9
25 α6 −20 ≤ ∗ ≤ 22 −1
23 α1, α2, α3, α4 −10 ≤ ∗ ≤ 12 0
23 α5 −20 ≤ ∗ ≤ 1 −9
23 α7 −26 ≤ ∗ ≤ −14 −19
21 α1 −14 ≤ ∗ ≤ 16 −2
21 α2, α3, α4 −14 ≤ ∗ ≤ 16 0
21 α5 −24 ≤ ∗ ≤ 6 −7
21 α7 −26 ≤ ∗ ≤ −9 −19
19 α1 −16 ≤ ∗ ≤ 1 −8
19 α4 −25 ≤ ∗ ≤ −24 −25
19 α6 −16 ≤ ∗ ≤ 1 −5
19 α7 −10 ≤ ∗ ≤ 12 −4
19 α8 −10 ≤ ∗ ≤ 12 0
17 α1 −14 ≤ ∗ ≤ 1 −2
17 α4 −25 ≤ ∗ ≤ −18 −23
17 α6 −20 ≤ ∗ ≤ −8 −16
17 α8 −14 ≤ ∗ ≤ 1 −5
13 α1 −17 ≤ ∗ ≤ 5 −5
13 α4 −24 ≤ ∗ ≤ −13 −22
13 α7 −22 ≤ ∗ ≤ −3 −15
11 α4 −24 ≤ ∗ ≤ −15 −18
11 α6 −21 ≤ ∗ ≤ −5 −12
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