A Multistep collocation techniques is used in this paper to develop a 3-point explicit and implicit block methods, which are suitable for generating solutions of the general second-order ordinary differential equations of the form y f x, y, y , y x 0 a, y x 0 b. The derivation of both explicit and implicit block schemes is given for the purpose of comparison of results. The Stability and Convergence of the individual methods of the block schemes are investigated, and the methods are found to be 0-stable with good region of absolute stability. The 3-point block schemes derived are tested on standard mechanical problems, and it is shown that the implicit block methods are superior to the explicit ones in terms of accuracy.
Introduction
In recent times, the integration of Ordinary Differential Equations ODEs are carried out using some kind of block methods. In particular, this paper discusses the general secondorder ODEs which arise frequently in the area of science, engineering and mechanical systems and are generally written in the form, y f x, y, y , y x 0 a, y x 0 b.
1.1
This problem being second order is usually or sometimes solved by reducing the ordinary differential equation into systems of first-order ordinary differential equations. Thereafter, known numerical methods, such as Runge-Kutta methods and Linear Multistep Methods LMMs , are used to solve them.
Advances in Numerical Analysis
Development of LMM for solving ODEs can be generated using methods such as Taylor's Series, numerical integration, and collocation method, which are restricted by an assumed order of convergence. In this paper, we will follow suite from the previous papers of Okunuga and Ehigie 1 by deriving our new method in a multistep collocation technique introduced by Onumanyi et al. 2 . Some researchers have attempted the solution of 1.1 directly using linear multistep methods without reduction to systems of first-order ordinary differential equations, they include Brown Block methods for solving Ordinary Differential Equations have initially been proposed by Milne 7 who used them as starting values for predictor-corrector algorithm, Rosser 8 developed Milne's method in form of implicit methods, and Shampine and Watts 9 also contributed greatly to the development and application of block methods. Fatunla 10 gave a generalization to block methods using some definition in matrix form upon which the methods derived in this paper will follow.
Hybrid methods, using collocation technique, were discussed by Ehigie et al. 6 and the continuous linear multistep scheme CLMS generated was used to obtain block schemes that serve as predictor-corrector schemes which were of Stormer-Cowell type. This collocation method is preferred because it is self-starting and it is convenient for easy generation of block or parallel schemes. Also the paper will consider various properties and conditions for a convergent method.
Theoretical Procedure
The procedure for the derivation of our methods in a multistep collocation technique is discussed by the methods in previous papers by Okunuga and Ehigie 1 and Ehigie et al. 6 .
Consider the second-order equation
The numerical solution to 2.1 can be obtained using a k-step explicit Linear Multistep Method LMM of the form
where y n j ≈ y x n jh , f n j ≡ f x n jh, y x n jh , y x n jh , and x n is a discrete point at node point n. Where, α j and β j are parameters to be determined and usually β k 0 for an explicit scheme.
Most of the problems encountered in solving the general second-order equation 2.1 is in the evaluation of the derivative term y present in the equation. This often makes different authors to either reduce the second-order equation to system of first-order ordinary differential equations or are restricted to solve the equation of the form y f x, y , while y is set to zero. However, by the introduction a of continuous scheme, this is easily taken care of. Thus if y x is a basis polynomial of the form
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3
To derive an m point block method, where m is a positive integer, we set p 2 m − 1 for an explicit scheme or p 2m 1 for an implicit scheme, interpolating 2.3 at points x n j , j 0, 1, 2, . . . , k, and collocating y x at points x n j , j 0, 1, 2, . . . , k, will result to a p 1 system of equation for arbitrary k, Okunuga and Ehigie 1 ,
2.4
The coefficients a 0 , a 1 , a 2 , . . . , a p are obtained and substituted in 2.3 to obtain the Continuous Linear Multistep Scheme CLMS of the form
This is evaluated for at x n i , i 0, 1, 2, . . . m to obtain an m-point block method generally represented by Fatunla 10 . With the m-vector Y m and F m specified as,
2.6
The r-block, m-point EBM will be generally represented as 
Derivation of Explicit Block Methods
To derive a 1 block 3-point Explicit Block Method EBM that is, m 3, we set p 4. Let y x be a basis function so that
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3.2
Solving the matrix equation above, we obtain a 0 y n ,
3.3
Substituting the values a 0 , a 1 , a 2 , a 3 , and a 4 in 3.1 , we obtain the CLMS
x − x n h 1 2
x − x n h 1 24
3.4
On evaluating 3.4 at points x x n i , i 1, 2, 3, we obtained the convergent explicit 3-point EBM as
3.5
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3.6
Expressing the schemes 3.5 as block using previous definition 2.7 , we obtain
Equation 3.7 is therefore said to be of the form 2.7 . Thus 3.7 is represented notationally as
Derivation of Implicit Block Methods
To derive a 1 block 3-point Implicit Block Method IBM , we also define the following terms:
4.1
The 3-point IBM will be generally represented as 
6 Advances in Numerical Analysis
Setting p 7 for an implicit 3-point block scheme, we will interpolate 4.3 at points x n and x n−1 and collocate y x at 6 points x n i , i −2, −1, 0, 1, 2, 3, to obtain a system of equations represented by the matrix 
4.4
Solving the matrix equation, we obtain a 0 y n ,
4.5
Substituting the a i , i 0, 1, . . . , 7 in 4.3 , we obtain the CLMS,
x − x n h 1 6
x − x n h 3 1 18
x − x n h 6 1 504
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x − x n h 5 1 720
x − x n h 1 180
x − x n h 1 120
x − x n h 6 1 1080
x − x n h 4 1 48
x − x n h 5 1 120
x − x n h 6 − 1 504
x − x n h 7 f n .
4.6
On evaluating 4.6 at points x x n 1 , x n 2 and x n 3 , we obtain the 3-point implicit block Linear Multistep methods 
4.8
The derivative formulae will be used to obtain the first derivative term in 2.1 . Expressing the schemes 4.7 as block using our previous definition according to Fatunla 10 , 4. 
4.9
This scheme is also of the form 4.2 .
Order, Consistency, Stability, and Convergence of the Methods
Order of the Methods
The methods 3.5 and 4.7 so derived are methods belonging to the class of LMM 2. This problem is known to have an analytical solution of y x cos x sin x, and the results are presented in Table 1 . The results are presented using Maximum Error which is given in Table 2 . 
