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Résumé
Soit D un espace hermitien symétrique de type tube, soit G = G(D) son groupe de difféomor-
phismes holomorphes, et S sa frontière de Shilov. A tout triplet (σ1, σ2, σ3) ∈ S × S × S on associe
un entier ι(σ1, σ2, σ3), appelé son indice de Maslov. L’indice de Maslov est invariant sous l’action
de G, est antisymétrique par permutation des arguments et satisfait une relation de cocycle. On gé-
néralise ainsi la théorie classique de l’indice de Maslov, où S est la variété lagrangienne et G le
groupe symplectique. La définition de l’indice de Maslov suit des travaux antérieurs [Clerc, Ørsted,
Transformation Groups 6 (2001) 303–320 ; Clerc, Ørsted, Asian J. Math. 7 (2003) 269–296], où la
définition était restreinte aux triplets mutuellement transverses. La clé de l’extension est l’utilisation
de la convergence Γ -radiale en un point de la frontière de Shilov.
 2003 Elsevier SAS. Tous droits réservés.
Abstract
Let D be a Hermitian symmetric space of tube type, G = G(D) its group of holomorphic
diffeomorphisms, and S its Shilov boundary. To any triple (σ1, σ2, σ3) ∈ S × S × S is associated
an integer ι(σ1, σ2, σ3), called its Maslov index. The Maslov index is invariant under the action of G,
is skew-symmetric with respect to the three arguments and satisfies a cocycle relation. It generalizes
the classical theory of the Maslov index, where S is the Lagrangian manifold and G the symplectic
group. The definition of the Maslov index follows previous work [Clerc, Ørsted, Transformation
Groups 6 (2001) 303–320; Clerc, Ørsted, Asian J. Math. 7 (2003) 269–296], where the definition
was restricted to mutually transverse triples. The key to the present extension is the use of Γ -radial
convergence at a point of the Shilov boundary.
 2003 Elsevier SAS. Tous droits réservés.
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1. IntroductionSoit (E,ω) un espace symplectique réel, de dimension 2r . L’ensemble des lagrangiens
(= sous-espaces vectoriels de E, totalement isotropes pour ω et de dimension r) est une
sous-variété fermée (donc compacte) de la grassmannienne des r-sous-espaces vectoriels
de E. Cette variété, appelée la variété lagrangienne, est notée S dans la suite. Le groupe
symplectique G= Sp(E) opère transitivement sur S.
L’action (diagonale) de G dans S × S × S est très intéressante du point de vue géo-
métrique, et d’abord parce qu’elle admet un nombre fini d’orbites ouvertes (précisément
r + 1). L’indice de Maslov se présente comme un invariant pour cette action, les orbites
ouvertes correspondant à des valeurs différentes de l’indice de Maslov. A un triplet de
lagrangiens (l1, l2, l3), on associe son indice de Maslov ι(l1, l2, l3) (voir [7] pour un traite-
ment très complet de l’indice de Maslov).1 Les principales propriétés de l’indice de Maslov
sont les suivantes :
(i) l’indice de Maslov est invariant par G, i.e.,
ι(gl1, gl2, gl3)= ι(l1, l2, l3),
pour tout g ∈G et l1, l2, l3 ∈ S ;
(ii) l’indice de Maslov est antisymétrique pour les permutations des trois arguments,
c’est-à-dire :
ι(lτ (1), lτ (2), lτ (3))= ε(τ )ι(l1, l2, l3),
où ε(τ ) désigne la signature de la permutation τ ;
(iii) l’indice de Maslov satisfait une relation de cocycle
ι(l1, l2, l3)= ι(l1, l2, l4)+ ι(l2, l3, l4)+ ι(l3, l1, l4)
pour tout l1, l2, l3, l4 ∈ S.
La variété lagrangienne est un cas particulier d’une famille d’espaces, liée aux algèbres de
Jordan euclidiennes ou encore aux espaces hermitiens symétriques de type tube. On renvoie
à [6] pour les définitions, notations et résultats concernant ces algèbres et les domaines
correspondants.
Plus précisément, soit J une algèbre de Jordan euclidienne, Ω son cône (ouvert, propre,
convexe, symétrique) des carrés inversibles. Notons J l’algèbre de Jordan complexifiée de
l’algèbre J . Elle est naturellement munie d’une norme spectrale. La boule unité ouverte
correspondante D = {z ∈ J | |z| < 1} est un domaine hermitien symétrique sous l’action
du groupe G=G(D) des difféomorphismes holomorphes de D. Par la transformation de
Cayley, ce domaine est holomorphiquement équivalent au domaine TΩ = J + iΩ ⊂ J,
d’où l’expression de domaine de type tube. On désigne par S la frontière de Shilov de D.
1 Certains auteurs appellent cet indice l’indice triple de Maslov ou encore l’indice d’inertie du triplet.
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Lorsqu’on choisit pour J l’algèbre Sym(r,R) des matrices r × r réelles symétriques, le
domaine D est le disque de Siegel, le groupe G est isomorphe au groupe symplectique et
la frontière de Shilov S s’identifie à la variété lagrangienne évoquée ci-dessus.
L’espace S possède une structure géométrique très riche (cas particulier de R-espace
symétrique compact au sens de [10]). D’une part, si U est un sous-groupe compact
maximal de G, alors U opère déjà transitivement sur S, et S est un espace symétrique sous
l’action de U . D’autre part, la variété S est naturellement munie d’une structure causale
(ou encore structure conforme généralisée, voir [2] pour des développements intéressants),
pour laquelle le groupe G apparaît comme le groupe de transformations causales (ou
encore conformes). Dans [4,5], une théorie de l’indice de Maslov est développée dans ce
cadre, mais sous une condition dite de transversalité. Dans le cas de la variété lagrangienne,
cela correspond à exiger que les trois lagrangiens soient deux à deux transverses. Le point
de vue adopté dans [4,5] pour définir l’indice de Maslov est d’utiliser un invariant sous
l’action de G pour les triangles géodésiques de D (leur aire symplectique), puis de passer
à la limite en faisant tendre les sommets du triangle vers trois points de la frontière de
Shilov S. C’est le passage à la limite qui impose les conditions de transversalité.
Dans le présent travail, on montre qu’on peut s’affranchir des conditions de transver-
salité de [4,5], à condition de passer à la limite de manière plus restreinte (convergence
Γ -radiale). On obtient ainsi une définition générale de l’indice de Maslov, valable pour
tout triplet. Cette définition est nouvelle y compris pour le cas classique de la lagrangienne
(dans ce cas toutefois, l’article [8] faisait déjà intervenir le disque de Siegel en relation
avec l’indice de Maslov). L’avantage de cette approche est que les trois propriétés de base
de l’indice de Maslov (invariance par G, antisymétrie et propriété de cocycle) sont consé-
quences immédiates des propriétés analogues pour l’aire symplectique, pour lesquelles la
démonstration est élémentaire.
Les résultats techniques (locaux) sont présentés dans le paragraphe 2, et c’est au
paragraphe 3 qu’on aborde le point de vue global, et notamment la notion de convergence
Γ -radiale. Le paragraphe 4 est consacré à une propriété fonctorielle de l’indice de Maslov.
La définition de l’indice de Maslov pour la lagrangienne, due à Kashiwara et présentée
dans [7] relève essentiellement de l’algèbre linéaire. On peut la généraliser (voir [3])
lorsque l’algèbre de Jordan J est classique (c’est-à-dire possède une représentation au sens
des algèbres de Jordan euclidiennes), ce qui exclut un seul cas d’algèbre simple, à savoir
l’algèbre de Jordan exceptionnelle (algèbre des matrices hermitiennes 3 × 3 à coefficients
octonions, dite encore algèbre de Albert). On montre au paragraphe 5 que la définition de
l’indice de Maslov donnée dans [3] coïncide avec celle obtenue ici-même.
2. La fonction arg det(z/i) et sa limite Ω-radiale
On va d’abord travailler dans le modèle de type tube. Soit donc J une algèbre de Jordan
euclidienne qu’on supposera simple. On note r le rang de J , et n sa dimension.
Soit c un idempotent de J , de rang k  r , et soit
J = J1 ⊕ J1/2 ⊕ J0 (1)
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la décomposition de Peirce associée. Pour tout élément x ∈ J , on note :x = x1 + x1/2 + x0
la décomposition correspondante de l’élément x . On note Ω1 (respectivement Ω0) le cône
symétrique associé à l’algèbre de Jordan J1 (respectivement J0).
Rappelons qu’à cette décomposition est associée une représentation Φ de l’algèbre de
Jordan J1 sur J1/2, définie par :
Φ(x1)(x1/2)= 2x1 x1/2. (2)
Si en particulier x1 ∈ J×1 (c’est-à-dire si x1 est inversible en tant qu’élément de J1), alors
Φ(x1) est un isomorphisme linéaire de J1/2.
Lemme 2.1. Soit x ∈Ω . Avec les notations ci-dessus, on a x1 ∈Ω1 et x0 ∈Ω0.
Démonstration. Rappelons d’abord une caractérisation du cône Ω . Pour tout x ∈ J , on a
l’équivalence suivante :
x ∈Ω ⇔ ∀y ∈Ω \ {0}, 〈x, y〉> 0.
On a une caractérisation analogue pour Ω1, nous allons l’utiliser pour démontrer le
lemme. Soit donc x ∈Ω , et soit y1 ∈Ω1 \ {0}. D’après le théorème spectral relativement






les λj ,1  j  k étant positifs ou nuls et non tous nuls. Il en résulte en particulier que
y1 ∈Ω \ {0}. En utilisant l’orthogonalité de la décomposition (1) on voit que
〈x1, y1〉 = 〈x1 + x1/2 + x0, y1〉 = 〈x, y1〉> 0.
Ceci étant vrai pour tout y1 ∈Ω1 \ {0}, on a bien x1 ∈Ω1. Le même raisonnement montre
que x0 ∈Ω0. ✷
En complexifiant la décomposition précédente, on obtient la décomposition
J= J1 ⊕ J1/2 ⊕ J0.
Pour z ∈ J1/2, on note τ (z) la transformation de Frobenius (cf. [6, Lemma VI.3.1]) donnée
par :
τ (z)= exp(2zc). (3)
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Rappelons les formules de l’action de τ (z). Siu= u1 + u1/2 + u0
est la décomposition de Peirce d’un élément u ∈ J, alors
τ (z)u= v = v1 + v1/2 + v0,
où
v1 = u1,
v1/2 = 2zu1 + u1/2,
v0 = 2L(e− c)L(z)2x1 + 2L(e− c)L(z)u1/2 + u0. (4)
Ces considérations permettent d’obtenir une paramétrisation de J près d’un point ξ ∈ J×1
(ensemble des éléments inversibles de J1). Le résultat qui suit est un analogue (local,
complexe) de la Proposition VI.3.2 de [6].
Lemme 2.2. Soit ξ ∈ J×1 . L’application
(y1, z, y0) → x = τ (z)(y1 + y0), J1 × J1/2 × J0 → J
est un difféomorphisme local près du point (ξ,0,0).
Démonstration. D’après les formules précédentes, on a x = x1 + x1/2 + x0, avec
x1 = y1,
x1/2 = 2zy1 =Φ(y1)z,




Si x est voisin de (ξ,0,0), alors x1 est voisin de ξ et donc inversible dans J1. Donc Φ(x1)









ce qui démontre le lemme. ✷
Soit maintenant TΩ = J + iΩ ⊂ J le domaine de type tube associé à J . On note G(TΩ)
le groupe des difféomorphismes holomorphes de TΩ . On regarde J = J + i0 comme la
« frontière distinguée » de ce domain complexe.
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Définition 2.3. Soit x ∈ J , et γ : [0,1] → J une courbe régulière telle que ∀t ∈ ]0,1],
γ (t) ∈ TΩ et γ (0)= x ∈ J . On dit que la courbe γ est Ω-radiale en x , si
γ˙ (0) ∈ iΩ.
Proposition 2.4. Soit g ∈G(TΩ), et γ une courbe Ω-radiale en un point x de J où g est
défini. Alors g ◦ γ est une courbe Ω-radiale en g(x).
En effet, si g ∈G(TΩ) est définie en x , alors elle se prolonge localement près de x en
une application holomorphe, et sa différentielle Dg(x) appartient au groupe G(Ω) ou plus
exactement est l’extensionC-linéaire d’un élément de G(Ω) (voir [6]). Par ailleurs, Dg(x)
préserve la forme réelle J puisque c’est l’espace tangent en x à la frontière distinguée de
TΩ . Il s’ensuit que Dg(x) préserve aussi iΩ . Par suite,
d
dt




et donc la courbe g ◦ γ est bien Ω-radiale en g(x).
Soit F une fonction définie sur TΩ , et soit x ∈ J . On dit que F(z) converge vers l quand
z tendΩ-radialement vers x si pour toute courbe γ Ω-radiale en x , la fonctionF ◦γ admet
l pour limite quand t ↓ 0.
Pour z ∈ TΩ , on a detz = 0 (see [6]). Comme le domaine TΩ est simplement connexe,
on peut donc définir sans ambiguité la fonction arg det(z/i) en normalisant par la condition
arg det(iω/i) = 0 pour tout ω ∈ Ω . Si z est de la forme particulière z = ∑rj=1 zj cj ,
où e =∑rj=1 cj est une décomposition de Peirce de l’identité et (zj ) > 0 pour tout















où, dans le membre de droite de l’égalité, arg désigne ici la détermination principale de
















On va maintenant étudier le comportement de la fonction arg det(z/i) lorsque z tend Ω-
radialement vers un point x du bord distingué J . L’utilisation de l’approche Ω-radiale est
l’amélioration essentielle par rapport à [4].






→ 0 lorsque t → 0.
J.-L. Clerc / J. Math. Pures Appl. 83 (2004) 99–114 105
En effet, d’après les hypothèses, on peut écrire γ (t) = itω + O(t2), avec







Le lemme s’en déduit immédiatement.
Théorème 2.6. Soit x ∈ J . Soit k+(x) (respectivement k−(x)) le nombre de valeurs propres











, quand z→ x Ω-radialement. (7)
Démonstration. Pour simplifier les notations, posons k+ = k+(x) et k− = k−(x). L’entier
k = k+ + k− est le rang de l’élément x . D’après le théorème spectral, il existe une








avec λj > 0 pour 1 j  k+, λj < 0 pour k+ + 1 j  k+ + k− = k.
Soit c =∑kj=1 cj . C’est un idempotent de l’algèbre J , on a cx = x et par suite x ∈ J1,
où J = J1 ⊕ J1/2 ⊕ J0 est la décomposition de Peirce associée à c. Enfin l’élément x est
inversible comme élément de J1, autrement dit x ∈ J×1 .
Soit γ une courbe Ω-radiale en x . On peut donc écrire pour 0 t  1,
γ (t)= x + itω+O(t2),
où 1i γ˙ (0)= ω ∈Ω . D’après le Lemme 2.1, on a :
ω= ω1 +ω1/2 +ω0
avec ω1 ∈Ω1,ω1/2 ∈ J1/2, ω0 ∈Ω0.
On est dans les conditions d’application du Lemme 2.2. En tenant compte des formules
explicites d’inversion (6), on peut donc écrire, au moins pour t assez petit,
γ (t)= τ (zt )
(




où zt ∈ J1/2 et la notation O1(t2) (respectivement O0(t2)) désigne une fonction à valeurs
dans J1 (respectivement J0) qui est un O(t2) quand t tend vers 0. Comme la fonction
det(z/i) est invariante par tout automorphisme de Frobenius, on en déduit qu’on peut se
ramener au cas où
γ (t)= γ1(t)+ γ0(t),
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Notons det1 (respectivement det0) le polynôme déterminant de J1 (respectivement J0).
On a en général pour x1 ∈ J1 et x0 ∈ J0,
det(x1 + x0)= det1(x1)det0(x0).
Le Lemme 2.5 montre que la limite de arg det0 γ0(t) vaut 0 quand t tend vers 0. On est
donc ramené à montrer le Théorème 2.6 lorsque c= e. Par hypothèse, 1i γ˙ (0)= ω ∈Ω , et
on peut donc écrire pour t proche de 0 :
γ (t)= x + itω+O(t2)= P (ω1/2)(P (ω−1/2)x + ite+O(t2)).
L’élément x˜ = P(ω−1/2)x a le même nombre de valeurs propres strictement positives
(respectivement strictement négatives) que x , et
arg detγ (t)= arg det(x˜ + ite+O(t2)).
Il nous suffit donc de démontrer le théorème lorsque γ˙ (0)= e. On a
γ (t)= x + ite+O(t2)= r∑
j=1




















Si λj > 0, alors arg(λj /i + t) tend vers −π/2 quand t ↓ 0. Si au contraire λj < 0, alors









ce qui termine la démonstration du Théorème 2.6. ✷
3. L’indice de Maslov comme limite Γ -radiale de l’aire symplectique
On peut munir l’espace complexe J d’une norme, appelée norme spectrale (voir
[6, Section X.4]). Soit D la boule-unité pour cette norme spectrale :
D = {w ∈ J ∣∣ |w|< 1}.
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Alors pour la métrique de Bergman, le domaine D est un espace hermitien symétrique
de type non-compact. Un difféomorphisme bi-holomorphe de D est une isométrie pour la
métrique de Bergman. Les difféomorphismes bi-holomorphes de D forment un groupe de
Lie, noté G(D).
La frontière de Shilov du domaine D est une sous-variété réelle compacte notée S, de
dimension réelle r . Elle peut être décrite de la manière suivante :
S = {σ ∈ J ∣∣ σ = σ−1},
où la conjugaison w →w est la conjugaison par rapport à la forme réelle J ⊂ J.
La transformée de Cayley est définie par les formules suivantes, réciproques l’une de
l’autre :
p(z)= (z− ie)(z+ ie)−1,
c(w)= i(e+w)(e−w)−1. (8)
On montre que c est un difféomorphisme bi-holomorphe du domaine D sur le domaine de
type tube TΩ défini par :
TΩ =
{
z ∈ J ∣∣ z= x + iy, y ∈Ω}.
C’est la raison pour laquelle le domaine D est dit de type tube. On a :
G(TΩ)= c ◦G(D) ◦ c−1.
La transformée de Cayley n’est pas définie en tout point de S, mais seulement sur
l’ouvert dense Se des éléments de S transverses à e (pour ces notations et ce résultat
voir [4]). Elle envoie Se bijectivement sur J = J + i0 ⊂ J.
Prenons −e ∈ S comme origine dans S. L’espace tangent à S en −e s’identifie à iJ . On
a c(−e)= 0, la transformation de Cayley est bien définie dans un voisinage de −e, et la
différentielle de c en −e vaut
Dc(−e)= 2i IdJ . (9)
Ces considérations servent à transporter à S certaines structures plus faciles à décrire dans
le modèle type tube. Ainsi par exemple, il existe une structure causale sur S. Sur J , cette
structure causale est simplement la donnée en chaque point de J du cône Ω , vu comme
un cône dans l’espace tangent à J en ce point. On a vu que cette structure causale sur J
est invariante par l’action du groupe G(TΩ). En le point −e, on considère l’image inverse
par Dc(−e) du cône Ω : on obtient le cône Γ−e =−iΩ ⊂ iJ  T−eS. Comme ce cône est
invariant par le stabilisateur du point −e dans G(D), on peut définir une structure causale
sur S invariante par G(D).
En effet, soit σ ∈ S. On note TσS l’espace tangent à S en σ . Soit g ∈ G(D) tel que
g(−e)= σ . Posons :
Γσ =Dg(−e)(Γ−e).
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La définition du côneΓσ ne dépend pas de l’élément g choisi et la famille de cônes (Γσ )σ∈S
ainsi définie dépend régulièrement du point σ , comme on le voit en utilisant une section
régulière de l’application
G(D)  g → g(−e) ∈ S
au voisinage du point σ .
Définition 3.1. Soit σ ∈ S, et soit γ : [0,1]→ J une courbe régulière telle que γ (0)= σ et
γ (t) ∈D pour 0 < t  1. La courbe γ est dite Γ -radiale en σ si γ˙ (0) ∈ iΓσ .
Si g ∈G(D), et si γ est une courbe Γ -radiale en σ , alors g ◦γ est une courbe Γ -radiale
en g(σ). De même, si σ est un point de S où la transformée de Cayley est définie, alors
c ◦ γ est une courbe Ω-radiale au point c(σ ) au sens de la Section 2.
La convergence Γ -radiale se définit comme précédemment. Plus précisément, soit F
une fonction définie sur D, et soit σ ∈ S. On dit que F(z) converge vers l quand z tend
Γ -radialement vers σ si pour toute courbe γ Γ -radiale en σ , la fonction F ◦ γ admet l
pour limite quand t ↓ 0.
A la structure d’espace hermitien symétrique de D est naturellement attachée une
forme de Kaehler ω, invariante par G(D) pour laquelle une normalisation a été précisée
dans [5]. Cette normalisation est associée au choix d’un noyau d’automorphie normalisé
k(z,w) (voir [5] pour une définition détaillée du noyau k et de ses propriétés). Pour




ω. Il est possible de calculer cette aire symplectique.






Voir [5, Theorem 2.1].
On peut maintenant énoncer le résultat principal de cet article.
Théorème 3.3. Soient (σ1, σ2, σ3) ∈ S×S×S. Soit γ1 (respectivement γ2, γ3) une courbe









existe, elle est indépendante des courbes Γ -radiales considérées, et la quantité ι(σ1, σ2, σ3)
ainsi définie est un entier compris entre r et −r .
Démonstration. Comme l’aire symplectique est une notion invariante par le groupe
G(D), on peut sans restreindre la généralité supposer que les trois points σ1, σ2, σ3 sont
transverses à e, donc appartiennent au domaine de définition de la transformation de
Cayley. On pose c(σj )= xj ∈ J , pour j = 1,2,3, et on se ramène à démontrer l’énoncé
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Lemme 3.4. Soit x1, x2 ∈ J , et soient γ1(t) (respectivement γ2(t)) une courbe Ω-radiale





)= π(k+ − k−),
où k+ (respectivement k−) est le nombre de valeurs propres strictement positives
(respectivement strictement négatives) de (x1 − x2).
Démonstration. Posons γ (t) = γ1(t) − γ 2(t). Alors γ (t) est une courbe Ω-radiale en
x1 − x2. En effet, (γ (t))= γ1(t)+γ2(t) ∈Ω pour t > 0, d’après la convexité de Ω ,
et donc on a bien γ (t) ∈ TΩ . Le même argument s’applique pour montrer que γ˙ (0) ∈ iΩ .
Le lemme est alors une conséquence du Théorème 2.6.
Comme la quantité ϕ(z1, z2, z3) est une somme de trois termes analogues, le Théo-
rème 3.3 (dans sa version TΩ ) s’en déduit. Le fait que la limite soit comprise entre les
entiers −r et r résulte des encadrements obtenus dans [5]. ✷
Pour tout triplet (σ1, σ2, σ3) ∈ S × S × S, l’entier ι(σ1, σ2, σ3) est appelé l’indice de
Maslov du triplet (σ1, σ2, σ3).
Théorème 3.5. L’indice de Maslov possède les propriétés suivantes :
(i) l’indice de Maslov est invariant par G(D), i.e.,
ι(gσ1, gσ2, gσ3)= ι(σ1, σ2, σ3)
pour tout g ∈G(D) et σ1, σ2, σ3 ∈ S ;
(ii) l’indice de Maslov est antisymétrique pour les permutations des trois arguments,
c’est-à-dire :
ι(στ(1), στ(2), στ(3))= ε(τ )ι(σ1, σ2, σ3),
où ε(τ ) désigne la signature de la permutation τ ;
(iii) l’indice de Maslov satisfait une relation de cocycle :
ι(σ1, σ2, σ3)= ι(σ1, σ2, σ4)+ ι(σ2, σ3, σ4)+ ι(σ3, σ1, σ4)
pour tous σ1, σ2, σ3, σ4 ∈ S ;
(iv) pour des triplets où les éléments sont deux à deux transverses, l’indice de Maslov
ι(σ1, σ2, σ3) coincide avec celui défini dans [4].
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Les propriétés (i), (ii) et (iii) sont conséquences des propriétés analogues pour la
fonction ϕ(z1, z2, z3) (cf. [4]). La propriété (iv) résulte de ce que la convergence (sans
restriction) d’une fonction f (définie sur D) en un point σ de S implique la convergence
Γ -radiale de f en ce point.
4. Une propriété fonctorielle de l’indice de Maslov
Soit J et J ′ deux algèbres de Jordan euclidiennes simples, et Φ :J → J ′ un
homomorphisme d’algèbres de Jordan euclidiennes. Si c est un idempotent primitif de J ,
alors c′ =Φ(c) est un idempotent de J ′ de rang q . On montre que ce rang est indépendant
de c. Il en résulte (en considérant l’image par Φ d’un repère de Jordan de J ) que le rapport
des rangs r ′/r est égal à q et donc est un entier. On étend Φ en un homomorphisme
complexe (encore noté Φ) de J (complexifiée de J ) dans J′ (complexifiée de J ′). De plus,
Φ conserve la norme spectrale, et donc Φ envoie le domaine hermitien symétrique D
associé à J dans le domaine D′ associé à J ′. Il envoie également la frontière de Shilov S
de D dans la frontière de Shilov S′ de D′. La restriction de Φ à S est un homomorphisme
causal (ou encore conforme), en ce sens que la différentielle de Φ en un point σ ∈ S envoie
le cône Γσ ⊂ TσS dans le cône correspondant Γ ′Φ(σ) ⊂ TΦ(σ)S′.
Proposition 4.1. Soient k (respectivement k′) le noyau d’automorphie normalisé de D
(respectivement de D′).
(i) Pour tout (z,w) ∈D×D, on a k′(Φ(z),Φ(w))= k(z,w)r ′/r .
(ii) Si γ est une courbe Γ -radiale d’origine σ ∈ S, alors Φ ◦ γ est une courbe Γ ′-radiale
d’origine Φ(σ) ∈ S′.
Fixons un repère de Jordan de J , c’est-à-dire une famille d’idempotents minimaux











∣∣∣ σj ∈C, |σj | = 1, 1 j  r
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.
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Le noyau d’automorphie normalisé a une expression simple lorsque deux points z,w
















Maintenant il existe un repère de Jordan (d ′l )1lr ′ de J ′ subordonné aux idempotents





Les éléments Φ(z) et Φ(w) appartiennent au polydisque correspondant D′r , et plus































Ceci démontre l’assertion (i) lorsque les points z,w appartiennent à un même polydisque.
Mais un couple quelconque de points de D × D est conjugué par un automorphisme
holomorphe de D d’un couple de ce type. Compte-tenu des propriétés de transformation
du noyau d’automorphie par un automorphisme holomorphe, l’assertion (i) en résulte en
général.
L’assertion (ii) est une conséquence de ce que Φ induit un homomorphisme causal de S
dans S′.
On note ι (respectivement ι′) l’indice de Maslov pour S (respectivement pour S′).






ι(σ1, σ2, σ3). (12)
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Ce théorème est une conséquence imédiate des deux assertions de la proposition
précédente.
5. Comparaison avec la définition de l’indice de Maslov « à la Kashiwara »
Dans [3], on a donné une autre approche de l’indice de Maslov (dite « à la Kashiwara »)
sans hypothèse de transversalité, mais qui ne s’applique qu’aux cas où l’algèbre de
Jordan J possède une représentation, ce qui exclut le seul cas (parmi les algèbres simples)
de l’algèbre de Jordan dite exceptionnelle (ou encore algèbre de Albert), de dimension 27.
Sans entrer dans les détails, disons que cette approche repose sur la définition « algébrique »
de l’indice de Maslov classique proposée par Kashiwara (cf. [7]). On va montrer que
l’extension proposée dans [3] coïncide avec celle présentée ici.
Fixons un repère de Jordan (cj )1jr de J , et soit comme précédemment T r le tore et
Dr le polydisque associés au repère de Jordan.
Proposition 5.1. Soit σ =∑rj=1 σjcj ∈ T r . Alors
ι(e,−e, σ )= 5{j | σj < 0} − 5{j | σj > 0}. (13)
Démonstration. Pour tout point ξ ∈ T r la courbe γ (t)= tξ est Γ -radiale (pour t → 1−)
au point ξ . Les trois courbes Γ -radiales approchant e,−e, σ sont donc situées dans le
polydisque Dr . La formule (11) permet le calcul de k(te, t (−e)), k(t (−e), tσ ) et de
k(tσ, te) lorsque 0 t < 1. Par suite, on a
ϕ
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si σj > 0,
0 si σj = 0,
−π
2
si σj < 0.
D’où on déduit facilement la proposition en passant à la limite quand t → 1−. ✷
Corollaire 5.2. Lorsque J est l’algèbre de Jordan Sym(r,R), la variété S s’identifie à la
variété lagrangienne, et l’indice de Maslov (tel que défini par le Théorème 3.3) coïncide
avec l’indice de Maslov « à la Kashiwara ».
La formule (13) a son analogue dans la théorie classique de l’indice de Maslov (cf.
[3, Lemma 2.2]). Par conséquent, les deux indices coïncident sur les triplets de la forme
(e,−e, σ ), où σ ∈ T r . Mais par invariance (des deux versions) de l’indice de Maslov, ils
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coïncident sur tout les triplets (τ1, τ2, τ3), satisfaisant τ1τ2 et τ1τ3, puisque qu’un tel
rtriplet est conjugué par G(D) d’un triplet de la forme (e,−e, σ ), où σ ∈ T (conséquence
de [3, Lemma 3.5]). Enfin on reprend l’argument de [3, Theorem 3.1, step 2], basé sur la
propriété de cocyle (satisfaite par les deux versions de l’indice) pour montrer que les deux
indices coïncident sur tout triplet.
Théorème 5.3. Soit J une algèbre de Jordan simple euclidienne non isomorphe à l’algèbre
d’Albert. Soient S la frontière de Shilov du domaine de type tube associé à J . Alors l’indice
de Maslov sur S coïncide avec l’indice de Maslov « à la Kashiwara » sur S tel que défini
dans [3].
Le théorème a été démontré précédemment dans le cas où J = Sym(r,R). Fixons
une représentation Φ de l’algèbre J sur un espace euclidien E. Alors Φ s’identifie à un
homomorphisme d’algèbres de Jordan de J dans Sym(E). On applique alors le résultat de
fonctorialité (Théorème 4.2) en combinaison avec le Corollaire 5.2 pour conclure.
6. Remarques finales
A partir de l’indice de Maslov, il est possible de construire un 2-cocycle (borélien) borné
sur le groupe G=G(D), en posant pour (g1, g2) ∈G×G,
c(g1, g2)= ι(σ0, g1σ0, g1g2σ0),
où σ0 est un point arbitaire de S. La classe de ce 2-cocycle dans H 2(G,Z) est
indépendante de σ0. Dans le cas du disque-unité, pour lequel G= PSU(1,1) PSL(2,R),
ce cocycle a été systématiquement étudié dans l’article [1], en liaison avec de nombreux
développements géométriques et topologiques. On peut espérer des développements
analogues pour les domaines de type tube, en relation avec l’étude de la cohomologie
bornée du groupe G (voir [9] pour les développements les plus récents). Enfin, pour le
groupe symplectique, ce cocyle joue un rôle très important dans l’étude de la représentation
métaplectique (voir [7]).
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