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Viscosity solutions of path-dependent PDEs with
randomized time
Zhenjie REN * Mauro ROSESTOLATO †
Abstract
We introduce a new definition of viscosity solution to path-dependent partial differential
equations, which is a slight modification of the definition introduced in [8]. With the new
definition, we prove the two important results till now missing in the literature, namely,
a general stability result and a comparison result for semicontinuous sub-/super-solutions.
As an application, we prove the existence of viscosity solutions using the Perron method.
Moreover, we connect viscosity solutions of path-dependent PDEs with viscosity solutions of
partial differential equations on Hilbert spaces.
Keywords: Viscosity solution; Path-dependent partial differential equations; Partial differ-
ential equations in infinite dimension.
AMS 2010 subject classification: 35K10; 35R15; 49L25; 60H30.
1 Introduction
This paper studies viscosity solutions of the fully nonlinear path-dependent partial differential
equation
−∂tu(t,ω)−G
(
t,ω,u(t,ω),∂ωu(t,ω),∂
2
ωωu(t,ω)
)
= 0 on [0,T)×Ω. (1.1)
Here, T > 0 is a given terminal time and ω ∈Ω is a continuous path from [0,T] to Rm starting
from the origin. The path derivatives ∂t,∂ω,∂
2
ωω were first introduced in the work of Dupire [6].
See also [2] for the related Itô calculus. Such equations arise naturally in many applications.
For example, the dynamic programming equation associated with a stochastic control problem of
non-Markov diffusions (see [10]) and the one associated with a stochastic differential game with
non-Markov dynamics (see [22]) both fall in the class of equation (1.1). The notion of nonlinear
path-dependent partial differential equations was first proposed by Peng [19]. We also refer to
Peng and Wang [20] for a study on classical solutions of semilinear equations.
The notion of viscosity solutions studied in this paper is a slight modification over the one
introduced in Ekren et al. ([8]) in the semilinear context and further extended to the fully non-
linear case in [10, 11]. Following the lines of the classical Crandall and Lions notion of viscosity
solutions ([5]), supersolutions and subsolutions are defined through tangent test functions. How-
ever, while Crandall and Lions consider pointwise tangent functions, the tangency conditions in
the path-dependent setting is in the sense of the expectation with respect to an appropriate class
of probability measures P . We refer to [27] for an overview, and to [3, 7, 14, 16, 23, 25, 26, 28] for
some of the generalizations.
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Regardless of the successful development mentioned above, there were some difficulties for
the theory of viscosity solutions coming from the definition adopted in [8]. First, a good stability
result was missing. In [10] the authors proved a stability result in the sense that if a sequence
of uniformly continuous solutions un uniformly converges to a uniformly continuous function u,
then u is also a solution. The assumptions of the uniform continuity and the uniform convergence
are often too strong for applications, for example, for the Perron method to prove the existence
of viscosity solution. Secondly, also a comparison result for semicontinuous viscosity sub-/super-
solutions was missing. The aim of the present paper is to fill these two theoretical gaps. We do
this by slightly modifying the definition in [8]. This modification is sufficient to let us overcome
the technical difficulties for proving stability and comparison results, but does not compromise
the other results till now obtained in the literature, such as existence.
In the previous definition, adopted in [8], the test function ϕ is urged to be tangent to the
(sub)solution u at a point (say 0) in the sense that
(u−ϕ)(0)=max
τ∈T
sup
P∈P
E
P
[
(u−ϕ)(τ,B)
]
, (1.2)
where T is the set of all stopping times taking values in [0,T], and P is a family of probability
measures on the path space Ω on which B is the canonical process. In the arguments for proving
the stability and the comparison, we often need to solve the optimal stopping problem on the right
hand side of (1.2), which is not a simple task and requires the uniform continuity of u (see [9]).
This turns out to be one of the main difficulties in improving the stability and the comparison
results. In the present paper, in order to overcome this fundamental difficulty, we randomize the
optimal stopping problem, and the new definition reads
(u−ϕ)(0)= sup
P∈P˜
E
P
[
(u−ϕ)(T,B)
]
,
where P˜ is a family of probability measures on the time-path product space [0,T]×Ω on which
(T,B) is the canonical process. It turns out that the randomized problem can be solved for less
regular functions u, and is more stable. With this change of definition, we manage to prove a
general stability result for semicontinuous viscosity solutions (Theorem 4.5). The recipe of our
proof is composed of the classical argument for stability in [4] and the measurable selection the-
orem. Moreover, by using the stability result, we are also able to prove the existence of viscosity
solution through Perron’s method (Theorem 5.3). Further, we prove a comparison result for semi-
continuous sub-/super-solutions under some strong assumptions (Theorem 6.9), by approximating
semicontinuous solutions with Lipschitz continuous solutions to approximating equations.
Another major contribution of this paper is to connect the path-dependent partial differential
equation (1.1) with the partial differential equation
−ut−〈Ax,Dxu〉−G(t, x,u,Dx0u,D
2
x0x0
u)= 0 on (0,T)×H, (1.3)
where H is a Hilbert space into which the path space Ω can embed, A is an unbounded operator,
and Dx0 ,D
2
x0x0
are the first- and second-order differentials with respect to a finite dimensional
subspace of H. Both equations (1.1) and (1.3) can be used to characterize the value function of
non-Markov stochastic control problem. In this paper, we prove that a viscosity solution to the
path-dependent equation (1.1), under some regularity assumption, is also a viscosity solution
to the corresponding equation (1.3) (Theorem 7.6). The theory of viscosity solutions for partial
differential equations on Hilbert spaces (we mainly refer to [12]) is designed of a large class of
equations not rescrited to those of delay type, as (1.3). We notice that, till now, when applied to
PDEs of the form (1.3), such a theory can deliver a comparison result undermore general assump-
tion on the nonlinearity functionG, but only for more regular sub-/super-solutions. Moreover, the
2
theory of path-dependent equations as here developed can treat solutions (semi)continuous in the
L∞-norm, which cannot be settled in a Hilbert space framework.
The rest of the paper is organized as follows. Section 2 introduces the main notations. Sec-
tion 3 presents the modified definition of the viscosity solutions to the path-dependent partial
differential equations. In Section 4 we prove the stability result (Theorem 4.5), and using it in
Section 5 we prove the existence of viscosity solution with Perron’s method (Theorem 5.3). In
Section 6 we show the comparison result for semicontinuous solutions (Theorem 6.9). In Section
7 we clarify the connection between the path-dependent equation and the correponding equation
on the Hilbert space (Theorem 7.6). Finally, we complete some proofs in Appendix.
2 Notations
Canonical Space. Let m> 0 be a natural number, T > 0 be a real number. Define
Ω := {ω ∈C([0,T],Rm) : ω(0)= 0}.
We denote by | · | the Euclidean norm in Rm and by | · |∞ the uniform norm on Ω. In this paper, we
study equations set on the spacetime space:
Θ := [0,T]×Ω.
For technical reasons, we also often work on the enlarged canonical space:
Θ˜ :=Θ×Ω×Ω×C0([0,T],S
m)
where Sm is the space of symmetric m×m real matrices endowed with the supremum norm and
C0([0,T],S
m) := { f ∈C([0,T],Sm) : f (0)= 0}.
Hereafter, we will reserve the letter ω for a generic element of Ω, the letter θ for the generic
couple θ= (t,ω)∈Θ, and the letter ϑ for the generic element ϑ= (θ,a,µ, q)∈ Θ˜. We introduce on Θ
the pseudo-metric d∞ defined by
d∞(θ,θ
′) := |t− t′|+ |ωt∧·−ωt′∧·|∞.
Remark 2.1. In this paper, without being otherwise stated, the (semi-)continuity on the canon-
ical spaces is under | · |∞. The (semi-)continuity related to other pseudo-metrics will be explicitly
expressed.
Remark 2.2. Note the following facts:
• Let F := {Ft}t∈[0,T] denote the canonical filtration on Ω. All d∞-continuous functions are
F-progressively measurable.
• limn→∞ |θ
n−θ|∞ = 0 implies that limn→∞ d∞(θ
n,θ) = 0, and thus all d∞-continuous func-
tions are continuous.
Let FS := {FSt }t∈[0,T] denote the canonical filtration on C0([0,T],S
m). We introduce on Θ˜ the
filtration G := {Gt}t∈[0,T] defined by
Gt := (σ {[0, r], r ≤ t}⊗Ft)⊗Ft⊗Ft⊗F
S
t ∀t ∈ [0,T].
3
Shifted functions . For ω,ω′ ∈Ω, t ∈ [0,T], we define
(ω⊗tω
′)s :=
{
ωs if s ∈ [0, t]
ωt+ω
′
s−t if s ∈ (t,T].
For any function ξ : Ω→R taking values in some set R, and for any θ = (t,ω)∈Θ, we denote
ξθ(ω′) := ξ(ω⊗tω
′) ∀ω′ ∈Ω.
Similarly, given a function u : Θ→R, we denote, for θ ∈Θ,
uθ(t′,ω′) := u
(
(t+ t′)∧T,ω⊗tω
′
)
∀θ′ ∈Θ.
Clearly, if ξ is FT -measurable then ξ
θ is FT−t-measurable, and if X F-adapted then so is X
θ.
Similarly, we can also shift functions defined on the enlarged canonical space Θ˜. For t′ ∈ [0,T],
θ ∈Θ, ϑ ∈ Θ˜, we denote
θt′∧· := (t
′
∧ t,ωt′∧·), ϑt′∧· = (θt′∧·,at′∧·,µt′∧·, qt′∧·).
Given a function v : Θ˜→R , we define for ϑ ∈ Θ˜ and s ∈ [0,T]
vs,ϑ(ϑ′) := vϑs∧·(ϑ′)= v
((
t∧ s+ t′
)
∧T,ω⊗t∧sω
′,a⊗t∧s a
′,µ⊗t∧sµ
′, q⊗t∧s q
′
)
∀ϑ′ ∈ Θ˜.
Further, for a G-stopping time τ, we define
vτ,ϑ := vτ(ϑ),ϑ.
In particular, note that vτ,ϑ = vt∧τ,ϑ.
Probability Space. We denote by P the set of probability measures on (Θ˜,GT). Unless other-
wise specified, the set P is always endowed with the topology of the weak convergence. We recall
that Θ˜ is a Polish space with respect to the product topology, hence P is a Polish space too. We
denote by T,B,A,M,Q the first, second, third, fourth, and fifth projection of Θ˜, respectively
T : Θ˜→R, ϑ 7→ t B : Θ˜→Ω, ϑ 7→ω A : Θ˜→Ω, ϑ 7→ a
M : Θ˜→Ω, ϑ 7→µ Q : Θ˜→C0([0,T],S
m), ϑ 7→ q.
We stress the fact that T is a G-stopping time and B,A,M,Q are all G-adapted processes. In order
to simplify the notations, we also denote the quintuple (T,B,A,M,Q) by X,
X := (T,B,A,M,Q).
Remark 2.3. Using the notations defined previously, we note that
Tτ,ϑ(ϑ′)=
(
t∧τ(ϑ)+ t′
)
∧T, Bτ,ϑ(ϑ′)=ω⊗t∧τ(ϑ)ω
′, ∀ϑ,ϑ′ ∈ Θ˜,
where τ is a G-stopping time. Further, given a function u : Θ→R, we have
u
(
Tτ,ϑ(ϑ′),Bτ,ϑ(ϑ′)
)
= u
((
t∧τ(ϑ)+ t′
)
∧T,ω⊗t∧τ(ϑ)ω
′
)
= ut∧τ(ϑ),ω(θ′).
In this paper, we will use the following probability family on the enlarged canonical space Θ˜
to define the viscosity solutions to path-dependent PDEs.
4
Definition 2.4. For L> 0, we define the subset of Θ˜
Θ˜L :=
{
ϑ ∈ Θ˜ : t ∈ [0,T], ω= a+µ, a, q ∈ AC([0,T],Rm), |a˙|∞ ≤ L, |q˙|∞ ≤ L
}
, (2.1)
and the set of probabilities
PL :=
{
P ∈P : P(Θ˜L)= 1, M is a square-integrable P-martingale, 〈M〉 =Q P-a.s.
}
.
Using the canonical processes, we have for all P∈PL that
T ∈ [0,T], B=A+M P-a.s. (2.2)
M is a P-martingale (2.3)
〈M〉 =Q P-a.s. (2.4)
A ∈ AC([0,T],Rm) and |A˙|∞ ≤ L P-a.s. (2.5)
Q ∈ AC([0,T],Rm×m) and |Q˙|∞ ≤ L P-a.s. (2.6)
Recall that T is a G-stopping time, so BT∧·,AT∧·,MT∧· are G-adapted andMT∧· is a P-martingale.
We introduce the sublinear and superlinear expectation operators associated with PL:
E L := sup
P∈PL
E
P E L := inf
P∈PL
E
P. (2.7)
3 Definition of PL-viscosity solution
In this paper, we consider the fully nonlinear parabolic path-dependent PDE (PPDE):
−∂tu−G(θ,u,∂ωu,∂
2
ωωu)= 0. (3.1)
In [27, 26], it is showed that one can define viscosity solutions for PPDEs via jets. In this
manuscript, we start directly from the definition via jets. For α ∈R, β ∈Rm, γ ∈Sm, let
ϕα,β,γ(θ) :=αt+〈β,ωt〉+
1
2
〈γωt,ωt〉 ∀θ ∈Θ, (3.2)
where 〈·, ·〉 denotes the standard scalar product on Rm.
A further tool for the type of localization that we will implement in the definition of viscosity
solution if the function Hδ. For any δ ∈ (0,T], define the function Hδ : Θ˜→ [0,T] by
Hδ(ϑ) := inf{s>0: d∞
(
(s,ω),0
)
= s+|ωs∧·|∞ ≥ δ}. (3.3)
It is not difficult to show that Hδ is continuous.
Let θ ∈Θ, with t < T. For u : Θ→ R upper semicontinuous, locally bounded from above, the
subjet of u in θ is defined by
J
L
u(ϑ) :=
{
(α,β,γ)∈R×Rm×Sm : u(θ)= E L
[
(uθ−ϕα,β,γ)(T∧Hδ,B)
]
for some δ ∈ (0,T− t]
}
,
In a symmetric way, for a lower semicontinuous function u : Θ→ R, locally bounded from below,
the superjet of u in θ is defined by
J Lu(θ) :=
{
(α,β,γ)∈R×Rm×Sm : u(θ)= E L
[
(uθ−ϕα,β,γ)(T∧Hδ,B)
]
for some δ ∈ (0,T− t]
}
.
We denote R :=R∪ {−∞,+∞}.
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Definition 3.1 (PL-viscosity sub-/supersolution). Let G : Θ×R×R
m ×Sm → R be a function. A
d∞-upper semicontinuous (resp. d∞-lower semicontinuous) function u : Θ→ R, locally bounded
from above (resp. locally bounded from below) is a PL-viscosity subsolution (resp. PL-viscosity
supersolution) of (3.1) if
−α−G(θ,u(θ),β,γ)≤ 0 ∀θ ∈Θ, (α,β,γ)∈J
L
u(θ),
(resp. −α−G(θ,u(θ),β,γ)≥ 0 ∀θ ∈Θ, (α,β,γ)∈J Lu(θ)).
A locally bounded continuous function u is a PL-viscosity solution of (3.1) if it is both a PL-
viscosity sub- and supersolution of (3.1).
Remark 3.2. Let us recall the previous definition of viscosity solution of path-dependent PDEs.
Define the probability family P ′
L
on the space Θ˜′ := Ω×Ω×Ω×C0
(
[0,T],Sm
)
(we still use the
notations of canonical processes B,A,M,Q):
P ′L :=
{
P : B=A+M, M is a P-martingale, 〈M〉 =Q, A ∈ AC([0,T],Rm),
Q ∈ AC([0,T],Rm,m), |A˙|∞ ≤ L, |Q˙|∞ ≤L, P-a.s.
}
Note that the space Θ˜′ misses the time dimension, compared to the canonical space Θ˜ in the
present paper. Define the nonlinear expectation E
′
L := supP∈P ′
L
E
P and the subjet
J ′
L
u(θ) :=
{
(α,β,θ)∈R×Rm×Sm : u(θ)=max
τ∈T
E
′
L
[
(uθ−ϕα,β,θ)(τ∧Hδ,B)
]
for some δ ∈ (0,T− t]
}
,
where T is the set of all FB-stopping times. Similarly we can define the superjet J
′
L. Then we
define P ′
L
-viscosity solutions as in Definition 3.1, by replacing the jets J L,J L
by J
′
L,J
′
L
. As
we see, in our new definition of subjet the function (u−ϕ)θ
Hδ∧·
reaches its maximum at 0 in the
sense of E L instead of maxτ∈T E
′
L. By doing so, the maximization over the stopping times τ ∈T
is replaced by the maximization of the laws applied on the canonical variable T. Indeed, the new
nonlinear expectation E L is a randomized optimal stopping operator. In general, one need fewer
assumptions to ensure the existence of
P
∗
∈ argmax
P∈PL
E
P[ f ] than that of τ∗ ∈ argmax
τ∈T
E
′
L[ f ], for f : Θ→R (3.4)
In particular, the optimal probability P∗ for the first optimization exists if f is d∞-u.s.c. and
bounded from above (see Section A), while in [9] the authors proved for the second optimization
the optimal stopping time τ∗ exists if f is bounded d∞-uniformly continuous. This change al-
lows the viscosity solution under the new definition to have better properties. For example, it
allows us to prove a stronger stability of solutions (see Section 4) and a comparison result for
semicontinuous solutions (see Section 6).
Finally, the change of definition does not threat the already proven results in the path-
dependant PDE literature, namely, comparison [11, 26, 28], convergence of numerical schemes
[25], etc. In fact, the arguments for these results will stay in the same lines, while necessary
modifications need to be made concerning the optimization problems in (3.4).
4 Stability
For all G-stopping time τ≤T, define the family:
PL(τ,ϑ) :=
{
P ∈PL : T≤ T−τ(ϑ), P-a.s.
}
.
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We list the following important properties concerning the families of probabilitiesPL andPL(τ,ϑ).
The proofs are postponed to Appendix.
Proposition 4.1. The set PL is compact.
Lemma 4.2. Let τ : Θ˜→ [0,T] be a continuous G-stopping time. Then the graph of the function
Θ˜→P , ϑ 7→PL(τ,ϑ)
is closed, i.e., given {(ϑn,Pn)}n∈N, (ϑ
∗,P∗) such that Pn ∈PL(τ,ϑ
n) for each n, |ϑn −ϑ∗|∞→ 0 and
P
n→P∗, we have P∗ ∈PL(τ,ϑ
∗).
Define the nonlinear (conditional) expectations:
E
τ
L[·](ϑ) := sup
P∈PL(τ,ϑ)
E
P[·] E τL[·](ϑ) := inf
P∈PL(τ,ϑ)
E
P[·].
Proposition 4.3. Let f : Θ→R be d∞-u.s.c. bounded from above, and τ be a continuous G-stopping
time. We have
E L
[
f 1{T<τ}+E
τ
L
[
f θ
]
|θ=(τ,B)1{τ≤T}
]
= E L
[
f
]
. (4.1)
In particular we have
E L
[
E
T
L
[
f θ
]
|θ=(T,B)
]
= E L
[
f
]
. (4.2)
Moreover, let P∗ ∈PL be such that E L[ f ]= E
P
∗
[ f ]. Then we have
f = E
T
L
[
f T,B
]
P
∗-a.s.
As explained in Remark 3.2, in this section we will exploit the advantage of the new definition
of the jets in order to prove a better stability result. As we will see in the rest of the paper, one
may apply many pseudo-metrics on Θ other than d∞.
In what follows, we denote by d a pseudo-metric on Θ which is d∞-continuous and such that
d(θ,θ′) = 0 implies t = t′ and ωt∧· = ω
′
t∧·. In order to recall that d has these properties, we will
often write d≪ d∞.
Proposition 4.4. Let d be a pseudo-metric defined on Θ such that d≪ d∞. Let un be a sequence
of d∞-u.s.c. functions uniformly bounded from above. Define the function u : Θ→R by
u(θ) := limsup
d(θˆ,θ)→0
n→∞
un(θˆ).
Then, for any (α,β,γ)∈J
L
u(θ), there exist θˆn ∈Θ and (αn,βn,γ)∈J
L
un(θˆn) such that
d(θˆn,θ)→ 0,
(
un(θˆn),αn,βn
)
→
(
u(θ),α,β
)
.
Proof. Step 1. Since (α,β,γ) ∈J
L
u(θ), we also have (α+ε,β,γ) ∈J
L
u(θ) for any ε> 0. Let θn be
a sequence such that
d(θn,θ)→ 0 and u(θ)= lim
n→∞
un(θn).
For the simplicity of notation, we denote
U(θ′) :=
(
uθ−ϕα+ε,β,γ
)(
t′∧Hδ(θ
′),ω′
)
, Un(θ
′) :=
(
u
θn
n −ϕ
α+ε,β,γ
)(
t′∧Hδ(θ
′),ω′
)
, for all θ′ ∈Θ.
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SincePL is compact (Proposition 4.1) and themapsP →R,P 7→ E
P [Un] are upper semicontinuous,
there exists Pn ∈PL for each n ∈N such that
E
Pn
[
Un
]
= E L
[
Un
]
. (4.3)
By considering a subsequence if necessary, again denoted by Pn, we can find P
∗ ∈PL such that
Pn→P
∗. By Skorohod’s representation there exists a probability space (Ω̂, Ĝ , P̂) on which
∃ r.v.’s Xn
∣∣∣
P̂
d
=X
∣∣∣
Pn
, X∗
∣∣∣
P̂
d
=X
∣∣∣
P∗
such that
∣∣Xn−X∗ ∣∣
∞
→ 0 P̂-a.s., (4.4)
where
d
= denotes equality in distribution. Together with (4.3) we obtain
u(θ)= lim
n→∞
un(θn)≤ limsup
n→∞
E L
[
Un
]
= limsup
n→∞
E
Pn
[
Un
]
= limsup
n→∞
E
P̂
[
Un(X
n)
]
≤ E
P̂
[
limsup
n→∞
Un(X
n)
]
≤ E
P̂
[
U(X∗)
]
= E
P
∗[
U
]
≤ E L
[
U
]
= u(θ),
(4.5)
The first inequality in the last line is due to Fatou’s lemma, the second one is due to the definition
of u, whereas the last equality is due to the assumption (α,β,γ) ∈J
L
u(θ) and by choosing any δ
sufficiently small. Therefore
E
P
∗[
U
]
= E L
[
U
]
,
which, together with (α,β,γ)∈J Lu(θ), provides
P
∗[T= 0]= 1. (4.6)
Since Hδ is continuous, from (4.6) and by denoting T
∗ =T(X∗), Tn =T(Xn), we have
1= P̂
[
T∗ = 0
]
= P̂
[
T∗ <Hδ(X
∗)
]
= P̂
[
lim
n→∞
(Tn−Hδ(X
n))< 0
]
≤ P̂
[
liminf
n→∞
{
Tn < Hδ(X
n)
}]
. (4.7)
Further, denoting B∗ =B(X∗) and Bn =B(Xn), by (4.4),(4.6) and by d∞-continuity of d, we have
1= P̂
[
d
(
θ, (t+T∗,ω⊗tB
∗)
)
< δ
]
= P̂
[
lim
n→∞
d
(
θn, (tn+T
n,ωn⊗tn B
n)
)
< δ
]
≤ P̂
[
liminf
n→∞
{
d
(
θn, (tn+T
n,ωn⊗tn B
n)
)
< δ
}]
.
(4.8)
Step 2. It follows from (4.3) and Proposition 4.3 that
Un = E
T
L
[
U
T,B
n
]
, Pn-a.s.
Therefore, for all n ∈N,
Pn
[
Ξ
n
]
= 1, where Ξn :=
{
ϑ′ ∈ Θ˜ : Un(θ
′)= E
t′
L
[
Uθ
′
n
]
(ϑ′)
}
. (4.9)
Note that
Ξ
n
∩ {T<Hδ}⊂
{
ϑ′ ∈ Θ˜ :
(
α+ε,β+2γω′t′,γ
)
∈J
L
u
θn
n (θ
′)
}
,
and by (4.7), (4.8) and (4.9) we have
P̂
[
liminf
n→∞
{(
α+ε,β+2γBn
Tn
,γ
)
∈J
L
u
θn
n (T
n,Bn), d
(
θn, (tn+T
n,ωn⊗tn B
n)
)
< δ
}]
= 1. (4.10)
Step 3. It follows from (4.6) that
P̂
[
lim
n→∞
Tn = 0
]
= 1.
8
Together with (4.5) we obtain
u(θ)= EP̂
[
limsup
n→∞
Un(X
n)
]
= EP̂
[
limsup
n→∞
u
θn
n (T
n,Bn)
]
.
By the definition of u we know that limsupn→∞ u
θn
n (T
n,Bn)≤ u(θ) P̂-a.s. Therefore,
P̂
[
limsup
n→∞
u
θn
n (T
n,Bn)= u(θ)
]
= 1.
Together with (4.10), we obtain
P̂
[{
limsup
n→∞
u
θn
n (T
n,Bn)= u(θ)
}
∩ liminf
n→∞
{(
α+ε,β+2γBn
Tn
,γ
)
∈J
L
u
θn
n (T
n,Bn), d
(
θn, (tn+T
n,ωn⊗tn B
n)
)
< δ
}]
= 1.
(4.11)
Denote θˆn :=
(
tn+T
n(ϑ′),ωn⊗tnB
n(ϑ′)
)
and βn :=β+2γB
n
Tn
(ϑ′) for all ϑ′ ∈ Θ˜, n ∈N. It follows from
(4.11) that there exist ϑ′ and n such that
d(θˆn,θ)< d(θn,θ)+δ,
∣∣un(θˆn)−u(θ)∣∣< δ, |βn−β| < 2γδ, and (α+ε,βn,γ)∈J
L
un(θˆn).
Finally, since the constants δ,ε can be chosen arbitrarily small, the desired result follows. 
As direct consequence of Proposition 4.4 we have the following
Theorem 4.5. Let d,un,u be as in Proposition 4.4. Let Gn : Θ×R×R
m×Sm→R be a sequence of
functions. Define G : Θ×R×Rm×Sm→R by
G(θ, r,β,γ) := limsup
n→∞, d(θn ,θ)→0
rn→r, βn→β
Gn(θn, rn,βn,γ).
If un is a PL-viscosity subsolution of
−∂tun−Gn(θ,un,∂ωun,∂
2
ωωun)= 0,
then u is a PL-viscosity subsolution of
−∂tu−G(θ,u,∂ωu,∂
2
ωωu)= 0.
5 Existence of PL-viscosity solution: Perron’s method
As we see in the classical literature on the viscosity solutions, one can apply the stability and the
comparison results for semi-continuous solutions to prove the existence of viscosity solution via
the so-called Perron’s method. In Section 4, we have established a quite general stability result
(Theorem 4.5), and we will leave the discussion on the comparison result to the next sections. In
this section, we adapt the Perron’s method to the context of PL-viscosity solution, assuming some
comparison result holds true.
Assumptions 5.1. Let d be a pseudo-metric on Θ such that d≪ d∞.
(i) G : Θ×R×Rm×Sm→R is d+|·|+|·|∞+|·|∞-uniformly continuous on d+|·|+|·|∞+|·|∞-bounded
sets.
(ii) For every (θ,β,γ)∈Θ×Rm×Sm, the function r 7→G(θ, r,β,γ) is non-decreasing.
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(iii) For every (θ, r,β)∈Θ×R×Rm,
G(θ, r,β,γ)≤G(θ, r,β,γ′) ∀γ,γ′ ∈Sm, γ≤ γ′.
(iv) For all (θ, r)∈Θ×R, β,β′ ∈Rm, γ,γ′ ∈Sm,
|G(θ, r,β+β′,γ+γ′)−G(θ, r,β,γ)| ≤ L
(
|β′|+ |γ′|
)
.
Assumption 5.2. Let d be a pseudo-metric on Θ such that d ≪ d∞. Assume that there is
a bounded d-u.s.c. viscosity subsolution u and a bounded d-l.s.c. viscosity supersolution v of
PPDE (3.1) such that
i) u≤ v on Θ; if u
∗
denote the d-l.s.c. envelop of u, then u
∗
(T, ·)= v(T, ·)=: ξ.
ii) For any d-u.s.c. viscosity subsolution u and d-l.s.c. viscosity supersolution v of PPDE (3.1)
taking values between u
∗
and v, we have u ≤ v on Θ.
.
Theorem 5.3. Let Assumptions 5.1 and 5.2 hold true. Denote
D :=
{
φ : Θ→R : φ is a bounded d-u.s.c. PL-viscosity subsolution of (3.1) and u≤φ≤ v
}
.
Then u(θ) := sup
{
φ(θ) : φ ∈ D
}
is a d-continuous PL-viscosity solution of (3.1), and satisfies the
boundary condition u(T, ·)= ξ.
Before proving Theorem 5.3, we show some useful lemmas. The following proposition is a
direct corollary of the stability result in Proposition 4.4.
Proposition 5.4. Let u be d∞-u.s.c., θ ∈ Θ and (α,β,γ) ∈ J
L
u(θ). Suppose also that un is a
sequence of d∞-u.s.c. functions uniformly bounded from above such that{
(1) there exist θn ∈Θ such that d(θn,θ)→ 0, un(θn)→ u(θ),
(2) if θ′n ∈Θ and d(θ
′
n,θ
′)→ 0, then limsupn→∞ un(θ
′
n)≤ u(θ
′).
Then there exist θˆn ∈Θ, (αn,βn,γ)∈J
L
un(θˆn) such that
d(θˆn,θ)→ 0,
(
un(θˆn),αn,βn
)
→
(
u(θ),α,β
)
.
Proof. Recall the definition of u in Proposition 4.4. We clearly have
u(θ)= u(θ) and u(θ′)≥ u(θ′) for all θ′ ∈Θ.
It the follows that (α,β,γ)∈J
L
u(θ). Then the desired result follows from Proposition 4.4. 
For γ ∈Sm, we define
(γ)+ := sup
x∈Rm,|x|≤1
〈γx, x〉. (5.1)
Lemma 5.5. Let G as in Assumption 5.1. Then, for all θ ∈Θ, r ∈R,β ∈Rm,γ,γ′ ∈Sm,
G(θ, r,β,γ)−G(θ, r,β,γ′)≤ (γ−γ′)+.
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Proof. By definition of (·)+ in (5.1), we have γ−γ′ ≤ L(γ−γ′)+. By the ellipticity condition As-
sumption 5.1(iii) and the Lipschitz continuity condition in Assumption 5.1(iv) we then have
G(θ, r,β,γ)=G(θ, r,β,γ−γ′+γ′)≤G(θ, r,β, (γ−γ′)++γ′)≤ L(γ−γ′)+G(θ, r,β,γ′),
which concludes the proof. 
Lemma 5.6. Recall the definition of the nonlinear expectation E ′
L
in Remark 3.2. Let ξ : Ω→R be
bounded, | · |∞-u.s.c. Define
φ(θ) := E ′L
[
ξθ
]
+ϕα,β,γ(θ).
Then φ is a locally bounded d∞-u.s.c. function and is a PL-viscosity subsolution to
−∂tφ+α+L|β+γωt−∂ωφ|+L(γ−∂
2
ωωφ)
+
= 0. (5.2)
Proof. It is clear that φ is a locally bounded d∞-u.s.c. function. Define
ψ(θ) :=φ(θ)−ϕα,β,γ(θ)= E ′L
[
ξθ
]
.
By the dynamic programming result (see e.g. Theorem 2.3 in [18]), we have
ψ(θ)= E ′L
[
ψθ(η,B)
]
for all F-stopping time η≥ 0.
Then it is easy to verify ψ is a PL-viscosity subsolution to
−∂tψ+L|∂ωψ|+L(−∂
2
ωωψ)
+ = 0. (5.3)
and, using (5.3), it is not difficult too see that φ is a PL-viscosity subsolution to (5.2). 
Lemma 5.7. Let ξ : Ω→R be bounded and d∞-l.s.c. Define
φ(θ) := E ′L
[
ξθ
]
.
Then φ is a bounded d∞-l.s.c. function.
Proof. Define the function
f (θ,P) := EP[ξθ], for all θ ∈Θ and P ∈P ′
L
.
Let θn ∈Θ and Pn ∈P
′
L
such that d∞(θn,θ)→ 0 and Pn→P. By Skorohod’s representation there
exists a probability space (Ω̂, Ĝ , P̂) on which
∃ r.v.’s Xn
∣∣∣
P̂
d
=X
∣∣∣
Pn
, X∗
∣∣∣
P̂
d
=X
∣∣∣
P
such that
∣∣Xn−X∗ ∣∣
∞
→ 0, P̂-a.s.
So we have
liminf
n→∞
f (θn,Pn)= liminf
n→∞
E
P̂
[
ξ
(
ωn⊗tn B
n
)]
≥ E
P̂
[
ξ
(
ω⊗tB
∗
)]
= f (θ,P),
where the inequality is due to Fatou’s lemma and the d∞-l.s.c. of ξ. Therefore, f is l.s.c. on Θ×P
′
L
.
Further, note that
φ(θ)= sup
P∈P ′
L
f (θ,P)
and P ′
L
is compact (see [17]). By Proposition 7.32 of [1], we obtain that φ is d∞-l.s.c. 
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Lemma 5.8. Let Assumption 5.1 hold true. Let u be a bounded PL-viscosity subsolution (resp.
supersolution) and u∗ (resp. u∗) be its d-u.s.c. (resp. l.s.c.) envelop. Then u
∗ (resp. u∗) is also a
PL-viscosity subsolution (resp. supersolution).
Proof. We only show the result for subsolution. The one for the supersolution follows from the
same argument. First, notice that d≪ d∞ implies that u
∗ is d∞-u.s.c. Now let θ ∈Θ and (α,β,γ)∈
J u∗(θ). By the very definition of u∗, it is clear that the assumptions of Proposition 5.4 are
fulfilled (with the functions un,u appearing in the statement replaced by u,u
∗, respectively).
Hence there exist θˆn ∈Θ, (αn,βn,γ)∈Ju(θˆn) such that
d(θˆn,θ)→ 0,
(
u(θˆn),αn,βn
)
→
(
u∗(θ),α,β
)
.
Since u is a PL-viscosity subsolution to (3.1), we have
−αn−G(θˆn,u(θˆn),βn,γ)≤ 0.
By letting n→∞, we have −α−G(θ,u∗(θ),β,γ)≤ 0. 
Lemma 5.9. For θ ∈Θ, with t<T, define
D(θ) :=
{
φ : [0,T− t]×Ω→R : uθ ≤φ≤ vθ and
φ is a bounded d-u.s.c. viscosity subsolution of (3.1) on [0,T− t]
}
,
and u˜(θ′) := sup{φ(θ′) : φ ∈D(θ)}. Then we have u(θ)= u˜(0).
Proof. First it is obvious that, for any φ ∈D, we have φθ ∈D(θ). So u(θ)≤ u˜(0).
On the other hand, suppose u(θ) < u˜(0). Then there is φ ∈ D(θ) such that φ(0) > u(θ). Now
take any φ˜ ∈D, and define, for θ′ ∈Θ,
Φ(θ′) :=
{
φ˜(θ′)∨φ(θˆ) if tˆ+ t= t′ ≥ t and ω′ =ω⊗t ωˆ,
φ˜(θ′) elsewhere.
It is easy to verify that Φ is d∞-u.s.c. and that, by the viscosity subsolution property of φ˜ and φ,
Φ is a PL-viscosity subsolution to (3.1). Then, it follows from Lemma 5.8 that the d-u.s.c. envelop
Φ
∗ is also a PL-viscosity subsolution to (3.1). Finally note that
Φ
∗(θ)≥Φ(θ)≥φ(0)> u(θ),
which is a contradiction to the definition of u. Therefore, we have u(θ)= u˜(0). 
Proof of Theorem 5.3. Thanks to Lemma 5.9, we only need to check the property of viscosity
solution at the point θ = (0,0).
Step 1. We first prove that u is d-u.s.c. and that it is a PL-viscosity subsolution. Let (α,β,γ) ∈
J u∗(0,0), where u∗ is the d-u.s.c. envelop of u. By the definition of u and u∗, there exists a
sequence of un ∈D and θn ∈Θ such that
d(θn, (0,0))→ 0, un(θn)→ u
∗(0,0). (5.4)
Moreover,
if θ′n ∈Θ and d(θ
′
n,θ
′)→ 0, then limsup
n→∞
un(θ
′
n)≤ u
∗(θ′). (5.5)
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It follows from Proposition 5.4 that there exist θˆn ∈Θ and (αn,βn,γ)∈Jun(θˆn) such that
d(θˆn, (0,0))→ 0,
(
un(θˆn),αn,βn
)
→
(
u∗(0,0),α,β
)
.
Since un are all PL-viscosity subsolution to (3.1), we have
−αn−G(θˆn,un(θˆn),βn,γ)≤ 0.
If we let n→∞, we obtain −α−G
(
(0,0),u∗(0,0),β,γ
)
≤ 0. Therefore, u∗ is a PL-viscosity subso-
lution. By definition of u, we have u∗ ≤ u. On the other hand, by definition of u∗, we also have
u∗ ≥ u. So finally we conclude that
u = u∗
is d-u.s.c. and a PL-viscosity subsolution.
Step 2. Let u˜∗ be the d∞-l.s.c. envelop of the function u. We now prove u˜∗ is a PL-viscosity
supersolution at θ = 0. Suppose it is not the case and there is (α,β,γ)∈J u˜∗(0,0) such that
−α−G
(
(0,0), u˜∗(0,0),β,γ
)
=−3ε< 0.
Therefore, for δ small enough we have
u˜∗(0,0)= E L
[
(u˜∗−ϕ
α,β,γ)(T∧Hδ,B)
]
,
δ≤
ε
L|γ|
and −α−G
(
θ, u˜∗(θ),β+γωt,γ
)
<−2ε for all t≤Hδ(ω).
(5.6)
For the simplicity of notation, we denote for all θ ∈Θ
ξ(θ) := u
(
Hδ(ω),ω
)
−ϕα−ε,β,γ
(
Hδ(ω),ω
)
and ξ(θ) := u˜∗
(
Hδ(ω),ω
)
−ϕα−ε,β,γ
(
Hδ(ω),ω
)
.
Recall the nonlinear expectation E ′
L
defined in Remark 3.2. Define
φ(θ) := E ′L
[
ξθ
]
+ϕα−ε,β,γ(θ), φ(θ) := E ′L
[
ξθ
]
+ϕα−ε,β,γ(θ).
By recalling the definitions of E ′
L
and E L, we have
φ(0,0)= E ′L
[
ξ
]
≥ E L
[
ξ
]
= E L
[
(u˜∗−ϕ
α−ε,β,γ)
(
Hδ,B
)]
> u˜∗(0,0).
By Lemma 5.7, φ is d∞-l.s.c. By Step 1 we know that u is d- hence d∞-u.s.c. Then, by Lemma 5.6,
it follows that φ is a locally bounded d∞-u.s.c. function and a PL-viscosity subsolution to
−∂tφ+α−ε+L|β+γωt−∂ωφ|+L(γ−∂
2
ωωφ)
+ = 0. (5.7)
It follows from (5.6) that α > 2ε−G
(
θ, u˜∗(θ),β+γωt,γ
)
on
{
θ : t < Hδ(ω)
}
. By the Lipschitz con-
tinuity assumptions on G and Lemma 5.5, we then have that φ is a PL-viscosity subsolution
to
−∂tφ−G(·, u˜∗,∂ωφ,∂
2
ωωφ)= 0, on
{
θ : t<Hδ(ω)
}
.
Further, since u˜∗ ≤ u ≤ u∨φ and G is non-decreasing in r, the function φ is a PL-viscosity
subsolution to
−∂tφ−G(·,u∨φ,∂ωφ,∂
2
ωωφ)= 0, on
{
θ : t<Hδ(ω)
}
. (5.8)
Now define
U := (u∨φ)1{t<Hδ(ω)}+u1{t≥Hδ(ω)}.
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Recall that u,φ are both d∞-u.s.c. and that Hδ is continuous, and observe that u =φ on {t=Hδ(ω)}.
So U is d∞-u.s.c. Further, since u is a PL-viscosity subsolution to (3.1) and φ is a PL-viscosity
subsolution to (5.8) on {t<Hδ(ω)}, it is easy to verify thatU is a PL-viscosity subsolution to (3.1).
Then it follows from Lemma 5.8 that the d-u.s.c. envelop of U , namely U∗, is a PL-viscosity
subsolution to (3.1).
However, by definition of u˜∗ there is a sequence θn ∈ Θ such that d∞
(
θn, (0,0)
)
→ 0 and
u˜∗(0,0)= limn→∞ u(θn), and thus
liminf
n→∞
(
U∗(θn)−u(θn)
)
≥ liminf
n→∞
(
φ(θn)−u(θn)
)
≥ liminf
n→∞
(
φ(θn)−u(θn)
)
≥φ(0,0)− u˜∗(0,0)> 0.
The second last inequality is due to the d∞-l.s.c. of the function φ. Therefore, there is θn such
thatU∗(θn)> u(θn), which is in contradiction with the definition of u.
Step 3. By Step 2 and Lemma 5.8, the d-l.s.c. envelop of u˜∗, namely (u˜∗)∗, is a PL-viscosity
supersolution to (3.1). Since u˜∗ ≤ u, we have (u˜∗)∗ ≤ u∗. On the other hand, since u˜∗ ≥ u∗, we
have (u˜∗)∗ ≥ u∗. Therefore, u∗ = (u˜∗)∗ is a PL-viscosity supersolution to (3.1).
Step 4. Note that u
∗
≤ u∗ ≤ v, in particular, u∗(T, ·) = ξ. By Step 3 and Assumption 5.2, we
have u ≤ u∗. Together with the definition of u∗ , we have that u = u∗ is d-l.s.c. and a PL-viscosity
supersolution to (3.1). Then, recalling what proved in Step 1, we conclude that u is a d-continuous
PL-viscosity solution to (3.1). 
6 Comparison result for
←−
d p-semicontinuous solutions
We have seen that for Perron’s method the comparison result for semicontinuous solutions is
crucial. However, up to now there is no such result for the fully nonlinear path-dependent PDE
in the literature. The main difficulty, as explained in Remark 3.2, is due to the optimal stopping
problem presented in (3.4). As an advantage of our modified definition of PL-viscosity solutions,
we are able to show such a comparison result by combining the comparison result for uniformly
continuous solutions proved in [28] and the convolution in backward pseudo-metric developed in
[24].
In the present section we will deal with the pseudo-metric
←−
d p on Θ defined, for 1≤ p <∞, by
←−
d p(θ,θ
′) := |t− t′|+ |ωt−ω
′
t′ |+
(∫T
0
|ωt−s−ω
′
t′−s|
pds
) 1
p
∀θ,θ′ ∈Θ,
where we extend ω,ω′ on the negative real line by ωs =ω
′
s = 0 for s< 0. Notice that
←−
d p≪ d∞.
Remark 6.1. Let us we recall the pseudo-metric dp (1≤ p <∞) on Θ defined in [28]:
dp(θ,θ
′) := |t− t′|+
(∫T+1
0
|ωt∧s−ω
′
t′∧s|
pds
) 1
p
∀θ,θ′ ∈Θ,
where we set ωs := ωt,ω
′
s := ω
′
t′
for s ∈ [T,T +1]. It is not difficult to see that the two pseudo-
metrics
←−
d p,dp induce the same topology on Θ, i.e., the identity map (Θ,
←−
d p)→ (Θ,dp) is a home-
omorphism. In particular, the classes of upper-/lower-semicontinous functions with respect to
←−
d p
and dp coincide. Neverthless, the pseudo-metric uniformities associated with
←−
d p and with dp
do not coincide, hence uniformly continuous functions with respect to
←−
d p may not be uniformly
continuous with respect to dp, and viceversa.
The comparison result in this section will hold under the following strong assumption on the
nonlinearity G.
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Assumption 6.2. The function G : Θ×Rm×Sm→R satisfies the following assumptions.
(i) The function θ 7→G(θ,β,γ) is
←−
d p-uniformly continuous, uniformly in (β,γ).
(ii) For every (θ,β)∈Θ×Rm,
G(θ,β,γ)≤G(θ,β,γ′) ∀γ,γ′ ∈Sm, γ≤ γ′.
(iii) For all θ ∈Θ, β,β′ ∈Rm, γ,γ′ ∈Sm,
|G(θ,β+β′,γ+γ′)−G(θ,β,γ)| ≤L
(
|β′|+ |γ′|
)
.
Note that if Assumption 6.2 holds true then Assumption 5.1 holds true with d =
←−
d p.
Theorem 6.3. Let G satisfy Assumption 6.2. Let u (resp. v) be a bounded
←−
d p-uniformly continu-
ous PL-viscosity subsolution (resp. supersolution) to PPDE (3.1). If u(T, ·)≤ v(T, ·), we have u ≤ v
on Θ.
Proof. A similar comparison result, in which u,v,G are dp-uniformly continuous, is proved under
the old definition of viscosity solution in [28]. As mentioned in Remark 3.2, the change of the
definition does not add trouble for proving the existing comparison result. Further, we can indeed
apply the same argument as in [28] to prove the desired comparison result, where the dp-uniform
continuity is replaced by
←−
d p-uniform continuity. Since the whole argument is too long, we refer
the reader to [28] for the technical details. 
In the rest of this section, we show a comparison result for
←−
d p-semicontinuous solutions. The
main idea is to approximate the semicontinuous solutions by uniform continuous functions with
the following convolution. For a bounded
←−
d p-u.s.c. function u, we define
un(θ) := sup
θ′∈Θ
{
u(θ′)−n
←−
d p(θ,θ
′)
}
. (6.1)
Then un is a bounded
←−
d p-Lipschitz function and u
n→ u pointwise as n→∞.
Assumption 6.4. For a function u : Θ→R, there is a constant C0 such that
lim
δ→0
sup
{∣∣u(θ′)−u(T,ω)∣∣
←−
d p
(
θ′, (T,ω)
) : θ′ ∈Θ, ω ∈Ω, ←−d p(θ′, (T,ω))≤ δ
}
≤C0, (6.2)
where we adopt the convention 0
0
= 0.
Example 6.5. Let u,v be two
←−
d p-Lipschitz functions with Lipschitz constant C and assume that
u(T, ·)= v(T, ·) and u ≤ v on Θ. Then all the functions u, such that u ≤ u ≤ v, satisfy Assumption
6.4.
Lemma 6.6. Let u be a bounded
←−
d p-u.s.c. function satisfing Assumption 6.4. Then we have
un(T, ·)= u(T, ·) with un defined in (6.1) for n big enough.
Proof. Clearly un(T, ·)≥ u(T, ·) for all n. Now let δ> 0 be small enough such that the supremum
appearing in (6.2) is less than C0+1. Let n≥ (C0+1)∨
2|u|∞
δ . Then
u(T,ω)= u(T,ω)−u(θ′)+u(θ′)≥−n
←−
d p(θ
′, (T,ω))+u(θ′) ∀θ′ ∈Θ, ω ∈Ω,
or, equivalently, u(T, ·)≥ un(T, ·). 
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The main advantage of the convolution in (6.1) is that un inherits the viscosity subsolution
property of u. We first prove a lemma, which is an adaptation of the important Lemma 3.3 of
[28] to the new definition of PL-viscosity solution. Note that in Lemma 3.3 of [28] the result
holds true only for uniformly continuous functions, while the following lemma is proved for u.s.c.
functions. This improvement is due to our new definition.
Lemma 6.7. Let u be a
←−
d p-u.s.c. function satisfying u(0,0)> E L
[
(u−ϕα,β,γ)(Hδ,B)
]
, for some δ> 0
and (α,β,γ)∈R×Rm×Sm. Then, there exists θ∗ ∈Θ such that
t∗ < Hδ(ω
∗) and (α,β+γω∗t∗,γ)∈J L
u(θ∗). (6.3)
Proof. Let U := u−ϕα,β,γ and define the value function V : Θ→R by
V (θ) := E
t
L
[
Uθ(T∧Hδ,B)
]
(ϑ),
where ϑ= (t,ω,a,µ, q)∈ Θ˜ is such that θ= (t,ω). Notice that the definition of V (θ) does not depend
on the representative ϑ. By compactness of PL and by upper semicontinuity of the map
PL→R, P 7→ E
P [U(T∧Hδ,B)]
we can find P∗ ∈PL such that V (0,0)= E
P
∗
[U(T∧Hδ,B)]. By Proposition 4.3 we have
U =V P∗-a.s. (6.4)
On the other hand, by the assumption of the lemma, we have
E
P
∗
[U(T∧Hδ,B)]=V (0,0)≥U(0,0)= u(0,0)> E L
[
U(Hδ,B)
]
≥ E
P
∗
[U(Hδ,B)].
Therefore,
P
∗[T< Hδ]> 0. (6.5)
By taking into account (6.4) and (6.5), we conclude that there exists ϑ∗ ∈ Θ˜ such that t∗ < Hδ(ω
∗)
andU(θ∗)=V (θ∗), which is equivalent to (6.3). 
If G satisfies Assumption 6.2, we define the modulus of continuity ρG by
ρG(x) := sup
β∈Rm,γ∈Sm
sup
θ,θ′∈Θ
←−
d p(θ,θ
′)≤x
|G(θ,β,γ)−G(θ′,β,γ)|, ∀x≥ 0.
Proposition 6.8. Let u be a
←−
d p-u.s.c. PL-viscosity subsolution to (3.1), bounded by a constant
C > 0, and let un be defined as in (6.1). Assume that G satisfies Assumption 6.2. Then, for n big
enough, un is a PL-viscosity subsolution to the following equation:
−∂tu
n
−G(θ,∂ωu
n,∂2ωωu
n)≤ ρG
(
2C+1
n
)
.
Proof. Let (α,β,γ)∈J
L
un(θ). Then for any ε> 0 we have
un(θ)> E L
[(
(un)θ−ϕα+ε,β,γ
)
(Hδ,B)
]
, (6.6)
for a suitably δ> 0 arbitrarily small. By definition of un and by (6.6), we can find θ∗ ∈Θ such that
←−
d p(θ,θ
∗)<
2C+1
n
and u(θ∗)−n
←−
d p(θ,θ
∗)> E L
[(
(un)θ−ϕα+ε,β,γ
)
(Hδ,B)
]
.
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Further, we have
u(θ∗)−n
←−
d p(θ,θ
∗)> E L
[(
(un)θ−ϕα+ε,β,γ
)
(Hδ,B)
]
≥ E L
[(
uθ
∗
−ϕα+ε,β,γ
)
(Hδ,B)−n
←−
d p
(
(t+Hδ,ω⊗tB), (t
∗+Hδ,ω
∗⊗t∗ B)
)]
.
It is important to note that
←−
d p(θ,θ
∗)=
←−
d p
(
(t+Hδ,ω⊗tB), (t
∗
+Hδ,ω
∗
⊗t∗ B)
)
.
Therefore,
u(θ∗)> E L
[(
uθ
∗
−ϕα+ε,β,γ
)
(Hδ,B)
]
.
Now we apply Lemma 6.7 and obtain that there exists θ˜ such that
t˜< Hδ(ω˜) and (α+ε,β+γω˜t˜,γ)∈J L
u
(
t∗+ t˜,ω∗⊗t∗ ω˜
)
,
and thus, by the subsolution property of u,
−α−ε−G
(
t∗+ t˜,ω∗⊗t∗ ω˜,β+γω˜t˜,γ
)
≤ 0. (6.7)
Note that
←−
d p
(
θ, (t∗+ t˜,ω∗⊗t∗ ω˜)
)
≤
←−
d p
(
(t+ t˜,ω⊗t ω˜), (t
∗+ t˜,ω∗⊗t∗ ω˜)
)
+
←−
d p
(
θ, (t+ t˜,ω⊗t ω˜)
)
≤
←−
d p(θ,θ
∗)+δ+
(
δp+1+T
∣∣ρ(ωt∧·,δ)∣∣p) 1p
≤
2C+1
n
+δ+
(
δp+1+T
∣∣ρ(ωt∧·,δ)∣∣p) 1p .
(6.8)
where ρ(ωt∧·, ·) is the modulus of continuity of the path ωt∧·. By using the definition of ρG together
with (6.7) and (6.8), we get
−α−ε−G
(
θ,β+γω˜t˜,γ
)
≤ ρG
(
2C+1
n
+δ+
(
δp+1+T
∣∣ρ(ωt∧·,δ) ∣∣p) 1p ) .
Finally, we let δ,ε tend to 0 and obtain −α−G(θ,β,γ)≤ ρG
(
2C+1
n
)
. 
Now we are ready to prove the main result of this section.
Theorem 6.9. Let G satisfy Assumption 6.2. Let u (resp. v) be a bounded
←−
d p-u.s.c. (resp. l.s.c.)
PL-viscosity subsolution (resp. supersolution) to PPDE (3.1). In addition, assume that u,v satisfy
Assumption 6.4. Then, if u(T, ·)≤ v(T, ·), we have u ≤ v on Θ.
Proof. As a direct consequence of Proposition 6.8, we know that, for n sufficiently large,
u˜n(θ) := un(θ)−ρG
(
2C+1
n
)
(T− t)
is a bounded
←−
d p-uniformly continuous PL-viscosity subsolution to PPDE (3.1) and u˜
n(T, ·) =
un(T, ·). Further, by Lemma 6.6, we have un(T, ·) = u(T, ·) and thus u˜n(T, ·) = u(T, ·) for n big
enough. We can similarly define v˜n, so that v˜n → v pointwise and that v˜n is a bounded
←−
d p-
uniformly continuous PL-viscosity supersolution to (3.1) and v˜
n(T, ·) = v(T, ·) for n big enough.
Since v˜n(T, ·)= v(T, ·)≥ u(T, ·)= u˜n(T, ·), by Theorem 6.3 we have
u = lim
n→∞
u˜n ≤ lim
n→∞
v˜n = v,
and the proof is complete. 
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7 Representation of PPDEs as PDEs in infinite dimension and
comparison under weak-continuity
The aim of this section is to start with a PL-viscosity (sub-/super-)solution u defined on the space
Θ, then to associate to it a function u˜ defined on a product space [0,T]×H where H is a suitably
chosen Hilbert space, and finally show that u˜ is a viscosity (sub-/super-)solution of a PDE on
[0,T]×H. As a corollary of such relationship, we can exploit the comparison theorem available
for viscosity solutions in Hilbert spaces to obtain uniqueness for PL-viscosity solutions.
We start by introducing the Hilbert space H on which we will set our new PDE associated
with the original PPDE (3.1). Then we will address the problem of associating a function on the
original space Θ with a function on the product space [0,T]×H. In order to perform this change
of variable in such a way to end up with a function regular enough to exploit the comparison
theorem for viscosity solutions in Hilbert spaces, we need to introduce a pseudo-metric dB on Θ,
weaker than
←−
d p, and an associated norm | · |B on H, weaker than the original norm | · |H .
Once provided these preliminaries, we can introduce the PDE on [0,T]×H associated with
the original PPDE on Θ, recall the notion of viscosity solution in Hilbert spaces, and prove the
main theorem of this section (Theorem 7.6), thanks to which we can use [12, Theorem 3.50] to get
uniqueness of PL-viscosity solutions (Corollary 7.7).
For the theory of viscosity solutions in Hilbert spaces we always refer to [12]. For the basic
notions of stochastic calculus in Hilbert spaces that we need, we refer to [21].
We start by introducing the Hilbert spaces
H′ := L2(R−,R
m), H :=Rm×H′,
where H′ is endowed with its standard scalar product 〈·, ·〉L2 induced by the L
2-norm and H is
endowed with scalar product and norm given by
〈x, x′〉H := 〈x0, x
′
0〉+〈x1, x
′
1〉L2 , |x|H :=
(
|x0|
2+|x1|
2
L2
)1/2
, ∀x= (x0, x1), x
′ = (x′0, x
′
1) ∈R
m×H′.
We next consider the C0-semigroup S on H defined by
St : H→H, (x0, x1) 7→ (x0, x01[−t,0]+ x1(·+ t)1(−∞,−t)) ∀t ∈R
+. (7.1)
The infinitesimal generator A of S is given by
A : D(A)⊂H→H, (x0, x1) 7→ (0, x˙1) (7.2)
where
D(A) :=
{
(x0, x1) ∈H : x1 ∈W
1,2(R−,R), x0 = x1(0)
}
. (7.3)
To express the regularity assumptions for the comparison results (Theorem 7.6 and Corol-
lary 7.7), we will consider the following pseudo-metric dB on Θ:
dB(θ,θ
′)) :=|t− t′|+ |ω(t)−ω′(t′)|+
∣∣∣∣∫t
0
ω(r)dr−
∫t′
0
ω′(r)dr
∣∣∣∣
+
(∫T
0
(∫t
(t−ρ)∨0
ω(r)dr−
∫t′
(t′−ρ)∨0
ω′(r)dr
)2
dρ
)1/2
for all θ,θ′ ∈Θ, and the following scalar product 〈·, ·〉B and norm | · |B on H:
〈x, x′〉B := 〈(A− I)
−1x, (A− I)−1x′〉H |x|B := |(A− I)
−1x|H ∀x, x
′
∈H.
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By a direct computation, one can verify that
(A− I)−1(x0, x1)=
(
−x0,−e
·x0−
∫0
·
e−(r−·)x1(r)dr
)
∀x= (x0, x1)∈H.
Hence the norm | · |B reads
|x|B =
(
|x0|
2+
∫0
−∞
∣∣∣∣esx0+∫0
s
es−rx1(r)dr
∣∣∣∣2ds
)1/2
∀x ∈H. (7.4)
By the very definition of dB and | · |B, we immediately have the following
Lemma 7.1. Let {θn}n ⊂Θ be a sequence and let θ ∈Θ. Define x
n
0
:=ωn(tn), x
n
1
:=ωn(·+ tn)1[−tn,0],
x0 :=ω(t), x1 :=ω(·+ t)1[−t,0]. Then (with x
n = (xn
0
, xn
1
), x= (x0, x1))
tn→ t and |x
n
− x|B→ 0 if and only if dB(θn,θ)→ 0.
The following proposition provides an example of a functional on Θ which is dB-continuous.
The proof is postponed to Appendix.
Proposition 7.2. Let f ∈ L2((0,T),Rm). Then the convolution
Θ→R, θ 7→
∫t
0
〈 f (r),ω(t− r)〉dr (7.5)
is dB-continuous if and only if f ∈W
1,2((0,T),Rm).
We now define the data for the PDE on [0,T]×H associated with the original PPDE (3.1). Let
the functions
G∗H ,G∗H : [0,T]×H×R×R
m
×S
m
→R
be associated with G as follows: for all (t, x, r,β,γ)∈ (0,T)×H×R×Rm×Sm,
G∗H (t, x, r,β,γ) := limsup
θˆ∈Θ, tˆ→t
(ωˆ(tˆ),ωˆ(·+tˆ)1[−tˆ,0])
|·|B
−−→(x0,x11[−t,0])
r′,β′,γ′→r,β,γ
G(tˆ, ωˆ, rˆ, βˆ, γˆ),
G∗H (t, x, r,β,γ) := liminf
θˆ∈Θ, tˆ→t
(ωˆ(tˆ),ωˆ(·+tˆ)1[−tˆ,0])
|·|B
−−→(x0,x11[−t,0])
r′,β′,γ′→r,β,γ
G(tˆ, ωˆ, rˆ, βˆ, γˆ).
Similarly, for u : Θ→R, define the functions u∗H ,u∗H : [0,T]×H→R by
u∗H (t, x) := limsup
θˆ∈Θ, tˆ→t
(ωˆ(tˆ),ωˆ(·+tˆ)1[−tˆ,0])
|·|B
−−→(x0,x11[−t,0])
u(tˆ, ωˆ),
u∗H (t, x) := liminf
θˆ∈Θ, tˆ→t
(ωˆ(tˆ),ωˆ(·+tˆ)1[−tˆ,0])
|·|B
−−→(x0,x11[−t,0])
u(tˆ, ωˆ).
It is clear that the functions G∗H ,G∗H ,u
∗H ,u∗H are well-defined, because for all (t, x) ∈ [0,T]×H
we can find a sequence (t,ωn) ∈Θ such that (ωn(t),ωn(·+ t)1[−t,0]) converges to (x0, x11[−t,0]) in the
norm | · |H , hence in | · |B.
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We will now recall the definition of viscosity solution for PDEs on Hilbert spaces as provided
by [12, Ch. 3], and it is in order to fit such a framework that we write (7.8) by emphasizing the
maximal dissipative operator A− I. Let Gˆ : [0,T]×H×R×Rm×Sm→ R be a function. Consider
the following parabolic equation
−vt−〈(A− I)x,Dxv〉−〈x,Dxv〉−Gˆ(t, x,v,Dx0v,D
2
x0x0
v)= 0 on (0,T)×H, (7.8)
where v : [0,T]×H→R and where Dx0v,D
2
x0x0
v are the first and second order Fréchet differentials
of v with respect to the first component x0 ∈R
m of the variable x= (x0, x1) ∈H =R
m×L2((0,T),Rm).
It is important to notice that in [12, Ch. 3, Definitions 3.32] some assumptions are stated with
respect to topologies induced by an operator denoted by B. In our framework, we choose
B := (A∗− I)−1(A− I)−1.
Because of the compactness of (A− I)−1 (Proposition A.5), hence of B, and by [12, Lemma 3.6(i)],
in our case the definitions of test function and of viscosity sub-/supersolution given in [12, Ch. 3,
Definitions 3.32 and 3.35] read as follows.
Definition 7.3 (Test functions). A function ψ : (0,T)×H→R is a test function if ψ(t, x)=ϕ(t, x)+
h(t, |x|H) , where:
(i) ϕ ∈ C1,2((0,T)×H,R), it is locally bounded, weakly sequentially lower-semicontinuous, ∇xϕ
takes values in D(A∗), and ∂tϕ, A
∗∇xϕ, ∇xϕ, D
2
xxϕ are uniformly continuous on (0,T)×H;
(ii) h ∈ C1,2((0,T)×R,R) and is such that, for every t ∈ (0,T), h(t, ·) is even and h(t, ·) is non-
decreasing on R+.
Definition 7.4 (H-viscosity sub-/supersolution). A locally bounded weakly sequentially u.s.c.
function u : (0,T)×H → R is a H-viscosity subsolution of (7.8) if, whenever u −ψ has a local
maximum at a point (t, x)∈ (0,T)×H for a test function ψ(s, y)=ϕ(s, y)+h(s, |y|H), then
−ψt(t, x)−〈x, (A− I)
∗∇xϕ(t, x)〉H−〈x,∇xψ(t, x)〉H−Gˆ(t, x,u(t, x),∇x0ψ(t, x),D
2
x0x0
ψ(t, x))≤ 0. (7.9)
A locally bounded weakly sequentially l.s.c. function v : (0,T)×H→ R is a viscosity supersolution
of (7.8) if, whenever v+ψ has a local minimum at a point (t, x) ∈ (0,T)×H for a test function
ψ(s, y)=ϕ(s, y)+h(s, |y|H), then
ψt(t, x)+〈x, (A− I)
∗
∇xϕ(t, x)〉+〈x,∇xψ(t, x)〉−Gˆ(t, x,u(t, x),−∇x0ψ(t, x),−D
2
x0x0
ψ(t, x))≥ 0. (7.10)
Remark 7.5. The Definition 7.4 does not correspond exactly to [12, Definition 3.35], because
we drop the continuity assumption on Gˆ. We will recover such assumption when dealing with
comparison.
The first main result of this section is the following
Theorem 7.6. Let u be a PL-viscosity subsolution (resp. supersolution) of (3.1). Then u
∗H
(resp. u∗H ) is a H-viscosity subsolution (resp. supersolution) of
−vt−〈(A− I)x,Dxv〉−〈x,Dxv〉−G
∗H (t, x,v,Dx0v,D
2
x0x0
v)= 0 (7.11a)
(resp. −vt−〈(A− I)x,Dxv〉−〈x,Dxv〉−G∗H (t, x,v,Dx0v,D
2
x0x0
v)= 0). (7.11b)
Theorem 7.6 allows to exploit the comparison for H-viscosity solutions ([12, Theorem 3.50])
to get as corollary a comparison result for PL-viscosity solutions (Corollary 7.7). As a byproduct,
we also obtain a sufficient condition for the Perron-type result we proved in Section 5.
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Corollary 7.7. Let G satisfy Assumptions 5.1, with d = dB. Let u be a bounded PL-viscosity
subsolution of (3.1) and let v be a bounded PL-viscosity supersolution of (3.1). Suppose that
lim
r,η→0
sup
{
u(θ)−v(θ′) : dB(θ,θ
′)< r, T−η≤ t, t′ ≤ T
}
≤ 0. (7.12)
Then u ≤ v on Θ. Moreover, Assumption 5.2 is fulfilled with u := u,v := v,d := dB.
Before proving Theorem 7.6 and Corollary 7.7, we need a preliminary discussion useful to re-
late the two different settings of PL-viscosity solutions and of viscosity solutions on H as defined
by Definition 7.4.
Let U : [0,T]×H→ R be a measurable function such that U(t, x)=U(t, x0, x11[−t,0]) for (t, x) ∈
[0,T]×H (x= (x0, x1)). Notice that, for any (s, x) ∈H, the measurability of U entails the measur-
ability of
(Θ,d∞)→R, θ 7→U
s,x(θ) :=U((s+ t)∧T, x0+ω(s), x1⊗s [x0,ω]), (7.13)
where, for any function ω ∈Ω and (s, x)∈ [0,T]×H,
x1⊗s [x0,ω] :=
{
x1(t+ s) ∀t ∈ (−∞,−s)
x0+ω(t+ s) ∀t ∈ [−s,0].
(7.14)
Let (t, x) ∈ [0,T]×H and let U : [0,T]×H → R be a measurable function, locally bounded from
above (resp. locally bounded from below). We define the jet JH
L
U(t, x) (resp. J
H
LU(t, x)) by
JH
L
U(t, x) :=
{
(α,β,γ)∈R×Rm×Sm : U(t, x)= E L
[
(U t,x−ϕα,β,γ)(T∧Hδ,B)
]
,
for some δ ∈ (0,T− t]
}
(
resp. J
H
LU(t, x) :=
{
(α,β,γ)∈R×Rm×Sm : U(t, x)= E L
[
(U t,x−ϕα,β,γ)(T∧Hδ,B)
]
,
for some δ∈ [0,T− t]
})
.
Now let un be a sequence of d∞-u.s.c. functions uniformly bounded from above and let us
define a function uH : [0,T]×H→R (resp. uH ) by
uH (t, x) := limsup
θˆ∈Θ, tˆ→t
(ωˆ(tˆ),ωˆ(·+tˆ)1[−tˆ,0])
|·|B
−−→(x0,x11[−t,0])
n→∞
un(tˆ, ωˆ) ∀(t, x)∈ [0,T]×H,
(resp. uH(t, x) := liminf
θˆ∈Θ, tˆ→t
(ωˆ(tˆ),ωˆ(·+tˆ)1[−tˆ,0])
|·|B
−−→(x0,x11[−t,0])
n→∞
un(tˆ, ωˆ) ∀(t, x)∈ [0,T]×H).
Proposition 7.8. Let un,u
H ,uH be as above. Then for any (α,β,γ) ∈JH
L
uH(t, x) (resp. (α,β,γ) ∈
J
H
L uH(t, x)), there exist θn ∈Θ, (αn,βn,γ)∈J L
un(θn) such that
tn→ t, (ωn(tn),ωn(·+ tn)1[−tn,0])
|·|B
−−→ (x0, x11[−t,0]),
and
(
un(θn),αn,βn
)
→
(
uH(t, x),α,β
)
(resp.
(
un(θn),αn,βn
)
→
(
uH(t, x),α,β
)
).
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Proof. The desired result is very similar to Proposition 4.4 and can be proved with the same
argument. 
Proposition 7.9. Let u be a PL-viscosity subsolutions to (3.1). Then
−α−G∗H (t, x,u∗H(t, x),α,β,γ)≤ 0, ∀(t, x)∈ (0,T)×H, ∀(α,β,γ)∈JH
L
u∗H (t, x). (7.17)
Proof. Let (t, x)∈ (0,T)×H and (α,β,γ)∈JH
L
u∗H (t, x). By the very definition of u∗H , we can apply
Proposition 7.8 to get sequences θn ∈Θ and (αn,βn) ∈R×R
m such that (αn,βn,γ)∈J
L
u(θn) and
tn→ t, (ωn(tn),ωn(·+ tn)1[−tn,0])
|·|B
−−→ (x0, x11[−t,0]), (un(θn),αn,βn)→ (u
∗H (t, x),α,β). (7.18)
Since u is a PL-viscosity solution to (3.1), we have, for all n, −αn−G(tn,ωn,un(θn),βn,γ)≤ 0. By
taking the limit n→∞, by using (7.18), and by the very definition of G∗H , we obtain
−α−G∗H (t, x,u∗H (t, x),α,β,γ)≤ 0,
which concludes the proof. 
In what follows, for t ∈ [0,T] and P ∈PL , we denote by G
t the translated filtration {G0∨(s−t)}s∈[0,T]
and by G
P,t
+ its right-continuous P-completion. For t ∈ [0,T], x = (x0, x1) ∈ H, we define the H-
valued process Zt,x = (Z
t,x
0
,Z
t,x
1
) as follows:
if s ∈ [0, t], Z
t,x
0,s
:= x0 and Z
t,x
1,s
:= x1
if s ∈ (t,T], Z
t,x
0,s
:= x0+As−t+Ms−t and Z
t,x
1,s
(r) :=
{
x1(r+ s− t) r ∈ (−∞,−s+ t)
Z
t,x
0,r+s
r ∈ [−s+ t,0).
(7.19)
We also introduce the following functions
b˜ : [0,T]× Θ˜→H σ : Θ˜→ L(Rm,H)
defined by ( 1)
b˜s(ϑ) :=
{
(a˙s,0) if a ∈W
1,2([0,T],Rm)
(0,0) otherwise
and σ(ϑ)(v) := (v,0)
for ϑ ∈ Θ˜, s ∈ [0,T],v ∈Rm.
Lemma 7.10. Let Z, b˜ be as above. Then there exists an Rm-valued predictable process b such
that, for all P ∈PL,
{
(s,ϑ)∈ [0,T]× Θ˜ : bs(ϑ) 6= b˜s(ϑ)
}
is contained in a Lebesgue⊗P-null set and
P-a.s.

Z
t,x
s = x ∀s ∈ [0, t]
Z
t,x
s = Ss−tx+
∫s
t
Ss−rbr−tdr+
∫s
t
Ss−rσdM
t
r ∀s ∈ (t,T],
(7.20)
whereMt := {M0∨(r−t)}r∈[0,T] is a (G
P,t
+ ,P)-martingale.
1Recall that ϑ= ((t,ω),a,µ,q).
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Proof. We show the existence of b. First, notice that the function
ρ : [0,T]× Θ˜→ L2([0,T],Rm), (s,ϑ) 7→ as∧·
is predictable. By using [13, p. 67, statement (2)], it is not difficult to show thatW1,2([0,T],Rm) is
a Borel subset of L2([0,T],Rm). Define B := ρ−1(W1,2([0,T],Rm)). It then follows that the map
[0,T]× Θ˜→R, (s,ϑ) 7→ 1B(T,ϑ)
is predictable, and hence also the map
F : [0,T]× Θ˜→Rm, (s,ϑ) 7→ 1B(T,ϑ)as
is predictable. We then obtain the predictability of the left-hand side derivative
B1→R
m, (s,ϑ) 7→ ∂−s F(s,ϑ),
on the predictable set B1 of points (s,ϑ) where such derivative exists. Since P ∈PL , Leb⊗P([0,T]×
Θ˜\B1)= 0, hence bs(ϑ) := (1B1(s,ϑ)∂
−
s F(s,ϑ),0)∈H satisfies the needed requirements.
Clearly (7.20) holds true if s ∈ [0, t]. We then assume s ∈ (t,T]. Let P ∈PL. For y ∈R
m, by Itô’s
formula ([21, Theorem D.2]) and noticing that
〈(y0,0), z〉H = 〈(y0,0),Svz〉H ∀z ∈H, v≥ 0,
we have, P-a.s.,
〈(y0,0),Z
t,x
s 〉H =〈y0,Z
t,x
0,s
〉 = 〈y0, x0〉+
∫s
t
〈y0, a˙r−t〉dr+
∫s
t
〈y0,dM
t
r〉
=〈(y0,0), x〉H+
∫s
t
〈(y0,0),Ss−rbr−t〉Hdr+
∫s
t
〈(y0,0),Ss−rσdM
t
r〉H
=〈(y0,0), x+
∫s
t
Ss−rbr−tdr+
∫s
t
Ss−rσdM
t
r〉H .
(7.21)
Now let y1 ∈ L
2((−∞,0),Rm). By the very definition of Z
t,x
s , we have, P-a.s.,
〈(0, y1),Z
t,x
s 〉H =〈y1,Z
t,x
1,s
〉L2 =
∫0
−∞
〈y1(v),Z
t,x
1,s
(v)〉dv
=
∫0
−∞
〈y1(v),
(
1(−∞,−s+t)(v)x1(v)+1[−s+t,0)(v)Z
t,x
0,v+s
)
〉dv
=
∫0
−∞
〈y1(v),
(
1(−∞,−s+t)(v)x1(v)+1[−s+t,0)(v)x0
)
〉dv
+
∫0
−∞
〈y1(v),1[−s+t,0)(v)
(∫v+s
t
a˙r−tdr+
∫v+s
t
dMtr
)
〉dv=: I+II
(7.22)
Now observe that
I= 〈(0, y1),Ss−tx〉H . (7.23)
Moreover, by using the stochastic Fubini theorem ([21, Theorem 8.14]) and denoting by Mti and
yi
1
the ith component of Mt and y1, respectively, and by e i the ith element of the canonical basis
of Rm, we have, P-a.s.,
II=
∫s
t
(∫0
−∞
〈y1(v),1[r−s,0)(v)a˙r−t〉dv
)
dr+
∑
i=1,...,m
∫s
t
(∫0
−∞
yi1(v)1[r−s,0)(v)dv
)
dMti,r
=
∫s
t
〈(0, y1),Ss−rbr−t〉Hdr+
∑
i=1,...,m
∫s
t
〈(0, y1),Ss−rσ(e i)〉HdM
t
i,r
=〈(0, y1),
∫s
t
Ss−rbr−tdr〉H+〈(0, y1),
∫s
t
Ss−rσdM
t
r〉H
(7.24)
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By collecting (7.21), (7.22), (7.23), (7.24) and recalling that y0, y1 were arbitrarily chosen, we
obtain (7.20). 
Notice that the H-valued process Zt,x defined by (7.19) is independent on P ∈PL and every-
where continuous, whereas equation (7.20) depends on the chosen P through the chosen version
of the stochastic integral.
Proof of Theorem 7.6. We write the proof only for the subsolution case, since the other case is
symmetric.
By the very definition, u∗H is |·|+|·|B-u.s.c., hence by compactness of (A−I)
−1 (Proposition A.5)
it is weakly sequentially u.s.c. Now let ψ(s, y) = ϕ(s, y)+ h(s, |y|H) be a test function and let
(t, x) ∈ (0,T)×H be a maximum for u∗H −ψ on [t− ξ, t+ ξ]×B(x;ξ), where B(x;ξ) denotes the
(H, | · |H )-ball centered in x with radius ξ ∈ (0, t∧ (T− t)).
Notice that A−1/2 is maximal dissipative. Let An := nA(n−A)
−1, n≥ 1, be the Yosida approx-
imation of A. Then there exists n ≥ 1 such that |Snt |L(H) ≤ e
t, t ≥ 0, n ≥ n, where Sn denotes the
continuous semigroup generated by An.
For some ε∈ (0,ξ∧ (T − t)) to be chosen later, define the function τε : C([0,T],H)→ [t,T] by
τε( f ) := inf
{
r ∈ [t,T] : r− t+ sup
v∈[t,r]
| f (v)− x|H ≥ ε
}
∀ f ∈C([0,T],H).
Then τε is continous. Moreover, for any adapted H-valued continuous process P, τε(P) is a stop-
ping time.
Now we fix P ∈PL. For n≥ 1, define the process Z
t,x
n by
Z
t,x
n,s := x ∀s ∈ [0, t]
Z
t,x
n,s := S
n
s−tx+
∫s
t
Sns−rbr−tdr+
∫s
t
Sns−rσdM
t
r ∀s ∈ (t,T].
(7.25)
We can choose for Z
t,x
n a continuous (G
P,t
+ ,P)-version, and we do it (we refer to the discussion in
[21, Section 11.4], after recalling that in our case the quadratic variation of M is bounded). For
any Gt-stopping time ρ ≥ t and for any f ∈C([0,T],H), denote
τ( f ) := τρ,ε( f ) := ρ∧τε( f ). (7.26)
Let Z be defined as in (7.19). Notice that τ(Zt,x) is a Gt-stopping time and τ(Z
t,x
n ) is a G
P,t
-stopping
time. For n≥ 1, define on (Θ˜,G
P,t
,P) the continuous processes Yt,x and Y
t,x
n by
Y
t,x
s := x ∀s ∈ [0, t]
Y
t,x
s := Ss−tx+
∫s
t
1r<τ(Zt,x)Ss−rbr−tdr+
∫s
t
1r≤τ(Zt,x)Ss−rσdM
t
r ∀s ∈ (t,T],
(7.27)
and 
Y
t,x
n,s := x ∀s ∈ [0, t]
Y
t,x
n,s := S
n
s−tx+
∫s
t
1r≤τ(Zt,xn )
Sns−rbrdr+
∫s
t
1r≤τ(Zt,xn )
Sns−rσdM
t
r ∀s ∈ (t,T].
(7.28)
Notice that, by Lemma 7.10 and by the very definition of Z
t,x
n , we have, for all s ∈ (t,T], n≥ 1,{
Y
t,x
s =Z
t,x
s P-a.s. on {τ(Z
t,x)> s}
Y
t,x
s = Ss−τ(Zt,x)Z
t,x
τ(Zt,x)
P-a.s. on {τ(Zt,x)≤ s}
(7.29)
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Y
t,x
n,s =Z
t,x
n,s P-a.s. on {τ(Z
t,x
n )> s}
Y
t,x
n,s = S
n
s−τ(Z
t,x
n )
Z
t,x
n,τ(Z
t,x
n )
P-a.s. on {τ(Z
t,x
n )≤ s}.
(7.30)
Now, since An generates a continuous group in L(H), the process Y
t,x
n is the strong solution to the
following linear SDE in integral form on (Θ˜,G
P,t
,P):
Y
t,x
n,s =x+
∫s
t
(
AnY
t,x
n,r+1r≤τ(Zt,xn )
br−t
)
dr+
∫s
t
1r≤τ(Zt,xn )
σdMtr
=x+An
∫s
t
Y
t,x
n,r dr+σ
(
Aτ(Zt,xn )∧s−t
+Mτ(Zt,xn )∧s−t
)
P-a.s., ∀s ∈ [t,T).
(7.31)
By (7.30) and (7.31), we have
Z
t,x
n,τ(Z
t,x
n )
=x+
∫τ(Zt,xn )
t
(
AnZ
t,x
n,r+br−t
)
dr+
∫τ(Zt,xn )
t
σdMtr
=x+An
∫τ(Zt,xn )
t
Z
t,x
n,r dr+σ
(
Aτ(Zt,xn )−t
+Mτ(Zt,xn )−t
)
P-a.s., ∀s ∈ [t,T).
(7.32)
By the assumptions on the test function ψ = ϕ+ h, by using (7.32), and by recalling that
|Z
t,x
n,τ(Z
t,x
n )∧·
−x|∞ ≤ ε for all n, we can apply Itô’s formula ([21, Theorem D.2]) to ψ(τ(Z
t,x
n ),Z
t,x
n,τ(Z
t,x
n )
)
and take the expectation, to get, for n≥ n,
E
P
[
ψ(τ(Z
t,x
n ),Z
t,x
n,τ(Z
t,x
n )
)
]
=ψ(t, x)+EP
[∫τ(Zt,xn )
t
(
∂tψ(r,Z
t,x
n,r)+〈∇xψ(r,Z
t,x
n,r),AnZ
t,x
n,s〉
)
dr
]
+E
P
[∫τ(Zt,xn )
t
〈∇xψ(r,Z
t,x
n,r),br−t〉dr
]
+
1
2
E
P
[∫τ(Zt,xn )
t
Tr
[
σQ˙r−tσ
∗D2xxψ(r,Z
t,x
n,r)
]
dr
]
≤ψ(t, x)+EP
[∫τ(Zt,xn )
t
(
∂tψ(r,Z
t,x
n,r)+〈A
∗
n∇xϕ(r,Z
t,x
n,r),Z
t,x
n,r〉
)
dr
]
+EP
[∫τ(Zt,xn )
t
〈∇xh(r,Z
t,x
n,r),Z
t,x
n,r〉dr
]
+E
P
[∫τ(Zt,xn )
t
〈∇xψ(r,Z
t,x
n,r),br−t〉dr
]
+
1
2
E
P
[∫τ(Zt,xn )
t
Tr
[
Q˙r−tD
2
x0x0
ψ(r,Z
t,x
n,r)
]
dr
]
,
(7.33)
where we have used the fact that h is radial and that
〈Any, y〉 ≤ |y|
2
H ∀y ∈H, n≥ n.
We will now take in consideration each term appearing in the formula above and pass to the limit
as n→∞ to get a useful inequality for E
[
ψ
(
τ(Z
t,x
n ),Z
t,x
τ(Z
t,x
n )
)]
. Using (7.20), (7.25), and the standard
machinery based on the factorization formula for stochastic convolutions with C0-semigroups (see
[21, Sections 11.3–4] and recall that the quadratic variation of M is bounded in our case) one can
see that
lim
n→∞
E
P
[∣∣∣Zt,x−Zt,xn ∣∣∣2
∞
]
= 0. (7.34)
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This entails immediately the two following facts
lim
n→∞
E
P
[∣∣∣Zt,x
τ(Z
t,x
n )
−Z
t,x
n,τ(Z
t,x
n )
∣∣∣2
∞
]
= 0, (7.35a)
lim
n→∞
τε(Z
t,x
n )= τε(Z
t,x) P-a.s. (7.35b)
By (7.35a) and (7.35b) it follows that
lim
n→∞
E
P
[∣∣∣Zt,x
τ(Zt,x)
−Z
t,x
n,τ(Z
t,x
n )
∣∣∣p
∞
]
= 0, (7.36)
for any p ∈ [1,2). By the assumptions on ψ and by (7.36) we can then pass to the limit in (7.33)
and obtain,
E
P
[
ψ
(
τ(Zt,x),Z
t,x
τ(Zt,x)
)]
= lim
n→∞
E
P
[
ψ
(
τ(Z
t,x
n ),Z
t,x
n,τ(Zt,x)
)]
≤ψ(t, x)+EP
[(∫τ(Zt,x)
t
∂tψ(r,Z
t,x
r )+〈A
∗∇xϕ(r,Z
t,x
r ),Z
t,x
r 〉
)
dr
]
+EP
[∫τ(Zt,x)
t
(
〈∇xh(r,Z
t,x
r ),Z
t,x
r 〉+〈∇xψ(r,Z
t,x
r ),br−t〉
)
dr
]
+
1
2
E
P
[∫τ(Zt,x)
t
Tr
[
Q˙r−tD
2
x0x0
ψ(r,Z
t,x
r )
]
dr
]
.
(7.37)
Since P was arbitrary, (7.37) holds for all P ∈PL. Now, since ∂tψ, A
∗∇xϕ, ∇xh, ∇xψ, D
2
x0x0
ψ are
uniformly continuous on bounded sets, recalling the definition of τ = τρ,ε in (7.26), and noticing
that ε ↓ 0 implies τε(Z
t,x) ↓ t P-a.s., one can easily see that
lim
ε↓0
sup
P∈PL
ρ≥t
E
P
[
1τ(Zt,x)>t
(
1
τ(Zt,x)− t
∫τ(Zt,x)
t
(
∂tψ(r,Z
t,x
r )+〈A
∗∇xϕ(r,Z
t,x
r ),Z
t,x
r 〉
)
dr
−∂tψ(t, x)+〈A
∗
∇xϕ(t, x), x〉
)]
= 0
lim
ε↓0
sup
P∈PL
ρ≥t
E
P
[
1τ(Zt,x)>t
(
1
τ(Zt,x)− t
∫τ(Zt,x)
t
〈∇xh(r,Z
t,x
r ),Z
t,x
s 〉dr−〈∇xh(t, x), x〉
)]
= 0
lim
ε↓0
sup
P∈PL
ρ≥t
E
P
[
1τ(Zt,x)>t
τ(Zt,x)− t
(∫τ(Zt,x)
t
〈∇xψ(r,Z
t,x
r ),br−t〉dr−〈∇xψ(t, x),Aτ(Zt,x)−t〉
)]
= 0
lim
ε↓0
sup
P∈PL
ρ≥t
E
P
[
1τ(Zt,x)>t
τ(Zt,x)− t
(∫τ(Zt,x)
t
Tr
[
Q˙rD
2
x0x0
ψ(r,Z
t,x
r )
]
dr−Tr
[
Qτ(Zt,x)−tD
2
x0x0
ψ(t, x)
])]
= 0.
Then, for any arbitrarily small real number ζ> 0, there exists ε such that, for all P ∈PL and all
G
t-stopping time ρ ≥ t,
E
P
[∫τ(Zt,x)
t
(
∂tψ(r,Z
t,x
r )+〈A
∗
∇xϕ(r,Z
t,x
r ),Z
t,x
r 〉
)
dr
]
≤ EP
[(
∂tψ(t, x)+〈A
∗∇xϕ(t, x), x〉+ζ
)
(τ(Zt,x)− t)
] (7.38a)
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E
P
[∫τ(Zt,x)
t
〈∇xh(r,Z
t,x
r ),Z
t,x
s 〉dr
]
≤ E
P
[
(〈∇xh(t, x), x〉+ζ)(τ(Z
t,x)− t)
]
(7.38b)
E
P
[∫τ(Zt,x)
t
〈∇xψ(r,Z
t,x
r ),br−t〉dr
]
≤ E
P
[
〈∇xψ(t, x),Aτ(Zt,x)−t〉+ζ
(
τ(Zt,x)− t
)]
= EP
[
〈∇xψ(t, x),Bτ(Zt,x)−t〉+ζ
(
τ(Zt,x)− t
)] (7.38c)
E
P
[∫τ(Zt,x)
t
Tr
[
Q˙rD
2
x0x0
ψ(r,Z
t,x
r )
]
dr
]
≤ E
P
[
Tr
[
Qτ(Zt,x)−tD
2
x0x0
ψ(t, x)
]
+ζ
(
τ(Zt,x)− t
)]
. (7.38d)
By defining
α := ∂tψ(t, x)+〈(A
∗
− I)∇xϕ(t, x), x〉+〈∇xψ(t, x), x〉+4ζ, β :=∇xψ(t, x), γ :=D
2
x0x0
ψ(t, x),
by recalling that (t, x) is a maximum for u∗H −ψ on [t−ξ, t+ξ]×B(x;ξ), and by collecting (7.37),
(7.38a), (7.38b), (7.38c), (7.38d), we obtain, for all P ∈PL and all ρ ≥ t,
u∗H (t, x)≥ EP
[
u∗H
(
τ(Zt,x),Z
t,x
τ(Zt,x)
)
−α(τ(Zt,x)− t)−〈β,Bτ(Zt,x)−t〉−
1
2
〈γMτ(Zt,x)−t,Mτ(Zt,x)−t〉
]
.
(7.39)
We can finally conclude the proof. By recalling the definition of the stopping time Hδ in (3.3) and
by the very definition of Zt,x in (7.19), we see that we can choose δ∗ such that
t+Hδ∗(ϑ)≤ τε(Z
t,x(ϑ)) ∀ϑ ∈ Θ˜.
If we now define ρ := t+T∧Hδ∗ , we get τ(Z
t,x)= ρ∧τε(Z
t,x)= t+T∧Hδ∗ and then (7.39) provides
u∗H (t, x)= E L
[
(u∗H )t,x (T∧Hδ∗ ,B)−αT∧Hδ∗ −〈β,BT∧Hδ∗ 〉−
1
2
〈γMT∧Hδ∗ ,MT∧Hδ∗ 〉
]
, (7.40)
where we have used the equality
u∗H
(
t+T∧Hδ∗Z
t,x
t+T∧Hδ∗
)
= (u∗H )t,x (T∧Hδ∗ ,B)
(recall (7.13) for the definition ofU s,y0,y1 ). By (7.40) we have that (α,β,γ)∈JH
L
u∗H (t, x), hence, by
Proposition 7.9, we obtain −α−G∗H (t, x,u∗H (t, x),α,β,γ)≤ 0, or, equivalently,
−∂tψ(t, x)−〈(A
∗− I)∇xϕ(t, x), x〉−〈∇xψ(t, x), x〉−4ζ−G
∗H
(
t, x,u∗H(t, x),∇xψ(t, x),D
2
x0x0
ψ(t, x)
)
≤ 0.
We can now conclude by letting ζ tends to 0. 
Proof of Corollary 7.7. First notice that, by Theorem 7.6, u∗H and v∗H are sub- and super-
solutions of
−ut−〈(A− I)x,Dxu〉−〈x,Dxu〉−Gˆ(t, x,u,Dx0u,D
2
x0x0
u)= 0
where Gˆ :=G∗H =G∗H is well-defined due to Assumption 5.1(i). We want to show that [12, Theo-
rem 3.50] applies to u∗H ,v∗H , from which the corollary follows immediately. But it is easy to see
that Assumptions 5.1 imply that Hypotheses 3.44–3.49 in [12] are verified with
F(t, x, r,β,γ) :=−〈x,β〉−Gˆ(t, x, r,β,γ),
where Gˆ :=G∗H =G∗H . In particular, the nuclearity condition Hypothesis 3.47 is automatically
satisfied in our case because the second order term in Gˆ is finite dimensional, andHypothesis 3.48
comes from the ellipticity condition (Assumption 5.1(iii)), from the local uniform continuity (As-
sumption 5.1(i)), and from the Lipschitz continuity of G (Assumption 5.1(iv)). Finally, condition
(3.72) in [12, p. 206], with u,v replaced by our u∗H ,v∗H , follows by (7.12). 
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A Appendix
We first address some properties of PL . Let γ ∈ (0,1], ℓ> 0. Define
Θ˜
γ,ℓ
L
:=
{
ϑ ∈ Θ˜ : t ∈ [0,T], ω= a+µ,
|as−as′ | ≤ L|s− s
′|, |µs−µs′ | ≤ ℓ|s− s
′|γ, |qs− qs′ | ≤ L|s− s
′|, ∀s, s′ ∈ [0,T]
}
.
Remark A.1. By applying Ascoli-Arzelà theorem, we see that A(Θ˜
γ,ℓ
L
) andM(Θ˜
γ,ℓ
L
) are relatively
compact in Ω, and Q(Θ˜
γ,ℓ
L
) is relatively compact in C0([0,1],S
m). Hence also B(Θ˜
γ,ℓ
L
) is relatively
compact. Since Θ˜
γ,ℓ
L
is closed in Θ˜, we conclude that Θ˜
γ,ℓ
L
is compact in Θ˜.
Lemma A.2. For all γ ∈
(
0, 1
2
)
, and ε> 0, there exists ℓ> 0 such that
inf
P∈PL
P(Θ˜
γ,ℓ
L
)≥ 1−ε. (A.1)
Proof. Notice that, if a ∈A(Θ˜L) and q ∈Q(Θ˜L), where Θ˜L is defined in (2.1), then |as−as′ | ≤ L|s−s
′|
and |qs− qs′ | ≤ L|s− s
′|, for all s, s′ ∈ [0,T]. Moreover, since by definition P(Θ˜L)= 1 for all P ∈PL,
we only need to show that there exists ℓ> 0 such that
inf
P∈PL
P(Θ
γ,ℓ
)≥ 1−ε, (A.2)
whereΘ
γ,ℓ
:=
{
ϑ ∈ Θ˜ : |µs−µs′ | ≤ ℓ|s− s
′|γ, ∀s, s′ ∈ [0,T]
}
. But now (A.2) follows by the Kolmogorov-
Cˇentsov continuity theorem ([15, Ch. 2, Theorem 2.8]), after observing by inspection that the
proof of the theorem holds uniformly in the reference probability. 
Proof of Proposition 4.1. By recalling that Θ˜
γ,ℓ
L
is compact (Remark A.1), and by applying
Prokhorov theorem taking into account Lemma A.2, we obtain that PL is tight. To conclude
the proof, it remains to show that PL is closed. Let {Pn}n∈N ⊂PL be a sequence converging to P
in P . We need to show that P ∈PL , i.e.,
P(Θ˜L)= 1, M is a P-martingale, 〈M〉 =Q P-a.s.
Step 1. We show that P(Θ˜L) = 1. We first notice that Θ˜L is closed. So by weak convergence of
{Pn}n∈N to P, we have
P(Θ˜L)≥ limsup
n→∞
Pn(Θ˜L)= 1.
Step 2. We show that M is a P-martingale. First, notice that the process |M |∞ is continuous and
that (for some constants c1 > 0)
E
Pn |M |∞ ≤ c1E
Pn
[(∫T
0
|Q˙r|dr
)1/2]
≤ c1T
1/2L1/2 for all n ∈N.
Hence, by weak convergence, we have
E
P|M |∞ = lim
j→∞
E
P[ j∧|M |∞]= lim
j→∞
lim
n→∞
E
Pn [ j∧|M |∞]≤ c1T
1/2L1/2. (A.3)
Let now τk(ϑ) := inf{s ∈ [0,T] : s+ |µs∧·|∞ ≥ k}∧ t. Notice that τk is continuous on Θ˜ and that it
is an G-stopping time. Hence Mτk is continuous and bounded on Θ˜. Since M is a Pn-martingale
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for all n, we can write, for all t, t′ ∈ [0,T], t′ < t, ϕ bounded continuous Gt′-measurable functions,
using the weak convergence of {Pn}n,
E
P
[
ϕMτk∧t′
]
= lim
n→∞
E
Pn
[
ϕMτk∧t′
]
= lim
n→∞
E
Pn
[
ϕMτk∧t
]
= E
P
[
ϕMτk∧t
]
. (A.4)
This shows that Mτk∧· is a P-martingale. Due to the fact that τk ր t pointwise as k→∞, we
obtain, by passing to the limit in (A.4) after recalling (A.3),
E
P
[
ϕMt′
]
= E
P
[
ϕMt
]
,
and hence we conclude that M is a P-martingale.
Step 3. We show that 〈M〉 =Q P-a.s. To this aim, it is sufficient to show that M(i)M( j)−Q(i, j) is a
P-martingale, where M(i) denotes the ith component of the vector M and Q(i, j) denotes the (i, j)
entry of the matrix Q. After noting that that (for some c2 > 0)
E
Pn
[
|M(i)M( j)−Q(i, j) |∞
]
≤ c2E
Pn
[∫T
0
|Q˙|rdr
]
≤ c2TL ∀n ∈N,
we can proceed exactly as in Step 2. 
In the following discussion, we aim to prove the dynamic programming result stated in Propo-
sition 4.3.
Proof of Lemma 4.2. We need to show that
P
∗ ∈PL and T≤T−τ(ϑ
∗), P∗-a.s.
The former is due to the result of Proposition 4.1, so it remains to prove the latter. Since Pn→P∗,
by Skorohod representation there exists a probability space (Ω̂, Ĝ , P̂) on which
∃ r.v.’s Xn
∣∣∣
P̂
d
=X
∣∣∣
Pn
, X∗
∣∣∣
P̂
d
=X
∣∣∣
P∗
such that
∣∣Xn−X∗ ∣∣
∞
→ 0, P̂-a.s., (A.5)
where
d
= denotes equality in distribution. Since Pn ∈PL(τ,ϑ
n) and τ is continuous, it follows from
Fatou’s lemma that
1= limsup
n→∞
P̂
[
Tn ≤ T−τ(ϑn)
]
≤ P̂
[
T≤ T−τ(ϑ∗)
]
=P∗
[
T≤ T−τ(ϑ∗)
]
,
which concludes the proof. 
Proposition A.3. Let f : Θ→ R be d∞-u.s.c. and bounded from above, and τ be a continuous
G-stopping time. Define
V (ϑ) := E
τ
L
[
f (Tτ,ϑ,Bτ,ϑ)
]
(ϑ)= E
τ
L
[
f t∧τ(ϑ),ω
]
(ϑ). (A.6)
Then, there is a GT∧τ-measurable kernel ν : Θ˜→P such that ν(ϑ) ∈PL(τ,ϑ) for all ϑ ∈ Θ˜ and
V (ϑ)= Eν(ϑ)
[
f t∧τ(ϑ),ω
]
. (A.7)
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Proof. First note that the equality in (A.6) follows from Remark 2.3. Consider the set D ⊂ Θ˜×PL
defined by D :=
{
(ϑ,P) : ϑ ∈ Θ˜, P ∈PL(τ,ϑ)
}
. For all P∈PL(τ,ϑ) define f : D→R by
f (ϑ,P) := EP
[
f t∧τ(ϑ),ω
]
.
We claim that f is jointly u.s.c., where on D we consider the topology induced by Θ˜×PL , with
Θ˜ endowed with its product topology. Then let |ϑn −ϑ∗|∞ → 0 and P
n → P∗. By Skorohod’s
representation, we have a probability space (Ω̂, Ĝ , P̂) in which (A.5) holds true. It follows that
limsup
n→∞
f (ϑn,Pn)= limsup
n→∞
E
P̂
[
f
(
tn∧τ(ϑn)+Tn,ωn⊗tn∧τ(ϑn)B
n
)]
≤ E
P̂
[
limsup
n→∞
f
(
tn∧τ(ϑn)+Tn,ωn⊗tn∧τ(ϑn)B
n
)]
≤ E
P̂
[
f
(
t∗∧τ(ϑ∗)+T∗,ω∗⊗t∗∧τ(ϑ∗)B
∗
)]
= f (ϑ∗,P∗),
where the first inequality is due to Fatou’s lemma and the second one is due to the d∞-u.s.c. of f .
Next note that
V (ϑ)= sup
P∈PL(τ,ϑ)
f (ϑ,P).
Taking into account that, by Lemma 4.2, D is closed, and considering the upper semicontinuity
of f , we can then apply Proposition 7.33, p. 153 in [1], to get a Borel-measurable kernel ν : Θ˜→P
such that ν(ϑ) ∈PL(τ,ϑ) for all ϑ ∈ Θ˜ and such that (A.7) holds true if ν is replaced by ν. Now we
define ν(ϑ) := ν(ϑt∧τ(ϑ)∧·), for all ϑ ∈ Θ˜. Notice that the map ϑ 7→ ϑt∧τ(ϑ)∧· is measurable from Θ˜
endowed with the sigma-algebra GT∧τ into Θ˜ endowed with the Borel sigma-algebra GT . Hence
the Borel measurability of ν entails the GT∧τ-measurability of ν. Moreover, we have V (ϑ) =
V (ϑt∧τ(θ)∧·) by the very definition of V and ρ(ϑ)= ρ(ϑρ(ϑ)∧·) for any stopping time ρ. It follows
V (ϑ)=V (ϑt∧τ(ϑ)∧·)= E
ν(ϑt∧τ(ϑ)∧·)
[
f t∧τ(ϑt∧τ(ϑ)∧·),ωt∧τ(ϑ)∧·
]
= E
ν(ϑ)
[
f t∧τ(ϑ),ω
]
,
which concludes the proof. 
Let P ∈PL, τ be a continuous stopping time, and ν : Θ˜→P be a GT∧τ-measurable kernel such
that ν(ϑ) ∈PL(τ,ϑ) for P-a.e. ϑ ∈ Θ˜, and define the concatenation:
P⊗τ ν(A)=
∫∫
(1A)
τ,ϑ(ϑ′)ν(dϑ′;ϑ)P(dϑ), A ∈GT . (A.8)
Lemma A.4. Given a measurable function f : Θ→R bounded from above, we have
E
P
[
E
ν(X)
[
f θ
]
|θ=(T∧τ,B)
]
= EP⊗τν[ f ].
Moreover, we have P⊗τ ν ∈PL .
Proof. The first statement follows from the definition (A.8) if f is the indicator function 1A. The
general case follows by a standard approximation procedure.
Now the fact P ⊗τν ∈PL follows easily by considering that P ∈PL , that ν takes values in PL,
and by using (A.8). 
Finally, we prove the dynamic programming result.
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Proof of Proposition 4.3. By definition of nonlinear expectation and by the fact that anyPL(τ,ϑ)
contains the dirac measure in ϑ= 0, we immediately have the inequality
E L
[
f 1{T<τ}+E
τ
L
[
f θ
]
|θ=(τ,B)1{τ≤T}
]
≥ E L
[
f
]
.
Regarding the converse inequality, we first note that, by Proposition A.3, there is a Gt∧τ-measurable
kernel ν : Θ˜→P such that
E
τ
L
[
f t∧τ,ω
]
(ϑ)= Eν(ϑ)
[
f t∧τ,ω
]
.
Therefore
E
P
[
E
τ
L
[
f θ
]
|θ=(τ,B)1{τ≤T}
]
= EP
[
E
τ
L
[
f θ
]
|θ=(T∧τ,B)1{τ≤T}
]
= EP
[
E
ν(X)
[
f θ
]
|θ=(T∧τ,B)1{τ≤T}
]
. (A.9)
Now observe that if any function g : Θ˜→R is GT∧τ-measurable, then g
T∧τ,ϑ(·) is constantly equal
to g(ϑT∧τ∧·). By applying this fact to the function g = 1τ≤T(T,B) and recalling Remark 2.3, it
follows from Lemma A.4 that for any P∈PL
E
P
[
E
ν(X)
[
f θ
]
θ=(T∧τ,B)1{τ≤T}
]
= EP⊗τν
[
f 1{τ≤T}
]
. (A.10)
By applying the same observation to the GT∧τ-measurable function f (T,B)1T<τ(T,B) and by com-
bining (A.9) and (A.10) with Lemma A.4, we obtain
E
P
[
f 1{T<τ}+E
τ
L
[
f θ
]
|θ=(τ,B)1{τ≤T}
]
= EP
[
E
ν(X)
[
f θ
]
|θ=(T∧τ,B)
]
= EP⊗τν[ f ]≤ E L[ f ],
which shows the desired inequality. Now (4.2) follows by setting τ=T in (4.1).
To prove the last part of the proposition, let P∗ ∈PL be an optimal probability measure such
that E L[ f ]= E
P
∗
[ f ]. It follows from the definition of nonlinear expectation and (4.2) that
E L[ f ]= E
P
∗
[ f ]≤ EP
∗
[
E
T
L
[
f T,B
]]
≤ E L
[
E
T
L
[
f θ
]
|θ=(T,B)
]
≤ E L[ f ].
Therefore, EP
∗
[ f ] = EP
∗
[
E
T
L
[
f θ
]
|θ=(T,B)
]
. Since we always have f ≤ E
T
L
[
f T,B
]
, we finally obtain
f = E
T
L
[
f T,B
]
, P∗-a.s. 
We conclude this Appendix by showing the compactness of the operator (A− I)−1 appearing
in Section 7 and providing the proof of Proposition 7.2.
Proposition A.5. (A− I)−1 is compact.
Proof. Let {xn}n∈N ⊂ H be a sequence weakly convergent to x in H. To prove that (A − I)
−1 is
compact it is sufficient to show that (A− I)−1xn→ (A− I)−1x strongly in H. Clearly xn
0
→ x0 in R
m
and xn
1
→ x1 weakly in H
′. By looking at (7.4), to show that |(A− I)−1(xn− x)|H = |x
n− x|B→ 0, it
is then sufficient to show that
lim
n→∞
∫0
−∞
∣∣∣∣∫0
t
e−(s−t)(xn1 (s)− x1(s))ds
∣∣∣∣2 dt=0. (A.11)
Since xn
1
→ x1 weakly, we have
lim
n→∞
∫0
t
e−(s−t)(xn1 (s)− x1(s))ds=0 ∀t ∈ (−∞,0). (A.12)
By Hölder’s inequality and by boundedness of {xn
1
}n∈N in H
′, we see that
sup
t∈(−∞,0)
n∈N
∣∣∣∣∫0
t
e−(s−t)(xn1 (s)− x1(s))ds
∣∣∣∣<∞. (A.13)
By (A.12), (A.13), and Lebesgue’s dominated convergence theorem, we obtain (A.11). 
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Proof of Proposistion 7.2. The fact that (7.5) is continuous in case f ∈W1,2((0,T),R) follows by
Lemma 7.1 and by the discussion in [29, Remark 2.6], or directly by integration by part and
Hölder’s inequality.
We now prove the converse. We assume m= 1; the proof for m> 1 goes along the same lines.
Let f ∈ L2((0,T),R) be such that (7.5) is dB-continuous. We want to show that f ∈W
1,2((0,T),R).
Let V denote the subspace of R×L2(R−,R) whose elements are the pairs x = (x0, x1) where x1 is
continuous on [−T,0] and x0 = x1(0). By Lemma 7.1 we have that the linear functional
(V , | · |B)→R, (x0, x1) 7→
∫0
−∞
f (−s)1{s>−T}x1(s)ds
is continuous. We can then extend it to a continuous linear functional Λ on the Hilbert space
completion (HB, | · |B) of (V , | · |B), which coincides with the completion of (H, | · |B) because V is
| · |H -dense in H and | · |B is weaker than | · |H .
By the Riesz representation theorem it then follows that there exists z ∈HB such that
Λx= 〈z, x〉B ∀x ∈HB.
By definition of | · |B, A − I : (D(A), | · |H)→ (H, | · |B) is an isometry and then it can be uniquely
extended to its closure A− I : (H, | · |H)→ (HB, | · |B) (we refer to [29] for further details). Then we
can write
〈z, x〉B= 〈(A− I)
−1z, (A− I)−1x〉H = 〈(A− I)
−1z, (A− I)−1x〉H = 〈(A
∗
− I)−1(A− I)−1z, x〉H ∀x ∈H.
Then, we obtain that there exists y := (A∗− I)−1(A− I)−1z such that
〈y, x〉H =Λx ∀x ∈H. (A.14)
Since y ∈ D(A∗) = R×W1,2(R−) and since (A.14) holds in particular for all x ∈ V , we conclude
f (−·) ∈W1,2((−T,0),R). 
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