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Large-deviations theory deals with tails of probability distributions and the rare events of random
processes, for example spreading packets of particles. Mathematically, it concerns the exponential
fall-of of the density of thin-tailed systems. Here we investigate the spatial density Pt(x) of laser
cooled atoms, where at intermediate length scales the shape is fat-tailed. We focus on the rare
events beyond this range, which dominate important statistical properties of the system. Through
a novel friction mechanism induced by the laser fields, the density is explored with the recently
proposed nonnormalized infinite-covariant density approach. The small and large fluctuations give
rise to a bi-fractal nature of the spreading packet.
PACS numbers: 05.40.Jc,02.50.-r,46.65.+g
In diffusion processes such as Brownian motion, the
concentration of particles starting at the origin spreads
out like a Gaussian, which is fully characterized by the
mean squared-displacement. This is the result of the
widely applicable Gaussian central limit theorem (CLT)
[1]. Of no less importance is large-deviations theory [2],
which deals with the rare fluctuations of processes such
as simple coin tossing random walks (see e.g., [3]), ex-
treme variations of the surface height in the Kardar-
Parisi-Zhang model [4] and the tails of the position dis-
tribution in single-file diffusion [5, 6]. Mathematically, a
prerequisite of the theory is that the cumulant generat-
ing function be “well behaved”, i.e. smooth and differen-
tiable. Large-deviations theory works when the decay of
the probability of the observable of interest is exponen-
tial (see details in [2]). However many systems do not
meet this requirement [2], for example Le´vy fat-tailed
processes [7–9], where the decay rate is a power-law.
This is the case for a cloud of atoms undergoing Sisy-
phus laser-cooling [10], where both theoretically [11, 12]
and experimentally [13], it was shown that the central
part of the spreading particle packet is described by the
Le´vy CLT [14]. The latter deals with the sum of in-
dependent identically-distributed random variables, but
unlike the classical Gaussian CLT, here the summands’
own distribution is heavy-tailed. As a result, Le´vy’s CLT
yields an infinite mean squared-displacement for the sum
[14], and consequently also the second cumulant. Large-
deviations theory mainly deals with thin-tailed processes
where extreme events are rare, but in Le´vy processes
these large fluctuations are dominant. To study the
fluctuations in this system, we will show that the rele-
vant tool is the asymptotic moment-generating function,
which yields an infinite-covariant density (ICD) [12, 15].
We will discuss the generality of this approach and its
results below.
In an experimental situation, diverging moments are
unphysical. For example, although the experiment in
[13] shows a nice fit of the particles’ density to a symmet-
ric Le´vy distribution, clearly at finite times no particles
traveling at finite velocities can ever be found infinitely
far from their origin. The finiteness of all the moments
requires that the power-law tail of the distribution be
cut-off beyond some point. A full characterization of the
system demands that this far asymptotic regime be cap-
tured correctly, as well as the intermediate asymptotic
power-law of the Le´vy CLT.
Model. Sisyphus cooling is controlled by two com-
peting mechanism: the slow decay in time of large mo-
menta due to an anomalous friction force that weakens
at large velocities, and random momentum fluctuations
which lead to heating [10, 16]. Within the framework
of the semiclassical approximation, the trajectory of an
atom which starts at the origin x(0) = 0, with v(0) = 0,
is determined by the Langevin equations [11] (see sup-
plementary material (SM) for a more in-depth review):
v˙(t) = F(v) +
√
2DΓ(t), x˙(t) = v(t), (1)
where F(v) = −v/(1 + v2) is the deterministic cooling
force, in dimensionless units [17] (physical units in SM).
Asymptotically, F(v) ∼ −v when v  1 and ∼ −1/v
when v  1. Γ(t) is a Gaussian white-noise with zero
mean and 〈Γ(t)Γ(t′)〉 = δ(t− t′). D = cER/U0, where U0
is the depth of the optical lattice, ER is the recoil energy
and c ≈ 20 is a constant whose precise value is specific
to the type of atoms used in the experiment [10, 11].
U0, and hence D, may be tuned in the lab, and are the
control parameters of the system. Several anomalous sta-
tistical predictions of this model, Eq. (1), both in and
out of equilibrium, were confirmed in experiments (see
e.g., [13, 18, 19]).
We wish to study the large deviations of the probability
density function (PDF) of the particles’ positions, Pt(x)
at time t. Its Fourier-transform,
∫∞
−∞ exp(ikx)Pt(x)dx,
from x→ k, is the moment-generating function [14]
Pˆt(k) = 1 +
∞∑
m=1
(ik)2m
(2m)!
〈x2m(t)〉. (2)
The strategy we will employ is to derive the moments
of the process, 〈x2m(t)〉, for m = 1, 2, ... (odd moments
are zero by symmetry), perform the summation in Eq.
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FIG. 1. (Color online) Convergence of the particles position den-
sity in Sisyphus cooling, with D = 0.4 (ν = 7/6), to the form of
the ICD, Eq. (12). Langevin simulation results [20] for t = 1000
are represented by (green, left triangles), t = 1778 (blue, up trian-
gles), t = 3162 (orange, diamonds), t = 5623 (purple, squares) and
t = 10000 (red circles). The scaling limit function I(z), based on
the areal PDFs of the Bessel excursion and the meander, is pre-
sented in (solid black line). Asymptotic theory for (x/t3/2) 1
(dot-dashed brown line) and (x/t3/2) 1 (magenta dashed line),
correspond to Eqs. (10) and (11) respectively. Notice how I(z)
diverges as x/t3/2 → 0, and it is not integrable at this pole.
(2) and invert this function to obtain the density in x
space. Naively, we would expect a normalized density to
emerge, but this, as we will show, appears not to be the
case.
Scaling arguments for a nonnormalizable state. An ini-
tial insight into the position distribution, Pt(x), may be
gained as follows: Let Wt(x, v) be the phase space dis-
tribution of the diffusive particle packet, at time t. Since
for large v the friction vanishes from Eq. (1), in this
case we expect a scaling v ∝ t1/2. By integration over
time, this implies x ∝ t3/2. Based on these scaling argu-
ments we may write Wt(x, v) ∼ tξf
(
x/t3/2, v/t1/2
)
. To
determine the exponent ξ we may use a simple argument
(though it can be derived also rigorously): We note that
when D < 1 the marginal velocity equilibrium density is
[17, 18, 21–23]
lim
t→∞Pt(v)→ Peq(v) ∼ |v|
−1/D, (when v  1). (3)
The rangeD > 1 is a heating phase, where an equilibrium
state does not exist, hence we leave it out of the context
of this work. By definition, this velocity density is related
to the phase space distribution via
Peq(v) = lim
t→∞ t
ζ+3/2
∫ ∞
−∞
f
( x
t3/2
,
v
t1/2
)
d
( x
t3/2
)
, (4)
hence from Eqs. (3,4) we find ζ = −3/2− 1/(2D).
Using this result, integration of the scaling solution
over velocity yields Pt(x) ∼ I(z)/t1+1/(2D) where z =
x/t3/2. This suggests, and indeed our rigorous theory
shows, that there exists a limit such that
I(z) = lim
t→∞ t
1+1/(2D)Pt(x). (5)
This limit is interesting since if we integrate Eq. (5) over
dz = dx/t3/2 we get from the normalization of Pt(x),
that the integral
∫∞
−∞ I(z)dz → ∞. It follows that I(z)
is not a normalized density, but rather a scaling solution
that captures the non-unifrom convergence of the packet
of particles. As we discuss below this scaling limit is not
unique, but luckily there exists only one more scaling
limit to the problem, and that is described by the well
known Le´vy CLT. In that sense the nonnormalised state
I(z), being a limiting solution, is complementary to the
CLT. In Fig. 1, we present simulation data from the
cold atoms system with D = 0.4 [20], which shows nice
convergence with increasing time to the theory.
Excursions to untangle Langevin dynamics. The
derivation of our main results uses a connection be-
tween the properties of constrained stochastic paths and
Langevin dynamics, established in [11, 24]. Let the
times t1, t2, ...tn denote the zero crossings of the stochas-
tic process v(t), Eq. (1). The time intervals between
the crossing events, τ1 = t1 − 0, ...τn = tn − tn−1, are in-
dependent identically-distributed random variables, a
property which is due to the Markovian Langevin pro-
cess under investigation. The total measurement time
is t =
∑n
i=1 τi + τ
∗, where τ∗ is the duration of the
last interval, in which the velocity does not return
to zero. The displacement accumulated by the parti-
cle during each interval is χi =
∫ ti−1+τi
ti−1
v(t)dt (for the
last step, χ∗ =
∫ t
t−τ∗ v(t)dt), and the final random po-
sition of the particle at time t is given by the sum
x(t) =
∑n
i=1 χi + χ
∗. Note that in this construction, the
velocity path in all but the last interval starts and ends
at zero, and is strictly positive or negative in between,
hence the τis are determined by the first-passage time (to
the velocity origin) distribution: g(τ) ≈ g∗τ−3/2−1/(2D),
for large τ [17, 24]. The slow decaying power-law tail of
this function, means that the duration of the last step
might be as long as the sum of all the prior ones and it
cannot be neglected. This is clearly a consequence of the
weak friction at large velocities, that allows for very long
flights without velocity zero crossings.
Each segment of the path v(t), prior to the last, (i.e.
between zero crossings), is approximated by a Bessel ex-
cursion in velocity space [24, 25] (see Fig. 2). An excur-
sion in the time interval [0, τi], is a stochastic trajectory
which is constrained to begin close to the velocity ori-
gin, at v(0) = → 0, end at v(τi) = 0, and never reach
zero between (0, τi) (see e.g., [26–28]). χi ∝ τ3/2i , is the
area under the i’th excursion, which is naturally corre-
lated to its duration, since longer duration means larger
3FIG. 2. On the left: A Bessel excursion in velocity space, fol-
lows v˙ = −1/v +√2DΓ(t), with the path constrained to start at
v(0) =  and end at v(τ) = 0, and remain strictly positive in the
time interval (0, τ). The random area under the path is χ. On the
right: A velocity Bessel meander, with duration τ∗ and area χ∗,
starts at v(0) =  and remains positive, while the final value v(τ∗)
is random.
displacement. The last segment, where the velocity path
is not conditioned at its final point, is called a veloc-
ity Bessel meander [24, 29] (Fig. 2). The term Bessel
derives from the fact that for v  1, Eq. (1) is math-
ematically related to the Bessel process which describes
the radial component of Brownian motion in arbitrary di-
mensions [12, 30–32]. Clearly the statistics of χ and the
zero crossing times, τ , determines the random position
of the particle, x(t). Since the τs are independent and
identically distributed, the zero crossings form a renewal
process [24, 33], which allows us to analyze the problem
analytically.
In the SM, we find the following asymptotic expres-
sion for the 2m’th moment of the particles’ positions,
valid for m ≥ 1 at long-times, in the range 1/5 < D < 1
(the range D < 1/5 is addressed below, details on the
prefactor g∗/〈τ〉 are provided in the SM):〈
x2m(t)
〉 ≈ g∗〈τ〉 t3m−3ν/2+1×[ 〈χ2m〉E
|(3m− 3ν/2)(3m− 3ν/2 + 1)| +
2〈χ2m〉M
3ν|(3m− 3ν/2 + 1)|
]
,
(6)
where
ν =
1
3D
+
1
3
, (2/3 < ν < 2). (7)
We denote by 〈χ2m〉E =
∫∞
−∞ χ
2mBE(χ)dχ the 2mth mo-
ment of the areal distribution of the Bessel excursion,
BE(χ), in the time interval [0, 1]. Similarly, we denote
by BM (χ) and 〈χ2m〉M the distribution and moment, re-
spectively, of the meander in same time interval. Note
that, importantly, Eq. (6) does not apply for m = 0.
The exact scaling of the moments in Eq. (6) immedi-
ately suggests that the particle density may converge, af-
ter rescaling, to the limit function suggested by Eq. (5);
we provide general arguments in the end of the paper.
Nonormalizable limit function for the PDF. Using the
long-time asymptotic moments provided in Eq. (6), in
the moment-generating function, Eq. (2), yields an ap-
proximation for Pˆt(k), which we denote Pˆ
A
t (k), valid at
long times:
PˆAt (k) = 1 + t
−3ν/2+1
∞∑
n=1
(−1)ng∗(kt3/2)2n
〈τ〉(2n)! ×[∫ ∞
−∞
χ2nBE(χ)dχ
(
1
3n− 3ν/2 −
1
3n− 3ν/2 + 1
)
+∫ ∞
−∞
χ2nBM (χ)dχ
2
3ν(3n− 3ν/2 + 1)
]
. (8)
Rearranging, and using the Taylor expansion
cos
(
ω3/2y
)
=
∑∞
n=0(−1)n
(
ω3/2y
)2n
/(2n)! for the
summation, we obtain
PˆAt (k) = 1 +
g∗t−3ν/2+1
〈τ〉
∫ ∞
−∞
dχ
∫ 1
0
dω
[
cos
(
ω3/2kχt3/2
)
− 1
]
×
[
BE(χ)
ω3ν/2−1
+
2BM (χ)− 3νBE(χ)
3νω3ν/2
]
. (9)
Immediately below, taking the inverse-Fourier transform
from k → x, we drop the term proportional to δ(x), since
this analysis applies only at large x. Calculating the
integral over ω, we now obtain the limit function I(z),
explicitly, which describes the particle packet from its
relation to the appropriately rescaled density via Eq. (5).
In the limit z = x/t3/2  1:
I(z) ≈ g
∗
3〈τ〉 〈|χ|
ν〉E |z|−ν−1, (10)
where 〈|χ|ν〉 is the ν’th absolute-moment of the excur-
sion [25]. Note that this equation means that I(z) is
nonintegrable around the origin. For z  1:
I(z) ≈ 4g
∗
9ν〈τ〉 |z|
−ν−1/3
∫ ∞
z
|χ|ν−2/3BM (χ)dχ. (11)
The function I(z) is called the infinite-covariant den-
sity (ICD), of the spatial diffusion of the cold atoms.
The term infinite, means that it is nonnormalizable, de-
spite being a limit function of the (obviously normalized)
PDF. The term covariant refers to the fact that it is
a function of the scaled variable x/t3/2. We were able
to obtain this nonnormalizable solution from the stan-
dard moment-generating function since in Eq. (2) we
summed over the long-times asymptotic approximation,
rather then the exact moments. Eq. (11) is the long-time
asymptotics of the tail of the PDF, and in that sense it
describes the rare fluctuations of the system. Fig. 1, con-
firms the convergence of Langevin simulation results, ob-
tained by numerical integration of Eq. (1) at increasing
times, to the nonnormalised density and its asymptotic
approximations, Eqs. (10,11). These asymptotic limits
are controlled exclusively by the excursions for z  1
and the meander for z  1, thus the far tail is described
by a path that did not switch its velocity direction for a
duration of the order of measurement time. Clearly, this
is a rare event.
For every z:
4I(z) = 2g
∗
3〈τ〉
1
|z|ν+1
[∫ ∞
|z|
BE(χ)|χ|νdχ+ |z|2/3
∫ ∞
|z|
(
2
3ν
BM (χ)−BE(χ)
)
|χ|ν−2/3dχ
]
. (12)
Explicit expressions for the areal distributions, BE(χ)
and BM (χ), used with Eq. (12) to plot the theory
in Fig. 1, are provided in the SM. The ICD, I(z),
gives the long times limit of all the absolute integer
and fractional moments 〈|x|q〉 of order q > ν. Re-
markably, this also includes the second moment, gen-
erally considered in many experiments as the typi-
cal characterization of a diffusion process. Looking
back at Eq. (6): The mean squared-displacement,
which is sensitive to the large fluctuations and the
tails of the PDF, is obtained via 〈x2(t)〉 = t4−3ν/2〈z2〉I ,
where 〈z2〉I =
∫∞
−∞ z
2I (z) dz. For every q ∈ R: if I(z),
Eq. (12), is integrable with respect to |z|q, then
the ICD determines 〈|x|q(t)〉 (i.e., the q’th absolute-
moment [34]) via 〈|x|q(t)〉 = t3q/2−3ν/2+1〈|z|q〉I , where
〈|z|q〉I =
∫∞
−∞ |z|qI (z) dz. Contrarily, when q ≤ ν, I(z)
is nonintegrable with respect to the observable |z|q, hence
the moments which are less sensitive to large fluctua-
tions are given by the Le´vy distribution, as was found
in [12]. This second long-time limit function has the
scaling shape t−1/νLν(x/t1/ν) [12]. For all the absolute-
moments we find the bi-scaling behavior
〈|x|q(t)〉 ∝
{
tq/ν q < ν
t3q/2−3ν/2+1 q > ν
. (13)
Such multifractality is known as strong anomalous diffu-
sion [35]. It represents the multi-scaling nature of the
underlying PDF. Note that as q → ν from above, the co-
efficient of 〈|x|q〉, given by the analytic continuation of
Eq. (6), diverges. The same happens when evaluating
the moments using the Le´vy scaling function, and ap-
proaching ν from below.
The derivation of I(z), Eq. (12), was performed in
the limited range of D where the variance is provided by
the ICD. However, the scaling arguments at the begin-
ning of this letter suggest that such a function should be
found whenever the power-law equilibrium state in veloc-
ity space, Eq. (3), exists, namely for all 0 < D < 1. In-
deed, one can show that the ICD is valid also in the range
0 < D < 1/5, where one finds that 〈x2〉 grows linearly
in time and the central part of the spreading packet is
Gaussian. Even in this Gaussian regime, standard large-
deviations theory does not apply and instead, the ICD
given by Eqs. (5,12) insures the finiteness of large mo-
ments, beyond the mean squared-displacement. There
is a delicate matching problem between the Gaussian
packet and the pole of the ICD that describes the rare
events, which we will address elsewhere.
Generality of the infinite-covariant density approach.
We suggest that ICDs may be naturally related to
multi-fractality (see physical examples below). In par-
ticular we now derive a rather general relation be-
tween exponents describing the bi-fractal moments, the
central part of the packet (i.e., the bulk fluctuations,
described by the Le´vy CLT), and the exponents de-
scribing the ICD. When absolute-moments of order
q > qc, where qc > 0 defines some critical moment, scale
faster in time than smaller ones, a scaling function
I(z˜ = x/tα) describes the large fluctuations at long times
via 〈|x|q(t)〉 → tqα−β+α ∫∞−∞ |z˜|qI(z˜)dz˜ (β > α > 0). In
this case one may find that I(z˜) = limt→∞ tβPt(x),
where Pt(x) is the normalized PDF. This limit func-
tion is hence a nonnormalizable ICD (since obviously
〈x0(t)〉 = 1, then ∫∞−∞ I(z˜)dz˜ →∞). In the case that
around the origin the PDF is represented by a Le´vy
distribution of the form t−1/γLγ(x/t1/γ) [36], one will
find (by “stitching” this limit function and the ICD at
a central region of x, as in [15]) the following relation
between the scaling exponents: α− β + αγ = 1. Indeed,
in our case, (α, β) = (3/2, 1 + 1/(2D)) gives the correct
γ = (1 +D)/3D = ν. In [37], for example, the au-
thors study a nonlinearly coupled continuous-time ran-
dom walk with (α, β) = (α,α+ β − 1), which according
to our analysis yields γ = β/α (α,β refer to the param-
eters in this Ref.). Our prediction is consistent with the
result of their analysis. A more general relation links
the exponents α, β, of the ICD and the central power-
law where x ∼ t1/γ , to the critical moment of the bi-
scaling, qc: α− β + qcα = qc/γ. This is consistent e.g.,
with the exponents found for transport on 2-dimensional
Le´vy quasicrystals, studied in [38]. The agreement with
[37, 38] suggests an ICD in these systems too.
While non-analytical behavior of the moments raises a
red flag for standard large-deviations theory, it promotes
the use of the ICD approach. Finding this function is
crucial for characterizing the rare events. The limit law
given by the ICD in Eq. (5) for the rescaled PDF provides
an alternative to the large-deviations principle, according
to which the decay of the tails in thin-tailed systems may
be controlled by some rate function Q(x/t), such that
Q(x/t) = limt→∞ ln [Pt(x)] /t.
Discussion. CLTs play an important role in statisti-
cal physics, but of no less importance may be the proper
characterization of the deviations from them. The ICD
was previously found, for example, for different models
of Le´vy walks [15, 39]. Since dual scaling of the moments
and fat tailed distributions are very common, we spec-
ulate that ICDs will describe a large class of systems,
e.g., Le´vy glasses [40], fluctuating surfaces [41], motion
of tracer particles in the cell [42] and diffusion on lipid bi-
5layers [43]. To identify the ICDs in these diverse systems
requires further work. Here, we have derived the ICD
from the semiclassical description of cold atoms. This
system is unique since it allows us, by tuning the inten-
sity of the lasers, to find regimes where large deviations in
the tails are non-negligible. In this case the rare events
are important since they determine prominent statisti-
cal properties of the system, such as the mean squared-
displacement. Our ICD is complementary to Le´vy’s CLT
in the sense that it solves the serious problem of the di-
verging variance expected by the Le´vy distribution, al-
though the latter insures the normalizability of the PDF.
A full description of the system requires both functions.
Our work leaves open many interesting questions. One
is the shape of the ICD when prior to measurement, the
spreading particles are left to relax by interacting with
the lasers in a spatial trap for some time t∗, where t∗  t.
Our results apply in the opposite limit. In a previous
work, Dechant and Lutz [44] find not bi-scaling, but tri-
scaling of the moments in this case. In general, the ICD
may depend on the protocol of the preparation of the sys-
tem. In particular, the dependence on t∗ leads to aging
effects, i.e., transport that depends on the preparation
time. Finally, we point out that the function, f(z, v˜)
(where v˜ = v/t1/2) in Eq. (4), is itself an ICD, as it is
clearly not normalizable. Elucidating the properties of
this ICD is an important future goal.
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6SUPPLEMENTARY MATERIAL FOR:
LARGE DEVIATIONS FOR SPATIAL DIFFUSION OF COLD ATOMS
A. Sisyphus cooling
Sisyphus cooling [10] uses two coherent orthogonal, linearly-polarized laser beams, in a 1-dimensional lin⊥lin con-
figuration. The counter propagating lasers are projected onto a packet of hydrogen-like atoms (e.g., 87Rb), creating an
optical lattice. The cooling mechanism is driven by the coupled effect of periodic potential energy shifts, experienced
by the particle as it moves along the lattice, and precisely timed, repeated, optical pumping events, which make the
atom effectively move constantly “up” a potential hill (and hence the name Sisyphus cooling is appropriate). This
induces a secular loss of kinetic energy for the atoms. In the semicalssical approximation one performs an average
over the spatial modulation of the optical lattice, which works especially well in the limit of relatively fast particles.
In physical units, the deterministic damping force induced by the lasers may be written, as [10, 11]:
F (p˜) = − α¯p˜
1 + (p˜/pc)2
, where α¯ =
12pi2~|δ|
λ2mΓ
, and pc = mλ/(4piτp). (14)
Here, p˜ is the momentum of the atom, and pc is set by the velocity for which the atom travels the distance between
two maximum points of the optical lattice in the time span of one optical pumping; τp = 9/(2Γs0). The spatial
periodicity of the optical lattice is half the wavelength, λ, of the lasers [10]. The dimensionless saturation parameter;
s0 = 2Ω
2
R/(4δ
2 + Γ2), is dependent on the parameters of the laser and the lifetime of the excited state of the atom.
The Rabi frequency is ΩR and δ = ωl − ωR is the detuning between the laser frequency and the atom’s electronic
transition frequency.
Since Sisyphus cooling is driven by quantum effects, instead of a monotonic decrease of the particle’s velocity, one
finds momentum fluctuations, which in the semiclassical approximation are treated as a Gaussian white-noise in p
space [10]. The time-development of the phase-space density, Wt˜(x˜, p˜), at time t˜ is given by Kramer’s Eq. [11],
∂Wt˜(x˜, p˜)
∂t˜
+ p˜
∂Wt˜(x˜, p˜)
∂x˜
=
[
D˜
∂2
∂2p˜
− ∂
∂p˜
F (p˜)
]
Wt˜(x˜, p˜). (15)
The amplitude of the momentum fluctuations has two components:
D˜ = D1 +
D2
1 + (p˜/pc)2
, where D1 = 11mER/(2τp) and D2 = 9pi
2U20 /(λ
2s0Γ). (16)
Here, ER = 2pi
2h2/(mλ2) is the recoil energy, and U0 =
2
3~δs0 is the depth of the optical lattice [10]. The first compo-
nent of the fluctuations, D1, is the result of the recoil due to the emission of the photon during the optical pumping.
The second component relates to emissions occurring in “the wrong points” on the optical lattice, which result in
temporary gains of kinetic energy (when the atom “slides” down the potential). For slow particles, D˜ ∼ D1 +D2,
while for fast particles, D˜ ∼ D1. From Eq. (14), the cooling-force is small when acting on fast particles, hence these
particles tend to remain fast for long times and in the range of D in which we are interested in the main text, they
dominate the statistical properties of the diffusing packet. We therefore neglect the contribution of D2, and use
D˜ = D1 (this agrees with simulations, see e.g. [23]).
Finally, we work in dimensionless units, (x, p, t), where [23, 24]:
p = p˜/pc, t = t˜α¯ and x = x˜α¯m/pc. (17)
Note that we take the particle’s mass to be m = 1 for convenience, hence in the main text p = v, where v is the
dimensionless velocity (and we can set pc = vc = 1). In these units, D = D˜/
[
p2cα¯
]
= cER/U0, where c ≈ 22, and the
dimensionless Langevin Eq. (1), in the main text, is the equivalent of the Kramers equation (15) above. Note that the
constant c may differ between different theoretical works and experiments, since the exact numbers in Eq. (16) depend
on the details of the estimation of the noise in different experimental setups, and the particular atomic transition. In
the main text we consider the range 0 < D < 1, which translates to 0 < D1/[p
2
cα¯] < 1.
B. Excursions approach for solving the Langevin equation
Here we present the derivation of the relation between the probability density functions (PDFs) of the area under
the Bessel excursion and Bessel meander, and the Sisyphus-cooled particles’ position PDF, Pt(x), at time t [24].
7We call this relation the modified Montroll-Weiss equation (see [33]). We repeat this derivation here, which we first
presented in [24], since it is a bit different then the famous original relation (see [SM1] for a review), due to the specific
treatment given to the meander (which is separate from the excursions). This modified equation is the starting point
for our calculation of the integer moments 〈|x|2m〉 for m ≥ 1, Eq. (6) in the main text. As mentioned there, we use
the zero crossings of the Markovian process, v(t) (Eq. (1) in the main text), to define the waiting times {τi} and the
corresponding excursions with areas {χi}. The joint distributions for the area and the duration of an excursion is
ΦE (χ, τ) ∼ g(τ)φE(χ|τ). (18)
Here g(τ) is the first-passage time PDF of the process v(t), from  to zero (eventually  is taken to zero and cancels
out, see [24]), and φE(χ|τ) is the conditional PDF for χ given τ . This density has the scaling form [24]
φE (χ|τ) ∼ 1
τ3/2
BE
( χ
τ3/2
)
. (19)
Let ηs(x, t)dtdx be the probability that the particle crossed the zero velocity state, v = 0, for the sth time in the
time interval (t, t + dt), and that its position is in the interval (x, x + dx). This probability is related to the the
previous crossing via
ηs(x, t) =
∫ ∞
−∞
dχ
∫ t
0
dτ ηs−1 (x− χ, t− τ) 1
τ3/2
BE
( χ
τ3/2
)
g (τ) , (20)
where we have used Eqs. (18,19). Changing variables from χ→ ζτ3/2 we obtain
ηs(x, t) =
∫ ∞
−∞
dζ
∫ ∞
0
dτ ηs−1
(
x− ζτ3/2, t− τ
)
BE (ζ) g (τ) . (21)
The process is now described by a sequence of waiting times τ1, τ2, ... and the corresponding scaled displacements
ζ1, ζ2, .... The displacement in the sth interval is
χs = ζsτ
3/2
s (22)
The advantage of this representation of the problem, in terms of the pair of microscopic stochastic variables τ, ζ (instead
of the correlated pair τ, χ), is that we may treat ζ and τ as independent random variables whose corresponding PDFs
are g(τ) and BE(ζ) respectively. Here τ > 0 and −∞ < ζ < ∞. The initial condition x = 0 at time t = 0 implies
η0(x, t) = δ(x)δ(t). The probability, Pt(x), of finding the particle in (x, x+dx) at time t, is obtained from the relation
Pt(x) =
∞∑
s=0
∫ ∞
−∞
dζ
∫ t
0
dτ∗ ηs
(
x− ζτ∗3/2, t− τ∗
)
BM (ζ)w (τ
∗) . (23)
Here we used Eq. (19), and since the last jump event took place at t−τ∗, and in the time period (t−τ∗, t) the particle
did not cross the velocity origin, as mentioned, the last time interval in the sequence is described by a meander. By
definition; w(τ∗) = 1 − ∫ τ
0
g(τ∗)dτ∗ is the survival probability. The probability to have a meander with an area χ∗
underneath it, and duration τ∗, is
ΨM (χ
∗, τ∗) =
1
τ∗3/2
w(τ∗)BM (
χ∗
τ∗3/2
). (24)
We provide explicit expressions for BE(ζ) and BM (ζ) below. The summation in Eq. (23) is performed over all the
possible realizations with s returns to the velocity origin, v = 0. In Laplace t → u and Fourier x → k spaces, using
the convolution theorem and Eq. (21), we find
ηˆs (k, u) = ηˆs−1 (k, u)LT
[
BˆE
(
kτ3/2
)
g (τ)
]
, (25)
where LT [·] means Laplace transform, and
BˆE
(
kτ3/2
)
=
∫ ∞
−∞
exp
(
ikζτ3/2
)
BE(ζ)dζ. (26)
8FIG. 3. (Color online) The areal distributions, BE(χ) and BM (χ), of the area under the (positive and negative) Bessel excursion and
Bessel meander with D = 0.4, are presented in (blue) and (orange), respectively.
Hence ηˆs(k, u) = ΦˆE(k, u)ηˆs−1(k, u). This implies that
ηˆs(k, u) =
[
ΦˆE(k, u)
]s
, (27)
reflecting the renewal property of the underlying random walk. Summing the Fourier and Laplace transform of Eq.
(23), applying the convolution theorem and using Eq. (27), we find the modified Montroll-Weiss equation for the
Fourier and Laplace transform of P (x, t):
Pˆu(k) =
ΨˆM (k, u)
1− ΦˆE (k, u)
. (28)
C. Area distribution under the Bessel excursion and Bessel meander
The symmetric area distribution BE(ζ), for the scaled area ζ = χ/τ
3/2 under the Bessel excursion of duration τ
(which takes into account both the paths that always remain positive, and those which remain negative) is [24, 25]
BE(ζ) = −Γ(1 + α)
4pi|ζ|
(
4D1/3
|ζ|2/3
) 3ν
2 +1∑
k
[dk]
2
[
Γ
(
5
3
+ ν
)
sin
(
pi
2 + 3ν
3
)
2F2
(
4
3
+
ν
2
,
5
6
+
ν
2
;
1
3
,
2
3
;−4Dλ
3
k
27ζ2
)
− D
1/3λk
|ζ|2/3 Γ
(
7
3
+ ν
)
sin
(
pi
4 + 3ν
3
)
2F2
(
7
6
+
ν
2
,
5
3
+
ν
2
;
2
3
,
4
3
;−4Dλ
3
k
27ζ2
)
+
1
2
(
D1/3λk
|ζ|2/3
)2
Γ (3 + ν) sin (piν) 2F2
(
2 +
ν
2
,
3
2
+
ν
2
;
4
3
,
5
3
;−4Dλ
3
k
27ζ2
)]
. (29)
Here 2F2(·) is a hypergeometric function [SM2]. Eq. (29) is called the Bessel distribution, and it is plotted in Fig. 3.
The method used for finding these areal distributions in [24, 25], employed an eigenfunction expansion of the solution
to the Feynman-Kac formula [24]. This formula is used for finding the distributions of functionals of a stochastic
path, in our case this is χi =
∫ ti−1+τi
ti−1
v(t′)dt′ and v(t′) is the velocity trajectory corresponding to the Langevin Eq.
v˙ = −1/v +√2DΓ(t). Note that we use the large v behavior of F (v) = −v/(1 + v2) (the Sisyphus cooling force in
dimensionless units, as explained), physically this works well since we are interested in the far tails of the spatial
density of the particle packet, where small scale velocities are unimportant. The summation in Eqs. (29,30) is
performed over k modes, where λk are the eigenvalues of the time independent Schro¨edinger-like equation [24], dk is
the normalization of the kth eigenfunction [24]. These parameters are found numerically; the method is explained
in detail in [24]. Asymptotic analytic approximations and further discussion about the meaning of these parameters
9appear in [25]. Similarly, the distribution of the area under a Bessel meander is
BM (ζ) = −Γ(1+α)2pi|ζ|
(
43/2D1/2
|ζ|
)ν∑
k dkak
[
Γ (1 + ν) sin (piν) 2F2
(
ν
2 + 1,
ν
2 +
1
2 ;
1
3 ,
2
3 ;
−4Dλ3k
27ζ2
)
−
(
D1/3λk
|ζ|2/3
)
Γ
(
5
3 + ν
)
sin
(
pi 2+3ν3
)
2F2
(
ν
2 +
4
3 ,
ν
2 +
5
6 ;
2
3 ,
4
3 ;
−4Dλ3k
27ζ2
)
+ 12
(
D1/3λk
|ζ|2/3
)2
Γ
(
7
3 + ν
)
sin
(
pi 4+3ν3
)
2F2
(
ν
2 +
7
6 ,
ν
2 +
5
3 ;
4
3 ,
5
3 ;
−4Dλ3k
27ζ2
)]
. (30)
This distribution is also plotted in Fig. 3. The numerical parameter, ak is evaluated by integration of the
eigenfunction over v1/(2D) [24]. In Table I, we provide 10 values, for example, for λk, dk and ak, with D = 0.4 and
D = 0.5, which are sufficient for a good approximation of the distributions.
D k → 1 2 3 4 5 6 7 8 9 10
0.4 λk 3.593 5.075 6.3855 7.5581 8.657 9.691 10.673 11.613 12.515 13.387
dk 0.4159 0.57 0.682 0.773 0.851 0.920 0.983 1.042 1.095 1.145
ak 0.849 0.314 0.535 0.307 0.441 0.295 0.3915 0.284 0.359 0.274
0.5 λk 3.37 4.89 6.21 7.41 8.52 9.56 10.55 11.5 12.4 13.28
dk 0.521 0.675 0.78 0.879 0.94 0.997 1.076 1.102 1.151 1.221
ak 1.040 0.239 0.604 0.244 0.475 0.225 0.414 0.215 0.365 0.217
TABLE I. The first 10 numeric coefficients, λk, dk and ak, required for plotting the theoretical PDFs, Eqs. (29,30), with
D = 0.4 and 0.5. These coefficients were calculated using the method explained in [24]. As explained, these values are also
required for plotting the ICD, I(z), Eq. (12) in the main text. For this purpose as well, we found that 10 k-modes are sufficient.
D. Derivation of the moments
We derive the moments 〈x2m〉, for m = 1, 2, ..., presented in Eq. (7) in the main text. Our starting point is Eq.
(28) and the areal distribution of the excursions. Applying Fourier x→ k and Laplace t→ u transforms to Eq. (18),
using Eq. (19), we write
ΦˆE (k, u) =
∫ ∞
−∞
dχ
∫ ∞
0
dτe−uτ+ikχg (τ)
1
τ3/2
BE
( χ
τ3/2
)
. (31)
Note that the distribution g(τ) is given by the solution of a standard first passage time problem in [11]. Asymptotically,
g(τ) ≈ g∗τ−1−3ν/2, for τ  1 (32)
where ν = 1/(3D) + 1/3 and (see [24])
g∗
〈τ〉 =
2D√
pi
(1 +D)Γ( 12D )
(4D)
1+D
2D Γ( 1−D2D )Γ(
1+D
2D )
. (33)
Expanding the exponent eikχ in Eq. (31) as a Taylor series for small k, using Eq. (33), while separating out the
n = 0’th term, we obtain
ΦˆE(k, u) = gˆ(u) +
∞∑
m=1
(ik)m
m!
〈ζm〉Eg∗Γ(3m
2
− 3ν
2
)u−
3m
2 +
3ν
2 , (34)
where gˆ(u) =
∫∞
0
g(τ) exp(−uτ)dτ and
〈ζm〉E =
∫ ∞
−∞
ζmBE(ζ)dζ. (35)
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Here, we changed variables to ζ = χ/τ3/2. Notice that B(ζ) is symmetric, hence its odd moments are zero. Using the
equivalent procedure for ψˆM (k, u) with BM (ζ), and using
wˆ(u) =
∫ ∞
0
w(τ) exp(−uτ)dτ = [1− gˆ(u)]/u, (36)
for the survival probability w(τ) (defined in Sec. B.), we rewrite Eq. (28) as
Pˆu (k) =
1
u
1 +
∑∞
m=1
(−1)m
wˆ(u)
2g∗
3ν Γ(3m− 3ν/2 + 1) 1(2m)! 〈ζ2m〉Mk2mu−3m+3ν/2−1
1−∑∞m=1 (−1)m1−gˆ(u)g∗Γ(3m− 3ν/2) 1(2m)! 〈ζ2m〉Ek2mu−3m+3ν/2 . (37)
For 2/3 < ν < 2 (recall, we derive our main results in the range 0 < D < 1), the average 〈τ〉 is finite, therefore from
Eqs. (28,32), the Laplace-transforms of g(τ) and w(τ), in the u→ 0 limit are
gˆ(u) ≈ 1− u〈τ〉, wˆ(u) ≈ 〈τ〉. (38)
By using the relation 〈x2m〉 = (−1)m
[
d2m/dk2mPˆu(k)
]
|k=0, we derive the moments in Eq. (6), in the main text, in
the long time limit.
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