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For random graphs, the containment problem considers the probability that a bino-
mial random graph G(n, p) contains a given graph as a substructure. When asking for
the graph as a topological minor, i.e. for a copy of a subdivision of the given graph, it is
well-known that the (sharp) threshold is at p = 1/n. We consider a natural analogue of
this question for higher-dimensional random complexes Xk(n, p), first studied by Cohen,
Costa, Farber and Kappeler for k = 2.
Improving previous results, we show that p = Θ(1/
√
n) is the (coarse) threshold for
containing a subdivision of any fixed complete 2-complex. For higher dimensions k > 2,
we get that p = O(n−1/k) is an upper bound for the threshold probability of containing
a subdivision of a fixed k-dimensional complex.
1 Introduction
A basic problem in graph theory is to determine whether a given graph G, which may
be thought of as “large”, contains a fixed graph H as a substructure. The most straight-
forward form of containment is that G contains a copy of H as a subgraph. Another
important variant is that G contains some subdivision of H as a subgraph; in this case,
one also says that G contains H as a topological minor.
For random graphs, the containment problem considers the probability that a bino-
mial random graph G(n, p) contains a copy of a given graph H. For subgraph contain-
ment, it is well-known [8] that this probability has a (coarse) threshold of Θ(n−1/m(H)),
where m(H) is the density of the densest subgraph of H. The (sharp) threshold for
containment of any complete graph of fixed size as a topological minor is p = 1/n by a
well-known result of Ajtai, Komlo´s and Szemere´di1 [1].
Here, a sequence pˆ = pˆ(n) is called a threshold for an increasing graph property Q if
the probability Pr[G(n, p) has Q] tends to 0 if p = o(pˆ) and to 1 if pˆ = o(p). A threshold
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1The lower bound on the threshold follows from [12, Theorem 5e].
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pˆ is sharp if for any  > 0
Pr[G(n, p) has Q] −−−→
n→∞
{
0 if p ≤ (1− )pˆ,
1 if p ≥ (1 + )pˆ.
Any monotone graph property has a threshold [9]. If a monotone graph property does
not have a sharp threshold, it has a coarse threshold. (For more detailed results on
thresholds of graph properties, see, e.g., [13, 14] and [20, Chapter 1] for an overview.)
A random model Xk(n, p) for simplicial complexes of arbitrary fixed dimension k
which generalizes the random graph model G(n, p) was introduced by Linial and Meshu-
lam [25] and has since then been studied extensively, see, e.g., [3, 4, 11, 23, 27]. Subgraph
containment admits a direct generalization to higher dimensions: We can ask whether
a given simplicial complex X contains a fixed complex K as a subcomplex. The proof
methods for random graphs extend directly to random complexes of higher dimension,
and the threshold probability for Xk(n, p) to contain a fixed complex K as a subcomplex
is given by the density (in terms of number of k-faces versus number of vertices) of the
densest subcomplex of K, see [4, 11].
As a natural higher-dimensional analogue of topological graph minors, we say that a
complex X has a fixed complex K as a topological minor if X contains some subdivision
of K. Cohen, Costa, Farber and Kappeler [11] show that for any  > 0 and p ≥ n−1/2+,
the random complex X2(n, p) asymptotically almost surely (a.a.s.), i.e., with probability
tending to 1 as n→∞, contains any fixed K as a topological minor. Their method also
extends to random complexes Xk(n, p) of higher dimension k > 2 with p ≥ n−1/k+.
We improve this upper bound on the threshold probability for containing a fixed
k-dimensional topological minor to O(n−1/k):
Theorem 1. For every k ≥ 2 and t ≥ k+ 1 there is a constant c = c(t, k) > 1 such that
Xk(n, p) with p ≥ k√c/n a.a.s. contains the complete k-complex Kkt on t vertices as a
topological minor.
Here, the complete k-complex Kkt is the k-skeleton of the (t−1)-simplex and consists
of all sets of cardinality ≤ k+ 1 on t vertices. Thus, every finite k-complex is contained
in Kkt for large enough t.
The result in [11] is proven by reduction to the subcomplex containment problem, by
showing that a given 2-complex K can be subdivided to decrease its triangle density. For
Theorem 1 we use a different approach, based on an idea going back at least to Brown,
Erdo˝s and So´s [10] and used also in [4]: For 2-complexes our proof is based on studying
common links of pairs of vertices, which form random graphs of the type G(n− 2, p2)
and then uses results on the phase transition in random graphs. This approach also
extends to complexes of dimension k > 2. For a (possibly more approachable) sketch
of the proof for the case k = 2 we refer the reader to the extended abstract [16] of this
paper.
For 2-complexes we also show a corresponding lower bound and thus establish that
the threshold for containing a subdivision of any fixed complete 2-complex is at Θ(1/
√
n):
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Theorem 2. There is a constant c < 1 such that for any t ≥ 10 the random 2-complex
X2(n, p) with p =
√
c/n a.a.s. does not have K2t as a topological minor.
The somewhat technical proof of Theorem 2 is based on bounds on the number of
triangulations of a fixed surface.
Before we give the proofs of these results, we present a simpler application of the
basic idea behind the proof of Theorem 1. We are grateful to Matt Kahle for asking the
second author whether our method could be applied in this way.
We consider the threshold for vanishing of the fundamental group of X2(n, p). In [4],
Babson, Hoffman and Kahle show a lower bound of order O(n−/n1/2) for any  > 0 as
well as an an upper bound of
√
(log(n) + ϕ(n))/n for any function ϕ with ϕ(n) → ∞
as n→∞; as mentioned above, the proof of the upper bound is based on studying the
random graphs that appear as common links of pairs of vertices, which are connected
for p in this regime. Using a slightly more involved argument based on these random
graphs, we show that the logarithmic factor in the upper bound is unnecessary:
Theorem 3. There is a constant c > 0 such that the random 2-complex X2(n, p) with
p ≥√c/n a.a.s. has a trivial fundamental group: pi1(X2(n, p)) = 0.
An upper bound of 1
2
√
n
on this threshold for vanishing of the fundamental group has
recently been shown by Kora´ndi, Peled and Sudakov in [22]. In [2], Antoniuk,  Luczak
and S´wi
‘
atkowski use an idea similar to the one presented here to study the triviality of
random triangular groups.
2 Preliminaries
Abstract Simplicial Complexes. A (finite abstract) simplicial complex is a finite
set system that is closed under taking subsets, i.e., F ⊂ H ∈ X implies F ∈ X. The
sets F ∈ X are called faces of X. The dimension of a face F is dim(F ) = |F | − 1.
The dimension of X is the maximal dimension of any face. A k-dimensional simplicial
complex will also be called a k-complex.
We denote the set of i-dimensional faces by Xi. The i-skeleton of X is the simplicial
complex X−1∪X0∪ . . .∪Xi. A vertex of X is a 0-dimensional face {v}, the singleton set
will be identified with its element v. The set of vertices X0, also denoted by V = V (X),
is called the vertex set of X. Corresponding to the notation G = (V,E) for graphs, we
write 2-complexes as X = (V,E, T ) with E = X1 and T = X2.
The random k-complex Xk(n, p) has vertex set V = [n], a complete (k− 1)-skeleton,
i.e., Xi =
(
[n]
i+1
)
for i < k, and every F ∈ ( [n]k+1) is added to X independently with
probability p, which may be constant or, more generally, a function p(n) depending on
n. The complete k-complex Kkt has vertex set V = [t] and Xi =
(
[t]
i+1
)
for all i ≤ k. The
link lkX(F ) of a face F ∈ X in X is the complex {H ∈ X : H ∪ F ∈ X,H ∩ F = ∅}.
Geometric Simplicial Complexes. There is a more geometric way to define simpli-
cial complexes: A geometric simplex σ is the convex hull of a set of affinely independent
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points, the vertices of σ, in some Euclidean space Rm. The convex hull of a subset of
the vertices of σ is a face of σ. A geometric simplicial complex is then a finite collection
∆ of geometric simplices in Rm satisfying two conditions: If σ is in ∆ and τ is a face
of σ, then τ is also in ∆. Furthermore, the intersection of any two simplices in ∆ is a
common face of both, or empty.
A geometric simplicial complex ∆ defines a topological space, its polyhedron, the
union of all its simplices: ‖∆‖ = ⋃σ∈∆ σ ⊂ Rm. It carries the subspace topology
inherited from the ambient Euclidean space Rm. We call ∆ a triangulation of ‖∆‖.
Any geometric simplicial complex ∆ gives rise to an abstract complex X in a straight-
forward way: A set of vertices forms an (abstract) simplex in X iff it is the vertex set of a
geometric simplex in ∆. The geometric complex ∆ is then called a geometric realization
of X, or of any abstract complex isomorphic to it. Here, two simplicial complexes are
isomorphic if there is a face-preserving bijection between their vertex sets.
Any abstract complex X has a geometric realization, e.g., as a subcomplex of a sim-
plex of sufficiently high dimension. We denote by ‖X‖ the polyhedron of any geometric
realization of X. This is well-defined because the polyhedra of (geometric realizations of)
two isomorphic complexes are homeomorphic (see, e.g., [26]). Also the abstract complex
X is called a triangulation of ‖X‖.
Figure 1: Subdivisions of K23 (a triangulated disk) and of K
2
4 . Vertices and edges internal
to triangles are drawn in white.
Subcomplexes and Subdivisions. A subcomplex of X (or ∆) is a subset Y ⊂ X
(∆) that is itself a simplicial complex. A subdivision of a geometric simplicial complex
∆ is a complex ∆′ with ‖∆‖ = ‖∆′‖ such that every simplex of ∆′ is contained in some
simplex of ∆. For an abstract complex X, a complex X ′ is a subdivision of X if there
exist geometric realizations ∆ and ∆′ of X and X ′ such that ∆′ is a subdivision of ∆. A
subdivision of an abstract 2-complex X can be seen as a 2-complex X ′ that is obtained
by replacing the edges of X with internally-disjoint paths and the triangles of X with
internally-disjoint triangulated disks such that for every triangle the subdivision of the
triangle agrees with the subdivisions of its edges. See Figure 1 for an illustration.
We say that a complex X has a fixed complex K as a topological minor if X contains
a copy of some subdivision of K.
3 On the Threshold for Vanishing Fundamental Group
Before we come to the proof of Theorem 1, the upper bound for the threshold for
topological minor containment, we present a simpler application of its basic idea and
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prove Theorem 3.
The fundamental group pi1(Y, y0) of a topological space Y at a point y0 ∈ Y is
the group of homotopy classes of loops, i.e., continuous maps f : I → Y with the
same starting and ending point f(0) = f(1) = y0. The fundamental group of a path-
connected space is independent, up to isomorphism, of the choice of basepoint y0 and is
then denoted by pi1(Y ). (See, e.g., [17] for more details.)
For a simplicial complex X the fundamental group pi1(X) := pi1(‖X‖) depends only
on the 2-skeleton of X, and it suffices to consider loops on the 1-skeleton (“edge paths”).
(See, e.g., [29].)
To prove Theorem 3, we will show that in X2(n, p) with p ≥ √c/n (for c > 0 suffi-
ciently large) a.a.s. every cycle consisting of three edges can be filled with a subdivision
of a disk. This implies that every 3-cycle (and, because the 1-skeleton is the complete
graph, also every other cycle) is homotopically trivial. As the property of having a triv-
ial fundamental group is monotone (preserved under adding simplices), it is enough to
consider the case p =
√
c/n.
Consider three vertices a, b, c ∈ [n]. To fill the cycle spanned by a,b and c, we find a
fourth vertex x and fill the three cycles {a, b, x},{a, c, x} and {b, c, x}.
y{a,b}
b
c
a
y{b,c}
x
y{a,c}
Figure 2: A filling of {a, b, c} given by a vertex x good for {a, b},{a, c} and {b, c}
For a pair of vertices a, b ∈ [n], we consider the graph Ga,b := lkX(a) ∩ lkX(b). We
call a vertex x “good” for the pair {a, b} if there is a vertex y with {a, b, y} ∈ X such
that x and y are contained in the same connected component of Ga,b. Note that for a
good vertex x, any path connecting x and y in Ga,b together with the triangle {a, b, y}
forms a subdivision of a disk filling the cycle {a, b, x}. Hence, finding a vertex x that is
good for {a, b},{a, c} and {b, c} gives a filling of the cycle {a, b, c}. See Figure 2 for an
illustration. (Note that we do not have to (and possibly will not) find disjoint fillings of
the three cycles {a, b, x}, {a, c, x} and {b, c, x} as depicted in the figure.)
We denote the set of vertices that are good for {a, b} by Sa,b. In X2(n, p) we can
ensure that for any pair of vertices this set of good vertices is large with high probability:
Lemma 4. There exist constants c, β > 0 such that in X2(n, p) with p =
√
c/n
Pr
[|Sa,b| > 23n] ≥ 1− e−βn1/3
for any a, b ∈ [n].
Our previous observations will allow us to reduce the problem to studying the graphs
Ga,b, which are random graphs of type G(n−2, p2). We will employ the following classical
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result by Erdo˝s and Re´nyi [12] on the phase transition of the random graph G(n, p). For
a simple proof see [24], in particular Section 3.1 describing how to achieve the bound on
the probability.
Theorem 5 ([12, 24]). For every γ > 0 there is κ = κ(γ) > 0 such that with probability
at least 1 − e−κn1/3 the random graph G(n, 1+γn ) has a connected component of size at
least γ2n.
We will furthermore use the following classical result on the concentration of bino-
mially distributed random variables:
Theorem 6 (Chernoff’s inequality, see, e.g., [19, Theorem 1]). Let X be a binomially
distributed random variable with parameters n and p. Then for any t ≥ 0:
Pr[X ≥ E[X] + t] ≤ e− t
2
2(np+t/3) and Pr[X ≤ E[X]− t] ≤ e− t
2
2np .
Proof of Lemma 4. Fix a, b ∈ [n]. Denote by Ca,b the largest connected component of
the graph Ga,b = lkX(a) ∩ lkX(b). If there are several components of maximum size, let
Ca,b be the one containing the smallest vertex. Note that if there is a vertex y ∈ Ca,b
such that {a, b, y} ∈ X, then every vertex in Ca,b is good for {a, b}, i.e., Ca,b ⊆ Sa,b.
Hence, it suffices to consider the following event:
Aa,b =
{
X ⊆ Kkn : Kk−1n ⊆ X,∃y ∈ Ca,b : {a, b, y} ∈ X and |Ca,b| > 23n
}
.
For a fixed set S ⊂ V \ {a, b} with |S| > 23n the number of vertices y ∈ S with
{a, b, y} ∈ X is binomially distributed with parameters |S| and p. Thus, its expectation
is |S|p and by Chernoff’s inequality, Theorem 6:
Pr
[|{y ∈ S : {a, b, y} ∈ X}| = 0] ≤ e− |S|p2 ≤ e−√ cn9 .
We now condition on Ca,b being S:
Pr
[Aa,b] = ∑
S⊂V \{a,b}
Pr
[Aa,b ∣∣Ca,b = S] · Pr[Ca,b = S]
=
∑
|S|>23n
Pr
[∃y ∈ Ca,b : {a, b, y} ∈ X ∣∣Ca,b = S] · Pr[Ca,b = S]
≥
(
1− e−
√
cn
9
)
·
∑
|S|>23n
Pr[Ca,b = S] =
(
1− e−
√
cn
9
)
· Pr[|Ca,b| > 23n].
Recall that Ca,b is the largest component of the graph Ga,b, which is a random graph
of type G(n − 2, p2). As p2 = c/n, we can now employ Theorem 5: If we choose c
large enough, there is κ > 0 such that Ca,b has size greater than
2
3n with probability
1− e−κn1/3 . Then we have:
Pr
[Aa,b] ≥ (1− e−√ cn9 )(1− e−κn1/3) = 1− e−√ cn9 − (1− e−√ cn9 )e−κn1/3
≥ 1− e−
√
cn
9 − e−κn1/3 ≥ 1− e− log(2)κn1/3 .
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Now, we know that with high probability the set of good vertices is large for any
pair a, b and use this to show that we can fill every 3-cycle.
Proposition 7. There is c > 0 such that in X2(n, p) with p =
√
c/n a.a.s. every cycle
consisting of three edges can be filled with a subdivision of a disk.
Proof. We observed above that finding a vertex x that is good for {a, b},{a, c} and {b, c}
gives a filling of the cycle {a, b, c}. It hence suffices to show that the probability
Pr
[∀a, b, c ∈ [n] : Sa,b ∩ Sa,c ∩ Sb,c 6= ∅]
converges to 1. For fixed a, b, c ∈ [n] we can employ Lemma 4:
Pr
[
Sa,b ∩ Sa,c ∩ Sb,c = ∅
] ≤ Pr [|Sa,b| ≤ 23n, |Sa,c| ≤ 23n or |Sb,c| ≤ 23n]
≤ Pr [|Sa,b| ≤ 23n]+ Pr [|Sa,c| ≤ 23n]+ Pr [|Sb,c| ≤ 23n]
≤ 3e−βn1/3 .
Using a union bound, we see that
Pr
[∀a, b, c ∈ [n] : Sa,b ∩ Sa,c ∩ Sb,c 6= ∅] ≥ 1− (n3) · Pr [Sa,b ∩ Sa,c ∩ Sb,c = ∅]
≥ 1− 3e−βn1/3 .
4 The Upper Bound for Topological Minor Containment
We now address Theorem 1. For fixed t ≥ k + 1, we aim to find a copy of a subdivision
of Kkt in X
k(n, p). We would be allowed to subdivide faces of Kkt of any dimension, but
there will be no need for this: we find t vertices and take all faces of dimension at most
k−1 spanned by these vertices to form the (k−1)-skeleton of our subdivision of Kkt . We
then show that the k-spheres (boundaries of k-simplices) spanned by the (k − 1)-faces
between any k of them can be filled with disjoint triangulated k-simplices.
Basic Set-Up. We will only consider k-complexes with vertex set [n] and complete
(k − 1)-skeleton. For notational convenience, we assume without loss of generality that
n is divisible by 2
(
t
k+1
)
. Fix a partition of the vertex set V = [n] into two sets U and W ,
each of size n2 . We will choose the t vertices of K
k
t from U , whereas the internal vertices
for fillings will come from W . To ensure disjointness of the fillings of different k-spheres,
we partition W into
(
t
k+1
)
sets Wσ, σ ∈
( [t]
k+1
)
, each of size n/(2
(
t
k+1
)
), and choose the
internal vertices of the filling for each σ ∈ ( [t]k+1) from Wσ.
For a (k − 1)-face F ∈ ([n]k ), denote by GF the graph ⋂H∈( Fk−1) lkX(H) which has
vertex set [n]\F and edge set {e ⊂ [n]\F : e ∪ H ∈ X for all H ∈ ( Fk−1)}. Denote
by CσF the largest connected component of GF [Wσ]. If there are several components of
maximum size, let CσF be the one containing the smallest vertex.
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The Main Idea. The basic idea of the proof is the following lemma, based on an idea
going back at least to Brown, Erdo˝s and So´s [10] that is also used in [4].
W
a = f(4)
v
w
U
W{1,2,3}
W{1,3,4} W{2,3,4}
W{1,2,4}
F
f(2)
f(1)
f(3)
Figure 3: Part of a subdivision of a K24 : Filling of f(σ) for σ = {2, 3, 4}
Lemma 8. Let X be a k-complex with vertex set [n] and complete (k − 1)-skeleton.
Suppose there is a set A ⊂ U , |A| = t with a bijection f:[t]→ A satisfying the following
property: For every k-face σ ∈ ( [t]k+1) of Kkt there is a vertex a ∈ f(σ) such that for
F = f(σ)\{a} there are vertices v, w ∈ CσF with F ∪ {v} ∈ X and {a,w} ∈ GF . Then
X contains a subdivision of Kkt .
Proof. For σ ∈ ( [t]k+1) and a, F , v, w as above there exists a path in GF [Wσ] between v
and w which together with the k-faces {a,w}∪H for H ∈ ( Fk−1) and the k-face F ∪{v},
creates a k-dimensional disk filling the k-sphere (boundary of a k-simplex) created by
the (k − 1)-faces F ′ ⊂ f(σ), |F ′| = k. By choosing a distinct Wσ for each σ ∈
( [t]
k+1
)
we
ensure disjoint fillings. See Figure 3 for an illustration for the case k = 2.
Random Complexes. We now proceed to show that for a suitable constant c = c(t, k)
and p ≥ k√c/n the random complex Xk(n, p) a.a.s. satisfies the conditions of Lemma 8.
We first give a criterion for complexes satisfying these conditions and then show that
this criterion is satisfied a.a.s. by a random complex.
For fixed F ⊂ U , |F | = k and σ ∈ ( [t]k+1), call u ∈ U\F connected to CσF if {u,w} ∈ GF
for some w ∈ CσF and let NσF = {u ∈ U \F : u connected to CσF }. Consider two families
of k-complexes X with vertex set [n] and complete (k − 1)-skeleton:
• AF,σ = {X ⊆ Kkn : Kk−1n ⊆ X,∃v ∈ CσF with F ∪ {v} ∈ X}.
• For δ > 0: BF,σ,δ = {X ⊆ Kkn : Kk−1n ⊆ X, |NσF | ≥ (1− δ)(|U | − k)}.
Lemma 9. Let X be a k-complex with vertex set [n] and complete (k − 1)-skeleton. If
there is a δ < 1
/((
t
k+1
)
(k + 1)
)
such that X ∈ AF,σ ∩ BF,σ,δ for all F ⊂ U , |F | = k and
σ ∈ ( [t]k+1), then there exists a set A∈(Ut ) satisfying the conditions of Lemma 8.
Proof. We need to show the existence of a set A ⊂ U , |A| = t with a bijection f:[t]→ A
such that for every σ ∈ ( [t]k+1) there is a vertex a ∈ f(σ) such that for F = f(σ)\{a}:
1. There is v ∈ CσF with F ∪ {v} ∈ X.
2. The vertex a is connected to CσF .
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As X ∈ AF,σ for all F and σ, the first condition holds for any choice of A,f ,σ and a. So
we only need to deal with the second condition. We consider tupels (a1, a2, . . . , at) with
ai ∈ U and all ai pairwise distinct and let A = {a1, a2, . . . , at}. The function f is then
determined by f(i) = ai. We show that for a tupel chosen uniformly at random we have
Pr
[
∃σ ∈ ( [t]k+1), a ∈ f(σ) : a not connected to Cσf(σ)\{a}] < 1.
Thus, there is a tuple that also satisfies the second condition. For fixed σ and j ∈ σ:
Pr
[
f(j) not connected to Cσf(σ\{j})
]
=
∑
F∈(Uk)
Pr [f(j) /∈ NσF | f(σ\{j}) = F ] · Pr [f(σ\{j}) = F ]
=
(|U |
k
) · δ · 1
(|U|k )
= δ
By a union bound, we hence have
Pr
[
∃σ, a ∈ f(σ) : a not connected to Cσf(σ)\{a}
]
≤ ( tk+1)(k + 1)δ < 1.
Now, we finally turn to random complexes Xk(n, p). As the property of containing
a given topological minor is monotone (preserved under adding simplices), it is enough
to consider the case p = k
√
c/n.
Lemma 10. For every k ≥ 2 and t ≥ k + 1 there is a constant c = c(t, k) > 0 such
that for p = k
√
c
n the random complex X
k(n, p) asymptotically almost surely satisfies the
conditions of Lemma 9.
Proof. Let k ≥ 2 and t ≥ k + 1. Let T = ( tk+1). We show that there is c > 2T and
δ < 1/(T (k + 1)) such that Xk(n, p) for p = k
√
c/n a.a.s. satisfies the conditions of
Lemma 9, i.e.,
Xk(n, p) ∈
⋂
F,σ
AF,σ ∩ BF,σ,δ.
Fix F ⊂ U , |F | = k and σ ∈ ( [t]k+1). The probability of the events A = AF,σ and
B = BF,σ,δ depends on the size of CσF , the largest connected component of the graph
GF [Wσ], which is a random graph of type G(|Wσ|, pk).
As pk = c/n = c/(2T )|Wσ | , for c large enough the graph GF [Wσ] fails to have a giant
component of size linear in |Wσ| with exponentially small probability: By Theorem 5
for any c > 2T there are  > 0 and κ > 0 such that
Pr[|CσF | ≥ (1− )|Wσ|] ≥ 1− e−κn
1/3
.
As we will later need that δ > e−
c(1−)
2T , we choose c > ln(T )+ln(k+1)1− · 2T > 2T . Then
e−
c(1−)
2T < 1T (k+1) and we choose δ with e
− c(1−)
2T < δ < 1T (k+1) .
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For S ⊂Wσ denote by PrS the conditional probability when conditioning on CσF = S.
Then Pr[AF,σ ∩ BF,σ,δ] is at least∑
S
PrS [AF,σ ∩ BF,σ,δ] · Pr [CσF = S] ,
where the sum runs over all S ⊂Wσ with |S| ≥ (1− )|Wσ|.
As AF,σ and BF,σ,δ depend on different kinds of k-faces and the presences of k-faces
are decided independently, we have
PrS [AF,σ ∩ BF,σ,δ] = PrS [AF,σ] · PrS [BF,σ,δ] .
We consider the two terms seperately:
PrS [AF,σ]: Here we consider Pr [∃v ∈ S with F ∪ {v} ∈ X]. The number f(X) of
vertices v ∈ S with F ∪ {v} ∈ X is a binomially distributed variable with parameters
|S| and p. Hence, its expectation is |S|p and by Chernoff’s inequality, Theorem 6:
Pr [f(X) = 0] ≤ e− |S|p
2
≤ e−(1−)
k√c
4T
n1−1/k .
PrS [BF,σ,δ]: Call u ∈ U \F connected to S if {u,w} ∈ GF for some w ∈ S. Then we
need to consider
Pr [|{u ∈ U \F : u connected to S}| ≥ (1− δ)(|U | − k)] .
For fixed u ∈ U \F the probability not to be connected to S is λ = (1 − pk)|S| ≤
e−pk|S| ≤ e− c(1−)2T . For each u the decisions over the k-faces deciding whether u is
connected to S are taken independently. Hence, also the number g(X) of vertices
u ∈ U\F that are connected to S is a binomially distributed variable with parameters
(|U | − k) and (1− λ). As we chose δ > e− c(1−)2T ≥ λ, we get by Chernoff’s inequality,
Theorem 6, for large enough n:
Pr [g(X) < (1− δ)(|U | − k)] = Pr [g(X) < E[g(X)]− (δ − λ)(|U | − k)]
≤ e−
(δ−λ)2(|U|−k)
2(1−λ) ≤ e− (δ−λ)
2
5
n.
Notice that the probabilities PrS [AF,σ] and PrS [BF,σ,δ] do not depend on S. Hence
we can use
∑
S Pr [C
σ
F = S] = Pr [|CσF | ≥ (1− )|Wσ|] and get by the choice of c and :
Pr[AF,σ ∩ BF,σ,δ] ≥
(
1− e−(1−)
k√c
4T
n1−1/k
)(
1− e− (δ−λ)
2
5
n
)(
1− e−κn1/3
)
≥ 1− e−(1−)
k√c
4T
n1−1/k − e− (δ−λ)
2
5
n − e−κn1/3 ≥ 1− 3e−κn1/3 .
Applying a union bound, we get for some α > 0:
Pr
[
∃F ⊂ U, |F | = k, σ ∈ ( [t]k+1) : ¬AF,σ ∪ ¬BF,σ,δ] ≤ (n/2k ) · T · 3e−κn1/3 ≤ e−αn1/3 .
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5 The Lower Bound for Topological Minor Containment
We now turn to the proof of Theorem 2 on random 2-complexes X2(n, p). Our goal
is to show the existence of a constant c ≤ 1 such that for p = √c/n the probability
to find a subdivision of K2t converges to zero. The proof bases on the following simple
observation: If a complex contains a subdivision of K2t with t ≥ 10, it also contains a
subdivision of a triangulation of Σ2, the orientable surface of genus 2
2. We then use that
the number of triangulations of any surface with a fixed number l of vertices is known
to be at most simply exponential in l.
Bounds on the number of triangulations of a fixed closed surface can be drawn from
the theory of enumeration of maps on surfaces which has its beginning in Tutte’s famous
results on the number of rooted maps on the sphere [30, 31, 32]. As the terminology in
these references differs a lot from ours and as furthermore the classes of objects that are
counted are not exactly the same, we first explain in detail the enumeration result we
will use. We rely on [5, 6, 7, 15].
Maps on Surfaces. Let S be a connected compact 2-manifold without boundary. A
map M = (S,G,Φ) on S is a graph G together with an embedding Φ of G into S such
that each connected component of S \Φ(G) is simply connected, i.e., each face is a disk.
Graphs are unlabeled, finite and connected, loops and multiple edges are allowed.
A map is rooted if an edge, a direction along the edge and a side of the edge are
distinguished. An edge is called double if its image belongs to the boundary of only one
face. Any other, single, edge belongs to two faces. The valency of a face is the number
of single edges in its boundary plus twice the number of double edges. A triangular map
is a map such that each face has valency three.
Two maps (S,G,Φ) and (S′, G′,Φ′) are considered equivalent if there is a homeo-
morphism h :S → S′ and a graph isomorphism g :G→ G′ such that hΦ = Φ′g.
Triangular Maps vs. Triangulations. Let M = (S,G,Φ) be a triangular map such
that the graph G = (V,E) is simple, i.e., does not have loops or multiple edges. Then
every face of M has a boundary consisting of exactly three edges. Define a 2-complex
X(M) = (V,E, T (M)) by letting
T (M) := {{u, v, w} : u, v, w ∈ V are the vertices of a face of M}.
Equivalent maps yield isomorphic complexes:
Lemma 11. Let M = (S,G,Φ) be a triangular map such that the graph G = (V,E)
is simple and let M ′ = (S′, G′,Φ′) be equivalent to M . Then X(M) and X(M ′) are
isomorphic.
Proof. Since M and M ′ are equivalent, there is a homeomorphism h :S → S′ and a graph
isomorphism g :G → G′ such that hΦ = Φ′g. We show that g is also an isomorphism
2The smallest possible triangulation of Σ2 has 10 vertices, see [18].
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between X(M) and X(M ′). As g is a graph isomorphism, all we need to show is that g
preserves 2-faces. Let {u, v, w} ∈ T (M), so u, v, w are the vertices of a face of M . This
face is mapped to some disk in S′ by h. As hΦ = Φ′g, this disk is a face of M ′ with
g(u), g(v) and g(w) as boundary vertices. Hence, {g(u), g(v), g(w)} ∈ T (M ′). The same
argument shows that any 2-face of X(M ′) is mapped to a 2-face of X(M).
For a 2-complex X = (V,E, T ) such that ‖X‖ is homeomorphic to a surface S, define
a triangular map M(X) = (S, (V,E),Φ), where Φ is the restriction of a homeomorphism
‖X‖ → S to the 1-skeleton of X. The following lemma shows that M(X) is well-defined
and that isomorphic complexes give rise to equivalent maps:
Lemma 12. Let X = (V,E, T ) be a 2-complex such that ‖X‖ is homeomorphic to a
surface S and let X ′ = (V ′, E′, T ′) be isomorphic to X. Let furthermore ϕ : ‖X‖ → S
and ϕ′ : ‖X ′‖ → S be homeomorphisms and define Φ and Φ′ to be the restrictions of ϕ
and ϕ′ to the 1-skeleta of X and X ′, respectively. Then (S, (V,E),Φ) and (S, (V ′, E′),Φ′)
are equivalent.
Proof. Let f : V (X) → V (X ′) be an isomorphism between X and X ′. Then the affine
extension ‖f‖ : ‖X‖ → ‖X ′‖ is a homeomorphism (see, e.g., [26, Proposition 1.5.4]).
So ‖X ′‖ is also homeomorphic to S. Choosing g = f and h = ϕ′‖f‖ϕ−1, we get
hΦ = Φ′g.
Lemmas 11 and 12 show that there is a bijection between equivalence classes of
triangular maps with simple underlying graph on a surface S and isomorphism classes
of 2-complexes with polyhedron homeomorphic to S.
The Number of Triangulations. In [15] Gao gives an asymptotic enumeration result
for rooted triangular maps on any closed surface.
Theorem 13 (Gao, [15]). Let Tg(l) denote the number of l-vertex rooted triangular maps
on the orientable surface of genus g.3 There is a constant tg, independent of l, such that
for l→∞,
Tg(l) ∼ tgl5(g−1)/2(12
√
3)l.
We are interested in the number τg(l) of l-vertex triangulations of the orientable
surface Σg of genus g, i.e., the number of 2-complexes X = (V,E, T ) such that |V | = l
and ‖X‖ is homeomorphic to Σg. By the considerations above this is the number of
triangular maps on Σ2 with a simple underlying graph. As Gao’s result also allows loops
and multiple edges and makes a distinction between equivalent maps that are rooted in
a different way, we get τg(l) ≤ Tg(l) and hence:
Corollary 14. Let τg(l) be the number of triangulations of Σg, the orientable surface
of genus g, with l vertices. There is a constant Kg > 0, independent of l, such that
τg(l) ≤ K lg.
3Gao also considers non-orientable surfaces, in which we are not interested here.
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Proof of the Lower Bound on the Threshold. Now that we have established
(Corollary 14) that the number of triangulations of any fixed surface with a fixed number
l of vertices is at most simply exponential in l, we can turn to the proof of Theorem 2.
Proof of Theorem 2. Fix t ∈ N, t ≥ 10 and let T0 be a triangulation of Σ2, the orientable
surface of genus 2, with 10 vertices. As T0 is a subcomplex of K
2
t , we have:
Pr
[
X2(n, p) contains a subdiv. of K2t
] ≤ Pr [X2(n, p) contains a subdiv. of T0].
We show that for sufficiently small p the latter probability tends to 0. Ignoring that we
only consider subdivisions of T0, we get:
Pr
[
X2(n, p) contains a subdivision of T0
]≤ n∑
l=1
∑
T∈Tl
Pr
[
T ⊆ X2(n, p)],
where the second sum is over the set Tl of all triangulations of Σ2 that have l vertices.
Denote by τ2(l) = |Tl| the number of such triangulations and choose K = K2 as in
Corollary 14 such that τ2(l) is at most K
l. Let p =
√
c/n for some c < 1/K.
By Euler’s formula, every triangulation T of the oriented surface Σg of genus g
satisfies f2(T ) = 2(|V (T )| − 2 + 2g) = 2(|V (T )|+ 2), if g = 2, and Pr
[
T ⊆ X2(n, p)] ≤
n|V (T )|pf2(T ). Hence,
n∑
l=1
∑
T∈Tl
Pr
[
T ⊆ X2(n, p)]≤ n∑
l=1
τ2(l)·nlp2(l+2)
≤
( c
n
)2 n∑
l=1
(cK)l=
( c
n
)2(1− (cK)n+1
1− cK − 1
)
,
which clearly converges to zero as n goes to infinity.
Concluding Remarks. For the random 2-complex X2(n, p), we have shown that the
property of having the complete complex K2t as a topological minor has the threshold
p = Θ(1/
√
n) for any t ≥ 10. For dimensions > 2 we could show an upper bound of
O(n−1/k) for the threshold.
The corresponding lower bound for higher dimensional complexes is open. It does
not seem likely that an approach as simple as the one presented here will work in higher
dimensions. An essential ingredient of our proof is that the number of triangulations
of any fixed surface with a fixed number l of vertices is simply exponential in l. The
proof also depends on the fact that f2(T ) = 2(|V (T )|+ 2) for any triangulation T of Σ2,
the surface of genus 2. In higher dimensions, it is not clear which manifold could play
the role of Σ2. Furthermore, bounds on the numbers of triangulations that are simply
exponential are not to be expected: The number of k-spheres with l vertices, e.g., is
known to be at least 2Ω(l
bk/2c) for k > 3 [21] and 2Ω(l
5/4) for k = 3 [28].
It is very likely that, just as for graphs, the threshold for complete subdivision con-
tainment is actually a sharp threshold. For the upper bound an approach towards
proving sharpness might be to combine the basic idea used here with more sophisticated
arguments on the random graphs involved.
13
Acknowledgements
We would like to thank Matt Kahle and the referee for helpful comments.
References
[1] M. Ajtai, J. Komlo´s, and E. Szemere´di. Topological complete subgraphs in random
graphs. Studia Sci. Math. Hungar., 14:293–297, 1979.
[2] S. Antoniuk, T.  Luczak, and J. S´wi
‘
atkowski. Collapse of random triangular groups:
a closer look. Bull. Lond. Math. Soc., 46(4):761–764, 2014.
[3] L. Aronshtam, N. Linial, T.  Luczak, and R. Meshulam. Collapsibility and vanishing
of top homology in random simplicial complexes. Discrete Comput. Geom., 49:317–
334, 2013.
[4] E. Babson, C. Hoffman, and M. Kahle. The fundamental group of random 2-
complexes. J. Amer. Math. Soc., 24:1–28, 2011.
[5] E. A. Bender and E. R. Canfield. The asymptotic number of rooted maps on a
surface. J. Combin. Theory Ser. A, 43(2):244–257, 1986.
[6] E. A. Bender, E. R. Canfield, and R. W. Robinson. The enumeration of maps on
the torus and the projective plane. Canad. Math. Bull., 31(3):257–271, 1988.
[7] E. A. Bender and L. B. Richmond. A survey of the asymptotic behaviour of maps.
J. Combin. Theory Ser. B, 40(3):297–329, 1986.
[8] B. Bolloba´s. Random graphs. In Combinatorics, number 52 in London Mathematical
Society Lecture Note Series. Cambridge University Press, 1981.
[9] B. Bolloba´s and A. Thomason. Threshold functions. Combinatorica, 7(1):35–38,
1987.
[10] W. G. Brown, P. Erdo˝s, and V. T. So´s. Some extremal problems on r-graphs. In
New directions in the theory of graphs (Proc. Third Ann Arbor Conf., 1971), pages
53–63. Academic Press, New York, 1973.
[11] D. Cohen, A. Costa, M. Farber, and T. Kappeler. Topology of random 2-complexes.
Discrete Comput. Geom., 47:117–149, 2012.
[12] P. Erdo˝s and A. Re´nyi. On the evolution of random graphs. Publ. Math. Inst. Hung.
Acad. Sci., 5:17–61, 1960.
[13] E. Friedgut. Sharp thresholds of graph properties, and the k-sat problem. J. Amer.
Math. Soc., 12(4):1017–1054, 1999. With an appendix by Jean Bourgain.
[14] E. Friedgut and G. Kalai. Every monotone graph property has a sharp threshold.
Proc. Amer. Math. Soc., 124(10):2993–3002, 1996.
14
[15] Z.-C. Gao. The number of rooted triangular maps on a surface. Journal of Combi-
natorial Theory, Series B, 52(2):236 – 249, 1991.
[16] A. Gundert and U. Wagner. On the subdivision containment problem for random
2-complexes. In Young Researchers Forum - SoCG 2013.
[17] A. Hatcher. Algebraic topology. Cambridge University Press, Cambridge, 2002.
[18] J. P. Huneke. A minimum-vertex triangulation. J. Combin. Theory Ser. B,
24(3):258–266, 1978.
[19] S. Janson. On concentration of probability. In B. Bolloba´s, editor, Contemporary
Combinatorics, volume 10 of Boly. Soc. Math. Stud., pages 289–301. Springer, 2002.
[20] S. Janson, T.  Luczak, and A. Rucinski. Random graphs. Wiley-Interscience, New
York, 2000.
[21] G. Kalai. Many triangulated spheres. Discrete Comput. Geom., 3(1):1–14, 1988.
[22] D. Kora´ndi, Y. Peled, and B. Sudakov. A random triadic process. Preprint,
arXiv:1503.05072, 2015.
[23] D. Kozlov. The threshold function for vanishing of the top homology group of
random d-complexes. Proc. Amer. Math. Soc., 138:4517–4527, 2010.
[24] M. Krivelevich and B. Sudakov. The phase transition in random graphs: A simple
proof. Random Struct. Alg., 43(2):131–138, 2013.
[25] N. Linial and R. Meshulam. Homological connectivity of random 2-complexes.
Combinatorica, 26(4):475–487, 2006.
[26] J. Matousˇek. Using the Borsuk-Ulam theorem. Universitext. Springer-Verlag, Berlin,
2003.
[27] R. Meshulam and N. Wallach. Homological connectivity of random k-dimensional
complexes. Random Struct. Alg., 34(3):408–417, 2009.
[28] J. Pfeifle and G. M. Ziegler. Many triangulated 3-spheres. Math. Ann., 330(4):829–
837, 2004.
[29] E. H. Spanier. Algebraic topology. Springer-Verlag, New York-Berlin, 1981. Cor-
rected reprint.
[30] W. T. Tutte. A census of planar maps. Canad. J. Math., 15:249–271, 1963.
[31] W. T. Tutte. On the enumeration of planar maps. Bull. Amer. Math. Soc., 74:64–74,
1968.
[32] W. T. Tutte. The enumerative theory of planar maps. In A survey of combinatorial
theory (Proc. Internat. Sympos., Colorado State Univ., Fort Collins, Colo., 1971),
pages 437–448. North-Holland, Amsterdam, 1973.
15
