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Abstract 
This paper discusses primarily the hardware based issues on early detection of diabetic retinopathy. Software based 
algorithms for preprocessing, segmentation, and, classification stages are initially analyzed. Later those techniques 
were customized and implemented using TMS320C6713 based DSP Kits of Texas instruments with code composer 
studio for the early detection of diabetic retinopathy through the fundus images of retina. The hardware based 
implementation shows more effective results as compared to other existing approaches.
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1. Introduction 
Diabetes is a disorder of metabolism and is a major health care problem in India. It is estimated that by 
2030 India will be the country with highest diabetic patient [1]. Research shows that there are three types 
of diabetes [2], which are common among the Indian people. Diabetes on the eye is called Diabetic 
Retinopathy (DR) which damages the small blood vessel of the retina and as a result loss the vision 
temporary and later on permanently. Therefore, in lieu of detection, we need to focus on early detection 
of the disease to reduce its impact on the people. 
During the recent years, there have been many studies on automatic diagnosis of diabetic retinopathy 
using several features and techniques. Banumathi et al. [3] have analyzed the performance of three 
different template matching algorithms with respect to the detection of blood vessels in both the grey and 
color retinal images. Blood vessels detection using the proposed 2D Gaussian matched filtering gives the 
complete and continuous vessel map of the blood vessels. Bevilacqua et al. [4] proposed a computational 
model to extract the retinal vasculature, from eye fundus images, and then to detect its features such as 
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bifurcations and crossover points of retinal vessels. Edgardo FelipeRiveron et al. [5] have proposed to 
extract the vascular network, using morphology operators. Herbert F. Jelinek et al. [6] have proposed that 
fluoresce in labelled retinal blood vessels of 27 digital images were automatically segmented using the 
Gabor wavelet transform and classified using traditional features such as area, perimeter and an additional 
five morphological features based on the derivatives of Gaussian wavelet derived data. Mohammed 
Alrawi et al. [7] proposed that, the matched filter response to the detection of blood vessels is increased 
by proposing better filter parameters. D. Vallabha et al. [8] proposed a method to distinguish mild NPDR 
from severe NPDR using a procedure that involves Global image feature extraction. The vascular 
abnormalities are detected using scale and orientation selective Gabor filter banks. Wong Li Yun et al. [9] 
used back propagation algorithm for classification of the four stages of eye images of Diabetic 
Retinopathy. The features are extracted from the raw images using the image processing techniques and 
fed to the feed forward neural network classifier for classification. The outline of this paper is organized 
as follows: In section 2, we introduce the importance of early detection phase of diabetic retinopathy. In 
section 3, 4 and, 5, several software and hardware based algorithms have been analyzed, respectively, for 
the early detection of the disease. Here, the analysis has been primarily carried out in terms of 
TMS320C6713, a DSP processor based kit, supplied by Texas instruments. Finally the paper concludes in 
Section 5. 
2. Software based early detection techniques of Diabetic Retinopathy   
Early detection through regular screening and timely intervention is highly beneficial in effective 
controlling the progress of diabetic retinopathy. Early diagnosis prevents blindness. The presence of 
micro aneurysms (MAs) is the early sign of diabetic retinopathy [7]. Clinically appearance of MAs 
denotes the weakness of the vessel wall of retina and beginning of hemorrhages [7].So, automatic 
detection of MAs will be effective in early detection of DR. 
Early detection of DR may be categorized as Software based and Hardware based .However, both the 
approaches use the general properties of Digital Image Processing (DIP) techniques and both the 
approaches have corresponding pros and cons. Here, in this and the following sections, we will be 
analyzing some of the important techniques related to early detection of DR 
The entire automation process of diagnosis can be divided into few important stages. Initially, we 
receive the fundus images of the retina through a specialized camera entitled as fundus camera. Fundus 
camera is nothing but a camera attached with low power microscope. The camera helps to capture the 
interior surface of eye. These input images may be colored or grey level images. In pre-processing stage, 
the fundus retinal image is modified for proper diagnosis, i.e., the problem of illumination is reduced. The 
output of this stage is passed to the Segmentation stage. This stage segments the background pixel from 
the exudates and the vein networks using clustering algorithm with two cluster class centre. The exudates 
and the vein networks class canters also contain some noisy pixels that were over enhanced during the 
Pre-Processing stage and will be removed during the next stage called Disease Classifier stage. The 
disease classification/abnormality detection consists of a series of classifiers and differentiating 
parameters with a set of conditions for detection and diagnosis of exudates, micro aneurysm, red spots, 
and crossover points.  
Preprocessing Stage Segmentation Stage 
Disease
ClassificationFundus Image 
of Retina 
Fig. 1. Important stages of automatic diagnosis of Diabetic retinopathy using fundus image  
258   N. S. Datta et al. /  Procedia Technology  4 ( 2012 )  256 – 260 
3. Hardware based approaches for early detection of Diabetic Retinopathy 
Hardware based implementation for the automated Diabetic Retinopathy based detection process is a 
challenging paradigm to work in. As image sizes and bit depths grow larger, software based approaches 
are becoming less useful. Real-time systems are required for the high speeds while processing huge 
amount of data. DSP based systems can play a vital role in this context to selectively reduce the amount 
of data to process, ensuring that only relevant data is passed on to a human analyst. Here, in this section, 
we have ventured to implement the algorithms present in different stages of automated detection process, 
as discussed in section 3.1, in terms of dedicated hardware. The next few sub-sections will describe about 
the tool kit used and stages for the development of the dedicated hardware based processes. 
3.1. The hardware setup 
The Texas Instruments TMS320C6713 Digital Signal Processing Starter Kit is low cost development 
platforms for real - time digital signal processing applications. It comprises of a small circuit board 
containing a TMS320C6713 floating - point digital signal processor, a TLV320AIC23 analog interface 
circuit (codec) and connects to a host PC via a USB port. PC software in the form of Code Composer 
Studio (CCS) is provided in order to enable software written in C or assembly language to be compiled 
and/or assembled, linked, and downloaded to run on the DSK. 
3.2.  Code  Composer Studio  
Code Composer Studio (CCS) provides an integrated development environment (IDE) for real - time 
digital signal processing applications based on the C programming language. It incorporates a C compiler, 
an assembler, and a linker. The C compiler compiles a C source program with extension .c to produce an 
assembly source file with extension .asm. The assembler assembles an .asm source file to produce a 
machine language object file with extension .obj. The linker combines object files and object libraries as 
input to produce an executable file with extension .out. This executable file represents a linked common 
object file format (COFF) and adopted by several makers of digital signal processors. This executable file 
can be loaded and run directly on the processor. 
4. Automated detection steps proposed on hardware approach 
Initially, the fundus images are treated as input images. In the pre-processing stage, input images are 
either in color or grey scale and they are modified for reducing illumination. Process involves in this stage 
includes color space conversion, zero padding of image edges, median filtering, contrast stretching and 
windowed based adaptive histogram equalization with overlap mean. The output of this stage is passed to 
the segmentation stage [3].The steps are highlighted in the following sections: 
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4.1. Color space conversion 
A common strategy in color space conversion is to match the luminance of the grayscale image to the 
luminance of the color image. To convert any color to a grayscale representation of its luminance, first 
obtain the values of red, green, and blue (RGB) primaries in linear intensity encoding, by gamma 
expansion. Then, 30% of the red value, 59% of the green value, and 11% of the blue value is added 
together. Colors in an image may be converted to a shade of gray by calculating the effective brightness 
or luminance of the color and using this value to create a shade of gray that matches the desired 
brightness. The effective luminance of a pixel is calculated using the formula, Y= 0.21 R + 0.71 G + 0.07 
B. This luminance value can then be turned into a grayscale pixel [6].  
4.2. Edge- Zero padding  
The result of this color space conversion section is fed to the edge padding section. In this subsection, 
the image is padded with zeros so as to remove unwanted noise that may be introduced during the 
intensity enhancement and segmentation stage and also to be able to calculate the minimum and 
maximum intensity value of the whole image [3]. There are four steps associated with this section, viz. 
image intensity thresholding, image fillings, and minimum and maximum intensity detection.  
4.3. Median filtering  
We are selecting image filtering technique to reduce noise. Generally, median filtering tends to 
preserve the sharpness of image edges while removing noise [3]. Median filtering operation replaces a 
pixel by the median of all pixels in the neighborhood of small sliding window. Due to its robustness and 
capability of filtering at the edges we are selected these and successfully reduce the noise [10]. In this 
stage, we can implement other filtering techniques and study its effects. However, they have not been 
reported here for the space constraints.  
4.4. Adaptive histogram equalization 
We are using this technique for modifying the histogram of an input image. It improves the visual 
quality of the image. We are considering four stages here: (a) The histogram of a dark image will be 
clustered towards the lower gray level, (b) The histogram of bright image will be clustered towards higher 
grey level, (c) for a low contrast image, the histogram will not spread equally, and, (d) for a high contrast 
image, the histogram will have an equal spread in the gray level [10]. This technique reassigns the 
brightness values of pixel based on the image histogram. Histogram equalization is a technique where the 
histogram of the resultant image is as flat as possible.  
4.5. Binary image conversion 
After performing adaptive histogram equalization the binary image conversion is done to reduce the 
unnecessary image pixel information.  In this stage retinal gray scale image is the input image and output 
will be binary image. Here image processing threshold properties are applied for conversion of gray scale 
to binary. The output binary image is the black white image where the values for binary 1(white) for all 
pixels in the input image with luminance greater than level and binary 0(black) for other pixels. 
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5. Conclusion 
The primary objective of the work is to develop a hardware based system that will be able to identify 
patients with Diabetic Retinopathy either from color or gray level fundus image. Here, we have 
highlighted the software based approach with some earlier renowned work on same field and observe that 
for large scale diagnosis we need to develop a hardware based approach for the ease of detection . In this 
paper, the approaches have been reported up to pre-processing stage and the results itself reflects the 
effectiveness of the hardware based implementation technique. 
References 
1. Wild S, Roglic G, Green A, Sicree R, King H,"Global prevalence of diabetes: estimates for the year 2000 and projections 
for 2030”, Diabetes Care (2004); 27:1047–53.  
2. Iqbal,M.I;Aibinu,A.M;Gubbal,N.S;Khan,A,”Automatic Diagnosis of Retinopathy using fundus Images’’. Master’s Thesis 
(2006), Blekinge Institute of Technology. 
3. Banumathi A, Karthika, R., Kumar.A, “Performance analysis of matched filter techniques for automated detection of blood 
vessels in retinal images”, Conference on Convergent Technologies for Asia Pacific Region (2003), 2, pp 543–546. 
4. Bevilacqua V., Cambò, S.Cariello, L.Mastronardi, G, (2005), “A combined method to detect Retinal Fundus Features”,
Conference on EACDA (2005), Italy. 
5. Edgardo FelipeRiveron1and Noel GarciaGuimeras,” Extraction of Blood Vessels in Ophthalmic Color Images of Human 
Retinas”, CIARP 2006, LNCS 4225, pp. 118 – 126, SpringerVerlag Berlin Heidelberg.  
6. Herbert F. Jelinek , Michael J. Cree , Jorge J. G. Leandro , João V. B. Soares and Roberto M. Cesar, Jr. A. Luckie , 
“Automated segmentation of retinal blood vessels and identification of proliferative diabetic retinopathy” , Optical society 
of America May(2007), 24, pp 1448-1456. 
7. Mohammed AlRawi, Munib Qutaishat, Mohammed Arrar,” An improved matched filter for blood vessel detection of digital 
retinal images”, Computers in Biology and Medicine (2006), pp 262 – 267. 
8. Vallabha, D., Dorairaj, R., Namuduri K. R., and Thompson, H., "Automated Detection and Classification of Vascular 
Abnormalities in Diabetic Retinopathy", 38th Asilomar Conference on Signals, Systems and Computers, November (2004).
9. Wong Li Yun , U. Rajendra Acharya, Y.V. Venkatesh , Caroline Cheec,Lim Choo Min, “Identification of different stages of 
diabetic retinopathy using retinal optical images”, E.Y.K. Ng / Information Sciences(2008) 178 , pp 106–121. 
10. Rafael C. Gonzalez and Richard E. Woods. ‘Digital Image Processing using MATLAB’, 2nd edition. Prentice Hall, (2002), 
ISBN 0-201-18075-8.
(a) (b) (c) 
(d) (e) 
Fig.2. Preprocessed Retinal images:  (a) Colored Retinal Fundus image, (b) Color space conversion, (c) 
Edge- Zero padding, (d) Median filtering, (e) Adaptive histogram equalization, (f) Binary image 
conversion 
(f) 
