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Resumen: Este art´ıculo presenta un algoritmo iterativo-incremental, reentreamien-
to, que adquiere de forma automa´tica nuevos ejemplos anotados sema´nticamente,
asegurando una alta precisio´n. El algoritmo se inscribe dentro de los me´todos de
aprendizaje automa´tico basados en corpus y usa los modelos de probabilidad de
ma´xima entrop´ıa. Reentrenamiento consiste en la retroalimentacio´n del corpus de
entrenamiento, mediante sucesivos ciclos de aprendizaje y clasificacio´n, de nuevos
ejemplos clasificados con un grado alto de confianza. Este nuevo me´todo se inspira en
los algoritmos de coentrenamiento (co-training) pero asumiendo unas restricciones
ma´s fuertes a la hora de decidir que´ ejemplos se etiquetan e incorporan a la siguiente
iteracio´n y cua´les no.
Palabras clave: desambiguacio´n le´xica, ma´xima entrop´ıa, basado en corpus, boots-
trapping, co-training
Abstract: This paper presents re-training, a bootstrapping algorithm that auto-
matically acquires semantically annotated data, ensuring high levels of precision.
This algorithm uses a corpus-based system of word sense disambiguation that re-
lies on maximum entropy probability models. The re-training method consists of
the iterative feeding of training-classification cycles with new and high-confidence
examples. The process relies on several filters that ensure the accuracy of the di-
sambiguation by discarding uncertain classifications. This new method is inspired
by co-training algorithms, but it makes stronger assumptions on when to assign a
label to a linguistic context.
Keywords: Word Sense Disambiguation, Maximum Entropy, corpus-based, boots-
trapping, co-training
1. Introduccio´n
La resolucio´n de la ambigu¨edad sema´nti-
ca de las palabras (WSD, word sense disam-
biguation) es un campo de desarrollo abierto
dentro del procesamiento del lenguaje natu-
ral (PLN). La tarea consiste en asignar el sen-
tido correcto a las palabras de entre las defi-
niciones que se pueden encontrar en un dic-
cionario electro´nico. Es un problema dif´ıcil
que genera gran intere´s entre la comunidad
cient´ıfica.
Actualmente hay dos aproximaciones me-
todolo´gicas principales en este a´rea: me´todos
basados en el conocimiento y me´todos basa-
∗ This paper has been partially supported by the
Spanish Government (CICyT) under project number
TIC2000-0664-C02-02 and the Valencia Government
(OCyT) under project number CTIDIB-2002-151.
dos en corpus. La primera utiliza el cono-
cimiento lingu¨´ıstico previamente adquirido,
y la segunda utiliza te´cnicas estad´ısticas y
aprendizaje automa´tico para inducir modelos
del lenguaje a partir de grandes conjuntos de
ejemplos textuales (Pedersen, 2001).
El aprendizaje automa´tico y basado en
corpus puede ser supervisado o no supervisa-
do. Para el aprendizaje supervisado conoce-
mos la clase de cada elemento dentro del con-
junto de aprendizaje (en nuestro caso, la eti-
queta de sentido) mientras que en el no super-
visado la clasificacio´n de los datos de entrena-
miento no es conocida (Manning y Schu¨tze,
1999).
En los u´ltimos encuentros del Interna-
tional Workshop on Evaluating Word Sen-
se Disambiguation Systems, SENSEVAL-2
y SENSEVAL-31, entre otras, los investiga-
dores mostraron los avances en el a´rea que
nos ocupa en la desambiguacio´n de texto
completo (all-words task) y de muestra le´xica
(lexical-sample task) 2. Los valores de eficacia
conseguidos para estas tareas rondan, en ge-
neral, el 70%, por lo que podemos decir que
queda au´n mucho por hacer, ma´s si tenemos
en cuenta que WSD deber´ıa servir de apoyo
a otras tareas del PLN como son recupera-
cio´n de informacio´n, traduccio´n automa´tica
o bu´squeda de respuestas.
Existe un acuerdo ma´s o menos amplio en
que la falta de un corpus apropiado y sufi-
ciente grande representa un obsta´culo para
continuar progresando en este a´rea. Es dif´ıcil
conseguir un corpus anotado con sentidos pa-
ra aprendizaje automa´tico (Ng y Lee, 1996;
Edmonds, 2000; Mihalcea, 2003), y los avan-
ces y esfuerzos recientes en su adquisicio´n
automa´tica no hacen sino reforzar su impor-
tancia para este desarrollo crucial.
Los algoritmos iterativo-incrementales
(bootstrapping) parecen una buena opcio´n
para esa adquisicio´n automa´tica de nue-
vos conjuntos de entrenamiento anotados.
Ba´sicamente, so´lo se necesitan unos pocos
ejemplos para iniciar un proceso iterativo que
se retroalimente, a partir de un conjunto no
anotado, en sucesivos ciclos de aprendizaje y
clasificacio´n.
Co-training (Blum y Mitchell, 1998) es
uno de estos algoritmos que se basa en dos
vistas diferentes de los mismos datos de en-
trenamiento (por ejemplo, dos selecciones de
atributos o features diferentes). Estas dos vis-
tas son suficientes por si mismas para clasi-
ficar eficazmente el conjunto de ejemplos no
anotado. Estas vistas definen, por tanto, dos
clasificadores simples: cada uno de ellos eli-
ge aquellas clasificaciones que considera ma´s
seguras para enriquecer el pro´ximo entrena-
miento del otro. As´ı, y de forma alternada,
cada clasificador va procesando el resto de
ejemplos que el otro no anota hasta que ya
no queden ma´s ejemplos que clasificar. Co-
training ha sido aplicado con e´xito a la cla-
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2La tarea de texto completo consist´ıa en intentar
desambiguar todas las palabras llenas (nombres, ver-
bos, adjetivos y adverbios) que se encontraran dentro
del texto propuesto, mientras que la muestra le´xica
trataba de la desambiguacio´n de unas pocas palabras
seleccionadas que aparec´ıan como u´nicas instancias
dentro de un conjunto ma´s o menos extenso de con-
textos diferentes.
sificacio´n de textos (Blum y Mitchell, 1998;
Nigam y Ghani, 2000a), ana´lisis estad´ıstico
(Steedman et al., 2003; Sarkar, 2001), adqui-
sicio´n de lexicones (Philips y Riloff, 2002), y
reconocedores de entidades (Collins y Singer,
1999).
El problema principal que presenta este
algoritmo es su ra´pida degradacio´n de la pre-
cisio´n a partir de un determinado nu´mero de
iteraciones (dependiendo del problema de cla-
sificacio´n y de los datos procesados). Algu-
nos investigadores criticaron algunas de sus
restricciones, como la necesidad de que las
dos vistas sean totalmente independientes, al
tiempo que propusieron modificaciones y me-
joras (Abney, 2002; Collins y Singer, 1999).
Recientemente se ha publicado (Mihal-
cea, 2004) un estudio comparativo entre Co-
training y Self-training y su aplicacio´n a la
tarea de WSD. La definicio´n adoptada de es-
te segundo me´todo (parece que no hay un
consenso, al menos, como lo hay para el pri-
mero) es que se realiza mediante un etique-
tador que se reentrena con las anotaciones de
sus propias clasificaciones anteriores.
En este art´ıculo presentamos Reentrena-
miento, un algoritmo iterativo-incremental
que adquiere datos sema´nticamente etiqueta-
dos al tiempo que asegura altos niveles de
precisio´n en la clasificacio´n. El algoritmo usa
un sistema de WSD supervisado basado en
los modelos de ma´xima entrop´ıa (ME). En
nuestro sistema, la informacio´n lingu¨´ıstica se
representa en forma de vectores de atribu-
tos que identifican las ocurrencias de ciertos
datos dentro de contextos que contienen am-
bigu¨edades lingu¨´ısticas. Entendemos por con-
texto al texto que acompan˜a a la ambigu¨edad
y que es relevante para el propio proceso de
desambiguacio´n. Son usuales los atributos re-
lacionados con palabras cercanas, lemas, ca-
tegor´ıas sinta´cticas, informacio´n de dominio,
palabras clave, relaciones gramaticales, etc.
Este sistema se utiliza como nu´cleo de Re-
entrenamiento. Para cada sentido de una pa-
labra se definen dos clasificadores ME de´biles
basados en diferentes conjuntos de atributos
lingu¨´ısticos. La diferencia principal con co-
training es que las dos vistas se usan en pa-
ralelo con el objetivo de obtener un consenso
sobre que´ etiqueta asignar a un contexto par-
ticular. Otros filtros adicionales permitira´n,
finalmente, incorporar algunos de estos con-
textos en el siguiente ciclo de entrenamiento.
Adema´s, nuestro algoritmo no asume la
necesidad de preservar la distribucio´n de sen-
tidos en los nuevos conjuntos de entrenamien-
to, ya que nuestra intencio´n es u´nicamente
asegurar un alto grado de confianza en las
clasificaciones, presumiendo que la fuente de
ejemplos no anotados tiene una distribucio´n
desconocida.
En las siguientes secciones, se esbozan las
principales caracter´ısticas de nuestro sistema
de WSD basado en ME y se describe el al-
goritmo de (Blum y Mitchell, 1998). A con-
tinuacio´n, se detalla el algoritmo que hemos
denominado Reentrenamiento, y se muestran
los resultados de la evaluacio´n de mismo. Fi-
nalmente, se exponen las conclusiones de este
trabajo junto con una los desarrollos que se
esta´n llevando a cabo actualmente y los pre-
vistos para un futuro cercano.
2. El sistema de WSD basado en
ma´xima entrop´ıa
El modelado con ME proporciona un mar-
co para la integracio´n de informacio´n pa-
ra clasificacio´n desde muchas fuentes hete-
roge´neas (Manning y Schu¨tze, 1999). Los mo-
delos de probabilidad de ME han sido utili-
zados con e´xito en tareas del PLN tales como
POS tagging o deteccio´n de los l´ımites de la
frase (Ratnaparkhi, 1998).
El me´todo de WSD usado para este traba-
jo esta´ basado en los modelos de probabilidad
condicional de ME, lo que ha resultado en
una implementacio´n de un me´todo supervi-
sado de aprendizaje automa´tico que obtiene
clasificadores de sentidos de palabras a par-
tir de un corpus anotado. Se entiende como
clasificador obtenido por esta te´cnica como
un conjunto de coeficientes que se estiman
mediante un algoritmo de optimizacio´n, cada
uno asociado a un atributo (feature) obser-
vado en el corpus de entrenamiento. El prin-
cipal objetivo es obtener una distribucio´n de
probabilidad que maximice la entrop´ıa, esto
es, asumiendo la ma´xima ignorancia sobre los
datos de entrenamiento de tal forma que no se
induce ningu´n conocimiento que no este´ pro-
piamente en los datos.
Nuestro sistema (que denominaremos ME-
WSD) se basa en una implementacio´n propia
en C++, cuyos detalles se pueden consultar
en (Sua´rez y Palomar, 2002) y (Sua´rez, 2004).
2.1. Descripcio´n de atributos
El conjunto de atributos definido para el
entrenamiento del sistema se pueden consul-
0: la forma en que esta´ escrita la
palabra objetivo
l : lemas de palabras llenas en po-
siciones ±1, ±2, ±3 (“relaxed” de-
finition)
o: palabras en ±1, ±2,
s: palabras en ±1, ±2, ±3
p: categor´ıas sinta´cticas en ±1,
±2, ±3
b: lemas de composiciones de
palabras en (−2,−1), (−1,+1),
(+1,+2)
c: composiciones de palabras en
(−2,−1), (−1,+1), (+1,+2)
km: lemas de nombres en cual-
quier posicio´n y que coocurren al
menos m% veces con un sentido
concreto
r : rol gramatical de la palabra ob-
jetivo
d : la palabra de la que depende la
palabra objetivo
v : el verbo del que depende la pa-
labra objetivo
m : palabra compuesta de la que
forma parte la palabra objetivo
W : palabras llenas en ±1, ±2, ±3
(definicio´n relajada)
L, S, B, C, P, M and D : ver-
siones “relajadas”
Figura 1: Atributos usados en el entrenamien-
to del sistema
tar en la figura 1 y esta´ inspirado en los
trabajos de (Ng y Lee, 1996) y (Escudero,
Ma`rquez, y Rigau, 2000). Los atributos se de-
finen automa´ticamente y dependen de los da-
tos que se encuentren en el corpus de aprendi-
zaje. Ba´sicamente se trata de palabras, com-
binaciones de palabras, categor´ıas sinta´cti-
cas, y en general, informacio´n que es posible
manejar porque la proporciona un analizador
(parser).
En realidad, cada item en la figura 1 agru-
pa a varios conjuntos de atributos. La ma-
yor´ıa de ellos dependen de las palabras en el
contexto cercano (por ejemplo, s el conjun-
to de todos los atributos posibles definidos a
partir de las palabras que se encuentran en
cada ejemplo y en posiciones w−3, w−2, w−1,
w+1, w+2, w+3 relativas a la palabra objeti-
vo). Los tipos denominados mediante letras
mayu´sculas son redefiniciones buscando una
menor carga computacional (los detalles pue-
den consultarse en (Sua´rez, 2004)).
Los atributos de palabras clave (km) se
basan en el trabajo de (Ng y Lee, 1996). Un
filtrado de los nombres proporciona informa-
cio´n de frecuencia de los mismos con senti-
dos concretos. Por ejemplo, supongamos que
m = 10 para un conjunto de 100 ejemplos
de intere´s#4 : si el nombre banco aparece 10
veces o mas, en cualquier posicio´n relativa,
entonces se define un atributo para esa pala-
bra y esa clase.
Adicionalmente, haciendo uso de ciertas
propiedades gramaticales, se han definido
otros conjuntos de atributos: roles de las pa-
labras objetivo (r) (sujeto, objeto, comple-
mento, etc.) y dependencias dentro del a´rbol
sinta´ctico que pueda proporcionar el analiza-
dor (d and D).
3. El me´todo Reentrenamiento
El me´todo que se va a proponer en esta
seccio´n se inscribe dentro del amplio abanico
de te´cnicas incrementales o de semilla (boots-
trapping) y, ma´s concretamente, el punto de
partida es el trabajo de (Blum y Mitchell,
1998), donde se propone un me´todo de clasi-
ficacio´n iterativo, el co-training (a partir de
ahora coentrenamiento).
Sin embargo, uno de los primeros me´to-
dos incrementales que se citan espec´ıficamen-
te para WSD es el de (Yarowsky, 1995). Se
trata de un me´todo no supervisado que se
basa en dos restricciones: que una palabra
tiende a tener un u´nico sentido dentro de
un mismo discurso, y tambie´n dentro de una
misma “colocacio´n” (one sense per discourse,
one sense per collocation). El me´todo se eva-
luo´ sobre un pequen˜o conjunto de palabras
con dos posibles sentidos cada una. Partien-
do de las definiciones de un diccionario, se
construyo´ una semilla con colocaciones repre-
sentativas de cada sentido y se utilizo´ como
entrada para un algoritmo de listas de de-
cisio´n. El incremento del corpus anotado se
hac´ıa con aquellas clasificaciones que supera-
ban un cierto umbral de probabilidad.
Este trabajo tuvo, y tiene (Abney, 2004),
un gran impacto en la comunidad cient´ıfica
especializada en WSD por la alta precisio´n
conseguida (95% aproximadamente), aunque
es evidente que las condiciones del experi-
mento esta´n un poco alejadas de la realidad.
(Blum y Mitchell, 1998) afirmaron que este
algoritmo es un caso particular de su propues-
ta.
3.1. Coentrenamiento
En el coentrenamiento, dos clasificadores
sencillos (weak learners) pueden ayudarse el
uno al otro a mejorar su acierto siempre
y cuando concurran ciertas condiciones. Los
dos clasificadores se entrenan a partir de un
pequen˜o conjunto anotado (CA), la semi-
lla, y clasifican un conjunto no anotado
(CNA). De estas dos clasificaciones, cada uno
elige los ejemplos que considera ma´s fiables y
los incorpora al conjunto anotado para volver
a entrenar y clasificar en un proceso iterativo
que termina segu´n unos criterios preestable-
cidos.
A medida que se ejecutan las iteraciones,
el CA se va haciendo mayor con las contribu-
ciones de cada clasificador. As´ı el clasificador
que llamaremos h1 utiliza en la siguiente ite-
racio´n los ejemplos que ha clasificado el se-
gundo clasificador, h2, y viceversa. De esta
forma se espera que se reduzca el error come-
tido por cada clasificador en una tasa signifi-
cativa.
Los clasificadores son diferentes porque
utilizan dos vistas distintas de los mismos
datos para aprender. El te´rmino ‘vista’ pode-
mos asimilarlo a una seleccio´n de atributos, es
decir cada clasificador entrena con conjuntos
distintos de atributos pero sobre los mismos
ejemplos. El problema que (1998) mostraban
era la clasificacio´n de pa´ginas web en dos po-
sibles clases, pa´ginas personales del personal
docente y las que no lo son. Establecen, pues,
una particio´n binaria de los datos de entrena-
miento, dos u´nicas clases, ejemplos ‘positivos’
y ‘negativos’. Un clasificador aprend´ıa a par-
tir del conjunto de palabras que formaban el
texto de la pa´gina y el otro del conjunto de
palabras que se encontraban dentro de los en-
laces de esa pa´gina hacia otras.
El coentrenamiento puede aplicarse a pro-
blemas de clasificacio´n que cumplan las si-
guientes condiciones:
1. cada vista de los datos debe ser suficiente
por si misma para realizar la tarea
2. los ejemplos anotados por coentrena-
miento obtienen esa misma clase con
cualquiera de las dos vistas
3. las vistas son condicionalmente indepen-
dientes dada la clase
El algoritmo propuesto por (Blum y Mit-
chell, 1998) es el siguiente3:
CA: es el conjunto anotado (semilla)
con dos u´nicas clases: positivo
y negativo
CNA: es el conjunto no anotado
p: es la cantidad de anotaciones
positivas por iteracio´n y
clasificador
n: es la de negativas
Crear un subconjunto CNA’ de
ejemplos seleccionados
aleatoriamente del CNA
Para k iteraciones
Entrenar un clasificador h1
con CA (vista 1)
Entrenar un clasificador h2
con CA (vista 2)
Etiquetar p ejemplos positivos
y n negativos del CNA’ con h1
Etiquetar p ejemplos positivos
y n negativos del CNA’ con h2
A~nadir estos ejemplos al CA
Rellenar CNA’ con 2p + 2n ejemplos
elegidos aleatoriamente de CNA
Por ser foco de atencio´n y esperanza de
muchos investigadores en me´todos supervisa-
dos, a´vidos de aprovechar una ingente canti-
dad de informacio´n no anotada, esta prime-
ra propuesta ha tenido bastantes revisiones
y matizaciones ((Abney, 2002; Collins y Sin-
ger, 1999; Nigam y Ghani, 2000b)). Adema´s
de ser un me´todo con unas restricciones muy
fuertes, el problema del coentrenamiento ra-
dica en la ra´pida degradacio´n del acierto
cuando se acumulan los errores de clasifica-
cio´n.
3.2. Descripcio´n de
Reentrenamiento
En esta seccio´n se describen los fundamen-
tos de nuestro me´todo semisupervisado. Su
principal objetivo es obtener clasificaciones
con un alto grado de confianza. Dado que
nuestra intencio´n es aplicarlo a WSD, hemos
usado el sistema basado en ME-WSD descri-
to en la Seccio´n 2.
3La decisio´n de no utilizar el CNA al completo
es simplemente una cuestio´n de eficiencia, suponien-
do que el taman˜o del CNA es demasiado grande y
ralentizar´ıa en demas´ıa la clasificacio´n en cada itera-
cio´n. As´ı, eligen aleatoriamente un subconjunto que
se rellena en cada iteracio´n manteniendo un taman˜o
constante. Se supone que no supone una merma del
resultado final, aunque no aclaran el impacto de la
seleccio´n aleatoria de la semilla.
Vamos a suponer una palabra w con tres
sentidos, s1, s2 y s3. Supongamos, as´ı mis-
mo, un corpus anotado (CA) que servira´ co-
mo conjunto de ejemplos para el aprendizaje,
y un corpus no anotado (CNA) que se ha de
clasificar.
Un clasificador “normal” ser´ıa entrenado,
vendr´ıa definido por un aprendizaje desde el
CA y, posteriormente, ser´ıa utilizado para
clasificar los contextos presentes en el CNA
en las tres clases posibles, en cualquiera de
los sentidos de la palabra w. Diga´moslo as´ı,
se aprende todo de una vez y se obtiene el
clasificador que clasifica todo el CNA en una
u´nica ejecucio´n.
Podr´ıamos plantearnos otra forma de tra-
bajar, que en vez de un u´nico clasificador,
sucesivos clasificadores aprovecharan la infor-
macio´n suministrada por el anterior, un pro-
ceso iterativo que fuera mejorando el clasifi-
cador poco a poco. Supongamos que apren-
demos del CA pero so´lo clasificamos una pe-
quen˜a porcio´n del CNA, no por completo. La
intencio´n de clasificar tan so´lo unos cuantos
contextos es que, por el criterio que sea, ase-
guremos que la precisio´n es muy alta, aunque
la cobertura sea mı´nima.
Pero esta pequen˜a porcio´n de contex-
tos clasificados en el primer aprendizaje son
an˜adidos al CA previo, y pasan a ser ejem-
plos de un corpus de aprendizaje mayor que
sera´ el material de un segundo entrenamien-
to. A este nuevo corpus, el CA ma´s los pocos
ejemplos obtenidos del CNA lo llamaremos
CA2, y al CNA del que eliminamos justo esos
contextos ya etiquetados en la primera clasi-
ficacio´n lo llamaremos CNA-2.
Tras el segundo aprendizaje, el clasificador
que obtenemos esta´ “ma´s informado”, tiene
ma´s ejemplos de los que aprender, el CA2. Si
procesamos el CNA-2 con este segundo clasi-
ficador y seleccionamos unas cuantas clasifi-
caciones ma´s, podemos obtener de la misma
forma que antes un CA3 y un CNA-3, y cons-
truir un tercer clasificador au´n ma´s informa-
do.
Y as´ı, hasta llegar a CAn y CNA-n, donde
incluso puede que el CNA este´ vac´ıo porque
todos los ejemplos han sido clasificados y han
pasado al CA.
Esta forma de trabajar se basa en la espe-
ranza de que los sucesivos clasificadores son
capaces de detectar los contextos cuyas eti-
quetas son muy fiables, y que gracias a que
un clasificador es mejor que el anterior, cada
vez va a ser ma´s fa´cil etiquetar los contex-
tos que van quedando en los CNA, as´ı hasta
clasificarlos todos.
El problema, ya lo hemos dicho, es como
filtrar que´ etiquetas son fiables y cua´les no.
Debemos encontrar un proceso que automa´ti-
camente rechace las clasificaciones de las que
no se puede asegurar su correccio´n. Esta es la
motivacio´n de nuestro me´todo, que pasamos
a describir a continuacio´n.
3.3. Un ejemplo
Sea la misma palabra w, con sus tres senti-
dos s1, s2 y s3, y el CA y el CNA que le son
propios. Dividamos el aprendizaje en senti-
dos, esto es, construyamos tres clasificadores,
cada uno correspondiente a un sentido: c1, c2
y c3. El objeto de cada uno de estos clasifi-
cadores es decidir si un contexto pertenece o
no a su clase, es decir, c1 clasificara´ los con-
textos del CNA en “s´ı s1” y “no s1”, al igual
que los otros dos con sus propios sentidos.
Este proceder necesita de un paso previo:
reetiquetar el CA para cada clasificador. El
corpus de aprendizaje del clasificador c1 a
construir ha de contener ejemplos positivos
y negativos del sentido s1. Fa´cilmente, todos
los ejemplos anotados como s1 son positivos
y los etiquetados como s2 o s3 son negati-
vos. En realidad, “triplicamos” el CA, puesto
que los otros dos sentidos tendra´n sus propios
conjuntos de entrenamiento con ejemplos po-
sitivos y negativos.
CA CNA
e1.s1 x1
e2.s2 x2
e3.s3 x3
Corpus original
CA.s1 CA.s2 CA.s3 CNA
e1.SI´ e1.NO e1.NO x1
e2.NO e2.SI´ e2.NO x2
e3.NO e3.NO e3.SI´ x3
Nuevo corpus
Supongamos que e1.s1, e2.s2 y e3.s3 son
los tres ejemplos del CA, cada uno etiqueta-
do con un sentido, y que tres contextos del
CNA, x1, x2 y x3, tres contextos del CNA,
son la entrada a los tres clasificadores y que
el resultado obtenido es el siguiente:
c1 c2 c3
x1 SI´ NO SI´
x2 NO NO NO
x3 SI´ NO NO
Consenso
El contexto x1 ha sido clasificado como po-
sitivo por el clasificador del sentido s1 y por
el del s3, el contexto x2 no ha obtenido clasi-
ficaciones positivas en ninguno de los tres, y
el tercero, x3 so´lo pertenece al sentido s1 por
que so´lo c1 lo ha etiquetado como positivo.
Un criterio de fiabilidad va a ser que so´lo
aquellos contextos de los que estamos segu-
ros de su etiqueta son susceptibles de pasar
del CNA al CA. En este caso, x1 es ambi-
guo puesto que dos sentidos lo reclaman co-
mo “suyo”, y x2 no pertenece a ninguno. Los
tres clasificadores s´ı esta´n de acuerdo en que
x3 es del sentido s1, hay consenso entre ellos.
El siguiente paso ser´ıa trasvasar los con-
textos consensuados del CNA al CA, pero
tenemos tres CA distintos. La operacio´n es
obvia, x3 pasa como positivo al corpus del
sentido s3, y como negativo a los otros, eli-
mina´ndolo del CNA. Los corpus de entrena-
miento con un ejemplo ma´s, y el no anota-
do con uno menos. El proceso se repite has-
ta que no se consigue clasificar positivamente
ningu´n contexto ma´s del CNA.
CA.s1 CA.s2 CA.s3 CNA
e1.SI´ e1.NO e1.NO x1
e2.NO e2.SI´ e2.NO x2
e3.NO e3.NO e3.SI´
x3.SI´ x3.NO x3.NO
Trasvase
Compliquemos un poco ma´s el trabajo de
los clasificadores. Hasta ahora no hemos di-
cho nada de la informacio´n utilizada en los
aprendizajes binarios. Se entiende que para
todos se ha elegido un conjunto de atributos
con los que caracterizar los ejemplos. Supon-
gamos que establecemos, no uno, sino dos cla-
sificadores por sentido: (c11, c12), (c21, c22)
y (c31, c32), de tal forma que los clasifica-
dores cx1 son entrenados con el conjunto de
atributos A1, y los cx2 con el conjunto A2.
Por aclarar, y como ejemplo, supongamos
que A1 = LWS, las palabras y lemas alrede-
dor de w, y A2 = BC, las composiciones de
2 palabras y lemas alrededor, tambie´n, de w.
La clasificacio´n de los tres contextos se ha-
ce ahora en dos pasos: primero deben estar de
acuerdo los dos clasificadores de cada senti-
do, y luego debe haber consenso entre los tres
sentidos. El siguiente ejemplo comienza, otra
vez, desde los corpus originales.
c11 c12 c21 c22 c31 c32
x1 SI´ NO SI´ NO SI´ SI´
x2 NO NO SI´ NO NO NO
x3 SI´ SI´ NO SI´ NO NO
Consenso entre clasificadores
Ahora cada sentido debe proponer sus po-
sitivos por acuerdo entre los dos clasificadores
que trabajan para e´l. De esta forma, el con-
texto x1 es positivo para el sentido s3 porque
c31 y c32 esta´n de acuerdo en ello, mientras
que las otras parejas de clasificadores no lo
han hecho. El resultado es que cada sentido
propone sus positivos tal y como se muestra
a continuacio´n:
c1 c2 c3
x1 NO NO SI´
x2 NO NO NO
x3 SI´ NO NO
Consenso entre sentidos
Ahora tenemos dos contextos clasificados,
x1 para s3, que pasara´ al corpus de aprendi-
zaje como positivo para este sentido y como
negativo para los otros, y x3 para s1, que de
igual forma sera´ positivo en este sentido y
negativo en los otros.
CA.s1 CA.s2 CA.s3 CNA
e1.SI´ e1.NO e1.NO
e2.NO e2.SI´ e2.NO x2
e3.NO e3.NO e3.SI´
x1.NO x1.NO x1.SI´
x3.SI´ x3.NO x3.NO
Trasvase
Este proceso se repite, nuevamente, has-
ta que no se consiguen nuevos ejemplos po-
sitivos para ningu´n sentido, o por cualquier
otro criterio de parada. En realidad, el me´to-
do que estamos proponiendo es ma´s complejo
puesto que tambie´n se establecen valores de
probabilidad mı´nimos para dar una respuesta
positiva a un contexto, pero esto lo contamos
ya en la siguiente seccio´n.
El objetivo siempre es dificultar la clasifi-
cacio´n erro´nea, y se espera de este sistema de
acuerdos a dos niveles el asegurar la correc-
cio´n de las etiquetas.
4. Me´todo propuesto
Partiendo de estas ideas se va a proponer
un me´todo de semilla cuyo objetivo es obte-
ner ejemplos de corpus no anotados con la
ma´xima fiabilidad de etiquetado posible. A
este me´todo lo llamamos Reentrenamien-
to. Todo lo que a continuacio´n se expone se
entiende que se refiere a una palabra concre-
ta.
Se parte de un corpus anotado (CA) y
otro no anotado (CNA), ambos de una pa-
labra con c clases (en nuestro caso, sentidos
de WN).
Reentrenamiento se ha planteado como un
proceso iterativo de incorporacio´n de nuevos
ejemplos al CA. La eleccio´n de estos nuevos
ejemplos se hace aprendiendo del CA y clasi-
ficando el CNA.
El aprendizaje se divide en tantos apren-
dizajes binarios como clases tenga la palabra.
Del CA se obtienen c conjuntos de entrena-
miento, de forma que cada uno contiene ejem-
plos positivos y negativos, siendo positivos los
anotados como pertenecientes a una clase y
negativos los que son positivos para las otras
clases.
De cada conjunto de entrenamiento, se ob-
tienen 2 clasificadores binarios para cada cla-
se utilizando conjuntos de atributos distintos
(en total, tendremos 2 × c clasificadores bi-
narios) y se clasifica el CNA con ambos. De
cada par de clasificaciones, se produce una
propuesta parcial, una clasificacio´n u´nica
por clase. Tendremos, pues, c propuestas par-
ciales.
El siguiente paso consiste en comparar
las propuestas binarias parciales para obte-
ner una u´nica propuesta comu´n de nuevos
ejemplos positivos. Se propone un consenso
excluyente de tal forma que los ejemplos con-
siderados positivos por ma´s de una clase no
se tienen en cuenta. La propuesta comu´n con-
siste en todos aquellos ejemplos que so´lo son
positivos para una u´nica clase.
Los ejemplos de la propuesta comu´n se
incorporan a su conjunto de entrenamiento
correspondiente y se reconstruyen los clasi-
ficadores binarios para volver a clasificar el
CNA. Se repite el proceso hasta un nu´mero
de iteraciones suficiente o predeterminado.
Dicho de otra forma, el reentrenamiento
de una palabra se basa en varios entrena-
mientos parciales binarios, varias clasificacio-
nes binarias y la combinacio´n de e´stas en una
propuesta u´nica que alimenta a la siguien-
te iteracio´n, siguiendo el siguiente esquema
procedural:
Generacio´n de semillas: para cada clase
de la palabra a procesar, se genera una
semilla con ejemplos positivos y nega-
tivos, en principio utilizando todos los
ejemplos disponibles en el CA. Estas se-
millas son los conjuntos de entrenamien-
to particulares de cada clase, y a los
que se ira´n incorporando nuevos ejem-
plos positivos y negativos.
Entrenamientos binarios (propuestas
parciales): para cada clase de la
palabra, se activan dos entrenadores
(programas de aprendizaje basados en
ma´xima entrop´ıa y diferentes conjuntos
de atributos) y se obtienen dos clasifi-
caciones del CNA. Estos clasificadores,
dos por sentido, trabajan con 2 clases
u´nicamente, positivo y negativo (es
sentido x, o no lo es).
A partir de estas dos clasificaciones, se
realiza una propuesta parcial por con-
senso de incorporacio´n de ejemplos para
cada uno de los sentidos: para un senti-
do x, si sus dos clasificadores esta´n de
acuerdo en que un contexto es positivo
e´ste se propone como ejemplo candida-
to. Cada sentido tendra´ su propia lista
de candidatos, su propuesta parcial.
Consenso entre sentidos (propuesta
combinada): la eleccio´n de los ejem-
plos que se an˜adira´n a los conjuntos de
entrenamiento pasa por la verificacio´n
conjunta de todas las propuestas. Para
cada candidato se comprueba que so´lo
una de las propuestas lo haya anotado
como positivo; en caso contrario se
entiende que el contexto es ambiguo.
Regeneracio´n de los conjuntos de en-
trenamiento: a partir de la propues-
ta combinada, cada clase incorpora sus
ejemplos positivos a su conjunto de en-
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Figura 2: Esquema de Reentrenamiento
trenamiento particular y el resto como
negativos.
La siguiente iteracio´n comienza en “en-
trenamientos binarios”, y el proceso finaliza
en un nu´mero de iteraciones establecido por
para´metro, o cuando ya no se consiguen nue-
vos ejemplos desde el CNA.
Una representacio´n gra´fica de este proceso
puede verse en la figura 2.
5. Criterios de calidad de la
clasificacio´n
Se trata de establecer que´ ejemplos del
CNA se incorporan a los conjuntos de en-
trenamiento como positivos. Se definira´n de-
talladamente los filtros apuntados anterior-
mente, los que se pretende que aseguren la
correcta clasificacio´n de algunos ejemplos,los
que van a ser incorporados al posterior apren-
dizaje.
Para las propuestas parciales: en la fase
de confeccio´n de las propuestas parcia-
les, las que resultan del proceso de cada
sentido, el primer criterio es que los dos
clasificadores entrenados para un senti-
do en particular den como positivo un
ejemplo. Si alguno de los dos, o los dos,
lo clasifican como negativo, no sera´ pro-
puesto.
Adema´s, podemos establecer un umbral
de confianza basado en la diferencia en-
tre la probabilidad de que sea positivo
y la probabilidad de que sea negativo.
Supongamos:
i= {1|2}, ı´ndice de clasificador binario
e: es un ejemplo no anotado
u: es el umbral
pi : la probabilidad de que e sea positivo
en el clasificador i
ni: la probabilidad de que e sea negativo
en el clasificador i
c: es la clase de los dos
clasificadores binarios
e es positivo para la clase c
si p1 − n1 > u y p2 − n2 > u
Para la propuesta comu´n: despue´s de
que para cada sentido se propongan los
candidatos a ser etiquetados, el primer
paso para la confeccio´n de la propuesta
combinada es comprobar los ejemplos
que so´lo son positivos en una de las
propuestas parciales, los que so´lo son
“reclamados” por un u´nico sentido.
Los dema´s, aquellos ejemplos que son
propuestos como pertenecientes a ma´s
de un sentido, son rechazados.
Una vez que se ha hecho esta combina-
cio´n de las propuestas parciales, se eligen
los ejemplos que obtienen el mayor valor
de probabilidad dentro de su clase. Es
como si, para cada clase, ordena´ramos
todos “sus” ejemplos, de mayor a menor
probabilidad y so´lo escogie´ramos el pri-
mero (o los primeros si hay varios que ob-
tienen la ma´xima probabilidad de su cla-
se). Puesto que se han utilizado dos cla-
sificadores para cada propuesta parcial,
la suma de las probabilidades (p1 + p2)
es el criterio de ordenacio´n.
5.1. Diferencias entre
Reentrenamiento y
coentrenamiento
Reentrenamiento es en realidad un con-
junto de coentrenamientos si atendemos a
que utilizamos dos clasificadores binarios por
cada uno de los sentidos de la palabra. No
obstante, hay diferencias en estos aprendiza-
jes parciales que los alejan de la propuesta
inicial de coentrenamiento.
En el coentrenamiento definido por (Blum
y Mitchell, 1998) se mantiene la proporcio´n
entre positivos y negativos, respetando las
frecuencias de la propia semilla. Reentrena-
miento no tiene en cuenta esta caracter´ıstica,
incorpora todos los ejemplos que obtienen la
ma´xima probabilidad si no hay colisiones en-
tre clases (propuesta comu´n).
Lo cierto es que un ejemplo que no sea ele-
gido en una iteracio´n por este l´ımite, por lo
general, acaba siendo elegido en las siguien-
tes. De hecho, el aspecto de la proporcio´n
de negativos y positivos no se ha tenido en
cuenta dado que, por el filtro de la propuesta
combinada, ciertos sentidos tienen dificulta-
des para ganar positivos y, simplemente, no
se puede satisfacer la proporcio´n. As´ı, el coen-
trenamiento esta´ definido para un nu´mero fi-
nito de iteraciones, mientras que Reentrena-
miento puede detenerse antes de la u´ltima ite-
racio´n porque no es capaz de clasificar ningu´n
contexto con la suficiente seguridad.
Tampoco se procesan los negativos como
tales, simplemente se eligen de entre los po-
sitivos de otras clases, lo que puede dar lu-
gar a menos negativos de los esperados (por
ejemplo, que so´lo se incorpore un positivo a
la siguiente iteracio´n y que una clase espere
dos o ma´s negativos). En el coentrenamiento
se eligen tanto positivos como negativos en la
proporcio´n definida. En Reentrenamiento, la
eleccio´n de negativos es ma´s complicada debi-
do a la concurrencia de varias propuestas de
positivos y negativos en la misma iteracio´n.
El coentrenamiento parte de una semilla
cuyos miembros son elegidos aleatoriamente,
mientras nosotros utilizamos todo el CA. En
las pruebas que realizamos, previas al estu-
dio que aqu´ı se va a desarrollar, la eleccio´n
aleatoria nos daba resultados muy dispares
en diferentes ejecuciones, por lo que la des-
cartamos.
La u´nica razo´n por la que se nos ocurre
que un ejemplo no deba ser parte de la semi-
lla tiene que ver con el aprendizaje activo y es
que ese ejemplo en particular sea dan˜ino por
si mismo, que no sea adecuado para el entre-
namiento. No hemos realizado estudio alguno
respecto a este asunto.
Otro aspecto no suficientemente aclarado
por (Blum y Mitchell, 1998), ya que dan a en-
tender que sus dos clasificadores podr´ıan tra-
bajar en paralelo, es que´ ocurre cuando am-
bos clasificadores proponen el mismo ejemplo
como positivo, aspecto e´ste que esta´ asumido
en Reentrenamiento.
6. Evaluacio´n de la anotacio´n
por Reentrenamiento
Este experimento tiene por objeto com-
probar sobre un corpus anotado si Reentre-
namiento acierta al clasificar. Se han utili-
zado dos corpus distintos, el Interest Corpus
(Bruce y Wiebe, 1994) en primer lugar, por
su extensio´n, y el DSO en segundo, por cu-
brir ma´s palabras y tener una extensio´n me-
dia. En todo caso, las palabras escogidas son
nombres.
Tras la evaluacio´n con el corpus Interest,
se demostrara´ emp´ıricamente, la validez del
me´todo, concretamente la ganancia frente a
estrategias ma´s cercanas al coentrenamiento,
y la comparacio´n con los resultados que se
obtendr´ıan con esquemas de desambiguacio´n
ma´s simples, todo ello, ahora, con el corpus
DSO.
6.1. Pruebas con el interest
corpus
En esta primera prueba, se ha dividido el
corpus Interest en 5 partes, lo que permite
definir 5 parejas de CA y CNA (1 parte como
CA y 4 como CNA), correspondientes cada
una a un reentrenamiento que comienza con
una semilla diferente. En todos los casos los
atributos han sido (LB-SDM).
El Cuadro 1 muestra los resultados prome-
dio de estas pruebas en precisio´n, cobertura,
F1, y cobertura absoluta, respectivamente.
Para cada configuracio´n de umbral, se mues-
tran los valores correspondientes a las prime-
ras 100 iteraciones (primer fila) y los datos
obtenidos al final del proceso (segunda fila
de cada umbral).
Como primer hecho relevante, Reentrena-
miento tiene un buen comportamiento tan-
to en precisio´n como en cobertura. Todas las
pruebas han conseguido una precisio´n por en-
cima del 89%. El umbral 0,8−0,4 obtiene las
mejores precisiones pero la cobertura absolu-
ta es, evidentemente, tambie´n la ma´s baja.
La relajacio´n de este para´metro se traduce
en ma´s ejemplos y una disminucio´n gradual
de la precisio´n al ir reduciendo el umbral exi-
gido. En general, los resultados finales se han
conseguido al detenerse el proceso entre las
iteraciones 1000 y 1300, dependiendo preci-
samente de lo alto que es el umbral.
Atributos: LB-SDM
Umbral Pre Rec F1 Cob
0.0-0.0 94,2 10,4 18,7 11,0
92,4 67,7 78,1 73,3
0.1-0.1 97,1 9,0 16,4 9,2
92,4 66,3 77,2 71,8
0.2-0.2 97,8 8,8 16,2 9,0
89,6 67,5 77,0 75,3
0.3-0.3 98,5 8,1 15,0 8,2
89,4 67,5 76,9 75,5
0.4-0.4 98,8 6,9 13,0 7,0
89,2 70,7 78,9 79,3
0.5-0.4 99,0 6,5 12,2 6,6
90,4 68,3 77,8 75,5
0.6-0.4 99,5 6,6 12,4 6,7
94,0 64,3 76,4 68,3
0.7-0.4 99,8 6,0 11,3 6,0
98,0 59,6 74,1 60,8
0.8-0.4 100,0 5,9 11,2 5,9
98,9 49,2 65,7 49,7
Cuadro 1: Corpus Interest: resultados prome-
dio con las cinco semillas en las 100 iteracio-
nes iniciales y en la u´ltima iteracio´n
La diferencia favorable al umbral 0,0−0,0
frente a los umbrales menores de 0,5 − 0,4
muestra que la disminucio´n dina´mica de este
para´metro es excesiva si de mantener la pre-
cisio´n se trata, aunque permite incrementar
la cantidad de ejemplos obtenidos.
En cuanto a la cobertura de sentidos, de
los 6 posibles sentidos que aparecen en el cor-
pus, Reentrenamiento consigue ejemplos de
la mayor´ıa de ellos, de 4 en la ejecucio´n con
ma´s restricciones (0.8-0.4), y de todos con el
umbral 0.0-0.0 (ve´ase el Cuadro 2).
Umbral Sentidos
0.0-0.0 6,0
0.1-0.1 6,0
0.2-0.2 5,5
0.3-0.3 5,2
0.4-0.4 5,3
0.5-0.4 5,8
0.6-0.4 5,1
0.7-0.4 4,5
0.8-0.4 3,9
Cuadro 2: Corpus Interest: promedio de co-
bertura de sentidos (de 6 posibles)
Tambie´n es cierto que el aprendizaje con
cada una de las semillas obtiene buenos re-
sultados sin reentrenamiento, como se puede
ver en el Cuadro 3 que se muestra como re-
ferencia. En este cuadro pueden verse los da-
tos de una clasificacio´n “normal”: se aprende
con la semilla y se clasifica el CNA. Compa-
radas con las de Reentrenamiento, se observa
en e´stas una ganancia significativa en preci-
sio´n. Los datos de precisio´n y F1 se muestran
de forma gra´fica en las Figuras 3 y 4.
Umbral Atributos Pre Rec F1 Cob
0,0 LBSDM 81,1 80,8 81,0 99,6
0,0 LB 83,7 70,9 76,8 84,7
0,0 SDM 80,2 79,9 80,1 99,5
0,5 LBSDM 90,7 63,6 74,8 70,1
0,5 LB 93,4 58,7 72,1 62,8
0,5 SDM 91,0 63,2 74,6 69,4
0,8 LBSDM 90,0 54,8 68,1 60,8
0,8 LB 93,3 50,0 65,1 53,6
0,8 SDM 90,7 55,1 68,6 60,8
Cuadro 3: Corpus Interest: valores de referen-
cia con el sistema ME-WSD
Las pruebas realizadas para cada umbral
consisten en el aprendizaje y clasificacio´n uti-
lizando so´lo uno de los grupos de atributos
que definen las dos vistas utilizadas en este
experimento, y tambie´n con la conjuncio´n de
los dos.
Los datos de precisio´n en los umbrales ex-
tremos (0.8 y 0.0) muestran una ganancia
clara entre Reentrenamiento y ME-WSD, al
tiempo que los valores de F1 esta´n muy cer-
canos. En los umbrales intermedios (0.5 es
el que se muestra en este art´ıculo) las dife-
rencias no son tan claras dependiendo de lo
estricto que sea este para´metro, aunque no
hace ma´s que confirmar que Reentrenamien-
to mantiene ese buen comportamiento puesto
que, en el peor caso, se puede considerar que
los resultados son parejos entre uno y otro
proceso, y no dependen tanto de una correc-
ta eleccio´n de atributos.
6.1.1. Seleccio´n global secuencial
El siguiente experimento esta´ ma´s enfoca-
do a la aplicacio´n en competiciones tipo Sen-
seval, es decir, queremos comprobar si un es-
quema de reentrenamiento aportar´ıa ventajas
frente a un proceso normal de aprendizaje-
clasificacio´n.
La hipo´tesis es que cada grupo de atribu-
tos es capaz de detectar la clase de un pe-
quen˜o conjunto de contextos y, adema´s, con
una alta precisio´n, ayudado por los datos ob-
tenidos del 3FCV sobre el corpus de entrena-
miento que permiten una definicio´n adecuada
de los conjuntos de atributos que definen las
dos vistas de los datos.
PARCIAL ACUMULADO
t pre t pre cob rec f1
337 92,3 337 92,3 15,1 14,0 24,3 R1
389 77,6 726 84,4 32,6 27,6 41,5 R2
264 65,2 990 79,3 44,5 35,3 48,8 R3
21 76,2 1011 79,2 45,4 36,0 49,5 R4
1214 56,9 2225 67,2 100,0 67,1 67,1 F
ATRIBUTOS
at1 at2
R1: C –
R2: W –
R3: Lbc lBC
R4: SWr LCd
F: sk5(*)
*clasificacio´n esta´ndar,
sin reentrenamiento
Cuadro 4: Evaluacio´n Reentrenamiento se-
cuencial sobre corpus test Senseval-2 es-
pan˜ol: precisio´n, cobertura y F1
Siendo el corpus de entrenamiento el CA
y el de test el CNA, se plantean cuatro re-
entrenamientos sucesivos de tal forma que la
salida de uno es la entrada del otro; el corpus
de aprendizaje del siguiente reentrenamiento
esta´ engrosado con los contextos clasificados
por el anterior, al mismo tiempo que el CNA
va disminuyendo de taman˜o. Finalmente, se
entrena un clasificador ME con el corpus de
aprendizaje resultado de los anteriores y se
clasifican el resto de instancias no cubiertas.
En el Cuadro 4 se muestran los resulta-
dos del experimento. Cada reentrenamiento
viene identificado por Rx y la clasificacio´n fi-
nal por F, y se acompan˜a de los conjuntos
de atributos utilizados en cada ejecucio´n. Es-
te cuadro detalla los valores parciales obteni-
dos en cada fase de reentrenamiento (PAR-
CIAL), presentando los aciertos (a), errores
(e), la suma de ambos (t) y, finalmente, la
precisio´n alcanzada (pre); los valores acumu-
lados (ACUMULADO) muestran, adema´s, la
cobertura absoluta (cob) y la cobertura (rec,
de recall).
Los dos primeros reentrenamientos, R1 y
R2, se configuran con un u´nico clasificador
parcial, aprovechando la alta precisio´n del
grupo de atributos, en nuestro experimento
C y W , respectivamente. No se ha utilizado
el B por ser muy similar al C. Los otros dos
reentrenamientos, que se supone deben cla-
sificar contextos de una mayor dificultad, se
configuran con dos selecciones de grupos de
atributos atendiendo a su precisio´n y al tipo
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Figura 4: Comparacio´n de F1 entre Reentrenamiento y ME-WSD
de informacio´n que procesa. Concretamente,
el tercer reentrenamiento se basa en las mı´ni-
mas diferencias entre atributos relajados y no
relajados (Lbc - lBC), buscando nuevamente
los atributos con una buena precisio´n al tiem-
po que asegurar una cierta cobertura abso-
luta. El cuarto ya presenta diferencias nota-
bles en el tipo de informacio´n tratada (SWr
- LCd).
La clasificacio´n final pretende cubrir ya el
total de contextos todav´ıa en el CNA, apren-
diendo con el corpus generado por el cuarto
reentrenamiento.
Efectivamente, el primer reentrenamiento
(so´lo el grupo C) consigue un 92% de pre-
cisio´n, aunque con una cobertura muy baja
del 15%. Sin embargo, el segundo reentrena-
miento (W ) consigue clasificar casi la misma
cantidad de contextos, siendo en este caso la
precisio´n del 77%. El tercer reentrenamien-
to ya utiliza clasificadores parciales diferen-
ciados (Lbc - lBC) pero obtiene tan so´lo un
65% de precisio´n y clasifica menos contex-
tos. El u´ltimo reentrenamiento se configura
de manera au´n ma´s restrictiva (SWr - LCd)
alcanzando el 76% de precisio´n pero clasifi-
cando so´lo 21 instancias nuevas.
En todos los experimentos realizados has-
ta ahora sobre Reentrenamiento se ha visto
un decremento de la precisio´n al aumentar la
cobertura, hecho e´ste que se repite aqu´ı. El
objetivo era clasificar tantos contextos como
pudie´ramos pero asegurando una alta preci-
sio´n.
Observemos, ahora, los valores acumula-
dos en el mismo Cuadro 4. Al llegar al cuar-
to reentrenamiento, la menor precisio´n de las
u´ltimas ejecuciones se compensa precisamen-
te con esa menor cobertura, y la precisio´n
y cobertura acumuladas, es decir, teniendo
en cuenta las clasificaciones efectuadas has-
ta entonces, son del 79% (precisio´n) y 45%
(cobertura).
El CNA restante es considerado como
dif´ıcil de clasificar y, efectivamente, aplicado
un entrenamiento normal la precisio´n acumu-
lada decae hasta el 67%.
Podemos comparar estos valores con los
que se obtienen de la evaluacio´n de un cla-
sificador entrenado con sk5 a partir de u´ni-
camente el corpus de aprendizaje, como se
puede consultar en el Cuadro 5
sk5 reent dif
Todos 62,5 67,1 +4,58
Nombres 61,2 67,0 +5,76
Verbos 52,1 57,2 +5,10
Adjetivos 75,3 78,2 +2,64
Cuadro 5: Comparacio´n de un clasificador en-
trenado con sk5 y los reentrenamientos se-
cuenciales: tasas de acierto
El Reentrenamiento secuencial supone
una mejora sobre el clasificador sk5 de casi
un 5%. Todas las categor´ıas ven incremen-
tada su tasa de acierto, siendo los adjetivos
en los que se observa una diferencia menor.
Es obvio, pues, que el efectuar varios reentre-
namientos previos a la clasificacio´n normal
aumenta la cantidad de aciertos finales.
Sin embargo, el hecho remarcable es que
somos capaces de asegurar un precisio´n cer-
cana al 80% con reentrenamientos sucesivos,
a falta de concretar que´ hacer con estas cla-
sificaciones. Puede que determinadas tareas
del PLN precisen de una determinada preci-
sio´n au´n cuando la cobertura absoluta no sea
total. Tambie´n es plausible la posibilidad de
que la u´ltima fase de clasificacio´n se haga con
otros me´todos (si es que se pretende clasificar
el 100% de los contextos de test, que con el
Reentrenamiento es dif´ıcil de conseguir).
En el Cuadro 6 se puede ver el detalle del
Reentrenamiento secuencial por categor´ıas.
TODOS NOMS. VERS. ADJS.
pre rec pre rec pre rec pre rec
92,3 14,0 90,2 13,8 88,2 11,0 97,5 17,5 R1
84,4 27,6 85,0 24,2 74,8 21,1 91,0 38,6 R2
79,3 35,3 79,6 31,2 68,3 27,8 88,0 48,3 R3
79,2 36,0 79,3 32,0 68,0 27,9 88,2 49,5 R4
67,1 67,1 67,0 67,0 57,2 57,2 78,0 78,0 F
Cuadro 6: Evaluacio´n Reentrenamiento secuen-
cial sobre corpus test Senseval-2 espan˜ol: deta-
lle por categor´ıas
Los adjetivos y los nombres son los que
mantienen unos valores de precisio´n altos du-
rante los reentrenamientos, pero tambie´n se
destacan los verbos por conseguir precisiones
por encima del 68%. En todas las categor´ıas,
la u´ltima clasificacio´n, la que debe procesar
los contextos que au´n no han podido ser clasi-
ficados, es la que hace caer la precisio´n. Co´mo
se ha hecho anteriormente, podr´ıamos dife-
renciar los reentrenamientos por categor´ıas,
buscando esa mejora final en los verbos.
El porque´ realizar esa clasificacio´n final se
encuentra en nuestro deseo de llegar a cubrir
el 100% de los contextos de test. No obstante,
los reentrenamientos anteriores han dificulta-
do la tarea de este u´ltimo clasificador puesto
que ya han detectado y procesado los contex-
tos ma´s fa´ciles de clasificar.
6.2. Senseval-3
El Reentrenamiento fue probado en el u´lti-
mo Senseval-3 (Third International Works-
hop on the Evaluation of Systems for the Se-
mantic Analysis of Text) en las tareas de
muestra le´xica en ingle´s y en espan˜ol. En
la primera, el objetivo era comprobar que el
sistema era capaz de asegurar una precisio´n
suficientemente alta. En la segunda, se uti-
lizo´ como apoyo al sistema “normal” basado
en ME, aplica´ndolo a las palabras que, a prio-
ri, ser´ıan ma´s dif´ıciles de clasificar basa´ndo-
nos en la distribucio´n de sentidos en el corpus
de aprendizaje.
Los resultados en este Senseval no fue-
ron todo lo buenos que espera´bamos. Como
se puede comprobar en el Cuadro 7 (los sis-
temas de la izquierda son los presentados por
nosotros, y los de la derecha los que obtuvie-
ron los mejores resultados en cada tarea) la
precisio´n obtenida para la tarea en ingle´s, aun
siendo notable, no supone una gran ventaja
sobre el mejor sistema que consiguio´ una co-
bertura absoluta total mientras que el nues-
tro tan so´lo cubrio´ una tercera parte de las
clasificaciones posibles.
El resultado en la tarea para el espan˜ol
tampoco fue satisfactoria ya que, en este ca-
so, el objetivo era la respuesta al 100% de
las instancias de test y Reentrenamiento so´lo
se aplico a un subconjunto de las palabras
objetivo. Se pretend´ıa ayudar a mejorar la
precisio´n de las palabras para las que la dis-
tribucio´n de sentidos era ma´s equilibrada, lo
que, en principio, puede hacer prever una me-
nor eficacia. Sin embargo, el reentrenamiento
influyo´ negativamente, y como se vera´ ma´s
adelante, el sistema ”normal”hubiera obteni-
do algo menos de dos puntos ma´s de preci-
sio´n.
Tarea Pre Rec Sistema Pre Rec
espan˜ol 84,0 84,0 IRST 84,2 84,2
ingle´s fine 78,2 31,0 htsa3 72,9 72,9
ingle´s coarse 82,8 32,9 IRST-Kernels 79,5 79,5
Cuadro 7: Algunos resultados de los sistemas
supervisados de la Universidad de Alicante en
Senseval-3
A continuacio´n, pasamos a describir en de-
talle el sistema presentado para la tarea en
espan˜ol en Senseval-3 y, tambie´n, otros ex-
perimentos realizados con posterioridad con
los mismo datos.
6.2.1. La tarea en espan˜ol
Los datos para la tarea en espan˜ol estaban
distribuidos en tres conjuntos: un conjun-
to anotado con sentidos para entrenamien-
to (CA), otro no anotado para test (T), y
un tercero sin anotar (CNA), bastante ma´s
amplio que el anotado, que los investigadores
pod´ıan utilizar como creyeran conveniente4.
Nuestra intencio´n era aumentar los conjun-
tos de aprendizaje de estas palabras aplican-
do Reentrenamiento, con la esperanza de que
una mayor cantidad de ejemplos ayudara a
mejorar la eficacia del sistema globalmente.
4Al final, so´lo nosotros hicimos uso de esta tercera
parte.
Las palabras que se seleccionaron (24 de
46) cumpl´ıan que el sentido ma´s frecuente no
supon´ıa ma´s alla´ de un 70% del total de ejem-
plos de entrenamiento en el CA. Los ejemplos
de estas palabras constituyeron la semilla pa-
ra Reentrenamiento. La definicio´n de las dos
vistas de atributos a usar en cada pareja de
clasificadores se hizo mediante un estudio de
los grupos de atributos ma´s precisos para ca-
da palabra, concretamente los seis ma´s preci-
sos se alternaron en cada vista.
As´ı, ciertas palabras fueron entrenadas
con los corpus CA sin modificar, y el resto
con los corpus aumentados mediante Reen-
trenamiento. Concretamente para e´stas u´lti-
mas, se pudo comprobar que los nuevos ejem-
plos, muy probablemente, provocaron un so-
breentrenamiento que se cuantifica en una li-
gera disminucio´n global de la eficacia de los
clasificadores, tal y como puede verse en el
Cuadro 9 (sistema Sval3): globalmente, se
clasificaron mal 66 instancias del conjunto T,
compara´ndolo con la ejecucio´n sin reentrena-
miento previo (sistema normal), y el sistema
sufrio´ una perdida de precisio´n de un 1,6%.
Una de las causas que, pensamos, provo-
caron este comportamiento no deseado es que
Reentrenamiento no fue disen˜ado para respe-
tar la distribucio´n de sentidos en el corpus se-
milla. En el Cuadro 8 muestra el resumen del
incremento de los corpus de entrenamiento.
Se consiguieron 2006 nuevos ejemplos para
el subconjunto de palabras seleccionado (un
46% ma´s de ejemplos), con una tendencia ge-
neral a generar clasificaciones de los sentidos
ma´s frecuentes en detrimento de los otros (un
59% ma´s de ejemplos si se tiene en cuenta
u´nicamente el sentido ma´s frecuente).
Todos SMF
Original 4390 2207
Nuevo 6396 3542
Incremento 1,46 1,59
Cuadro 8: Aumento de ejemplos en Senseval-
3 espan˜ol
6.2.2. Nuevos experimentos
Una vez que ya dispon´ıamos de la anota-
cio´n correcta de test, despue´s de celebrado
Senseval-3, preparamos nuevos experimen-
tos para comprobar si otras formas de aplicar
Reentrenamiento podr´ıan mejorar los resul-
tados obtenidos en la competicio´n.
Se ha probado el Reentrenamiento secuen-
cial directamente sobre los corpus de entre-
namiento y test de la muestra le´xica en es-
pan˜ol de Senseval-3. Concretamente reali-
zamos dos experimentos con diferentes con-
figuraciones de atributos, una basada en el
estudio por 3FCV sobre el conjunto de apren-
dizaje de la precisio´n de los atributos, y otra
que es la misma que la del Cuadro 4. Los re-
sultados se muestran en el Cuadro 9, donde
se puede ver la precisio´n de cada uno de las
ejecuciones: el sistema ME-WSD sin reentre-
namiento (“Normal”), el sistema que compi-
tio´ en Senseval-3 (“Sval3”), y los dos nue-
vos sistemas mencionados (“E1” y “E2” res-
pectivamente).
sistema precisio´n
Normal 85,6
E1(*) 85,3
Sval3 84,0
E2 82,1
(*)Atributos
at1 at2
R1: c –
R2: lW oj
R3: sp 0i
R4: LPi 0Sj
F: 0lWsbcpij
Umbral: 0.6-0.3
Cuadro 9: Comparacio´n de sistemas para Re-
entrenamiento secuencial
En primer lugar, vuelve a ponerse de ma-
nifiesto que la seleccio´n de atributos es ne-
cesaria, no todas las palabras, ni la mismas
palabras pero en distintos corpus, se pueden
aprender con los mismos atributos. El siste-
ma E2 estaba configurado con los atributos
del Cuadro 4, que se calcularon para los datos
del Senseval-2, y el sistema E1 utilizaba los
datos de precisio´n de los grupos de atributos
del 3FCV sobre el corpus de Senseval-3.
Adema´s, y dado que tal informacio´n es-
taba disponible en la tarea de espan˜ol de
Senseval-3, se definieron 2 grupos nuevos
de atributos (i y j) basados en los co´digos
IPTC y ANPA que completaban la anota-
cio´n sema´ntica de los datos de aprendizaje y
test. Esta informacio´n se utilizo´ tanto en la
propia competicio´n como en los experimentos
que estamos describiendo ahora mismo.
En el Cuadro 10 se muestra el resumen de
la evaluacio´n del sistema E1.
Las fases de reentrenamiento (de la 1 a la
4) consiguen precisiones muy altas, sobre to-
do las dos primeras. La fase 1 se vale de una
u´nica vista que son las composiciones de pa-
labras en el entorno cercano de la palabra ob-
jetivo (atributos c) dado que el ana´lisis sobre
el corpus de entrenamiento le fue muy favo-
Parciales 1 2 3 4 F
precisio´n 96,7 96,7 92,3 82,9 62,6
cob. abs. 26,3 16,8 24,5 3,5 28,9
Acumulados
precisio´n 96,7 96,7 95,1 94,5 85,3
cobertura 25,4 41,7 64,3 67,2 85,3
F1 40,3 58,3 76,7 78,5 85,3
cob. abs. 26,3 43,1 67,6 71,1 100,0
Cuadro 10: Datos de evaluacio´n del sistema
E1
rable. Las siguientes fases combinan grupos
de atributos, de ma´s precisos a menos, bus-
cando la complementariedad de las clasifica-
ciones, esto es, que cada una detecte aquellas
anotaciones que le son ma´s evidentes y que
no necesariamente han de clasificar las otras
fases. Si observamos la parte del cuadro que
muestra los resultados parciales de precisio´n
y cobertura absoluta, es cierto que la fase 4
muestra s´ıntomas de agotamiento del me´to-
do puesto que ya se hab´ıa clasificado casi las
tres cuartas partes del corpus de test (so´lo
clasifico´ un 3,5% del total de ejemplos).
Por otro lado, viendo los datos acumula-
dos, al llegar a la fase 4 la degradacio´n de la
precisio´n es mı´nima si la comparamos con la
obtenida en la primera (de 96,7% a 94,5%).
Es decir, clasificando un 71% de los ejemplos
de test, conseguimos una precisio´n alt´ısima
para lo que es la tarea de WSD en Sense-
val.
Sin embargo, la u´ltima fase (F) que rea-
liza un entrenamiento-clasificacio´n esta´ndar,
aunque partiendo del corpus de aprendizaje
conseguido en la fase 4, la precisio´n decayo´ de
forma muy importante por una razo´n funda-
mental y ya comentada: los ejemplos que au´n
quedaban por clasificar son, precisamente, los
que ma´s dificultades presentan a la hora de
etiquetarlos. Seguramente, se podr´ıa forzar la
fase 4 (bajando el umbral, por ejemplo) pa-
ra que anotara la mayor cantidad posible del
corpus restante de test.
Otro aspecto importante es la variacio´n de
la distribucio´n de sentidos al terminar la fase
4. Puesto que, en este punto, las instancias de
test que faltan por clasificar son, aparte de las
de menor confianza para me´todo, se ven per-
judicadas por su menor peso estad´ıstico en el
modelo. De hecho, se consigue una mejora de
2 de´cimas si se establece un umbral nulo en
la fase 4 y la fase F se entrena con el corpus
original y no con el obtenido en las etapas de
reentrenamiento. Esto no significa necesaria-
mente una contradiccio´n con el experimento
con los datos de Senseval-2 (ve´ase el Cua-
dro 4), ya que la u´ltima competicio´n supuso
un salto cualitativo importante, creemos que
fruto de la confeccio´n de los datos de entre-
namiento y test.
Finalmente, es una prueba ma´s de que la
anotacio´n conseguida por Reentrenamiento
es fiable, au´n cuando su aplicacio´n a competi-
ciones de tipo Senseval no esta´ clara, ya que
estamos casi seguros de que los corpus incre-
mentados en la competicio´n (sistema Sval3
en el Cuadro 9) esta´n fundamentalmente bien
anotados. Sin embargo, cuando comparamos
los resultados contra los que se obtienen con
los corpus originales, au´n no siendo un re-
sultado totalmente rechazable, s´ı es decepcio-
nante (aunque au´n falta por probar que´ hu-
biera pasado si el reentrenamiento y los cor-
pus obtenidos desde el corpus no anotado se
hubieran aplicado a todas las palabras).
7. Conclusiones
Uno de los retos de la WSD supervisada
actualmente es la necesidad de adquirir gran-
des cantidades de datos anotados para elevar
su eficacia y hacerla u´til para otras tareas
del PLN. La disponibilidad de tales recursos,
especialmente para los idiomas que no son el
ingle´s, es insuficiente y demasiado costosa (en
te´rminos de de tiempo y personal) pero, sin
embargo, la cantidad de texto sin anotar y al
alcance de todos es inmensa.
En este art´ıculo, utilizamos texto no ano-
tado con un algoritmo iterativo-incremental
que adquiere automa´ticamente ejemplos ano-
tados con una alta precisio´n. El nu´cleo del
proceso es, a su vez, un sistema supervisa-
do de WSD basado en los modelos de ma´xi-
ma entrop´ıa que ha probado su competitivi-
dad, aunque es evidente que cualquier me´to-
do de clasificacio´n supervisado es aplicable. A
este algoritmo iterativo lo hemos denomina-
do Reentrenamiento ya que es una aplicacio´n
multiclase del algoritmo de coentrenamiento
(co-training) propuesto por (Blum y Mitche-
ll, 1998), al que se le an˜aden, adema´s, condi-
ciones ma´s estrictas a la hora de decidir si un
determinado ejemplo puede etiquetarse o no.
El Reentrenamiento consigue precisiones
por encima del 90% en el corpus Interest y en
la tarea para espan˜ol de Senseval, al tiem-
po que la cobertura absoluta y de sentidos es
buena. Al contrario que coentrenamiento, es
ma´s dif´ıcil que se produzca una degradacio´n
excesiva de la precisio´n ya que el proceso se
detiene cuando ninguno de los ejemplos can-
didatos para la siguiente iteracio´n ofrece su-
ficientes garant´ıas de estar bien clasificados.
Este me´todo es complementario con otros
me´todos de adquisicio´n semisupervisada de
nuevos conjuntos de ejemplos etiquetados con
sentidos, ayudando todos a disminuir el es-
fuerzo exigido a los anotadores y a superar
el cuello de botella que supone la adquisicio´n
de conocimiento suficiente.
Como trabajo futuro pretendemos estu-
diar la naturaleza de las anotaciones, por
que´ ciertos sentidos (no siempre los ma´s fre-
cuentes en el corpus) tienen ma´s “e´xito” que
otros, lo que provoca una alteracio´n de la
distribucio´n con respecto del corpus inicial
notable. As´ı mismo, el uso de otros me´todos
supervisados de aprendizaje automa´tico que
requieren un menor coste computacional, in-
cluso la combinacio´n de varios de ellos y no
solamente dos, nos proporcionara´ la base pa-
ra acometer proyectos de anotacio´n ambicio-
sos.
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