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Nonselective Bottlenecks Control the
Divergence and Diversiﬁcation of
Phase-Variable Bacterial Populations
Jack Aidley,* Shweta Rajopadhye, Nwanekka M. Akinyemi, Lea Lango-Scholey,
Christopher D. Bayliss
Department of Genetics, University of Leicester, Leicester, United Kingdom
ABSTRACT Phase variation occurs in many pathogenic and commensal bacteria
and is a major generator of genetic variability. A putative advantage of phase varia-
tion is to counter reductions in variability imposed by nonselective bottlenecks dur-
ing transmission. Genomes of Campylobacter jejuni, a widespread food-borne pathogen,
contain multiple phase-variable loci whose rapid, stochastic variation is generated by hy-
permutable simple sequence repeat tracts. These loci can occupy a vast number of com-
binatorial expression states (phasotypes) enabling populations to rapidly access pheno-
typic diversity. The imposition of nonselective bottlenecks can perturb the relative
frequencies of phasotypes, changing both within-population diversity and divergence
from the initial population. Using both in vitro testing of C. jejuni populations and a
simple stochastic simulation of phasotype change, we observed that single-cell bot-
tlenecks produce output populations of low diversity but with bimodal patterns of
either high or low divergence. Conversely, large bottlenecks allow divergence only
by accumulation of diversity, while interpolation between these extremes is ob-
served in intermediary bottlenecks. These patterns are sensitive to the genetic diversity
of initial populations but stable over a range of mutation rates and number of loci. The
qualitative similarities of experimental and in silico modeling indicate that the observed
patterns are robust and applicable to other systems where localized hypermutation is a
deﬁning feature. We conclude that while phase variation will maintain bacterial popula-
tion diversity in the face of intermediate bottlenecks, narrow transmission-associated
bottlenecks could produce host-to-host variation in bacterial phenotypes and hence sto-
chastic variation in colonization and disease outcomes.
IMPORTANCE Transmission and within-host spread of pathogenic organisms are as-
sociated with selective and nonselective bottlenecks that signiﬁcantly reduced popu-
lation diversity. In several bacterial pathogens, hypermutable mechanisms have
evolved that mediate high-frequency reversible switching of speciﬁc phenotypes,
such as surface structures, and hence counteract bottleneck-associated reductions in
population diversity. Here, we investigated how combinations of hypermutable sim-
ple sequence repeats interact with nonselective bottlenecks by using a stochastic
computer model and experimental data for Campylobacter jejuni, a food-borne patho-
gen. We ﬁnd that bottleneck size qualitatively alters the output populations, with large
bottlenecks maintaining population diversity while small bottlenecks produce dramatic
shifts in the prevalence of particular variants. We conclude that narrow bottlenecks are
capable of producing host-to-host variation in repeat-controlled bacterial phenotypes,
leading to a potential for stochastic person-to-person variations in disease outcome for
C. jejuni and other organisms with similar hypermutable mechanisms.
Many bacterial species exhibit phase variation (PV), deﬁned as high-frequency,reversible, heritable, stochastic switching between phenotypic states (1). The
same or similar phenomena are found in the literature under a variety of names,
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including “stochastic phenotype switching” (2) and “bet-hedging” (3), while the loci
themselves are sometimes referred to as “contingency loci” (4).
The food-borne pathogen Campylobacter jejuni serves as a model organism for
studying phase-variable loci. C. jejuni is a ﬂagellated, spirally shaped, Gram-negative
bacterium that is the leading cause of gastroenteritis in the developed world (5). In
C. jejuni, phase-variable switching results from instability in homonucleotide G or C
repeats, mostly located within the reading frame of genes. These repeat tracts mutate
at 1 104 to 4 103 mutations/division (6), depending on the repeat number, with
most indels being of a single nucleotide, resulting in reversible inactivation of gene
expression (i.e., an on-off switch). There are 29 of these repeat sequences in the NCTC
11168 strain (7) that inﬂuence a variety of functions, including adhesion, aggregation,
phage sensitivity, and serum resistance (8–11). One consequence of C. jejuni having
multiple phase-variable loci is the generation of a large number of combinatoric
variations in phenotype. The combined on-off state of different phase-variable loci is
referred to as the phasotype (12).
Bacterial populations are subject to frequent bottlenecks due to strong selection
acting on speciﬁc phenotypes and to nonselective reductions in populations resulting
from, for example, a physical disruption of a larger population during transmission.
Selective bottlenecks may act on speciﬁc loci but will impose severe reductions in the
genetic variability of all other phenotypes. These bottlenecks can remove beneﬁcial
mutants from the population (13) or preserve “transmission mutants” which are growth
deﬁcient but better able to transfer between hosts (14). There is evidence that severe
bottlenecks occur during bacterial pathogenesis with evidence from the use of iso-
genic, tagged mutants that a single cell may be responsible for initiation of an infection
following passage between compartments (e.g., nasopharynx to bloodstream) (15, 16).
PV may allow bacteria to “eat their cake and have it too” by rapidly switching between
growth and transmission states and rapidly reestablishing population diversity follow-
ing such bottlenecks.
Beaumont et al. (3) demonstrated that repeated selective bottlenecks alternating
between selection for one trait and then selection for the absence of the same trait
could result in the rapid evolution of bet hedging in Pseudomonas ﬂuorescens, in which
the bacteria developed rapid switching between an opaque and a translucent colony
morphology. Although this switching was later determined to be generated by a form
of epigenetic bistability (17), the computer model created to explain the evolution of
the phenomena is directly applicable to PV. Thus, Libby and Rainey (2) used a simple
in silico model of these experimental conditions where each cell was modeled as being
in one of two selectively relevant states and either highly mutable or not. Given a small
chance for the highly mutable state to emerge from the low-mutability variants and
selective bottlenecks applied periodically, the model shows that highly mutable vari-
ants arise rapidly and invade populations under a broad range of conditions (2).
Using experimentally derived PV rates for a tetranucleotide repeat tract, Palmer et
al. (18) demonstrated that the mutability of a single locus was determined by the
combination of strength and period of selection acting on each expression state of the
locus. While oscillating locus-speciﬁc selection is expected to occur, actual experimental
evidence is lacking because of the technical difﬁculties of generating a suitable model.
There is, however, evidence of a selective advantage of high mutation rates during
selection for on-to-off switching (19, 20). As these studies indicate, hypermutable loci
have a deﬁned, reproducible impact on survival during periodic locus- or phenotype-
speciﬁc selection. The interplay between one or more hypermutable locus and nonse-
lective reductions in a population is less predictable but of similar importance, given
the central role of these types of bottlenecks in bacterial pathogenesis. While changes
in levels and combinations of PV expression states have been examined in both model
and epidemiological samples, there are signiﬁcant difﬁculties with explicit separation of
the effects of mutability, selection, and bottlenecks.
In this paper, we present a stochastic simulation of PV under repeated nonselective
bottlenecks and compare the results of this simulation to PV data obtained from an
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experimental model involving nonselective passaging of C. jejuni populations through
bottlenecks of 1 to 1,000 cells. We ﬁnd that population behavior under nonselective
bottlenecks depends on the size of the bottleneck, with small bottlenecks producing an
effect qualitatively different from that produced by large bottlenecks, and the diversity
of the initial population. Our models indicate how small nonselective bottlenecks may
result in stochastic effects on infection by phase-variable bacterial pathogens and,
conversely, how larger bottlenecks may maintain a highly diverse phase-variable
population able to rapidly respond to host or environmental selection pressures.
RESULTS
Experimental testing of the impact of repeated bottlenecks. Bottlenecks can
constrain and impact the patterns of genetic variation in bacterial populations. To test
how nonselective bottlenecks inﬂuence the genetic structure of phase-variable gene
expression patterns, we subjected C. jejuni strain NCTC11168 to multiple passages on
Mueller-Hinton agar (MHA) plates and interposed bottlenecks between passages. To
assess the effects of different bottleneck sizes on population structure, we calculated
diversity and divergence scores for each of the input and output populations (Fig. 1).
The former measures the proportions of each combination of phase-variable expression
states arising from switching of multiple genes, termed phasotypes, while the latter
measures the difference in the phasotype proportions between the initial and output
populations.
A bottleneck involved the plating of serial dilutions of bacterial suspensions onto
MHA plates and random picking of 1 to 1,000 colonies. This procedure should not
impose selection on any of the phase-variable loci and should result in each colony
initiating from a single cell. Two experiments were performed, each of which started
from separate inocula and involved the application of ﬁve repeated bottlenecks to one
to ﬁve separate lineages. A representative sample of 30 to 60 colonies was picked from
each inoculum and output population. Repeat numbers were determined for 28
phase-variable loci and utilized for derivation of binary (0, 1) expression states. The
expression states of the multiple colonies were converted into a percent on (%on) value
for each sample (Fig. 2).
The one-cell bottleneck (Fig. 2B) exhibited major shifts in the %on values of some
genes of the output populations compared to the inoculum but with a random pattern
for each lineage. For example, lineage NE2C had an on-to-off switch in cj1318 and
cj1426c while NE5F has an off-to-on switch in cj1310 and an on-to-off switch in cj1421.
FIG 1 Illustration of the difference between diversity and divergence. Circles represent cells, with
different colors corresponding to different phasotypes. On the left are three populations with increasing
diversity, going from left to right. The low-diversity population is dominated by a single phasotype, while
the high-diversity population contains many phasotypes in roughly equal proportions. This is a within-
population measurement, whereas divergence is a between-populations measurement; thus, the three
populations shown on the right are increasingly diverged from the “initial” population above, going from
left to right. The ﬁrst population has low divergence because it contains the same phasotypes as the
initial population and in similar proportions, while the high-divergence population shares no phasotypes
with the initial population. Note that this high-divergence population has low diversity since it is
dominated by a single phasotype.
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Switches in larger bottlenecks tended to be partial changes in proportions with more
homogeneity between lineages (Fig. 2A).
The total number of possible phasotypes for 28 phase-variable genes is 228  3 
108. However, our sample sizes (n  30) limits the accurate measurement of diversity
statistics to analysis of 32 to 128 phasotypes, depending on the population structure
(see Fig. S1 in the supplemental material). Accordingly, we assigned 24 of the tracts to
FIG 2 Changes in %on values during an in vitro bottleneck experiments with C. jejuni strain NCTC11168. Populations of
C. jejuni were subject to a series of ﬁve passages on MHA plates. Bottlenecks were imposed between passages by
harvesting colonies from serial dilutions of each population. Samples of 60 or 30 colonies were collected for the inoculum
and each lineage, respectively. For every phase-variable gene of each colony, expression states were determined from
repeat numbers with the 28-locus PV assay. For each population, the proportion of each gene in the on state was
converted to a percentage and plotted on a color scale. Labels to the left indicate individual lineages, and labels to the
right indicate the bottleneck size imposed or “In” for the initial inoculum. Panels a and b are for two separate experiments
in which all later populations were started with the same inoculum (SARI and NEAI, respectively). Panel c shows a plot of
the diversity-versus-divergence scores of four groups of six phase-variable genes (see Table 1) of each of the output
populations separated by bottleneck size.
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four groups of six genes (Table 1). Four genes were excluded because of incomplete
data sets for some samples. These groups were chosen to have approximately equal
proportions of genes with different repeat numbers (since this factor is a major
determinant of the PV rate) and with a similar distribution throughout the genome.
These groups will behave independently if PV operates independently at each locus
and the experiment was nonselective.
To visualize the effects of the experimental bottlenecks, we plotted the diversity and
divergence values against each other (Fig. 2C). The expected constraint of small
bottlenecks on the numbers of variants in a population was apparent, with diversity
increasing as a function of bottleneck size. There was, however, a striking effect of
bottlenecks on the differences between input and output populations. Single-cell
bottleneck populations exhibited a bimodal pattern of either high or low divergence
from the input population. Conversely, the majority of output populations for the
1,000-cell bottleneck had intermediate levels of divergence.
In silico simulation of phase-variable populations under repeated bottlenecks.
The ﬁndings from our experimental model of bottlenecks were provocative but difﬁcult
to explore further because of the difﬁculties of performing multiple replicates and of
the manipulation of key parameters such as the PV rate. We chose, therefore, to
develop a simpliﬁed in silico model that would be applicable to a wider range of
bacterial organisms. The model was predicated on our experimental setting and
utilized relevant PV rates and population sizes but ignored complexities such as the
differences in rates due to on-to-off versus off-to-on switching, various tract lengths,
and the variations in poly(G) tract lengths between loci (6). Thus, the switching rates for
each locus were reduced to a binary on-off model with symmetrical switching rates for
on-to-off and off-to-on directional switches. The other key features of the simulation are
that phasotypes were tracked as groups rather than as individual cells, with changes
occurring in every generation of a discrete (as opposed to a continuous)-time model.
To capture the dynamics of growth and bottlenecks, the model has a discrete
growing population that doubles in size at each generation and has a probability of
switching applied at each generation. This switching is applied to the new growth, so
one-half of the new generation is identical to the previous generation (this mimics the
expectation from slipped-strand mispairing of a simple sequence repeat where the
template strand is unaltered while the newly synthesized strand contains an indel). To
study the behavior of phasotypes, the model incorporated multiple phase-variable
genes, each of which switches independently.
To increase performance, the population was modeled as counts of each phasotype
rather than individual cells in a manner mathematically equivalent to the modeling of
each cell. To do this, a change of phasotype was generated by picking a random
number from a multinomial distribution and using the binary representation of this
number to indicate the speciﬁc gene that was subject to a change in expression—i.e.,
010000 (2 in decimal) represents a change of state in the second gene while 001010 (20
in decimal) represents changes in the third and ﬁfth genes. To exactly simulate
independent switching at each of the genes, a number between 0 and 2G  1 (where
G is in the number of genes modeled, 0 represents no change, and 2G  1 represents
change at all loci) was derived from the multinomial distribution with the probability of
each number being based on its binary representation. Summing the digits in the
binary representation gives the number of loci that will change from the original
phasotype, and thus, the probability for each number can be given as P(n)  pb for n 
TABLE 1 Genic composition of C. jejuni phasotypes
Group Genes (on length)
A cj0676 (10), cj1144c (10), cj1296 (10), cj1310c (9), cj1325 (9), cj1422c (9)
B cj0045c (11), cj0617 (10), cj1139c (8), cj1305c (9), cj1321 (10), cj1426c (10)
C cj0170 (8), cj0564 (10), cj0685c (9), cj1306c (9), cj1342c (9), cj1429c (10)
D cj0031 (9), cj0275 (8), cj0628 (11), cj1295 (9), cj1318 (11), cj1420c (9)
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0, where b is the sum of the digits in the binary representation of n and p is the
probability of switching for each locus. Finally, P(0) is simply given as 1 less the sum of
P(n) for all n  0 so that the total probability sums to 1.
Every “generation” of the simulator involves sampling of the multinomial distribu-
tion of each phasotype using a sample size equal to the number of cells of that
phasotype in the parental population. This process generates the new phasotypes
whose numbers are combined with the parental phasotypes to give the total number
of cells of each phasotype. The outcome is that the original parental population is
doubled with the desired property of an independent probability of switching being
applied to every locus in half of the new population.
We selected a maximum population size that approached the expected sizes for our
experimental data sets. Thus, growth was allowed to proceed to a limiting size of
approximately 109 cells (i.e., 30 generations, with the exact size being dependent on
whether the initial population size was a power of 2). Bottlenecks were applied by
randomly selecting a number of individuals from the population by using a uniform
probability of selection without replacement. This subpopulation was then used to
seed the next generation. This bottleneck could be repeated by allowing the popula-
tion to grow to its maximum size before reapplying the bottleneck. The model was run
multiple times with a constant input population. This input population was created by
running the model 100 times from a single cell to the maximum population size and
then selecting the population with the median diversity as the initial input for the
model.
Variation and the application of bottlenecks in this model are fully stochastic, so
each run of the model produces a different output and thus the results presented are
from multiple runs of the model.
Effect of in silico bottleneck size on population dynamics.Wemodeled the effect
of ﬁve repeated bottlenecks on virtual populations with six genes and a mutation rate
of 1 in 500, which is in the middle of the estimated range of PV rates for C. jejuni. After
each bottleneck, the population was grown to a size of 230 before the next bottleneck
was applied. We ran the simulator 100 times for each bottleneck size and then plotted
diversity versus divergence for each of the output populations (Fig. 1). Each point in
Fig. 3 is the outcome of one run of the simulator. These data show that bottleneck size
produces major quantitative and qualitative shifts in the output populations. Thus,
small bottlenecks produced a bimodal pattern with distinct output populations of high
and low divergence but both of low diversity. Contrastingly, larger bottlenecks result in
convergence on populations with intermediate levels of both divergence and diversity.
Divergence is still generated with the larger bottlenecks but is now due to the diversity
generated during replication from a population, which becomes more diverse with
every replication, rather than from a direct effect of the bottleneck.
Bottleneck size also impacts population structure. With single-cell bottlenecks and
the larger bottlenecks, the population structure is similar in all output populations,
whereas intermediate smaller bottleneck sizes produce disrupted population struc-
tures. This is illustrated in Fig. 4, where six example output populations derived from
the same input population with 1-, 8-, or 1,024-cell bottlenecks are shown. In the case
of 1- and 1,024-cell bottlenecks, the population contains a single dominant phasotype
and then a cluster of phasotypes closely derived from this phasotype, whereas in the
8-cell bottleneck, the population structure is disrupted and contains multiple phaso-
types that each contribute a large proportion of the population. In the case of the
1,024-cell bottleneck, the major phasotype is always the same major phasotype as that
present in the input population; contrastingly, roughly half of the output populations
from the single-cell bottleneck have a new major phasotype. Critically, this new major
phasotype is not only novel with respect to the input population but differs between
output populations. This new major phasotype also makes up a large proportion
(85%) of the population under these single-cell conditions. Rare phasotypes (those
where the individual phasotype composes 1% of the population) also make up an
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increasing proportion of the total population as the bottleneck size increases (0.6% of
the population for 1-cell bottlenecks, 5.1% for 8-cell bottlenecks, and 7.5% for 1,024-cell
bottlenecks).
In some cases, the signiﬁcant factor may not be the diversity within the population
but simply the presence or absence of particular phasotypes. To investigate the
chances of a particular phasotype being generated, the coverage of the space of all
possible phasotypes was calculated with a range of bottleneck sizes and simulated
generations (Table 2). With a large ﬁnal population (230), the mean coverage was 62.80
phasotypes even in the single-cell bottleneck—or almost complete coverage of the 64
possible phasotypes with six genes—while a smaller ﬁnal population (224) produced a
mean coverage of 50.54 phasotypes in a single bottleneck and 62.24 with a 1,024-cell
bottleneck. Note that the coverage is not uniform, with the phasotypes most distant
from the starting phasotype being less likely to be reached. These changes in ﬁnal
population size did not, however, materially alter the diversity or divergence of these
simulations (data not shown).
Varying the number of genes and mutation rate has a limited effect on the
impact of bottleneck size. As there are signiﬁcant variations in both the mutability
and number of phase-variable genes within and between C. jejuni genomes, we ran the
model with a series of mutation rates ranging from 1 in 200 to 1 in 1,500 mutations per
division and between 3 and 10 genes. These parameters had only minor effects on the
qualitative properties of the output populations (see Fig. S2 and S3, respectively).
Quantitative effects were observed, with higher numbers of genes increasing the
divergence produced by smaller bottlenecks. Similarly, and as expected, higher muta-
tion rates increased both the diversity and divergence across all bottleneck sizes.
Opposite effects were produced by smaller numbers of genes or lower mutation rates.
FIG 3 Divergence and diversity in simulated data with a range of bottleneck sizes. Each point represents an individual run of the simulator with 100 runs for
each bottleneck size. The model simulates a six-gene phasotype with each gene switching at 0.002 mutation per division for both directions of PV (i.e., on to
off and off to on). The starting population has an initial diversity of 0.13. Each population was grown to a size of approximately 107 (24 divisions). Diversity is
measured by Shannon equitability, and divergence is the difference from the initial inoculum quantiﬁed as population separation.
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Changing the initial population structure impacts the effect of population
bottlenecks. The simulations presented in the previous section used a starting popu-
lation that represented a typical population arising from a single cell and thus mim-
icked our experimental data sets. However, natural populations exhibit a wide range of
diversities. To examine the impact of initial population diversity, we ran the simulator
with several different starting populations (Fig. 5). The output populations of the
1,000-cell bottleneck displayed decreasing divergence but increasing diversity as the
diversity of the initial population was increased. A similar, but less pronounced, pattern
is observed with the 100-cell bottleneck, but with the 10- and 1-cell bottlenecks, the
more diverse starting populations only increased divergence but not diversity. This is
due to these small bottlenecks restricting the amount of diversity that can pass from
one passage to the next. Strikingly, with a maximally diverse population, the bimodal
distribution seen with small bottlenecks disappeared and all populations exhibited the
maximum divergence from the input population. There was also high divergence
between output populations.
FIG 4 Changes in output population structure after application of bottlenecks. Shown is the population
structure from six independent runs of the simulator with three different bottleneck sizes. The common
input population is shown on the left. Each population is represented by a group of linked circles where
each circle represents a different phasotype with the area of the circle proportional to the proportion of
the population in that phasotype. The six inner circles represent the phasotype with ﬁlled (colored)
circles representing the on state for that gene and empty (white) circles representing the off state. All
single-gene changes are linked by solid lines, while those lines with a circle in the middle represent two
gene changes and are only included where necessary to produce a connected graph. Phasotypes that
compose 1% of the population are omitted. These make up an average of 0.6% of the population for
1-cell bottlenecks, 5.1% for 8-cell bottlenecks, and 7.5% for 1,024-cell bottlenecks.
TABLE 2 Coverage of the phasotype space changes with bottleneck sizea
Bottleneck size
% of populations with all possible phasotypes (mean) for
populations with a ﬁnal size of:
224 227 230
1 0 (50.54) 0 (58.55) 15 (62.80)
2 0 (52.27) 6 (60.35) 37 (63.26)
8 2 (58.04) 26 (62.30) 84 (63.83)
128 5 (60.18) 51 (63.40) 97 (63.97)
1,024 11 (62.24) 87 (63.86) 100 (64.00)
aShown are the mean number of phasotypes present in the ﬁnal population from 100 runs of the simulator
and the percentage of those runs in which all possible phasotypes (n  64) were produced in the ﬁnal
population. Because the simulator is stochastic, repeating the sample of a hundred runs of the simulator
will give a different percentage of runs, resulting in total coverage and a slightly different mean. The values
shown are representative.
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Comparison of experimental and in silico phasotype patterns. To make the in
silico model as close as possible to the experimental model, the initial population for
the simulated runs was seeded with the average proportions from the inoculums used
in the experimental data and then grown to the maximum population size before the
ﬁrst bottleneck was applied. A mutation rate of 1 in 300 was chosen as approximating
the expected average mutation rate of the actual loci, and populations were grown to
a virtual size of approximately 107 cells.
Divergence and diversity values were calculated separately for each subphasotype
in the experimental data and then compared to the output of the model (Fig. 6). The
data for the small bottlenecks were similar to the model outputs but increasingly
dissimilar for the larger bottlenecks. The experimental data for the 10-cell bottleneck
exhibited lower-than-expected diversity for most of the populations, while 40% of the
output populations of the 1,000-cell bottleneck had higher-than-expected divergence.
To determine whether these differences might result from a systematic effect of
FIG 5 The impact of bottlenecks depends on the initial population structure. Each point represents a
single run of the simulation that was run 50 times for each combination of initial population diversity and
bottleneck size. Other parameters were as set in Fig. 1. Bottleneck size is shown at the top, increasing
from left to right, while initial population diversity is shown on the right, increasing from top to bottom.
FIG 6 Comparison of empirical and simulated results. Each black triangle represents a separate run of the simulator, while each red dot shows the results
generated by grouping genes from the empirical populations calculated from 16 to 30 picked colonies. The values at the top are the sizes of the bottlenecks
applied. One lineage, SAR11K (1,000-cell bottleneck), was omitted because of poor data quality.
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sampling from the populations, we ran the in silico model with random sampling from
the output population and compared the diversity and divergence values obtained
from these samples to the true population diversity and divergence values. No sys-
tematic bias in the sample sizes used in the in vivo experiments was detected (data not
shown).
DISCUSSION
Localized hypermutation—as exempliﬁed by repeat-mediated PV—is a phenome-
non exhibited by a diverse range of bacterial pathogens and commensals that has the
potential to regenerate genetic diversity of key mediators of host-pathogen interac-
tions following a reduction in population size. Pathogenic bacteria are subject to severe
bottlenecks during both spread within and transmission between hosts (15, 21, 22).
One outcome of these bottlenecks is a reduction in the amount of genetic variation in
the surviving population, which can then limit adaptive potential and propagation as
the population is exposed to subsequent selective pressures. Another related but
subtle effect is that bottlenecks will generate differences between populations.
Single-cell bottlenecks as potentiators of disease heterogeneity. We have ob-
served that single-cell bottlenecks produce a distinctive bimodal distribution in pop-
ulation divergence of phasotypes that is absent in larger bottlenecks. Intermediate
bottlenecks show decreasing levels of ﬁner structure as the distributions converge
toward the patterns of the larger bottlenecks. This bimodal pattern likely results from
rare phasotypes being included in the bottlenecked population, which then come to
dominate the new population. This results in a dramatically different population
structure in a close parallel to the founder effect in classical evolutionary models (23).
Further examination of the diverged populations in single-cell bottlenecks indicated
that there was divergence from the initial population but also from each other. A total
of 60 divergent populations were found in the 100 in silico populations, which was
mirrored by 8 of the 20 experimental populations. Each of these diverged populations
is dominated by a phasotype with differences in the expression state of one or more
genes. After each single-cell bottleneck and growth cycle, there will be loss of popu-
lations dominated by the original major phasotype, as between 40 and 60% of the
populations adopt a new major phasotype after ﬁve cycles in our experiments. This
means that the bimodality we observed will decay as a function of the number of
bottlenecks applied to the population, with the proportion in the original major
phasotype approximately halving every ﬁve cycles and a proportionate increase in
populations with a diverged major phasotype. Thus, the imposition of a higher number
of single-cell bottlenecks will further increase the divergence between populations.
The high levels of divergence caused by single-cell bottlenecks has the potential to
impart stochastic effects on the outcome of infections. If speciﬁc phasotypes are
responsible for disease progression, then only populations where these phasotypes are
produced as the dominant type may cause disease (Fig. 7). The net result would be a
stochastic appearance of disease in a population even though the pathogenic organism
is widely prevalent. High carriage-to-disease ratios are features of meningitis due to
Haemophilus inﬂuenzae and Neisseria meningitidis (24–26), two pathogens that contain
multiple phase-variable genes with known or putative roles in disease-related pheno-
types such as immune evasion (4). Similarly, there are frequent infections with C. jejuni
strains capable of expressing epitopes responsible for inducing the autoantibodies
responsible for neuropathies and yet these postinfection sequelae are rare. These
pathogens are subject to small bottlenecks due to passage between compartments
(e.g., nasopharynx to bloodstream) or during transmission (e.g., infected chicken
through the food chain to contaminated food product). Divergence in phasotypes (i.e.,
phase-variable gene expression patterns) due to small bottlenecks may be a compo-
nent of the low disease frequencies of such pathogenic bacteria.
Maintenance of population divergence over time. A key facet of PV is that the
high mutation rates will counteract the effects of bottlenecks. Using experimentally
derived PV rates for C. jejuni genes combined with a mathematical analysis of phase-
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variable populations, Bayliss et al. (6) showed that the rate of approach to a steady state
for a particular combination of on-off expression states is dependent on the number of
genes and the slowest switching rate. This process will disrupt the divergence intro-
duced by single-cell bottlenecks, as the populations will start to revert to the steady
state and hence there will be a temporal limit on the diversifying effects of such
bottlenecks. However, the rate of approach to the steady state operates over hundreds
of generations and can be prevented by the imposition of selection or additional
bottlenecks, as may happen if a population initiates disease or enters a new host
compartment.
Maintenance of population diversity through relatively small bottlenecks.
While very small bottlenecks have a dramatic reductive effect on phasotype population
diversity, larger bottlenecks preserve much of the phasotype diversity within a popu-
lation. This effect begins to dominate even at relatively small bottleneck sizes num-
bering in the hundreds of cells and is also observed even with highly diverse starting
populations. Because each bottleneck preserves the diversity generated during the
growth phase of the population, there is a correlation between divergence and
diversity as the population diverges from the original by becoming more diverse. This
preservation of initial diversity highlights another alternate pathway whereby PV could
contribute to disease or host adaptation by a bacterial pathogen (Fig. 7). In situations
where the transmitted population is in the range of 100 to 1,000 cells, the diversity
generated in one host individual or compartment would be maintained through the
transmission event. This preservation of diversity may be important, as it may facilitate
adaptation in the new environment. Thus, for example, the phase-variable genes of a
C. jejuni strain may have reached the optimum ﬁtness state in the cecum of one chicken
and preservation of this state through a transmission bottleneck will then facilitate
rapid colonization of the next chicken and hence lead to rapid spread through a ﬂock.
Underlying assumption and difﬁculties with modeling of experimental out-
puts. Our model was not ﬁtted to experimental data by a reiterative series of parameter
modiﬁcations but rather predicated on a simpliﬁed version of known C. jejuni PV and
growth parameters. This simpliﬁed model is therefore applicable to other related
FIG 7 Stochastic impact of nonselective bottlenecks and phase-variable expression states on disease
during host-to-host spread. This diagram depicts the potential effects of nonselective bottlenecks
altering the population structure of a bacterial species with three phase-variable genes (each capable of
switching between the on [1] and off [0] expression states) and hence eight phasotypes (see inset). The
initial population from a transmitter host is depicted as having the majority of cells with one combination
of expression states (the major “phasotype”) and a subset of six other minor phasotypes. Nonselective
bottlenecks, such as the physical reduction in population size that may occur during transmission
between hosts, are imposed on this initial population. Single-cell bottlenecks generate a bimodal
distribution of output populations either retaining the major phasotype or being dominated by one of
the minor phasotypes. One of these phasotypes has the potential to cause disease in a new host, while
the others are cleared, resulting in a stochastic effect on the occurrence of disease, with, in the example
shown, only one of four hosts exhibiting disease. In the case of a larger 1,000-cell bottleneck, the diversity
of the initial population is retained, enabling the population to rapidly establish an asymptomatic
infection.
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systems where localized hypermutation contributes to phenotypic diversity. In partic-
ular, we used population sizes, binary division, mutations in only one daughter cell, and
mutation rates that are directly relevant to other bacterial species with multiple
phase-variable genes. Two simplifying assumptions were that division was synchronous
and that PV rates were equal for all loci and for both switching directions. Despite these
simplifying assumptions, the major features of the experimental data for bottlenecks
with sizes of 1 to 100 cells were reproduced in the in silico model, suggesting that this
model captured the underlying behavior of the biological system. At the 1,000-cell
bottleneck, the correlation between experimental and in silico data was weaker than
with small bottlenecks, mainly because of greater-than-predicted divergence. Selection
does not seem to be responsible for this effect, as there were no speciﬁc genic or
phasotype differences. One alternative cause is the assumption of identical PV rates for
all loci. Minor variations in the mutation rates and directions of switching due to these
assumptions may generate minor alterations in population structure that accumulate in
large bottlenecks but are disrupted by the stronger effects of small bottlenecks.
Improved experimental evaluation of switching rates may be required to further dissect
the interplay among the mutability of PV genes, bottlenecks, and population structure.
Conclusions. Bottlenecks of various sizes are a signiﬁcant component of the life
cycle of pathogenic bacteria. Our data indicate that while PV can increase or maintain
levels of population variation in the face of bottlenecks, smaller bottlenecks may
produce host-to-host variation in the prevalence of speciﬁc phasotypes. There are two
contrasting implications for bacterial disease of these ﬁndings, maintenance of an
adaptive or disease-causing state as the pathogen passes through a series of bottle-
necks or, conversely, host-to-host or compartmental variation in exposure to speciﬁc
phasotypes leading to disease heterogeneity.
MATERIALS AND METHODS
In silicomodeling.Modeling was carried out in Python 3.3 (http://www.python.org) by using NumPy
1.9.3 to generate random numbers (27). The model used and the data generated to produce the ﬁgures
in this paper are available from Dryad (https://doi.org/10.5061/dryad.p46n0).
Quantiﬁcation of changes in population structure. Each in silico or in vitro experiment produced
a population containing various proportions of different six-gene phasotypes. Changes in the phasotypes
of each population were quantiﬁed along two axes, (i) the number and proportions of different
phasotypes within the population, which is referred to as diversity, and (ii) the difference between the
input and output populations, which is referred to as divergence. The difference between these
measures is illustrated in Fig. 1.
“Diversity” was quantiﬁed by using Shannon equitability, which is simply Shannon entropy (also
known as the Shannon index) (28) normalized by its maximum possible for the data set to give a number
between 0 and 1, where 0 is the minimum possible diversity (the entire population has a single
phasotype) and 1 is the maximum possible diversity (all possible phasotypes are present in equal
amounts).
“Divergence” was quantiﬁed by using population separation, which is simply the proportion of each
population not shared by the two populations. This gives a number between 0 (the populations have
exactly the same phasotypes present in exactly the same proportions) and 1 (the populations have no
phasotypes in common).
Mathematically, these are expressed as follows: Diversity  S/Smax, where
S log2pipi
where pi is the proportion of the population in each phasotype and Smax is the maximum value of S in this
data set. This is achieved when the phasotypes are present in equal quantities and so if the sample or
population size, N, is less than the number of phasotypes (2G, where G is the number of genes) this is
Smax
1
N 1
N
log2
1
N
 log2N
or if the number of phasotypes is less than or equal to the sample or population size,
Smax
1
2G 1
2G
log2
1
2G
 log22
G G
Divergence is most easily calculated by calculating the population overlap and then subtracting this from
1 to give population separation. This is calculated as follows:
Divergence 1 minpi, qi
where pi and qi are the phasotype proportions for each population.
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Population bottleneck experiments. C. jejuni NCTC11168 was used in all experiments and was
grown under microaerophilic conditions (4% O2, 10% CO2, 86% N2) at 42°C on Müller-Hinton agar (Oxoid)
plates supplemented with vancomycin (10 g/ml) and trimethoprim (5 g/ml). The initial inoculum for
the experiments was prepared by taking the bacteria from frozen glycerol stocks stored at 80°C and
then restreaking them onto a second plate, which was then scraped into Müller-Hinton broth (Oxoid) to
resuspend the cells.
To apply a population bottleneck, the required number of colonies was picked with a loop (for
smaller bottleneck sizes) or estimated and then scraped off the plate (for larger bottleneck sizes) before
being resuspended in Müller-Hinton broth and then serially diluted onto agar plates. Individual colonies
were picked from the inoculum (60 colonies) and the ﬁnal population (30 colonies) after ﬁve successive
bottlenecks. The repeat numbers, expression states, and phasotypes for 28 phase-variable loci of these
colonies were determined with the 28-locus PV assay (29).
Preparation of ﬁgures. Figures were plotted in R 3.2.3 (30) with the ggplot2 (31) and PlyR (32)
packages. Color ﬁgures were checked for suitability for colorblind readers by using ColorOracle (33).
SUPPLEMENTAL MATERIAL
Supplemental material for this article may be found at https://doi.org/10.1128/mBio
.02311-16.
FIG S1, PDF ﬁle, 0.5 MB.
FIG S2, PDF ﬁle, 0.6 MB.
FIG S3, PDF ﬁle, 0.6 MB.
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