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The concept of invariance in hypothesis testing is discussed for purposes of target detection. Invariant 
tests are proposed and analysed in two contexts. 
The first involves the use of cyclic permutation invariance as a solution to detecting targets with un-
known location in noise. An invariance condition is used to eliminate the target location parameter, and 
a uniformly most powerful test developed for the reduced data. The test is compared with conventional 
solutions, and shown to be more powerfuL The difference however is slight, justifying the simpler 
formulations. This conclusion continues to hold even when additional unknown noise parameters are 
introduced. 
The second form of invariance involves invariance to data contained in linear subspaces of the obser-
vation space. Such invariance is proposed as a generic method of reducing mismatch resulting from 
overly-simple models, which cannot capture the full complexity of the data. The formulation involves 
a data-reducing projection, where components of the data which are difficult to model are discarded. 
The notion has relevance to both low-rank subspace interference and low-rank subspace mismatch. 
Methods are presented for making estimates of invariance subspaces and covariance matrices for use 
in this invariant detection formulation. Using two different interpretations, necessary conditions on the 
subspace estimates are derived. These conditions can sometimes be solved exactly, but approximate 
methods are provided for the general case. It is shown that for use in invariant detectors, covariance 
matrix estimates have to be independent of data components contained in the invariance subspace. The 
EM algorithm can be appropriate for this estimation. Maximum likelihood methods for obtaining the 
estimates are presented under Toeplitz, circulant, doubly block Toeplitz, and ARMA constraints. 
Using actual samples of x -ray data, results are presented which demonstrate that subspace invariant tests 
can be substantially more predictable than noninvariant tests. This is true in particular when models 
are highly constrained, as is commonly necessary in adaptive detection. The improved predictability 
usually comes at the cost of a decrease in performance, although this is not always so. The invariant 
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In Section 1.1 a basic description is provided of the types of problems addressed in this work. This 
is followed in Section 1.2 by an overview of statistical hypothesis testing, which is the paradigm in 
which the concepts are presented. 
The generalised likelihood ratio test is a common hypothesis testing formalism used in applied detec-
tion, and is presented in Section 1.3. Section 1.4 then discusses the general problem of noise modelling 
using parametric probability densities, which are required for developing tests. 
The dominant theme in this dissertation is the use of constraints and invariance in hypothesis testing. 
Section 1.5 discusses these concepts in general terms, and outlines their use in this work. In Section 1.6 
the specific problem of constraints and invariance in adaptive testing is outlined. 
Section 1.7 provides a detailed outline of the topics presented in the remainder of the thesis, and 
Section 1.8 concludes with a summary of the notation used throughout. 
1.1 Description of the general problem 
Target detection constitutes an important component of signal processing. Perhaps the most traditional 
application in an engineering context is in the area of telecommunications, where it may be required 
to make a decision of whether a given sample of data contains just noise, or some target embedded in 
noise. 
However, the use of target detection extends far beyond this simple application. In modem contexts 
it is common to see target detection applied to such diverse topics as radar and sonar, remote sensing, 
and image processing. Additionally, it is frequently applied to very complicated problems involving 










Section 1.1: Description of the general problem 
When applied to these types of problems, the complexity of the models used to describe the observations 
can increase dramatically. For example, in image processing the models may have to take into account 
complex backgrounds arising from the imaging of natural scenery. The types of models required for 
such description are far removed from those typically used in basic telecommunications, or even in 
time-series analysis. 
In particular, it becomes necessary to develop models which permit very long-range correlations 
between successive data samples. The traditional uncorrelated noise models are far too simplistic to 
accurately characterise the types of signals observed in these applications. 
Unfortunately, complex models lead to complicated detection procedures. This in turn leads to com-
putationally intensive implementations, usually in situations where they can least be afforded. Many 
engineering problems require real-time answers to problems which involve vast quantities of data. 
Thus there is a real need to extend the simple models to problems where they would not ordinarily be 
appropriate. Since simple models generally afford efficient implementations, if the extension is done 
appropriately then at least the computational requirement can be met. 
In this work, one such extension is provided. It is appropriate in instances where a simple model 
is almost appropriate, but where certain well-defined deviations may occur. In particular, the use of 
subspace invariant detectors is proposed for problems where the actual observed data differ from the 
assumed model only within a restricted linear subspace of the observation space. 
To some extent, the methods presented validate many ad hoc techniques that are often used to enhance 
the validity of simple models. For example, in nonstationary environments it is common to preceed 
a detection procedure with a preprocessing stage, which aims to reduce the mismatch between the 
model and the data. However, because the methods in this work are developed in a formal context, 
they provide an extension to such ad hoc techniques. Insights can therefore be gathered which may 
not be apparent from a simple analysis of the data. 
Simple models can usually be considered to be constrained versions of more complex models. There-
fore, one way of relaxing the rigidity of a model may be to simply lift some of these constraints. 
However, the methods presented relax the rigidity in a different way, namely by imposing an invari-
ance condition on sets of observations. In a sense, this invariance imposes an equivalence on those 
components of the observations which are difficult to characterise using the assumed models. 
There is a complex relationship between the role of the constraints and the role of the invariance group. 
Stronger invariance conditions can lead to more accurate modelling, but only at the cost of reduced 
detection performance. On the other hand, weaker constraints on model parameters can also lead to 
better modelling, this time at the cost of poorer estimation of the parameters. 
The distinction between constraints and invariance becomes paramount when detectors have to be 











Chapter 1: Introduction 
even the most complex models have difficulty in accurately characterising the data. However, as 
soon as adaptive detectors are considered, the problem of effective parameter estimation arises. It is 
particularly in this context that relaxing the constraints becomes problematic. The invariant detectors, 
however, can achieve better model accuracy without introducing additional adaptivity parameters. 
Another important topic of this work is to place on firmer ground certain detection procedures which 
do not have a solid statistical foundation. In particular, the problem of detecting targets with unknown 
location is a common one, but statistical justification for the procedures used is not readily available. 
Some measure of validation is therefore provided for many of these procedures. 
In this work a specific subset of detection problems is considered. Primarily, the situation is discussed 
where a single instance of a target from a known set of possibilities may be present in the observed data. 
This target is assumed to be additive, in that the presence of the target in no way affects the background 
that would have been observed were the target absent. This formulation is appropriate in applications 
such as transmission-mode imaging. More generally, it is also approximately valid whenever targets 
are transient and of short duration. 
Although concerned with practical solutions, the emphasis of this work is in the concepts involved. 
Thus very few attempts have been made to optimise algorithms or provide efficient solutions. It is felt 
that these issues should be addressed after the concepts have been validated. 
This thesis is not geared towards any specific practical application. Rather, it presents a set of methods 
which may be applied to general detection problems, in order to improve some aspect of the perfor-
mance. The samples on which results are tested are taken to be x-ray images, but this does not imply 
that the conclusions are limited to these types of data. 
1.2 Overview of statistical hypothesis testing 
In the field of statistics, hypothesis testing is used to decide which of a number of predetermined 
candidate scenarios is true, based on a sample of observed data. The assumption is made that the sample 
is generated from one of a set of possible processes, each corresponding directly to an interpretation that 
is of relevance to the problem. In the simplest case, the hypothesis test is required to identify the process 
which generated the data. More generally, however, a number of different underlying processes may 
relate to the same hypothesis, thereby placing an equivalence on processes with different probability 
densities. The hypothesis test is then only required to identify the class of densities from which the data 
were generated. The class then corresponds to the hypothesis being tested, which effectively allows 
for unknown model parameters in the test formulation. 
An hypothesis test is simply a function t (x) of the observed data x, which is chosen or designed to 











Section 1.2: Overview of statistical hypothesis testing 
transformation can be applied to this test statistic, without loss of generality it may be chosen so that 
only tests of the form 
!II 
t(x) ~ 11, (1.1) 
lfo 
are considered, where it is assumed that one of the two hypotheses Ho and HI is in force. The notation 
used in this expression means that the decision of HI is made when t (x) > 11, with Ho being chosen if 
t (x) < 11. Evidently the parameter 11 could be fixed in advance and t (x) scaled to yield certain desired 
properties, but it is usually preferable to lend an absolute interpretation to t (x) in such a way that by 
varying 11 a class of tests is obtained with different specific properties but similar overall characteristics. 
Thus all that is required to design an hypothesis test is a systematic method of arriving at a function 
t (x) which results in a useful decision process. 
To derive such a statistic a relative measure is required of how typical an observation is under a set of 
possibilities. In abstract terms this may be achieved by specifying a function Ii (x) for each possible 
underlying process i, which reflects the extent to which x is typical of that process. The resulting set of 
functions should ideally have the property that, for each i, Ii (x) tends to be larger than hex) whenever 
x more closely resembles the types of data generated by process i over those generated by process j. 
Ostensibly there are many possibilities for the selection of such functions. 
In the realm of parametric statistics the probability density is a natural candidate for providing this 
information: for each possible underlying process i, the conditional probability density function p(xl i) 
is a direct measure of how typical the observation x is when i is in force. Thus for a given observation 
x the probability p(xl i) may be calculated, and the resulting value is an absolute measure of the extent 
to which there is evidence for the process i. 
For the problem of a simple hypothesis versus a simple alternative, where there is only one possible 
underlying process under each hypothesis, the ratio p(xIHI)!p(xIHo) directly expresses the relative 
evidence for the hypothesis HI over Ho. As such it is a good candidate for t (x), and is used extensively 
in simple decision-making problems. This leads to what is commonly referred to as the likelihood 
ratio test (LRT), which is of the form 
(1.2) 
This test can be shown to have a number of strong optimality properties. Firstly, if Ho corresponds 
to a target-absent condition and HI to the condition of target presence, then the LRT maximises 
the probability of detecting the target subject to a maximum false alarm constraint [79, p. 114]. 
Alternatively, it may be shown to minimise the false alarm rate under a constraint on the probability 
of detection. This is referred to as the Neyman-Pearson optimality criterion, and is prevalent in the 











Chapter 1: Introduction 
minimises the risk associated with the test [79, p. 63], where risk is defined to be the expected value 
of a loss function which assigns certain costs to particular types of errors. In this case the threshold 
parameter r] depends on both the loss function and the prior probabilities of each hypothesis being in 
force. 
The Neyman-Pearson criterion exhibits an asymmetry in that the two types of errors, namely a false 
alarm and a missed target, are not treated equivalently in the decision. Also, the quantities considered 
in the formulation are conditional errors, which depend on the hypothesis in force. It is the combination 
of these two properties that makes the Neyman-Pearson condition powerful and useful, and indeed the 
only sensible criterion in some instances. 
Because only conditional densities and conditional errors are considered, the Neyman-Pearson for-
mulation makes neither implicit nor explicit use of information regarding the relative probability of 
each hypothesis being in force. If such information is available, a Bayesian formulation is commonly 
appropriate, which minimises the risk associated with the test. In contrast to the Neyman-Pearson test, 
this risk is closely related to absolute frequencies of errors, which take the prior probabilities of the 
hypotheses into account. Thus, under a Bayesian formulation it can make sense to derive a test which 
minimises the absolute probability of an error occurring. 
It is not always necessary to specify p(xl Hi) explicitly to find the hypothesis test. In some instances it 
may be convenient to assume a parametric form for the test statistic itself, and estimate the parameters 
using a sample of training data. Such a procedure is commonly used in artificial neural networks 
(ANNs) and support vector machines (SVMs), which can be formulated in such a way as to completely 
bypass the formal specification of conditional distributions. This has application to both the Bayesian 
and Neyman-Pearson hypothesis testing paradigms. In the Bayesian situation another possibility is to 
model the posterior distributions of the data instead of the conditional distributions, as done in logistic 
discrimination [115, p. 109]. Nevertheless, if it is possible to specify the conditional probability, then 
it is very useful for developing appropriate tests. 
The optimality of the likelihood ratio test of Equation 1.2 is restricted to the case of the hypotheses being 
simple, where there are no unknown parameters in the conditional probabilities. For many problems 
this is too simplistic to accurately characterise the processes generating the data. Thus additional 
parameters have to be introduced to account for increased model complexity. The conditional densities 
used in the decision-making process are then of the form p(xIO, Hi), which depend explicitly on the 
vector parameter O. 
In the case of Bayesian testing the introduction of such parameters does not constitute a problem: a 
probability density for the parameters is proposed, which may in general depend on the hypothesis, and 
the required density p(xl Hi) is calculated by integrating over O. This quantity can then be used in the 
likelihood ratio test. The N eyman-Pearson test does not extend so easily, however. The ideal solution is 











Section 1.2: Overview of statistical hypothesis testing 
to as a uniformly most powerful (UMP) test Such a test does not exist in general. A less powerful 
but more practical approach is to use the quantity maXeEei p(xIO, Hi) as a measure of likelihood, and 
form the likelihood ratio using these quantities in place of the conditional densities p(xl n). This leads 
to the generalised likelihood ratio test (GLRT). A third option is to redefine the optimality criterion 
to be less restrictive, and attempt to find an optimal test under the modified criterion. Locally most 
powerful (LMP) tests present one such possibility [79, p. 140]. Finally, the class of allowed tests may 
be restricted to those displaying some desirable characteristic, in the hope that an optimal test exists in 
this reduced class. Uniformly most powerful invariant (UMPI) and uniformly most powerful unbiased 
(UMPU) tests are relevant in this regard [34]. 
The Bayes test is often considered superior to all other tests, and to represent an ideal solution to a 
given decision problem. This is oversimplistic in two regards: firstly, it is only optimal in situations 
where minimum Bayes' Risk can be considered a sensible and useful optimality criterion. In general 
an acceptable loss function is usually fairly arbitrary, however, and is often chosen to have desirable 
computational properties rather than a meaningful interpretation. Secondly, specifying prior probabil-
ities on the hypotheses is itself a difficult procedure, and the effects of errors in these specifications 
can be very significant. This is further hindered by problems where the prior probabilities may vary 
substantially over time, and have to be made adaptive. 
Take for example the problem of detecting tumours in an x-ray image of a human torso. To specify 
the Bayesian detector, one is required to quantify the relative costs between, at the very least, a falsely 
detected tumour and a missed tumour. This is a difficult relationship to quantify, since it involves on 
the one hand an economic cost of subsequent testing (perhaps in the form of a biopsy), and on the 
other hand a more emotive and humanitarian cost. For this type of problem, prior distributions on the 
hypotheses are also difficult to specify. If one uses for instance the national average as a prior measure, 
it might happen that an entire group of people with different risk factors (based on say geographic or 
demographic differences) are completely misdiagnosed. In this instance an incorrectly specified prior 
can be disastrous. Similar observations apply to the use of a prior disttibution on, for instance, the 
size of the tumour: it is not inconceivable that some unknown factor may result in a group of people 
with unusually large tumours. If the detector considers these to be atypical of tumours and therefore 
disregards them, the consequences are severe. 
For the tumour detection problem, and for many others, conditional loss functions based on a likelihood 
formulation make considerably more sense. Under this interpretation, one would fix the probability 
of detecting a tumour in advance, and choose the test that minimises the resulting false alarm rate. 
Because the two types of conditional errors are fundamentally different, the asymmetric nature of the 
testing criterion better suits the requirements. Similar conclusions apply to most radar problems - it 
is more sensible to think about the probabilities of detecting or of missing a target which is actually 
present (that is, conditional probability of detection), than to consider overall error rates. An example 











Chapter 1: Introduction 
detection and clearing of land-mines: a sensible specification for the problem is to require in advance 
that say 95% of mines be found, and to minimise the false alarm rate subject to this constraint. 
In this work, the Neyman-Pearson criterion is used for designing detectors and assessing performance. 
This essentially lends a likelihood (rather than a Bayesian) interpretation to the detection methodology. 
The methods presented are therefore appropriate for problems where conditional errors in the Neyman-
Pearson formulation are relevant. 
1.3 The GLRT as a testing philosophy 
As discussed in Section 1.2, the likelihood ratio is an important quantity in hypothesis testing. Under 
the Neyman-Pearson criterion it is a sufficient statistic for the optimal test under simple hypotheses. 
The fact that it appears in optimal formulations in various other cases serves to hilight its importance. 
In general the testing problem becomes considerably more complicated when the hypotheses are no 
longer simple. Optimality conditions have to be redefined, and often become so restrictive that best 
tests do not exist. As mentioned in Section 1.2, if the hypotheses are composite then it may be 
reasonable to use the quantity maXIiEE>i p(xl(}, Hi) as a measure of how typical an observation is under 
each hypothesis, where 0 i is the set of possible values of (} under Hi. This expression measures the 
highest probability of observing the data vector x, over all possible values of the parameter vector 
permitted within the hypothesis. The ratio of the maximum probability under the assumed hypotheses 
HI and Ho can then be used directly as a test statistic. In the engineering literature, this test is called 
the generalised likelihood ratio test, or GLRT [126, p. 92]. In the statistics literature, it is commonly 
just referred to as the likelihood ratio test for composite hypotheses [81, p. 240]. 
The GLRT formulation is often used as a semi-automatic procedure for developing tests in instances 
where no optimal test exists. Once the conditional probability densities under the hypotheses are 
specified, the GLRT is determined up to an unknown threshold parameter. The principle should 
not be applied indiscriminately, however, and numerous warnings appear in the literature indicating 
that the resulting test may not always be sensible [81, p. 263] or may not exhibit certain expected 
properties [134]. Nevertheless, in many practical problems it provides a good solution, and in some 
instances the resulting test may be optimal [120]. 
In this work, the GLRT is used extensively as a reference for comparing alternative optimal or subop-
timal detectors. For example, in Chapter 3 it is compared with the uniformly most powerful invariant 
test for detecting a known target with unknown location in certain types of noise. For this particular 
problem, the GLRT is a desirable solution on account of its intuitive properties, and the fact that the 
implementation is simple. Thus it is important to know the extent to which the test is suboptimal, to 











Section 1.3: The GLRT as a testing philosophy 
ertheless complicated detection procedure for finding a partially-known target in noise with unknown 
correlation properties. In this context the performance of the GLRT is good, but its implementation is 
inefficient. Thus it is used as a baseline for comparing other suboptimal but nevertheless more tractable 
tests. 
In a useful and general form, the composite likelihood ratio testing problem can be formulated in 
terms of two sets of parameters: those which are relevant to the specification of the hypotheses (the 
test parameters Or), and those which are not (the nuisance parameters Os). The probability density of 
the observation x is then p(xIOr, Os), where the value of Or determines the hypotheses and the value 
of Os is assumed irrelevant. As discussed by Kendall and Stewart [81, p. 240], a reasonable test for 
Ho : Or = Oro versus HI : Or i= Oro is to form the ratio 
I(x) = maxOr,lJs p(xIOr, Os) 
maxos p(xIOro ' Os) 
(1.3) 
and use it as a test statistic. Letting 0 rand Os be the maximum likelihood estimates of 0 rand 0 s, and 
Oslro be the MLE of Os conditional on Or = Oro, this can be written as 
I(x) = p(xIOr, !s) . 
p(xIOro,Oslro) 
(1.4) 
They go on to prove that under some regularity conditions on the maximum likelihood estimates, the 
procedure of choosing HI when I (x) > r} constitutes an asymptotically optimal test. That is, for a 
sufficiently large number of observations the test performs as well as if the nuisance parameter values 
were known in advance. Furthermore, the asymptotic distribution of the test statistic is derived (p. 
246), as well as the asymptotic test power (p. 247). 
In the field of statistical signal processing a slightly modified terminology has arisen. Specifically, 
in [126, p. 92] Van Trees provides a formulation of an hypothesis test for the null hypothesis that 
o E eo versus the alternative 0 E 0 1, where 0 0 and 0 1 form a disjoint partition of the parameter 
space. With the conditional density of the observation x given by p(xIO), the test is 
(1.5) 
Van Trees calls this a generalised likelihood ratio test (GLRT). Although the distinction between the 
testing parameters and the nuisance parameters is not explicit here, the test can be seen to include the 
LRT of Equation 1.3: if 0 is taken to be the combined set of parameters (Or, 0 s), then the hypothesis 
Ho : (Jr = Oro corresponds to the choice 0 0 = {(Or,Os)IOr = Oro}. Similarly, the hypothesis 
HI : Or i= Oro corresponds to 0 1 = {(O,., Os)IOr i= Oro}. Under this interpretation it is apparent that 











Chapter 1: Introduction 
In this work the signal processing terminology will be used. Thus the term "likelihood ratio test" will be 
reserved for problems where both hypotheses are simple. For composite hypotheses, the corresponding 
test will be referred to as a generalised likelihood ratio test. 
In some cases it may be valid to assume that the targets and noise add to give the observation x: that is, 
x = s + n, where s is the target and n the noise. In this case the distribution of the observation when 
a target is present will differ from that where the target is absent only through a change in location of 
the distribution. The noise probability density and the target vector are then all that is required to fully 
specify the GLRT statistic. 
Such additivity of targets and noise is quite restrictive. It is invalid in most conventional light-optical 
images, where if targets are present they generally occlude the background. In most transmission-mode 
imaging systems, however, the additivity assumption is at least approximately valid. For example, in 
x-ray images a tumour manifests itself as a compact region which exhibits higher attenuation than 
surrounding regions. The background anatomical detail is still present, and appears superimposed on 
the tumour. Under suitable preprocessing of the data, usually a logarithmic transformation of the actual 
photon counts, approximate additivity of the tumour data values and the anatomical data values can 
be imposed. This conclusion does however ignore the fact that the presence of a dense target results 
in increased photon noise at the target location, a factor which may be negligible if the target is small 
and exhibits low attenuation. 
The GLRT has no absolute optimality properties. Furthermore, for detection in typical engineering 
environments it has a number of disadvantages which may restrict its usefulness. Most of the disad-
vantages stem from the fact that the test is entirely specified by the noise density and the chosen test 
threshold. Firstly, the density is often difficult to specify with a high degree of accuracy, particularly 
when unknown parameters are included in the formulation. This is discussed further in Section 1.4. 
Secondly, once the relevant probability density functions have been specified, the GLRT statistic is 
fixed. If the resulting test is intractable or exhibits some undesirable properties, the only recourse is to 
modify the noise densities and try again. There is no general systematic procedure for performing these 
modifications. Thirdly, the GLRT statistic often has an intractable or parameter-dependent sampling 
distribution, making it difficult to set the free test threshold parameter meaningfully. Finally, the fact 
that the test has only one degree of freedom means that it is impossible to specifically customise the 
test, for example when multiple targets may be present with varying degrees of detectability. 
In spite of these problems, the GLRT plays an important role in the design of hypothesis tests in practical 
problems. Specifically, it can provide insights which can guide the search for a more appropriate or 
suitable test. Modifications to the GLRT are not entirely without precedent: for a specific class of 
problems, Kendall and Stewart [81, p. 259] demonstrate that the GLRT can be made unbiased by 
adjusting the maximum likelihood parameter estimates so that they are unbiased. Since the test has no 










Section 1.4: Specifying the conditional density of the noise 
1.4 Specifying the conditional density of the noise 
The development of the likelihood ratio or the generalised likelihood ratio for the hypothesis test 
require:s explicit specification of the noise density. In general, for the noise model to be accurate, it 
may be necessary to include unknown parameters in the formulation. Thus an appropriate form for 
the noise density p(xl(l) needs to be provided, which is accurate yet restrictive enough to be useful, 
and which is of a form convenient for subsequent processing. 
In this work, the noise may be comprised of more than just simple statistical random noise. There 
is usually also clutter present in the signal, which may have long-range correlations in all directions. 
For example, for detection in x-ray images of people, the anatomical structure constitutes the clutter 
field. This clutter is distinct from other noise sources in the system, such as photon noise in the x -ray 
imaging process or thermal noise in the detector electronics. If on the local scale the clutter can be 
considered stationary, however, it can conceptually be lumped together with the other noise sources 
into an overall noise density p(xIO). 
Specifying the noise density is difficult. In some respects it is the most important stage of the detector 
design, since often this conditional density fully determines the form of the hypothesis test. The easiest 
case occurs when the density can be derived from an explicit and detailed knowledge of the signal 
formation process. The parameter 0 then describes the possible states of the underlying process, and 
for each value of this parameter a density for the noise may be developed based on physical principles. 
The detector follows accordingly, and insofar as the modelling is accurate, the performance should be 
good. 
In general, however, the conditional noise density cannot be justified purely on physical grounds: 
the signal formation process is too complicated. A difficulty then arises in how to determine which 
parameters should be included into (I. In abstract terms there are at least two reasons for introducing 
unknown parameters into the conditional density: 
10 
• Parameters should be introduced when they significantly improve the match between actual 
data and assumed probability density functions. They can then result in improved detection 
performance by means of more accurate model specification. The improved accuracy has to 
be weighted against the fact that the parameter ultimately has to be estimated, which tends to 
reduce the resulting performance. 
• Parameters may be introduced to take into account any peripheral knowledge which may not 
be adequately represented in the training data. For example, for detection in x-ray images of 
human torsos one may anticipate that different people will exhibit different average attenuation, 
depending on their size. Even if the training set contains only people of similar size, it would 
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It is difficult to quantify the improvement made by the introduction of a parameter into the conditional 
density. The main reason for this difficulty is in that the density estimate is only used to derive the 
subsequent hypothesis test. It is quite conceivable that a bad density estimate will still result in a good 
test. Also, it might happen that the hypothesis test is essentially independent of a parameter that is 
seemingly required for better accuracy in the density. Modelling for detection and for estimation are 
clearly very different. 
In practice, especially for data with high dimensionality, it is seldom possible to only add parameters as 
they are required. The primary cause is the near impossibility of joint density estimation for even fairly 
small sets of data. Thus it is more common to use one of the standard "off-the-shelf" models. Within 
the restriction of multivariate normal densities, useful assumptions and resulting densities which are 
used in this work are the following: 
• The noise samples are often assumed independent, especially as a first attempt at an approximate 
solution. This corresponds to a multivariate normal (MVN) process with a covariance matrix 
equal to some scaling of the identity matrix. In its most simple generalisation, the variance may 
be considered an unknown parameter. 
• A less restrictive assumption is that of spatial or temporal stationarity. Under this condition, 
the statistics of the noise are assumed to be identical at all locations in the observed data. The 
stationarity assumption is considerably more general than the white noise assumption, but also 
has many more parameters. 
• Between the white noise and the stationarity assumption are the autoregressive (AR), moving 
average (MA), and autoregressive moving average (ARMA) models which are common in time 
series analysis. The number of parameters in each case may be chosen to provide the desired 
degree of flexibility. 
It is unreasonable to expect that these simple and restricted assumptions will be valid in even a small 
set of practical problems. At the very least, even the stationarity assumption is usually questionable. 
However, it is often possible to use these models under the assumption that they are only partially 
valid. Images, for example, typically have the property that the statistics are approximately constant 
in regions that are close in space to one another. Thus the stationary constraint may be considered 
approximately valid on the short term, and the stationary model used in this context. For purposes of 
implementation, a preprocessing stage is often used which transforms the data into a form where the 
model assumptions are more valid. 
As an aside, if the restricted models are valid then they may permit estimates to be made of quantities 
which could otherwise not be estimated in a less restricted model. This is a consequence of the fact that 
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data samples. A particular aim of this thesis is to assess whether constraints can be used to permit 
estimates to be made which are invariant to certain transformation groups. 
From the detection point of view, every possible state of the parameter represents a different probability 
density that has to be considered. In general, if the parameter value is not known, the detector either 
implicitly or explicitly makes an estimate of this parameter in the course of the detector calculation. On 
account of the finite and nonzero variance of this estimate, there is added uncertainty in the estimated 
distribution of the observed data. Thus, in general, if there are more possible states then the estimation 
is more difficult, which in turn results in less precise testing. A model with a very high number of states 
has the capacity to encompass a high degree of complexity in the data. However, if the complexity of 
the model is higher than required, there will be a decrease in the overall performance. 
This introduces the classical bias/variance tradeoff in the context of statistical hypothesis testing in the 
likelihood framework: if the parametric specification of the conditional density is too restrictive, then 
there is not enough capacity in the model to capture the data complexity. In that case there is no value 
of the parameter vector which corresponds to a probability density that accurately represents the data. 
The density estimate will then be biased, and the test performance will suffer. On the other hand if 
there are a large number of parameters encompassing too large a number of possible states, then the 
parameter estimation is compromised and the density estimate has high uncertainty. This too causes 
a degradation in detection performance. Qualitatively, therefore, the model should be flexible enough 
to capture the complexity of the data, while at the same time not being so complex as to include states 
which are not required for effective modelling. 
1.5 Constraints and invariance in testing 
The previous section discussed some restrictive parametric models which may at times be appropriate 
for modelling a noise process. All the models are stationary, in that they assume the statistics indepen-
dent of the location of the origin of the coordinate system in which the values are represented. Each of 
the models may be considered to be constrained versions of a more general process, namely that of all 
MVN random processes of the appropriate order. In this context, the constraints restrict the allowed 
variability of the models, thereby permitting improved performance through added knowledge. 
1.5.1 Constraints in hypothesis testing 
The primary reason for introducing constraints is to reduce the number of parameters. As discussed in 
the previous section, fewer parameters can be estimated better, and reduce the set of possible models 
which have to be considered viable in the detection procedure. Insofar as the constraints are valid, 
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parameters should be introduced whenever they are required for a better match between the data and 
the modeL In the context of constraints another possibility is indicated: start with a general model, 
and introduce constraints as required. 
As with the process of adding parameters, adding constraints is difficult in the context of detection 
mainly on account of the indirect nature of the relationship between the probability density and the 
resulting test. There is also a similar bias/variance tradeoff associated with the model constraint inter-
pretation: if more constraints are added, there are effectively fewer free parameters. If the constraints 
are valid, this results in better estimates which in turn lead to improved detection. However, if too 
many constraints are added the model becomes overly restrictive, and the potential for bias increases. 
There is a possible misconception that constraints simplify the subsequent processing. For the detection 
problem, such simplification may be seen to occur when moving from an unconstrained model to the 
assumption of a white noise constraint. However, this is by no means a consistent finding - in 
general constraints are difficult to work with, and in the worst case may not afford useful closed-form 
solutions to components of the detection procedure. On the other hand, added constraints may be 
used to develop algorithms with reduced computational requirements, but these are often complicated, 
difficult to derive, and do not extend readily from I-D signals to 2-D images. 
A difficult issue regarding constrained models in detection (and in general regarding the use of condi-
tional densities in deriving detectors) is that in some respects the models really only have to accurately 
represent probabilities in the vicinity of the decision boundary. These are the regions where most of the 
samples that correspond to difficult decisions will lie. In the framework developed in this thesis there 
appears to be no way of utilising this observed characteristic. Perhaps the most reasonable modern 
paradigm which explicitly deals with this problem is that of support vector machines (SVMs), which 
are essentially only concerned with observed samples which are near to the required decision boundary. 
An additional advantage of a well-specified constraint is that it can be used to condition solutions 
to problems where there are otherwise not enough data. An analogy may be drawn to a system of 
equations with too many unknowns - if the amount of data is fixed, then one has to reduce the 
number of effective unknowns, usually by adding knowledge regarding relationships between them. 
Conceptually this can be achieved through the introduction of constraints, which provide this additional 
information. The constraints may be considered to reduce the number of free parameters or variables, 
by specifying relationships between them which may not be violated. 
Thus, for statistical problems, constraints may enable estimates to be made of quantities which may 
otherwise not be estimated. Consider for example a problem where two variables are postulated, 
each from a Gaussian distribution with known mean but unknown variance. If the variables are 
assumed independent and the variances are allowed to differ (that is, a fairly unconstrained model), 
then observing the value of the first variable provides no information regarding the variance of the 
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model) this is no longer the case: now the value of the first variable contains as much information 
regarding the unknown variance as does the value of the second. Thus through the use of well-chosen 
and accurate constraints it may be possible to ca1culate parameter estimates based on only partial data. 
1.5.2 Invariance in hypothesis testing 
Whereas constraints imply a relationship between the model parameters, it is also possible to enforce 
relationships between sets of observations. This introduces the topic of invariance. As applied to the 
problem of hypothesis testing, invariance is a formal procedure whereby certain observations or classes 
of observations are considered equivalent for purposes of detection. That is, invariance arguments are 
used to effectively equate a set of distinct observations which differ in a very precise manner from one 
another. 
For the invariance requirement to be reasonable, it either has to be demonstrated that the precise differ-
ences between observations that are assumed equivalent are not important to the specific problem, or 
that the equivalence condition provides other advantages such as more accurate model specification. 
In both cases it may be expected that the end result could be an improvement in detection perfor-
mance. Additionally, in some instances the application of an invariance criterion may be considered a 
data-reduction mechanism, which maps the high-dimensional data to lower-dimensional equivalence 
classes. 
The use of invariance is in certain cases quite well established in the literature. The most common 
application is in detection using observations which are corrupted by low-rank additive interference. 
As an example, suppose that all observations of a random process are assumed to be subject to a 
constant arbitrary offset with unknown magnitude. It then makes sense to require equivalence between 
the observation x and the observations contained in the set {x + al, a E JR}, where 1 is the vector 
of ones. In general the interference subspace may have a higher dimensionality than that used in this 
example, but similar principles apply. 
When used in this context, invariance can be used to justify optimality of certain tests. Scharf [119, 
pp. 127-153], for example, discusses a number of specific cases where nuisance parameters (which 
are parameters that are required to accurately model the data density, but are of no further interest in 
the detection problem) are eliminated through the application of a reasonable invariance class. If these 
nuisance parameters are the only unknowns in the formulation, then the resulting invariant test has a 
very strong optimality property, namely that it is uniformly most powerful in the class of all tests which 
share the same invariances. Such a test is referred to as a uniformly most powerful invariant (UMPI) 
test. Insofar as the invariance restriction is reasonable for the problem, the test is optimal. 
It is not always possible to eliminate nuisance parameters through the application of an invariance 
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it overcomes the need to estimate these parameters before testing, as is done in the GLRT formulation. 
This has the advantage that the added variance brought about by the estimation is avoided, resulting 
in more powerful tests. Secondly, invariant statistics often have tractable sampling distributions, on 
account of the nuisance parameters having been entirely eliminated. This is in contrast to the GLRT 
or similar formulations, which require a combined analysis of conditional densities and sampling 
distributions of the parameter estimates. Thus it is easier to specify the threshold needed to yield the 
desired properties in the test. 
Formally, invariance is expressed in terms of a transformation group on the observation space. A 
group {9} of functions is proposed, each with domain and range being the observation space itself. 
The elements of this group are precisely the set of functions to which the data are assumed invariant. 
That is, ifx is an observation vector and the vector function f is any element of {9}, then the observations 
x and f(x) are equivalent under the transformation group. The requirement that {9} be a group is needed 
to ensure strict equivalence between sets of observations. 
Because invariance implies equiValence between observations, subsequent decision-making and esti-
mation need only be concerned with the set to which a given observation belongs. Thus each set may 
be indexed in some manner, and resulting densities derived for the probability of occurrence of each 
set. Only the set to which the observation belongs is of relevance in the subsequent calculations; the 
original observation is not important. In the context of statistics, the concept of a maximal invariant is 
useful for labelling these sets. A maximal invariant statistic is a statistic which takes on a unique value 
for each equivalence class, and as such is sufficient for the invariant detection or estimation. 
In the literature, invariance is typically discussed in terms of group theory and the problem of group 
representations [55]. Interpreted in this way, invariance may be considered a formal method of including 
knowledge of the symmetry of a problem into the mathematical representation and subsequent search 
for solutions. For an invariant test to be optimal, however, the problem has to be completely symmetric 
with respect to the nuisance parameters. This is sometimes difficult'to assert: again using the example 
of vector samples with constant unknown offset, the parameter a must be completely unknown before 
the maximal invariant statistic may be considered sufficient for the problem. However, this parameter 
is seldom entirely unknown: usually it is possible to impose limits on the values that it may take on, 
based on say the saturation values of the electronics from which the samples are obtained. Thus the 
optimal invariant test is strictly only optimal in a mathematical sense: optimality only holds insofar as 
assumptions are valid. 
In this work, invariance is used in three ways. The first application is in the problem of detecting 
a known target with unknown location in additive noise. The target location is considered to be an 
unknown nuisance parameter, and an equivalence requirement is used to eliminate it from the problem. 
The reduced problem is then shown to admit an optimal test, which is therefore UMPI. 











Section 1.5: Constraints and invariance in testing 
improve the performance of a detector by improving the match between the data and the models 
used. The first application in this regard relates to the subspace interference problem discussed earlier. 
However, instead of assuming the interference subspace known, as is required in the optimal test 
formulation, a candidate interference subspace is estimated from actual samples of data. The resulting 
estimate is used to derive an invariant detector for the problem. Because the interference subspace has 
been estimated, and because the subspace interference assumption may not be entirely appropriate, the 
resulting test can no longer be claimed optimal. Nevertheless, by including the assumption of a subspace 
interference component, it is sometimes possible to achieve better detection performance through more 
accurate modelling. That is, a noise plus subspace interference model may be more appropriate than 
a simple conditional probability model. This is particularly true for highly-constrained models, which 
may not have the capacity to accurately represent the data. 
The noise plus subspace interference model is limited in that it can only accommodate certain types 
of deviations from the random component of the model. The final application of invariance addresses 
this issue. In particular, invariance is proposed as a general method of enhancing modelling accuracy. 
This is a unique invariance application, and does not appear to have been addressed elsewhere in the 
engineering literature. The assumption is made that the data are in conflict with some convenient model, 
but that this mismatch may be either partially or completely eliminated by placing an equivalence on 
sets of observations which are responsible for the inaccuracy. For example, invariance to portions of the 
data contained in particular linear subspaces of the observation space is proposed as a mechanism for 
ignoring data components which are in conflict with the convenient assumption of spatial stationarity. 
That is, by ignoring the parts of the data which constitute the causes of nonstationarity, the simple 
models can be made more appropriate. 
The concept is applicable to models having tighter constraints than just stationarity, however. The 
validity of low-order autoregressive, moving average, or autoregressive moving average models can 
similarly be extended through application of a judicious invariance condition. Then it is not just the 
components of the data which violate the assumption of stationarity that are ignored, but also those 
components which violate the constrained model. Using this approach it is possible to make the simple 
standard models discussed in the previous section appropriate in instances where they would otherwise 
be invalid. 
Although the concept has general applicability, it is presented in the context of invariance to linear 
subspaces. That is, the actual data are considered to be in conflict with a convenient assumed model 
only in terms of the values taken on in some linear subspace of the observation space. By ignoring this 
subspace through the application of an invariance requirement, better modelling accuracy is achieved. 
This improvement does come at the cost of reduced detectability, since portions of the target may have 
been eliminated through the invariance requirement. However the more accurate model specification 
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When used in the context of enhancing model accuracy, the invariant tests have no claim to optimality. 
Nonetheless, their performance may be better than noninvariant tests for the same problem, which 
simply ignore the fact that the assumed models are inappropriate for the data to which they are being 
applied. 
The development of invariant detectors quite naturally leads to a requirement for invariant estimators. 
This need arises because, even in the ideal case, the parameters of invariant detectors still have to be 
estimated from samples of real data. These samples are generally subject to the same interference or 
modelling mismatch that made the invariant test desirable. Thus the estimates should be invariant to the 
same transformations that are used in developing the invariant detector. For example, in the subspace 
interference problem the parameter estimates should not depend on the components of the observation 
which lie in the interference subspace, since these components do not conform to the assumed models. 
Invariant estimation appears to have received very little attention in either the statistical or the signal 
processing literature. However, the need for such estimates in the problems discussed here is evident. 
In the framework of maximum likelihood estimation, the expectation-maximisation (EM) algorithm is 
ideally suited to the subspace invariant estimation problem. The EM algorithm is a procedure by which 
maximum likelihood estimates of parameters can be obtained in the presence of missing data. Since 
the data contained in the invariance subspace can simply be considered unavailable for estimation, the 
missing data interpretation is a natural one. Thus it can be used as a generic method of solution. 
The issue of how to specify a constrained probability density model along with a suitable invariance 
subspace is a difficult one. Evidently as the dimension of the invariance subspace increases and more 
components of the data are ignored, a given distribution with a moderate degree of capacity should 
be able to model a given set of data with a higher degree of accuracy. On the other hand, there will 
be a corresponding decrease in the ultimate detectability on account of an increased likelihood that 
the target to be detected will lie in the invariance subspace. This work provides a number of methods 
for estimating invariance subspaces and probability models, mostly phrased in a maximum likelihood 
context. 
1.6 Subspace invariance in adaptive detection 
Adaptive detectors are important in applications where a single probability density cannot capture the 
complexity of the observed data samples. In this case additional parameters are introduced which 
describe a set of possible densities, with the implication being that anyone member of this set is in 
force when the sample is generated. Under a likelihood formulation, the particular density in force 
is considered completely unknown. The observed data are then used to estimate the parameter value 
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In most cases adaptive detectors are required when the noise density changes from one sample to the 
next, in a manner that cannot be easily characterised. It is then not reasonable to expect that a single 
simple probability model will accurately characterise the variability that occurs in the data. To some 
extent this is a result of poor modelling, although as discussed in earlier sections more accurate models 
may be impossible to develop and implement effectively. In particular, adaptivity becomes essential 
when models are simple but data samples are complex. 
There are many paradigms for adaptive detection. One of the more convenient paradigms makes the 
assumption that apart from the data which are to be tested for target presence, additional samples 
are available. In the simplest case the noise in all the samples are assumed to be realisations of the 
same random process, with the same underlying parameter values in force. Conceptually, a reasonable 
approach is then to use the additional data to make an estimate of the noise density, and this estimate 
is used to resolve the details of the detector to be used for the decision process. 
The assumption of additional data samples is useful, because it allows explicit relationships to be 
established between the amount of data used for the estimation and the power and accuracy of the 
resulting test. However, in many instances an adaptive formulation is required in cases where it is not 
appropriate to assume the availability of such additional data. The possibility then exists to use the 
same data that are to be tested for target presence to make noise parameter estimates. For this approach 
to be useful, very tight constraints are required on the assumed noise models. This is because the 
amount of data available for estimation is low. 
Thus, depending on the amount of data which can be considered available for estimation, different 
degrees of constraints have to be imposed on the associated models. The presence of constraints 
however increases the risk of bias in the estimated probability densities. Therefore the invariance 
concepts outlined in the previous section become important for purposes of reducing model mismatch. 
Particularly in the context of adaptive detectors, there are two different criteria which a detection 
statistic must meet. Firstly, it should exhibit good discrimination between the conditions of target 
absence and target presence. That is, the test statistic values resulting from just noise being present 
should differ as much as possible from the values obtained when there is a target present. This is 
referred to as the detectability criterion. However, there is an additional requirement that these sets of 
values be characterisable in an absolute sense. Thus when a target is absent, the possible values taken 
on by the test should be predictable, at least in a statistical sense. 
In this context, constant false alarm rate (CFAR) tests are important. These are tests which have the 
property that the distribution of the test statistic under the noise-only assumption is independent of 
the unknown model parameters in force at the time. Then, when the test statistic is compared with 
a threshold value, the resulting test has a false alarm probability which is not a function of the noise 
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If a CFAR test cannot be found, it is sometimes possible to adapt the test threshold according to the 
estimated noise parameters in such a way that an approximately CFAR test results. As the noise 
parameter estimates improve, the test becomes truly CFAR and may in some instances tend towards 
optimality. For this approach to be appropriate, the estimated noise density has to be very accurate. 
An invariance can be useful in two regards. Firstly, it can reduce the model mismatch. Secondly, 
it can enhance the validity of certain assumptions over greater data lengths, so that more data can 
be considered valid for parameter estimation. These factors can result in improvements in both the 
detectability and predictability of resulting detectors. 
In this work, the subspace invariance methods outlined in the previous section are applied to various 
formulations of adaptive detectors. These invariances can be used to extend the validity of the simple 
models which are required in an adaptive formulation, on account of implementability requirements. 
By improving model accuracy, tests with better detectability and predictability are obtained. 
1.7 Thesis outline and description 
One of the primary topics of this thesis is the role of invariance in certain hypothesis testing problems. 
Invariance is applied in two contexts. The first regards the detection of targets with unknown location 
in a noise sample. In this case the appropriate invariance criterion is equivalence between observations 
which differ from one another by an unknown cyclic shift. The second invariance application is that 
of subspace invariance, where observations which differ from one another by some unknown additive 
component in the invariance subspace are considered equivalent. 
The two types of invariance are very different, and are treated separately. Chapter 3 is therefore 
restricted to a discussion of detecting targets with unknown location in noise. The remainder of the 
work, Chapters 4 to 6, deals with the topic of invariance to subspace components. 
Although the discussion of the unknown target location problem is almost equally important, the 
treatment of subspace invariant detectors constitutes the bulk of this dissertation. The presentation 
is broken down into three chapters, each dealing with a different aspect of the associated detection 
problem. 
Chapter 4 provides a formulation of subspace invariant detectors, and provides some methods for 
calculating the required quantities when the noise parameters and invariance subspace are known. 
Methods are then presented for estimating candidate invariance subspaces under both the interpretations 
of low-rank subspace interference and low-rank model mismatch. These methods all require that the 
assumed model parameters be specified in advance, and use actual samples of data to arrive at the 
required estimates. 











Section 1.7: Thesis outline and description 
subspace is known. A missing data interpretation is proposed, and the EM algorithm is used to obtain 
subspace invariant estimates of the required parameters. Detailed methods are then presented for the 
subspace invariant estimation problem under various covariance matrix constraints. A partial solution 
is also provided for simultaneously estimating the noise parameters and the invariance subspace. 
Since constraints are ultimately used to regularise parameter estimates based on limited data, Chapter 6 
discusses subspace invariant detection in the context of adaptive detectors. Several detectors are 
discussed, and it is demonstrated in each case how an invariance subspace can be included in the 
formulation. Justification for doing so is also presented. 
The following four sections provide a more detailed outline of what is presented in each chapter. The 
discussion is quite general, and is intended as an overview. Specific references and examples are 
provided in the detailed discussions in the relevant chapters. 
1.7.1 Detection of targets with unknown location 
The first form of invariance, discussed in Chapter 3, involves the use of invariance to cyclic permutations 
of the data in the problem of detecting a target with unknown location in noise. The second, discussed 
in the remaining chapters, presents the use of subspace invariance for increasing accuracy of highly-
constrained data models. 
The problem of detecting a target with unknown location or unknown arrival time is common [106,38]. 
The GLRT formulation is often applied, and its performance is assessed by comparing it to an optimal 
detector designed for the known target location problem. Under certain assumptions the solution can 
be implemented in a sliding detection window context, where a fixed detection statistic is calculated 
for a data window centred on each possible target location. The decision of target presence is then 
made if any of the resulting values exceeds some test threshold. 
This solution has some measure of intuitive appeal and often affords an efficient implementation. 
However, the procedure is not optimal, even if the test applied at each window location is itself 
optimal for the known target detection problem. This suboptimality arises because the target location 
is unknown, and effectively has to be estimated from the data before the final test statistic is calculated. 
Since the location estimate is subject to variation, a loss in performance results. 
The fact that the target location is unknown is often ignored when tests are developed. These tests are 
then applied in a sliding window framework, with little justification provided for the validity of this 
extended procedure. Chapter 3 addresses this issue by formulating an optimal test for some specific 
cases of detecting targets with unknown location. 
In particular, a test for detecting a known target with unknown location in zero-mean noise with a 











Chapter 1: Introduction 
required that the target wraps around the observation interval as it shifts within the observation. This 
test is uniformly most powerful in the class of tests which are invariant to cyclic shifts of the data 
values. As such, it can be considered the optimal test for the detection problem. 
The conditions under which the test is optimal are fairly restrictive, although practical scenarios are 
easy to formulate where the development is entirely appropriate. Nonetheless, the true contribution of 
the optimal test is in assessing the extent to which the GLRT is suboptimal for the same problem. At 
least for a specific class of problems, this provides a definitive indication of how good the GLRT is for 
these types of problems. Since the GLRT is often related to the sliding detection window paradigm, 
this procedure can also be validated. 
For the case of the noise distribution being known, it is demonstrated in Section 3.3 that the difference 
between the optimal detector and the GLRT is marginal. This result is obtained using statistical 
simulation for some simple cases, since the test statistics are in general not tractable. 
The optimal test differs from the GLRT in that in the former an invariance criterion is applied which 
entirely removes the unknown target location parameter from the problem. This parameter therefore 
does not have to be estimated, resulting in reduced variability in the final detection statistic. The 
elimination of nuisance parameters is the primary reason for introducing invariance into hypothesis 
tests. 
In Section 3.4 the solution to the unknown target location problem is extended to the case where the 
noise is still circulant, but may contain nuisance parameters which are deterministic but unknown. In 
this case the invariant testing formulation does not provide an optimal solution, in that no reasonable 
invariance class can be formulated which eliminates all the nuisance parameters. Nonetheless, at 
the very least the unknown target location parameter can be removed, by using the same invariance 
condition that was applied to the known noise case. The remaining unknown parameters can simply 
be handled by applying the GLRT to the modified problem. 
In this case, the presence of the invariance constraint again improves performance by eliminating the 
location parameter. In Section 3.5 results are presented comparing the performance of the invariant 
test to the GLRT, this time for the case of white noise with unknown variance. The invariant detector 
developed for this problem requires invariant estimates of the remaining noise parameters after the 
application of the invariance condition. 
1.7.2 Subspace invarianee in detection 
The second form of invariant hypothesis testing concerns the use of tests which are invariant to data 
components contained in a linear subspace of the original observation space. The concept appears to 
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Subspace invariant hypothesis tests have been presented by Scharf [119], Scharf and Friedlander [120], 
and Behrens and Scharf [9]. In all cases discussed, the tests are developed for the problem of detecting 
targets in an environment of noise and subspace interference, where subspace interference is defined to 
be a completely unknown additive contribution which is required to lie in a reduced rank subspace of 
the observation space. As such, the subspace invariant detector is uniformly most powerful in the class 
of all tests which are invariant to the components of the observation lying in the interference subspace. 
The noise mean, covariance matrix, and interference subspace are assumed known, although some 
partially-known target formulations are permitted. Although interesting from a theoretical perspective, 
no results are provided which indicate the extent to which the ideas are useful in practice. It is not clear 
whether the subspace interference formalism is useful for modelling any real data, and no methods are 
provided for estimating either the noise parameters or interference subspace. 
Chapter 4 begins with a preliminary discussion of the mathematical concepts required when dealing 
with subspace invariance. This is followed in Section 4.2 by a derivation of the invariant detector 
for a known target in noise which is multivariate normal and has an additive subspace interference 
component. It is demonstrated that the resulting test is optimal under the conditions described, and 
that the projection of the data out of the interference subspace constitutes a maximal invariant statistic 
for the detection problem. For reference, the noninvariant detector is also provided. 
In certain real problems, a reasonable interference subspace to introduce into the modelling may be 
apparent. However, for the subspace invariant detector to be useful, a method is required of estimating 
candidate interference subspaces from actual samples of data. Section 4.3 addresses this estimation 
problem. 
The discussion begins with a description of the effect that subspace interference can have on the 
sample mean and sample covariance of the corrupted data. A maximum likelihood formulation is then 
proposed for estimating the interference subspace from actual data samples, under the assumption that 
the distribution of the noise before the interference is added is known. The invariant likelihood function 
is presented in Section 4.3.2, and using this function a necessary condition on the maximum likelihood 
interference subspace estimate is obtained. The derivation uses results presented in Appendix 4.6. 
Unfortunately, in general the necessary condition on the estimate does not appear to have a tractable 
closed-form solution. Nonetheless it can be solved exactly in some simple circumstances. These 
cases are discussed in Section 4.3.3. Specifically, under the assumption that the noise samples are 
independent and identically distributed, the ML interference subspace estimate is shown to be the span 
of the eigenvectors corresponding to the largest eigenvalues. 
The solution to the white noise case is extended to provide an approximate solution for the general 
covariance case. This extension is the subject of Section 4.3.4. A whitening transformation is applied 
to the data and the interference subspace estimated in this transformed coordinate system. The required 
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estimate no longer constitutes a maximum likelihood estimate, but in Section 4.3.6 it is demonstrated 
that the procedure has merit for at least one simulated case. 
As discussed in earlier parts of this introduction, the use of subspace invariant detectors is not restricted 
to the problem of detection in noise and subspace interference. Rather, an invariance subspace can 
additionally be used to partially or completely eliminate model mismatch, if indeed this mismatch 
happens to lie in a restricted linear subspace of the observation space. Section 4.4 provides a general 
discussion of this use of invariance in testing, and in Section 4.5 a method is presented for actually 
estimating such mismatch dimensions from actual data samples. For this problem a form is assumed 
for the covariance matrix of the data, and the invariance subspace serves to minimise the difference 
between this covariance and the sample covariance actually observed. 
Section 4.5.2 provides an example of how the general invariant detector formulation can be applied 
to a detection problem in real data. It is shown that the resulting detector is indeed better than the 
corresponding non invariant detector, both in terms of overall detectability and predictability. 
1.7.3 Subspace invariant covariance estimation 
Chapter 5 discusses the dual problem to that of Chapter 4, namely that of noise parameter estimation 
when the invariance subspace is known. In particular, the topic of invariant covariance matrix estimation 
is presented, specifically for the case where constraints may be present. 
It is argued that in general when there is an invariance subspace present, the noise parameter estimate 
should be made invariant to data contained within this subspace. This is because the estimation data 
are themselves subject to either subspace interference or low-rank model mismatch, and therefore have 
components which are invalid in the invariance subspace. If this factor is ignored, the estimates can 
become corrupted. 
In Section 5.1 the need for subspace invariant parameter estimates is discussed for two invariant 
detector formulations. Under the assumption that secondary noise-only data samples are available, 
an outline of simple plug-in and GLRT solutions are presented for the problem of detecting a known 
target in noise and subspace interference. It is demonstrated that in both cases invariant maximum 
likelihood estimates of the noise parameters are required, which maximise the likelihood of the data 
in the subspace orthogonal to the invariance subspace. 
When the covariance matrix of the noise is completely unknown and no constraints are enforced, it 
turns out that for specifying the invariant detector the parameter estimates are not explicitly required 
to be invariant to data in the invariance subspace. This is discussed in Section 5.2. However, this 
situation is unique in that the components which are incorrectly estimated due to the presence of the 











Section 1.7: Thesis outline and description 
Since the data in the invariance subspace should not be used, one way of addressing the estimation 
problem is to assume the corresponding portions of the observations missing, and use formal statistical 
principles for dealing with missing data. The EM algorithm is proposed as a fairly generic method of 
obtaining parameter estimates under these conditions. In Section 5.3 the EM algorithm is outlined, 
and a fairly general formulation is presented for parameter estimation in the presence of covariance 
constraints, when portions of the data are assumed unavailable or invalid for estimation. The expectation 
and maximisation stages are explicitly provided for this problem. 
Section 5.4 uses this general formulation to derive an algorithm for finding the invariant maximum 
likelihood covariance matrix estimate from a sample of data, under the constraint that the matrix be 
circulant and the estimate be invariant to the data components contained in a known linear subspace. 
The section begins with some mathematical preliminaries required for the characterisation of circulant 
matrices, and the relevant expectation and maximisation stages are then presented for both the real and 
complex cases. Some simple examples are given of the invariant estimates as applied to samples of 
data. 
The circulant constraint is interesting in itself, but is primarily useful in the context of invariant 
covariance matrix estimation under a Toeplitz constraint. In Section 5.5 this maximum likelihood 
estimation problem is discussed, first for the case of no invariance subspace, and then for the case of 
a known invariance subspace. Again examples are provided of the estimates obtained for some real 
samples of data. 
Section 5.6 outlines the subspace invariant estimation problem for some alternative constraints. The 
case of estimation under doubly block circulant and doubly block Toeplitz covariance constraints are 
presented, which have application in the context of cyc1ostationary and stationary 2-D signals. The 
problem of invariant covariance matrix estimation under ARMA constraints is then discussed, and a 
method presented for obtaining these estimates. 
Section 5.7 addresses the problem of simultaneous estimation of the noise covariance matrix and 
the invariance subspace. Unfortunately, because the interference subspace and invariance subspace 
estimates presented in Chapter 4 are not true maximum likelihood estimates, no ideal general solution 
has been found to this problem. Nevertheless, under the assumption that the noise obeys an ARMA 
model of known order, such simultaneous estimates can indeed be obtained using direct maximisation 
over a modified likelihood function. The solution obtained approximately maximises the likelihood 
function over both the invariance subspace and the covariance matrix. It is shown for some artificial 
situations that the results for this simultaneous estimation are good. 
Finally, in Section 5.8 some practical examples are provided of the improvements that may be brought 
about by the use of an invariance subspace in some real detection scenarios. Section 5.8.1 models the 
data using a first-order autoregressive model, with the assumption that interference is present in the 
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both the detectability and the predictability of the resulting test are increased. Even more importantly, it 
is shown that the invariant test generalises better, providing considerably better results when applied to 
a set of testing data than the noninvariant test. Another example, presented in Section 5.8.2, shows that 
improved predictability can be expected from a test which includes an invariance subspace intended 
to reduce model mismatch. 
1.7.4 Adaptive detection with invariance 
The methods presented in the first two subspace invariance chapters are useful for applying nonadaptive 
detectors to data which are difficult to model. A single detection statistic is obtained which can be 
applied to a wide variety of situations, since it tends to ignore those aspects of the data which contribute 
most of the variability. 
The notion of subspace invariance for enhancing model match is however most appropriate when 
the models are highly constrained. It is in these cases that the invariance subspace can extend the 
applicability of the models. A situation where constrained models are essential is in adaptive detection. 
Here it may be required to make parameter estimates based on relatively smal1 amounts of data, and 
constraints are required to regularise these estimates. 
The invariance subspace is a high-dimensional quantity, and a large number of samples are required to 
estimate it effectively. This property does not make it conducive to adaptivity. However, the covariance 
matrix estimate can certainly be made adaptive, resulting in an overall adaptive test statistic. An 
adaptive testing paradigm that seems appropriate in this case is therefore to estimate the invariance 
subspace off-line, using what is considered to be a representative sample of noise data. The invariance 
subspace is then assumed fixed and known, and subsequent detection can be made adaptive while all 
the time being invariant to data contained in the invariance subspace. 
For the adaptive detection problem, the role of different components of the data becomes important if 
the processes involved are to be fully understood. Section 6.1 presents a decomposition of the detection 
problem into different subspaces, thus demonstrating how the observation components enter into the 
detection problem. In particular, it is shown that the portion of the data which contains only noise 
under each hypothesis contributes information regarding noise in the target -carrying subspace. This 
information reduces the uncertainty in the target subspace, resulting in improved detection. When 
unknown noise parameters are present, there is an additional mechanism by which the noise-only com-
ponents can improve detection, namely by providing information regarding the value of the unknown 
noise parameters. 
Section 6.2 presents a number of adaptive detectors, all of which assume that additional noise-only 
observations are available on which to base covariance matrix estimates. These detectors resemble 
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problems under consideration. The tests are shown to have a CFAR property when no constraints on 
the covariance matrix are imposed. Methods of incorporating invariance subspaces into these tests are 
also presented. 
In Section 6.3 the specific case of adaptive detection with covariance constraints is presented, for the 
same set of detectors discussed previously. It is demonstrated that although the CFAR property is no 
longer strictly valid, it is still asymptotically appropriate. Thus as the parameter estimates improve, 
the resulting tests become CFAR. This conclusion continues to hold when an invariance subspace 
is introduced. The particular case of using the same data sample to simultaneously estimate noise 
parameters and perform detection is then discussed in detail, and the resulting tests are shown to have 
similar properties to those discussed previously. 
Finally, in Section 6.4 a number of results are presented showing the performance of the various adaptive 
detectors. It is shown that the presence of a invariance subspace can improve the predictability of the 
detectors dramatically, usually at the cost of a decrease in overall detectability. 
1.8 Notation and conventions 
A brief description of the conventions used in this document is provided in this section. 
The basic notation for numerical entities is as follows: 
• A bold-font upper case character (Greek or Roman) denotes a matrix. 
• A bold-font lower case character denotes a vector. 
• A normal-font lower case character denotes a scalar. 
When relationships exist between entities, the same character will generally be used to represent them 
(but perhaps with a change in weight or face). Additional relationships are indicated through use of 
superscripts and subscripts, using these conventions: 
26 
• A superscript in round brackets denotes elements of a sequence, particularly for purposes of 
iteration. Thus S(p) denotes the Pth iterate of the quantity S. 
• The transpose of the matrix S is denoted by ST, and the conjugate transpose by st. 










matrix S has elements S(j, k), arranged as follows: 
S 
S(l,I) S(1,2) 
S(2, 1) S(2,2) 
SCm, 1) S(m,2) 
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(1.6) 
(1.7) 
• To be concise, this above form for matrices is often compromised in lieu of double subscripts 
on scalar values. Thus an alternative form for S is 
SII S12 Sill 
S= (1.8) 
Sml Sm2 Smll 
This relationship may be denoted by the shorthand assertion S = (sij). 
• Single subscripts are used to specify the elements of an ordered set. For example, Sk denotes the 
kth element of a set of vectors, and Sk the kth element of a set of scalars. 
• It is often useful to consider the columns of a matrix to be a collection of vectors. Generally 
these vectors will be denoted by the same character representing the matrix (but in lower case), 
with a subscript providing the ordering. Thus S above is comprised of n m-dimensional vectors 
such that 
(1.9) 
• The linear subspace spanned by the columns of the matrix S is represented by (S). In conjunction 
with the previous point it may also be denoted by (s" S2, ..• , Sill. 
• Any subscripts which are not scalar variables are simply used to augment the name-space of 
the symbol or draw attention to some property it possesses. For example, Salt might be used to 
indicate a matrix which is related to (but different from) S. In the same spirit, dimensions of 
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In most cases the first element of any entity will be numbered starting from one. However, in some 
instances it is more convenient to start from zero. In this case the fact will be pointed out explicitly. 
Certain symbols are almost always reserved for entities of a particular form: 
• Generally the symbols 1: and A are used to denote a diagonal matrix, where all the off-diagonal 
elements are zero. 
• I denotes an identity matrix. A subscripted form may be used to emphasise dimension, partic-
ularly if the matrix is not square. Imxn therefore represents a m x n matrix of zeros with ones 
along the main diagonaL 
• U denotes a matrix which has orthonormal columns, so UtU = I. The subscripted form Us has 
columns which span the same subspace as the columns of S. 
• U I is used to denote a p-dimensional invariance subspace, and U H the (n - p )-dimensional 
complementary subspace. These matrices are unitary, and have dimensions of n x p and n x 
(n - p) respectively. 
The notation x : N(m, C] implies that the random vector x has a multivariate normal distribution, 
with mean vector m and covariance matrix C. The notation also carries over to random scalars, where 
appropriate. 
Since it is virtually impossible to specify a system of notation which is consistent, concise, and 
versatile, occasional deviations from these outlines might be necessary. Additionally, in some cases 
specific requirements for notation each have to be dealt with on their own merit. In both cases the 












Review of relevant literature 
This chapter discusses some of the literature relevant to the issues addressed in this dissertation. The 
majority comes from the field of statistical signal processing, although the classical statistical literature 
is also largely applicable. 
Section 2.1 deals with general literature that has proved useful in researching this work. Relevant 
subjects range from general statistics through to more specialised topics such as time-series analysis 
and spectrum estimation. 
Sections 2.2 and 2.3 provide a fairly detailed overview of literature where the detection of targets in 
array environments are considered. This is quite a specialised application, in that the assumption can 
be made of additional data samples, which share the distribution of the noise in the data to be tested for 
target presence. From a theoretical perspective it is of immense value, since it provides a framework 
in which adaptive detectors can be developed and assessed. 
Section 2.4 discusses some of the literature which concentrates on the importance of predictability in 
detection performance. In particular, constant false alarm rate detectors are discussed. 
In Section 2.5 the specific topic of invariance in hypothesis testing is reviewed. Although vast quantities 
of literature make use of this concept, very few of them are specifically dedicated towards it. However, 
a few papers which do concentrate on this aspect are presented. 
Section 2.6 discusses some topics of importance which do not fall directly into the categories of 
detection papers discussed in previous sections. In particular, the problem of simultaneous detection 
and estimation from the same sample of data is reviewed. This is followed by some more general 
formulations which permit less detailed descriptions of the targets to be detected. 
Finally, Section 2.7 presents some of the available and relevant literature on the subject of constrained 











Section 2.1: General literature 
matrices and covariance matrices associated with general ARMA processes. 
2.1 Generalliterature 
Statistical signal processing and detection theory as an engineering discipline has been growing rapidly 
since around 1970. Probably the most seminal work in this regard is the book by Van Trees [126], 
although Helstrom [59] and others had written about many of the ideas before the publication of this 
book. 
The early literature deals primarily with detection and estimation in a continuous-time context. Com-
monly, solutions then involve expressing the observed signals in terms of an infinite set of discrete 
coefficients, which can be dealt with in an approximate fashion as necessary. In modern practice 
there appears to be little or no advantage in developing methods for continuous signals, particularly 
with digital implementations: signals are almost always discretised, and can be worked with as such. 
Furthermore, the continuous-time solutions lend no further insights into the structure and nature of 
solutions to problems. Nevertheless, sometimes continuous-time methods are presented, particularly 
in the older literature, and it may be necessary to translate them to discrete time. In practice this seldom 
presents any difficulty, and the conversion is generally simple. In fact, the discrete formulations are 
usually simpler than their continuous-time counterparts, which sometimes require knowledge of fairly 
advanced applied mathematical concepts. 
Statistical signal processing has grown out of the field of statistics, and as a subject has evolved quite 
far from its origins. Nonetheless, the statistical literature is still particularly relevant for more advanced 
results, and should not be ignored. Statistics as a subject is highly developed, and one often finds that 
certain very specific applied problems have been dealt with at length by researchers in the field. 
From the point of view of general statistics, the book by De Groot [25] is clear and useful. Elementary 
multivariate statistical methods are nicely presented by Morrison [98], and for more advanced results 
the book by Muirhead [99] is comprehensive. The collection of works by Kendall and Stewart [81] is 
indispensable in almost all aspects of statistics. Also, Papoulis [103] provides a treatment of probability 
and statistics which is useful in practice. 
Books on general statistics and applied statistics are useful up to a point, but as far as detection theory 
is concerned are quite limited. Lehmann [87] presents a comprehensive account of advanced statistical 
decision theoretic principles in a parametric context, with emphasis placed on the Neyman-Pearson 
criterion as an optimality condition. Ferguson [34] has similar content matter, although Bayesian 
detection formulations are more dominant. Berger [10] also provides a very readable text which is 
specifically directed towards detection theory. 
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many principles in statistics have been primarily developed under conditions of approximate indepen-
dence, either between observations or between samples within observations. For signal processing 
problems this emphasis is often inappropriate. An exception may however be found in the subject of 
time-series analysis, which specifically addresses the problem of characterising random signals with 
significant nonzero correlation between samples. The most valuable reference for models of this type 
is the book by Box, Jenkins, and Reinsel [15], which has had numerous revisions since its first edition. 
More accessible for non-specialists are the works by Brockwell and Davis [17, 18], and Fuller [41]. 
Additionally, although geared towards econometrics, the book by Judge et al. [69] is comprehensive. 
Most time-series analysis problems concentrate on situations where available data are severely limited, 
and a stationarity assumption is in almost all cases assumed. 
The statistical literature is useful, and as has been mentioned may at times prove immensely invaluable if 
the problem under investigation has indeed been treated by statisticians. However, there is a difference 
between the types of problems looked at by statisticians and by engineers, and aspects of a solution 
which have relevance to the one group may be insignificant to the other. The engineering literature 
is valuable in the sense of being geared towards providing methods for solving real-world problems, 
particularly of the types encountered in radar and image processing. 
Whenever a statistical problem formulation is being used, at some point the process has to be char-
acterised. Under the assumption of stationarity, this implies a form of spectrum estimation. The 
historical article by Robinson [117] is interesting in this regard. More useful for practical application 
is the review article by Kay and Marple [78], which discusses in detail many fairly advanced concepts. 
It does, however, preceed the more recent findings on multi-window and multi-taper spectrum estima-
tion [125], which explicitly address many of the more arbitrary aspects of spectrum estimation which 
have caused much concern. The book by Kay [75] elaborates on many concepts discussed in [78], 
and the algorithms provided for time-series parameter estimation are useful, even if not optimal in a 
likelihood context. More recently, books have become available which address time-series models in 
an engineering framework, such as the work by Porat [104]. Finally, the review paper by Makoul [90] 
on linear prediction principles is useful and enlightening. 
From the point of view of detection theory in an engineering context, the book by Scharf [119] has 
a good balance between the different formulations and philosophies. It appears to draw heavily on 
work by Lehmann [87] and Ferguson [34]. Kazakos and Papantoni-Kazakos [79] also provide a good 
reference for general applied detection problems, particularly in instances where optimal tests cannot 
be found or robust formulations are desirable. Kay [77] provides a general treatment of statistical 
signal processing techniques, although almost exclusively confined to estimation rather than detection 
problems. 
The fields of nonparametric (or semi -parametric) detection and pattern recognition cannot be ignored in 











Section 2.2: Basic parametric detection with multiple observations 
methods, the book by Ripley [115] is unequalled. Bishop [11] is similarly indispensable for neural 
network modelling and training. For more recent developments such as support vector machines, 
Haykin [58] provides a coherent introduction. The book by Fukunaga [40] is useful from the point 
of view of parametric pattern recognition and clustering. McLachlan [93] provides a similarly useful 
account, more from the perspective of formal statistics. 
When working in the field of multivariate statistics, a good set of references regarding matrix algebra 
and calculus are indispensable. This is particularly true when constraints are incorporated into the 
discussion. Most useful in this regard from a theoretical point of view is the book by Basilevsky [6]. 
Also useful for practical implementation is the work by Golub and Van Loan [47]. On a slightly 
less advanced level, Searle [123] presents a number of useful results, which are aimed specifically at 
solutions to mathematical problems which commonly arise in statistics. 
2.2 Basic parametric detection with multiple observations 
There is a large body of literature available on the subject of detecting a deterministic target in known 
or partially-known noise when multiple observations are available. Typically the additional samples 
are assumed to have been obtained from different sensors, each sampled simultaneously in time. In its 
simplest form, this problem assumes that all the observations are governed by a common underlying 
random process, with possible target presence manifesting itself in just one of the observations. The 
noise-only observations can then be used to estimate the statistical properties of the noise, which are 
incorporated into an hypothesis test on the potential target-carrying data. 
Within this basic framework, there are a number of variations which can be permitted. The target and 
the covariance matrix may be assumed fully or only partially known, the additional noise samples may 
be assumed independent or correlated with one another, and the target may be assumed to be present 
in either one or many of the observations. With such a rich set of possible problem definitions, it is 
hardly surprising that much literature has been generated on the subject. 
The assumption that multiple data samples are available is met, at least partially, in quite a few 
applications. Perhaps the most simple case is where a scene or signal is captured using different 
imaging modalities, or receivers which are sensitive to different frequency bands. In that case, multiple 
observations are obtained which are in perfect registration, and which are often closely related to one 
another. If target presence is essentially restricted to one band, then the conditions described in the 
introductory paragraph are at least partially met. 
Most of the literature on detection using multiple observations, however, is presented in the context 
of array processing (57, 84]. In this application it is assumed that there are a large number of receiver 
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obtained from each of these receivers, resulting in multiple observations which are correlated on 
account of the proximity of the sensors. 
The array processing context is particularly amenable to the placement of constraints on the received 
signals, and is therefore of particular interest in this work. For example, when a plane wave passes 
over a sensor array, there are strong relationships between the signals received at each sensor. These 
relationships can be conveniently and accurately accounted for by means of constraints between the 
random processes used to model each sensor. 
Under an assumption of short-term stationarity, where the statistical properties of the process generating 
the signal are assumed to be at most slowly-varying, the multiple-observation assumption can also be 
appropriate. In this case if targets do not occur frequently and are localised in time or space, then the 
portion of the observed signal adjacent to the location being tested for target presence may be assumed 
to contain only noise. In this sense, the neighbouring samples may conceptually be considered to 
constitute additional noise-only data. Such an approach is amenable to the inclusion of constraints 
into the problem, if only to enforce the stationarity assumption. 
The problem of detection using multiple observations is important from a theoretical point of view, 
because it directly addresses the issue of how to incorporate estimated parameters into hypothesis 
testing formulations. It is apparent from the literature that the plug-in classifier philosophy [115, p. 
28], where estimates of unknown parameters are plugged into a detection statistic designed for known 
parameters, does not in general yield the best solution. Rather, the detection statistic should be derived 
for the problem as a whole, using a model which simultaneously describes the entire set of observations. 
Another important aspect of this particular problem is that it is closely related to the problem of adaptive 
detection. The additional target-free observations can be used to adapt the effective detection statistic 
applied to the data to be tested. This is particularly apparent when considered in connection with the 
quasi-stationarity assumption discussed earlier. 
In the remainder of this section, some of the more fundamental papers on this topic are discussed. In 
all cases, it is assumed that there are multiple observations available. Where appropriate, using the 
terminology of Kelly [80], if target presence may only occur in one of these vectors then this vector will 
be referred to as the primary data. The additional noise-only vectors then constitute the secondary data. 
The section following this one continues with the discussion of detection with multiple observations, 
but presents more advanced topics and formulations. 
In [111], Reed, Mallett, and Brennan provide the first really useful result on this topic by quantifying 
the loss in detectability brought about by using a plug-in classifier formulation for the problem of 
detecting a completely known target in unknown noise. The target, if present, is assumed to occur in 
the primary data, while the remaining secondary data vectors are assumed to contain independent but 
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the sample covariance of the secondary data, and plugged into the optimal detection statistic for the 
primary data. This optimal detection statistic is derived based on the assumption that the covariance is 
known. Because the resulting test statistic is a function of the inverse of this sample covariance, they 
refer to the technique as sample matrix inversion (SMI). 
The most important result of this paper is that it provides a quantitative relationship between the number 
of noise samples used for covariance matrix estimation, and the ultimate discrimination ability of the 
plug-in detection statistic. To arrive at this result a signal-to-noise ratio (SNR) measure is presented 
which quantifies the fractional loss in discrimination ability brought about by the detection statistic 
being based on the estimated covariance matrix, rather than the true one. The expected value of this 
loss is independent of the true noise covariance. Their results, however, give no indication of the actual 
detectability that can be achieved using the estimate. Khatri and Radhakrishna Rao [82] address this 
issue by deriving a probabilistic lower bound on the actual attained detectability. They also consider 
the problem of detection using the estimated covariance matrix when several alternative targets may 
be present in the data. 
Kelly [80] extends the results of [111] by solving the problem instead using the GLRT, and introducing 
an unknown multiplicative scaling factor into the target description. Again it is assumed that there 
is a set of independent secondary noise vectors available which share the noise characteristics of the 
primary vector on which detection is to be performed. Kelly makes the observation that the SMI method 
of Reed, Mallett, and Brennan suffers from a problem in that a test threshold cannot be meaningfully 
set, since it would depend on the unknown covariance matrix. The GLRT, on the other hand, has 
a distribution (under both hypotheses) which is independent of the actual noise covariance matrix. 
The distribution of the test statistic under Ho is therefore completely known, so the test has a CFAR 
property. 
Fuhrmann [39] provides the first indication of the effect that appropriate constraints can have on 
improving detection performance for this detection problem. More specifically, he imposes a Toeplitz 
constraint on the covariance matrix, corresponding to the assumption of stationarity. Simulation results 
are provided demonstrating the improvement in detectability loss ratio (as defined and used in [111]) 
and test performance (when using the AMF test [116]) brought about by this constraint, both for the 
case where the stationary condition is in fact valid. The improvement is significant, and without loss 
of performance effectively allows the number of secondary data vectors to be reduced in proportion to 
the ratio of the number of free parameters in each case. The results all assume that the secondary data 
samples are independent of one another, and of the primary data vector. 
Whereas Reed, Mallett, and Brennan [111] assumed the target to be detected completely known, 
Robey et al. [116] assume it known only to within some unknown scaling. They derive the GLRT for 
this problem under the assumption that the noise covariance matrix is known, and plug in the sample 
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matched filter (AMF). It is demonstrated that the AMF has a CFAR property, and that in some instances 
it may outperform Kelly's GLRT for the same problem. 
In [80], Kelly asserted that the GLRT solution is preferable to the SMI technique [111] because it 
provides a test which has a CFAR property. The result of Robey et aL [116], just described, suggests 
that the CFAR property comes about not because of the use of the GLRT, but rather as a consequence 
of including an unknown scale factor into the target specification. It is the estimate of this parameter 
that provides the necessary normalisation for the test to be CFAR. Whether this property can in general 
justify the inclusion of the unknown parameter into models of situations where the target amplitude is 
in fact known is difficult to answer, and is addressed in more detail in Section 6.2. 
The papers discussed up to this point are mostly conceptual. Those which follow address some of the 
more practical aspects of the multiple-observation detection problem. 
Margalit, Reed, and Gagliardi [92] initially assume the noise covariance matrix known, and discuss in 
detail the optimal LRT for detecting a known target in the case where multiple noise observations are 
available. If the additional samples are independent of the noise in the primary data then they cannot 
aid in the detection. However, the assumption is made that the different observations have a known and 
nonzero cross-correlation, and in this case detection performance can indeed be improved. Methods 
are then presented for estimating the relevant covariance and cross-covariance parameters from the 
data, which are included into the detection statistic using a plug-in approach. 
The assumption of a nonzero correlation between the noise observations makes the analysis well-suited 
to detection in multiband scenarios, where such correlations may be expected to occur. However, 
the assumption that the noise covariance is known means that the secondary data only aid in test 
performance by reducing the effective noise variance in the primary data. That is, the noise in the 
primary data conditional on having observed the secondary data has lower variance than if the secondary 
data had not been observed at alL It is demonstrated in Chapter 6 that for the problem of detection 
where the covariance matrix contains unknown parameters, this reduced conditional variance is only 
one mechanism by which the secondary data can improve performance. Thus the assumption that the 
covariance is known limits the utility of the results somewhat. 
Also in [92], some interesting observations are made regarding the properties of many signals that 
occur in practice. It is demonstrated that images can quite successfully be modelled as realisations of 
a Gaussian process with a rapidly space-varying mean and a slowly-varying covariance. Furthermore, 
the covariance matrix is often approximately diagonal. Using this property, the detector proposed for 
the general case is modified for use under these assumptions. Specifically, an estimate of the image 
mean is subtracted from each image, and the covariance and cross-covariance of the residual modelled 
as specific scalings of the identity matrix. 











Section 2.3: Advanced parametric detection with multiple observations 
into the target magnitude. Again the assumption is made that after removal of the mean, the covariance 
matrix of the process being modelled is some scaling of the identity matrix. A difference in this paper, 
however, is in the assumption that the cross-covariance matrix between the observations is an unknown 
deterministic parameter. The GLRT formalism is used to derive a detector which is shown to have a 
CFAR property, with the distribution of the test statistic under the null hypothesis being only a function 
of the number and dimension of the observations, not of the unknown parameters. Once again, the 
assumption that the additional observations are correlated with the primary data makes the method 
suited to detection in multiband images, where independence between the bands cannot be assumed. 
Reed and Yu [112], acknowledging that target presence is seldom limited to one spectral band, extend 
the test in [22] to allow for target contributions in the secondary data observations. The target is 
assumed to have the same profile in each image scene, but the amplitude in each case is modelled as 
a different deterministic unknown. The GLRT is derived for the resulting problem, and it is shown 
to be a CFAR test. The similarity between the specific problem and multivariate analysis of variance 
(MANOVA) in the statistics literature is also hilighted. 
The results of Margalit, Reed, and Gagliardi [92], Chen and Reed [22J, and Reed and Yu [112] all rely 
on the assumption discussed earlier, namely that after subtracting an estimate of the mean from the data, 
the covariance of the residual is approximately diagonal. Also, in these papers methods are presented 
which make use of overlapping data samples to obtain covariance matrix estimates. These assumptions 
and processing mechanisms require the assumption of some measure of statistical stationarity. 
2.3 Advanced parametric detection with multiple observations 
The previous section presented some results regarding the detection problem when multiple observa-
tions are available. Some papers concerning issues related to practical uses of the detectors were also 
discussed. In this section papers dealing with more advanced or specialised instances of the prob-
lem are presented. Some of these generalise the detection formulations, while others provide results 
pertaining to optimality of the resulting tests. 
EI Ayadi [32] uses a plug-in classifier formulation for the multiple-observation detection problem, for 
the case where the noise samples corresponding to each observation are independent of one another. 
The covariance of the noise within each observation is assumed unknown. The target may be present 
in all of the observed data vectors, but the form in which it appears is assumed known. Instead of using 
a maximum likelihood estimate for the noise covariance, however, an estimate is developed which is 
as far as possible independent of target presence in the data. This estimate uses components of the 
observations which are known t.o contain only noise under each hypothesis, and is therefore referred 
to as a noise alone reference (NAR) covariance estimator. The resulting test is called the NAR test. 
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is known, and a corresponding NAR estimate derived. 
The covariance estimates used in [32] are based on a generalised class of covariance matrices, comprised 
of a weighted sum of the outer products of each set of observed data vectors. This is convenient from 
the point of view of NAR estimator selection, but is somewhat arbitrary. It is shown in Chapters 3 
and 5 (in two different contexts) that estimates with the required properties can be obtained using an 
invariant maximum likelihood estimation criterion, which places the estimate on similar ground to that 
used in the GLRT. Furthermore, through an appropriate formulation it is sometimes possible to impose 
additional constraints on these estimates, while still affording a tractable method of solution. 
Kirsteins and Tufts [83] discuss the problem of detecting a target in noise plus low-rank interference. 
Again multiple observations are assumed to be available. Under the assumption that the noise and 
target energies are weak, the interference subspace is taken to be the principal components of all the 
observed data. The resulting detector simply steers the observations out of the estimated interference 
subspace, and makes a decision based on the residual. Using a GLRT formulation, the solution is 
extended to the strong target case: the target present in each data snapshot is modelled as an unknown 
linear combination of a known set of basis vectors, and the noise covariance is taken to be of the form 
Q + (j2I. Here Q is a low-rank matrix corresponding to the interference, and Q and (j2 are assumed 
unknown. The GLRT is derived for the problem under the assumption that the rank of Q is fixed. 
The problem of detecting a target with unknown scaling in noise with covariance R = \IIB\II t + ARo is 
discussed by Bose and Steinhardt [12]. Here \II and Ro are both assumed known. This corresponds to 
the assumption that the interference subspace is known, but the noise covariance within this subspace 
is unknown. An invariance transformation group is defined, and a 4-D maximal invariant statistic 
found. The specific case of R being unstructured is then discussed, and it is shown that under the 
proposed transformation group the AMF test statistic of Robey et aL and the GLRT statistic of Kelly 
together constitute a maximal invariant. Since a UMPI test does not exist for the problem, a locally 
most powerful invariant (LMPI) test is proposed, which is optimal in the limit of zero SNR. The 
test requires a time-consuming matrix operation in its implementation. Gau and Reed [44] provide a 
method whereby this computational complexity can be reduced for the case where the interference is 
large in comparison to the thermal noise. 
For the case where independent secondary target-free vectors are available, Raghavan, Qiu, and 
McLaughlan [IIOJ address the problem of detecting a completely unknown target in zero-mean noise 
with unknown correlation properties. They propose that invariance to arbitrary nonsingular linear 
transformations is a meaningful condition to impose on the test for this problem, and demonstrate that 
a uniformly most powerful test exists under this restriction. This test has a CFAR property. 
In [13], Bose and Steinhardt discuss the case of detecting an unknown rank-one target for the case 
where it is permitted to appear in each of the multiple observations. Within all the observations, the 
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unknown. An invariance argument is applied, and it is shown that the GLRT shares the required 
invariances. The resulting test has a CFAR property. 
Burgess and Van Veen [20] generalise many detection scenarios with multiple observations are available 
by considering the GLRT for a generalised multivariate analysis of variance (GMANOVA) problem, 
where it is required to test between B = 0 and B :f. 0 in the model vec(X) : N[vec(ABC), Rx ® S*J. 
Here Rx is unknown and ® is the matrix Kronecker product operator. This is similar to the model 
proposed in [13], but without the restriction on the rank of the target. The model can be shown to 
subsume many of the multiple-observation detection problems, including those where targets are only 
partially known and targets which may appear in each of the multiple observations. 
A particularly significant aspect of the analysis in [20J is that, for situations where there are a large 
number of unknown parameters, the data in a well-chosen subspace can provide much better detection 
performance than if all the data are used. The reason for this improvement is a reduction of the number 
of free parameters, especially important when the training or estimation data are limited. Subspace 
projection mappings are therefore advocated prior to estimation and detection, which reduces the 
number of free parameters. In short, the reduced detectability brought about by the projection can be 
countered by a gain in statistical stability, which tends to increase performance. 
Another way of obtaining this increase in stability is through the introduction of constraints. Because 
of the tradeoff discussed, there is an optimum balance between the number of free parameters and the 
amount of estimation data. In this thesis the constraint approach is emphasised. 
Many of the papers discussed use an interference subspace as part of the modeL For example, Kirsteins 
and Tufts [83J discuss detection in white noise with low-rank subspace interference, and Bose and 
Steinhardt [12J consider a similar problem with a more general covariance matrix. However, in most 
cases at least the interference subspace or the covariance matrix is assumed known, and no indication is 
provided of how to estimate the unknown quantities. In Chapter 5 a method of simultaneous estimation 
is presented, at least for certain classes of covariances. This estimation is made possible by phrasing 
the problem in a maximum likelihood context. 
In the papers discussed, the term "optimal" is often used quite liberally with regard to the derived 
hypothesis tests. As always, any claim of optimality has to be clarified by a precise description of the 
conditions under which the property holds. For the problem of detection in an array environment, the 
arrival time of a target is invariably unknown. In most cases, however, the solutions and optimality 
claims are presented in the context of targets with known arrival times. The implication is then that 
the derived procedure is applied at each time interval that target presence may occur. The hypothesis 
tests derived for the known arrival time problem are however in general not optimal for the case where 
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2.4 Predictability of detectors 
It has been mentioned in the introduction that it is important for a detector to exhibit performance which 
is close to the design performance. For this property to be achieved, a number of conditions have to 
be met. Firstly, the criterion by which the detector is designed and selected should suit the practical 
requirements for the problem. This was discussed in the introduction, where it was demonstrated that 
the Neyman-Pearson formulation is more appropriate in certain instances than the Bayesian detector. 
Secondly, the performance characteristics should ideally be independent of any unknown noise param-
eters or target parameters present in the formulation. If the test characteristics depend on parameters 
which are unknown and vary from one observation to the next, the detection and false alarm rates will 
also vary. If the false alarm rate does not depend on the unknown parameters, then the test is said to 
have a constant false alarm rate (CFAR) property. Such tests have long been considered important in 
the radar and sonar literature. 
Thirdly, it is desirable that the performance characteristics of the test be robust to deviations of the 
data from the assumed probability density. This draws on the topic of robust statistical formulations 
in hypothesis testing, which is increasingly gaining attention in recent literature. Unfortunately many 
of the useful formulations in this regard are related to the Bayesian testing paradigm, where tests are 
made robust to errors in the specification of the prior densities. 
This section presents some of the literature related to CFAR detection, as well as less formal adaptive 
normalisation methods that have been used to provide tests with predictable performance character-
istics. Much of the literature related to CFAR testing has already been presented in the previous two 
sections. 
The problem of robust detection is not explicitly addressed in this work, although it is demonstrated 
by example in Section 5.8 that the notion of subspace invariance can aid in this regard. A good review 
article of robust methods in signal processing problems is provided in [72]. 
Some of the early treatments of CFAR tests in applied detection are due to Nitzberg [100], Dillard [29], 
Gupta et al. [53], and Rickard and Dillard [114]. These constitute just a small portion of fairly dated 
literature regarding the topic of adaptive thresholds in testing. In all instances the problem is that of 
detecting a very short duration target in a potentially nonstationary noise and clutter environment. The 
target presence is assumed to affect the value of only a single sample data point. 
The basic detector structure proposed is that of a preprocessing stage (often a square-law transforma-
tion), followed by a tapped delay line. The output of the tap corresponding to the point to be tested 
is then compared with an adaptive threshold derived from the output of the remaining taps. If this 
threshold is exceeded, a detection is registered. The problem, then, is to decide how to calculate the 
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In particular, Nitzberg [100] discusses an adaptive threshold which is based on the assumption that the 
logarithm of the noise and clutter power is a polynomial function of certain tap outputs. The order 
of this polynomial is assumed known, but the coefficients unknown. Dillard [29], using a different 
preprocessing stage, considers a simpler case where the samples neighbouring the one to be tested are 
simply averaged to find an appropriate test threshold. The resulting test is analysed in terms of its 
performance in stationary white noise with different variances. Gupta et al. [53] modify the detector 
structure slightly, and allow for longer duration targets which may span more than one tap. The 
successive noise samples are assumed independent, with a covariance matrix that is known except for 
an overall unknown scaling factor. An adaptive test is then derived which has the approximate CFAR 
property. Finally, Rickard and Dillard [114] build on the detector presented in [29J, considering the 
implications on detectability caused by one or more interfering target returns within the set of taps 
used to make the mean level estimate. A remedy is suggested and analysed which uses ranking and 
censoring techniques to make an adaptive detector which is more robust to interfering targets. 
These papers present some of the very basic principles of applied CFAR testing. In some respects, all 
that is required to generalise the results to targets which may span several samples is a rotation in the 
observation space. 
As mentioned, many of the papers discussed in the previous sections discuss CFAR detectors in 
the context of array processing. For example, the GLRT of Kelly [80] and the AMF of Robey et 
al. [116] achieve a CFAR property by modelling the amplitude of the target as an unknown deterministic 
parameter. A similar situation arises in [22], where the test of Margalit, Reed, and Gagliardi [92] is 
made CFAR by a similar amplitude parameter introduction. Raghavan, Qiu, and McLaughlan [110] 
develop a CFAR test for detecting unknown targets in noise with unknown covariance. Gau and 
Reed [44] develop a CFAR test for a known target with unknown scaling in white noise and subspace 
interference. 
Constant false alarm rate tests have also been discussed specifically in the context of detection in clutter. 
For example, in [61] a CFAR detector is presented for a spatially correlated background environment, 
and in [52] CFAR detection in clutter with a lognormal distribution is considered. These methods are 
however presented in a particular radar context, and the techniques used do not extend well to the type 
of detection problem treated in this work. They are therefore not discussed further. 
Another interesting use of the NAR estimates discussed in [32] is presented by EI Ayadi and Picin-
bono [33], where the problem of detecting a known target with unknown scaling in noise with known 
correlation but unknown power is addressed. A minimum variance unbiased estimate of the noise 
power which is invariant to the presence of target is derived, and it is shown that it is equivalent to 
estimating the power from the noise-only subspace. When used in a test this property has implications 
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The papers outlined represent just a small fraction of the work that has been done on the development 
of predictable detectors. They are interesting either because the detectors discussed are intended to 
operate under a wide variety of conditions, or because they explicitly use invariance concepts in their 
formulation. Further references can be found in [60]. 
2.5 Invariance in detection problems 
One of the main topics of this work is the use of invariance in general hypothesis testing, either 
in a cyclic permutation context or a linear subspace context. The topic of invariance has received 
much attention in the signal processing literature. Nevertheless, it has its roots in the theory of group 
representations [55], which is a branch of applied mathematics which deals formally with problems 
relating to equivalence classes within data. 
Invariance arguments have been used extensively as a method of justifying optimality of certain classes 
of detectors. In a statistical context, the books by Ferguson [34] and Lehmann [87] provide a com-
prehensive treatment of this aspect of hypothesis testing. In short, if an optimal test does not exist 
for a given problem, then it is sometimes reasonable to restrict the class of possible tests which are 
considered, and attempt to find an optimal test within this smaller class. The requirement that tests be 
invariant to certain transformation groups represents one possible restriction. 
Scharf and Lytle [121] provide one of the first discussions of invariant hypothesis testing in the en-
gineering literature. Specifically, they discuss the problem of detecting a known target in Gaussian 
noise which has a known covariance structure, but with an unknown overall energy. They propose a 
reasonable invariance class for this problem, and find the uniformly most powerful detector within this 
class. Since the test is invariant to the unknown noise power, the distribution of the test statistic under 
Ho is independent of this parameter. Thus the test is CFAR. 
These results are generalised in subsequent literature, particularly the book by Scharf [119]. Here a 
number of problems are considered where invariance arguments can be used to derive tests and establish 
optimality. For example, invariance to subspace interference is used to develop and justify tests when 
this type of interference is present in the observations. Similarly, justification is provided for invariance 
to subspace-constrained rotations in certain problems. In addition, cases of targets completely known 
and only partially known are addressed. The book is essential reading as far as invariance in applied 
hypothesis testing is concerned. 
The paper by Scharf and Friedlander [120] (along with corrections in [118]) addresses the optimality 
properties of the GLRT for a similar class of problems to those presented in [119]. In particular, 
the detection of a class of subspace-restricted targets in a background of known or partially-known 











Section 2.6: Other detection literature 
derived, and shown to be optimal within the class of detectors which are invariant to the same sets of 
transformations to which it is itself invariant. This procedure establishes the optimality of the GLRT 
for the problems. As an aside, the results presented in [120] assume that the signal subspace and the 
invariance subspace are linearly independent, although they are not required to be orthogonal. Behrens 
and Scharf [9] demonstrate that the required detectors can be conveniently interpreted using oblique 
projection operators, yielding further insight into the relationship between the relevant subspaces. 
Another interesting application of invariance is presented by Raghavan, Qiu and McLaughlin [110]. 
For the problem of detecting a completely unknown target in noise with a MVN distribution but an 
unknown covariance matrix, they argue that invariance to arbitrary nonsingular linear transformations 
is reasonable. The results assume the presence of secondary noise-only observations. The test is 
developed further by Raghavan, Pulsone, and McLaughlin [109], who show that the result only holds 
when the unknown target is completely unspecified. In particular, if a subspace constraint is placed on 
the target then the test is no longer optimal. An interesting and important analysis of the relationships 
between the components of the vectors lying in relevant subspaces is also provided. 
Uses of invariance in the literature are growing steadily, particularly as a means of justifying optimality 
of certain tests. There are however other applications of invariance in practical problems. Lenz [88], 
for example, discusses group theory as applied to pattern recognition and image processing. 
2.6 Other detection literature 
Detection in an array environment constitutes the largest portion of the literature relevant to the topics 
addressed in this thesis. However, there are certain issues which appear to be completely ignored in 
those discussions. This section presents additional ideas in detection theory which are important. In 
particular, papers which discuss the problem of detection when only a single observation is present are 
discussed, as well as some more general treatments of detection when targets are partially unknown. 
Bowyer, Rajasekaran, and Gebhart [14] make the distinction between white thermal noise and clutter 
in an additive background signal, and discuss the problem of adaptive filtering for clutter rejection. 
The clutter is modelled as an autoregressive random process, and an adaptive prewhitening Kalman 
filtering approach is used for the parameter estimation. (More specifically, Kay [73] and Gingras and 
Masry [46J discuss the subject of autoregressive spectral estimation in additive noise, providing some 
references and background to difficulties that arise.) They then use a simple matched filter for white 
noise as the detector component. 
Kay [74] places the approach taken in [14] on firmer statistical ground by addressing the problem 
using the GLRT. He assumes the noise to be autoregressive with known order, and the target to be 
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under each hypothesis, yielding an approximation to the required test. It is demonstrated that as the 
data records become large, the test approaches the optimal matched filter for known parameter values. 
This previous paper is significant in that it formalises the process of detection in unknown noise, for 
the case where only a single data sample is observed. By using the autoregressive assumption, the 
need for multiple samples of correlated data is overcome. Thus the same sample of data is used for 
estimating the unknown noise parameters and detecting the target. The resulting test however does not 
have a constant false alarm rate. 
For the testing problem just described, but with the target amplitude assumed unknown but determin-
istic, Baggenstoss and Kay [5] demonstrate that the GLRT is asymptotically CFAR and optimal. They 
then use the Rao test to derive an alternative detector which is asymptotically equivalent to the GLRT, 
but which is simpler to calculate. Performance results are provided which show that the loss in using 
this modified test is negligible for a large class of problems. 
The use of the GLRT in signal processing is not restricted to the assumption that the noise distributions 
be Gaussian. In an abstract context, Kay [76] demonstrates that for the problem of detecting a known 
target with unknown amplitude in independent and identically distributed noise samples, the GLRT 
is asymptotically optimal whenever the noise probability density function is symmetric. In [77], Kay 
and Sengupta apply this result to the problem of detecting a target with unknown amplitUde in noise 
of a fairly general form, again with an assumption that components of the density function governing 
this process be symmetric. The Rao test is developed as a reduced complexity solution for small target 
amplitudes, and some computer simulation results provided. Other extensions in a non-Gaussian 
context are presented in [124]. 
In a different vein, there are a number of papers which deal with the detection of certain types of 
transient targets in various types of assumed noise. The fact that the targets are transient represents 
quite a lot of information, and these papers attempt to consider detection under these circumstances 
while including as little additional information regarding the target as possible. The methods are not 
as powerful as those which assume the target profile known, but exhibit greater tolerance to mismatch 
in the target model and are applicable to a larger variety of problems. 
Porat and Friedlander [l05J discuss the problem of detecting an unknown target in white noise with 
known variance. It is assumed that the target can be modelled as the impulse response of a ratio-
nal transfer function filter with unknown coefficients. A modified GLRT is proposed, which avoids 
the problems associated with singularities in the MLE by effectively substituting more convenient 
maximum a posteriori (MAP) estimates. 
Friedlander and Porat [35] consider the role of data-reducing time-frequency and time-scale transforms 
in transient target detection. Initially assuming that the target lies in a known low-rank linear subspace 
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wavelet transform for purposes of detection in white noise. The GLRT is derived for the detection 
problem, and its distribution calculated. They acknowledge that targets seldom lie precisely in a known 
subspace, and using a robustness condition discuss the implications to the detection of a modelling 
error in the target specification. The analysis is then extended to the case where the target subspace is 
parameterised by an unknown vector parameter. 
The analyses of [35] are extended in two subsequent papers by the same authors. In [106] the case 
of the target subspace being completely known is discussed in more detail, with specific reference 
to a framework in which different levels of unknown parameters can be included into the detection 
problem. On the other hand, in [107] the case of the target subspace being parameterised by an 
unknown is discussed in more detail, and it is demonstrated that this parameter is not estimable under 
Ho. This invalidates one of the conditions required for the GLRT to be asymptotically optimaL 
Frisch and Messer [36] discuss the detection of a partially-known target in noise, where the relative 
bandwidth and the time-bandwidth products are assumed known. They demonstrate that the wavelet 
transform provides a useful representation, in that the GLRT is easily calculated. It is demonstrated 
that the performance is better than for the case where the target is assumed completely unknown. 
In [37], Frisch and Messer define a transient target to be one which is localised in some vector rep-
resentation. They use this definition to abstractly discuss the GLRT for detecting a deterministic 
partially-known target in known noise for the three cases of arrival time and duration being known, 
arrival time and duration being unknown, and duration being known but arrival time unknown. It is 
demonstrated that as more prior information regarding the nonzero coefficients is included, the power 
of the GLRT increases. 
El Ayadi [31] uses the GLRT formalism to derive a detector for a known target deformed by an unknown 
linear transformation in white noise with unknown power. As in [32] the use of a noise-alone reference 
estimate of the power is proposed, which is independent of the presence of a target in the signal. 
The general detection literature is vast, and the references provided in the last few sections can in no 
way be considered complete. The review article edited by Hero [60] gives a more comprehensive list 
of references, particularly in the context of statistical signal processing. 
2.7 Constrained covariance modelling and estimation 
The assumption of spatial or temporal stationarity leads to covariance matrices which have a Toeplitz-
type structure. For I-D signals, the covariance matrices are Toeplitz, with equal elements along 
diagonals parallel to the main diagonal [65, p. 25]. For stationary images, the structure of the 
covariance matrix is doubly block Toeplitz. That is, the matrix is comprised of Toeplitz blocks which 











Chapter 2: Review of relevant literature 
Toeplitz matrices are of importance in this work because they represent the least restrictive constraint 
which is applied to the data in the problems discussed. The constraint that the covariance matrix have 
this structure is required to enforce statistical stationarity of the associated modeL However, tighter 
constraints within the class of stationary processes still have the property that their covariance matrices 
are Toeplitz. 
The Toeplitz matrix structure can be exploited in many instances, allowing reduced-complexity so-
lutions to be obtained for problems in which they appear. Durbin's algorithm for the solution of the 
Yule-Walker equations in linear prediction is one such instance [48, p. 194], and provides a general 
method of solving linear systems of equations with a Toeplitz coefficient matrix. Because of their 
structure, Toeplitz matrices can also in general be inverted more simply than unstructured matrices. 
Trench's algorithm is a classical method of inverting these matrices [135]. The extent of the improve-
ment brought about by these methods is a reduction in complexity from 0(n3) to 0(n2), where the 
matrix is n x n [48, p. 195]. 
Detailed mathematical aspects of Toeplitz matrices are provided by Widom [131], and Grenander and 
Szego [51]. A useful property of these matrices is that they are closely related to Szego polynomials [68, 
67], which can be used to conveniently obtain solutions to certain types of problems. Using the 
relationship between Toeplitz matrices and these polynomials, Justice [70] presents an algorithm 
for the inversion of positive definite matrices with this structure. In [71] he extends this result to the 
inversion of doubly block Toeplitz matrices, by using the bivariate analogues to the Szego polynomials. 
Other references that discuss the inversion of block Toeplitz and doubly block Toeplitz matrices are [2] 
and [130]. 
Another aspect of Toeplitz-structured covariance matrices that is of interest is methods for calculating 
their eigenvalues and eigenvectors. Many efforts have been made to characterise these quantities for 
Toeplitz [50, 91, 64] and doubly block Toeplitz matrices [127]. Iterative methods have also been 
presented for actually performing either a full or partial decomposition [8, 101]. 
Maximum likelihood estimation of covariance matrices under a Toeplitz assumption is quite complex. 
Because there are a large number of free parameters, simple search strategies are unreliable on account 
of the presence of local maxima in the search space. Burg, Luenberger, and Wenger [19] presented the 
first detailed solution to the estimation problem, finding conditions on the gradient of the likelihood 
function which are required for an extremum. They then presented an algorithm, termed inverse 
iteration, for solving the required gradient equations. 
Subsequently the expectation-maximisation (EM) algorithm of Dempster, Laird, and Rubin [28] has 
become the preferred method of solving this constrained optimisation problem. Initially proposed 
by Miller and Snyder [96], it involves embedding the Toeplitz covariance estimation problem into a 
higher-order problem, where the constraint is converted to one of the covariance matrix being circulant. 
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The convergence properties of the algorithm are only partially known, however. This topic is discussed 
further in Chapter 5, where additional references are provided. For a readable introduction to the EM 
algorithm, the reader is referred to [97]. 
Tighter constraints than just statistical stationarity are applicable in this work. In particular, autoregres-
sive moving average models are of interest. There are a number of approximate maximum likelihood 
ARMA parameter estimation schemes available in the literature, but surprisingly few for obtaining 
exact MLEs. Part of the reason for this is because ML estimates of ARMA parameters are not efficient 
in the sense that they do not attain the Cramer-Rao bound [15]. For most applications approximate 
maximum likelihood estimates therefore suffice, and are considerably easier to calculate [75, 104]. 
For strict application in the GLRT, true maximum likelihood estimates are required. Also, in this work 
extensive use is made of the EM algorithm, which requires MLEs to guarantee an increasing likelihood 
value as the iterations progress. This motivated the choice of exact likelihood methods. 
With regard to maximum likelihood estimation, a useful paper is that by Ansley [3], which provides 
an efficient method of calculating the exact likelihood of a sample from an ARMA process. This is 
required in any search for the maximum likelihood estimate. An algorithm for the implementation of 
the method, which uses an innovations decomposition to calculate the required likelihood, is provided 
by Melard [94]. In this work the optimisation is simply performed by inserting the routine into a 
NeIder-Mead simplex procedure [108]. If necessary, better speed and performance could probably be 
obtained using results presented by Burshtein [21], which allows both the likelihood and the likelihood 












Detection of targets with unknown 
location 
For some detection problems, the location of a candidate target in a sequence of observations may be 
known. In data communication across a synchronous channel, for example, the boundaries between 
successive symbols are precisely known: the start of the symbol may be triggered through a separate 
mechanism, or more commonly the source and receiver are synchronised and kept that way by a phase 
locked loop. One therefore knows exactly when a symbol is required to occur. It is then possible to 
gather a sequence of data which represents precisely one of a set of symbols, and to trivially apply an 
hypothesis test to it. In many respects the statistical formulation is perfect for this problem, and results 
in a powerful detector. 
Maintaining the communications application, the problem in the preceeding paragraph may be con-
trasted with the detection of asynchronous transient transmissions of particular symbols. An inter-
planetary space probe, as a simple example, might transmit a predetermined signal back to an earth 
receiver under some error condition. Since it is unknown when an error might occur, the receiver has 
to consider every time interval to potentially be carrying the known target transmission. In that sense, 
the location of the target transmission in the sequence of samples has to be considered unknown, and 
the test developed accordingly. 
The synchronous detection problem is in many respects contrived. Thus it will generally occur in 
situations which have actively been designed to be synchronous. Most naturally occurring problems 
seldom exhibit such synchronisation, and unknown location parameters need to be introduced in the 
modelling. The problem of detecting targets with unknown location is therefore an important one. 
Quite often the location parameter may not be entirely unknown. For example, in detecting instances 











to correspond to sea or water. Within this constraint, however, every possible location effectively 
needs to be tested for the presence of a ship. There may also be prior infonnation on the location 
parameter (ships are more likely to be found in shipping lanes), although this information can prove 
to be misleading in some applications (ships carrying contraband will perhaps not be using shipping 
lanes). 
In practice, from a computational perspective all data are discretised. If the sampling frequency 
is sufficiently greater than the dominant frequencies present in the target, then a small shift in the 
location of the target will not significantly alter the sampled signal. Thus the set of candidate target 
locations may almost always be considered finite. This suggests that detection may be perfonned by 
applying some appropriate operation at each possible location, and perhaps for each possible target. 
Such approaches have led to a collection of ad hoc detectors for dealing with the problem of detection 
with unknown location. 
For example, the use of the magnitude of the Fourier transform as a shift-invariant statistic is well 
known, and one sometimes sees it used in shift-invariant detection. However, because this statistic 
is not maximal, it is invariant to more than just translations. In fact, Hayes [56] has shown for the 
discrete case that, even if the equivalence class includes circular shifts, time reversal, and change of 
sign of the sequence, the statistic is not maximal. The result is suboptimality of any detector based on 
this quantity. 
Section 3.1 begins with a discussion of the generalised likelihood ratio test for the problem of de-
tecting targets with unknown location in noise with a known multivariate normal (MVN) probability 
distribution. Two different types of shifts are considered, namely linear and circular, corresponding to 
different problem fonnulations. 
Section 3.2 then presents the uniformly most powerful invariant (UMPI) test for the unknown circular 
shift case, in the event that the noise is MVN with a circulant covariance matrix. An invariance group 
is proposed for the problem, and is shown to be appropriate. A maximal invariant statistic is found, 
its distribution under each hypothesis calculated, and the resulting optimal invariant test derived. It 
is demonstrated that under an identity covariance matrix assumption this test can be simplified, and a 
method of prewhitening the more general problem is presented. 
The GLRT and the UMPI tests for the detection problem are then compared using simulations. Results 
are presented for detecting three different targets, each with three different energies, in white noise. It 
is seen that the UMPI is uniformly better than the GLRT, as it indeed must be. However, the difference 
is slight, lending justification for the use of the conventional GLRT solution to the problem. 
Where the earlier sections assume the noise covariance matrix known, Section 3.4 discusses the problem 
of detecting targets with unknown location in noise which is only partially known. The invariant 
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use in the invariant test, the estimates of the unknown noise parameters are required to be invariant 
to the same group of transformations as the detection statistic, and an invariant maximum likelihood 
estimation procedure is proposed for finding such estimates. The specific case of the noise covariance 
matrix being some unknown scaling of the identity matrix is discussed in detaiL 
Section 3.5 presents results comparing the performance of two detectors for this problem of a target 
with unknown location. The noise is assumed to be white, with unknown variance. The conventional 
GLRT solution, which assumes both the location and variance parameters unknown, is compared 
with the invariant GLRT which only assumes the noise parameter unknown. It is demonstrated using 
simulations that the invariant test is again superior to the GLRT, this time by a more significant margin. 
Section 3.6 concludes with some remarks concerning the implications of the results to actual detection 
problems. 
Finally, to resolve any confusion, it should be noted that the term "location" is often used differently in 
the statistics literature to the way it is used here. In particular, for reall-D random variables, "location" 
describes the position of the probability density along the real line. For example, if x : N[m, 0- 2], then 
m is refened to as a location parameter. 
3.1 GLRT formulation for circular and linear shifts 
In this section, the generalised likelihood ratio test (GLRT) is presented for the problem of detecting a 
known target with unknown location in MVN noise with known mean and covariance. Some ambiguity 
arises in the specification of the unknown location, however it is not apparent how targets which lie 
at the edges of the observation interval should be dealt with. One possibility is to assume that targets 
may translate completely out of the interval; an alternative is to assume that they wrap around at the 
edges. 
The two sections which follow deal with the GLRT for each of these instances in tum. It is demonstrated 
that, apart from a change in the definition of the candidate targets, the two cases may be identically 
formulated and lead to very similar tests. 
3.1.1 Formulation for linear shifts 
In principle, a sequence of measured real data may often be considered to be continuous and extend 
infinitely in both directions in time or space. For purposes of computation it is necessary to sample these 
data and restrict the observation interval. This restriction causes complications in the specification of 
the detection problem, in that a target may be present which is not entirely included in the observation 











Section 3.1: GLRT formulation for circular and linear shifts 
a useful representation. Probably the most reasonable way of dealing with this problem is to simply 
test for all possible instances of targets as they appear in the sampled data. Thus targets which appear 
at the edges of the observation interval are truncated, and are therefore less detectable. This truncation 
partially reduces the symmetry of the problem. 
Figure 3.1 depicts instances of a target at five possible locations in the sampled noise-free data. These 
Figure 3.1: Instances of five possible targets (Gaussian bumps) which may occur in the 
observed data interval. The targets differ in terms of their location, but targets near the 
edges are truncated. 
targets are said to be related by a linear shift in their location, which just means that they can translate 
out of the observation interval. Each of these instances have to be considered possible by the detector. 
For convenience and clarity, only the detection of I-D targets in signals is considered, although the 
extension to target detection in images is in principle trivial. Proceeding with the GLRT formulation 
for this particular unknown location problem, let the prototype target to be detected be represented by 
the column vector s. As discussed previously, with sufficiently close sampling only a finite number 
of possible instances of targets need be considered in the observation interval. Usually the candidate 
locations are then taken to be the sample locations themselves, although apart from convenience there 
is no need to require this. Assuming that k possible target-present situations may occur, the target 
instances may be represented by the elements of the finite set {sJ, ... , sd. Each element Sj is a 
linearly-shifted version of the prototype target s, where the shift is such that vacated elements of the 
vector are replaced with zeros. The example targets in Figure 3.1 will all be elements of this set. 
If the noise is assumed to have a multivariate normal distribution and the target and the noise are 
assumed additive, then the GLRT may be written as 
() I 
maxie[I,kj Pi (x) HI 
tOLRT X = n Z 1], 












Chapter 3: Detection of targets with unknown location 
where x are the observed data, Po(x) is the distribution of x under Ho, and Pi(X) is the distribution 
under HI with the target Si present. If the noise is N [m, C], this test is equivalent to 
tOLRT(X) = max {sTC-1(x-m) -1/2sTc-1Sd ~ 1J. 
i e[I,k] 80 
(3.2) 
Thus the GLRT is obtained by calculating sf c- I (x - m), comparing with the threshold 1J+ 1/2sf C- I Si, 
and deciding HI if exceeded for any i. 
The GLRT has one free parameter, 1J, which may be chosen to provide certain desired test characteristics. 
Because there is only one degree of freedom, the extent to which the test can be tuned to have any 
required properties is limited. A problem with including truncated targets into the target-present 
hypothesis is that the decision regions in the resulting test tend to become asymmetric with respect to 
the decision boundaries, particularly when targets have radically different energies. 
Figure 3.2 demonstrates conceptually the effects of such asymmetry on the GLRT decision regions for 
the simple case of detecting one of three targets in a two-dimensional observation vector. The targets 
are chosen to have energies which differ considerably from one another. The first diagram corresponds 
to the choice 1J = 0, with the noise distribution N[O, IJ. The second diagram corresponds to some 
fixed positive value chosen for 1J, under the same noise condition. It is evident that the choice of 1} has 
little effect on the portion of the decision boundary corresponding to the high-energy target S3. This is 
in contrast to the boundary related to s), which is highly dependent on 1J. 
Because the possible targets differ so significantly, one cannot hope to find a test which has performance 
which is independent of the unknown location parameter - the low energy targets are inherently less 
detectable than the higher energy ones. More significantly, perhaps, the marked differences in the 
targets also tends to indicate that no uniformly most powerful (UMP) test will exist for the problem. 
That is, it will not be possible to find a single test which can be said to be optimal in any respect for all 
possible values of the unknown location parameter. 
If the preceeding GLRT formulation does not produce a reasonable test for any choice of 1J, the only 
recourse (aside from deviating from the GLRT formulation) is to modify the set of candidate targets 
to be tested for. For the problem of detection of transient targets with unknown location, it may be 
reasonable to include only those targets which are completely contained in the observation interval. 
At the very least, this has the effect of making the energies of all candidate targets equal, resulting in 
greater similarity between the locations of the component decision boundaries with respect to changes 
in 1}. At the same time, however, it does introduce a mismatch between the assumed distributions and 













































(a) Case of I) = O. 
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Figure 3.2: Decision regions of GLRT for detection of three different targets in zero-mean 










Chapter 3: Detection of targets with unknown location 
3.1.2 Formulation for circular shifts 
In the previous section it was argued that by grouping targets which are fundamentally different from 
one another into the target -present hypothesis, the chances of there being a UMP test are reduced. The 
symmetry in the problem specification for the detection of targets with unknown location is restored 
if they are considered to wrap around the edges of the observation interval, rather than to shift out of 
it. A signal which is shifted in such a manner that it wraps around the edges of the interval is said to 
be cyclically (or circularly) shifted or permuted. Figure 3.3 depicts instances of four possible targets 
corresponding to different locations in the sampled data, under the assumption of such circular shifts. 
Figure 3.3: Instances of four possible targets (Gaussian bumps) which may occur in the 
observed data interval. The targets differ in terms of their location, and are assumed to 
wrap around the observation interval. 
From a mathematical perspective, a circular shift is quite natural for discrete signals on a finite intervaL 
This stems from the shifting property of the discrete Fourier transform: it is well-known that a circular 
shift in the discrete-time domain can be effected by multiplication in the discrete Fourier transform 
(DFr) domain [102]. The DFr can therefore be used for efficient implementation of circular convo-
lutions in discrete time. The relationship is analogous to linear shifts and linear convolutions with the 
continuous Fourier transform. 
For some problems the assumption that shifts are circular is completely valid from a modelling per-
spective. This is particularly true of man-made signals [42, 133]. For example, under some failure 
condition a piece of equipment may be designed send out a constantly repeating signal with a fixed 
and known period and predetermined waveform. A detector designed to recognise this condition will 
not know the phase of the transmitted signal, which has to be considered an unknown. If the signal is 
observed for an integer number of periods, however, an integer number of waveforms will be received 
under the failure assumption. The target waveform is therefore known exactly to within an arbitrary 
cyclic shift. Many other scenarios can be formulated where cyclic permutations are the natural method 











Section 3.1: GLRT formulation for circular and linear shifts 
In this section the GLRT is derived for the detection problem where the target is known only to within 
some cyclic permutation. Again the assumption is made that the noise is additive and multivariate 
normal. In principle the test is exactly the same as for the linear shift case, with the set of candidate 
targets taken to be cyclically-permuted versions of a prototype target. However, the equations can be 
simplified somewhat by introducing notation which is specific to the cyclic case. 
Continuing with the formal development, if the prototype target is the n-dimensional vector s then it 
is assumed that the possible targets which may be present are So, ... ,Sn-l, where 
and P is the cyclic permutation matrix, with 
p= 









This matrix has the property that premultiplying the column vector s by P cyclically permutes the 
elements one position downwards: 
0 0 1 SI Sn 
1 0 0 SI 
Ps= - (3.5) 
Sn-l 
0 1 0 Sn Sn-l 
Therefore premu1tiplying by the matrix pO will result in a circular shift downwards by () positions. Note 
that this transformation is reversible, so the matrix P is invertible. Thus it makes sense to consider the 
matrix po for () negative, which will just effect a cyclic shift of a premultiplied vector by 10 I positions 
upwards. Furthermore, if S is n-dimensional then the vector pns, which has been cyclically permuted 
n times, will be identical to s. 
If it is required to detect instances of such cyclically-permuted targets in MVN noise with mean m and 
covariance C, the GLRT is essentially the same as that of the previous section. However, there are now 
considered to be n possible targets, corresponding to elements of the set {pos, ... ,pn-l s}. Although 
cyclic shifts of greater than n positions are possible, they do not result in any new targets. Therefore 
the GLRT can be written as 
m) - 1/2sTp-eC-1pOs} ~ ry, 
HO 
(3.6) 
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further simplification can be made: 
(3.7) 
This stems from the result that for C persymmetric (which defines symmetry about the northeast-
southwest diagonal, and is true for both Toeplitz and circulant matrices), the relationship pkCp-k = C 
holds for all k [23]. 
Finally, a special case often of interest is that of detection in white noise, where C = 0'21. Under these 
conditions the test becomes 
1 T } HI -s S Z rJ. 
2 HO 
(3.8) 
The first term on the left of the test inequality is simply the inner product between the observation 
x - m and some cyclic permutation of the target s. Furthermore, it is apparent that the statistic 
maXIJE[O,n-l] (pBS)T (x m) is sufficient for the decision process. 
3.1.3 Discussion 
In both tests presented, selecting the value of rJ based on required detection or false alarm rate criteria 
generally has to be performed by simulation or by calculations performed on actual data samples, since 
the distribution of the test statistic tOLRT(x) does not have a simple closed form. This is true even in 
the case of detection in white noise with known variance. The same observation applies in the task of 
assessing test performance. 
The two tests presented represent different assumptions on the candidate targets which may be consid-
ered present in the observation. Clearly when circular shifts are assumed, the problem formulation no 
longer accurately represents a situation where continuous data are sampled and windowed. Nonethe-
less, it can be argued that the differences between the linear and circular shift case are small, particularly 
when the observation interval is long and the targets are transient. The differences in the problem spec-
ifications then only occur near the edges of the data interval. 
Irrespective of the precise formulation used, a question remains of how good the GLRT solution is 
to the unknown target location detection problem. One way of addressing this issue is to compare 
the performance of the GLRT to a simple detector which assumes that the target location is precisely 
known. This is sometimes referred to as a clairvoyant detector. The comparison then has to be made 
for each possible value of the location parameter, since in general the power of the test will differ 
for targets at different locations. For all values of e the detector which "knows" the location of the 
possible target will outperform the GLRT, since it is the optimal solution for what then amounts to a 











Section 3.2: UMP cyclic permutation invariant detection 
since the problem of detection when the target location is known is fundamentally different from that 
of the location being unknown. 
To make a reasonable assessment of the performance of the GLRT, therefore, an alternative formulation 
is required. In the section which follows, it is demonstrated that when the noise has a circulant 
covariance matrix (of which white noise is a special case), a uniformly most powerful invariant (UMPI) 
test exists for the problem of detecting a target known only to within some arbitrary cyclic permutation. 
This test is optimal in the Neyman-Pearson sense out of the class of all tests which are cyclic permutation 
invariant. Since the GLRT derived for the same problem is also invariant to cyclic permutations, its 
performance is necessarily worse than that of the UMPI test for every value of the unknown location 
parameter. By comparing the performance of the two tests it is therefore possible to ascertain the 
degree to which the GLRT is sUboptimal. 
Using this approach the tests may only be compared quantitatively under the assumption that shifts 
are circular, and for certain values of the noise covariance matrix. Nevertheless, if the GLRT performs 
well under these particular conditions, it may reasonably be expected that it will perform well under 
most conditions with shifts defined differently. This conclusion becomes more valid as transient targets 
become shorter and observation intervals longer. In essence, insofar as the problems of unknown linear 
shifts and unknown cyclic permutations of the target are similar, a comparison under these restricted 
conditions can provide an indication of the performance for the related cases. 
3.2 UMP cyclic permutation invariant detection 
This section presents a derivation of the uniformly most powerful invariant test for detecting a target 
which has an arbitrary and unknown cyclic permutation. An invariance condition is imposed on the 
testing problem to eliminate the dependence on the unknown shift parameter. The required invariance 
that is imposed on the hypothesis test is reasonable for the structure of the problem, so the resulting 
optimality is strong. The application of cyclic permutation invariance to the unknown target location 
problem appears to be unique, so the derivation is presented in detail. 
As with the presentation for the GLRT, it is assumed that n samples of data are observed, represented 
by the vector x. Furthermore, it is assumed that any targets which may be present are observed in zero-
mean additive noise with a known circulant covariance matrix a more general case of the covariance 
matrix having certain unknown parameters is discussed in Section 3.4. The noise component n is 
therefore assumed to be distributed according to N[O, C], with C circulant. Under hypothesis Ho the 
distribution of x is N[O, q. Under hypothesis HI some cyclically-permuted version of the prototype 
target signal s is added to the noise samples, where the order of the permutation is considered completely 
unknown. Thus under HI the distribution of x is N[PI-l s, q for some e. The shift parameter e is an 
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value from 0 to n - 1. 
A UMP test does not exist for the problem described here. If such a test existed, it would have to 
perfonn just as well as if the target location was known, which is clearly unreasonable. There is 
however a very natural equivalence class for the problem. An invariant test formulation therefore 
applies in this instance. Furthermore, a test which is UMP within the restricted class of invariant 
tests can be found. In the remainder of this section the invariance of the hypothesis testing problem is 
discussed. A maximal invariant statistic is found, and its distribution calculated under each hypothesis. 
The optimal invariant test is then formulated, and finally a link is provided between detection in white 
noise and detection in noise with an unknown circulant covariance matrix. 
3.2.1 Invariance of the hypothesis testing problem 
For the problem of detecting a target with unknown circular shift in white noise (or in general in any 
noise with a circulant covariance matrix), it is reasonable to require that the same decision be made for 
arbitrarily cyclically-permuted instances of any given observation. For example, a test should produce 
the same result for all three observations in Figure 3.4. 
Figure 3.4: Three equivalent observations under cyclic permutation invariance. An in-
variant detector should make the same decision regardless of which instance is observed. 












Section 3.2: UMP cyclic permutation invariant detection 
This places an equivalence on the observations {pox, ... ,plI-IX}, which is natural on account of 
the symmetry of the elements of the observations under each hypothesis. Thus the observations 
(Xl, ... ,XII_I,Xn) == (Xn,Xj, ... Xn-I) == ... == (X2, .. · ,Xn,Xj) are all considered equivalent by the 
detector. By the way the hypothesis testing problem has been formulated, enforcing this equivalence 
is in no way restricting the form of the test. 
The testing problem can be seen to be invariant to the group g. Consider the distribution of the 
observation x under each hypothesis: in both cases x is MVN with covariance matrix C. Under Ho the 
mean is 0, and under HI it is one ofthe elements of the set{Pos, ... ,pn-l s}. An element gk(X) = pkx 
of the group g now represents a linear transformation of x. The distribution of y gk (x) is therefore 
N[pk Ex, pkC(pk)T], where Ex is the expected value ofx. Noting that (pk)T = pn-k = p-k and that 
pkCp-k = C for C persymmetric, 
(3.10) 
Thus under Ho the mean of the transformed vector y is 0, and under HI it is an element of the set 
{pkpOS, ... ,pkpn-ls} {p°s, ... ,pn-ls}. The transformation gk therefore preserves the form of 
the distribution, and retains the partition of the parameter space under each hypothesis. Since this 
conclusion applies to all elements g E g, the hypothesis testing problem is invariant-g. 
3.2.2 Maximal invariant statistic for the problem 
To find invariant tests, it is useful to find a maximal invariant statistic for the problem. This is a statistic 
which has the required invariances, but which also manages to retain the maximum amount of useful 
information contained in the observation regarding the decision process. One such statistic can be 
obtained by defining P max (x) to be that function which cyclically permutes the elements of x until the 
element with the maximum value is in the first position of the vector. Note that for the distributions 
being considered here Pr{xi = X j} = 0 for i =1= j, so the maximum element of x will be unique with 
probability 1. 
The statistic P rna, (x) is invariant to the group g: since one of the elements of x is always maximum 
and elements of g simply permute the observation x cyclically, Pmax[g(x)] = Pmax[x] for all g E g. 
Additionally, for the same reasons, the condition P max[g(Xj)] = p max [g(X2)] means that Xl and X2 must 
be related to one another through a cyclic shift, so X2 
p max ( x) is maximal. 
g(XI) for some g E g. Thus the statistic 
As explained by Lehmann [87] or Scharf [119], the significance of this result is that only functions of 
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3.2.3 Distribution of the maximal invariant statistic 
The method described by Hogg and Craig [62, p. 142] in relation to order statistics provides a means 
of determining the distribution of the maximal invariant. Firstly it is reasserted that two elements of 
x are equal with probability zero, so the joint probability density of x can be defined to be zero at all 
points which have at least two of their coordinates equal. The set A where the probability density of 
x is nonzero can therefore be partitioned into n mutually disjoint sets: 
(3.11) 
Thus Aj is the set of all points in ~n which have no elements equal, and have Xj as their largest element. 
Consider the function y = Pmax(x). This defines all transformation of each of AI, ... , An onto 
the same set B, where it so happens that B = AI. For points in A, the transformation y Pmax(x) 
cyclically permutes the elements of x upwards by i 1 positions. Thus the inverse function is 
(3.12) 
which simply rotates them back downwards by the same amount. 
Letting J j be the determinant of the Jacobian of the inverse transformation corresponding to A, it can 
be seen that 
(3.13) 
By the structure of pi-I, it is always possible to obtain an identity matrix by means of a number of 
row exchanges. Thus it must be the case that J j = + 1 or J j = -1. Denoting the probability density 
of x by fAx), the results of this section can be combined to yield the probability density fy(y) of 
y P ma,(x) [62, p. 143]: 
Yl max(Yl, ... ,Yn) 
(3.14) 
otherwise. 
This expression can finally be used to find the distribution of the maximal invariant statistic under each 
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Therefore the distribution of y = P max (x) is 
Yl = max(Yl, ... ,Yn) 
otherwise. 
(3.16) 
Once again using the relation (pk ) T = p-k , and noting that if C is persymmetric then C-1 is also 
persymmetric, this can be simplified to 
Yl = max(Yl, ... ,Yn) 
otherwise. 
(3.17) 
When HI is in force, the situation is slightly more complex: now the mean of the observation takes 
some value in the set {pes, e = 0, ... ,n I}. The probability density ofx is therefore 
(3.18) 
where e is some integer in the range 0 to n - 1. Substituting into the expression for fy(y) gives 
Yl max(YI, ... ,Yn) 
(3.19) 
otherwise. 
The first case in this expression needs to be looked at in more detail: for the condition Yl = 
max(Yl, ... , Yn), 
n-l 
fy(y) (2Ji)-n/2Iq-l/2 L 
k=O 
n-1 
(2Ji)-n/2Iq-l/2 L e_!<y_pe-kS)TC-1(y_pO-kS) , 
k=O 
(3.20) 
where once again the persymmetry of C has been used. Noting that the summation in this final 
expression is over terms corresponding to all unique cyclic permutations of s, it must be the case that 
n-l n-l 
'""" _~(y_pO-kS)TC-l(y_pO-ks) _ '""" -i(y_pIS)TC-1(y_pls) 
L..Je - L..Je . 
k=O 1=0 
Thus the density of y under HI is 
60 
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Finally, a form that is sometimes useful is 
Yl = max(Yl, ... , Yn) 
(3.23) 
otherwise, 
where use has been made of the relation p-l C-1 = C- I p-I . 
Under both cases the density of the maximal invariant is independent of the unknown parameter e. Thus 
the unknown permutation parameter has been removed from the problem by the invariance requirement. 
3.2.4 Optimal invariant likelihood ratio test 
Once the observation x has been mapped onto the corresponding maximal invariant statistic, a simple 
likelihood ratio test can be performed on this quantity. The likelihood ratio for the problem is 
ley) 
(2n)-n/2IQ-l/2e-!(yT e-1y+sTe-1s) L7':-~ esTe-lp-ly 
n(2n )-n/2IQ-I/2e -!yTC-1y 
n-l 
1 -lsTe-ls,\", sTC-1p-ly 
-e 2 ~e . 
n 1",,0 
The log-likelihood ratio is therefore 
L(y) = 
n-l 
1 TIL TC-1p-1 Inn - -s c- s + In eS y 2 . 
1=0 
The best invariant test is to compare this ratio to a threshold 1], and decide HI when exceeded: 
11-1 






This test is uniformly most powerful out of all tests which share the same invariances. Thus no other 
test which is invariant to cyclic permutations of the observations can perfoon as well, regardless of the 
value of the unknown parameter e. Since the invariance is a perfectly reasonable one for the problem, 
the test may be considered optimal. 
It is worth noting that the estimation of the parameter e is explicit in the GLRT of Equation 3.7. Thus 
the most likely location of the detected signal is also provided by that test. For the UMPI test, however, 
the dependence on the parameter is completely eliminated by the invariance condition. At no point 











Section 3.3: Comparison of GLRT and UMPI tests 
3.2.5 Prewhitening in the invariant detection problem 
The previous results were based on detection in a zero-mean additive Gaussian noise environment. For 
the special case where the noise is white and the elements identically distributed, C = I. In this case 
the UMPI test simplifies to 
n-l 
""' Tp-l III T In L.,; eS Y ~ 1] + In n + 1/2s s. 
[=0 IlO 
(3.27) 
It may be observed that the test in Equation 3.26 may be written in the form 
n-l 
In L esTc-l/2c-I/2p-ly ~ 11 + Inn + 1/2sTC-I/2C-I/2S 
1=0 IlO 
n-l 
==} In L e(C- I /2s)Tp-I(C- 1/ 2y) ~ 1] + Inn + 1/2(C-1/2S)T (C-1/ 2S), 
1=0 IlO 
(3.28) 
where use has been made of both the symmetry and persymmetry of C-1 , and the consequent symmetry 
and persymmetry of C-1/ 2 • This may be seen to be precisely the test for the case of detection in white 
noise given in Equation 3.27, using instead the whitened target C- I/2s and the whitened observation 
C-1/ 2y. 
Finally, it is noted that the components of a random vector with a circulant covariance matrix can 
be diagonalised by means of the discrete Fourier transform. That is, it is generally possible to find 
both C-1/ 2S and C-1/ 2y using the DFT. This can provide a fast method of calculating the required test 
statistic in the general case of the covariance matrix being circulant. 
3.3 Comparison of GLRT and UMPI tests 
The UMPI test presented in the previous section is optimal for the problem of detecting targets with 
unknown cyclic permutation in noise with zero mean and a known circulant covariance. This condition 
is even stronger than that of a stationary constraint, which only requires that the covariance be Toeplitz. 
It has been argued that this optimal test for cyclic shifts is useful from the point of view of assessing 
the extent to which the GLRT for the same problem is suboptimal. That is, if the GLRT performs well 
for the case of cyclic shifts and circulant covariances, then it may be expected to work well for shifts 
defined differently and more general covariance structures. No optimal test exists for these cases, 
but they are sufficiently similar to the UMPI test problem for general comparisons to apply. This 
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the unknown cyclic permutation detection problem. 
The UMPI test statistic for the circulant detection problem involves calculating the sum of the elements 
of the set {eSTC-lp-\ l = 0, ... ,n I}. Each of these elements has a lognormal distribution, since 
the exponents are each normally distributed. Furthermore, since the exponents are correlated, the 
lognormal elements are dependent on one another. 
A closed-form solution does not exist for the distribution of the sum or logarithm of the sum of indepen-
dent lognormally distributed random variables. There is a fair bit of literature on the subject of finding 
approximate distributions, however [7]. The standard approach is to assume univariate lognormality 
of the sum, and estimate the parameters using a moment or cumulant matching approach [66, 122]. 
The general case of the lognormal variates being correlated seems similarly intractable, although the 
same approaches for approximating the distribution seem to be applicable [54, 1]. 
For purposes of assessing the performance of the hypothesis test, a problem with this approximation 
approach is that it is not certain under which conditions it is valid and accurate. Any apparent insights 
gained into the performance of the test therefore have to be confirmed as a matter of course. Fur-
thermore, attempting to determine the conditions under which the approximations apply is not trivial, 
particularly with the large number of different combinations of correlations between the elements of 
the sum. In the interests of simplicity and accuracy, therefore, the test performance is assessed directly 
using statistical simulations. 
Similar observations can be made with regard to the distribution of the GLRT statistic. In this case the 
component of the test which depends on the observation is given by maXtlE[O,II-l] (ptlS)TC-1X. Under 
Ho, with x : N[O, C], an assessment of the performance of the GLRT therefore involves finding the 
distribution of the maximum of the set of correlated normal random variables. As in the case of the 
UMPI test, the distribution of the test statistic has no simple closed form. Once again it therefore seems 
reasonable to quantify the performance of the test based on direct simulation. 
The required simulations can be performed very efficiently on account of the fact that the primary 
components of the detection statistic may be calculated using the DFT. It is therefore possible to make 
performance assessments based on large numbers of generated samples, ensuring accurate results. 
The remainder of this section provides a comparison between the GLRT and the UMPI tests for the 
problem of detecting the basic targets shown in Figure 3.5. Various scalings of these targets are 
considered, corresponding to energies of 2, 4, and 8. In all cases, the additive noise is comprised of 64 
uncorrelated samples of zero-mean Gaussian noise with unit variance. In terms of method, there is no 
loss of generality in assuming uncorre1ated noise, since the prewhitening transformation may always 
be used to cast the problem into this form. In that case all that is required is to modify the target signal 
to be analysed. 
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Figure 3.5: Unit energy test targets used in Monte-Carlo simulations: the targets are 
sampled Gaussian functions centred on 32, with standard deviations of 1, 4, and 8. 
8. In each case the distribution to the right corresponds to H j • These histograms were generated using 
2S000 noise samples and SO bins. Note that the curve styles in the plot correspond directly to those 
used for plotting each of the targets in Figure 3.S. 
The test performance is not apparent from the histogram plots under the various hypotheses. To 
demonstrate this information, Figure 3.7 shows receiver operating characteristic (ROC) curves for the 
various target detection scenarios. The first plot demonstrates the relative performance of the two tests 
for the three targets in Figure 3.5, under the condition that they have been scaled to have an energy of 2. 
The remaining two plots show similar results for targets scaled to have energies of 4 and 8 respectively. 
Since the GLRT and UMPI test are both invariant to cyclic permutations and the latter is UMP in this 
class, it exhibits uniformly better performance than the GLRT in all cases. 
It is clear from the plots that the difference in performance between the tests is marginal for the cases 
which were analysed. A closer inspection of the results indicates that the difference does however 
depend on the properties of the target being detected: 
• The difference in performance between the GLRT and the UMPI test becomes smaller when the 
energy of the target to be detected becomes higher. This may be attributed to the fact that the 
target location estimate used in the GLRT improves under these conditions, resulting in better 
relative performance. 
• The difference becomes smaller as the targets become less localised. That is, the performance 
of the GLRT is better relative to the UMPI test for the case of detecting target 3 in Figure 3.S 
than for target 1. A possible explanation is that for the wider targets the location estimate used 
in the GLRT is less important, with errors having less effect on the overall test. 
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Figure 3.6: Distributions of the GLRT statistic and UMPI statistic under both Ho and HI 
for each of the targets tested. The targets were rescaled to have an energy of 8. 
analysed. The conclusion that may be drawn is that the GLRT is effective for dealing with the problem 
of detecting a transient target with unknown location in additive Gaussian noise. This observation 
becomes especially true when shifts are defined circularly, and the noise covariance is circulant. 
3.4 Cyclic permutation invariant detection with additional nuisance pa-
rameters 
Up to now, the results in this chapter have assumed the noise distribution to be completely known. 
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Chapter 3: Detection of targets with unknown location 
Often there may be other nuisance parameters defining the noise process. These parameters have to be 
dealt with by the test, usually through some estimation procedure. The GLRT, for example, estimates 
all the unknown parameters under each assumed hypothesis by maximising the associated likelihood. 
The likelihood ratio is then taken to be the ratio of the maximised likelihood under each hypothesis. 
In general the nuisance parameter estimates will be different under each assumed hypothesis. 
The results of the previous section demonstrate that instead of estimating unknown parameters, it may 
be more effective to eliminate them from the problem using an appropriate and sensible invariance 
criterion. For the specific cases discussed, the resulting test has a greater power, and is therefore 
preferable. In this section the invariance approach is extended to the case where additional unknown 
parameters are present in the distributions. 
In general it will not be possible to eliminate all nuisance parameters by imposing absolutely reasonable 
equivalence classes onto a problem. However, some of the parameters may still be dealt with in this 
manner. For example, if it is required to detect targets with unknown location in white noise with 
unknown power, the location parameter may still reasonably be eliminated by requiring invariance to 
cyclic permutations, as discussed in the previous section. The noise power represents an unknown 
parameter which is not removed by the invariance condition, however, and some alternative method of 
dealing with it has to be adopted. 
The invariant hypothesis testing framework introduces the possibility of making invariant estimates 
of these remaining nuisance parameters under each hypothesis. That is, estimates are used which 
are invariant to the same group of transformations that have been deemed reasonable for the testing 
problem. The reason for requiring this is so that the resulting test is indeed invariant to the group 
operation. One way of arriving at such estimates is to find the parameter values that maximise the 
likelihood function of the maximal invariant statistic under each hypothesis. Because these estimates 
are based on the maximal invariant, they are clearly invariant to the required transformation group. 
Additionally, because of the maximality property of this statistic, as much valid information as possible 
regarding the unknown parameters is incorporated into the statistic. 
In practice, if such invariant maximum likelihood estimates are used, then the resulting test is equivalent 
to performing the GLRT on the maximal invariant statistic. The distribution of this statistic may already 
be independent of some of the nuisance parameters (through the action of the invariance class), but in 
general it may still depend on other unknowns. Formally, suppose an invariant problem formulation 
admits a maximal invariant statistic y, which has a density PHo(yI80) under Ho and PHI (yI8 1) under 
HI. The parameters 00 are those parameters which are not eliminated from the distribution of y under 
Ho, and 8 1 are the parameters which remain under HI. If each of the parameter vectors are permitted 
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is given by 
(3.29) 
The invariant maximum likelihood estimates of the nuisance parameters under each hypothesis are 
those values that maximise each invariant likelihood function. 
Any estimate which is based purely on the value of the maximal invariant statistic is guaranteed 
to be invariant. Thus the use of maximum likelihood estimates represents only one possibility of 
many. In principle, any preferred nuisance parameter estimate could be made, and substituted into the 
relevant invariant likelihood ratio. The maximum likelihood estimates, however, are convenient from 
a computational perspective, and from the point of view of detection are familiar from the role they 
play in the GLRT. 
In the section which follows, details of an invariant formulation are presented for the problem of 
detecting a known target with unknown circular shift in certain instances of parametrically-known 
noise. The unknown location parameter is effectively eliminated by requiring cyclic permutation 
invariance in the solution. The covariance matrix of the noise is assumed to be circulant, but depends 
on unknown parameters which have to be dealt with by the test. These parameters are estimated by 
maximising the invariant likelihood function of the maximal invariant statistic under each hypothesis. 
The specific case of the noise covariance being some unknown scaling of the identity matrix is then 
discussed in detail. It is demonstrated that cyclic permutation invariant estimates of the unknown noise 
power can be made under each hypothesis, by maximising the related invariant likelihood functions. 
The ratio of the likelihood values taken on by these functions then constitutes an invariant test statistic, 
which can be compared to a threshold in the usual manner. Finally, the performance of this resulting 
test is compared to the standard GLRT for the problem, where both the location parameter and the 
noise power are assumed unknown, and no invariance condition is imposed. 
3.4.1 Invariant estimation of certain circulant covariance matrices 
In this section the equations determining the cyclic permutation invariant maximum likelihood estimate 
are derived for the problem of estimating unknown covariance matrix parameters. As with the invariant 
detection problem, for the invariant formulation to apply the problem has to exhibit some specific 
structure. It is therefore assumed that the covariance matrix is circulant, although some of its parameters 
are unknown. 
If C is full-rank and positive definite, then it can always be expressed in the form C = A1:AT , where 
A is unitary, and 1: diagonal and positive definite. A special property of circulant matrices is that this 
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for the complex case A may be taken to be the unitary DFT matrix. Thus there exists a known matrix 
A such that AT CA is diagonal for every circulant C of interest. 
A sample x from an assumed N[p8s, C] process is available on which to base the covariance estimate. 
As explained, the covariance matrix C depends on certain unknown parameters. The class of problems 
considered here involves the case where the unknown parameters of C may be expressed directly 
in terms of the diagonal elements of AT CA = L. In this instance, C is completely specified by 
the diagonal elements of L = diag(at, ... ,a,~), so C may be considered to be a function of these 
elements. 
The covariance parameter estimate is required to be invariant to the group of transformations g de-
fined in Equation 3.9, namely that of cyclic permutations of the elements of the observation vec-
tor. As shown in Section 3.2.3, the vector y = p max (x) is a maximal invariant for this class, and if 
N[p8 S , C(af, ... ,a;)] then 
n-l 
fy(y) = (2n)-n/2IC(al,··· ,0'';)1-1/ 2 L e-~(y-pls)TC(uf,···,o})-I(y_pls) (3.30) 
1=0 
for Yl = max(Yl, ... ,Yn)' The invariant likelihood function under the target present assumption is 
therefore given by 
n-I 
L = -n/21n(2n) - 1/21n IC(al, ... ,0'';)1 + In L e-1(y-pls)TC(U[, ... ,a;)-l(y_pls). (3.31) 
1=0 
Using the decomposition for C and adopting the notation ZI = AT (y - piS), this likelihood may be 
written as 
n-I 
L = -nj2In(2Jl') 1j2ln ILl + In L e-!(y-pls)T AI;-IA(y-p1s) 
[=0 
n n-I 
-nj2In(2n) Ij2ln n af + In L e-1zTI:-lz,. (3.32) 
k=l 1=0 
Finally, denoting by zI(k) the kth element of the vector Z[, this invariant likelihood may be written as 
n n-l I n 
L = -n/21n(2n) 1/2 Llnaf + In L e -2 Lk=l (3.33) 
k=l [=0 
To arrive at the invariant MLE of the covariance matrix, it is required to maximise this likelihood with 
respect to the parameters a'f, ... , a;, subject to any desired constraints on these elements. 
The expression for the invariant likelihood may be maximised under several conditions on the elements 
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known and independent, which corresponds to the assumption that the noise is circulant, but otherwise 
completely unknown. A necessary condition on the invariant MLE is then that the derivative d L / dol 
be identically zero for each i, which leads to n simultaneous equations with n unknowns. The equations 
are not easily solved, however, since the desired parameters are implicit in the equations. 
A simpler case involves the assumption that a sample is provided from a N[Pris, a 2I] process, where 
e and a 2 are assumed unknown. Through the action of the invariance class, a maximal invariant is 
obtained which is independent of (). However, it is still required to make an invariant estimate of the 
parameter a 2, which parameterises the unknown component of the covariance matrix. It is easy to 
see that this scenario corresponds to the choice of A = I in the previous discussion, along with the 
condition that at = ... = a,~ = a2 in the diagonalised matrix. 
Under these conditions, the invariant likelihood function simplifies to 
n-l 
17 n ~ 
L = --In(2rr) - -In(a2) + In L.. e 





A necessary condition on the invariant maximum likelihood estimate 0- 2 of the noise power is that 
(3.35) 
This yields the condition 
(3.36) 
which can be solved using numerical techniques. 
3.4.2 Invariant detection using invariant estimates of nuisance parameters 
Once the invariant estimates of the nuisance parameters have been found, they can be substituted 
into the invariant likelihood function, and the maximum likelihood value obtained. The ratio of the 
maximum likelihood under each assumed hypothesis may then be used as a test statistic. 
Consider the case of invariant covariance matrix estimation discussed in the previous section. To use 
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required. These estimates can be used in the invariant likelihood ratio statistic, which is then given by 
t(y) = maxc PHI (ylc) , 
maxc PHo(yIC) 
(3.37) 
where the maximisation is implied to be over the class of circulant covariance matrices which are 
considered valid for the problem. If the invariant maximum likelihood estimates of the covariance are 
Co under Ho and CI under HJ (that is, these are the values that maximise the invariant log-likelihood 
of Equation 3.31), then the resulting test statistic is 
(3.38) 
The log-likelihood ratio is therefore 
n-J 
lnt(x) -1/2In ICd + In L (3.39) 
1=0 
The suggested detector is therefore to take the observation x, calculate the maximal invariant statistic 
y, make invariant estimates of C under each hypothesis using y, and apply the test 
H! 
Int(y) ~ 11 (3.40) 
HO 
to the results. 
A convenient simplification once again arises when the noise covariance is assumed to be some unknown 
scaling of the identity matrix. The noise power a 2 then represents an unknown parameter. Under Ho, 
the invariant MLE of the variance parameter is simply aJ = l/nyT y. Under HI, the relation provided 
in Equation 3.36 may be used to make a corresponding invariant estimate of af. 
Under the assumption that Co aJI and C1 = afI, the log-likelihood ratio in Equation 3.39 becomes 
Int(y) = -n/2 In aJ 
The terms STp-1 y in this test statistic are again the elements of the circular convolution between the 
target s and the maximal invariant y. Also, since yT y xT x and 
n-I I sTp-1v n-l I sTp-1x 
,,~ J ,,:0 
Le"! = Leal , (3.42) 
1=0 [=0 
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3.5 Performance of GLRT with invariant estimates 
In this section perfonnance results are presented for the problem discussed previously, namely that of 
detection of a known target with unknown location in noise with unknown power. It is assumed that 
the noise samples are independent and identically distributed, so the covariance matrix of the additive 
noise process is some unknown scaling of the identity matrix. 
Equation 3.41 in the previous section provides one test statistic for this problem. As explained, the test 
is based solely on the maximal invariant statistic y P max (x) for the problem, both in terms of the test 
statistic formulation and the invariant estimation of the unknown parameters. As has been mentioned, 
the resulting test is precisely the same as performing the GLRT on the maximal invariant statistic. For 
this reason, the test is referred to as the invariant GLRT. Summarising, the invariant GLRT is given by 
(3.43) 
where a-g = l/nyT y and &1 is determined using the relationship in Equation 3.36. 
The invariant GLRT is a somewhat unorthodox solution to the detection problem with unknown nui-
sance parameters, and makes explicit use of an invariance group in its formulation. A more common 
approach to the problem would simply be to consider both the parameters e and cr2 unknown, and use 
the standard GLRT test on the resulting problem. This leads to the test statistic 
(3.44) 




The denominator is maximised for &g = l/nxT x. Substituting into the test statistic and taking the 
logarithm yields the resulting GLRT: 
-nj21n(2n&1) + nj2In(2n&g) ~ "fl 
HO 
(3.47) 
It is this test to which the invariant GLRT of the previous paragraph is to be compared. Note that this 











Chapter 3: Detection of targets with unknown location 
cyclic permutations of their arguments. However, the resulting estimates do not maximise the invariant 
likelihood function. This test is therefore referred to simply as the standard GLRT for the problem. 
Figure 3.8 shows distributions of the log-likelihood ratio of each of these tests for the problem of 
detecting the targets shown in Figure 3.5 in white noise with unit variance. The targets were scaled to 
0.31---,------.---,---r---,---.--~==:::=!===::::!:===:!;l 
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Figure 3.8: Distributions of the GLRT statistic and invariant GLRT statistic under both 
Ho and HI for each of the targets tested. The targets were rescaled to have an energy of 
8. 
have an energy of 8 before the test statistics were calculated. In all cases the location of the target (in 
terms of cyclic shifts) is assumed unknown, as is the noise variance. Note that these results may be 
compared directly with those of Section 3.3, since the same targets are used and the noise variances 
are actually equal. Thus the differences between the results in this section and those of Section 3.3 











Section 3.6: Concluding remarks 
The ROC curves for both the GLRT and the invariant GLRT are shown in Figure 3.9, again for the 
targets shown in Figure 3.5. The amplitudes of the targets have been rescaled to result in energies of 
2,4, and 8 for each plot in the figure. In each case the invariant GLRT can be seen to outperform the 
standard GLRT, in some cases by quite a significant margin. The difference is more pronounced for 
shorter duration targets. 
The reason for the better pelformance of the invatiant GLRT relative to that of the standard GLRT can 
be attributed to the action of the invariance condition on the problem. The invariance has effectively 
eliminated the unknown location parameter, which no longer has to be estimated from the data. This 
reduces the uncertainty in the calculated test statistic, thereby improving the performance. 
3.6 Concluding remarks 
The results of this chapter partially validate the use of the GLRT for detecting targets with unknown 
location in noise. For known noise parameters, the detection statistic for this test simply involves 
the calculation of the set of inner products (SiC-IX, . .. ,SIC-IX}, where x are the observed data 
and SI, ... ,Sk are shifted versions of the prototype target which may occur in the data. The GLRT 
compares the maximum value of this set to a threshold, and a decision of HI is made if exceeded. 
As shown in this chapter, the GLRT is not optimal for this problem. Unfortunately it is not possible 
to assess the extent of its suboptimality for all possible detection cases, but such an assessment can 
indeed be made under the assumption of circular shifts and circulant covariances. For this case an 
optimal UMPI test can be derived, which is most powerful in the class of all tests which are invariant 
to cyclic permutations of the data. When this UMPI test is compared with the GLRT, the performance 
difference is seen to be negligible for some common targets. 
It must be emphasised that the tests presented are only appropriate for testing the possible presence of 
a single target in the observed data. The presence of multiple targets could be dealt with in an ad-hoc 
capacity using the proposed tests as a basic structure, but complications may arise if this approach is 
adopted. The most serious difficulty in this regard is the estimation of the number and relative location 
of targets present, which is required for meaningful detection to take place. A better approach is to 
develop explicit models for the multiple target situation, and derive the GLRT accordingly. 
For detecting a target with unknown location in a long sequence of data, it is common to slide a 
window across the sequence and perform some predetermined detection operation at each point. For 
transient targets with limited duration, this results in a set of values which are usually designed to 
become larger as the likelihood of a target being present increases. The GLRT formulation supports 
this implementation method insofar as the test statistic is concerned, although the selection of the 
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through statistical analysis procedures. 
Also demonstrated in this chapter are ways in which an invariance formulation can be applied to de-
tection problems where additional nuisance parameters are present. The use of an invariance subspace 
to eliminate some of the parameters has been proposed, with invariant estimates being made of those 
parameters which are not eliminated via the invariance condition. It has been shown that even if the 
invariance constraint does not eliminate all the parameters, better test performance is nevertheless 
obtained through partial parameter elimination. The conclusion may be drawn that if a reasonable 
invariance group exists for a problem, then detection performance will benefit by transforming the data 
to a maximal invariant. Such a transformation can entirely eliminate unwanted parameters, which then 












Subspace invariance in detection 
When considering use in practical situations, certain statistical models have significant advantages 
over others. These advantages can take the form of easy and convenient model description, efficient 
parameter estimation, and closed-form solutions for specific applications. 
This is particularly true of the assumption of a Gaussian probability density. It can be specified 
using a relatively small number of simple parameters, which are often easily estimated and have well-
documented sampling distributions. The assumption of a normal distribution often leads to linear 
models which are completely specified by first- and second-order statistics, resulting in desirable 
computational properties. 
In some cases it is possible to relax the rigidity of a convenient assumption without completely compro-
mising the resulting simplicity. For example, the autoregressive integrated moving average (ARIMA) 
models of Box, Jenkins, and Reinsel [15] extend the validity of conventional ARMA modelling to 
nonstationary random signals by means of a simple differencing operation. This presents very little 
added complexity in terms of theoretical analysis and practical implementation, but opens up a whole 
new range of applications in which ARMA models can be used. 
In this section an alternative method of relaxing or extending a preferred statistical characterisation is 
presented. The application of the ideas is with regard to simple detection of a known target in noise. 
A nominally MVN random process is used for modelling the noise, although in principle the ideas 
are not restricted to this case. In particular, the situation is discussed where each noise observation is 
assumed to be a realisation of a random process which is only valid within a restricted linear subspace 
of the original observation space. The complementary portion of the observation is assumed either to 
have been corrupted by unknown interference, to not be conducive to simple statistical modelling, or to 
exhibit statistical behaviour that differs from the assumed distribution. Although these situations lead 












The first case considered is that of subspace interference. Here it is assumed that there is an underlying 
process z generating samples on which it is required to perform detection, but that these samples are not 
directly observable. Instead, samples of the form x = z + VIC are observed, where C is an unknown 
deterministic parameter. Thus there is an additive interference component VIC corrupting the data 
observation. It is easy to show that the interference necessarily lies in the subspace (V I} spanned by 
the columns of V I. This is a linear subspace of the original observation space, and is referred to as the 
interference subspace. 
A property of the subspace interference formulation is that successive or separate observations are as-
sociated with different values of the interference parameter c. Thus, apart from the subspace constraint, 
nothing is known about the interference component. 
In Section 4.2 the problem of performing detection in the presence of such interference is discussed. 
The paradigm used is that of invariant detection. Because nothing is known about the interference 
component for any given observation, it is reasonable to require invariance to these components. It is 
demonstrated that within the implied invariance class a uniformly most powerful (UMP) test exists, 
which can be claimed to be optimal in the Neyman-Pearson sense. 
The use: of invariance in dealing with subspace interference is useful for modelling processes which 
exhibit statistical predictability, but where low-rank additive contributions are present which may 
vary considerably. For example, some time-series processes are almost stationary, but exhibit low-
frequency trends which are sufficient to cast the stationarity assumption in doubt. Rather than trying 
to characterise these trends, they may be modelled as subspace interference, thereby eliminating them 
from the decision process. 
To use the subspace invariant detector in a subspace interference context, it is necessary to identify the 
interference subspace. Often this information is provided by peripheral knowledge (such as through 
physical modelling of the processes involved), or may be fairly evident just from looking at the data. 
However, to be truly useful in a general context some method of identifying interference subspaces 
from samples of real data is required. 
Section 4.3 deals with this identification for the case where the underlying process (z, as described 
above) is multivariate normal with known parameters. A maximum likelihood formulation is presented 
for estimating the interference subspace, under the assumption that the rank of the interference is known. 
Unfortunately a closed-form general solution has not been found, but a number of approximate methods 
are proposed which appear to have merit. Furthermore, exact solutions are provided for two simple 
cases. Finally, using statistical simulations, the performance of the estimates are assessed. 
The invariant test has application beyond that of detection in subspace interference. In general, subspace 
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convenient assumed model. Although such a conflict may arise as a result of subspace interference, it 
is by no means always the case. In fact, subspace invariant detection can be used in any situation where 
mismatch between the data and the model lies mainly within a linear subspace of the original observation 
space. Used in this context the detector has no optimality properties. However, the inclusion of an 
invariance subspace can reduce model mismatch, thereby improving overall performance. 
Section 4.4 discusses this form of invariance in hypothesis testing. Some examples are given of prob-
lems which might benefit from the inclusion of an invariance subspace. From a practical perspective, 
the most valuable use of the procedure is in extending the validity of simple or tractable models for 
use in situations where they would otherwise be inappropriate. 
The problem of identifying candidate invariance subspaces for the model mismatch problem is dis-
cussed in Section 4.5. Since a maximum likelihood solution is difficult to formulate, an alternative 
method is developed. In Section 4.5.2 this method is applied to a problem involving real data, and 
it is shown that the invariant detector has better detectability and predictability than the noninvariant 
detector. 
4.1 Linear subspaces 
This chapter develops ways in which invariance to linear subspaces can aid in detector performance. 
To understand the concepts involved, the notion of a linear subspace has to be understood. This section 
provides an overview of the relevant linear algebraic concepts. For a detailed treatment of linear 
algebra, the books by Deif [26] and Horn and Johnson [63] are recommended. For a treatment which 
is more specific to the subspace invariant detection problem, the introductory chapters of the book by 
Scharf [119] should be sufficient. 
The notion of an abstract vector space is useful, but is not required in this discussion. Instead, a simpler 
vector space can be defined in terms of sets of ordered n-tuples, either with real or complex elements, 
that are organised into an n-dimensional vector x = (Xl ... xn) T. If the elements of X are real, then 
we say that x E Jl{n; if complex, then x E en. Under the usual definitions of vector addition and 
multiplication by a scalar, each of the spaces JRlI and en constitute vector spaces. Considering for 
instance the set Jl{n, the assertion follows because the following two properties hold: 
x E Jl{n ==> ax E Jl{n for any real scalar a, and 
(4.1) 
Under the circumstances described, these two conditions are all that are required for the set in question 











Section 4.1: Linear subspaces 
An important property of a vector space is that it is closed under vector addition and scalar multipli-
cation. Thus these basic operations, when applied to elements of the space, cannot yield a resulting 
vector which lies outside of the space. 
This closure property of]Rn and en is familiar, and merits no further discussion. Nonetheless, closure 
as an abstract concept is useful for defining a subspace of a vector space. Specifically, given a vector 
space V, W is a subspace of V if it is contained in V and if it is also closed under vector addition and 
scalar multiplication. Thus W is a vector space in its own right, but it is defined in the context of the 
larger space V. 
A vector space (and therefore a vector subspace) always has a set oflinearly independent basis vectors. 
The number of vectors in this basis is called the rank or dimension of the space, and is equal to the 
minimum number of scalar descriptors needed to uniquely describe an arbitrary point in the space. 
Thus if v I, . . . , V n form a basis of]Rn , then every x E ]R'! can be written as 
(4.2) 
for some set of real coefficients aJ, ... , an. Using the basis, every point in]Rn is therefore associated 
with a unique set of n real-valued coefficients. 
The basis forms a spanning set of the vector space, since the totality of vectors that can be generated 
from the basis (through the operations of vector addition and scalar multiplication) is exactly the vector 
space itself. Thus for the real basis v J, • •. , V n described earlier, the set 
(4.3) 
is identically the vector space jRn. 
Every set of linearly independent vectors spans a linear space. A linear space can therefore be described 
in terms of a spanning set of vectors. In this work, the space spanned by the vectors VI, ... ,Vk 
is represented using the notation (VI, ••• ,Vk). If k < n and the component vectors are linearly 
independent, then this space will be a k-dimensional subspace of jRn , and will be isomorphic to jRk. In 
some instances it is convenient to arrange the basis vectors into a matrix 
(4.4) 
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can then be written as 
Vc (VI (4.5) 
and is therefore contained in (V). Conversely, every x E (V) can be written in the form V c for some 
unique vector c. 
From the properties of vector spaces, every space has to contain the origin of the coordinate system, 
which is the point corresponding to the vector (0 ... 0) T. Thus every subspace must also contain 
this point. Consider now the three-dimensional Euclidian space lK3 . A I-D subspace of this space 
must contain the origin, and has to have a spanning set of a single vector. Thus every I-D subspace of 
lK3 is comprised of points lying along a straight line through the origin, extending to infinity in both 
directions. The totality of all such lines is the totality of I-D subspaces of lK3 • 
Similarly, the 2-D subspaces of lK3 are identically the set of planes in 3-D space passing through the 
origin. These planes can have any orientation whatsoever. In general, a k-D linear subspace of lKn can 
be associated with a k-dimensional hyperplane in lKn which passes through the origin ofthe coordinate 
system. 
As discussed, every vector space has a linearly independent set of spanning vectors or basis vectors. 
Nevertheless, certain sets of basis vectors are preferable to others. In particular, when basis vectors 
are of unit length and mutually orthogonal, then the description of points with respect to the basis is 
considerably simplified. Such a basis is called an orthonormal basis. The difference between the two 
types of bases is depicted in Figure 4.1 for the case of a 2-D subspace of]R3 . In general there is seldom 
any reason to prefer a nonorthogonal basis if an orthogonal one can be found. 
It is useful to be able to orthogonally project a given vector into a reduced-rank subspace of the original 
space. If the subspace is spanned by the columns of the matrix V, such a projection operator is given 
by 
(4.6) 
Since from the form of this operator PyX E (V) for all x, it is apparent that the range of this transfor-
mation is the required subspace. Additionally, the operator is idempotent, since P v P v = Pv . These 
two properties are sufficient to define a projection into (V). That this projection is orthogonal will not 
be shown - see [119, p. 46] for details. Finally, if the columns of V constitute an orthogonal basis 















Figure 4.1: Sets of spanning vectors for a 2-D subspace of R3. The two linearly inde-
pendent solid vectors span the required subspace, but are not orthogonal. The dashed 
vectors, however, constitute an orthogonal basis. 
4.2 Detection in subspace interference 
This section discusses the problem of detecting a known target in noise which is comprised of two 
additive components: a random component from a process with a known probability density, and a 
deterministic interference component which is unknown but constrained to lie within a linear subspace 
of the observation space. An invariant detector is derived which is optimal in the sense that no other 
detector which shares the same invariances can provide better performance. A compelling argument 
can therefore be made that this detector is best within the class of all reasonable tests for the problem. 
The use of this detector in real situations is outlined, and a form for the test presented which allows 
the relevant detector components to be calculated. 
Stated formally, each noise observation is assumed to be of the form Xi = Zi + VIC;, where Z; is 
a realisation of some N-dimensional random vector with known probability distribution, and C; is a 
completely unknown deterministic parameter. The columns of V I are assumed to span the interference 
subspace, and may be taken to be orthogonal and of unit length. The interference parameter Ci is such 
that it differs from one observation to the next, and does not depend on the parameter C j associated with 
any other observation Xj. Therefore, if multiple samples Xl, ... ,XM of noise are observed, then each 
sample corresponds to a different value of Ci, and the elements of the set Cj, .•. ,CM do not depend on 
one another in any quantifiable manner. 
The probability density of the combined noise X; depends on the vector C;, which plays the role of an 
unknown deterministic parameter in the problem formulation. This parameter specifies the location 
of the distribution: each value of Ci corresponds to a probability density function whose location has 
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covariance structure, but a mean value equal to U ICi. 
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Figure 4.2: Possible probability densities of multivariate normal observations corrupted 
by subspace interference in the direction of i. 
represent the distribution of the random component of the noise. Through the action of the interference, 
the location of this distribution may be shifted by an arbitrary amount in the direction of the interference 
vector i. The solid contours therefore represent one possible density function for the noise-plus-
interference process. Other allowable densities may be centred anywhere along the broken line in the 
figure, parallel to the vector i. which traces out the total set of allowed locations of the distribution. 
Since the noise distribution depends on a deterministic unknown parameter, the likelihood ratio statistic 
for simple hypotheses cannot be used to provide a test. The generalised likelihood ratio test formalism 
may be used, however. Maximum likelihood estimates of the unknown parameters under each hypoth-
esis are then used to obtain approximate likelihood functions, which are used to form the generalised 
likelihood ratio. For example, in the event of a single vector sample being observed, the parameter CI 
may be so estimated under each hypothesis, and used in the GLRT. 
In general the process of estimating unknown parameters and using them in a detection statistic is 
suboptimal. This was clearly demonstrated in the previous chapter. In some instances the procedure 
may fail altogether, as discussed by Lehmann [87, p. 16]. A more powerful methodology, where 
applicable, is to require tests to be invariant to the unknown parameters, thereby restricting the class 
of possible tests. If the invariance condition is natural for the problem, and if a single test in this 
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In the two sections which follow, the problem of detecting a target in nominally Gaussian noise is 
discussed. For completeness and in order to establish notation, the simple case of detection without 
interference is presented in Section 4.2.1. This is followed, in Section 4.2.2, by the more relevant 
subject of invariant detection, for the case of the noise containing an additional low-rank interference 
component. It is argued that a natural symmetry for the problem is obtained by considering all 
observations which differ by an additive component in the interference subspace to be equivalent. 
This leads to the projection of the observation out of the interference subspace as a maximal invariant 
statistic, which permits the simple derivation of an optimal invariant test. 
4.2.1 Detection without invariance 
In the simplest form, the hypotheses are z : N[mo, C] under Ho (the target-absent hypothesis) and 
z : N[01I, C] under HI (the target-present hypothesis). The target to be detected is s = 011 - 010, and 
it is assumed that 010, 011, and C are known. For the case of real random vectors, the log-likelihood 
ratio for this problem is [119] 
(4.7) 
where Zo = 1/2(011 + mo). (For the complex case the log-likelihood ratio is L(z) = 2Re{(ml -
mo)tC--I(z zo)}, with Zo defined in the same way.) The optimal test is to compare this to a threshold 
1], and select HI when exceeded: that is, choose HI when 
(4.8) 
This test is optimal in both the Bayes and the Neyman-Pearson sense, with 1] chosen accordingly. 
Letting wT (ml - mo) T C-] , the decision inequality can be written as 
(4.9) 
which shows that the inner product wT z is sufficient for the decision process. 
It is simple to calculate w for this problem: since wT = (m] - 010)TC-1 it can be seen that 
Cw = m] -010, (4.10) 
which is just a linear equation with the coefficient matrix being the covariance C. Since C is positive 
semidefinite, appropriate algorithms can reduce the complexity of finding a solution [47]. If C is further 
known to have a more specific structure, it may be possible to utilise corresponding low-computational 
methods. For example, under a stationarity assumption C is symmetric, positive definite, and Toeplitz, 
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4.2.2 Invariant detection for subspace interference 
The optimal invariant test is now derived for the problem of detecting a known target s = ml mo in 
noise which is essentially MVN but has an additive subspace interference component. It is assumed 
that the nominal distribution of the random component of the noise is z : N[O, C], and that the 
interference lies in the subspace spanned by V /. The interference subspace is initially assumed known, 
as is the covariance matrix C. The invariant detector for this problem has been developed by Scharf 
and Friedlander [120], but the derivation is repeated here using a formulation which is more suited to 
topics addressed in later sections. 
The method used in developing the test is that of invariant testing, as presented by Lehmann [87, p. 
282] and Scharf [119, p. 127]: a group of transformations is proposed which are deemed natural 
for the problem, under which any reasonable test should be invariant. It is shown that the hypothesis 
testing problem is invariant under this group, and a maximal invariant statistic is found. This maximal 
invariant statistic is invariant to the required group of transformations, while at the same time retaining 
as much valid information regarding the hypothesis in force as possible. Using this statistic, the most 
powerful invariant test for the problem is derived. Insofar as the equivalence class implied by the 
transformation group is reasonable, the resulting test is optimaL 
Continuing with the development, it is assumed that the vector x = z + VIC is observed. The 
interference component VIC of this observation depends on the unknown deterministic vector c, and 
on the known matrix V [. Vnder the noise-only hypothesis the distribution of the random component z 
is N[O, C], and under the target-present hypothesis z : N[s, C]. It is required to test between the two 
hypotheses. 
Figure 4.3 demonstrates the structure of the problem for a two-dimensional observation space. Under 
Ho, the mean of the distribution lies somewhere along the line x = ia, where i spans the interference 
subspace. Under HI, the mean lies on the line x = s + ia. In both cases the covariance matrix of the 
observation is C. 
Since the observed data vectors have been corrupted by low-rank subspace interference, it is reasonable 
to require the detector to be invariant to additive contributions within the subspace. This follows since, 
in accordance with the assumptions made, the component of the observation that lies in (VI) can take on 
any value whatsoever. The invariance group is therefore {ga : ga(x) = x + VIa, a E IRP}. This places 
an equivalence on x and the observation x + V la, for every choice of a. Enforcing this requirement on 
the test is not unreasonable, and should in no way compromise the solution. Figure 4.4 demonstrates 
the equivalences dictated by this transformation group for a simple two-dimensional case. 
The partition of the problem into relevant subspaces is best demonstrated by expressing the quantities in 
the transformed coordinate system spanned by the unitary matrix (V H VI), where (V [ ) is the invariance 
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Figure 4.3: Structure of problem for detecting a known target S in MVN noise plus 
subspace interference. The interference is assumed to be in the direction of the vector i. 
The distributions shown are just one instance of many possible combinations. 
Observations anywhere along lines 
parallel to this one are considered 











Figure 4.4: Set of equivalent observations under the assumption that subspace interference 
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(4.11) 
The first component of this vector describes the data in the subspace (V H), and the second the data 
in the complementary subspace (V I)' Now, since c can take on any value, the final component of 
the transformed vector can take on any value. There is therefore no useful data contained in this 
component, and the subspace (VI) is useless for inference. It makes sense to require that a detector 
not make use of data contained in this subspace. 
The invariant detection problem is readily solved in the original observation space, but more insight 
is provided if the problem is addressed using the alternative representation just provided. Without 
changing the decision problem, the unitary transformation v = (V H V I) T X is therefore made. In this 
transformed coordinate system the hypotheses are 
Ho : ~~~~;) l and 
V~CVI)] . 
VICVI 
Invariance is required to the unknown parameter c, which can be attained using the group 
9 = {g, : g,(v) = v + (:) , a E W j. 
(4.12) 
(4.13) 
This is a reasonable requirement for the testing problem, and corresponds exactly to the previously 
specified invariance group in the original coordinate system. 
The transformed hypothesis testing problem is invariant-Q: under Ho, for example, the distribution of 
ga(v) is 
(4.14) 
which is still an element of the set of valid distributions of v under Ho. The same assertion can be 
made for the distribution of the transformed observation under HI. 
A maximal invariant statistic for a group 9 is a statistic which is invariant to each element of the group, 
and which has the added property that the mapping of each equivalence class (as defined by the group 
operation) to the statistic value is one-to-one. As described by Lehmann [87], for purposes of invariant 
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is simply the component of the observation which is not associated with the interference subspace. 
That is, letting v = (pT qT)T with the dimension of q the same as that of the interference subspace, 
M(v) = p is a maximal invariant: 
• Invariant: 




V(l) ~ V(2) + (:) ~ g.(V(2,) for g.(v) ~ v + (:) (4.17) 
Since this statistic is sufficient for the invariant hypothesis testing problem, the most powerful invariant 
decision rule depends only on M (v) = u1 x = u1 z. This quantity is N [U1 mo, U1 CU H] under Ho 
and N[U1ml, U1CUH ] under HI. The decision rule resulting from just observing this maximal 
invariant statistic value is to choose HI when 
(4.18) 
or equivalently, when 
(4.19) 
where Zo = 1j2(ml + mo). This is the LRT for the maximal invariant, and is therefore most powerful 
in the class of all tests invariant to unknown additive interference in (U I)' 
By defining 
(4.20) 












Chapter 4: Subspace invariance in detection 
It is less obvious how to find the vector w for this case than for the noninvariant case. However, the 
following method provides a solution. Let UT = (U H U I) T, and let 
(4.22) 
be the inverse of the partitioned matrix 
(4.23) 
Then, since U is unitary, U- I = UT and C-I = UTC-Iv. Thus 
(4.24) 
Expanding the identity CA = I and performing some manipulation on the result, it can be shown that 
(4.25) 
from which the following relation results: 
(4.26) 
Noting that U H u1 = I - U I uf, we can form the product 
(4.27) 
which simplifies to 
(4.28) 
Substituting into equation 4.20 gives 
(4.29) 
which is a function of the terms C-1(ml mo) and C-1U/. If Uf has a small number of columns 
with respect to U H, both of these terms can be calculated as solutions to a set of linear equations, 
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4.2.3 Discussion 
The hypothesis test in Equation 4.19 has been shown to be optimal in the class of all tests which are 
invariant to arbitrary additive contributions in the interference subspace. This optimality is absolute in 
the Neyman-Pearson sense. 
Using Equation 4.28 the test can be written as 
(4.30) 
which is expressed instead in terms of the interference subspace matrix V I. This form is useful for 
interpreting the role of the interference subspace. Primarily, the matrix V I can be replaced by V 1 B 
for any invertible B without changing the test. Since under these conditions (VI) = (VIB), the test 
depends only on the span of V I, not on the specific choice. This is expected, since the choice of 
representation for the interference subspace should not have an effect on the resulting test. Thus the 
interference component could just as reasonably be represented by VI BCi, with Ci completely unknown. 
Since the maximal invariant simply projects the data out of the interference subspace, the details of 
the subspace representation have no effect on the ultimate detection. 
With regard to invariant hypothesis tests, the equivalences imposed on the observations by the transfor-
mation group are paramount in any optimality discussion. If the transformation group is not absolutely 
reasonable for the problem, then even if the best invariant test can be found it cannot be claimed to be 
optimal: there may exist a test outside of the invariance class which exhibits better performance. For 
detection in subspace interference, the transformation group implies equivalence between observations 
which differ only by some component in the interference subspace. This equivalence is only reasonable 
if absolutely nothing is known about the interference component beyond the subspace constraint. This 
is often an unrealistic assumption - most physical systems are at the very least energy-constrained, 
and these constraints constitute information regarding the interference contribution. For example, 
interferences corresponding to excessively large values of c simply cannot occur in a voltage signal, 
since they will imply impossible energy outputs. Requiring invariance to subspace interference is then 
questionable, since the invariance condition is too restrictive to be entirely realistic. 
For situations where the equivalence class is appropriate, the test given in Equation 4.19 cannot be 
improved upon. It is most powerful in the class of all tests which share the same set of equivalences. 
As such, it is the uniformly most powerful invariant (UMPI) test, where the specific invariance group 
is implied and is taken to be the set g. The optimality is in terms of the Neyman-Pearson criterion. 
Therefore, for a fixed false alarm rate, the VMPI test has the highest detection probability out of all tests 
which are invariant-g. Ferguson [34, p. 143] and Berger [10, p. 237] discuss the topic of invariance 
in a Bayesian context, where invariance of the loss function under the transformation group is also 
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For the tests discussed in this section, the only unknown parameters correspond to the contribution of 
the observation in the interference subspace. Since the maximal invariant projects the observed data 
out of this space, the distribution under each hypothesis is completely known and is independent of any 
unknown parameters. It is for this reason that the UMPI test is trivial to find. In general this will not be 
the case the target to be detected may be parameterised by unknowns, and the noise contribution may 
depend on parameters which are unknown and cannot be eliminated through a reasonable invariance 
constraint. If subspace interference is still present in the observation, however, the maximal invariant 
statistic continues to playa pivotal role in the formulation of any subsequent test: it contains more data 
than any other statistic which is independent of the subspace interference component. 
Given a problem where there are unknown parameters in addition to the unknown interference, the 
procedure for invariant detection is then to find the maximal invariant statistic, calculate its parametric 
distribution under the hypotheses, and address the resulting problem in its own right. For example, 
once the maximal invariant has been found, the GLRT may be used on the reduced problem to find a 
reasonable test. If a test can be found which is optimal for all values of the unknown parameters, then 
once again a UMPI test results. The use of the maximal invariant completely eliminates the problems 
associated with the interference, and no useful information has been lost through the transformation. 
The importance of the maximal invariant statistic applies to hypothesis testing paradigms outside the 
realm of parametric statistical classifiers. For example, ANN classifiers will also benefit from reduc-
tions brought about by invariance arguments, if indeed they are appropriate. The reduced variability 
in the data resulting from replacing the original data with the maximal invariant translates directly to 
better learning in the classifier: less of the available capacity of the network is wasted on trying to 
characterise corrupted data components. 
Finally, when used to justify optimality, invariance can only be applied successfully to problems which 
exhibit a significant degree of symmetry [88, p. 85]. To place an equivalence class on sets of obser-
vations requires that the problem be entirely symmetric with regard to the associated transformations. 
This restricts the applicability of the concept somewhat most problems do not have sufficient sym-
metry for invariance concepts to be applied to them without effecting a loss in possible performance. 
However, for those problems where symmetry does exist, the notion has considerable value. 
4.3 Interference subspace estimation for invariant detection 
In some applications it may be obvious which subspaces can be associated with interference, and are 
therefore candidates for inclusion in the invariance subspace of an invariant detector. For example, 
for detection of transients in a voltage signal which is subject to slow drift, it makes sense to require 
invariance to DC offset at the very least. That is, components of the observation spanned by the vector 











Section 4.3: Interference subspace estimation for invariant detection 
The presence of interference may be more subtle, however, and a systematic method of identifying 
interference subspaces from samples of target-free data is desirable. In this section a maximum 
likelihood formulation is presented for this identification procedure. If this maximum likelihood 
estimate is plugged into the test statistic for the invariant detector, the resulting test is not longer 
optimal. Nevertheless, its performance may still be better than a test which ignores the presence of 
interference when it is in fact present. 
The results of this chapter make the assumption that the actual underlying distribution of the data is 
MVN, with known parameters. The dimension of the interference subspace is also assumed known. 
An invariant likelihood formulation is developed, which attempts to find an invariance subspace which 
has the property that the likelihood of observing the given data in the complementary subspace is 
maximised. 
For all but the simplest formulations, the mathematical details are complicated and do not lead to 
tractable solutions. Some progress can nevertheless be made in general terms, and leads to insights 
into the characteristic properties of good invariance subspaces. Additionally, the necessary condition 
on the interference subspace estimate can be solved in some special instances, which can be used to 
develop approximate solutions for the general case. 
The proposed identification method takes no account of the target to be detected. It is conceivable, 
therefore, that the estimated interference subspace completely contains a target which it is required 
to detect. Invariant detection then becomes impossible, since the valid components of the data are 
identical under both hypotheses. This cannot be considered a failing of the identification method, 
however: if a target does indeed lie in the interference subspace, then any detector will necessarily 
faiL Other advantages of decoupUng the interference subspace estimate from the detection problem 
are that the noise modelling becomes independent of the target to be detected. This is useful if many 
different possible targets can be present in the data, and it is required to detect any single instance of 
one of them. 
The assumption that the underlying data distribution is known is restrictive, and limits the utility of the 
proposed methods in practical problems. However, in Chapter 5 some methods are presented whereby 
this requirement is relaxed, and interference subspace estimates can be obtained for models which are 
not completely known. 
Section 4.3.1 discusses the effect that subspace interference can have on the sample mean and covariance 
matrix of corrupted data samples. It is demonstrated that the interference can cause a shifting in the 
mean value of the sample distribution from its nominal position. Also, the interference can result in 
an increased variance in the directions associated with the interference subspace. 
In Section 4.3.2, the invariant likelihood function is presented, which expresses the likelihood of ob-
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subspace. It is this invariant likelihood which it is required to maximise, to obtain the maximum like-
lihood interference subspace estimate. The details of the maximisation are presented, and a necessary 
condition on the estimate is obtained. 
Section 4.3.3 discusses the solutions to the estimation problem for two special cases. In particular, the 
case of a white noise assumption on the covariance matrix of the underlying process is considered, 
and a closed-form solution is provided for the subspace estimate. The case of the covariance matrix 
being completely unknown is also presented: although this strictly belongs in the next chapter, it is 
discussed here on account of its similarity to the white noise case. 
As mentioned, the necessary condition on the subspace estimate has not been solved for the general 
case. Section 4.3.4 therefore discusses an approximate procedure for the estimation, which makes use 
of the solution for the white noise case. In short, the observed data are prewhitened using the assumed 
known covariance, and the subspace identification performed in this whitened coordinate system. 
The estimate is then transformed back into the original coordinates, yielding an approximation to the 
required estimate. The accuracy of this procedure increases as the covariance of the data tends to some 
scaling of the identity matrix. 
Finally, in Section 4.3.6 some results are presented which demonstrate the accuracy of the estimation 
procedures for simulated data. Some idea is given of the number of data samples required for the 
estimate to be reasonable. 
4.3.1 Effect of interference on sample mean and covariance 
If the nominal distribution of the data is known or can be accurately assumed, then samples of actual 
data can be used to find those subspaces which are most likely to contain interference. To this end, 
it is informative to characterise the manner in which interference manifests itself in the sample mean 
and sample covariance of the observations. In the remainder of the discussion, the sample covariance 
of the realisations Xl, ... ,XM is defined to be 
(4.31) 
where mx is the sample mean. In some texts the factor 1/(M 1) is used instead of II M, which 
results in the sample covariance being an unbiased estimator of the distribution covariance, but this is 
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The mean of a sample of data with interference is given by 
1 M 
mx = M LXi, 
1=1 
(4.32) 
where Xi is assumed to be an observation of the form 
(4.33) 
and the noise-only hypothesis is in force. In terms of the underlying process, this sample mean is equal 
to 
(4.34) 
where rnz = 1/ M L~1 Zi and me = 1/ M L~1 Ci. If the mean value of Zi is assumed to be mo and 
the covariance matrix C, then taking expectations yields 
(4.35) 
so the expected value of the sample mean is the distribution mean of the nominal data samples plus an 
unknown offset in the subspace {V I} . 
Using the corrupted data to calculate the sample covariance gives 
M 




= ~ L[(Zi + VICi) - (mz + VIme)][(Zi + VICi) - (mz + VIme)f. 
i=1 
(4.36) 
Simplifying and noting that E (Zi - mz) = 0, the expected value of the sample covariance becomes 
-" -" T 
ESxx = ESzz + VIPVI · (4.37) 
Here, P = 1/ M L~1 (Ci - me)(ci - me)T is a symmetric positive semidefinite matrix, which apart 
from this condition can take on any values whatsoever. 
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has components which can take on any values. This is because fJ is the sample covariance of the 
unknown components c 1, ... ,CM' Since nothing is known about the distribution of Cj, the matrix fJ is 
unknown. 
The effect of the interference on the expected value of the sample covariance is therefore simply an 




fJ - . - . 
fJ p l 
(4.38) 
the product U I fJUT expands to 
u,fJuf = fJll ilii + fJ21hii + ... + fJp1ipii 
+ fJ12iliJ + fJ22hiJ + ... + fJ p2ipiJ (4.39) 
+ ... + fJlPili~ + fJ2phi~ + ... + fJppipi~, 
with fJjk = fJkj since fJ is symmetric. Also, since fJ is positive semidefinite, the coefficients fJjj are 
nonnegative for all j. 
Consider pairs of terms in this sum with coefficients fJjk and fJk/ 
(4.40) 
This sum (which is an n x n matrix) is symmetric since 
(4.41) 
Rearranging and using symmetry, the expected value of the sample covariance of the corrupted obser-
vations is 
E ...... S E ...... S fJ' ,r fJ (' ,r "T) fJ (' 'T "T) xx = zz + 111111 + 12 1112 + 1211 + ... + Ip Illp + Ipll 
+ fJ22hiJ + ... + fJ2p(hi~ + ipiJ) 
+ ... + fJppipi~ 
with all the coefficients fJ jk arbitrary within the constraint that fJ be nonnegative definite. 
(4.42) 
Thus the expected value of the sample covariance with interference is the expected value of the sample 
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where p is the dimension of the interference subspace. Also, the components iji)' must have nonneg-
ative coefficients for all j. 
By way of example, suppose the interference subspace contributes a constant additive offset with 
unknown amplitude to the observations, as well as an additive linear trend with unknown slope. The 
basis vectors for this subspace can be taken to be the vector of ones and a zero-mean vector representing 
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Figure 4.5: Basis functions for example 2-D intelference subspace. 
this first vector by it and the second by i2 , the presence of interference will shift the location of the 
sample mean by cdt + c2h, with Ct and C2 unknown. The sample covariance matrix will contain 
additive linear combinations of the form f311 ilii + f312(i 1iI + hiD + f322hiI. These three components 
are shown in Figure 4.6. Note that the first and third components must have nonnegative coefficients 
Figure 4.6: Components of interference contributions in the sample covariance matrix for 
conupted data. The intensity in these plots is proportional to the value of the components. 
in their contribution to the sample covariance. The second can take on any values within the constraint 
that the coefficient matrix be nonnegative. Since i)'Sxxij = i)'Szzi j + f3jj is simply the variance of the 
samples in the direction of the vector i j , it is clear that the presence of interference can only increase 
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4.3.2 Likelihood function with interference 
Suppose the nominal distribution of the noise-only data, before interference has been introduced, is 
N[mo, C] with mo and C known. If the interference lies in the subspace (VI) with ufuI = I, then 
the only useful data we have regarding the distribution are samples from the process Y = u1z, where 
the columns of U H = (hI ... hn- p ) are orthonormal basis functions for the sample space of useful 
data. These are effectively samples from the random process Y : N[V1mo, U1cuH ]. This is the 
distribution of the data that lies outside the interference subspace. 
The estimation proceeds by finding the matrix U H that maximises the likelihood of the observed data 
in the subspace (U H). The interference subspace estimate is then (U I), chosen so that (U I) 1. (U H)' 
The probability density function for the data Y I, . .. ,Y M is 
(4.44) 
Thus the log-likelihood is 
M 
~ ?:(Yi - U1mO)TCU1CUH )-lCYi - U1mo) 
1=1 
(4.45) 
which, since Yi = U1Zi = V1Xi, is equal to 
(4.46) 
The matrix Sxx = 1/ M 'L!1 (Xi - mO)(Xj - mo)T is the sample covariance of the data under the 
assumption that the mean is known, and equal to mo. For maximum likelihood estimation, it is the 
quantity Lx which has to be maximised with respect to the choice of U H, subject to the constraint that 
v1 U H = I. Note that this is a function of the corrupted data observations Xl, . •• , XM. 
The requirement that U1 U H = I leads to (n - p) + [(n p) - 1] + ... + 1 unique constraints, n p 
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The remaining constraints can be written as 
(4.48) 
for j = 1, . .. ,n - p and k = j + 1, . .. ,n p. The Lagrangian for the problem is given by 
n-p n-p 
+ I::L)..jkgjk(h1, ••• ,hn- p )' (4.49) 
j=l k?:.j 
Necessary conditions for an extremum are that tu£: I _ equal the zero matrix. The matrix derivative 
H UH=UH 
of this expression can be found using the results presented in Section 4.6, yielding 
The necessary condition on the interference subspace estimate U H is therefore 
(4.51) 
Evoking the constraint U~ U H = I and solving for r gives 
(4.52) 
Substituting back and postmultiplying by U1CU H yields the final form of the necessary condition on 
the estimate U H to be 
(4.53) 
This is a complicated matrix equation in U H. A few things can be said about the nature of the solutions: 
98 
• If U H is a solution and R is an orthogonal matrix of the appropriate dimension, then U H R is 
also a solution. It is orthogonal, and its columns span the same space as U H. Thus all that can 
be ascertained is the space of the columns of U H • 
• If U H is multiplied on the left by an orthogonal matrix L, and C is replaced by LCLT and 
Sxx by LSxxLT, the problem is unchanged. Since C and Sxx are symmetric, L can be chosen 
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generality. 
Even with these insights, a closed-form solution to this equation has not been found. Nonetheless, it 
can be solved for two special cases, which provides some insight into the nature of the solutions. 
4.3.3 Specific cases of interference subspace estimation 
There are two cases where the estimate of U H which maximises the likelihood has been found. The 
first is where the noise model is such that the samples are uncorrelated and identically distributed. The 
second occurs when no previous assumptions are made regarding the covariance C, but it is instead 
estimated simultaneously from the observed data samples. It is shown in this section that both cases 
lead to the same necessary condition on the invariance subspace. A method of finding an orthogonal 
basis for the interference subspace estimate (01 ) is then presented. 
Interference subspace estimation for an uncorrelated noise model 
The first special case of interest is when the components of the noise vector are uncorrelated and 
identically distributed. This corresponds to the condition C = (j 2 I, where (j 2 can be considered a known 
or unknown constant. The likelihood function to be maximised then becomes (from Equation 4.46) 
(4.54) 
so a constrained minimisation of the term tr(U~Sxx U H) with respect to U H yields the required estimate. 
Since the entire problem has been formulated in ]R.n, it is reasonable to require that U H be real. 
The necessary condition on the maximum likelihood estimate of the retained subspace in the problem 
therefore becomes (from Equation 4.53) 
(4.55) 
which upon simplification yields 
(4.56) 
As with the general condition given in the previous section, the solutions to this equation can also be 
seen to be invariant to multiplication on the right by any orthogonal matrix R. Thus all that may be 
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The condition on U H implies that 
(4.57) 
for all vectors w, and the converse is also true. Letting v = UHw, as W varies, v takes on all vectors 
in (U H)' Thus the condition can be expressed as follows: for all v E (U H ), 
(4.58) 
Additionally, the matrix U H U~ is an idempotent operator which projects orthogonally into the space 
(U H)' Thus the implication is that the vector Su v must lie in the span of U H • 
Bearing in mind that only the space spanned by the columns is specified by the necessary condition, 
in the search for solutions U H to Equation 4.56 one is therefore looking for a subspace {U H} which 
has the property that 
(4.59) 
In other words, the vector subspace {U H} is mapped into itself by the transformation matrix Sxx' 
Equivalently, {U H} must be an invariant subspace of the mapping. 
Invariant subspaces are discussed by Golub and Van Loan [47, p. 190] and Watkins [129, p. 287], 
and from a more algebraic perspective by Gastinel [43, p. 183J. In short, a subspace P is invariant 
to transformation by the matrix A if for every v E P the transformed vector Av E P. The notion has 
particular relevance to numerical computation of matrix eigenvalues and certain other decompositions. 
A useful theorem regarding invariant subspaces is provided and proved by Watkins [129, p. 288]: 
Let P be a subspace ofYln with basis Xl,'" ,Xk. Thus P = (Xl> ... , Xk). Let X 
[Xl ... xd E JFI1 xk • Then P is invariant under A E JFI1xn if and only if there exists 
B E JF"xk such that AX XB. 
Here Yl can be any algebraic field, and in particular we may take Yl = R or Yl = C. 
Returning to the original minimisation problem, we are attempting to find a real matrix U H which 
minimises tr(U~Sxx U H) subject to the constraint that U~ U H = I. Furthermore, (U H) must be an 
invariant subspace of Sxx. We proceed by finding the minimum achievable value of the likelihood 
term, and then find a suitable matrix U H which attains this minimum. 
Suppose UH E jRnx(n-p) spans an invariant subspace of Sxx, and U~UH = I. Then, by the theorem 
given earlier, there exists a matrix B such that SxxUH UHB. B can be written as B = GAG-1 for 
some diagonal A and some invertible G with unit-length columns. Thus S.uUHG = UHGA. Letting 
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becomes SxxF F A, which is recognised as a standard eigenequation. Thus the diagonal elements of 
A are eigenvalues of Sxx, with the columns of F being the corresponding eigenvectors. Furthermore, 
if Sxx is real and symmetric, the eigenvalues and eigenvectors are real. 
With this insight, the term tr(U~SXXUH) is again considered. Since the columns ofUH are orthogonal, 
T -I UHSxxUH = GAG . Thus 
(4.60) 
Since the elements of A are eigenvalues ofSxx , this trace can be minimised by choosing F such that its 
columns are eigenvectors corresponding to the n p smallest eigenvalues. A solution for U H can now 
be found as follows: since the columns of F can always be orthogonalised, there exists an orthogonal 
matrix Q and a matrix R such that F = QR (the QR decomposition is one way of finding such an 
orthogonal Q). Let U H = QM for Many «n p) x (n - p) )-dimensional orthogonal matrix. Then 
(4.61) 
Since SxxQR = QRA, if R is invertible then QTSxxQ RAR- 1. Thus 
(4.62) 
so tr(U~SxxUH) attains the minimum at UH UH. 
In summary, then, the required estimate of U H may be found as follows: 
• Find the eigenvectors of Sxx corresponding to the (n - p) smallest eigenvalues. Arranging these 
eigenvectors into the columns of the matrix F, we have SxxF = FA. 
• Find an orthogonal matrix Q and a matrix R such that F = QR. 
• Let U H = QM for any orthogonal M. 
The procedure presented here for finding the solution is more general than is required, and charac-
terises the entire class of possible solutions. It is also appropriate in the case where the matrix Sxx 
is not symmetric, where the eigenvectors are not orthogonal. If just one solution is required and the 
assumption of symmetry can be made, then in the previous steps we may always choose R = M = I. 
Then the matrix U H may simply be chosen to consist of the eigenvectors corresponding to the (n - p) 
smallest eigenvalues of Sxx. U H is then orthogonal, as required, and minimises the likelihood term for 
the problem. 
Clearly the solution is not unique - postmultiplication by any unitary matrix (or equivalently, rotation 
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are not unique then even the invariant subspace may not be uniquely specified. In that case there are 
multiple maximum likelihood estimates, and one may be selected arbitrarily. 
Interference subspace estimation for unknown model covariance 
The second special case occurs when the covariance matrix e of the model cannot be specified in 
advance. It is then possible to simultaneously estimate both the covariance and the interference 
subspace from the same samples of data. This involves maximising the log-likelihood function 
(4.63) 
with respect to both e and U H. To some extent this section preempts the discussion of Chapter 5, 
which deals with covariance matrix estimates in interference. However, the class of solutions is closely 
related to those presented in the previous section, so the discussion is not out of place at this point. 
It is well-known that the conventional maximum likelihood estimate of an unknown covariance matrix 
is simply the sample covariance of the observations [98, p. 95]. Equivalently, the log-likelihood 
M 
L = K - 2 [In ICI + tr(e-IS)] (4.64) 
is maximised with respect to e by taking e = S. Similarly, Lx will be maximised with respect to 
U~eUH by taking U~eUH = U~SxxUH. There is more than one matrix C for which this is true. In 
fact, letting C = Sxx + U H PU~ for any matrix p provides a solution. However, as far as the likelihood 
is concerned these different choices are equivalent, and for simplicity we may choose C = Sxx as the 
maximum likelihood estimate. 
Using this as the value of e in the noise model, the log-likelihood in Equation 4.63 becomes 
(4.65) 
which can be maximised by minimising the quantity IU~Sxx U H I subject to the constraint U~ U H = I. 
Using the results of Section 4.6 in a simple Lagrangian formulation, the necessary condition on the 
maximum likelihood estimate U H of the parameter U H becomes 
(4.66) 
which is the same as for the uncorrelated noise case discussed previously. 
Much of the analysis of the previous section carries over to this problem. In particular, since the 
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matrix G with unit length columns and a diagonal matrix A of eigenvalues of Sxx such that U~Sxx U H = 
GAG- t • Therefore 
(4.67) 
Thus, in principle, the minimum value of IU~Sxx U H I which can be achieved is equal to the minimum 
product which can be obtained by mUltiplying n p of the eigenvalues of Sxx together. In practice, 
since Sxx is positive semidefinite, the eigenvalues are all nonnegative. Thus the minimum value which 
can be attained is simply the product of the n p smallest eigenvalues. 
Once again the matrix 1<', with columns equal to the eigenvectors associated with the smallest eigen-
values, has an orthogonal decomposition F = QR. Letting U H = QM for any orthogonal M, 
(4.68) 
The maximum likelihood estimate of the interference subspace (U I) is simply the subspace comple-
mentary to (U H)' Now, since the matrix Sxx is symmetric, it has orthogonal eigenvectors. Therefore, 
the basis functions of the invariance subspace may also be taken directly as the eigenvectors cor-
responding to the p largest eigenvalues of this sample covariance. Thus either U I or U H may be 
estimated from the eigenvectors of Sxx, and both methods will yield the same result. Once again the 
choice of invariance subspace representation is only known to within an arbitrary rotation of the vectors 
comprising the basis functions. 
4.3.4 Approximate estimate of interference subspace 
It has been shown that if the noise samples are independent and identically distributed, then the 
maximum likelihood estimate of the invariance subspace is that subspace spanned by the eigenvectors 
of Sxx corresponding to the p largest eigenvalues. A similar result applies when the the covariance 
matrix is assumed completely unknown, and a maximum likelihood criterion is used to estimate both 
the covariance and the interference subspace. 
When the covariance matrix is known but is not some scaling of the identity matrix, the necessary 
condition on the interference subspace estimate given by Equation 4.53 is difficult to solve. However, 
an approximate method may be used to arrive at a solution which may be sufficiently accurate in some 
instances. 
As demonstrated in Section 4.3.3, a closed-form solution to the estimation problem exists for C = a 2I. 
The approach taken for the more general covariance case is therefore to prewhiten the observed data 
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coordinate system, it is transformed back into the original data space. The estimate obtained using 
this procedure does not maximise the likelihood since the whitening transformation is in general not 
unitary. Nevertheless, as the covariance of the noise tends towards a 2I the method will become more 
accurate. 
Suppose the data Xl, ••. , XM are observed, and Xi Zi + U lei for all i. In the noise-only case the 
distribution of Zj is N[l11Q, C). The problem can be whitened by applying the transformation 
(4.69) 
The distribution of this transformed data is nominally N [C-1/ 2l11Q, I], with interference in the subspace 
(C- 1/ 2Uj ). 
Since the random components of the transformed data are nominally white, the results of Section 4.3.3 
apply in this coordinate system. Thus the interference subspace matrix estimate U Ir in these coordinates 
can be taken to be comprised of the eigenvectors corresponding to the p largest eigenvectors of the 
sample covariance Sww. This sample covariance can be written as 
1 M 
Sww = M L(Wi - C- I/ 2mo)(wi - C-1/ 2mo)T 
i=l 
M 
= ..!.. "C-1/ 2 (Xj mO)(Xj mol C-1/ 2 
M~ 
1=1 
- C-1j 2S C-1/ 2 - xx , (4.70) 
which are all known quantities. 
The interference and complementary subspace estimates U Ir and U HT in the transformed coordinate 
system can therefore be found. All that remains is to transform the subspaces back into the original 
coordinate system. The inverse transformation matrix is C 1/ 2 , resulting in the invariance subspace 
estimate (C1/ 2UIr ) and the complementary subspace estimate (Clf
2UHT ) in the coordinate system of 
the original observations. The columns of the matrices C 1/ 2U Ir and C 1/ 2U HT are no longer orthogonal. 
However, they may be trivially orthogonalised, yielding the corresponding estimates Uland U H. 
There is a complication which arises when using this approximation technique, on account of orthog-
onality of vectors not being retained across general linear transformations. Thus, even though the 
matrices U Ir and U HT in the whitened coordinate system are orthogonal and span disjoint subspaces, 
the subspace estimates (U I) and (U H) in the original coordinate system are not disjoint. Thus it makes a 
difference whether the estimates in this space are made based on estimates of the interference subspace 
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In practice a choice has to be made regarding which of the two estimates to use. If the dimension of 
the interference subspace is small, it is simplest to just use the estimate of the interference subspace in 
the transformed problem. Alternatively, a more acceptable solution might be to calculate both possible 
solutions, and choose the one with the higher likelihood. 
4.3.5 Discussion 
The computational difficulties associated with the proposed method of interference subspace estimation 
are high. This is partially a result of the way that the estimation problem is formulated. Some 
justification is therefore required for posing the problem in a missing data framework, rather than just 
modelling the process directly with unknown parameters. 
Specifically, in the literature the subspace interference problem is typically formulated by assuming a 
covariance matrix of the form C+ U1PU1, with P an unknown parameter [83,12,44]. The assumption 
of multivariate normality is also made. The subspace interference estimation problem then becomes 
that of estimating the matrix U T. 
There are a number of reasons why this explicit noise plus interference model is undesirable in this 
work: 
• Firstly, the explicit model makes the assumption that the data are MVN, even in the interference 
subspace. This is an assumption which limits the utility of the subspace invariance formulation. 
• Secondly, the matrix P is not an unknown deterministic quantity. It does not correspond to any 
characteristic of the process generating the data, only to the specific interference components 
in the set of observed data vectors. It is therefore inappropriate to attempt to estimate p, and 
thereby obtain an estimate of U 1. The viewpoints of Little and Rubin [89], discussed in more 
detail in the introduction to Chapter 5, confirm this observation. 
• Thirdly, the invariant estimation approach can be used in cases where the interference interpre-
tation is inappropriate. In particular, in Chapter 5 methods are presented for estimation in the 
presence of model mismatch, rather than interference. The invariant estimation methods can be 
applied to this alternative problem formulation without any modifications. 
A point to note is that the interference subspace estimate presented in the previous section does not 
make use of the knowledge that the matrix P describing the interference components has to be positive 
semidefinite. There may therefore be a loss of performance with respect to an estimator which explicitly 
takes this factor into account. On the other hand, since the estimator provided does not make use of 
this knowledge, it is more general. Thus it could provide estimates which are appropriate for scenarios 
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4.3.6 Example of interference subspace estimation 
This section demonstrates the use of the proposed interference subspace estimation procedures for 
certain ideal cases. The results are based on statistical simulations, for which the correct solutions of 
the interference subspace estimates are known. 
In order to assess the accuracy of a subspace estimate, a figure of merit is required which expresses the 
extent to which the true subspace {V I} and the estimated subspace {V I} are similar. Since different 
matrices can represent the same subspace, this measure has to be independent of the specific details of 
the matrices V I and V I used to represent these subspaces. That is, only the subspaces spanned by the 
matrices are to be compared, not the matrices themselves. 
If V I and V I are required to have orthogonal columns, one function which is suited to this task is 
(4.71) 
Firstly, this measure has the property that if VI and VI are mutually orthogonal (so the subspaces {VI) 
and {V I} are disjoint), then it takes on a value of zero. In that case the two subspaces are completely 
disparate, and have no vectors in common. This quite naturally corresponds a condition of complete 
mismatch of the subspaces. If on the other hand the subspaces are identical, then V I = V I R for some 
orthogonal matrix R. In that case, 
(4.72) 
which for orthogonal V I has an absolute value identically equal to unity. Thus the measure is zero 
when the subspaces are completely separate, and positive or negative unity when they are perfectly 
aligned. The quantity Id (VfV I) 1 is therefore useful as a direct measure for subspace comparison. 
A low value of Id(VfVI)1 does not necessarily imply that the subspaces are far apart, only that they 
do not coincide. For example, in the case of a 3-D invariance subspace, if two of the basis functions 
are correctly identified but the third is entirely incorrect, then the measure also returns zero. Thus all 
that is needed for a low subspace match measure is that one of the estimated basis functions be entirely 
incorrect. A high value of Id(VfVI )1, however, means that all the basis functions have been accurately 
identified. 
Vsing this criterion to analyse the estimates, results were generated assessing the accuracy of the 
interference subspace estimation procedures discussed in the previous sections. Since the underlying 
covariance matrix has to be assumed known, two different cases were considered: one corresponding 
to a white noise assumption, and the other to a first-order Markov process with a fairly high correlation 
between samples. The autocorrelation functions for the two processes are shown in Figure 4.7. Each 
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Figure 4.7: Autocorrelation functions for the samples generated in the simulations. 
More specifically, the simulation results were generated as follows: 
• For each autocorrelation function, M samples Zl, ••. , ZM of zero-mean MVN noise were gen-
erated from the corresponding process. Two values of M, namely M = 50 and M = 200, were 
considered. 
• A p-dimensional interference subspace (V I), with p = 4, was chosen at random, and represented 
by the matrix V I with orthogonal columns. 
• The generated samples were then corrupted by additive interference in the subspace (V I). This 
was done by randomly generating M additional vectors c), ... , CM from a N[O, a 2J] process, 
and forming the corrupted data observations Xl •••• ,XM with Xi = Zi + Viei. Four different 
values of a were chosen for the interference coefficients Ci, namely 1,2,3, and 4. 
• The sample covariance matrix Sxx of these corrupted observations was then generated, and the 
methods of Sections 4.3.3 and 4.3.4 used to estimate the interference subspace. The known 
covariance matrix of the underlying process was used in this estimate. For the white noise case, 
the exact method of solution was used. For the correlated noise case, the approximate method 
presented in Section 4.3.4 was used. In this latter case the interference subspace estimate in 
the whitened coordinate system was transformed back and orthogonalised, yielding the required 
result. 
• Finally, the estimated interference subspace was compared to the true interference subspace, 
using the figure of merit described earlier. 
The procedure just outlined was performed 100 times for each combination of all the parameters, 
resulting in 100 samples of subspace match figures in each case. Note that each run uses a different 
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Figure 4.8 shows plots of the average value of these 100 numbers for each of the cases considered. 
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(a) Results for white noise case. 
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(b) Results for correlated noise case. 
Figure 4.8: Accuracy of interference subspace estimation using artificially corrupted ideal 
data. 
second to the correlated noise assumption. On the x-axis of these plots is the standard deviation of 
the coefficients used for adding the interference to the samples. Thus, on average, large values of the 
standard deviation correspond to higher levels of added interference. On the y-axis is the subspace 
match measure discussed earlier, which reflects the degree to which the estimated subspace corresponds 
to the actual one. 
A number of conclusions can be drawn from the results provided. Firstly, the interference subspace 
estimate improves as the number of noise samples increases. Secondly, if the added interference 
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would be expected. Additionally, the estimation procedure for the correlated noise case appears to 
work well, even though it is based on an approximate solution. 
As discussed in Section 4.3.4, the approximate estimation technique can be performed in two ways: in 
the whitened coordinate system either the interference subspace or the complementary subspace can 
be estimated, and the result transformed back to the original observation space. At least for the value 
of p considered in the results, if the experiment is repeated using the estimate of the complementary 
subspace in the whitened coordinates, then the performance is considerably worse. Thus, at least for 
small p, the direct use of the interference subspace estimate is indicated. 
Although the approximate results for correlated noise samples appear to be good, in one regard they 
are not ideal. This relates to the consistency of the estimate: as the number of available samples 
from which to estimate the interference subspace increases to infinity, it is desirable that the estimate 
becomes perfect. Figure 4.9 shows a plot of how the estimates improve as the number of samples 
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Figure 4.9: Performance of invariance subspace estimate as the number of sample obser-
vations increases. 
added interference, again with a 4-dimensional interference subspace and 100 runs of the estimation. 
Apparently the subspace estimate for the white noise case is consistent, but this is not true for the 
correlated case. The reason for this is because the estimate is only approximate in the maximum 
likelihood sense. 
4.4 Subspace invariance in general testing 
In Section 4.2 an hypothesis test was presented which is optimal for detecting a known target in noise 
and subspace interference. The test statistic is invariant to additive contributions in the interference 
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as nothing is known about the interference components. In the previous section a method was then 
presented for estimating the interference subspace from samples of data, under the assumption that the 
underlying distribution of the random component of the noise is known. 
In this section the use of subspace invariant tests is presented for purposes other than detection in 
interference. In short, it is argued that such tests may be used in any circumstances where the inclusion of 
an invariance subspace either significantly improves the modelling accuracy, or substantially simplifies 
the resulting test. In such cases subspace invariance may not seem to be the most natural restriction, and 
the resulting tests have no reasonable claim to optimality. However, the formulation may nevertheless 
be desirable for other reasons: 
• The invariance condition may result in test statistics which are easier to calculate than when the 
condition is dropped. Under these circumstances it may be reasonable to find the most powerful 
test which has a desirable implementation. 
• The data contained in some linear subspace may be in conflict with a convenient assumed 
distribution in the observation space. In this instance it may be simpler to just ignore the subspace 
where the mismatch is occurring, by requiring invariance to the subspace. The modelling and 
testing is then restricted to the conveniently-modelled complementary subspace. 
In most cases both of these reasons usually playa role in the decision to use an invariant test. 
Figure 4.10 shows two hypothetical scenarios where the use of an invariance subspace may simplify 
detection. In both cases a noise probability density is demonstrated which is normally distributed in one 
dimension, but where the normal assumption is completely inappropriate in the orthogonal direction. 
Rather than attempting to characterise the densities accurately, it may be appropriate to simply ignore 
that component of each observation which does not fit the model. This can be achieved by performing 
the entire detection procedure on the data value corresponding to the Xl-direction, which has a normal 
distribution. 
More generally, it can happen that the data contained in a p-dimensional subspace do not conform to 
an assumption which would otherwise be convenient in the entire N-dimensional space. Under the 
MVN assumption, for example, this could happen when the data contained in the subspace (U I} are 
either not normal, or when the disjoint subspaces (U H) and (U I) are not jointly normal. It may then 
be simpler to just ignore the components of the data in (U I}, which would otherwise complicate the 
statistical description. As long as the target to be detected does not have a considerable component 
in the invariance subspace, the performance loss may not be too great. What is gained, however, is 
detection performance which is more predictable than if the modelling mismatch were simply ignored. 
The notion of ignoring subspaces which do not conform to simple modelling has even more value when 
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Figure 4.10: Examples of probability density functions where one dimension does not fit 
a Gaussian assumption. A possible method of dealing with this is to ignore the component 
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sufficient to simplify the parametric models to the point where they are useful or convenient in practice 
- further constraints may be required to yield an accurate parametric distribution which is effective 
for the detection. Under a normal assumption, for example, these constraints are brought about by 
incorporating dependencies into the mean and covariance parameters of the MVN distribution. The 
constraints can enhance the convenience and tractability of the model, but also increase the possibility 
of mismatch between the assumed and the actual distributions. If the mismatches tend to be restricted 
to a linear subspace of the observation space, however, the use of subspace invariance can simplify the 
detection problem and improve performance. 
In the previous section it was demonstrated that the invariant test in Equation 4.30 is optimal for the 
detection problem where interference in a known subspace is present in the observation. This is no 
longer true when invariance is applied in the context suggested here: because the invariance condition 
cannot be claimed to be natural for the problem, the requirement that a test be invariant involves a 
restriction which cannot by justified entirely on decision-theoretic grounds. Rather, the justification 
lies in the convenience of the representation, which in practice may ultimately result in better modelling 
accuracy. The test is still uniformly most powerful within the class of invariant tests, but this criterion 
is no longer of any use as an optimality property. 
By incorporating invariance into the hypothesis test, the invariance dimensions are entirely ignored in 
the calculation of the statistic. If the target to be detected happens to lie in the invariance subspace, 
this will lead to a complete failure of the detection procedure. The only recourse then is to improve 
the accuracy of the statistical model used to characterise the noise. If part of the target lies in the 
ignored subspace, there will be a loss in detectability brought about by the effective reduction in the 
target energy. This will lead to a degradation in detection performance. However, if the invariance 
subspace significantly improves the modelling accuracy, an increase in the overall performance may 
still be effected. 
Improved modelling accuracy will result in a test which exhibits performance closer to the design 
performance. Thus detection and false alarm probabilities will be closer to the values expected from 
the design stage. This is important in practical detectors. Also, it is easier to have confidence in a 
system which performs in accordance with predictions, since it reflects a deeper understanding of the 
processes being modelled. 
4.5 Invariance subspace estimation for model mismatch 
Section 4.3 discussed the problem of estimating the interference subspace from noise samples con-
taining interference. The assumption was made that the distribution of the random component of the 
observations is multivariate normal, with known mean and covariance. It was demonstrated that inter-











Chapter 4: Subspace invariance in detection 
variance can be identified, and estimated interference subspaces assigned accordingly. 
However, as suggested in the previous section, the notion of subspace invariance in testing also has 
application in reducing the mismatch between assumed models and actual data realisations. Identifying 
candidate invariance subspaces for this problem is different from that of identification of interference 
subspaces. The primary reason for this difference arises in that a mismatched model can exhibit 
variances in certain directions which are greater than or smaller than the variances predicted by 
the model. This cannot occur under the subspace interference interpretation, where only increased 
variances may be observed. 
The likelihood criterion used for interference subspace estimation therefore cannot always be applied 
sensibly to the problem of model mismatch. A modified criterion is required which penalises both 
mismatch in terms of variances which are larger than those predicted by the model, as well as those 
which are smaller. 
The solutions to this identification problem depend strongly on the criterion used to assess mismatch. 
Also, as with the subspace interference problem, most formulations are not tractable and are therefore 
not useful in practice. One criterion which is reasonable and useful is based on the Frobenius norm, 
which can be used to measure the distance between covariances matrices of the model and the observa-
tions. In this section a method of invariance subspace estimation is presented, based on this criterion. 
An example of invariance subspace estimation applied to a real-data problem is then presented in 
Section 4.5.2. 
4.5.1 Formulation of invariance subspace estimate 
Suppose that the assumed model covariance is C, and that the sample covariance of the observations 
is Sxx. As before, this sample covariance is calculated under the assumption that the noise mean 
under Ho is known, and equal to mo. C is again assumed known, and may be chosen to have a form 
that is convenient from a computational perspective. The approach taken in the invariance subspace 
identification problem is to find a subspace (V I) where these two covariance matrices are maximally 
different. If such a subspace is ignored in subsequent estimation and detection, a reduction in model 
mismatch will be achieved. 
Since the invariance subspace is spanned by V I, the model covariance in (V I) is vi cv I. Similarly, 
the sample covariance in this subspace is vi Sxx V I. Now, the Frobenius norm measures the mismatch 
between two matrices F and G as the sum of the squared differences between the corresponding 
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metric is 
p p 
dF(F, G) = L L(fij - 8ij)2 
i=l j=I 
= tr(F - Gl (F - G), (4.73) 
where the dimension of the matrices is assumed to be p x p. The distance between the model covariance 
and the actual covariance is therefore given by 
dF(UjSxxU[. ujCUI ) = tr {uj (Sxx - quIuj (Sxx qUI) 
= tr {ui Au]ui AU]}. 
where use has been made of the symmetry of C and Su, and A = Sxx C for convenience. 
(4.74) 
Under this proposed criterion, a good invariance subspace will be associated with a choice of U] where 
the distance in Equation 4.74 is large. In the remainder of this section it is shown that the distance 
is maximised when the columns of U] are chosen to be those eigenvectors of A corresponding to the 
p eigenvalues with largest absolute magnitude. The distance measure chosen depends only on the 
subspace spanned by the matrix UI. That is, ifU] is replaced by any matrix U/R with R unitary, the 
distance: remains unchanged: 
This is important since it again means that it is only the subspace (VI) that is important in the max-
imisation, not the specific details of V I. 
As before, we assume that U H is a matrix with orthogonal columns such that U~ V I I. The distance 
dF can then be written as 
dF tr {vi A(I - UHU~)AVI} 
tr {UiAAUd - tr {UiAUHU~AVd. (4.76) 
Letting V H = (hI'" hn- p) and VI = (il ... ip), the second term in this expression is 
p n-p p n-p 
= LLifAhjhJAik = LL(i[Ahj )2, (4.77) 
k=l j=l k=l j=l 
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term in Equation 4.76 is a nonnegative quantity, irrespective of the choice of U / and U H. 
Using the previous observation, an upper bound on the value of dF under the required orthogonality 
constraints can be found. Specifically, since the second term in Equation 4.76 is nonnegative, the 
quantity dF must always be smaller than or equal to the maximum attainable value of tr {ur AAU /}. 
Under the constraint that UrU / = I, it is possible to calculate this maximum value. Forming the 
Lagrangian 
p p 
C tr {uf AAUd + L I>.jkgjk(i l , ... ,ip) 
j=l k?:.j 
with the final term representing the orthogonality constraint, it is easy to show that 
de 
- = 2AAU/ + 2UI r. 
dU/ 
To achieve a maximum, this derivative must be zero when evaluated at U I = U I: 
Premultiplying by Ur, 






This is exactly the problem discussed in Section 4.3.3. There it was shown that to maximise the 
required trace, one solution is to choose as the columns of U I the eigenvectors corresponding to the 
p largest eigenvalues. The maximum value attained for tr {Ur AAU I} is in that case the sum of the 
corresponding eigenvalues. Now, since AA is the Grammian of A, it is positive semidefinite. Thus 
the eigenvalues involved in this sum are all nonnegative. Given A, it is easy to calculate the maximum 
possible value that dF may have: it is simply the sum of the p largest eigenvalues of AA. 
It is now shown that there exists a choice of Uland U H for which the distance d F attains the maximum 
possible value derived in the previous paragraph. Clearly, then, this provides the required solution to 
the maximisation problem. In particular, we take U I to be comprised of eigenvectors corresponding 
to the p eigenvalues of A with maximum absolute magnitude. The matrix U H is taken to be the 
n p remaining eigenvectors, which correspond to eigenvalues with smallest magnitude. Since A is 
symmetric, all these eigenvalues are real, although some may be negative. With the preceeding choice 
.......... ...-.. "'-"T ...-.. ---T ..-.. "'-"T ...-.. 











Section 4.5: Invariance subspace estimation for model mismatch 
basic properties of eigenvectors. In these relationships AI is a diagonal matrix containing the p largest 
absolute eigenvalues of A, and AH is a diagonal matrix containing the smallest. 
Returning to the expression in Equation 4.76, under the conditions described, the second term is 
identically zero since Vr AV H = O. The achieved distance between the matrices is therefore 
(4.83) 
This distance can be written as 
(4.84) 
This is exactly the sum of the squared eigenvalues of A which have largest magnitude. 
Finally, if A is an eigenvalue of A, then A 2 is an eigenvalue of AA. Thus if {A I, . .. ,A p} is the set of 
eigenvalues of A with largest magnitude, then {AI, ... ,A~} will be the set of largest eigenvalues of 
AA. Now, since 
p 
tr(AD = L A7, (4.85) 
)=1 
it is evident that dF meets the upper bound on the distance, since the sum of the squared values of the 
eigenvalues of A with maximum absolute value is identical to the sum of the maximum eigenvalues of 
AA. Thus VI maximises the distance between the covariance matrices, as required. 
The method discussed can be used to find the invariance subspace which maximises the Frobenius 
distance between the model and sample covariances within that subspace. It seems, however, that 
the same method cannot be used to estimate the complementary subspace U H through an analogous 
minimisation of the corresponding distances. For example, if it is required to find a single dimension 
h where the mismatch is small, any unit vector h such that hTCh = hTSxxh should be appropriate. 
Thus h should be chosen to be one of those directions where the variance of C and Sxx are equal. In 
general this will not occur for h an eigenvector of Sxx - C. 
4.5.2 Example of invariance subspace estimation 
The invariance subspace estimate presented in the previous section can be used whenever the underlying 
data covariance matrix is assumed known. The invariance subspace then serves to reduce the degree 
of mismatch between the model and a set of data samples, by identifying those dimensions where the 
model and sample covariances differ most. 











Chapter 4: Subspace invariance in detection 
the method presented will tend to produce an invariance subspace which will enhance the degree of 
match between the data and the model. For purposes of demonstrating the concept, therefore, the 
underlying covariance assumption is not critical. In this section a fairly arbitrary covariance assumption 
is made, and it is demonstrated how a subspace invariance restriction can result in a detector which 
exhibits both better and more predictable performance than a noninvariant detector. 
The test data used for the demonstration is shown in Figure 4.11. It is a portion of a x-ray image of a 
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(b) Horizontal cut through first line. 
Figure 4.11: Test image used in analysis . 
scale model of a mill, of a type used in the mining industry. Also shown in the figure is a horizontal cut 
along the first line of the image, clearly demonstrating a nonstationary trend in the data. The problem 
discussed here is that of detecting a known target in a horizontal 32 element sample of noise. For 
the demonstration, noise samples are obtained by simply extracting data from various locations in the 
image. Note that this procedure is in no direct way related to either the detection of a 2-D target in 
the image, or the problem of detecting a target with unknown location. The image is simply used to 
provide I-D noise samples which are related to one another in a realistic but unknown manner. 
It is assumed that the target to be detected is a transient one-dimensional Gaussian signal with a standard 











Section 4.5: Invariance subspace estimation for model mismatch 
the noise is stationary, with an autocorrelation function 
r(j) = IS(O.8)j. (4.86) 
The image was made to have a mean of zero prior to the processing, so the noise in the model is 
assumed zero mean. 
If a detector is developed using this arbitrary assumed model, it will clearly be inaccurate. Nevertheless, 
such a detector was designed, and applied to a set of overlapping noise samples extracted from the 20th 
to 30th lines in the test image. This led to a set of sample test statistic values under the Ho assumption. 
The solid plot in Figure 4.12(a) shows the values of each of these samples for noise data extracted from 
the 20th line. Also shown in Figure 4.12(a), and represented by the dashed plot, is the value that the 
80 
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(b) Invariance subspace of dimension 3. 











Chapter 4: Subspace invariance in detection 
test statistic would take on in the event that there was a target present in each extracted sample of data. 
If the two sets of test statistic values were well-separated, then comparing the statistic to a threshold 
would provide a good test. However, in this case the distributions of the values overlap considerably, 
on account of the inaccuracy of the model used to derive the detector. 
Figure 4.12(b) shows a similar result, this time using a detector designed with a 3-dimensional in-
variance subspace. This invariance subspace was estimated using noise samples obtained from the 
first 10 rows of the test data. In particular, for each of the 10 lines, a noise sample of length 32 
was extracted from horizontal positions separated by a distance of 8 pixels, and a sample covariance 
matrix calculated. Using this sample covariance and the assumed noise covariance, a 3-dimensional 
invariance subspace was obtained using the methods of the previous section. This invariance subspace 
was then used in conjunction with the assumed covariance to develop an invariant detection statistic, 
which was tested in the same manner described for the noninvariant detector. The invariant detector 
quite successfully ignores those components of the data which represent the most significant model 
mismatch. That is, the sets of values taken on under target-absent and target-present conditions are 
well separated and compact, and a threshold on the invariant test statistic will produce an effective test. 
The invariance subspace has reduced the absolute separation between the values taken on between 
the two hypotheses. For the noninvariant detector this separation is approximately 40, while for the 
invariant detector it is about 20. However, on account of the better model match, the observed variance 
of the test statistic is considerably smaller for the invariant detector. If the separation in each case is 
considered as a fraction of the standard deviation of the noise in the statistic, then it is apparent that 
this normalised separation is greater for the invariant detector. Figure 4.13 shows this normalisation as 
a function of the invariance subspace dimension. As the invariance subspace increases, the normalised 
separation increases initially and then tails off as the dimension of the invariance subspace increases 
further. The initial rise is caused by the subspace invariance reducing the standard deviation of the 
noise in the test statistic; the subsequent dropoff is a result of progressively more of the target being 
nulled by the invariant detector. 
Also shown in Figure 4.13 is the predicted and the observed standard deviations of the test statistic when 
applied to the noise data. The predicted value is obtained using the assumed model distribution, from 
which the original detectors were derived. It can be seen that as the dimension of the invariance subspace 
increases, the mismatch between the predicted standard deviation and the observed standard deviation 
decreases. This quite simply occurs because the invariant model is more accurate for representing the 























o 5 10 15 20 25 
Invariance subspace dimension 




o 5 10 15 20 25 
Invariance subspace dimension 
(b) Predicted and actual standard deviations of test statistic. 
Figure 4.13: Detector perfonnance as a function of the invariance subspace dimension. 
4.6 Appendix: Some vector and matrix calculus results 
In order to derive the necessary conditions on the maximum likelihood estimates in this chapter, some 












Chapter 4: Subspace invariance in detection 
4.6.1 dy Id(J of y = y(x((J)): 
( 
dy !!:£L + + 4&. ) dXl dOl • • . dOl 
= . 
!:lL dXl + ... + !:lL dXn 
dXl dO", dXn de", 
(
!!:£L 









) d~l d~1 
~ !:lL 
dOm dXn 
4.6.2 dy Id(J of y = vT ((J)w((J): 
Rewriting as y = VI (lJ)Wl (9) + ... + vn (lJ)wn (9), the derivative with respect to 9 is 
4.6.3 dv/d(J ofv = A((J)u((J): 













Section 4.6: Appendix: Some vector and matrix calculus results 
then the ith component of v is given by 
By the result in Equation 4.88, the derivative of this quantity is 
Thus 
~; = (~I ... 
= (da1u dO 
(
da l U dO 
dun) 
dO 
dan) du ( 
dOU + dO a1 
da"u + _AT ) 
du 
dO dO' 





da1 u dO 
Thus the derivative of u = A -1 (O)V(O) with respect to 0 is also known. 
4.6.4 dy/d90fy InIA(9)1: 
With A a matrix as in Section 4.6.3 and ajk = ajk(O), the ith component of dy IdO is given by 
dy __ 1_ d A 0 
del - IA(O)I del I ()I 
1 ~~ (diAl dajk ) 
= IA(O)I ~ ~ da 'k del . 




By means of a cofactor expansion along the jth row [4, p. 88J, IAI = L~=1 C jka jk for all j, where C jk 












Chapter 4: Subspace invariance in detection 
be the matrix of cofactors from A, the adjoint of A is given by adj(A) = CT. The inverse of A can 
then be written as 
and 
From Equation 4.91, 
Suppose that 
A-I _ adj(A) 
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Section 4.6: Appendix: Some vector and matrix calculus results 
In effect, C then represents the constraint term in the Lagrangian formulation for maximisation subject 
to the condition that Uk U H = I. Written out explicitly with 13 jk the Kronecker delta, 
m m m 
C(h}, ... ,hm) LL2Ajkh;hk + LAjj(h;hj -1) 
j=1 bj j=1 
m m m 
= L L Ajkh;hk + LAjj(h;hj 1) with Ajk = Akj 
j=l k=l,k-/=i )=1 
m m 
= LLA)k(h;hk - 8j k) with Ajk = Akj. 
j=1 hod 
The required derivatives are now given by 
dC d 
[
m m ] T l' l' - = - '" A·k(h. hk - 8·k ) + '" A .. (h. h· - 0") - A .. (h. h· - 8 .. ) dh. dh. L..J 1 I I L..J JI J I )1 II I I II 
I I k=1 j=1 
d~i [ t . AikhThk + . t . Ajih;hi + AU (hThi - 1)] 
k=l,k-/=! )=l,J-/=1 
m m 
= L Aikhk + L Ajihj + 2Aiihi 
k=l,k# j=l,j-/=i 
m m 
LAikhk + LAj/hj , 
k=l j=1 
which, since A jk = Akj, is equal to 
de m m 
- = '" A'khk + '" A .. h· dh. L..J I L..J IJ J 
I k=l i=1 















Chapter 4: Subspace invariance in detection 
4.6.6 dy/dUH of y = In IU~CUHI: 
(4.101) 
Letting X U1CU H, the result in Section 4.6.4 shows that 
dy = tr [X-1 dX 
dh jk dh jk 
(4.102) 
Initially, it is therefore required to calculate the derivative with respect to h jk of 
(4.103) 
Letting CT (Cl' .. cm ), there are four cases of interest which occur in the derivative of the elements 
h:Chs of X: 
• j r, j f:. s: Letting Ys = Chs, d~jk h: Chs = d~jk hJ Chs. Therefore 
(
YSl) 
hjn ) : 
hSI! 
Ynk (4.104) 
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Using these results, 
o o 
o o 
where only the jth row and column have nonzero elements. This matrix can be written as 
0 0 0 0 c[h l 0 
d T 
c[h l c[h) c[hm + 0 c[h) 0 --UHCUH 
dh)k 
0 0 0 0 c[hm 0 
~ T T AT 
= e)ck UH + UHCkej' (4.106) 
where e j is the jth unit vector. 
Now, letting A = X-I = (al ... am) and assuming A symmetric, 
X-I dX =A dX 
dh jk dh jk 
AA TU AUT AT A" TU ATUT AT ejCk H + HCkej = ejCk H + HCkej 
= aj (C[h l cibm) + (a[) (~:) (0 Ck ... 0) 
am hm 
= (ajl~:hl ajlCi~) C) (0 T ~) , 
h] Ck 
a)m~[hm + a~ ~ 
(4.107) 
r 
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where again the nonzero elements of the second term are in the jth column. The expression for the 
derivative can therefore be written as 
dy _ tr [X-1 dX ] 
dh jk dh jk 
(4.108) 
Combining this result over all k, 
(4.109) 
which transposed gives :~i = 2CUH aj. Similarly, by rearranging these into a matrix 
dy _ (i!L 
dUH - dhJ ••• (4.110) 
Assuming 
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Thus 
dXj = (~ ... dXj11l) 
dht dh; dh; 
= Ci~ihrChj ... d~ih~Chj)' (4.113) 
Two cases can now occur: 
• Case 1 (i ..t.. J'): ~ T dh; (0· .. Chj ···0) = Chjef, where the nonzero element is in the ith 
position. 
• Case 2 (i = j): ~~ = (Chi'" 2Chi ... Chm) = Chjef + CUH, where the element with the 
preceeding factor of 2 is in the jth position. 
Let v = U~x, A U~CUH' W U~y, and u = A -IW. Then f vT u. Taking the derivative with 
respect to the ith column of U H gives 
df du dv 
-.-=-v+-u. 
dhi dhi dhi 
(4.114) 
Now ~ u = xcT u and 
(4.115) 
so 
xeAI!u + yeAI!A-Tv CUHue"l!A-Tv (Ch eAT Ch eAT) A-Tv li U '" miU . (4.116) 
But 
(ChlcTu ... ChmeTu)A-Tv (eTu) (ChI ... Chm)A-Tv 
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which, letting z = A -T v, yields for the derivative 
df = (x _ CUHA -T v)eT u + (y - CUHu)eT A -T v 
dhj 
= (x - CUHA -T v)Uj + (y - CUHu)Zj. (4.118) 
Arranging the individual results for each i into a matrix and substituting the original assignments, 
d~H = (ttl ... :t.,) 
= (x - CUHA -T v)uT + (y - CUHU)ZT 
= XyTUH(U1CUH)-T - CUH(U1CUH)-TU1xyTUH(U1CUH)-T 
+ YXTUH(U1CUH)-1 - CUH(U1CUH)-lU1yxTUH(U1CUH)-1 
= (I - CUH(U1CUH)-TU1)xyTUH(U1CUH)-T + 
+ (I - CUH(U1CUH)-lU1)yxTUH(U1CUH)-1. 
If C is symmetric, this simplifies to 




Note that since y = XTUH(U~CUH)-lU~X is equivalent to y = tr {(U~CUH)-lU1xXTUH}, this 






















Subspace invariant covariance estimation 
In the previous chapter, the uniformly most powerful invariant test was presented for the problem 
of detecting a target in MVN noise with known parameters and interference in a known subspace. 
Methods were suggested for estimating the interference subspace from actual samples of data, still 
under the assumption that the noise mean and covariance parameters are known. The use of invariant 
detectors for more general problems was also proposed, where the invariance subspace is used to 
partially overcome the effects of model mismatch, specifically in the cases where such mismatch 
occurs in a low-dimensional subspace of the observation space. 
All the results of Chapter 4 make the assumption that the parameters of the underlying noise process 
are known. Samples of data are then used to estimate a suitable invariance subspace. In this chapter the 
dual problem is addressed, where the invariance subspace is assumed known but the noise parameters 
are unknown and have to be estimated. Again the assumption is made of a nominally MVN distribution 
for the noise, at least within the subspace complementary to the invariance subspace. 
In general, if not accounted for, the presence of subspace interference or low-rank model mismatch will 
have an effect on any noise parameter estimates. Take for example the simple 2-D situation depicted 
in Figure 5.1, where the actual noise is zero mean and uncorrelated, and interference is present in the 
x2-direction. For purposes of estimation, the assumption is made that the noise mean is identically zero, 
and the covariance is some unknown multiple of the identity matrix, say a 2I. To specify the noise, it 
is required to estimate 0'2. Now, if 0'2 is estimated without suitable compensation for the interference, 
a reasonable estimator would be the average of the sample variance in the Xl and x2-directions. The 
resulting covariance estimate is demonstrated by the dotted contour in Figure 5.1, where it is clear that 
the value of 0'2 has been considerably overestimated. 
For the case of the data being corrupted by interference in the subspace (U I), one remedy is to consider 
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Figure 5.1: Contours of constant probability for the ideal underlying noise distribution 
(solid), the sample covariance in the presence of interference in the x2·direction (dashed), 
and the estimated covariance (dotted). 
For example, suppose that there are M samples Xl, ... ,XM on which to base the estimate, and that 
these samples are of the form Xi = Zi + VICi. Here Zi is the assumed uncorrupted data observation, 
with distribution N[m(O), C(O)]. This distribution is parameterised by the unknown 0, and the vectors 
Cl, •.. ,eM characterise the details of the interference. If it is required to estimate 0, then under a 
maximum likelihood formulation it may seem reasonable to maximise the likelihood of Xl, ... ,XM 
over the entire set of parameters Cl, ... ,CM and O. 
Little and Rubin [89] warn against such a formulation: since the number of unknowns increases with 
the sample size, the estimates obtained are neither asymptotically minimum variance nor unbiased. As 
in Section 3.4.1, the principle of invariant estimation can provide a better solution. Specifically, for 
the subspace invariance problem, candidate estimators of the noise parameters should be independent 
of the components of the data which lie in the invariance subspace. This completely eliminates the 
effect that the data components in the invariance dimensions have on the parameter estimates, which 
is desirable. Returning to the example in Figure 5.1, a reasonable invariant estimate would ignore the 
components of the data in the xrdirection. That is, the sample variance of the data in the x I·direction 
alone could provide a good estimate of (12, and has all the required invariance properties. 
In principle, within the invariance requirement, any preferred statistical estimation criterion may be used 
to identify the parameter values. However, from the point of view of detection, maximum likelihood 
estimation is convenient and can be justified by its use in the GLRT. If this is the principle applied, then 
the required estimate will maximise the likelihood of the data in the subspace (V H) orthogonal to the 











Chapter 5: Subspace invariant covariance estimation 
in the invariant estimation is U1Xl, ... , U1XM, which are the components of the observations which 
lie outside of the invariance subspace. The invariant MLE will maximise the likelihood of observing 
these portions of the observations with respect to the unknown parameter values. 
The presence of constraints on the noise parameters can cause some complications in the context of 
invariant estimation. This is because constraints on the assumed MVN model may conceptually be 
applied in two ways: either to the distribution of the data in the original observation space, or to the 
distribution of the data in the subspace that is considered valid for estimation. By placing the constraint 
on the valid components of the data, the invariance subspace is entirely removed from the problem. 
The constrained estimate then makes no reference whatsoever to any conditions or constraints in the 
original observation space, and the constrained maximisation can be performed directly. For example, 
an assumption might be made that the portion of an observation outside of the invariance subspace is 
subject to a white noise constraint. This constraint is phrased entirely within the subspace (U H), and 
no reference is made to conditions on the covariance of the data in the invariance subspace {U I}. 
More often, however, constraints are meaningful in the context of the original data space, rather than in 
the reduced subspace of valid data. Take for example the detection problem where the noise is assumed 
to be stationary except for the presence of low-rank additive interference or model mismatch. It then 
makes sense to consider a stationary constraint on the original full-rank data, which only indirectly 
imposes itself on the subspace of valid data the invariance subspace cannot conceptually be removed 
from the problem formulation without abstracting the description of the constraint. Naturally it is 
always possible to translate a constraint on the complete data to a constraint on the valid data subspace, 
and perform the entire estimation problem in this subspace. However, from the point of view of 
computational tractability this approach is often not desirable. 
In the previous chapter it was suggested that a missing data interpretation is appropriate for that portion 
of each observation which lies in the invariance subspace. This is useful since it provides a formalism in 
which the invariance aspects of the problem can be conveniently dealt with from a statistical viewpoint. 
In the context of this chapter, it permits the use of the expectation-maximisation (EM) algorithm of 
Dempster, Laird, and Rubin [28] for finding invariant maximum likelihood estimates. To use this 
formalism, it is assumed that there is an underlying process which generates data samples (henceforth 
referred to as the complete data). It is required to estimate the parameters of this process. The complete 
data mayor may not be hypothetical, depending on the context in which invariance is being utilised. 
Either way, the complete data are not considered observable: only those components which lie outside 
of the invariance subspace (referred to as the observable or incomplete data components) may be 
considered valid and used in the estimation. 
Subspace invariant estimates are interesting in their own right, but in the context of this work the 
emphasis is on their use in target detection. That is, invariant estimators and invariant detectors need 











case where there are unknown noise parameters in the formulation. For many applications where 
invariant tests are desirable, invariant estimators are required of the noise parameters. This is because 
the training samples themselves exhibit modelling mismatch for the components which lie inside the 
invariance subspace, which can affect the estimates if not accounted for. 
Some paradigms for including invariant estimates into the detection problem are presented in Sec-
tion 5.1. In particular, both the plug-in classifier and the GLRT principles are applied to the detection 
problem where an invariance subspace is present. These formulations are not necessarily proposed as 
solutions to problems: they mainly serve to demonstrate the concepts involved in invariant detection 
and estimation. 
In Section 5.2 the invariant estimation of the noise mean and covariance matrix is discussed for the 
simple case where these parameters are assumed completely unknown, and no assumptions are made 
regardill1g their structure. In this case, nothing can be said about the parameter values related to 
dimensions corresponding to the invariance subspace. For purposes of invariant detection, however, 
this lack of complete specification does not present a problem: the resulting test statistic is independent 
of the parameters which are not identifiable. In that case there is a rich background of literature which 
may be drawn on, and the performance of the resulting detector can be effectively quantified. 
The case of unconstrained noise parameters is mainly of interest when large amounts of training data 
are available on which to base estimates. However, when data are scarce then constraints are required. 
Such constraints reduce the number of samples required to accurately estimate the parameters, and if 
appropriate can improve the detection performance. 
In Sections 5.4, 5.5, and 5.6, the task of making invariant estimates of unknown noise parameters 
is discussed under certain constraints on the allowed values that these parameters may take on. In 
particular, the problems of subspace invariant covariance estimation under circulant, doubly block 
circulant, Toeplitz, doubly block Toeplitz, and ARMA constraints on the covaIiance matrix are con-
sidered. It is demonstrated that a missing data interpretation is appropriate in each case, and that the 
expectation-maximisation algorithm can sometimes be used to iteratively arrive at maximum likelihood 
estimates. 
Section 5.7 briefly discusses the problem of simultaneous invariance subspace and covariance matrix 
estimation, in both the contexts of subspace interference and low-rank model mismatch. The methods 
are only appropriate in instances where direct maximisation of an objective function over the set of 
allowable covariances is possible. The ARMA assumption is one such case. 
Finally, Section 5.8 provides some results demonstrating the simultaneous estimation of parameters, 
and the use of invariant detectors for real-data applications. It is shown that the invariant detectors can 
improve detectability, and exhibit better generalisation properties. The predictability of the invariant 











Chapter 5: Subspace invariant covariance estimation 
5.1 Parameter estimates for subspace invariant detectors 
The detector presented in Section 4.2.1 is optimal for the problem of detecting a known target in MVN 
noise with known parameters. Similarly, the invariant detector of Section 4.2.2 is optimal for the 
case where observations are corrupted by interference in a known subspace, again in MVN noise with 
known mean and covariance. 
If the noise parameters are unknown, the tests cannot be directly applied to the observed data: the test 
statistic will in general itself depend on these unknown parameters. A modified test formulation is 
therefore required which is not conditional on these unknowns. 
In the literature, there are two common paradigms for dealing with this problem. Both make the 
assumption that there are additional observations available, with distributions which are related to the 
distribution of the noise in the data to be tested. Often these observations are required to contain only 
noise, in which case they share the distribution of the noise in the primary data. 
The first paradigm uses the additional data samples to make a direct estimate of the parameters, 
leading to a plug-in formulation, where the estimates are substituted into the optimal test statistic 
derived for the known parameter problem. The second considers all the data at once, using a GLRT 
for the resulting problem. An estimate of the noise parameters is also implicit in this approach, in 
the form of the maximisation of density functions over the allowed space of parameters. Although 
less common, constraints can be included in both formulations, and can result in considerably more 
powerful tests [39]. 
If an invariance subspace is included in the problem, then the parameter estimation may become 
complicated. The reason for this is because the training data are themselves corrupted by interference, 
or exhibit model mismatch in the invariance subspace. As discussed, this can have an effect on the 
noise parameter estimates, and if not taken into account may have a degrading effect on the resulting 
test. Therefore, for use in an invariant test, the parameter estimates are required to be invariant to the 
components of the data in the invariance subspace. 
The two sections which follow discuss detection formulations for the problem of detecting a known 
target in parametrically-known noise, when an invariance subspace is present and additional noise-only 
observations are available. In both cases it is demonstrated that subspace invariant noise parameter 
estimates are required. The remainder of the chapter discusses methods for obtaining these estimates. 
5.1.1 Invariant estimation for plug-in detection 
Let x be the data to be tested for target presence, with the additional samples Xl, ••• ,XM being available 











Section 5.1: Parameter estimates for subspace invariant detectors 
assumed to be realisations of the same random process that generated the noise in x. A plug-in classifier 
formulation [115] may be appropriate in this case: a good or optimal test statistic is derived for the 
data x under the assumption that the noise parameters are known, and estimates of these parameters 
based on Xl, •.. ,XM are plugged into this statistic. In some contexts these additional data may be 
regarded as training samples. 
If an invariance subspace is included, then the requirement that the governing distribution be the same 
for all observations can be relaxed slightly. All that is then required is that the samples share the same 
distribution in the subspace complementary to the invariance subspace. A test which is invariant to 
the data in (U I) is developed for x, and a suitable invariant estimate of the noise parameters plugged 
into the expression. The estimate is obtained from the samples Xl, . .• ,XM, and is again required 
to be invariant to components in the subspace (U I)' The resulting test does not depend on any data 
components in the invariance subspace. 
As with the case discussed in Chapter 3, finding a suitable invariant estimate requires the specification 
of an invariance group which places certain equivalences on sets of observations. This group is the 
same as the one applied to the detection portion of the test. The maximal invariant statistic again plays 
an important role in the resulting estimation problem. In particular, since all invariant functions of the 
data must be functions of the maximal invariant, any invariant estimator must also be a function of it. 
As with invariant detection, the maximal invariant contains as much information as possible which is 
independent of the component of the observations in the invariance subspace. The distribution of the 
maximal invariant statistic therefore provides all information regarding the invariant estimates of the 
unknown parameters. 
Once the maximal invariant has been found, and its parametric distribution calculated, the choice of 
estimator is open to the same conditions as any other estimation problem. Therefore the invariant 
estimator may be chosen to optimise any of the standard criteria, such as being minimum variance 
unbiased or having minimum mean square error. However, one estimator which stands out from 
the others is the maximum likelihood estimator, which has certain useful invariance properties. In 
particular, if 0 is a maximum likelihood estimate of a parameter 0, then w(ih will be the maximum 
likelihood estimate of the transformed parameter w(O). This property justifies the use of the estimate 
as a plug-in value in a detection statistic: if the conditional detection statistic is t(xIO) and 0 is the 
MLE of 0, then t (xIO) is the MLE of the test statistic. 
Since the estimates are used only in specifying the details of the statistic to be used in the detector, 
the only way to really assess the estimate is in terms of the detection performance which results from 
its use. The standard desirable properties of an estimator have no direct bearing to this problem. 
For example, there is no a priori reason to believe that an unbiased estimator or a minimum variance 
estimator will be better for detection than any other estimator. 











Chapter 5: Subspace invariant covariance estimation 
parameter fJ is that value which maximises the likelihood of the maximal invariant statistic. As in 
the case of invariant detection, if the observed additional data are (Xl, ... , XM) then the maximal 
invariant statistic is (Yl, ... ,YM), with Yi = U~Xi' This simply contains the component of each 
observation which lies outside of the invariance subspace. If the nominal distribution of the noise 
is N[m(fJ), C(fJ)], then each element of this maximal invariant statistic is N[U~m(fJ), U~C(fJ)UH]' 
With the observations independent, the invariant probability density function is 
P(YI, ... ,YM) = (2n)-M(n-p)/2IU1C(fJ)U
H
I-M/2e-! 'Lf=1(Yj-U1m(O»T(u1C(o)UH)-I(Yru~m(O)) 
= (2n)-M(fl-p)/2IU1C(fJ)U H I-M/2e-! 'Lf=1(yru 1m (O»T (UhC(O)UH)-1(Yru1m(O)), 
(5.1) 
where U H is a matrix with orthonormal columns which span the subspace orthogonal to (U I). As is 
usual for normal distributions, the calculation of this value can be simplified by considering instead 
the log-likelihood 
L 
and maximising it accordingly. 
M 
~ L(Yj - U1m(fJ»T (U1C(fJ)UH)-ICYj U1m(fJ»), 
j=l 
(5.2) 
The estimate 0 obtained from this estimation is substituted into the conditional invariant test statistic 
for the data observation X, resulting in the final invariant plug-in test statistic (using Equation 4.29) 
with s being the target to be detected. The test compares the value of this statistic to a threshold, and 
decides HI if exceeded. In general the threshold should be obtained by applying the test statistic to 
samples of actual data, rather than through analytical techniques which assume the distribution of the 
maximal invariantto be N[U1m(O), U~C(O)Ull]' This is because in the latter case the uncertainty in 
the estimate of 0 is not taken into account. 
The test which results from this development is identical to what would be obtained if it were required 
to test for the presence of a target u1s in the observation Y = U~x, with the additional observations 
Yl, ... ,YM containing only noise. The noise distribution of these samples is N[U1m(fJ), U~C(fJ)UH]' 
with fJ unknown. Thus the entire formulation is equivalent to calculating a maximal invariant for the 
observations, and proceeding with a conventional plug-in classifier development. 
The plug-in formalism can in no way be claimed to be optimal unless the parameter estimates are 
perfect, which can never occur in practice. However, if the parameter estimates are good, then the 
resulting test statistic should exhibit good discrimination ability and the test performance will be high. 











Section 5.1: Parameter estimates for subspace invariant detectors 
of the test (that is, as the number of training samples goes to infinity) will be the same as if the parameter 
values were known in advance [81, p. 246]. 
The reason for the suboptimality of the plug-in classifier lies in the fact that the sampling distribution 
of the estimator is not taken into account when developing the test statistic. Thus each estimator will 
result in a different test statistic. A good estimator is in general expected to yield a good test, but this 
cannot be guaranteed. 
An alternative hypothesis testing paradigm is that of the generalised likelihood ratio test, which deals 
with this problem in a formal manner. This is discussed in the next section. 
5.1.2 Invariant estimation for GLRT detection 
The plug-in classifier is not the only way in which the detection problem can be approached when 
additional observations are available. Kelly [80], for example, argues that the GLRT formulation 
should be used simultaneously on the data to be tested as well as on the training data. This formulation 
addresses the problem in its entirety, and overcomes some of the arbitrariness of the plug-in formalism. 
To use the GLRT for this problem, it is assumed that the combined set of data Xl, ••• ,XM is observed. 
In contrast to the discussion in the previous section, however, here it is assumed that the vector Xl 
represents the data to be tested for the presence of target, and xz, ... ,XM are the additional noise-only 
data available for estimation. In Kelly's terminology, Xl is referred to as the primary data, and the 
additional observations constitute the secondary data. 
Once again, if an invariance subspace is included in the problem, then a maximal invariant statistic is 
(Yl, '" ,YM), with Yi U~Xi' As in the previous section, the entire formulation can be applied to 
this maximal invariant. Under Ho, the distribution of each component Yi is N[U~m(O), U1C(O) U H]. 
Under HI, YI : N[U1m(O) + U~s, U1C(O)UH ], with Yz,. "YM distributed as before. With the 
problem formulated in this way, the GLRT follows quite simply: 
(5.4) 
where PHI (Yl, ... ,YMIO) is the probability density of the combined set of observations under HI. 
and PHo(Yl>'" ,YMIO) the density under Ho. These densities are conditional on the unknown vector 
parameter (J. It is assumed that the set of values which this parameter can take on is the same under 
both hypotheses, namely 9. 
If the noise components in the observations are independent, then the only difference between the 
probability densities under the two hypotheses is that under HI the mean of Yl is offset by U~s. The 
details of the test statistic are easy to derive, but in this general case are not very enlightening. The 











Chapter 5: Subspace invariant covariance estimation 
under each assumed hypothesis. This once again corresponds to maximum likelihood estimation of 
the noise parameter which, since performed over the distribution of the maximal invariant statistic, is 
itself invariant to data contributions in the invariance subspace. For implementing the test, invariant 
maximum likelihood estimates of the parameters are therefore again required. 
To demonstrate, consider the calculation of the denominator term in Equation 5.4. For independent 
observations, the probability density PHo (Yl, ... ,Y M) is identical to P(Yl, ..• ,YM) in Equation 5.1, 
so the log-likelihood is as given in Equation 5.2. Maximisation over () under the assumption of 
Ho is therefore identical to the maximisation required for the plug-in detector formulation, and the 
invariant maximum likelihood estimate of () is exactly what is required to calculate the denominator 
term. Similarly, it is easy to show that estimation of () in the numerator term in Equation 5.4 can be 
performed by calculating the maximum likelihood estimate for the observation (y 1 - U~s, Y2, . . . ,Y M ). 
Aside from the improvement brought about by incorporating the parameter estimation into the test 
formulation, the GLRT may be expected to perform better than the plug-in test because it also uses the 
potential target-carrying observation YI in the noise parameter estimation. This observation contains 
information regarding the noise distribution, and it makes no sense not to use it in the estimate. The 
difference between the GLRT and the plug-in test becomes less significant as the number of secondary 
data vectors increases. 
The GLRT formulation introduces the possibility of testing for target presence in the event that no 
additional noise-only samples are avaliable. In that case, any noise parameter estimate has to be based 
solely on the single sample of data on which testing is to be performed. This represents a situation where 
only a small amount of data is available on which to base the parameter estimates, and a corresponding 
decrease in test performance may be expected. 
This shortage of data may be remedied by placing appropriate and sufficiently tight constraints on the 
set of allowable noise densities. By reducing the number of effective free parameters, more accurate 
noise density estimates can be obtained even from a small amount of data. This reduced variance 
comes at the risk of increased bias in the estimates, since the constrained model has less capacity to 
capture specific noise details. However, a biased estimate is in many instances superior to an unbiased 
estimate with a high variance. 
Kay [74], for example, makes the assumption that the noise is a realisation of a white noise driven 
rational transfer function filter, and uses the GLRT to test for target presence in a single observation 
vector. This is equivalent to the assumption that the noise is governed by an ARMA(p,q) process, 
where the orders P and q are fixed in advance. The number of free parameters in this model is p + q, 
which can be chosen to be much smaller than the number of parameters required to specify a general 
covariance matrix. This approach presupposes that the noise can indeed be effectively modelled as a 











Section 5.2: Simple subspace invariant estimation 
The section which follows discusses the problem of making a subspace invariant estimate of the noise 
parameters under the assumption that there are no constraints on the mean vector and the covariance 
matrix. The estimate maximises the likelihood of the data component which lies outside of the invari-
ance subspace (U I), which is assumed known. The result can either be substituted directly into the 
invariant test statistic in a plug-in formulation, or can be used as the maximisation stage of a GLRT 
formulation. Since the estimates are unconstrained, they are only appropriate in instances where the 
number of secondary data vectors is large, and the resulting estimates can be considered good. 
5.2 Simple subspace invariant estimation 
If the noise distribution is unknown, it has to be estimated from actual data samples. In the context 
of parametric statistics, this involves postulating a probability density which depends on unknown 
parameters, and fixing these parameters using some estimator. As discussed in the previous section, 
for the invariant detection problem the data samples used to estimate the noise parameters are only 
valid in the subspace orthogonal to the invariance subspace. Thus the estimators themselves need to 
be invariant to the same subspaces that the detector needs to be. 
Also discussed in the previous section, if the estimation paradigm is maximum likelihood then the 
required invariant estimate has to maximise the log-likelihood in Equation 5.2. Writing this in terms 
of the maximal invariant components y 1, .•. , Y M, this likelihood is 
M 
~ L(Y) - U~m(8)T (U~C(8)UH)-1(y) - U~m(8». 
)=1 
(5.5) 
In the event that the mean and covariance matrix of the noise are unconstrained, the maximisation 
can be performed quite easily. In this case, the explicit dependence on the parameter vector 8 can be 
dropped, and the estimation problem is equivalent to finding the values of m and C that maximise the 
invariant log-likelihood 
L (5.6) 
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= UH(U~CUH)-l L(Yj - U~m) 
j=l 
= MUH(U~CUH)-l(my - U~m), 
where my 1/ M L:7=1 Yj· 
(5.7) 
Let U = (V H U I) be an orthogonal matrix, with U H and V I chosen in the usual manner. Premultiplying 
the necessary condition by the invertible matrix V T yields 
(5.8) 
since U~VH = I and viuH = O. With V~CVH invertible, it must be true that U~m = my. Thus 
possible solutions are m = UHmy + VIC for all vectors c E jRP. Each of these solutions result in 
the same likelihood value. Thus they are all maximum likelihood estimators, and we may choose 
arbitrarily between them. The most obvious choice is that of c = 0, resulting in m = UHmy ' Since 
my = V~mx with mx defined accordingly, the estimate of m can be written in terms of the corrupted 
observations as m = UHU~mx. This is simply the projection of the sample mean into the space 
spanned by the matrix V H • 
The invariant covariance matrix estimate can be obtained similarly. Using the standard results for 
maximum likelihood covariance matrix estimation the required estimate of C, namely (5, should satisfy 
(5.9) 
where Syy is the sample covariance matrix of Y 1, ... ,Y M. Candidate values for C are 
(5.10) 
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may choose fJ = 0, so C = U HSyy U~. Writing in terms of the sample covariance Sxx of the original 
corrupted data observations yields the result 
(5.11) 
as the required invariant maximum likelihood covariance estimate. 
The fact that the estimates are not unique arises because portions of data are missing. These missing 
data would be required to determine anything about some of the parameters. In the statistical parlance, 
these parameters are not identifiable; the invariant probability density function does not depend on 
their values, so they cannot be estimated. More specifically, the available valid data contain absolutely 
no information regarding the mean value of the original data distribution in the invariance subspace, 
nor of the variance and covariance components related to these directions. From the point of view of 
the log-likelihood in Equation 5.2, there are therefore many equivalent choices. The available choices 
all result in the same values for the quantities U~m and U~CUH' which can therefore in general be 
estimated uniquely. 
For the case of the plug-in detector, the proposed detection statistic in Equation 5.3 depends on the 
parameters m and C only through these quantities which may be uniquely estimated. The invariant 
plug-in test can therefore be specified completely and unambiguously. In fact, since U~m = U~mx 
and U~CUH = U~SxxUH' the test can be correctly specified using the corrupted sample mean and 
covariance matrix based on the original observations x I, . .• , XM. The test statistic is itself independent 
of the corrupted components of the estimate, so for the detector the estimation problem is trivial. 
Similar conclusions apply to the GLRT formulation. Since the invariant likelihood does not depend 
on the interference or mismatch components, the required maximum likelihood estimates can simply 
be taken to be the sample mean and sample covariance of the corrupted data observations. Under each 
hypothesis, the maximised likelihood is the same as if an explicit invariant estimate is used. 
The plug-in test statistic proposed for the unconstrained noise problem is identical to the sample matrix 
inversion technique discussed by Reed, Mallet, and Brennan [111], except that an invariance subspace 
has been included in this formulation. Since this invariance requirement can be eliminated entirely 
through the transformation to the maximal invariant, the analysis provided by Reed et al. them applies 
directly to this situation. Results are therefore readily available which characterise the performance of 
the plug-in formulation in this invariant testing problem. 
The plug-in test produces a statistic which exhibits high discrimination ability between the two hy-
potheses. That is, the difference in value taken on under the condition of target absent and target 
present is large. However, a problem exists when the test threshold has to be set to yield the required 
performance characteristics: since the distribution of the statistic under Ho depends on unknown co-
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subspace invariant GLRT. In Chapter 6 alternative test formulations are discussed which do not exhibit 
this problem for the unconstrained noise case. However, the test statistic formulations presented in 
this chapter are common and intuitive, and clearly demonstrate the need for invariant estimators in 
detection. 
Thus, for the invariant test with no constraints on the mean and covariance matrix, invariant parameter 
estimates are not required for either of the formulations presented. In the more general case, however, 
where constraints are imposed on the parameters, this is not true. In that case, the presence of subspace 
mismatch between the data and the model can have an effect on the parameter estimates which is not 
cancelled out in the calculation of the test statistic. The remainder of this chapter discusses invariant 
estimation procedures for various constraints on the covariance matrix of the data. 
5.3 EM algorithm for structured covariance matrix estimation 
In this section a general formulation of the EM algorithm is presented which covers a large class of 
structured covariance matrix estimation problems. The development is fairly abstract, to accommodate 
as many cases of interest as possible. In particular, the solution is formulated in a manner such that 
the inclusion of an invariance subspace is facilitated. The sections following this one provide details 
of how the solution can be applied to real estimation problems, which mayor may not incorporate an 
invariance subspace. 
In the formulations, it is important to distinguish between results which apply to the field of complex 
numbers, and those which apply to real numbers. Where appropriate, the distinction will be clearly 
made. To some extent, the complex formulations are simpler, and are typically dominant in the radar 
literature. The real case formulations, at least in the problems discussed here, are conceptually similar, 
but additional restrictions are required to ensure that all results remain real. Recall also that the form 
of a complex MVN density differs from that of the real MVN density function: for the complex case 
if x : N[m, C] is an n-dimensional random vector, then 
( ) -I!ICI-l -(x-m)tc-J(x-m) p x = 7r e (5.12) 
is the implied density function [75, p. 44]. 
To formulate the problem, we recall that subspace invariant estimation can be approached using a 
missing data interpretation. That is, the portions of the data which lie in the invariance subspace can be 
considered unobservable, and are therefore not available for estimation. Nonetheless, it is still required 
to make an estimate of the parameters from the data which are observed and considered valid, namely 
the portions of the observations orthogonal to the subspace to which invariance is required. 
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hood estimates of unknown parameters in the presence of missing data. It was first formally presented 
in a general context by Dempster, Laird, and Rubin [28], although the principle had been used in an 
ad hoc capacity for some time before the publication of their paper. It is an iterative procedure, where 
each iteration is guaranteed to refine the current best estimate of the parameters in such a way that the 
likelihood is increased (or at least not decreased). As such, the algorithm provides an ideal compu-
tational mechanism for finding the constrained covariance matrix parameters needed for the invariant 
estimation problem. 
5.3.1 Basic EM algorithm overview 
Miller et al. [95] describe the EM algorithm very succinctly as follows (with some changes in notation): 
The EM algorithm is an iterative method for determining the MLE of some parameter 
vector, call it lb, from some observed data, call them V. Using the terminology of Dempster 
and others, V is termed the "incomplete data." The incomplete data take values in a sample 
space V = {all possible values of V} and have a density p(lb; V) over the sample space. 
It is often difficult to maximise p(lb; V) with respect to lb. To circumvent this difficulty, V 
is embedded in a large space Z in which some hypothetical data Z, termed the "complete 
data," takes values. A many-to-one mapping from Z to V, defined by some function H 
such that V = H(Z) is assumed, as is a density f(lb; Z) ofZ over Z. The densities of the 
incomplete and complete data are related according to 
p(lb; V) = ( f(lb; Z)dZ. 
J(Z:U=H(Z)} 
There are two steps for each iteration of the EM algorithm, an E step and M step. In the E 
(for expectation) step of the g + 1 iteration, the conditional expectation of the complete-
data likelihood function E {In f(lb; Z) IV, lb(g)} is determined, where lb(g) is the estimate of 
4> determined at iteration g. In the M (for maximisation) step, the conditional expectation 
of the complete data log-likelihood is maximised with respect to lb, yielding the 4>(g+l) 
iterate. As proven by Dempster and others, the sequence of log-likelihood functions of 
the incomplete-data In p(4)(g); V), In p(lb(g+l); V), ... , will be nondecreasing. 
A requirement for the EM iteration to be useful is that the maximisation of the complete data likelihood 
function with respect to the unknown parameters be simple and efficient. If this is not the case, then 
computational reduction is not achieved. Specifically, if the complete data MLE is difficult to find, 
then by using the EM algorithm one has effectively substituted a difficult maximisation problem (the 
incomplete data problem) with a sequence of iterations, each of which involves a difficult maximisation 











Chapter 5: Subspace invariant covariance estimation 
To reiterate, at each stage the EM algorithm formulation embeds the estimation problem into a larger 
one, which has the desirable property of computational tractability. The expected likelihood function 
for this complete data problem is then calculated, conditional on the observed data and the current 
best estimates of the unknown parameters. This constitutes the expectation stage. The maximisation 
portion of each iteration involves finding the value of the parameters which maximises this conditional 
likelihood. For practical purposes this maximisation has to be simple, preferably with a closed-form 
solution. The values of the parameters which maximises the conditional likelihood are then taken to 
be the current best estimates, and the iteration is repeated. 
The EM algorithm has also been used for finding maximum likelihood estimates of covariance matrices 
under the constraint that these estimates be Toeplitz [95]. Although a less obvious application of the 
EM algorithm, in this context each observed data vector is assumed to constitute the first n samples 
of an s-dimensional process with an unknown positive semidefinite circulant covariance matrix. As 
long as the order of the extension to circulant is large enough (that is, s is sufficiently large), the 
maximisation of the observed data covariance is effectively performed over the set of positive definite 
Toeplitz matrices. 
Although each EM iteration is guaranteed to not reduce the likelihood, the problem of whether it 
converges to a global maximum is difficult to answer in general [27]. Furthermore, the fact that the set 
of possible parameter values is constrained can in some instances impede the efficiency of the search: 
when restricted to the constraint set, the path between two solutions which are close in real terms may 
be very long. Also, it has been reported that the algorithm sometimes converges very slowly this 
may be considered to be the price paid for guaranteed convergence. Finally, as with all iterative search 
techniques, the initial estimates of the unknown parameters can have an effect on the final solution. 
5.3.2 Constrained covariance matrix estimation with missing data 
The EM algorithm is well-suited to the task of estimating noise parameters in the presence of subspace 
interference or low-rank model mismatch: the valid portions of the data (in other words the portions 
which do not lie in the invariance subspace) constitute the observed or incomplete data, while the 
complete data are chosen to facilitate the maximisation step of the EM iteration. As mentioned earlier 
in this chapter, it is convenient to place any constraints on the complete data rather than on the observed 
or incomplete data. Therefore, as long as the constraint is tractable in terms of maximum likelihood 
estimation of the parameters from the complete data, the EM algorithm is an appropriate method of 
solution. 
In the remainder of this chapter, the models are all assumed to have a zero mean. In the context of 
subspace invariant detection and estimation, this restriction is not severe: as long as the actual mean 
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be either implicitly or explicitly enforced. Alternatively, an estimate of the mean can be obtained from 
the data, and the samples modified accordingly. 
Suppose that one is given M independent q-dimensional observations Vj, ... , VM, distributed ac-
cording to Vi : N[O, Cvv ]. These constitute the incomplete or observed data. It is required to find 
the maximum likelihood estimate of Cvv subject to certain constraints. For the EM algorithm these 
constraints are formulated indirectly, as conditions on the assumed complete data. 
To continue, the relationship between the incomplete data and the complete data has to be specified. In 
this development the relationship is assumed to be through a deterministic and known linear transfor-
mation. Furthermore, the complete data are assumed to consist of s-dimensional multivariate normal 
random vectors UI,'" , UM, each with a N[O, Cuu ] distribution. Therefore, each observed vector Vi 
is related to the corresponding complete data vector Ui through the linear relationship 
(5.13) 
This ensures that the distribution of Vi is still normal. 
The choice of the complete data is not unique. There is not even a requirement that the relationship 
between the complete and the incomplete data be linear. The formulation given here is therefore mainly 
for convenience, since MVN distributions and linear transformations are easy to work with. However, 
even within the constraints provided, the choice is not unique: the only requirement is that Cuu and A 
be chosen in such a way that Uj has the required distribution. The specification of these parameters 
therefore has to be based on additional criteria. Primarily, the properties desired for the complete data 
distribution are: 
• The constraint on Cvv must be easily expressed in terms of the complete data covariance Cuu , 
and 
• the unknown covariance matrix parameters must be more easily calculated for the constrained 
complete data problem than for the original problem. 
For some problems there may be one formulation which stands out as more natural than the others. 
In that case, as long as the previous conditions are met, then that formulation should be used. In the 
absence of an obvious candidate, however, any formulation which matches the requirements may be 
used. 
As explained, the constraint on Cvv is expressed in terms of a constraint on Cuu' This is possible due 
to the strict equality Cvv = ACuuA t: a constraint on Cuu enforces a corresponding requirement upon 












Chapter 5: Subspace invariant covariance estimation 
for some diagonal matrix 1: = diag( at, ' .. ,0'$2) be considered candidates for the maximum likelihood 
covariance estimate, where V is a known and fixed unitary matrix. This is a restriction which proves 
to be useful for the problems discussed in later sections, but is still moderately general. 
Since Cuu is a covariance matrix, it has to be Hermitian and positive semidefinite. Recognising the 
previous equations as an eigenequation, the diagonal elements of 1: (which are the eigenvalues of Cuu ) 
may be restricted to be real and nonnegative (thus justifying the notation used for the elements of 1:), If 
necessary further restrictions on these values may be applied, and will correspond to tighter constraints 
on the possible values of Cuu (and consequently on Cvv ). Combining these results and letting V be a 
subset of all real diagonal matrices with positive elements, a constraint set 
Mv,v = {V1:vt, 1: E V} (5.15) 
is defined. The criterion placed on Cuu is that it belong to this set. V must be chosen so that only valid 
candidates for the maximum likelihood covariance estimate are included in this set. 
The form of the constraint in Equation 5.15 is such that the complete data are conveniently parame-
terised: since the complete data observations are decorrelated by the matrix Vt , the diagonal elements 
of 1: completely describe the covariance matrix. For maximum likelihood estimation, the constrained 
complete data covariance estimate can be obtained by maximising the likelihood over the allowed 
values of at, ... ,a}. To this end, it is useful to define the transformed vector d i = vtUi , which is 
distributed according to d i : N[O, 1:]. In this transformed coordinate system, the maximum likelihood 
estimate ~ of the complete data covariance matrix can be calculated by maximising the likelihood 
of the observations d" ... ,dM over 1:, subject to the condition 1: E 1). If required, the constrained 
MLE of the data in the original coordinate system is then Cuu = v~vt. 
From a statistical point of view the decorrelated data vectors are entirely equivalent to the original 
complete data - they are just represented in a different coordinate system which has been rotated 
around the origin. However, because the decorrelated data are easier to work with, the derivation of the 
EM algorithm is simplified by considering d l , .•• ,dM to be the complete data, rather than UI, .•• ,UM' 
For purposes of the algorithm, the relationship between the incomplete and complete data is therefore 
taken to be 
(5.16) 
with d i assumed to have a N[O, 1:] distribution. The constraint on C vv is thereby expressed in tenns 
of the constraint on 1:, namely that 1: E 1). Note that this reformulation by no means contradicts the 
previous discussion regarding the selection and utility of the hypothetical complete data observations 
UI, ... , UM; the conditions imposed on 1: are entirely equivalent to those imposed on Cuu ' 
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data, the expectation and maximisation steps of the EM algorithm can be described. The development 
is fairly straightforward, but leads to complicated expressions for the relevant quantities involved in the 
calculation. From an implementation viewpoint, the expectation and maximisation steps are iterated 
until convergence occurs, at which point the solution is obtained by transforming back into the original 
parameter space. 
5.3.3 Expectation step 
Recall that the estimation step of the EM algorithm involves finding the expected value of the complete 
data log-likelihood function, conditional on the current best estimate of the unknown parameters and 
the observed data VI, ••• , V M. The log-likelihood function of the complete data therefore first has to 
be specified. 
The log-likelihood for the data is different under conditions of real and complex numbers. For real 
numbers, it is given by 
while for the complex case it is 
Ms ln2n 
2 




with the constants K and J chosen accordingly. By considering this latter form, the complex and real 
cases may be considered at once. To maximise the likelihood, it is required to minimise the quantity 











Chapter 5: Subspace invariant covariance estimation 
calculated for the alternative complete data observations u I, .•• , UM, with Cuu = V1:vt: 
(5.20) 
The equivalence of the complete data representations is tberefore evident. 
With 1: diagonal, the general log-likelihood in Equation 5.19 can be rewritten as 
(5.21) 
where dj(k) is the kth element of the vector d j . The required conditional expectation of the complete 
data log-likelihood at the gth iteration is therefore 
Taking a similar approach to Miller et al. [95], the quantity in round brackets can be seen to be the kth 
diagonal element of the matrix 
M 
C~~ = ~ ~ E{d j d}I1:(g), VI, .•. ,VM}. 
J=I 
(5.23) 
Since the observations are independent, 
(5.24) 
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and KcJd = 1;(g) we have 
(~;) : N [(:) , (~: ~:)], (5.25) 
The quantity KcJv = K~d can be calculated as 
K dv E{djv}} = E{djd}VtAt} = E{djdj}VtAt 
= 1;(g)VtAt. (5.26) 
The conditional distribution of d j given Vj and 1;(g) is therefore [113] 
(5.27) 
from which it can be shown that 
K K -l tK-lK + ~(g) dv vv VjVj vv vd ~ (5.28) 
This latter expression may be obtained by considering the conditional variance of d j, and using the 
Gauss-Markov theorem. Using this result in Equation 5.23 we have that 
C(g) 17 ~ K-1S K-1K + "C'(g) dd = .. "'<tv vv Vl! vv lid ~ (5.29) 
where Suv = 1/ M 2:7=1 V j v} is the sample covariance of the incomplete data observations. Writing 
explicitly, this gives 
c~J = 1; (g)vt At (AV1;(g)Vt At)-lSvv(AV1;(g)V+ At)-l AV1;(g) 
+ 1;(g) - 1; (g)vt A t (AV1;(g)Vt At)-l AV1;(g). 
= 1;{g)Vt At(C{g»-lS (C(g»-lAV1;(g) + 1;(g) 1; (g)VtAt (C(g})-lAV1;(g) 
vu vv vv vv' (5.30) 
where use has been made of the fact that the current best estimate of the required covariance matrix on 
the gth iteration is 
(5.31) 
Once this matrix has been calculated, the diagonal elements may be substituted into the expression 
for the expected conditional log-likelihood in Equation 5.22. It is this resulting expression which is 
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5.3.4 Maximisation step 
This step involves maximising the conditional likelihood E{LI1::(g), vI, ... , VM} in Equation 5.22 over 
the allowed space 1:: E V. Any constraints on 1:: relate directly to conditions on the allowable set of 
values of the parameters af, ... , as
2 in Equation 5.22. In some instances no constraints are required on 
these values, beyond the need for them to be real and nonnegative. However, sometimes this does not 
sufficiently restrict the values of the complete data covariance Cuu , in which case additional conditions 
are required. 
To be as general as possible, the maximisation problem could be formulated with a general linear 
constraint on the parameters, for example with L constraints of the form 
CT,.. b ! v i, 1, ... ,L, (5.32) 
with u = (af, ... ,as
2)T. However, this does not lead to a closed-form solution due to the nonlinearity 
of the objective function E {L I 1:: (g), v I, •.• , V M }. It is possible to formulate an effective search for an 
extremum given such linear constraints [128, p. 155]. Such a formalism will however not be presented: 
for our purposes the constraints are generally simple, and specific solutions will be provided for each 
individual case of interest. 
Having determined the values of the parameters (af)(g+l) , ... , (a;)(g+I) which maximises the con-
ditional expected log-likelihood, the next estimate of the parameter matrix to be used in the iteration 
is 
(5.33) 
This constitutes the new best estimate ofthe complete data covariance, and can be used in the succeeding 
expectation step. Alternatively, if the likelihood is considered high enough, relevant estimates of CUI' 
or Cuu can be calculated directly from this quantity, and the iterations terminated. 
5.4 Subspace invariant estimation for circulant covariance matrices 
In this section the results of the previous discussion are applied to the problem of finding the maximum 
likelihood covariance matrix estimate under a positive semidefinite circulant constraint. It is assumed 
that the estimate is required to be invariant to data components lying in a known linear subspace of the 
original observation space. The presentation of a solution for the circulant case is useful on two counts: 
firstly, it hilights the differences in formulations for the cases of complex and real data; secondly, it 
provides the basic framework for a more interesting constraint, namely that of the covariance matrix 
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constraint set, and results in easier calculations. This is followed by a discussion of the real case. 
Two different interpretations of the invariant estimation problem are possible, depending on whether 
the data are considered to be corrupted by subspace interference or low-rank model mismatch. In both 
cases it is assumed that the corrupted full-rank n-dimensional observations Xl, ... , XM are given, and 
that the invariance subspace is (U I): 
• In the first case, the data Xl, •.. ,XM are assumed to be corrupted by additive subspace inter-
ference in the subspace (U I). That is, each observation Xi is of the form Xi = Zi + U I Ci, with 
Zi a realisation of an underlying N[O, C] process and Ci completely unknown. It is required to 
estimate the covariance matrix C, subject to the constraint that it be circulant, Hermitian, and 
positive semidefinite. 
• In the second case, the data XI, ..• , XM are assumed to be drawn from a random process which 
only partially conforms to the assumption of zero-mean MVN with a circulant covariance. 
Specifically, the model is only considered appropriate in the subspace (U H), orthogonal to (U / ). 
The problem is to estimate the underlying circulant covariance matrix, under the additional 
requirement that it be Hermitian and positive semidefinite. 
In both instances the only portions of the original data which may be considered valid for estimation 
are YI, ... , YM, with Yi = U~Xi' In a natural way, these vectors constitute the incomplete data 
for the estimation problem. The interpretation for the complete data is different for the two cases, 
however. The subspace interference problem is the simplest: the complete data can be considered to 
be the underlying observations Zl, ... , ZM, which have not yet been corrupted by interference. For the 
subspace mismatch problem, on the other hand, it is possible to postulate similar (but hypothetical) 
complete data observations Zj, ... ,ZM, which do not suffer from the mismatch present in the original 
observations, but nevertheless share the same conditional distribution in the subspace (U H)' 
Irrespective of whether the process for which the covariance is to be estimated actually exists or not, 
the formulation of the EM algorithm is identical. The complete data are taken to be ZI, .•• , ZM, each 
with a N[O, C] distribution. The incomplete data are taken to be Yt. ... ,YM, with Yi = UkXi for 
each i. By assumption UkXi = UkZi' so the relationship between the complete and incomplete data 
. Ut IS Yi = HZi. 
The EM formulation given in the previous section can therefore be applied by taking (VI, ... , VM) = 
(YI,'" , YM), each with dimension q = n - p. The complete data observations (UI, ... ,UM) in 
that section are taken to be (ZI' ..• , ZM) as described above, each with dimension s = n. The 
transformation matrix between the complete and incomplete data is A = Uk. All that remains is to 
specify the parameters dictating the constraint set, namely V and V. 
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the real case the set of candidate covariance matrices is required to only have real elements. The two 
formulations therefore differ quite considerably. 
5.4.1 Mathematical preliminaries 
For the problem under discussion in this section, it is required to maximise the likelihood of the 
complete data over the set of positive definite Hermitian circulant matrices. In the first instance, these 
matrices are permitted to be complex, but in the second an additional requirement is made that the 
covariance matrix be real. In both cases the set Mv,v in Equation 5.15 needs to be specified in such 
a way that it contains exactly the matrices of interest. To this end, some results pertaining to circulant 
matrices are required. In particular, a useful property of general circulant matrices is that they are 
diagonalised by the discrete Fourier transform (DFT). 
Before continuing, it is useful to clearly define the n-dimensional unitary DFT matrix Wn . Using the 
. ·2" 
notatIOn of [102], we let Wn = e-!" and define 
1 1 1 





1 w(n-I)l n 
w(n-l}(n-l) 
n 
Now, 1/ y'nWnz is the Fourier transform of z as usually defined. Since Wll is unitary, it is useful to let 
where 




constitutes the kth orthonormal DFT basis vector. 
Now, let C be the circulant matrix 
Co Cl C2 Cn-I 
C= 














Section 5.4: Subspace invariant estimation for circulant covariance matrices 
The following two theorems are proved by Davis [24, p. 72]: 
• Cis diagonalised by W n, so WnCW~ = A for some A = diag(Ao, ... ,An-I), and 
• A = diag(Ao, ... , An-I) implies that W~AWn is circulant. 
In both cases, Ak E C. These provide necessary and sufficient conditions for a matrix to be circulant. 
However, the results are not specific enough, even for the complex case, since all circulant matrices 
are included in the characterisation - the requirement is for positive semidefinite Hermitian matrices. 
When C is Hermitian, then it has real eigenvalues [85, p. 75]. Noting that the expression W n CW! = A 
in the previous paragraph is an eigenequation, the diagonal elements of A must therefore be real, 
since they are identically the eigenvalues of C. Furthermore, if C is positive semidefinite, then these 
elements must additionally be nonnegative. Therefore it may be asserted that if C is circulant and 
positive semidefinite, then WnCW~ is diagonal, with real nonnegative elements. The converse of this 
result is also true: firstly, if Ak E IR then W~ AWn is Hermitian, since 
(5.38) 
Secondly, if Ak is nonnegative for each k, then the matrix A is nonnegative. Since W n is invertible, 
W! AWn is nonnegative definite. 
Summarising these results, if C W~AWn then: 
• If A is real and diagonal with nonnegative elements, then C is circulant, Hermitian, and non-
negative definite, and 
• If C is circulant, Hermitian, and nonnegative definite, then A is real and diagonal with nonneg-
ative elements. 
Thus the set 
(5.39) 
is precisely the set of all positive semidefinite Hermitian matrices with a circulant structure. There are 
no extra or missing elements in this set. Additionally, if a characterisation is required for the set of all 
positive definite matrices of this form, then it is sufficient to restrict the elements AO, ... ,An-I to be 
positive. 
A similar characterisation can be developed for the set of positive semidefinite symmetric circulant 











Chapter 5: Subspace invariant covariance estimation 
previously, further conditions are required on the diagonal elements of A to ensure that the matrix 
W~ l:W n also be real. 
In this context it is useful to characterise the nature of the diagonal elements of the product WnSW!, 
where S is an arbitrary real symmetric matrix: denoting the diagonal elements by 00, ... ,On-I, we 
have 
n n 
Ok = ~ "" s ,/wk(j-l) n L-.L-. J II 
j=1 /=1 
= ~ ~ S .. + ~ ~"S,/wk(j-l) + 1 ~"s,/wk(j-l) 
n L-. JJ n L-. L-. J /I n L-. L-. J n 
j=1 j=l l<j j=1 I> j 
= 1 ~s"+~ ~"(S'IWk(j-l)+S['wk(l-j») 
n L-. JJ n L-. L-. J II J /I 
j=l j=l l<j 
1 n 1 n (w~(j-I) + w!(l- j») 
= ;; LSjj +;; L LZSj/ Z 
j=l j=l l<j 
1 /I 1 n (Z1r) 
= ;; LSjj + ;; L L ZSjl cos -;;:k(j -I) . 
j=l j=l l<j 
On account of the cosine function being even and periodic, 
cos (Z; k(j -1)) = cos (Z; (n - k)(j -1)), 
(5.40) 
(5.41) 
from which it can be seen that Ok = Oll-k. Thus under the conditions described here, the diagonal 
elements of W II SW~ form an even sequence. 
Combining this result with those presented for the complex case, it is evident then that if C is real, 
symmetric, circulant, and positive definite, then it can be written in the form C W! A W /I for some 
real and diagonal matrix A, which has nonnegative diagonal elements which form an even sequence. (In 
the context of eigenequations, this means that C has repeated eigenvalues, as it must if it is symmetric.) 
All that remains then, for purposes of characterising the required set of real matrices, is to demonstrate 
that the converse is also true. 
Once again drawing on previous results in this section, if A is real and diagonal with nonnegative 
elements, then G = W~A Wn is nonnegative definite, Hermitian, and circulant. Therefore, it is 
required to show that the additional condition Ak = An-k on the diagonal elements of A imply that Gis 
real. The Hermitian property in that case then ensures the required symmetry. Now, the nature of the 
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this column by the vector gl, we have 
(5.42) 
where 1 = V'o, ... , An_I)T. The conjugate of gl is 
(5.43) 
since 1 is reaL Noting that Ak = An-k simply implies that the sequence AO, ... ,An-I is even (see 
for example [45, p. 33]), we see that g! is proportional to the DFT of an even sequence. From the 
properties of the DFT, g! is therefore real [45, p. 61]. Thus gl is real, and so is G. 
The set 
(5.44) 
is therefore identically the set of all real, symmetric, and positive semidefinite matrices which have a 
circulant structure. The additional constraint that the diagonal elements of A form an even sequence 
is all that is required to restrict the set of matrices to be reaL 
It may seem disturbing that the set of real matrices with the required characteristics is formulated in 
terms of the complex matrix Wn • However, a complex formulation is not essential if it is not desired. 
Specifically, on account of the constraint on the diagonal elements of A, the choice of W n to diagonalise 
the circulant matrices is not unique and may always be chosen to be real. This is because some 
eigenvalues of C are necessarily repeated, on account of the matrix being symmetric. In particular, 
writing C = W~A WI!, the even sequence constraint implies that the eigenvalues corresponding to 
the eigenvectors w~ and w~- j must be equaL This being the case, only the subspace spanned by 
aw/z + bw~- j for a = b E JR: may be uniquely specified. Noting that w/z is identically the transpose of 
w~- j, this condition means that the eigenspace corresponding to each set of repeated eigenvalues lies 
in the real space JR:n • Therefore, each pair of eigenvectors with the same eigenvalue may be replaced by 
two real orthonormal eigenvectors which span the same space. Thus W~ A WI! may always be written as 
p T AP for some real (and fixed) matrix P. Basilevsky [6, p. 224] discusses the real eigendecomposition 
of real symmtric circulant matrices in more detail: such a matrix can in general be decomposed using 
a set of sampled real sine and cosine functions. 
For purposes of implementation, however, the complex formulation is preferred because it is more 
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5.4.2 Case of complex circulant covariance matrices 
With the preliminaries completed, the remainder of the EM formulation can be completed. From the 
results of the previous section, the set of all complex Hermitian positive semidefinite circulant matrices 
of dimension n x n is given by 
(5.45) 
where I: diag( 0'[, ... ,0';). Thus we may take this to be the covariance matrix constraint set by 
choosing V = W~ and V to be the set of all real diagonal matrices with nonnegative elements. 
With A, V, and V suitably defined, the iterations described in Section 5.3 can be used directly. The 
expectation stage proceeds trivially, although certain computational savings can be made by exploit-
ing the relationships between circulant matrices, diagonal matrices, and the DFT. The conditional 
expectation of the complete data log-likelihood at the gth iteration is 
E{LII:(g);y], ... ,YM}=K-J[t lnal+ t:2 (~tE{ldj(k)121I:(g)'YI"" ,YMJ)], 
k=1 k=1 k ]=1 
(5.46) 
with the quantity in round brackets being the kth diagonal element of 
In this expression, cW is the current best estimate of the incomplete data covariance at the gth iteration, 
namely 
(5.48) 
This completes the specification of the expectation step. 
The maximisation stage is quite simple, with the conditional expectation in Equation 5.46 being easy 
to maximise over the choice of parameters at, ... ,0'1;' Taking the derivative with respect to a? and 
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Thus the required estimates are given by 
M 
a-? = ~ L E{ldj (i)121I:(g), Yl, .•. , YM} 
j=l 
(5.50) 
for each value of i. Clearly these estimates are nonnegative, as required, so no further work is needed 
to enforce the constraint. 
These estimated values, which maximise the conditional log-likelihood of the complete data, are then 
used to form the matrix I: (g+ 1), which describes the new best estimate of the covariance matrix at the 
(g + l)th iteration. The corresponding covariance matrix estimate for the complete data is given by 
C(g+l) = W~I:(g+l)Wn. 
The iterations described in this section are fairly computationally expensive, but certain savings can be 
made in the calculation of the conditional likelihood. Miller et al. [95] provide some possible methods 
for reducing this burden. 
5.4.3 Case of real circulant covariance matrices 
The formulation for the EM iterations in the real case is similar to that of the complex case, except that 
certain restrictions have to be made on the set of allowable covariances. Specifically, these allowable 
covariances are 
(5.51) 
with I: = diag(o}, ... ,a;). The condition a? = a;-i+2 implies that the diagonal elements of I: 
form an even sequence, with the topleft element labelled 0'1. (Note that this numbering is different 
from that used in Section 5.4.1, where the numbering started at zero to better demonstrate the required 
relationships.) As for the complex case, we may take V = W~. The set D is now the set of all real 
diagonal matrices whose diagonal elements form an even sequence. 
The expectation stage of the algorithm is identical to that discussed in the previous section, since it 
does not depend on the constraint set D. The formulation can therefore be applied unmodified. 
The maximisation stage is complicated by the requirement that the diagonal elements of I: form an 
even sequence. This represents a constraint which has to be enforced on these elements. One approach 
could be to use a Lagrangian multiplier formulation to effect these constraints. However, they are 
sufficiently simple to be worked directly into the maximisation. 
Th d" 2 2 • l' th hi' 2 2 R" e con Ition ai = an - H2 Imp les at t eon Y umque parameters are a1 ' •.• ,aln/2j+l' estnctmg 
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expressions), the conditional expectation in Equation 5.22 can be written, in terms of the unique 
2 2 parameters 0'1' ... ,o'n / 2+ 1, as 
(5.52) 
wherec; = 1/ M L::7=1 E{ldj(k)1 2 IE(g), Yl, ... ,YM}. The derivative withrespectto a? of this quantity 
is 
which, equating to zero and solving, gives 
i = 1, n/2 + 1 
i = 2 ... ,n/2, 
i = 1, n/2 + 1 
i = 2 ... ,n/2. 
(5.53) 
(5.54) 
As with the previous case, these parameters can easily be calculated from the matrix C~~. Again these 
estimates are clearly nonnegative, as required. They can be used directly as the elements of the best 
estimate E(g+l) of E at the (g + l)th iteration. 
Less apparent is the fact that the exact same algorithm can be used for this real case as for the complex 
case, as long as the initial covariance estimate is real and symmetric. In order to see this, consider the 
quantity C~~ in Equation 5.47: using the relation C(g) W~E(g)Wn, this can be written as 
Noting that the quantities in square brackets are both symmetric, the argument presented in Section 5.4.1 
demonstrates that the first and last terms in this expression have diagonal elements which form an even 
sequence. Therefore, if we have a? = O';+i+2' then the elements of C;J are such that C~~(k, k) = 
C~~(n - k + 2, n - k + 2). Thus the form of the new parameter estimate E(g+l) is such that C(g+l) is 
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5.4.4 Example of invariant circulant covariance estimation 
Some results of applying the invariant constrained covariance matrix estimation procedure to three 
different real-valued observations are provided in this section. The results assume that only a single 
noise observation is available for the estimation, so M = 1. The samples were generated from ideal 
zero-mean normal random processes. In each case the actual covariance matrix of the process was 
chosen to be circulant, but with different correlation properties. The relevant autocorrelation functions 
for the processes are demonstrated in Figure 5.2. Since the covariance matrices of the processes 
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Figure 5.2: Autocorrelation functions for the three different processes used to generate 
the samples for testing the circulant constrained invariant estimation. 
are circulant, these autocorrelation functions completely describe the associated covariances. The 
autocorrelation functions are each of length 64, as was the sample generated for each process. Since 
the process is zero mean, the autocorrelation function is the same as the autocovariance function. 
Figure 5.3 shows the invariance subspace which was used in the estimation problem in all cases. The 
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first basis function is a zero-mean ramp, and the remaining three functions are portions of sampled 
sinusoids with different periods. Thus the invariance subspace is 4-dimensional. This invariance 
subspace was chosen arbitrarily, simply for purposes of demonstration. Note that although the basis 
functions have been scaled to have unit energy, they are not orthogonal. This has no effect on the 
result, and the invariance subspace representation may be orthogonalised if desired. 
The results of the estimation for the three cases are shown in the three plots of Figure 5.4. Note that 
each plot corresponds to estimates based on just a single sample generated according to the required 
conditions. The solid line corresponds to the actual autocorrelation function of the process used to 
generate the sample. Since the data do in fact conform to the circulant assumption, the dashed line 
in each plot shows the maximum likelihood estimate of the covariance matrix, under a circulant, 
symmetric, and positive semidefinite constraint, using all of the available data. That is, even the data 
components in the invariance subspace have been used. This represents the best possible estimate that 
can be made. The dotted plots, however, have only made use of the data in the subspace orthogonal 
to the invariance subspace in the estimation, still under the constraint that the estimate be circulant, 
positive definite, and symmetric. 
The results are not intended to quantify the extent to which the presence of the invariance subspace 
degrades the estimation. Such an analysis is difficult to perform in general, since the accuracy of the 
estimates depends very strongly on the relationship between the invariance subspace and the actual data 
covariance. However, it may be inferred even from these limited plots that the invariant estimates are 
not as good as the estimates which have access to all the data. Additionally, as the correlation between 
the samples increases, the quality of both estimates is reduced. This is common to all estimation 
problems: high correlations effectively mean less independent data on which to base the estimates, 
resulting in poorer performance. 
One has to be careful not to read too much into the results presented in Figure 5.4, particularly when 
the estimates are ultimately to be used in an invariant detector. Under this condition, it is not the 
estimate of C(O) which is of interest, but rather the estimate of U1C(9)UH • The reason for this is 
quite simple: since the invariant estimator uses no information contained in the subspace U I, one 
would expect that the quality of the portion of the estimate relating to (U I} would be compromised. In 
fact, for the circulant estimation problem it may happen, as in the case of the unconstrained invariant 
estimation problem, that certain components of the covariance are not identifiable with subspace 
invariant estimation. The simplest case where this happens is when the invariance subspace contains 
the constant vector 1 = (11 ... l)T. In that case the candidate covariances C(O) and C(O) +all Tare 
both circulant, and both result in the same value for the invariant log-likelihood. Thus the mean value 
of the overall covariance is not identifiable, and cannot be estimated. As for the unconstrained invariant 
estimation problem, however, this has no effect on the corresponding invariant detector, which ignores 


















'"" 0.5 c.. 
.~ 0 
" '" (3 
-0.5 i 
,0 


























l~" \-_ ~~~al , i 0.5 \', ' " Invariant MLE ~ 
c.. \' ,'/' /"" '/ 
~ \' ('- ./" J 
.~ 0 < ,/. -, -, ~-.'"-:-,----r---------'",---/-""'----. , ,'/ 
8 " /".' '," ....-
-0.5 
o lO 20 30 
Lag 
40 
(c) Autocorrelation function 3. 
50 60 
Figure 5.4: Examples of ML and invariant ML covariance estimates under a circulant 
constraint, for the three different correlation conditions. The solid line in each plot 











Chapter 5: Subspace invariant covariance estimation 
Finally, Figure 5.5 shows the invariant log-likelihood of the covariance estimate at each iteration, for 
each of the samples discussed. The likelihood initially rises very fast, but the rate of increase drops 
0 - - - - - - - -
-10 I·,' . 
.. ,., ... . . . . . . . . .. : - acfl 
. . acf2 
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Figure 5.5: Examples of invariant log-likelihood as iterations progress, for the three dif-
ferent autocorrelation functions. 
significantly after this climb. The likelihood continues to rise as the iterations commence and the 
estimate becomes more refined. It has been observed that sometimes a second rise, occasionally quite 
significant, occurs after quite a large number of iterations. One therefore has to be careful not to 
terminate the iterations prematurely. While the algorithm has been in use, it has always been seen 
to converge. Furthermore, it has never been observed that any iteration has decreased the invariant 
log-likelihood value. 
5.5 Subspace invariant estimation for Toeplitz covariance matrices 
In this section, the previous results are extended to the problem of covariance matrix estimation under 
a Toeplitz constraint, both with and without an invariance subspace. Initially, the case of no invariance 
is considered, since it is slightly simpler to explain. This case is fairly extensively discussed in the 
literature, usually as applied to complex observations and covariances. Once the simpler case has been 
discussed, extending the results to include an invariance subspace is easy. 
5.5.1 Estimation without subspace invariance 
The standard approach to estimating covariance matrices under a Toeplitz constraint is to once again 
use a missing data interpretation. The relationship between the complete and incomplete data is of a 
very specific form: each observed data vector Xi is assumed to consist of the first n elements of an 
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circulant covariance matrix. The vectors Xl. .•• ,XM play the role of the incomplete data in the EM 
formulation. The relationship between Xi and Ui is therefore 
(5.56) 
where Inxn is the n x n identity matrix, and 0 is a matrix of zeros of the appropriate order. This 
transformation simply extract the first n elements of Ui. 
The approach used for the estimation makes use of the observation that the top-left block of a cir-
culant matrix has a Toeplitz structure. Furthermore, if the matrix is positive semidefinite, then the 
corresponding block is also positive semidefinite. Explicitly, if C is circulant and positive definite, 
then 
(5.57) 
is positive semidefinite and Toeplitz. Noting that this matrix is precisely the covariance of Xi if 
Ui : N[O, Cl, it is apparent that maximising the likelihood subject to a circulant constraint on the 
complete data will result in a Toeplitz estimate for the covariance matrix of the incomplete data. 
A circulant positive definite Hermitian constraint on the complete data is therefore equivalent to a 
Toeplitz positive definite Hermitian constraint on the incomplete data. What is not apparent, however, 
is to what extent the converse is true: what proportion of n x n Toeplitz matrices can be embedded into 
the top-left block of a s x s circulant matrix? This is an important question, since it is over precisely 
these matrices that the effective maximisation will be performed. Specifically, if the complete data 
circulant covariance matrix is required to be Hermitian and positive definite, then the implied set of 
Toeplitz covariance matrices over which the incomplete data likelihood is maximised is precisely 
{ (," '" 0) C ('";") C is Henni tian, positive definite, and cirCulant} , (5.58) 
Evidently this is not exactly equivalent to the set of all positive definite Hermitian Toeplitz matrices 
- the latter set contains elements not included in the former. 
The extent to which the formulation is appropriate for the problem depends on the dimension chosen 
for the complete data, namely the parameter s. This parameter is entirely free in the formulation, and 
the only effect that it has is on the extent to which the implied constraint approximates the required 
constraint. For example, if s is chosen to equal n, the effective constraint set is just the set of circulant 
matrices with the required properties. The elements of this set satisfy the requirement that they be 
Toeplitz (since a circulant matrix is always Toeplitz), but at the same time the set is far smaller than the 
complete set of Toeplitz matrices. Thus a more stringent constraint has been placed on the candidate 
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smaller. Dembo, Mallows, and Shepp [27] demonstrate that every finite-dimensional positive definite 
Toeplitz matrix can be embedded into a circulant matrix of sufficiently large order. They also provide 
bounds on s required for such an embedding, based on the value of the minimum eigenvalue of the 
Toeplitz matrix. 
In practice the difference between the actual constraint in force and the desired constraint appears not 
to be critical. As long as s is fairly large relative to n (a factor of two seems acceptible), the resulting 
estimates are reasonable and useful. However, it should be remembered that the estimate obtained may 
in fact only be an approximation to what is required. 
Returning to the formal development of the algorithm for implementing the estimation, as in the 
previous section two cases have to be considered: real and of complex covariances. Each requires a 
different specification of the constraint set. Once described, however, the development of the algorithm 
details is straightforward. 
For the case of complex covariances, the constraint on the complete data covariance C is that it be 
Hermitian, positive semidefinite, and circulant. This is identical to the constraint used in Section 5.4.2, 
so the choice of V = W~ and 1) to be the set of all real diagonal matrices with nonnegative elements 
is appropriate. The only difference is in the definition of the transformation matrix A. With the 
incomplete data (v I, . •• , V M) taken to be the actual observations (x I, . •. ,XM), and the complete data 
Ul, •.. ,UM as described, the relationship provided in Equation 5.56 implies that 
(5.59) 
This completely specifies the required quantities in the EM formulation. 
The implementation details are fundamentally identical to those provided in the section on invariant 
estimation for circulant matrices, although on account of the simple nature of the relationship between 
the complete and incomplete data some computational simplifications may be included [95], The only 
difference is that now the incomplete data are taken to be the actual observations, rather than the data 
contained in the valid subspace. 
Similarly, the real case is essentially solved using the results of Section 5.4.3, with a similar set of 
candidates for the complete data covariance C. Once again it may be observed that as long as the initial 
estimate of the covariance is real and the observations are real, the algorithm for the solution to the 
complex problem always results in real estimates for the covariance at the subsequent iteration. Thus 
the two cases may be solved using the same implementation, by simply using an appropriate starting 
condition. 
Finally, some necessary conditions on the convergence of the EM algorithm are known [132], but it 
is difficult to ascertain whether they are met for this Toeplitz covariance estimation problem [27]. In 











Section 5.5: Subspace invariant estimation for Toeplitz covariance matrices 
is sometimes quite slow, and the rate of increase in likelihood as the iterations progress is by no means 
consistent. This can make it difficult to specify a stopping criterion for the iterations, especially if 
accuracy is the dominant factor. For signal processing applications it may be reasonable to execute 
a predetermined number of iterations to improve an estimate, particularly when execution time is a 
constraint. Since the likelihood is nondecreasing, a fixed number of iterations will always provide a 
better solution (in the maximum likelihood sense) than the original estimate. 
5.5.2 Estimation with subspace invariance 
With the generalised EM formulation presented in Section 5.3, the extension of the Toeplitz covariance 
estimation problem to include subspace invariance is easily achieved. Suppose tbe observed data are 
XI, .•. ,XM, each assumed to nominally be normally distributed, with a zero mean and a Toeplitz 
covariance matrix. These observations are corrupted by mismatch components in the invariance sub-
space (U I). Thus the components Yi, . .. , Y M are all that can be considered valid for estimation, where 
Yi = UhXi. 
Conceptually, it is quite useful to postulate the hypothetical data Z1, ... ,ZM, which are identical to the 
observed data Xl, ••• ,XM except that they have not been corrupted in the invariance subspace. Thus 
Zi actually does conform to the Toeplitz assumption. The sets of observations however may differ in 
the invariance subspace, so all that can be guaranteed is that U~Zi = U~Xi' 
If Zj, ... , ZM could actually be observed, the estimation of the Toeplitz covariance matrix could be 
achieved using the results of the previous section. In particular, the s-dimensional complete data vectors 
U1, ..• , UM are proposed, which have a circulant covariance matrix C. The relationship between these 
complete data and the hypothetical ideal uncorrupted observations Zj, .•. , ZM is 
(5.60) 
These uncorrupted observations are not observed: all that can be considered observable are the com-
ponents in the subspace orthogonal to the invariance subspace, namely U~Zj, ... , U~ZM' These quite 
naturally take the role of the incomplete data observations in the EM formulation. It is required to 
maximise the log-likelihood of these incomplete data observations over the complete data covariance 
matrix C. Once this estimate is obtained, the required Toeplitz covariance matrix is 
(5.61) 
Now, the observable components U1Z1, ... , U~ZM are precisely y 1, ... ,Y M, which can therefore be 
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With these quantities all specified, it is easy to establish the relationship between the complete data 
Ul, ... ,UM and the incomplete data Yl, ... ,YM: 
(5.62) 
Thus for the EM algorithm, it is appropriate to take 
(5.63) 
The constraint sets for the complex and real cases are chosen exactly as in the previous discussion, 
and the form of the quantities to be calculated in the iterations is identical. That is, the conditional 
expectation of the complete data log-likelihood is 
[ 
s 1 M s Id'(k)12] 
L(I;; dj, ... , d M ) = K - J I)nal + - L L J 2 ' 
M. a 
k=l J=l k=l k 
(5.64) 
which can be calculated using the diagonal elements of 
c(g} = I; (g)vt At(C(g»)-lS (c(g»)-lAVI;(g) + I;(g) I; (g)vt At(C(g»)-l AVI;(g) 
u "" " " 
= I;(g)W (1IlXIl) U (C(g»)-IS (C(g»)-IUt (I 0) WtI;(g) + I;(g) (5.65) 
II 0 H yy YY yy H II XII II 
I;(g)W (1IlxlI) U (C(g})-IUt (I 0) WtI;(g) (5.66) 
II 0 H yy H II Xli II' 
with 
(5.67) 
This completes the specification of the expectation stage. The maximisation step is exactly as described 
in Sections 5.4.2 and 5.4.3 for the complex and real cases respectively. 
5.5.3 Example of invariant Toeplitz covariance estimation 
Results analogous to those presented in Section 5.4.4 are now given, except for a Toeplitz constraint on 
the components of the observed data which lie outside the invariance subspace. For the demonstration, 
the basis functions of this subspace are again taken to be those shown in Figure 5.3. 
Again three real-valued noise samples were generated, each of length 64 and from normal random 
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is taken to be Toeplitz. The autocorrelation functions of the three samples are given in Figure 5.6. 
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Figure 5.6: Autocorrelation functions for the three different processes used to generate 
the samples for testing the Toeplitz-constrained invariant estimation. 
completely determine the associated Toeplitz covariance matrices. 
Results for the estimation in each case are shown in Figure 5.7. Again the plots show the true au-
tocorrelation function of the sample, the maximum likelihood estimate using all of the data, and the 
maximum likelihood estimate using only the data orthogonal to the invariance subspace. In all cases the 
constraint that the estimated covariance matrix be real, symmetric, positive semidefinite, and Toeplitz 
is applied. 
As with the case of the circulant constraint, the estimation appears to improve when the samples are less 
correlated. Again this can be attributed to there being more effective data available for the estimation. 
Also, as with the circulant case, the estimates may in fact appear to be worse than they are when used 
in a detector, on account of the reduced accuracy associated with making estimates in the directions 
of the invariance subspace. The extent to which which such estimates can be made depends on the 
relationships enforced by the Toeplitz constraint on the invariance and complementary subspaces. 
Plots of the log-likelihood as the iterations commence are shown in Figure 5.8. It can be seen that the 
convergence is considerably slower than for estimation under the circulant constraint. Additionally, 
the rate of increase in log-likelihood is quite erratic, with small jumps occurring even after a large 
number of iterations. Both of these characteristics can be attributed to the fact that for the Toeplitz 
case there are many more parameters to be optimised over. For example, in the real case the number 
of free parameters in the circulant estimation is approximately 32, while for the Toeplitz estimation 
there are approximately 64. The increased number of parameters increases the difficulty of the search, 
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Figure 5.7: Examples of ML and invariant ML covariance estimates under a Toeplitz 
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Figure 5.8: Examples of invariant log-likelihood as iterations progress, for three different 
autocorrelation functions . 
5.6 Subspace invariant estinlation under alternative constraints 
The results presented thus far may be extended to many other cases of potential interest. In particu lar, for 
application in two-dimensional imaging environments, maximum likelihood estimation of covariances 
under doubly block circulant and doubly block Toeplitz constraints is of interest. In the section 
which follows, the necessary background for these situations is presented, although details of the final 
iterations are not provided. 
Other constraints which are of interest are those of the processes in question being AR, MA, or ARMA. 
Depending on the order chosen for these processes, the implied constraint on the covariance matrix 
can be more restrictive than a general stationarity assumption. This is often desirable in instances 
where the amount of data available for estimation is small. As with the Toeplitz case, however, as far 
as invariant detection is concerned it is useful to be able to make invariant estimates of the associated 
parameter values. This case is discussed briefly in Section 5.6.2. 
5.6.1 Doubly block circulant and doubly block Toeplitz constraints 
A doubly block circulant matrix is a matrix which has a circulant block struture, each block of which 
is circulant. A doubly block Toeplitz matrix is defined similarly. These matrices arise in statistical 
characterisation of covariances of cyclic or stationary data, when 2-D observations are reordered into 
a column vector through column or row ordering. 
The constraints can also be cast into the form required by the general algorithm developed in Sec-
tion 5.3. The most difficult part of the formulation involves the diagonalisation of general doubly 
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nalised in the complex case. The required quantities for specifying the EM iterations under doubly 
circulant and doubly Toeplitz constraints are then provided. In the interests of simplicity only complex 
matrix formulations are considered, and estimation with an invariance subspace is not presented. The 
extensions are however quite simple, and conceptually follow the same procedures as for the simpler 
cases of Toeplitz and circulant covariances. 
Let B be a doubly block circulant matrix, with r x r blocks each of dimension s x s: 
B= (5.68) 
Note that B is in general itself not circulant. 
Davis [24, p. 185] demonstrates the following points: 
• B is diagonalisable by the unitary matrix Wr ® W s, where ® is the Kronecker product op-
erator [49]. Furthermore, if the matrices of eigenvalues of the circulant blocks are given by 
Ak, k = 0, ... ,r-l, then the diagonal matrix of the eigenvalues ofB is given by L~:~ Q~®Ak' 
In this expression, Q r = diag(w;o, W;l, ... , w;(r-l». 
• Any matrix A = (Wr ® Ws)A(Wr ® W s), where A is diagonal, is doubly block circulant, with 
r x r blocks each of dimension s x s. Since (Wr ® W s) = (Wr ® Ws)t, this can be written in 
the more conventional form A = (Wr ® Ws)t A(Wr ® W s). 
These are analogous to the results provided for circulant matrices, and give necessary and sufficient 
conditions for a matrix to be doubly block circulant. As before, if B is Hermitian then its eigenvalues 
are necessarily real. The converse is also true, although it is not explicitly demonstrated here. 
We assume that the observed (m x n)-dimensional data constitute the top-left block of the (r x s)-
dimensional complete data, as demonstrated in Figure 5.9. In both cases the data are raster reordered 
into a column vector for statistical purposes. (This means that the data are scanned from left-to-
right and top-to-bottom, filling the vector sequentially.) Therefore the observed data vector Xj can be 
extracted from the complete data vector Uj by means of the relation 
(5.69) 
I j xk is a j x k identity matrix of zeros with ones along the main diagonal. This implies that A = 
(Imxr ® IlI xs) in Equation 5.13. 
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Figure 5.9: Embedding the (m x n)-dimensional observation (incomplete data) into the 
(r x s )-dimensional complete data. 
dimension. It is easy to see that if the vector Ui is normally distributed with such a covariance, then the 
covariance of Xi will be doubly block Toeplitz. Additionally, the matrix must be nonnegative definite 
so that the complete data probability density function is defined. The results just presented demonstrate 
how this class of matrices can be usefully represented: we take M to be the set 
(5.70) 
with 'D the set of all diagonal matrices with real nonnegative elements. Then M contains all the 
elements which we wish to optimise over. Thus V = (Wr ® Ws)t in Equation 5.15, and 1: = A. 
As for the case of optimisation over matrices with circulant extensions, a simple closed form can be 
obtained for the parameter values for the situation discussed in this section. In a parallel result to 
Equation 5.50, 
M 
a} = ~ LE{ldj(i)1211:(g),Xl, ... ,XM}, (5.71) 
J=l 
where all the relevant quantities have been derived from the raster reordered observations. For each i, 
this value is simply the ith diagonal element of c~gJ in Equation 5.30. 
A final simplification arises by considering the value of the product V t A in the calculation. This 
product is given by 
172 
vtAt = (Wr ® Ws)(Imx, ® Inxs)t 
= (Wr ® Ws)(I,xm ® Isxn) 
= W,Irxm ® Ws1sxn 
= W(III) ®w(n) 
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where w~m) contains the first m columns of W" and w~n) contains the first n columns of WS' 
5.6.2 ARMA constraints 
The final case of interest is that of subspace invariant estimation of covariance matrices under AR, MA, 
and ARMA constraints. These are especially useful when the amount of data available for estimation 
is small. 
Even without the invariance subspace, maximum likelihood estimation for these models is difficult. 
In most applications, approximations are used to simplify the objective likelihood function, which in 
tum leads to an approximate maximum likelihood estimate. To some extent the estimation under an 
autoregressive assumption is simpler than the cases of MA and ARMA processes, although it still does 
not permit a convenient solution. 
There are some fairly efficient methods available for calculating the likelihood of a general ARMA 
process given a seqence of successive scalar observations. For example, an algorithm which finds this 
likelihood using an innovations decomposition is provided by Melard [94]. 
Unfortunately, it is difficult to use this type of approach within the EM framework presented in this 
chapter. This is because the maximisation stage of the EM iteration, at least in the form presented, 
requires a way of estimating the ARMA parameters from the conditional expectation of the sample 
covariance matrix, rather than from a single sequence of observed values. Exact likelihood methods 
for this problem are difficult to obtain, and Porat [104, p. 200] recommends simplifying the problem 
through appropriate approximate methods. However, this casts the EM procedure in doubt, and since 
a nondecreasing likelihood can no longer be guaranteed, convergence may not occur with a modified 
estimate. Unfortunately the EM method does not appear to permit an alternative formulation, where 
this problem is overcome. 
For this reason, a simpler approach is to maximise the invariant log-likelihood function directly, over 
the space of allowed parameter values for the general ARMA process. Computationally this is an 
expensive procedure, but is sufficient as far as investigating ideas is concerned. Furthermore, since 
the number of parameters in the models is generally low, search methods are not unreasonable for the 
estimation. Thus, where required, the invariant log-likelihood is simply maximised using the Nelder-
Mead simplex algorithm [l08]. The matrices over which this maximisation is performed is the set of 
all possible valid covariance matrices of the assumed process. The set of parameter values is chosen 
such that the implied ARMA process is stable and invertible. Kay [75, p. 131] provides a method 
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5.7 Simultaneous estimation of interference subspace and covariance 
matrix 
Chapter 4 discussed the problem of estimating the invariance subspace from actual data, when the true 
covariance matrix is known. Chapter 5 discussed the dual problem of estimating the covariance matrix 
when the invariance subspace is known. A problem which has not yet been addressed is how to make 
simultaneous estimates of these two quantities when neither are known. 
This is a difficult problem, for which no ideal solution has been found. For the interference subspace 
estimate, the primary cause of this difficulty is the fact that the proposed estimation method is only 
approximate, with no maximum likelihood solution having been obtained. For the invariance subspace 
in the model mismatch problem, the difficulty arises in that an estimate is obtained of the invariance 
subspace, and not of the complementary subspace. 
One method which presents itself is to iterate between the invariance subspace estimation and the 
covariance matrix estimation, in the hope that the procedure will converge to a reasonable solution for 
both quantities. There is no guarantee that this method will provide a good solution set, however. In 
fact, it is difficult to determine whether the procedure will even converge. In some cases it has been 
seen to provide a reasonable solution, but this is difficult to validate in general. 
At least for the subspace interference problem, a better solution is to attempt to maximise the likelihood 
over both the unknown covariance matrix and the unknown invariance subspace. Thus the invariant 
likelihood should be maximised over the joint parameters U I (or equivalently U H) and C. Since the 
value of UH that approximately maximises this likelihood is known with respect to C, the explicit 
dependence on U H can be eliminated: we know U H (0) , where 0 parameterises the covariance matrix. 
An approximate modified invariant likelihood can therefore be formulated as 
(5.73) 
Maximising over 0 then yields the approximate covariance estimate, from which the corresponding 
invariance subspace estimate can be obtained. 
Unfortunately this procedure can only be applied using direct maximisation over the parameter o. 
The invariant covariance estimates for circulant and Toeplitz matrices cannot be used in this context, 
since they require that the invariance subspace be held constant over the maximisation. Nevertheless, 
estimates using ARMA processes can be obtained, by adopting the search methods described in the 
previous section. 
To demonstrate the performance of this proposed procedure for the subspace interference case, the 
experiment presented in Section 4.3 .6 was repeated. Data samples were again generated from first-
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added as before. This time the underlying covariance matrix, which generated the samples prior to 
interference being added, was not assumed known. Instead, under just the assumption of a first-order 
autoregressive model, the procedure outlined in this section was used. 
As for the earlier case, this interference subspace estimation procedure was repeated 100 times for 
each set of parameters of interest. Figure 5.10 shows the results of the simulations, and is analogous to 
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(a) Results for white noise case. 
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(b) Results for correlated noise case. 
Figure 5.10: Accuracy of interference subspace estimation using artificially corrupted 
ideal data, when the covariance matrix is not known. 
is good, and indicates that the fact that the covariance matrix is unknown has a negligible effect on the 
accuracy of the interference subspace estimates. 
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and valid for the results presented. In general this may not be the case, and it is difficult to predict the 
effect on the algorithm if the assumed model is invalid. Also, the model used has only two degrees of 
freedom. For estimating the parameters of this model, the 50 or 200 noise samples represent a huge 
amount of data on which to base these estimates. It is therefore not surprising that the covariance 
matrix and interference subspace estimates are good. 
If assumptions of more general covariance structures are required, a reasonable approach would be to 
estimate the interference subspace using the method just described, using an ARMA process of fairly 
high order. Once estimated, the invariance subspace can be held fixed while an invariant Toeplitz or 
circulant constrained covariance matrix estimate is made. Although not ideal, if the ARMA process 
is sufficiently flexible, the interference subspace estimate will be fairly accurate. At the very least, the 
main causes of nonstationarity will have been eliminated. 
For the case of subspace invariance for model mismatch, the same procedure can be used. This 
time, however, the relationship between the invariance subspace estimate and the covariance matrix is 
obtained using the result provided in Section 4.5. Although not meaningful in a maximum likelihood 
context, the procedure still leads to sensible and useful results. 
An alternative is to attempt to minimise the Frobenius distance between the covariance and sample 
covariance in the retained subspaces. That is, the distance dF(U~SxxUH' U~C(O)UH) can be min-
imised simultaneously over U Hand O. Since this minimisation is not trivial, a similar procedure to 
that used in the subspace interference problem may be applied: a good invariance subspace is known 
as a function of 0, so U H (0) can be calculated. Thus an approximate solution is obtained by directly 
minimising the modified distance measure 
......... y ..-.. .......... T -.. 
dF(UH(O)SxxUH(O), UH(O)C(O)UH(O» = 
tr {u1(0)(Sxx - C(0»UH(0)U1(0)(Sxx - C(O»UH(O)} (5.74) 
with respect to O. 
5.8 Practical examples of invariant detectors 
The primary justification for invariant detectors is to eliminate the effect of subspace interference or low-
rank model mismatch from the detection problem. The invariant detector ignores these components, 
thereby gaining a potential performance advantage via improved modelling. 
A useful characteristic of the invariant detector is that it achieves this improved accuracy without 
the need for adaptivity. This facilitates the calculation of the detection statistic, and is useful in 
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resulting detector will be robust to the types of interference or model mismatch which commonly 
occur. 
In this section, it is shown how an invariant detector can improve overall performance in the case of 
certain real-data applications. To make a fair assessment, it is necessary to clarify the characteristics 
that a good detector should have. Firstly, the detection statistic should be highly discriminatory: that 
is, it should differ maximally under the conditions of target absence and target presence. However, in 
most cases this is not sufficient to define a good detector. Just as important, is the requirement that the 
values which the statistic take on under the various hypotheses be consistent and well characterised. 
At some point a decision has to be made based on the value of the detection statistic; if this decision 
cannot be made meaningfully, the detector is useless in practice. 
5.8.1 Invariance subspace for interference 
The first example uses real samples of data, and attempts to assess whether the noise plus subspace 
interference assumption can be successfully used to model the data for purposes of detection. In partic-
ular, subspace interference of various dimensionalities is assumed to be present in the observations, and 
simultaneous estimates are obtained of the interference subs paces and covariance matrix parameters. 
A highly-constrained covariance model is initially assumed, namely that of a first-order autoregressive 
process, so the procedure presented in Section 5.7 for the estimation is appropriate. 
Two samples of data were used, extracted from disjoint regions in an x-ray image of a human torso. 
The first was assigned the role of training data, and the second of testing data. The samples were 
specifically chosen to be fairly homogeneous, so that the assumption of spatial stationarity is largely 
appropriate. Also, they were obtained from regions in the vicinity of the spine, resulting in a high 
degree of texture. The samples, each of dimension 64 x 384, are shown in Figure 5.11. Thay are 
sufficiently similar that ordinarily one would feel justified in using the same model to describe local 
regions of each. 
The procedure adopted for the design and assessment of the detectors is similar to that used in Sec-
tion 4.5.2. The training and testing data are therefore used only for obtaining noise samples, from 
which the corresponding detectors can be assessed. Thus the implication is not that it is required to 
detect targets in the images, only that it is required to perform detection in noise which resembles the 
noise present in the images. 
For each assumed invariance subspace dimension, interference subspace and covariance matrix esti-
mates were obtained using only data from the training image. These were based on a sample covariance 
matrix obtained using data sequences extracted from various locations. In particular, horizontal sam-
ples of length 32 were Jsed, the centres of which were separated by a distance of 16 pixels in the 
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(a) Training data. 
(b) Testing data. 
Figure 5,11: Training and test data for subspace interference demonstration. 
To test the resulting detectors , a set of artificial targets was used. These targets are shown in Figure 5.12. 
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Figure 5.12: Targets used for testing the invariant detection. 
in the range 1 to 5. They were scaled to have equal energy. 
Firstly, assuming no invariance subspace, the noninvariant detection statistic was developed by finding 
the MLE of the noise, and substituting this estimate into the noninvariant test in Section 4.2,1. Then, 
for assumed interference subspace dimensions from 1 to 10, the covariance matrix and interference 
subspace estimates described earlier were obtained, and simply plugged into the subspace invariant 
test statistic of Equation 4.2.2. Figure 5.13 shows an example of the effective detection templates 
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Figure 5.13: Effective templates for noninvariant and invariant detection of Target 3. This 
result is for an invariance subspace of dimension 4. 
Using the methods described, 11 detection statistics, 11 covariance matrix estimates, and 10 invariance 
subspace estimates (since there is no estimate for the noninvariant test) were obtained. Each of these 
detection statistics was then applied to noise samples taken from both the training and the testing data, 
and independent sets of results were formed. Additionally, targets were added to the noise samples, 
simulating conditions of target presence, and the detection statistics were again calculated. 
Table 5.1 shows the average normalised separation between the sets of values taken on by the test 
statistics under the conditions of target absence and target presence. That is, the absolute difference 
Invariance . Training data Testing data 
I~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 












3.40 2.46 1.81 1.34 1.05 2.88 1.82 1.07 0.69 0.49 
3.57 2.44 1.81 1.46 1.23 3.04 2.04 1.49 1.19 1.00 
3.43 2.23 1.73 1.43 1.22 2.88 1.84 1.41 1.17 0.99 
3.60 2.37 1.64 1.09 0.70 3.06 1.93 1.30 0.86 0.55 
3.58 2.34 1.59 1.04 0.64 3.04 1.92 1.28 0.83 0.51 
3.43 1.86 1.00 0.53 0.32 2.98 1.63 0.86 0.45 0.27 
3.24 1.68 0.87 0.48 0.30 2.82 1.47 0.75 0.41 0.26 
2.33 0.95 0.63 0.43 0.29 2.00 0.82 0.54 0.36 0.24 
2.28 0.81 0.57 0.41 0.28 1.96 0.69 0.49 0.35 0.24 
2.24 0.78 0.53 0.37, 0.26 1.93 0.66 0.45 0.31 0.22 
2.21 0.69 0.50 0.36 I 0.25 1.90 0.59 0.43 i 0.30 0.21 
Table 5.1: Normalised separation between hypotheses for different invariance subspace 
dimensions and different targets. 
between the two cases is calculated (which is constant for each detector), and this is normalised by 
the average standard deviation observed in the test statistic when only noise is present. This figure 
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average standard deviation of the noise in the statistic. As such, it is a direct indication of detectability. 
For the training data, on which the detector was designed, the normalised separation tends to decrease 
for each target as the dimension of the invariance subspace is increased. Some exceptions may be noted 
where the average detectability increases when an invariance subspace is added. For these targets, the 
presence of the invariance subspace improves the match between the model and the data more than 
it decreases performance by nulling the target. In other instances, however, this is not the case 
although the invariance subspace may improve the modelling, this effect is not sufficient to improve 
the overall performance of the test statistic. If the data were highly non stationary or exhibited strong 
trends, this would probably not be the case. An invariance subspace would then improve the modelling, 
perhaps to the extent that the overall detectability improves. 
Also shown in Table 5.1 are detectability figures for the detection statistics applied to the testing 
data. Here the invariant detectors are better than the noninvariant detector for all the targets. In some 
cases, the detectability improves by more than a factor of two. This is an interesting result, in that 
it demonstrates that the invariance subspace estimate obtained from the training data to some extent 
captures model deviations or interference which is consistent over both images. The invariant testing 
paradigm therefore results in a detector which generalises better than the noninvariant detector, at least 
for the case shown here. 
The improved discrimination ability of the test statistic is only one advantage of the invariant detectors. 
They have the additional property of reducing the mismatch between the assumed model and the actual 
data. Recall that when the invariance subspace was estimated, an invariant estimate of the covariance 
matrix was obtained. This covariance estimate can be used to predict the variance of the test statistic 
under the null hypothesis. 
The presence of the invariance subspace tends to reduce the degree of mismatch between this predicted 
variance and the variance actually observed when the test statistic is applied to the data. Table 5.2 
shows results comparing these values for the cases of the five different targets. Again a breakdown 
is provided of the results as applied to the training data, and those as applied to the testing data. For 
the training data, the discrepancy between the predicted value and the observed value decreases as 
the invarianee subspace dimension increases. For subspace dimensions of above 5, the difference is 
almost negligible. This indicates that the presence of the invariance subspace reduces the mismatch 
between the data and the model. 
Also shown in Table 5.2 are similar results obtained for the testing data. Again the discrepancy 
between the predicted and the observed values tends to decrease as the invariance subspace dimension 
is increased. The extent of the improvement is considerably less than for the training data. However, 
since the predicted values in both cases were obtained from the covariance matrix estimated from the 
training data, this reduced improvement is expected. Figure 5.14 shows the predicted standard deviation 



















Target I Target 
1 2 3 4 I 5 
0 31.17 (37.00) 43.06 (67.76) 62.31 (100.7) 90.66 (133.5) 124.5 (164.0) 
1 33.66 (40.03) 53.28 (65.86) 70.59 (78.99) 80.75 (83.45) 84.66 (83.38) 
2 40.90 (40.40) 63.87 (52.56) 77.02 (55.67) 84.11 (56.34) 87.25 (56.07) 
3 35.99 (37.57) 44.77 (44.22) 47.44 (44.84) 47.42 (43.74) 45.54 (41.56) 
4 36.76 (36.01) 44.58 (40.46) 47.18 (40.95) 47.39 (40.37) 45.80 (39.04) 
5 34.08 (33.68) 37.22 (35.60) 35.53 (33.79) 32.00 (30.73) 29.48 (28.69) 
6 34.18 (32.84) 37.38 (34.49) 35.60 (32.95) 31.84 (30.26) 29.66 (28.70) 
7 30.55 (29.71) 30.02 (28.59) , 30.66 (28.98) 30.84 (29.12) 30.13 (28.70) 
8 30.91 (29.54) 29.35 (28.07) 30.77 (28.68) 31.26 (28.95) ! 30.48 (28.56) 
9 30.85 (29.12) 29.78 (28.01) 28.83 (27.42) 28.54 (27.26) 28.41 (27.23) 
10 30.10 (28.42) ! 27.90 (26.88) 28.81(27.17) I 28.62 (27.10) i 28.54 (27.09) 
(a) Results on training data. 
0 36.80 (37.00) 58.17 (67.76) 105.3 (100.7) 177.5 (133.5) 267.6 (164.0) 
1 39.46 (40.03) 63.75 (65.86) 85.93 (78.99) 98.72 (83.45) 103.5 (83.38) 
2 48.60 (40.40) 77.50 (52.56) 94.24 (55.67) 103.2 (56.34) 107.3 (56.07) 
3 42.36 (37.57) 54.97 (44.22) 59.66 (44.84) 60.20 (43.74) 57.94 (41.56) 
4 43.24 (36.01) 54.21 (40.46) 58.48 (40.95) 59.18 (40.37) 57.23 (39.04) 
5 39.17 (33.68) 42.60 (35.60) 41.23 (33.79) 37.77 (30.73) 35.02 (28.69) 
6 39.25 (32.84) 42.70 (34.49) 41.19 (32.95) 37.48 (30.26) 35.11 (28.70) 
7 35.54 (29.71) 34.82 (28.59) 35.79 (28.98) 36.27 (29.12) 35.58 (28.70) , 
8 35.96 (29.54) 34.41 (28.07) 36.07 (28.68) . 36.73 (28.95) 35.95 (28.56) 
9 35.81 (29.12) 34.89 (28.01) 33.85 (27.42) 33.65 (27.26) , 33.60 (27.23) 
10 35.00 (28.42) 32.79 (26.88) 33.80 (27.17) 33.72 (27.10) 33.72 (27.09) 
(b) Results on testing data. 
Table 5.2: Actual standard deviations of test statistics for different invariance subspace 
dimensions and different targets. Shown in brackets in each case is the predicted value 
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Figure 5.14: Predicted and actual standard deviations of noninvariant and invariant test 
statistics for Target 3. The predicted values are based on the invariant covariance matrix 
estimates. 
To assess the use of an interference subspace with less restrictive covariance constraints, the proce-
dure just described was repeated using a Toeplitz constraint instead of the first-order autoregressive 
assumption. 
For estimating the interference subspace, a different method was adopted: instead of just using the 
training image, the estimate was made using a sample covariance matrix which was comprised of data 
samples from both images. The assumption of an ARMA(4,1) process was made, and interference 
subspace and covariance matrix estimates obtained. Subspace dimensionalities of 1 to 10 were con-
sidered, as before. For each dimension, the subspace estimates were then fixed, and assumed known 
in the subsequent detector formulations. The corresponding covariance matrix estimates were ignored 
in the subsequent development. 
Plug-in detectors were then designed using only samples from the training data set. That is, for each 
assumed interference subspace, an invariant covariance matrix estimate was made from data in this 
set. This estimate was constrained to be Toeplitz. The final detector was then obtained by plugging 
the resulting covariance matrix estimate into the subspace invariant detection statistic. 
Table 5.3 shows the average target detectability figures as a function of the interference subspace 
dimension. In this case the presence of the invariance subspace at no stage increases the detectability. 
The reason can be attributed to the high capacity of the general Toeplitz constrained model, and the 
relative homogeneity of the data. That is, under a Toeplitz assumption the model is still flexible enough 
to accurately model the data even when interference is apparently present. This may not be the case 
for data which exhibit greater variability. 











Chapter 5: Subspace invariant covariance estimation 
Invariance Training data Testing data 
dimension I~ Targl Targ2 Targ3 Targ4 Targ5 Targl I Targ~ I Targ3 Targ4 
0 3.76 2.65 2.02 1.59 1.31 3.23 2.23 1.66 1.29 
1 3.76 2.65 2.01 1.58 1.29 3.23 2.24 1.66 1.30 
2 3.71 2.56 1.92 1.50 1.22 3.16 2.13 1.55 1.20 
3 3.65 2.38 1.57 1.01 0.64 3.14 2.03 1.32 0.83 
4 3.63 2.30 1.42 0.81 0.42 3.13 1.97 1.20 0.67 
5 3.36 1.78 0.83 0.36 0.20 2.91 1.55 0.72 0.30 
6 3.31 1.68 0.74 0.30 0.18 2.87 1.48 0.65 0.26 
7 2.82 1.06 0.42 0.24 0.19 2.42 0.91 0.35 0.20 
U 2.81 1.00 0.37 i 0.21 i 0.17 2.42 i 0.86 0.31 i 0.18 2.631].73 I 0.29 i 0.20 I 0.16 2.25 I 0.62 0.25 I 0.17 2.24 0.51 0.26 0.19 0.16 1.92 0.43 0.22 0.16 
Table 5.3: Nonnalised separation between hypotheses for different invarianee subspace 













the testing data. The presence of the invariance subspace only reduces the detectability. The average 
detectability in each case is smaller than that for the training data, as expected, but the difference is 
quite small. 
Table 5.4 shows actual standard deviations of the test statistics versus the standard deviations predicted 
by the estimated model. Again the results are separated into training and testing data. For the training 
data, the actual observed values are almost identical to the predicted values. This can again be attributed 
to the relative freedom of the model under just a Toeplitz constraint. The model mismatch is therefore 
almost identically zero in all cases, and the introduction of an invariance subspace then only serves to 
reduce performance. 
The presence of the interference subspace does reduce the mismatch between the predicted and the 
observed test statistic variance for the test image. The difference is small, however, and hardly warrants 
the use of the invariant tests. A plot of the predicted standard deviations versus actual standard 
deviations for Target 3 is shown in Figure 5.15 
The conclusion that may be drawn from these results is that the notion of the invariance subspace has 
merit primarily in the context of highly-constrained models or highly complex data. If the models 
have the capacity to accurately represent the data, then there is little need for invariance. To some 
extent the inclusion of an invariance subspace can be used to generalise models which are otherwise 
quite data-specific, but the effect is quite limited. It must be noted that the data samples used in this 
case are very amenable to the assumption of stationarity. Thus it is hardly surprising that the Toeplitz 
constraint leads to an accurate model. For more complex data, however, even this flexible model could 











Section 5.8: Practical examples of invariant detectors 
184 
... -
II Inv. Target Target Target Target I 
Target 
dim. 1 2 3 4 5 
0 35.94 (35.84) 45.96 (45.79) 55.05 (54.66) 65.66 (65.07) 77.54 (77.06) 
1 35.89 (35.83) 45.90 (45.84) 55.00 (54.73) 65.48 (65.00) 76.93 (76.48) 
2 36.12 (35.80) 46.49 (45.59) 55.94 (54.60) 67.34 (65.63) 79.62 (77 .49) 
3 35.03 (34.94) 42.19 (42.36) 45.29 (45.76) 45.22 (46.02) 41.81 (42.50) 
4 34.89 (34.62) 41.43 (41.14) 44.07 (43.82) 43.72 (43.56) 38.49 (38.46) 
5 33.49 (33.37) 37.23 (37.24) 35.87 (35.96) 31.24 (31.11) 28.54 (28.22) 
6 33.37 (33.28) 37.35 (37.58) 36.54 (36.94) 31.90 (31.97) 28.91 (28.70) 
7 31.35 (30.94) 32.20 (31.68) 28.89 (28.54) 27.68 (27.30) 28.11 (27.78) 
8 31.42 (31.03) 32.82 (32.49) 29.24 (29.02) 27.78 (27.48) 28.07 (27.74) 
9 30.22 (29.81) 29.79 (28.90) 26.90 (26.25) 27.04 (26.56) . 27.60 (27.16) 
10 28.87 (28.49) 27.03 (26.34) 26.53 (25.82) 27.02 (26.53) i 27.55 (27.12) 
(a) Results on training data. 
Inv. Target Target Target Target Target 













41.84 (35.84) 54.55 (45.79) 66.93 (54.66) 81.05 (65.07) 96.93 (77.06) 
41.77 (35.83) 54.35 (45.84) 66.52 (54.73) 79.95 (65.00) 94.04 (76.48) 
42.35 (35.80) 55.87 (45.59) 68.97 (54.60) 84.18 (65.63) 99.90 (77.49) 
40.70 (34.94) 49.54 (42.36) 54.09 (45.76) 54.65 (46.02) 50.77 (42.50) 
40.50 (34.62) 48.43 (41.14) 52.31 (43.82) 52.48 (43.56) 46.23 (38.46) 
38.63 (33.37) 42.58 (37.24) 41.28 (35.96) 36.55 (31.11) 33.68 (28.22) 
38.44 (33.28) 42.53 (37.58) 41.69 (36.94) 36.97 (31.97) 33.97 (28.70) 
36.51 (30.94) 37.60 (31.68) 34.10 (28.54) 32.76 (27.30) 33.19 (27.78) 
36.59 (31.03) 38.31 (32.49) 34.49 (29.02) 32.85 (27.48) 33.14 (27.74) 
35.28 (29.81) 35.14 (28.90) • 32.14 (26.25) . 32.09 (26.56) 32.62 (27.16) 
i 33.72 (28.49) 32.00 (26.34) i 31.62 (25.82) i 32.01 (26.53) 32.54 (27.12) 
(b) Results on testing data. 
Table 5.4: Actual standard deviations of test statistics for different invariance subspace 
dimensions and different targets. Shown in brackets in each case is the predicted value 
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Figure 5.15: Predicted and actual standard deviations of noninvariant and invariant test 
statistics for Target 3. The predicted values are based on the invariant covariance matrix 
estimates. 
One paradigm where highly constrained models are essential is when detectors are made adaptive. 
This is usually required when data are not easily statistically characterisable, but are predictable on the 
short term. In Chapter 6 invariance subspaces are applied to these types of problems. 
5.8.2 Invariance subspace for reduced model mismatch 
In Section 4.5 the role of the invariance subspace in reducing model mismatch was discussed. The 
invariance subspace is then chosen to include those components of the observation which are most 
in conflict with a convenient assumed noise model. By ignoring these components, a test is obtained 
which is more predictible from the point of view of actual attained false alarm rates and detection 
probabilities. This comes at the cost of reduced overall detectability. 
The results generated in the previous section have been repeated under the assumption of low-rank 
model mismatch, instead of a subspace interference. The invariance subspace is then estimated using 
the method presented in Section 5.7, where simultaneous minimisation of the Frobemus norm over 
the invariance subspace and the covariance matrix is performed. The results are very similar to those 
using the assumption of subspace interference. They will therefore not be repeated here. It has been 
observed that the invariance subspace estimates are quite similar in both cases, and the advantages of 
including invariance are apparent for both formulations. This is a promising result, suggesting that 
the precise details of the invariance formulation are not criticaL It also raises the possibility that good 
results may be obtained without the need for rigorous maximum likelihood procedures. 
To explicitly demonstrate the concept of invariance subspace estimation for model mismatch, results 
have therefore been generated for a different problem. In particular, the same test image used in 











Section 5.8: Practical examples of invariant detectors 
image was simply used to obtain noise samples, with no unknown target location problem implied. 
The assumption was made that data samples extracted along horizontal lines in this image can be 
treated as a realisation of the same stationary random process, at least in the subspace orthogonal to 
the invariance subspace. 
In anticipation of one of the primary topics of the next chapter, namely predictability in detection, the 
data analysis was performed differently from the analysis in the previous section. In particular, the 
following steps were performed: 
• Initially the assumption of a first-order autoregressive process was made for the noise samples. 
These samples were each of length 32, and obtained by extracting horizontal windows of data 
from the image. 
• A sample covariance matrix was calculated, using nonoverlapping data extracted from the entire 
image. For the noninvariant detector, a simple constrained estimate of the covariance was 
made. For the invariant detector, a three-dimensional invariance subspace was assumed. The 
simultaneous estimation procedure which minimises the Frobenius distance between the relevant 
covariance matrices, presented in Section 5.7, was used to obtain a covariance matrix estimate 
and an invariance subspace estimate. 
• Assuming accuracy all the estimates, a noninvariant and an invariant detector were developed 
for two different targets. These targets were taken to be Target 2 and Target 3 from the previous 
section. The estimate of the noise covariance matrix in each case was used to select the test 
threshold, for 8 required false alarm rates (PFA ). 
• Each detector was then applied to a number of samples of data extracted from the image. Since 
the samples contain only noise, the actual false alarm rate for each detector and each threshold 
value could be found. 
For both the noninvariant and invariant detectors, and for each of the two targets, the method described 
was used to obtain plots of actual false alarm rates versus desired false alarm rates. If the models are 
perfectly accurate for the data, then the difference between the actual and desired rates will be small. 
Figure 5.16 shows the autocorrelation function and invariance subspace estimates obtained using this 
method. These estimates do not depend on the targets to be detected. It may be observed that the 
dotted basis function in Figure 5.16(b) quite closely resembles target 3. It may be expected that the 
detectability for the invariant test will suffer for this target. 
Figure 5.17 shows results for the subspace invariant detectors using the autocorrelation function and 
invariance subspace estimates shown in Figure 5.16. The first plot corresponds to the predictability of 
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Figure 5.16: Invariant autocorrelation function and invariance subspace basis estimates 
under first-order autoregressive assumption. 
which at no time use data in the invariance subspace in their calculation. It is clear that the invariant 
detector produces a test that exhibits performance closer to the design conditions. In particular, for 
Target 2, the invariance subspace has improved the modelling considerably. The improvement for 
Target 3 is smaller, but still significant. 
What is not demonstrated in these plots is that the overall detectability has decreased with the in-
troduction of the invariance subspace: the ratio of the normalised separation between the invariant 
and noninvariant test is about 0.7 for Target 2, and 0.45 for Target 3. There is therefore a significant 
reduction in detectability associated with the inclusion of the invariance subspace. 
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(b) Target 3. 
Figure 5.17: Actual false alarm rates versus ideal rates for noninvariant and invariant 
detection using ARCl) model. A 3-D invariance subspace was assumed. 
assumed. model, or to alter the assumed dimension of the invariance subspace. In general, increasing 
the dimensionality will decrease detectability, while improving the predictability. If satisfactory per-
formance is not obtained for any assumed invariance subspace dimension, it indicates that the assumed 
model is inappropriate even when an invariance subspace is included. The only option then is to modify 
the assumed class of noise distributions, in this case perhaps by considering ARMA models of higher 
order. 
Figure 5.18 shows similar plots to those of Figure 5.17, but this time using an ARMA(4,1) model 
for the noise. This improves the predictability of both the invariant and noninvariant tests, since the 
model has the capacity to characterise the data better. The invariance subspace continues to reduce the 
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(b) Target 3. 
Figure 5.18: Actual false alarm rates versus ideal rates for noninvariant and invariant 
detection using ARMA(4,1) model. A 3-D invariance subspace was assumed. 
in both cases, with the ratio of the normalised separation increasing to 0.79 and 0.51, for Target 2 and 
Target 3 respectively. 
It may be noted that, even with the invariance subspace, the predictability of the test statistic for Target 3 
is fairly low. This may be attributed directly to the fact that the target lies substantially in the invariance 
subspace. The target therefore resembles components of the noise which are difficult to characterise 
effectively. Any detector will suffer under these conditions. 
Predictability in detection is especially important when detectors are made adaptive. For these detectors 
to be effective, however, constraints are essential to improve the parameter estimation. If the constrained 
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validity of the constrained models, thereby improving overall performance. This topic is addressed in 












Adaptive detectioll with invariance 
In this chapter the role of subspace invariant detectors in adaptive detection is presented. Two cases 
are considered in detail, namely where secondary noise-only observations are available for estimation, 
and where simultaneous estimation and detection has to be performed on the same data sample. In this 
latter case constraints on the set of allowed noise densities are essential. 
As discussed in the literature review chapter, in an adaptive context with secondary observations 
available, the work by Burgess and Van Veen [20] is of considerable interest. They propose subspace 
projections as a general method of dimensionality reduction when covariance matrices are completely 
unknown. That is, by reducing the dimensionality, the ratio of the amount of data available for 
estimation to the number of noise parameters is improved. The subspace projections can therefore lead 
to better performance even though data are discarded. 
Because covariance constraints are used in the majority of this thesis, the subspace projection method 
for dimensionality reduction is not appropriate. Instead, the data-to-parameter ratio is improved by 
limiting the set of possible values for the unknown parameters. Thus in this work certain dimensions of 
the observation space are ignored for a different reason: because they do not conform to the modelling 
assumptions. 
The chapter begins with a decomposition of the detection problem into disjoint subspaces. This is 
useful for demonstrating the way in which the different components of an observation contribute to the 
overall detection statistic. In particular, for the known noise parameter case, it is shown that the noise-
only components serve only to reduce the variance in the conditional distribution of the target-carrying 
components. When unknown noise parameters are included, a separate mechanism arises by which 
the noise-only subspace can improve detection: the observed data in this subspace contain additional 
information regarding the distribution of the noise in the target subspace. Thus further improvements 











Section 6.1: Subspace decomposition of the detection problem 
Section 6.2 discusses in detail the problem of adaptive detection when secondary noise-only observa-
tions are available which share the distribution of the primary data. Two tests are considered, namely 
the AMF and the GLRT discussed in previous chapters. It is argued that the formulations of these tests 
presented in the literature are inappropriate in some instances, and modified derivations are presented 
which more accurately represent common problems. The resulting tests are shown to have a CFAR 
property in the case where there are no constraints on the covariance matrix estimate. In both these 
cases it is demonstrated that the inclusion of an invariance subspace for improving modelling is trivial, 
and the tests continue to be CFAR. Finally, a simplified AMF formulation is presented which has some 
computational savings. 
Section 6.3 discusses issues relating to covariance constraints in the testing problem. When constrained 
estimates are used the tests presented no longer have a CFAR property, but they are nevertheless 
asymptotically CFAR whenever the noise estimates are consistent. The tests are then applied to the 
problem of simultaneous estimation and detection from a single sample of data, where covariance 
constraints are essential. It is shown that the AMF and GLRT formulations can be used for this 
problem. The use of estimates which are invariant to possible target presence are also proposed in 
these instances. These estimates overcome certain difficulties which otherwise arise. 
In Section 6.4 results are presented showing the use of invariance subspaces in the detectors discussed. 
In all cases it is assumed that there is only a single sample of data available for the training and 
testing. It is demonstrated that the invariance subspace can result in a detector which is considerably 
more predictable than the corresponding noninvariant detector. It also overcomes the need for a 
preprocessing stage to make the data better suit the model. 
6.1 Subspace decomposition of the detection problem 
In time-series analysis, it is commonly required to predict the value of a future sample based on 
previously observed samples. This prediction is achieved through the use of a statistical model for the 
process. In the event that the process generating the samples is MVN and the model parameters are 
known, a linear predictor formulation is appropriate. If all assumptions are valid, then the predicted 
value minimises the expected mean square error between itself and the actual value obtained [113]. 
A similar interpretation may be applied to the general problem of predicting one set of components of 
a MVN observation from a different set of components. In particular, it is possible to reformulate the 
optimal detector in coloured noise into an estimation stage, followed by detection. The estimation stage 
makes use of the data components in the noise-only subspace to predict the nominal value of the noise 
component in the target-carrying subspace. The difference between the observed data in the target 
subspace and this predicted value then constitutes a sufficient statistic for the optimal detection. The 
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ignoring the invariance subspace in the prediction. 
6.1.1 Two-stage decomposition of the detection problem 
The development is as follows: suppose the observation space is decomposed into three mutually 
disjoint subspaces (VI)' (V T ), and (VN), which are p, t, and (n p - t)-dimensional respectively. 
These spaces are spanned by the matrices VI, V T , and VN, each with orthonormal columns. VI is 
chosen to span the invariance subspace, which is ignored in the detection. (VT ) is the projection of 
the target-carrying subspace out of the invariance subspace - in other words, all targets that may be 
present lie in (V I V T ), with V I 1. V T. (V N) is then the remaining subspace after (V T) and (V J ) 
have been removed. It is a noise-only subspace, containing data with the same distribution under each 
possible hypothesis. 
Suppose that it is required to detect any instance of the parametric target S9 in additive noise n : N [0, C]. 
By expanding on the alternative basis, the observed data x may be represented by the components 
Xt = V~x, Xi = Vr X, and Xn = V~x. Vseful interpretations may be applied to these components: 
• XI is the potential target-carrying portion of the observation, which is not affected by the invari-
ance subspace. It is also subject to noise. 
• Xi is the component to which the test is required to be invariant, and should therefore be ignored 
in any subsequent development. 
• Xn is the component of the observation that is completely unaffected by target presence, and 
contains only valid noise data. It therefore only provides information regarding the additive 
noise in the observation. 
The reformulation of the detection problem is obtained by means of the following interpretation: since 
target presence only affects the component x, in a useful manner, it should be possible to perform the 
entire detection process in the subspace (VT)' However, since the noise-only component Xn contains 
information regarding the noise in this target subspace, it is still useful from the point of view of 
detection. The approach is therefore to use the data Xn to predict the value of the noise in the target 
subspace. It is then shown that the difference between the actual observed data in this subspace and 
the predicted value is sufficient for the detection. Thus it may be concluded that the only role of the 
noise-only subspace (at least for the case of a known noise distribution) is to provide information 
regarding the data in the target subspace. 
The assertions made in the previous paragraph may be proved using the Gauss-Markov theorem and 











Section 6.1: Subspace decomposition of the detection problem 
N[O, C], under Ho 
(
XI). [(0) (U~Cur Ui-CUN)] 
Xn . NO' U~CUr U~CUN . (6.1) 
Similarly, under HI, 
(6.2) 
The target parameter () is assumed known for purposes of the detection problem. 
As described, the noise-only subspace is used to predict the value of the noise component in the 
subspace (Ur ). Under the MVN assumption, the natural estimate for this purpose is the conditional 
expectation EXt Ixn • By applying the Gauss-Markov theorem, the appropriate conditional distribution 
is given by 
(6.3) 
where Q = U~CUr - UiCUN(U~CUN)-lU~CUr. Note that this distribution applies under Ho, 
since it is assumed to describe only the noise component of the observation X = So + n. It is now 
shown that with Xt = EXt IXn, the statistic Xt - Xt is sufficient for the invariant detection problem, 
where invariance is required to data components in the subspace (U I). 
The distribution of the statistic Xt - Xt is N[O, Q] under Ho, and N[Utso, Q] under HI. For known (J, 
the optimal test statistic of Ho versus HI given the data Xt xt is therefore 
t = sIUrQ-l (xt - xa 
SIUrQ-l(Xt - U~CUN(U~CUN)-lxn' (6.4) 
A fairly lengthy simplification process now follows. Noting that the conditional covariance matrix Q 
can be written as 
(6.5) 
Equation 4.28 can be used to show that 
(6.6) 
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expression is taken to be (UT U/ ) when applied here. This last expression for Q may be simplified to 
Q (6.7) 
Therefore, Q is simply the top left txt elements of the inverse of the block matrix 
A (6.8) 
The partitioned matrix inversion formula [6, p. 179] may then be used to derive a final useful form for 
the conditional covariance: 
(6.9) 
The second portion of the simplification relates to the quantity XI - xt • In this case, noting that 
Xt xt = U~x - U~CUN(U~CUN)-IU~X 
= UnC - UiCUN(U~CUN)-IU~C]C-IX, (6.10) 
the same results as before may be used to show that 
(6.11) 
Once again the partitioned matrix inversion formula may be used (in conjunction with the result 
obtained in Equation 6.9) to show that 
(Q _QUTC-IU (UTC-IU )-1) T (
UTC-1X) 
T I I I UrC-1x' 
(6.12) 
so that 
" QUTC-1 Xt-Xt= T X QUic-1 U I (Ur c- I U I) -I ur C-1x. (6.13) 
Finally, substituting this result into the test statistic in Equation 6.4 yields the following expression: 
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Again using the relationship in Equation 4.28 can be written as 
(6.15) 
where U H is a matrix spanning the subspace complementary to (U I). Now Ur U~SIJ is the orthogonal 
projection of So into the space (Ur ), which is contained in the space (UH). Thus UrU~so = UHu1so, 
and 
(6.16) 
Comparing this last expression for t to the form of the optimal invariant hypothesis test given in 
Equation 4.19, it may be observed that t is sufficient for the detection problem. That is, knowledge 
of the value of t is all that is required to implement the test in Equation 4.30. Therefore, as far as 
the detection problem is concerned, it may be concluded that nothing has been lost by replacing the 
original observation x with the calculated quantity X t XI' 
The decomposition presented here therefore results in a one-dimensional test statistic which is sufficient 
for the detection. At this point it may be observed that the formal development of the matched filter for 
invariant detection in coloured noise results in the same one-dimensional sufficient statistic. However, 
the two interpretations are very different: the results of this section demonstrate that the noise-alone 
subspace is only useful to the detection insofar as it can provide information regarding the noise 
component in the target-carrying subspace. Figure 6.1 demonstrates the principle: knowledge of the 
noise-only component of the data changes the known distribution of the data in the target subspace, 
from a marginal distribution to a conditional distribution. Once the conditional distribution of the data 
Most probably value 
of target dimensions 




Observed value in 
noise dimensions 
Target dimensions 
Probability distribution for 
/ linear model under null 
,#' hypothes is 
Noise-only dimensions 
Figure 6.1: Estimating the value in the target dimension from the noise-only component, 
under the target-absent hypothesis. 











Chapter 6: Adaptive detection with invariance 
remaining components are of no further use. 
6.1.2 The role of the noise-only subspace in detection 
The primary result of the previous section is in interpreting the role of the noise-alone subspace in 
the detection problem. However, it must be noted that the insights provided in this section are only 
appropriate in the event that the noise distribution is known. In that case, the only useful information 
that may be obtained from the noise-only subspace is the predicted value of the noise in the target 
subspace. 
The decomposition presented also provides a reasonable solution to the problem of assessing whether 
an assumed noise model is appropriate for detecting a known target, given a sample of actual noise data. 
In general, it is difficult to ascertain whether model mismatch or inaccuracy will have a detrimental 
effect on detector performance: it is quite conceivable that a partially-incorrect model is still accurate 
for detection. However, the subspace decomposition presented can provide a means of obtaining such 
information: if the best predicted value of the noise in the target-carrying subspace is similar to the 
value that is actually observed under the null hypothesis, then model accuracy for detection is indicated. 
Note that this validation process has the advantage that it specifically takes the target subspace into 
account. 
The results presented suggest that the use of the noise-alone subspace is only useful insofar as observing 
Xn reduces the uncertainty of the data in the target-carrying subspace. Although true when the noise 
distribution is assumed known, if the noise contains unknown parameters this statement is no longer 
true. When unknown parameters are included in the formulation, the noise-only subspace also provides 
information regarding the values of these parameters. This provides further information regarding the 
distribution of the data in the target subspace, in addition to the actual noise component in this subspace. 
To explain these results in more detail, suppose that the nominal noise distribution is N[O, C(O)], In 
that case, 
(6.17) 
Suppose for now that 0 is fixed and known. The noise covariance matrix is then known, and the 
results presented previously apply. That is, the component Xn can be used to make an estimate of the 
noise component in Xt, which is useful in the subsequent detection. This, however, is only possible 
when Crn(O) and Cnt(O) are nonzero - in the event that the coupling between the subspaces is 
zero, knowledge regarding the component of the data in the subspace (UN) provides no information 
regarding the noise in (U r). In that case, observing Xn contributes nothing to the final detector, which 
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When fJ is unknown, this last conclusion no longer applies. Then, even if Crn (fJ) and Cn! (fJ) are zero 
for all values of fJ, the data in the noise-only subspace still contains information that is useful to the 
decision process in the subspace (UT ). This is because the distribution of Xn depends on fJ. Thus, by 
observing Xn , information is obtained regarding the details of the distribution of the data component 
6.2 Adaptive detection with secondary noise-only observations 
Section 5.1 presented an outline of solutions to the problem of detecting a known target in the presence of 
partially-known noise, when an invariance subspace is included in the formulation. It was demonstrated 
that the resulting tests require subspace invariant estimates of the noise parameters. 
The case of completely known targets does not generally lead to tests which exhibit a constant false 
alarm rate. For example, Reed, Mallet and Brennan [111] discuss a plug-in formulation for this known 
target detection problem when the covariance matrix is completely unspecified, and the distribution 
of the test statistic under Ho depends on the unknown covariance. This makes it difficult to select a 
test threshold meaningfully, since the properties of the test will in general depend on the unknown 
parameter values. 
In [116], Robey et aL demonstrate that the plug-in principle, when applied to the problem of detecting 
the presence of the target as for unknown a, leads to a CFAR test. That is, the introduction of 
the parameter a results in the test having a normalisation component which improves its statistical 
properties under the noise-only hypothesis, They call this test the adaptive matched filter (AMF). 
Similarly, Kelly [80] shows that the introduction of an unknown target scaling parameter results in the 
GLRT for the same problem having a CFAR property. 
Both the AMF test and the GLRT in these cases assume the presence of secondary target-free observa-
tions, which share the distribution of the noise component of the data to be tested for target presence. 
The observations are all assumed to be mutually independent and zero mean, and the only unknown pa-
rameter in their distribution is the covariance matrix. No constraints are placed on the set of allowable 
covariances. 
The tests presented by Robey et al. and Kelly both deal with the problem of complex signals and 
targets. The unknown target scaling parameter a is also complex, and is permitted to take on any 
value whatsoever. For real observations, this formulation is inappropriate for many problems: since 
the parameter a is unconstrained, it can take on both positive and negative values. Thus the tests 
will produce the same result when presented with the data observation x as they will when presented 
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When a noise model is used to represent an environment comprised substantially of clutter, this two-
sided property of the tests is highly undesirable if only positive scale coefficients are relevant. In x-ray 
images, for example, tumours always exhibit greater attenuation than surrounding tissue. It makes no 
sense then to allow false alarms based on regions which resemble tumours in shape, but have inverted 
attenuation profiles. Thus it is desirable to reformulate the AMF and GLRT to better represent this 
class of problems. 
In the two sections which follow, the ANIF and GLRT are modified for the problem of one-sided 
hypothesis testing, where the target coefficient is still considered unknown, but is constrained to be 
nonnegative. It is demonstrated that the resulting tests are once again CFAR. Initially the inclusion of 
an invariance subspace is not considered: this case is discussed in Section 6.2.3. Also, constraints on 
the allowed covariance matrix are not considered, but are presented in Section 6.3. In Section 6.2.4 
a simplified AMF formulation is presented which is less adaptive, but avoids the need for a matrix 
inversion in its calculation. 
6.2.1 AMF reformulated for positive target coefficients 
The derivation in this section is similar to that presented in [116], with the exception that the target 
amplitude parameter is required to be nonnegative. Thus it is required to detect the target as in coloured 
noise, with a > O. With X the data to be tested for target presence, the null hypothesis is x: N[O, C]. 
The composite alternative is that x: N[as, C], for some a > O. 
In practice, the covariance matrix C is unknown, and is estimated from the secondary noise-only 
observations Xl, ••• ,Xlv!' However, for purposes of the AMF test development, it is assumed that C 
is known, and the GLRT is derived for detecting the presence of the target X under these conditions. 
The GLRT statistic for this known covariance matrix problem is 
maxa>O (2n) -n/21 Ci -1/2 e-1/ 2(x-as)T C- I (x-as) 
t (x)=ln--~-~-------------=~------
OLRT (2n)-n/2ICi-I/2e-l/2xTC-lx 
max {asTC-1x - 1/2a2sTC-1s}. 
a:::;O 
It is easy to show that the value & of a that maximises the previous expression is given by 
STC- 1X::::O 
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which assumes he constraint a > O. Substituting back into 6.18, the GLRT statistic becomes 
STC-1X ?: 0 
STC-1X < O. 
The resulting test is to compare this to a threshold and decide HI if exceeded. 
(6.20) 




This follows since HI is never decided if ST C-Ix < O. To form the final AMP test statistic, the estimate 
e of C obtained from the secondary data vectors is substituted into this expression. Thus as long as 
the threshold 1J is always chosen to be positive, the AMP is 
(6.22) 
Note that the square of this test statistic is precisely the test developed by Robey et aL for the 
corresponding two-sided problem. 
Using the same methods presented in [116], it can be demonstrated that the distribution of the test 
statistic tAMF(x) is independent of the actual noise covariance C. Firstly, consider the term sTe-Ix in 
the numerator. Under the null hypothesis, x : N[O, C] and Me : W[C; n, M], where W[C; n, M] 
denotes an n-dimensional Wishart distribution with M degrees of freedom, and matrix scale parameter 
C [30, p. 302]. It is assumed that e has been obtained using M additional independent observations. 
Now 
(6.23) 
where u = C- I/ 2S, Y = C-1/ 2X, and C = c-I/ 2ec-1/2 • The transformed vector y has a N[O, I] 
distribution. Also, from the properties of the Wishart distribution [30, p. 302], the distribution of MC 
is W[I; n, M]. The distribution of both of these quantities is therefore independent of the unknown 
covariance C. The only term in this alternative form of the numerator which depends on C is the vector 
u. 
It can be shown that this term depends on C only through a scalar coefficient d. Let U be a unitary 
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with CI the first unit vector (1 0 ... 0) T. Then 
(6.25) 
where now G = U T CU and z = UT y. Since the distribution of z : N[O, I] and MG : W[I; n, M], it 
is evident that the unknown covariance matrix C enters the distribution of STC- I x only through d. 
Using a similar analysis on the denominator term STC-IS, 
(6.26) 
where once again the distribution of MG is W[I; n, M]. Thus the distribution of the denominator also 
only depends on C through the value of d. 
Returning to the AMF, the test statistic can therefore be written as 
(6.27) 
Since d can be eliminated from the statistic, the remaining quantity in no way depends on C. Thus 
under Ho the distribution of the test statistic is completely determined, and does not depend on the 
underlying covariance parameters. A fixed test threshold can therefore be used to yield a desired false 
alarm rate. 
In practice, the restriction that the threshold be positive means that this result only holds for tests of 
sufficiently small size. Since the distribution under Ho is symmetric about the origin, the test presented 
is applicable whenever the required false alarm rate is less than 0.5. In most cases this is hardly a 
restriction, unless high detection rates are required at the cost of a large number of false alarms. 
It is easy to see how this modified formulation, which permits only positive target coefficients, can 
improve detection performance. As mentioned, the AMF test statistic presented in the literature makes 
use of the square of the statistic obtained here. Thus, when compared to a threshold, the unconstrained 
test makes a decision of target presence whenever the quantity tAMF above is either greater than or 
smaller than a set threshold. The modified formulation for positive target coefficients, however, only 
decides HI when the value of tAMF is greater than a threshold. Thus for the same threshold value, the 
two tests have the same detection probability, but the false alarm rate in the latter case is halved. This 
translates directly to better detection. 
No attempt has been made to develop a closed-form solution for the density of this test statistic under 
either hypothesis. However, the limiting distribution as the number of secondary data vectors increases 
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vectors and of x under Ho is N[O, C) under Ho. Since the sample covariance matrix is a consistent 
estimator of the actual covariance, as M increases, C tends towards C. The variance in this estimate 
also goes to zero. Thus the AMP test statistic 
as M ---l-- 00. (6.2S) 
With x : N[O, C), this quantity has a N[O, 1] distribution under Ho. 
Through a similar set of arguments it can be seen that this test is also asymptotically optimal for 
detecting the target as in noise, for any a > 0. It approaches the optimal matched filter for the known 
covariance matrix case. 
Thus it has been shown that the AMF of Robey et aL can be reformulated to detect only instances 
of targets which have a positive coefficient. In the next section it is shown that Kelly's GLRT can be 
similarly modified, again resulting in a CFAR test. 
A final point to note with regard to this test, and those which follow, is that when written in the form 
(6.29) 
an adaptive thresholding interpretation is appropriate. Thus the value of the test component STC-IX 
may be calculated and compared to the threshold value JSTC-I S, which is itself a function of the 
estimated noise characteristics. The same test is achieved using this interpretation. 
6.2.2 GLRT reformulated for positive target coefficients 
As in the previous section, it is assumed that it is required to detect the presence of some positive 
scaling of the target s in zero-mean noise with an unknown and unconstrained covariance matrix. The 
data to be tested for target presence are x, and it is assumed that M additional noise-only observations 
are available for estimation. (Note that this is in contrast to the multiple observation GLRT formulation 
in Section 5.1.2, where the primary data vector was taken to be XI.) Thus the null hypothesis is that 
x, Xl, ... ,XM : N[O, C), and the alternative is thatx : N[as, C) for some a > 0, with Xl> Xz, ... ,XM : 
N[O, C). The covariance matrix C is completely unknown. 
The derivation of the test proceeds in the same way as in [SO], up to the point where it is necessary to 
maximise the likelihood ratio over the unknown factor a. That is, the GLRT statistic is given by 
max
a
,c(2n) -(M+ l)n/21C1 -(M+ 1)/2 e-1/2(x-as)T C- i (x-as)-1/2 xi C-iXi 
tGLRT(X,Xl,'" ,XM) = M 












Chapter 6: Adaptive detection with invariance 
Using standard results of MLEs of unknown covariance matrices, it is easy to show that the numerator 
is maximised over C by the choice C I = «x - as)(x - as)T + MC)/(M + 1), where 
(6.31) 
Similarly, the denominator takes on a maximum for Co = (xxT + MC)/(M + 1). Substituting these 
values into the test statistic and simplifying yields the result 
maxa?:O I(x - as)(x - as)T + MCI-(M+I)/2 
IxxT + MCI-(M+1)/2 
(6.32) 
Without changing the test, the monotonically increasing transformation t ~ t2/(M+I) can be made, 
resulting in the modified test statistic 
(6.33) 
Using the same identities presented by Kelly, namely that IzzT + SI ISIO + ZTS-I Z), this statistic 
can be written as 
(1 + II MxTC-Ix) 
tOLRT = >C 
mina?:oO + 1/M(x - asVC-I(x as» 
(6.34) 
At this point the minimisation over a can be performed. 
As for the case of the AMP, the constrained minimum of the denominator over a 2: 0 occurs for 
STC-IX 2: 0 
STC-IX < o. 
The resulting likelihood ratio test statistic is therefore 
STC-IX 2: 0 
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with 
y (6.37) 
Now, using the Cauchy~Schwarz inequality with the inner product {u, v) = u TC- I V [4, p. 227], it can 
be seen that 
(6.38) 
where the additional result has been used that C is nonsingular and positive definite. Thus it must 
always be the case that 0 :s y < 1. On this interval tOLRT ~ 1, and the monotonically increasing 
transformation t ~ M (1 - 1/ t) can be applied to the value of the test statistic. For testing purposes, 
this yields the equivalent statistic 
STC-IX ~ 0 
STC-IX < O. 
The GLRT compares this value to a threshold, and decides HI when exceeded. 
(6.39) 
Once again for sufficiently large threshold values this statistic can be modified, by taking square roots, 
to produce the test 
(6.40) 
For this to hold requires that 1'J > 0, which in account of the symmetry of the distribution corresponds 
to a false alarm rate of less than 0.5. Thus as long as the required size is smaller than 0.5, the above 
test represents the GLRT for the problem. 
The distribution of this test statistic under Ho is independent of the unknown parameters. From the 
discussion of the AMF, it is apparent that the distribution of the ratio STC-1X/J STC-1S is independent 
of both ex and C. Additionally, the term XTC-1X can be shown to have a distribution independent of C 
under Ho: 
(6.41) 
with y : N[O, I] and Me : W[I; n, M] as before. Thus the density of the term J 1 + 1/ MXTC-lx does 
not depend on the unknown covariance C, and the distribution of the test statistic tOLRT in Equation 6.40 
is similarly independent. 
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the case where the target amplitude parameter is unconstrained. The functions are complex, however, 
and provide little insight. Thus no attempt has been made to calculate these quantities for the modified 
test presented here. What can quite simply be observed, however, is the limiting distribution of the 
test statistic when large numbers of secondary noise-only observations are available. For large M, 
J 1 + 1/ MXTC-lx ::::::: 1 and C ::::::: C. Thus the test statistic is approximately 
(6.42) 
Under Ho, x : N[O, e], so the limiting distribution of tOLRT is also N[O, 1]. 
6.2.3 Subspace invariant AMF and GLRT formulations 
When secondary noise-only observations are available, and it is required to detect a known target in 
noise with unknown covariance, the presence of an invariance subspace causes no complications if the 
covariance is unconstrained. That is, for observed secondary observations XI, ••• ,XM and primary 
data x, the invariant detection problem can simply be formulated in terms of the projected components 
Y 1, • •. ,Y M and y, with Yi = u1 Xi and Y = u1 x. The presence of the target in the vector Y will be of 
the form aU1s, if it appeared in the original as as. 
The subspace invariant detection problem can therefore be reformulated as follows: test for the presence 
of the target aU1s in the observation y, where YI, ... ,YM are secondary noise-only data, assumed to 
be zero mean, with completely unknown covariance. 
An advantage of the invariance subspace formulation is that the distributions of the secondary data no 
longer have to be considered equal: only the marginal distributions in the subspace orthogonal to the 
invariance subspace must be the same. This can extend the applicability of the tests to situations where 
they could otherwise not be applied. 
The AMF presented in the previous section can therefore be trivially applied. Written in terms of the 
original corrupted observations, the invariant test is 
(6.43) 
This test again has a constant false alarm rate, since it is precisely the AMF for the transformed 
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The subspace invariant GLRT for the unconstrained case can similarly be seen to be 
(6.44) 
The limiting distribution, as the number of additional observations becomes large, is the same as that 
of the invariant AMP, namely N[O, 1]. 
The energy of the modified target ex. u1s is less than or equal to the energy of the original target, which 
will have the effect of reducing its detectability. However, an improvement in overall detectability can 
still be brought about in two different ways. The first is through the reduced dimensionality of the 
observations, as discussed in the introduction to this chapter, which can result in more stable noise 
covariauce parameter estimates. The second is through the potential for more accurate modelling by 
means of the invariance subspace. 
6.2.4 Simplified AMF detector formulation 
The AMP test requires the inversion of the possibly high-dimensional sample covariance matrix C. If 
this is undesirable, it may be reasonable to use an approximate value of C in the numerator of the AMP 
test, which is then held constant. The numerator is then given by the product s T C:! x, with Cave chosen 
from the data to result in high differentiation ability of the test statistic on average. It is still desirable 
to have a test which is adaptive, however, and the denominator term has to be adjusted accordingly. 
Under the null hypothesis, if x : N[O, C] then the distribution of the numeratoris N[O, STC:;CC~s]. 
An appropriate normalisation is therefore to use the modified AMP test statistic 
(6.45) 
which has a N[O, 1] distribution under Ho if C is known. In practice C is unknown and is estimated 
either from secondary data or from the data which are to be tested. Using the estimate C in the previous 
expression yields the modified AMP test statistic 
TC-l 
S ave X 




Once again the procedure is to calculate this statistic, compare it to a threshold, aud decide HI when 
exceeded. 
Under the assumption that the noise covariance matrix is unconstrained and is estimated from additional 
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under Ho, so the threshold can be selected analytically. 
To see this, let w C';:; s. The modified AMF statistic is then 
(6.47) 
Again letting C C- 1/ 2CC-1/ 2, and letting Wm = C1/ 2W and y C-I/ 2X, this becomes 
(6.48) 
where wm is the unit vector in the direction of Wm. Since y : N[O, I] under Ho, the numerator term 
w~y has a N[O, 1] distribution. Also, since MC : W[I; n, M], the denominator term w~MCwm has a 
W[I; 1, M] distribution. This is identically a X2 distribution with M degrees of freedom. Furthermore, 
since the numerator and denominator depend on different sets of observations, they are independent. 
Thus the numerator of tMAMF has a central normal distribution with unit variance, and the denominator 
is the scaled square root of an independent X2 distributed quantity with M degrees of freedom. The 
test statistic therefore has a t distribution under HQ• with M degrees of freedom [86, p. 313]. 
As the number of secondary data vectors increases, the covariance matrix can be better estimated. 
Thus the covariance estimate used in the MAMF test statistic progressively becomes error free and 
unbiased. In the limit, the distribution of the modified test statistic becomes normal, with unit variance. 
In terms of the previous discussion, this can be observed by noting that as the value of M increases, 
the standard t distribution approaches the N [0, 1] distribution. Thus the distribution of the test statistic 
becomes approximately N[O, 1] as the covariance parameter estimate improves. 
This simplified detector also permits the incorporation of an invariance subspace. Following the same 
method used for the AMP and GLRT, the corresponding invariant test statistic is 
(6.49) 
The quantity STU H (U~ Cave U H) -1 U~ can be calculated in advance, eliminating the need for matrix 
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6.3 Adaptive detection with covariance constraints 
In this section, the use of covariance constraints in the AMF and GLRT formulations presented in 
the previous sections are discussed. Section 6.3.1 deals with the case where secondary noise-only 
observations are available. Section 6.3.2 then discusses the case where estimation and detection have 
to be performed using the same sample of data. In all cases the imposed constraint means that the tests 
no longer have a constant false alarm rate, although this property does hold asymptotically. 
6.3.1 Testing with multiple observations 
When the additional observations are low in number, constrained covariance matrix estimates are 
essential. Without these constraints, the variance in the estimates is so large that the test statistic, in 
both the AMF and GLRT instances, is subject to high uncertainty. This reduces the effectiveness of 
the resulting tests, often to the point that they are useless. 
Even when the number of observations is high, constraints can regularise the estimates, yielding better 
detectors. As long as the constraints are valid, overall performance will increase. As discussed in the 
previous chapter, an invariance subspace can extend the validity of these assumptions if they prove 
overly restrictive. By ignoring those components of the observations which contradict the assumptions, 
better model validity can be attained. This is particularly important when stationary models are used 
to model nonstationary data. 
Because the invariance subspace estimation procedures require large amounts of data, it is seldom 
feasible to adapt these estimates to the particular set of observations being considered. A more viable 
approach is to make just a single invariance subspace estimate, which aims to eliminate the mismatch 
for as wide a variety of situations as possible. The invariance subspace is then held constant, while 
adaptive covariance matrix estimates continue to be made. 
An "average" invariance subspace estimate is one approach to the subspace estimation problem which 
proves useful in practice. A large number of training data observations are used to estimate a candidate 
invariance subspace and covariance matrix estimate, using the results of the previous section. The 
estimates can be made in the context of invariance for subspace interference or for model mismatch 
reduction. The invariance subspace estimate obtained is then assumed to characterise the mismatch 
components, and corresponding data components are ignored in subsequent testing. 
This is by no means a perfect solution, since the notion of an "average" covariance matrix estimate 
is not appropriate in highly-variable data. In a different context and for a different problem, Burgess 
and Van Veen [20] use an estimate which is based purely on the class of allowable noise distributions 
under the assumed model. A similar approach could perhaps be adopted for this problem, where the 
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parameters. Nevertheless, such an approach has not been formulated, and the average estimate has 
proven to be useful in applications. There are a rich set of possibilities for this estimation problem. 
Thus, using an average estimate, the invariance subspace corresponding to a set of data can be specified. 
This estimate is then assumed valid and known, and held fixed when the detector is applied to data 
which are subsequently presented to it In this context, the adaptive subspace invariant detection 
statistics presented in the previous section can simply be applied, with the covariance matrix estimates 
replaced with their invariant constrained counterparts. 
The use of constrained estimates in the AMF proceeds trivially, with the subspace invariant constrained 
estimate C used directly in the expression for the test. The GLRT does not proceed so simply, however, 
since the constraint has to be worked directly into the maximisation of the numerator and denominator. 
This requirement arises purely as a result of the potential target-carrying observation x, which is not 
included in the estimate C. Nevertheless, a reasonable approach is to ignore this factor, and use the 
constrained covariance matrix estimate as C in the GLRT expression. 
Because constrained estimates have heen used, neither of the invariant tests can be expected to have 
a constant false alarm rate. That is, the covariance matrix is no longer just the sample covariance, 
and a Wishart distribution is not appropriate for representing its distribution. As long as the invariant 
covariance matrix estimates are consistent, however, the limiting distributions are still appropriate in 
each case. Thus if the amount of data available for estimation is large, the distributions of the test 
statistics in each case can be assumed to be N[O, 1]. An approximate CFAR property is therefore 
appropriate. 
Again, because data have been eliminated through the invariance requirement, the tests cannot be 
claimed asymptotically optimal. Their performance may however be better than tests which are 
optimal, but are applied in contexts which make invalid assumptions. 
6.3.2 Adaptive detection from a single sample 
Constraints become even more important when adaptive detection has to be performed on just a single 
sample of data. Without constraints, it is not even possible to obtain a useful covariance matrix estimate, 
since it will be singular. The adaptive detectors usually require the inversion of this matrix, so the 
procedures fail entirely. 
For stationary constraints, a single sample of data is sufficient for estimates to be made. The longer 
the sample, the better the estimates of the coefficients corresponding to low-order lag products. In 
some respects this is a more suitable formulation for many problems, where if a multiple-observation 












Section 6.3: Adaptive detection with covariance constraints 
With constraints and only a single observation, the AMF test from the previous section can be applied 
unmodified. Thus the test statistic for the case of no invariance subspace is simply 
(6.50) 
where C is a suitable constrained covariance matrix estimate. 
The choice of C in this case is less obvious, however, since additional observations containing only 
noise are not available. For CFAR detection, the assumption that only noise is present in the data 
is however appropriate. Then, if the observation does indeed only contain noise, the estimate will 
be valid and consistent. For long data samples the covariance matrix estimate will be good, and the 
distribution of the test statistic will be approximately N[O, 1]. The test threshold can therefore be set 
to yield an approximately constant false alarm rate. 
The detection performance may however suffer using this approach, since the covariance matrix esti-
mate will be invalid when the target is in fact present. Then the covariance matrix estimate becomes 
biased, and is no longer consistent. In some applications this reduced performance may be justified by 
the approximate CFAR property of the test. 
To see how the performance can suffer, consider the term STC-1S. Ideally, if the estimate is perfect, 
then this term will equal ST C-1s, where C is the true covariance matrix. Suppose, however, that there 
is a target present in the data from which the covariance is estimated, and the presence of this target 
is simply ignored. Ignoring for now the covariance constraint, the presence of the target as will tend 
to change the value of the term to ST (C + a 2ssT )-ls. Using Woodbury's identity [77, p. 571], this 
expression can be written as 
(6.51) 
The second term in square brackets is identically zero for a = 0, but tends to unity as a grows without 
bound. Thus for finite a > 0, it is always true that 
(6.52) 
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under HJ the value of the AMF test statistic will be approximately 
(6.53) 
In this form it can be seen that as the target amplitude a increases, the value tends towards zero. Thus, 
the performance of the AMF test proposed will become worse as the target amplitude increases. Now, 
if a constraint were imposed on the covariance matrix estimate, the presence of the target in the signal 
would still tend to shift the value of C towards C + a 2ssT , although the effect may be reduced if this 
latter quantity does not conform to the constraint. Nonetheless, the same conclusions may be expected 
to apply, and the presence of the target will tend to reduce detection performance. 
With the development of invariant detectors, another option exists: the estimate of the covariance 
matrix can be made invariant to the presence of the target. The estimator is then required to yield the 
same result irrespective of whether there is a target present in the data sample or not. For the simple 
problem of detecting a target with unknown amplitude in noise, such an invariant estimate can be 
obtained by including the vector spanning the target subspace into the invariance subspace. 
As long as the invariant estimate is consistent, the test obtained will not suffer from the problems just 
outlined. That is, the presence of the target will not corrupt the covariance estimate, so the test will 
no longer tend to fail for targets with large amplitudes. In fact, the performance should improve for 
larger amplitude targets, as indeed one would expect from a test. Furthermore, the test will still have 
an asymptotic CFAR property. 
If a fixed invariance subspace is included into the detection formulation, the same conclusions apply. 
That is, the test statistic in Equation 6.43 can be used, with an invariant estimate C substituted for the 
sample covariance matrix. This estimate is required to be invariant to both the invariance subspace 
and the target subspace. 
This proposed solution has interpretation in terms of the noise-alone reference ofEI Ayadi [32, 31] and 
EI Ayadi and Picinbono [33]. In particular, the subspace orthogonal to both the invariance subspace 
and the target subspace can be considered to contain only noise under both hypotheses. Since the 
invariant estimator only makes use of data in this subspace, it can be considered a NAR estimate. The 
subspace decomposition presented at the start of this chapter can be used to interpret the resulting test 
in terms of these different components. It must be noted that in this application the components of the 
estimates related to data in the invariance subspace are not ignored by the final detection stage. 
As an aside, the target-invariant covariance matrix estimates can be extended to the case where one of 
many different targets may be present in the data. The invariance subspace is then simply augmented 
with the additional basis functions spanning the space of all possible targets. In practice a principal 
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An invariance subspace has additional advantages in the context of adaptive detection. In particular, by 
enhancing the validity of a stationary model, it permits the use of longer data samples in the estimation 
procedures. That is, because the primary causes of nonstationarity or mismatch are ignored, the 
stationarity assumption is appropriate over longer distances in space or time than would otherwise be 
true. Thus more data samples can be used in the estimate, and the conditions where asymptotic results 
are obtained is more easHy reached. This is particularly important when covariances are constrained, 
and the test statistic distributions under Ho are not known. In these instances the asymptotic results 
are all that are available for test threshold selection. If estimates can be enhanced to encourage the 
accuracy of these approximations, it can aid considerably in detection. 
The GLRT does not suffer from the same disadvantages as the AMF, since separate estimates of the 
covariance matrix are made under the assumed hypotheses. However, a difficulty with the GLRT 
regards its implementation, particularly when the covariance matrix is structured. The NAR estimate 
can again provide a means of overcoming this problem. 
For the case where the GLRT is used on a single observation, and constraints are included, the derivation 
presented in Section 6.2.2 is inappropriate. In particular, the test requires a constrained maximisation 
of the likelihood over the allowed covariances. The GLRT is therefore 




The maximisation in both cases is performed over all valid covariances, and in the numerator over all 
appropriate a. 
The denominator in this expression can be calculated easily. It simply involves a constrained estimation 
of C from the data x, under the assumption that C is of the required form. Any maximum likelihood 
constrained estimation methods are appropliate for this term. A difficulty arises in the calculation of 
the numerator, however. In general the maximisation over the parameter a cannot be conveniently 
included into the constrained covariance matrix estimation. Therefore, in practice it may be necessary 
to consider a number of possible values for a, make the associated constrained covariance matrix 
estimates, and find the combination which results in the highest likelihood. The number of constrained 
covariance matrix estimates required is equal to the number of values considered for a. 
The computational requirements involved in this calculation are prohibitive, and it is usually not 
practical to use this method. Once again, however, the invariant covariance matrix estimate can 
overcome the problem. Instead of making multiple covariance estimates for all possible values of a, 
an estimate is simply used which is invariant to a. In other words, it is invariant to the presence of 
the target. Under this approximation, the numerator term can be found using just a single covariance 
matrix estimate. 











Chapter 6: Adaptive detection with invariance 
ator and the denominator, but if both estimates are made invariant then only one covariance matrix 
estimation calculation is required. That is, a target-invariant estimate of the noise can be made, and 
used simultaneously as the approximate maximising value for C in the numerator and the denominator. 
The numerator can then easily be maximised over the remaining parameter ex, yielding the final test. 
If this procedure is followed, then the exact same test is obtained as for the AMF using the invariant 
covariance matrix estimate, discussed earlier in this section. Thus the two approaches are reconciled. 
Irrespective of the precise formulation used, the same conclusions as for the AMF hold when an 
invariance subspace is included for purposes of enhanced model match. In that case the GLRT test 
statistic would ordinarily be 
(6.55) 
which implies invariant maximum likelihood estimates of C. If the maximisation in the numerator is 
taken to be invariant to (s) in addition to (U I)' then the implementation is facilitated. 
The simplified AMF detector presented in Section 6.2.4 also extends easily to the case of adaptive 
detection using just a single data sample, and the same methods discussed for the AMF detector apply. 
The resulting test remains asymptotically CFAR, with a N[O, 1] distribution under the null hypothesis. 
6.4 Examples of detection performance using single samples 
In this section the adaptive tests presented in Section 6.3.2 are applied to certain real-data applications. 
Results are obtained which demonstrate both the detectability and the predictability of the tests. It is 
shown that in all cases the incorporation of an invariance subspace increases the predictability of the 
detectors. In most cases this comes at the cost of reduced detectability. 
The data used to assess performance are the same as used in Section 5.8.1, and shown in Figure 5.11. 
Again the images were simply used to provide noise samples which come from a realistic source, and 
have a definite but unknown underlying relationship. The assumption was made that it was required 
to detect the presence of Target 2 in Figure 5.12 in the noise samples. 
Results are presented for three different detectors, namely the AMF, the modified AMF, and the AMF 
using target-invariant covariance matrix estimates. The target amplitude is considered unknown, but 
constrained to be positive. In each case the effect of including an interference subspace is assessed. 
As in the example presented in Section 5.8.1, it does not appear to be critical whether the interference 
subspace formulation or the general invariance subspace formulation is used for the subspace estimate. 
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one case are appropriate in the other. Results are therefore not presented for the use of an invariance 
subspace for explicitly reducing model mismatch. 
6.4.1 AMF results using single samples 
To provide a reference against which to compare the performance of the invariant detectors, a conven-
tional noninvariant adaptive detector was developed for samples obtained from the test image. The 
assumption was made that, over short distances, the data contained in horizontal lines across the image 
could be modelled as a first-order autoregressive process with zero mean. 
Because the data are quite variable, the resulting detector performed very poorly. To enhance the match 
between the model and the data an unsharp-masking preprocessing stage was therefore employed, 
which attempted to remove the underlying trends in the data. This was done by calculating a moving 
average across the image data, on a line-by-line basis, and subtracting the resulting low-pass version 
of the signal from the original. The length of the window used to form the average is a variable that 
has to be specified. 
With the preprocessing, the resulting data were more suited to the first-order AR model. The following 
procedure was then applied to the test data: 
214 
• A sample of data was extracted from a particular location along a horizontal line in the image, 
which is known to contain only noise. The sample was used to make an estimate of the local 
covariance properties, using maximum likelihood estimation under an AR(l) assumption. Two 
lengths of data samples were considered for the estimation window, namely 32 and 64. Using 
the sample an estimate C was obtained. 
• The estimate C is assumed to accurately characterise the covariance properties at the location 
from which the estimation sample was extracted. Data on which to perform detection were then 
extracted from the same location, although the length of this data sample was fixed at 32. This 
constitutes the testing data x. 
• Using the two quantities obtained, the noninvariant AMF statistic value was calculated using 
Equation 6.50. This represents a sample value of the test statistic when Ho is in force. 
• The procedure was repeated on different data extracted from other locations in the test image. 
The centres of the locations considered were separated by a distance of 8 pixels in both the 
vertical and horizontal directions. A set of values was thus obtained which is representative of 
the values taken on by the test statistic tAMF in the absence of a target. 
• The procedure was then repeated, but this time a target was inserted into every data sample 










Chapter 6: Adaptive detection with invariance 
For the covariance estimation, however, the assumption was still made that the data contained 
only noise. Using the same methods as before, a set of representative values of the test statistic 
tAMF were therefore obtained for the case of target presence. 
Once these sets of values under the two different hypotheses were obtained, an assessment of the test 
performance could be made. In each case considered, three plots were generated: 
• Using the sample test statistic values, the performance of the detector can be assessed. Firstly, 
by considering different test statistic values, the ROC curve was obtained. This is a plot of the 
detection probability PD versus the false alarm rate PFA , as the threshold value used in the test 
changes. It is a direct reflection of the discrimination ability of the test, also referred to as the 
detectability. 
• To set the test threshold in practice, the assumption has to be made that the asymptotic results 
apply. That is, the distribution of the test statistic tAMF under Ho is assumed to be N[O, 1]. For 
a required PPA it is therefore possible to find a threshold value to be used in the test. A second 
plot was produced which shows the actual observed PPA versus the required PPA, indicating the 
extent to which the N[O, 1] distribution assumption is valid. The degree to which the desired 
performance matches the actual performance is referred to as the predictability of the test. 
• Finally, a third plot of the actual observed detection probability versus the required PPA was 
generated, which again uses the assumption that the null distribution of tAMF is N[O, 1]. 
Figure 6.2 shows the results for an estimation window of length 32. Two different lengths of pre-
processing windows were considered, namely that of 16 and 32 samples. The window of length 32 
modifies the original data less than the window of length 16. Figure 6.3 shows similar results, but this 
time using an estimation window of length 64. 
A number of conclusions can be drawn from the results presented. Firstly, longer estimation windows 
do not improve the performance of the test, either in terms of detectability (as shown by the ROC 
curves) or predictability (as shown by the plots of actual versus required PPA)' This can be attributed to 
the fact that there is model mismatch, so the covariance estimates are biased. Increasing the estimation 
window length does not decrease this bias. 
Using more samples for estimation should however reduce the variance in the estimate, which could 
bring about improved performance. However, this is not observed. A possible reason for this lack of 
improvement is that the assumed model is not appropriate over the full length of the longer estimation 
window. Thus the decreased variance is offset by inappropriateness of the model over longer sample 
lengths. 
Secondl y, the difference between the required false alarm rate and the achieved false alarm rate is high. 
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Figure 6.2: AMF detection results (without an invariance subspace), using an estimation 



















(a) ROC curves for detection. 
0.5 r----,-----,---.,...---.....,....-----,---..,----, 
0.4 
L1: p.. 0.3 
0.1 
Preprocessing window length=16 
. Preprocessing window length=32 
Ideal 
0'-----'--- -----'-- -----'._~=;::::==:::;:::==:::::;::==::::J 
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 
Required P FA 
(b) Actual fal se alarm rate versus desired false alarm rate. 
0.9~_ 








- Preprocessing window length=16 i 
. Preprocessing window length=32 ; 
0.4 L_--L.._._-'-~_~_'==::;:::::::=~==~=:::.J 
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 
Required P FA 
(c) Actual detection probability versus desired false alarm rate. 
Figure 6.3: AMF detection results (without an invariance subspace), using an estimation 











Section 6.4: Examples of detection performance using single samples 
That is, even with long sequences of estimation data the expected asymptotic properties of the test are 
not coming into play. Again this can be attributed to model mismatch, and the fact that the data are 
not stationary across the length of the estimation window. 
The conclusion may be drawn that even with the preprocessing, the assumption of an AR(l) process 
along the length of the data windows being considered is inappropriate. The primary effect of the 
mismatch is that the asymptotic properties of the test are not attained, and the detector is not predictable. 
The invariant test formulation can be applied to the same problem. Because the model explicitly 
incorporates mismatch, the preprocessing stage is not required. That is, the invariant detector simply 
ignores those components which are in conflict with the model. An analysis of the invariant test was 
performed as follows: 
• Candidate invariance subspaces were estimated from the training image in Figure 5.11. Using a 
subspace interference assumption, invariance subspaces of dimension 1, 3, and 5 were estimated 
from the training data. The method used was the simultaneous approximate maximum likelihood 
method presented in Section 5.7, using an assumed AR(I) modeL The length of the invariance 
subspace basis functions was chosen to be the same as the length of the estimation window. The 
invariance subspaces were then assumed fixed, while the invariant detector was applied to the 
test data. 
• A similar procedure was then adopted as for the noninvariant adaptive detector discussed earlier. 
In this case, however, the covariance matrix estimate was made to be invariant to the assumed 
invariance subspace. For the calculation of both test statistic values, the covariance estimates 
ignored the possible presence of a target. The test statistic tAMP from Equation 6.43 was used. 
As with the noninvariant detector, this procedure results in two sets of sample values of the test statistic, 
for the conditions of target presence and target absence. The sets of values were analysed in the same 
manner as before. Figure 6.4 shows results for three different invariance subspace dimensions, and 
an estimation window of length 32. Figure 6.5 shows similar results, but for an estimation window of 
length 64. 
The first point to note from these results is that the detectability of the test tends to decrease as the 
invariance subspace is increased. This can be seen from the ROC curves, which move downwards for 
higher invariance dimensions. This is a result of portions of the target lying in the invariance subspace, 
and not being available for detection. However, the penalty incurred is far smaller for the case of a 
longer estimation window length. This indicates that the longer estimation window has produced a 
covariance estimate which is better than that obtained for shorter estimation windows. The only reason 
that this improved estimation can be achieved is because the invariance subspace has improved the 
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The second point of interest is that as the invariance subspace dimension is increased, the actual false 
alarm rate tends towards the required rate. This makes for a very predictable detector, which performs 
as designed. The presence of the invariance subspace has eliminated those components of the problem 
where the data conflict with the AR( 1) assumption. The bias in the covariance estimates is therefore 
reduced, making the asymptotic properties of the test more appropriate. 
6.4.2 Modified AMF results usiug single samples 
In this section, similar results are provided to those of the previous section. The difference is that in 
this case the modified AMF is used, which uses an average estimate of the covariance in the numerator. 
Thus the adaptivity only comes in through the denominator term, which changes to suit the noise 
properties of the particular sample of data being analysed. 
For assessing the noninvariant detector for this problem, the same procedure used in the previous 
section was adopted. The results for estimation windows of length 32 and 64 are shown in Figures 6.6 
and 6.7. Shown in Figures 6.8 and 6.9 are analogous results for the modified AMF test when invariance 
subspaces of different orders are included. 
An interesting point in these plots is that in the nonadaptive case the longer preprocessing window 
leads to better detectability, which is in contrast to the results presented in the previous section. The 
predictability for this case is also improved, as demonstrated in the plots of required versus actual 
false alarm rates. This result may well be specific to the target being detected. However, the reduced 
uncertainty brought about by fixing the numerator of the test statistic has clearly improved the detection. 
By fixing the detection statistic, the capacity of the test to adapt has been restricted. The test therefore 
works well in the case of the data under analysis here, which are quite homogeneous. For more 
variable data the lack of adaptivity will incur a performance penalty. Nonetheless, the results indicate 
that adaptivity in general causes a decrease in performance, as a result of having to make estimates of 
the required parameters. Thus detectors should only be made as adaptive as necessary. 
The invariant detector works quite well in this case, especially with regard to predictability. The 
detection performance does suffer, however, again as a result of part of the target being ignored in the 
detection. The observation can once again be made that the longer estimation window lengths improve 
the overall performance, a factor which can be directly attributed to the invariance subspace making 
the assumed model appropriate over longer data lengths. 
Finally, the last plot in Figure 6.9 demonstrates how improved predictability can lead directly to 
improved detectability, purely as a result of being able to set the test threshold more accurately. As the 
invariance subspace increases the detectability decreases, but through better threshold specification the 
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Figure 6.6: Modified AMP detection results (without an invariance subspace), using an 
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Figure 6.7: Modified AMF detection results (without an invariance subspace), using an 
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alarm rate. 
6.4.3 Target-invariant AMF results using single samples 
The final results demonstrate the use of the target-invariant method for estimating the covariance matrix 
used in the invariant AMP. These are provided in Figures 6.10 and 6.11. Here the covariance estimate 
is completely independent of the possible presence of a target. The results are marginally better than 
the test which assumes only noise present in the estimation data, but the difference is slight. 
This improvement is small primarily because of the tight constraint on the noise model. That is, the 
presence of a short duration transient target in the signal is almost completely ignored in the estimation, 
since it conflicts very strongly with the assumed set of possible distributions. The noninvariant esti-
mation therefore does not suffer greatly from the presence of this target. For different targets, which 
more closely resemble realisations of the low-order random process, this may no longer be the case. 
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Section 7.1 summarises the main topics and results in this thesis. Section 7.2 then makes some general 
conclusions based on the work. 
7.1 Summary of main topics 
The primary goal of this thesis is to demonstrate some of the roles that invariance and constraints 
can play in detection problems. Two types of invariance are considered, namely invariance to cyclic 
permutations, and invariance to components of the data contained in linear subspaces of the observation 
space. 
The GLRT plays an important part in applied target detection, and this work is no exception. Chapter 3 
addresses the issue of suboptimality of the GLRT for simple detection of targets with unknown location 
in certain types of noise. Specifically, a UMPI test is developed for the case where the target is known 
and the covariance circulant. This test is most powerful in the class of all cyclic permutation invariant 
tests. Since the GLRT falls into this class, a direct comparison of the two tests is possible. It is shown 
that for circulant covariances the differences between the GLRT and the optimal UMPI test are small. 
This justifies the use of the more conventional GLRT for the testing problem. 
Another issue that is addressed is the use of invariance for eliminating nuisance parameters. For certain 
unknown target location problems, it is demonstrated that cyclic permutation invariance is a natural 
restriction to impose, and even when additional unknown parameters are present, the reSUlting test can 
be more powerful than the corresponding noninvariant test. The specific case of detection in noise 
with unknown power is discussed in detail. A cyclic permutation invariance condition is imposed, and 
an invariant estimate of the noise power used to specify the test. The test which includes invariance is 











Section 7.1: Summary of main topics 
The second application of invariance concerns invariance to data components contained in linear 
subspaces of the observation space. In Chapter 4 subspace invariant tests are formulated, and methods 
provided for calculating the resulting test statistics. This form of invariant testing is applied to two 
problems, namely that of detection in subspace interference, and detection in noise which is difficult 
to characterise. 
For both these situations, methods are presented for estimating candidate invariance subspaces under 
the assumption that the covariance matrix is known. In the first instance a maximum likelihood 
formulation is proposed, where the invariance subspace serves to eliminate those components of the 
data which can be modelled least accurately. In the second instance, a method based on the Frobenius 
distance between covariances contained in certain subspaces is used, where the invariance subspace 
serves to ignore the dimensions where the conflict between the assumed model and the actual data is 
greatest. It is demonstrated that both of these methods lead to useful estimates. 
In particular, simulated results are provided for the case of interference subspace identification. The 
estimates are shown to be accurate. However, on account of approximations that had to be made in 
the derivation of the estimates, they are not ideal because they are not consistent. Nevertheless, they 
work well in instances where the interference components are large. A demonstration of the use of 
an invariance subspace for reducing model mismatch is presented for a real-data application, and it is 
shown that the resulting estimate improves both the detectability and predictability of the hypothesis 
test. 
Chapter 5 discusses the problem of estimating covariance matrices for use in invariant detectors. It is 
argued that when the covariance matrices are constrained, the estimates are required to be invariant 
to the same subspace as the detector. For the subspace invariance problem, an invariant maximum 
likelihood paradigm is proposed, where only the data contained in subs paces complementary to the 
invariance subspace are used in the estimation. Detailed methods are presented for calculating the 
covariance estimates under circulant, Toeplitz, doubly block circulant, doubly block Toeplitz, and 
ARMA constraints. 
It is shown that when the covariance matrix is unconstrained, explicit invariance in the estimate is not 
required. When constraints are present, however, this is no longer true, since the data components in 
the invariance subspace corrupt the estimate in a way which is not ignored in the subsequent detection. 
The problem of simultaneous covariance and invariance subspace estimation is then addressed, and 
methods provided for obtaining such estimates under the assumption that the noise largely obeys an 
ARMA model. Practical examples are provided demonstrating the use of these estimates for actual 
problems. Simulations are again provided showing the performance for the subspace interference 
interpretation, and the results shown to be good. The methods are also applied to actual data, both in 
the context of subspace interference and subspace invariance for model mismatch reduction. The use 











Chapter 7: Conclusion 
cases to improve the detectability. Perhaps more importantly, explicit use of an invariance subspace 
can improve the ability of the detector to generalise beyond the set of training data. 
The improved predictability is of particular importance in adaptive detection, where the noise estimates 
are used to yield approximately CFAR properties. The use of subspace invariance for this application 
is discussed in Chapter 6. The chapter opens by providing a decomposition of the subspace invariant 
testing problem into relevant subspaces, which has application in interpreting the roles of the various 
components of the observations. The AMF and the GLRT, which assume the presence of secondary 
noise-only observations, are then modified for the case of a known target with unknown amplitude, 
where the amplitude is restricted to be positive. This is a more natural formulation for many problems 
involving detection in real data, and the resulting tests are shown to be more powerful than those which 
consider the amplitude parameter completely unknown. The tests have a CFAR property, even when 
a known invariance subspace is included. 
It is argued that for some applications it is reasonable to make a single invariance subspace estimate, 
and hold this fixed for the remainder of the adaptive testing. The invariance subspace then just serves 
to improve the modelling on the average. The modified AMF and GLRT formulations are discussed 
for the case where constraints in the covariance are enforced, and the special case is discussed where 
the same data are used for parameter estimation and detection. In these cases the tests are not strictly 
CFAR, but tend to become so as the parameter estimation improves. 
The use of invariance to possible target presence is then proposed as a method of improving perfor-
mance, or reducing computational requirements, particularly in the case of constrained covariances. It 
is shown that if target-invariant estimates are used in the tests, then the problem of invalid assumptions 
in the estimation is overcome. This should lead to improved detectability, expecially if the target 
amplitude is large. 
Partially adaptive detectors are also proposed, where the test threshold is adapted but the basic statistic 
is held constant. These tests have an advantage in that a costly matrix inversion is eliminated. They also 
lead to CFAR tests in the unconstrained covariance case, and asymptotically CFAR tests otherwise. 
The specific case of simultaneous estimation and detection from a single sample of data is discussed 
in detail, particularly with regard to the AMF, GLRT, and simplified AMP. A covariance constraint is 
essential in these cases, and the tests become CFAR as the parameter estimates improve. The AMP 
and modified AMF are also applied to a sample of real data, both in noninvariant and invariant forms. 
The invariant test formulations are shown to have improved predictability, which comes at the cost of 
slightly reduced detectability. In some cases this improved predictability can, however, lead to tests 











Section 7.2: General conclusions 
7.2 General conclusions 
The results of Chapter 3 partially validate the use of the GLRT for detection problems where the 
location of the target is unknown. For some very simple situations, the performance of the GLRT is 
almost as good as the optimal test for the problem. It is only possible to compare the GLRT to the 
optimal test under a restricted set of circumstances, but these are sufficiently similar to more common 
situations to make the comparison useful as a baseline. 
In practice, unknown target location problems arise frequently, and are usually dealt with in an ad 
hoc manner. By explicitly introducing an unknown location parameter, however, the assumed model 
represents the actual situation being modelled far more accurately. If the problem formulation then 
has a reasonable solution, it is of considerably more value than a solution which assumes the location 
known. Admittedly, complications arising from the introduction of such a parameter may greatly 
hinder the search for a solution. On the other hand, it forces the system designer to at least consider 
the effect that the unknown location actually has on the problem. In the literature, detectors designed 
for known target location problems are often applied in a sliding window framework, with little or no 
consideration given to associated problems which might arise. 
More importantly, in this thesis, is the role that invariance can play in the problem. It is demonstrated 
that when a nuisance parameter can be eliminated though a legitimate invariance criterion, the resulting 
detection performance almost always improves. This stems directly from the fact that the parameter 
otherwise has to be estimated, which increases the uncertainty in the test statistic. However, invariant 
detectors introduce other difficulties, namely the need for invariant estimators. Under a maximum 
likelihood framework these detectors may be quite easy to specify, but their calculation may not be 
triviaL 
The results of Chapters 4 and 5 address a related issue. In particular, the use of invariance to a certain 
subspace of the data is proposed. The first application is to the problem of detection in subspace 
interference. Under the condition that the interference lies in a known subspace but is otherwise 
unknown, an invariant detector can be derived which is optimal in a UMPI sense. In practice, however, 
the interference subspace is seldom known, and even the assumption that the components contained 
in this subspace are completely unknown is questionable. Nevertheless, the subspace interference 
assumption may still be adopted, albeit in a non-optimal context. 
To this end, methods of estimating candidate interference subspaces are presented. These methods 
are more general than required, in that they do not take into account the fact that the interference 
components must always enter into the sample covariance through a positive definite matrix. Rather 
than considering this a shortcoming, however, it can be argued that it improves the applicability of 
the subspace invariance formalism to applications beyond those of strict subspace interference. The 











Chapter 7: Conclusion 
plus-interference process, which extends the applicability. 
The fact that an exact maximum likelihood method has not been found for the interference subspace 
estimation problem is problematic, particularly when joint estimation of the subspace and the co-
variance matrix is required. Nevertheless, the approximate methods appear to work when applied to 
real-data problems. Indeed, the fact that they work so well is surprising, particularly when a subspace 
interference interpretation on the data is questionable. In short, a noise plus subspace interference 
model seems quite appropriate for modelling a wide variety of data. 
The use of invariance to explicitly reduce model mismatch is unique, and could have application to 
problems far beyond those discussed in this thesis. In particular, apart from computational convenience 
there is no reason to restrict the notion to subspace invariance. By imposing equivalence classes on 
those portions of the data which are in conflict with some convenient modelling assumption, better 
performance may be achieved than if the mismatch is simply ignored. This improvement does however 
come at the risk of reduced detectability, if the application of invariance substantially eliminates part 
of the target. 
The use of subspace invariance for model mismatch is quite tractable, on account of the simple relation-
ships between MVN distributions and linear transformations. In the example given in Section 4.5.2 it 
is quite clear that the presence of such an invariance subspace leads to a considerably more predictable 
detector. 
Once again the presence of invariance raises the need for invariant estimators. Conceptually there is 
nothing complicated about such detectors they can simply be obtained by performing the estimation 
based on the maximal invariant statistic rather than on the original data. They may however be difficult 
to calculate. The complexity of the methods presented in Chapter 5 attribute to this fact. 
The invariant detectors proposed are particularly useful in situations where computational efficiency is 
paramount. Using the methods discussed, a single simple detection statistic is obtained which is robust 
to certain expected deviations of the data from the assumed model. The resulting detection statistic 
can be calculated using a simple convolution product, if used in a sliding window context. Thus the 
need for adaptivity or preprocessing can sometimes be avoided. Avoiding adaptivity is desirable from 
a computational perspective. Avoiding preprocessing is desirable since it introduces a second stage of 
modelling and computation, which increases the uncertainty in the results. 
The methods presented for simultaneous estimation of invariance subspaces and covariance matri-
ces are quite limiting, in that explicit maximisation of the likelihood is indicated. Nevertheless, for 
many applications ARM A models are sufficiently rich to successfully model data, particularly when 
an invariance subspace is included to accommodate any mismatch. Being stationary, they can also 
successfully identify primary causes of nonstationarity in data, which to a large extent is what the in-
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can be performed off-line, methods with high computational complexity are not inappropriate. 
The Toeplitz and circulant constraints on the covariance are primarily of interest in applications where 
there is a large amount of data from which to make estimates. In many practical problems, this condition 
is not met. When detectors are made adaptive, the computational requirements can also be prohibitive, 
at least with computing technology where it now stands. Nonetheless, as far as multiple-observation 
detection is concerned, the use of constraints is important and can improve detectability substantially. 
Chapter 6 outlines many of the uses of subspace invariance and invariant covariance estimation in a 
detection context. The opening analysis regarding the roles of the target, invariance, and noise-only 
subspaces is conceptually invaluable, particularly when detection and estimation are to be performed 
using the same data sample. 
Subspace invariance can extend the application of multiple-observation detector formulations to cases 
where the observations do not come from identical processes, as long as the processes differ only in 
their distribution in a restricted linear subspace. Under both the AMF and GLRT formulations the 
invariant tests continue to be CFAR. 
Also, subspace invariance can extend the lengths of data over which a stationarity assumption can be 
assumed valid, by ignoring the primary causes of non stationarity. This is particularly important when 
tests are only asymptotically CFAR, with an intractable or unknown distribution for the test statistic. 
Parameter estimates should then be as accurate as possible for asymptotic results to be used effectively. 
The improved modelling accuracy brought about by the inclusion of an invariance subspace translates 
directly to more predictable tests. That is, the actual attained false alarm rates correspond far more 
closely to the false alarm rates specified in the design. This is important in any application where a 
false alarm can be considered costly, perhaps in the form of a subsequent action which then has to be 
taken. In these contexts the reduced detectability may be fully justified. 
The presence of an invariance subspace also partially eliminates the need for preprocessing of the data, 
particularly when highly-constrained models are considered. As demonstrated in the results, a method 
of preprocessing which is appropriate for one detector may not be appropriate for a different detector, 
even if the two are quite similar. Also, preprocessing is usually fairly ad hoc, with no systematic 
method available for designing a good solution. The invariant detectors, however, compensate for 
modelling inaccuracies in the calculation of the test statistic itself, where they can be analysed as part 
of the detector specification. In general, when it can be achieved, this provides a far better solution. 
The analysis of the modified AMF, which does not involve adaptivity in the numerator term, provides 
insight into the price that has to be paid for adaptivity in a detector. In effect, every term in the test 
expression that has to be estimated contributes uncertainty into the resulting value. Thus tests should 











The subspace methods presented in this work do not provide a final solution to any given testing 
problem. Rather, they provide additional tools which may sometimes be used to design detectors for 
certain problems, which otherwise would be difficult to solve. In this sense, they just increase the set 
of possible detectors which may be considered for a problem. The methods cannot be applicable in 
all problems, however. It is up to the system designer to ascertain whether the methods have merit for 
any particular problem which is under investigation. 
Finally, the methods presented in this work have been based on maximum likelihood principles primar-
ily in the interests of rigour. The maximum likelihood framework is a good paradigm for investigating 
ideas, but the computational complexity can limit the application somewhat. When applied in real 
situations, it may often be expected that less complicated estimates will suffice for certain components 
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