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We show how to construct a large class of quantum error correcting codes, known as CSS codes,
from highly entangled cluster states. This becomes a primitive in a protocol that foliates a series of
such cluster states into a much larger cluster state, implementing foliated quantum error correction.
We exemplify this construction with several familiar quantum error correction codes, and propose
a generic method for decoding foliated codes. We numerically evaluate the error-correction perfor-
mance of a family of finite-rate CSS codes known as turbo codes, finding that it performs well over
moderate depth foliations. Foliated codes have applications for quantum repeaters and fault-tolerant
measurement-based quantum computation.
Quantum error correction is critical to building prac-
tical quantum information processors (QIP). In an in-
fluential series of papers, Raussendorf et al. described a
measurement based approach to fault tolerant quantum
processing using highly-entangled cluster states, defined
on a 3D lattice [1–4]. Raussendorf’s 3D cluster state can
be visualised as a foliation of Kitaev’s surface code [5, 6],
i.e. a sequence of 2D surface code ‘sheets’, stacked to-
gether to form a 3D lattice. This is evident in [1], where it
is shown that measuring the ‘bulk’ qubits of a 3D cluster
state leaves the two logical surface-code qubits encoded
in the boundary faces in an entangled Bell-pair.
Raussendorf’s 3D cluster gained prominence for its
high fault-tolerant computational error thresholds . 1%.
It has applications in various QIP tasks, including long-
range entanglement sharing, in which surface-code clus-
ter states are created at regularly spaced local nodes,
which are linked by medium-range optical channels into
a 3D cluster state [7]. It is capable of fault-tolerant,
measurement-based quantum computation, using an el-
egant geometric construction that braids defects in the
interior of the 3D cluster state to produce robust Clifford
gates. Universality is afforded by magic state injection
and distillation [3, 4, 8].
The robustness of [3, 4] is inherited from the underlying
surface code, which has a high error-correction thresh-
old ∼ 11% [6, 9–11]. The surface code has large dis-
tance, and zero-rate (the asymptotic ratio of the num-
ber of logical and physical qubits), reflecting the trade-
off between distance and rate in two spatial dimensions
[12]. It is natural to ask how to adapt the foliated struc-
ture of [1, 2] to use other underlying codes that could
achieve a higher encoding rate.
Another motivation for our work is recent fault toler-
ant schemes that produce a universal gate set by code
deformation and code switching [13–15]. Extending code
foliation to codes that circumvent magic state distilla-
tion [8] may produce cluster states with lower resource
overhead for fault-tolerant measurement-based QIP.
In this letter we show that all Calderbank-Steane-Shor
(CSS) codes can be clusterized, meaning that they can be
derived, using single-qubit measurements, from a larger
cluster state [16, 17] defined over the code qubits plus
additional ancilla qubits. We use this fact to develop our
main result: generalising Raussendorf’s 3D lattice to a fo-
liation of any clusterized CSS code. This is a larger clus-
ter state comprised of alternating copies of a clusterized
CSS code and its dual. We demonstrate this construc-
tion for some familiar CSS codes, and present a general
decoding algorithm for foliated codes, utilising the un-
derlying code’s decoder. Finally, we apply the construc-
tion to a family of finite-rate CSS codes called turbo
codes [18, 19], and present Monte Carlo simulations of
the error-correction performance of foliated turbo codes.
Background: CSS code stabiliser generators are classified
into two sets: SZ ∈ {I, Z}⊗n and SX ∈ {I,X}⊗n, where
Z and X denote the Pauli matrices [20]. An [[n, k, d]]
CSS code satisfies k = n − (|SX | + |SZ |). We write a
stabiliser in SZ as Z~b ≡ ⊗~bZbj for some binary vector
~b = (b1, b2, ..., bn) with bj = 1 if qubit j is in the stabi-
lizer Z~b, and bj = 0 otherwise, i.e.
~b is a row of the code’s
parity check matrix, BZ . Similarly, a stabilizer in SX is
given by X~c for some binary list ~c. The associated dual
code is derived from the primal code by exchanging X
and Z operators in the stabilizer generators, X ↔ Z.
A cluster state is defined on a collection of qubits lo-
cated at the vertices of a graph [16, 17, 21]. A qubit
at vertex v is associated with a cluster stabiliser Cv =
Xv(⊗NvZ) ≡ XvZNv , acting on it and its neighbours,
Nv. The cluster state is the +1 eigenstate of the Cv’s.
Clusterized CSS codes: An [[n, k, d]] CSS code can be
generated from a larger progenitor cluster state, i.e. clus-
terized. The progenitor cluster is simply the cluster state
associated to the Tanner graph of SZ [22], i.e. a bipar-
tite graph G = (V,E) whose vertices V are labeled by
code qubits j, or ancilla qubits a, each associated to a
stabilizer ZNa ∈ SZ , so that |V | = n + |SZ |. E contains
the graph edge (a, j) if [BZ ]a,j = 1. We now show that a
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FIG. 1: Examples of progenitor clusters for clusterized CSS
codes. a) Clusterized Steane code. b) Clusterized Shor code.
c) Clusterized surface code. Code qubits (blue circles) are
connected by cluster bonds (black lines) to ancilla qubits
(red squares). An X-basis measurement of ancilla ak projects
neighbouring code qubits onto an eigenstate of ⊗NakZ ∈ SZ .
ancilla qubits of the progenitor cluster in the X basis.
In the above definition, the cluster stabiliser associated
to ancilla a is Ca = XaZNa . Measurement of a in the X
basis with outcome ±1 projects adjacent code qubits into
an eigenstate of the code stabiliser ZNa ∈ SZ . Thus, SZ
is generated by ancilla measurements.
Because SX and SZ mutually commute, the progeni-
tor cluster is also an eigenstate of the generators in SX .
To see this, take an element X~c ∈ SX , and consider the
product of cluster stabilizers centred at each code qubit
cj ∈ ~c, given by C~c ≡ ⊗~cCcj = ⊗~c(XcjZNcj ). The neigh-
bourhood, Ncj , of code qubit cj consists only of ancilla.
The code stabiliser X~c = ⊗~cXcj has even overlap with
any Z-like stabiliser, Z~ba (which is generated by mea-
surement of ancilla a in the X-basis). It follows that the
intersection of ~c and ~ba has an even number of qubits.
Any ancilla qubit a thus appears in the product ⊗~cCcj
an even number of times, so ⊗a∈NcjZa = ⊗a∈Ncj Ia, and
C~c = X~c. Thus, SX is generated by cluster stabilizers.
The same argument implies that logical X operators of
the CSS code (which are products of local X operators
that commute with SZ), are also generated by cluster
stabilizers. It follows that ancilla measurements project
the cluster state into a logical X codestate.
The surface code [5] exemplifies the relationship be-
tween a CSS code and a progenitor cluster state. Start-
ing from the cluster state defined on the lattice shown in
Fig. 1c, and measuring the ancilla qubits (red squares)
in the X basis results in a new state on the remain-
ing code qubits (blue circles) which is stabilised by the
surface-code plaquette operators, e.g. Z2Z4Z5Z7 ∈ SsurfZ ,
and vertex operators, e.g. X4X6X7X9 ∈ SsurfX . It is there-
fore a codestate of the surface code [41].
Other examples of clusterized CSS codes are shown
in Fig. 1a for Steane’s 7-qubit code [23] for which
SSteaneZ = {Z1Z2Z6Z7, Z2Z3Z4Z7, Z4Z5Z6Z7} (which is
also a minimal example of the colour code [24, 25]);
and Fig. 1b for Shor’s 9-qubit code [26, 27] for which
SShorZ ={Z1Z2, Z2Z3, Z4Z5, Z5Z6, Z7Z8, Z8Z9}.
The examples in Fig. 1 illustrate the fact that X-
measurements of the ancilla qubits project out code sta-
bilizers in SZ , while each stabiliser in SX comes ‘for free’
simply by considering products of Cj ’s acting on the cor-
responding code qubits, and noting that these products
act trivially on the ancilla qubits. For example, in the
Steane code cluster of Fig. 1a, it is straightforward to
check that C1C2C6C7 = X1X2X6X7 ∈ SSteaneX .
Foliated codes: Raussendorf’s 3D cluster state con-
struction [1–4], Fig. 2c, can be viewed as a foliation of
the surface code cluster state shown in Fig. 1c. Alternat-
ing ‘sheets’ of the primal surface code cluster state and
its dual are stacked together [42], with additional clus-
ter bonds (green lines) extending between code qubits
in each sheet and the corresponding code qubits in the
adjacent dual sheets.
We now generalise this construction to arbitrary CSS
codes. Take an alternating stack of sheets of clusterized
primal and dual codes, and link the sheets together by
creating additional cluster bonds between primal code
qubits in a given sheet, m, and the corresponding dual
code qubits in the adjacent sheets, m± 1. We call this a
foliated code. The number of layers, L, in the foliated con-
struction counts the number of primal–dual sheet pairs,
so that 1 ≤ m ≤ 2L+ 1.
Fig. 2a shows the example of a foliated Steane code,
(which is self-dual, so the primal and dual sheets are iden-
tical). Fig. 2b shows the foliated Shor code, for which
primal and dual clusters are different. One can read-
ily verify that this definition preserves the key feature
of Rausendorf’s construction: measuring the bulk qubits
and the boundary ancilla qubits leaves the two boundary
sheets in an encoded Bell-state [1]. Because this feature
enables fault-tolerant measurement-based quantum com-
putation and long-range entanglement sharing, our gen-
eralization has immediate applications in these settings,
offering additional flexibility in the choice of code.
Errors: Errors may arise during construction of the
cluster, storage of the qubits, or during single-qubit mea-
surement. In the error models we consider, preparation
and measurement errors can be mapped to possibly cor-
related storage errors [9]. Furthermore, after the cluster is
created, since we perform single qubit X measurements,
X errors do not affect the measurement outcome; only
Z errors on the final foliated cluster act nontrivially. We
note that X errors during cluster construction are equiva-
lent to correlated Z errors in the final cluster [9, 10]. This
asymmetry between X and Z errors is a consequence of
the asymmetry in the definition of the cluster stabiliz-
ers. Correlated or asymmetric errors may also arise in
specific applications, such as long-range repeaters where
inter-node quantum transmission errors are much worse
than those within a node, which can be mitigated by
suitable choice of code [28].
Parity check operators: Errors in the foliated cluster
are detected by parity check operators: a Z error will
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FIG. 2: Examples of foliated, clusterized CSS codes. Code
qubits (blue circles) share cluster bonds (black lines) with
ancilla qubits (red squares) in the same sheet, and with
code qubits in adjacent sheets (green lines). a) Foli-
ated Steane code. Being self-dual, primal and dual sheets
are identical. The product of cluster stabilizers centred
on the numbered qubits generates parity check opera-
tors C1C2...C6 = X1X2...X6. b) Foliated Shor code. This
code is not self-dual, so primal and dual sheets are dif-
ferent, and there are two kinds of parity check oper-
ators, CaCb...Ch = XaXb...Xh centred on primal sheets,
and C1C2C3C4 = X1X2X3X4 centred on dual sheets.
c) Foliated surface code [1], with parity check operators
C1...C6 = X1...X6. d) Foliated self-dual convolutional code
with parity check operator C1...C8 = X1...X8. Stabilizers are
generated by translations of the kernel (indicated by thick
edges) across frames (here, the frame length is 3).
flip one or more parity checks, giving a non-trivial error
syndrome for the foliated cluster. Importantly, the parity
check measurement outcomes can be inferred from sets
of single-qubit X measurements.
Each parity check operator is associated with a
CSS code stabiliser within a code sheet. To construct
a parity check operator, consider the CSS code sta-
biliser X~c,m ∈ SX , in sheet m of a foliated clus-
ter state. The product of foliated cluster stabilizers
centred on each of the code qubits indicated by ~c
is C~c,m = X~c,mZN~c,m = Z~c,m−1X~c,mZ~c,m+1. The dual
code sheets, m ± 1, each have a cluster stabilizer
Ca~c,m±1 = Xa~c,m±1Z~c,m±1 centred on an ancilla qubit a~c
associated to ~c. Thus, Pˆ~c,m ≡ Ca~c,m−1C~c,mCa~c,m+1 =
Xa~c,m−1X~c,mXa~c,m+1 defines a parity check for the foli-
ated cluster, centred on code stabilizer X~c,m. Note that
parity check operators centred on primal sheets share no
common qubits with those centred on dual sheets.
This generalises the construction of the parity check
operators for Raussendorf’s 3D cubic lattice, which are
formed by products of X operators on the faces of the
cubic unit cells, as shown in Fig. 2c (exemplified by num-
bered qubits). Parity check operators for other foliated
CSS codes are exemplified by labelled qubits in other
panels of Fig. 2. In a non-self-dual code, such as the Shor
code, primal and dual parity check operators may have
different weights, Fig. 2b.
Logical code operators within a sheet commute with
the parity check operators. It follows that for an under-
lying [[n, k, d]] code, there are weight-d undetected error
chains on the foliated cluster, as in [1–4, 6]. Since the
structure of the code in the direction of foliation is a sim-
ple repetition, it follows that the foliated cluster inherits
the distance of the underlying code.
Decoding: A non-trivial error syndrome indicates the
presence of Z errors. If the error probability is sufficiently
small, the most likely class of errors can be inferred from
the syndrome with high probability, facilitating error re-
covery. Small codes can be decoded by brute-force, but
this is not computationally scalable in n.
There are a number of computationally efficient, near-
optimal decoders available for both the 2D surface code
and its 3D foliation, including hard decoders (which re-
turn a specific high-likelihood error pattern) based on
perfect matching [6, 9], and soft decoders (which return
a probability distribution over error patterns) based on
renormalisation methods [11, 29].
Surface code decoders naturally generalise to the 3D
Raussendorf lattice, as exemplified by matching-based
decoders. While generic CSS codes cannot typically be
efficiently decoded, many exact or heuristic decoders are
known for specific code constructions [6, 11, 19, 30]. The
problem we address here is to use a soft decoder for the
underlying CSS code – which we presume to be efficient –
as a subroutine in a decoder for the foliated construction.
We describe a heuristic method based on belief propa-
gation (BP) that may work in many cases [31, 32]. We
assume the existence of soft decoders for the underlying
CSS primal and dual codes, which, given a physical er-
ror model, calculates the probability of a Pauli error σ
on code qubit j, P (σj |SCSS), conditioned on a syndrome,
SCSS, which may itself be unreliable.
44
FIG. 4: Example of a foliated convolutional code cluster. Each
layer is a cluster code described by the (self-dual) parity check
matrix Eq. (1).
look-up table mapping each syndrome back to its most
likely error configuration. In larger codes, this approach
scales combinatorially in the size of the code, making it
computationally infeasible.
Decoding algorithms can be classified as either hard
or soft. Hard decoders produce a definitive guess of the
pattern of errors, based on the syndrome. Soft decoders
produce a probability distribution over all (or many) pos-
sible error patterns, conditioned on the syndrome. On the
latter case, a decoding choice is made optimally with re-
spect to the most likely error patterns.
Notably, there are a number of e cient heuristic de-
coders available for both the surface code and its foliated
version, including hard decoders based on Edmond’s per-
fect matching [? ? ] and soft decoders based on renormal-
isation methods [? ] approaches, which achieve nearly-
optimal thresholds. Importantly for [? ], decoders for the
surface code naturally generalise to the Raussendorf lat-
tice. This is most easily seen for matching based decoders,
in which decoding in either setting can be achieved by
finding a minimum weight pairing of flipped parity check
operators (either 2D code stabilisers or 3D parity check
operators). Error correction is then accomplished with
high probability by imposing a correction chain along a
minimal paths between each pair.
This natural extension between the decoder for the sur-
face code and its 3D foliation is peculiar to that case. For
generic codes, there is not an obvious natural extension
of the decoder for the code to a decoder for the foliated
cluster. We describe here a heuristic method that may
work in many cases. Suppose that there exists a compu-
tationally tractable soft decoder for the underlying CSS
code. The basic problem is to use this decoder as a sub-
routine in a decoder for the foliated construction.
One approach to this task is to use belief propagation
[? ]. Suppose we have a soft decoder for the underlying
CSS primal and dual codes, which takes a distribution
of error probabilities on code qubit j, P ( j |SCSS), condi-
tioned on the syndrome, SCSS. In the foliated case con-
sider the parity check operators, Pm centred on layer m.
Faults indicated by these parity check operators may oc-
cur because of errors on the code qubits in the layer, or
due to errors in the corresponding ancilla qubits in the
adjacent layers m ± 1. The belief propagation decoder
iterates by first updating the error model in the primal
(dual) layers conditioned on an assumed error model in
the dual (primal) layers, then vice versa. At each itera-
tion, the soft decoder for the primal (dual) code assumes
the prior distribution for the current error model on the
dual (primal) code. In this way, ancilla errors in the dual
layers, which can be thought of as faulty primal CSS code
syndrome measurements, propagate along the length of
the foliated code, and vice versa.
Turbo Codes: We now consider the foliation of the
turbo code family. Turbo codes are finite-rate CSS codes,
with low-weight parity check operators. They are capa-
ble of encoding an arbitrary large number of logical states
with finite rate, r. Turbo codes are formed from a con-
catenation of two convolutional codes []. Stabilisers for
a convolutional code are defined over an ordered set of
qubits, and are generated by a kernel which is repeat-
edly translated. An example of a distance d = 3, rate- 13 ,
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Rows of B correspond to vectors ~b defined earlier, and
the code is self-dual since ~b is orthogonal to translations
of itself across frames of qubits (in this example the frame
length is 3). The corresponding cluster state is shown in
Fig. 4.
Soft trellis decoders are e↵ective at decoding convo-
lutional codes. Convolutional codes are e↵ective against
sparse, uncorrelated errors. When they fail, they tend to
produce bursty, correlated errors on the logical data. To
address this, we consider the concatenation of two con-
volutional codes, an inner code BI , and an outer code
BO. Since decoding failures on BI create present corre-
lated errors at the outer level, it is common to add an
interleaver between the codes. This is a pseudo-random
permutation of the encoded qubits between the concate-
nated codes to redistribute correlated errors generated by




FIG. 4: Example of a foliated convolutional code cluster. Each
layer is a cluster code described by the (self-dual) parity check
matrix Eq. (1).
look-up table mapping each syndrome back to its most
likely e ror configuration. In larger codes, this approach
scales combinatoria ly in the size of the code, making it
computationa ly infeasible.
Decoding algorithms can be cla sified as either hard
or soft. Hard decoders produce a definitive gue s of the
pa tern of e rors, based on the syndrome. Soft decoders
produce a probability distribution over a l (or many) pos-
sible e ror pa terns, conditioned on the syndrome. On the
la ter case, a decoding choice is made optima ly with re-
spect to the most likely e ror pa terns.
Notably, there are a number of e cient heuristic de-
coders available for both the surface code and its foliated
version, including hard decoders based on Edmond’s per-
fect matching [? ? ] and soft decoders based on renormal-
isation methods [? ] approaches, which achieve nearly-
optimal thresholds. Importantly for [? ], decoders for the
surface code natura ly generalise to the Rau sendorf lat-
tice. This is most easily s en for matching based decoders,
in which decoding in either se ting can be achieved by
finding a minimum weight pairing of flipped parity check
operators (either 2D code stabilisers or 3D parity check
operators). E ror co rection is then a complished with
high probability by imposing a co rection chain along a
minimal paths betw en each pair.
This natural extension betw en the decoder for the sur-
face code and its 3D foliation is peculiar to that case. For
generic codes, there is not an obvious natural extension
of the decoder for the code to a decoder for the foliated
cluster. e describe here a heuristic method that may
work in many cases. Suppose that there exists a compu-
tationa ly tractable soft decoder for the underlying CSS
code. The basic problem is to use this decoder as a sub-
routine in a decoder for the foliated construction.
One approach to this task is to use belief propagation
[? ]. Suppose we have a soft decoder for the underlying
CSS primal and dual codes, which takes a distribution
of e ror probabilities on code qubit j, P ( j |SC S), condi-
tioned on the syndrome, SC S. In the foliated case con-
sider the parity check operators, Pm centred on layer m.
Faults indicated by these parity check operators may oc-
cur because of e rors on the code qubits in the layer, or
due to e rors in the co responding anci la qubits in the
adjacent layers m ± 1. The belief propagation decoder
iterates by first updating the e ror model in the primal
(dual) layers conditioned on an a sumed e ror model in
the dual (primal) layers, then vice versa. At each itera-
tion, the soft decoder for the primal (dual) code a sumes
the prior distribution for the cu rent e ror model on the
dual (primal) code. In this way, anci la e rors in the dual
layers, which can be thought of as faulty primal CSS code
syndrome measurements, propagate along the length of
the foliated code, and vice versa.
Turbo Codes: e now consider the foliation of the
turbo code family. Turbo codes are finite-rate CSS codes,
with low-weight parity check operators. They are capa-
ble of encoding an arbitrary large number of logical states
with finite rate, r. Turbo codes are formed from a con-
catenation of two convolutional codes []. Stabilisers for
a convolutional code are defined over an ordered set of
qubits, and are generated by a kernel which is repeat-
edly translated. An example of a distance d = 3, rate- 13 ,
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Rows of B co respond to vectors ~b defined earlier, and
the code is self-dual since ~b is orthogonal to translations
of itself acro s frames of qubits (in this example the frame
length is 3). The co responding cluster state is shown in
Fig. 4.
Soft tre lis decoders are e↵ective at decoding convo-
lutional codes. Convolutional codes are e↵ective against
sparse, unco related e rors. hen they fail, they tend to
produce bursty, co related e rors on the logical data. To
addre s this, we consider the concatenation of two con-
volutional codes, an inner code BI , and an outer code
BO. Since decoding failures on BI create present co re-
lated e rors at the outer level, it is common to add an
interleaver betw en the codes. This is a pseudo-random
permutation of the encoded qubits betw en the concate-
nated codes to redistribute co related e rors generated by
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FIG. 3: Numerical performance results for a foliated r = 1
25
,
d = 25 turbo code, for different numbers of foliated layers,
L (rows). Different colours correspond to different code sizes,
k = nr; shading indicates ±1σ. A ‘layer’ consists of a primal
code sheet and a du l code sheet (see Fig. 2d). W rd Err r
Rate (l ft column) co nts a y error(s) across all k logical
qubits. Bit Error Rate (right column) counts the failure rate
per logical qubit.
In the foli ted c se, con ider a parity check operat r
Pˆ~c,m = Xa~c,m−1X~c,mXa~c,m+1, centred on p i al sheet
m. A non-trivial syndrome can arise b cause of errors on
code qubits ~c within code sheet m, or due to errors on the
corresponding ancilla qubits, a~c in adjacent dual sheets
m±1. If the dual-sheet ancilla qubits were error-free, then
all the parity check failures would be due solely to in-code
qubit errors, so that the parity check outcomes centred
on sheet m would be in direct correspondence with the
CSS code syndrome for that sheet. The code syndrome
could then be used in the CSS decoder to calculate a soft
error model on sheet m, from which an error correction
strategy could be determined.
H w ver, errors on the ual-sheet ancilla qubits mean
that the in-sheet syndrome passed to the CSS deco er is
itself unreliable. To account for dual-sheet ancilla errors,
we embed the CSS decoder in a BP routine, as follows.
Step 1: For each code qubit, j, in sheet m, the CSS
decoder calculates an in-sheet error model probability
distribution, Pm(σj |Sm ∪ Pm±1(ak)), subject to both
the measured code syndrome, Sm, which is derived
from the foliated parity-check operators centred on
sheet m, and an assumed error model, Pm±1(ak), for
errors on ancilla qubits, ak, in adjacent dual sheets.
Step 2: Usi g th result of Step 1 we fix the ode qubit
error model, Pm(σj), and calculate an error model on
the dual-sheet ancilla qubits, Pm±1(ak|Sm±1 ∪ Pm(σj)).
Step 3: We iterate Step 1, using the result of Step 2 for
Pm±1(ak), repeating until each error model converges.
Turbo Codes: We now con ider the c ass of turbo codes,
which are finite-rate CSS co es with bounded-weight sta-
bilizers [19, 31, 33]. These are capable of encoding an ar-
bitrary number of logical qubits with finite rate, r = k/n.
Essentially, turbo codes are formed from a concatenation
of two convolutional codes: an inner code GI , and an
outer code GO [30, 34–36], each of which can be decoded
with soft trellis decoders [19, 31, 33, 36, 37].
Convolutional codes are defined over an ordered set
of qubits. The code stabilizers are generated by a kernel
which is repeate ly translated cross frames (i.e. blocks
of the underlying phy ical qubits). For illustrative pur-
p ses, Fig. 2 sh ws a foliation of three sheets of a d = 3,
r = 1/3, weight-6 self-dual CSS convolutional c de clus-
ter. The code stabiliser kernel is indicated by the dark
cluster edges within a sheet. Turbo codes are conceptu-
ally similar, albeit with more complicated Tanner graphs.
Turbo codes provide a platform for testing the foliated
construction on codes that are quite different to the sur-
face code. Since they are a code family, we analyse the
performance of the codes as a function of the code size
k = nr, and the number of foliated layers, L. A soft trellis
decoder [36, 38] for the underlying code is embedded as
a subroutine in a BP decoder spanning the sheets of the
folia ion. The BP deco er run-tim is linear in L, how-
ver he trellis decoder complexity is xponenti l in the
size of the turbo code frame lengt , making simulations
practically slow.
Fig. 3 shows the performance of a d = 25, r = 1/25,
self-dual foliated turbo code, based on Monte Carlo simu-
lations of errors. As noted earlier, X errors on the foliated
cluster commute with parity check measurements. Thus,
for our simulations we assume a phenomenological error
model in which uncorrelated Z errors are distributed in-
dependently across the cluster with probability p. The
decoder performance is quantified in terms of both word
error rate (WER), which is the probability of one or more
errors across all k encode qubits, and the bit error rate
(BER) which is the probability of an error in each of the
enc ded qubits.
F r each L, there is a threshold rror rate around
p ∼ 2%, below which the code performance impr ves
with code length (up to at least 160 encoded logical
qubits per code sheet), consistent with pseudo-threshold
behaviour seen in turbo codes [19]. As L increases, the
threshold decreases, more pronouncedly for the WER
than the BER. The range of k and L that we can simulate
is limited by computational time, so we cannot explore
the asymptotic performance for large L. Nevertheless, nu-
merics indicate that foliated turbo codes perform quite
well for moderate depth foliations.
We note that the foliated construction transforms a
clusterised code into a fault tolerant resource state, but
with a consequent reduction in threshold. This is seen in
Fig. 3, and in Raussendorf’s construction in which the
fault-tolerant threshold . 1% is smaller than the ∼ 11%
5threshold for the surface code on which it is based. The
∼ 1% threshold observed for foliated surface codes is ob-
tained by scaling the code distance d and foliation depth
L together. Here, the code distance is fixed at d = 25,
which is responsible for the observed decreasing value of
the pseudo-threshold with increasing L.
Our main motivation for studying turbo codes is to
demonstrate the foliated construction and BP decoder in
an extensible, finite-rate code family. Practically, these
and other finite-rate codes may have applications in fault-
tolerant quantum repeaters networks [7, 39], where local
nodes create optimal clusterized codes to reduce resource
overheads or error tolerance [40].
In conclusion, we have shown how to clusterize arbi-
trary CSS codes. We have shown how to foliate cluster-
ized codes, generalising Raussendorf’s 3D foliation of the
surface code. We have described a generic approach to
decoding errors that arise on the foliated cluster using
an underlying soft decoder for the CSS code as a subrou-
tine in a BP decoder, and applied it to error correction
by means of a foliated turbo code. This construction may
have applications where codes with finite rate are useful,
such as long-range quantum repeater networks.
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