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Estimate the exponential convergence rate of
f-ergodicity via spectral gap
Xianping Guo∗ Zhong-Wei Liao†,
Abstract This paper studies the f -ergodicity and its exponential convergence rate
for continuous-time Markov chain. Assume f is square integrable, for reversible
Markov chain, it is proved that the exponential convergence of f -ergodicity holds
if and only if the spectral gap of the generator is positive. Moreover, the convergence
rate is equal to the spectral gap. For irreversible case, the positivity of spectral gap
remains a sufficient condition of f -ergodicity. The effectiveness of these results are
illustrated by some typical examples.
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1 Introduction and main results
In this paper, we study the rate of convergence to equilibrium of continuous-time
Markov chain. Assume (Xt)t>0 is a positive recurrent Markov chain defined on a
countable state space E with stationary distribution pi. Denote by Q = (qij) and
Pt(i, j) the Q-matrix and the corresponding Markov semigroup. For any measurable
function f : E → [1,∞), the f -norm of signed measure µ is defined as ‖µ‖f :=
sup|g|6f |µ(g)|. When f is a constant function, the f -norm is nothing but the total
variation norm. The main objective is the f -ergodicity of Pt, which means that for
all i ∈ E, we have
lim
t→∞
r(t)‖Pt(i, ·)− pi‖f = 0, (1)
where f satisfies pi(f) <∞ and r(t) is a positive function being used to describe the
convergence rate. For example, the exponential convergence means r(t) = eεt, ε > 0.
Refer to [13, Chapter 14] or [16] for more details about the terminology and notations.
For f ≡ 1, (1) depicts the long time behavior of Markov semigroup in total
variation norm. There are many approaches in the quantitative research, refer to
[4], [5], [8] and [11]. For example, one of the efficient instrument popularized by Meyn
and Tweedie is the drift condition (or Foster-Lyapunov control conditions), which
implies the exponential convergence, see [8] or [13]. Another useful tool is functional
inequalities. Assume the semigroup Pt is reversible with respect to pi, which means
piiPt(i, j) = pijPt(j, i), for all i, j ∈ E and t > 0 (equivalently, piiqij = pijqji). The
Poincare´ inequality is defined as
CPIVarpi(g) 6 (−Qg, g), g ∈ L2(pi), (2)
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where CPI is denotes as the optimal constant and (·, ·) is the inner product in L2(pi).
This inequality is also referred to spectral gap inequality, since the spectral gap of Q
can be redefined as the optimal constant of the Poincare´ inequality:
gap(Q) = inf{(−Qg, g) : pi(g) = 0 and ‖g‖L2(pi) = 1}.
Corresponding to the spectral gap is the exponential ergodicity in L2(pi):
‖Ptg − pi(g)‖L2(pi) 6 e−CPIt ‖g − pi(g)‖L2(pi) , g ∈ L2(pi).
According to Cauchy-Schwarz inequality, the Poincare´ inequality implies the expo-
nential convergence in total variation distance. There is a great deal of publications in
this field, see for instance [2], [6], [10] and references within. In addition, the relation-
ship between the Mayn-Tweedie approach and the functional inequality approach has
been discussed in [1]. Generalizations of functional inequalities have been studied by
several authors, here we refer to [3], [12] and [15] for related results on weak Poincare´
inequalities and weak logarithmic Sobolev inequalities.
For f > 1 and r ≡ 1 in (1), that is the f -ergodicity introduced in [13, Chapter
14], but without consideration the convergence rate. What we concern is the case
f > 1 and r(t) = e−εt, in other words, the semigroup Pt is said to have exponential
f -ergodicity if there exists constants ε > 0 and C(i, f) > 0 such that
‖Pt(i, ·)− pi‖f 6 C(i, f)e−εt, ∀i ∈ E, t > 0. (3)
The maximal parameter εmax is called the exponential convergence rate of f -ergodicity.
Our objectives in this paper are the criterion of f -ergodicity and the estimation of
the convergence rate in (3) .
Researches surrounding f -ergodicity is applied in the theory of controlled Markov
models (Markov decision processes) in [9]. Specifically, it ensures the existence of
average optimal policies in the unbounded rewards model. Hence, the explicit criterion
of f -ergodicity is the original motive of this thesis. Following the Meyn-Tweedie
approach, Douc et al. [7] give a general form of drift condition, which is depend on
the notion of “petite set”.
The main tool we use is the functional inequality. We review the conditions of f
in (1). The condition “f > 1” ensures that the f -ergodicity of Pt implies the original
ergodicity. However, it is not essential because it can be replaced by “f > δ” for any
δ > 0. The condition “pi(f) < ∞ ” is necessary, otherwise (1) might be not well-
define. Furthermore, when f ∈ L2(pi), the exponential rate of f -ergodicity εmax can
be estimated by the spectral gap of generator, which is our main result. Different from
the drift conditions given in [11] and [13], we introduce a new equivalent condition of
f -ergodicity. The principal tools are Poincare´ inequality and h-transform, which will
be given in Section 3.
Theorem 1.1. Assume f ∈ L2(pi) and Pt is reversible. Then Pt has exponen-
tial f -ergodicity if and only if the spectral gap of Q-matrix gap(Q) > 0. More-
over, the convergence rate satisfies εmax = gap(Q), and constant of (3) is C(i, f) =
pi
(
f2
)1/2 (
pi−1i − 1
)1/2
.
Since (Xt)t>0 is positive recurrent, the stationary distribution pi satisfies pii > 0,
∀i ∈ E. Hence C(i, f) < ∞, ∀i ∈ E. For irreversible case, the above-mentioned
equivalence will be false. However, the spectral gap condition is still a sufficient
condition of f -ergodicity.
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Proposition 1.2. Assume pi(f2) < ∞. If the semigroup Pt is irreversible, then
gap(Q) > 0 implies the exponential f -ergodicity of Pt.
In Section 2, we will give some examples to illustrate the effectiveness of Theorem
1.1. The h-transformation will introduced in Section 3, and then we give the proof of
Theorem 1.1 by this method.
2 Examples
As previous mentioned, one of the practical criterion is the drift condition (cf. [11]). In
practical applications, this criterion is easy to verify, although the invariant measure
is unknown. However, the next example show that the drift condition can not give a
exact estimation of the convergence rate εmax.
Example 2.1. TakeE = Z+. Let pii > 0, (∀i ∈ E) be an arbitrary distribution on
E and the Q-matrix defined as: qij = pij for j 6= i; qii = −
∑
j 6=i qij . Consider the
f -ergodicity with f satisfying f0 = 1, fi ≡ β > 1, ∀i > 1. Theorem 1.1 gives the
convergence rate as
εmax = 1 and C(i, f) =
[
pi0 + β
2(1− pi0)
]1/2( 1
pii
− 1
)1/2
.
Proof. By the definition of Q-matrix, we have piQ = 0 and piiqij = pijqji, which means
Q-matrix is reversible respect to the stationary distribution pi. For any g ∈ L2(pi) we
have
(−Q(g), g) =
∑
j
pijgj
(∑
k
qjk(gk − gj)
)
= pi(g)2 − pi(g2) = Varpi(g).
Hence gap(Q) = 1. Since f ∈ L2(pi), using Theorem 1.1, we obtain
εmax = 1, C(i, f) =
[
pi0 + β
2(1− pi0)
]1/2( 1
pii
− 1
)1/2
.
This gives the exact description of εmax and C(i, f).
If we use the drift condition given in [11, Theorem 2.2], we need to solve the
equation
Qf(i) 6 −cf(i) + b1{0}(i), ∀i ∈ E.
For x 6= 0, it implies that c 6 1 − β−1pi(f) = pi0(1 − β−1) < 1. For x = 0, we have
b > β(1 − pi0) + (pi0 + c− 1). Hence the drift condition shows the f -ergodicity holds
with convergence rate c ∈ (0, pi0(1− β−1)]. 
For the irreversible case, the equivalence in Theorem 1.1 is erroneous. The follow-
ing example show that there is some difference between gap(Q) and εmax.
Example 2.2. (irreversible case) Let E = {0, 1, 2} and f satisfying fi ∈ [1,∞),
i = 1, 2, 3. Consider the process with Q-matrix
Q =

 −1/2 1/2 00 −1 1
1 0 −1

 .
Then the process has f -ergodicity with convergence rate 5/4 > gap(Q) = 1.
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Proof. By piQ = 0, we have pi0 = 1/2, pi1 = pi2 = 1/4. In this irreversible situation,
we adopt the Q-matrix by the symmetrizing procedure. Let qˆij = pijqji/pii and
q¯ij = (qij + qˆij)/2, then we have
Qˆ =

 −1/2 0 1/21 −1 0
0 1 −1

 , Q¯ =

 −1/2 1/4 1/41/2 −1 1/2
1/2 1/2 −1


The matrix Q¯ is symmetry with respect to pi and it is easy to calculate that gap(Q¯) =
gap(Q) = 1 > 0. Hence, by Proposition 1.2, we obtain the f -ergodicity of this Q-
process and εmax > 1. However, we can not get the exact value of the convergence
rate from Proposition 1.2.
Fortunately, the convergence rate of f -ergodicity could be calculated directly.
Firstly, the eigenvalues of Q are
λ0 = 0, λ1 = −5
4
+
√
7i
4
, λ2 = −5
4
−
√
7i
4
.
By the representation Pt = UΛtU
−1, where U is a matrix whose column vectors are
the eigenvectors, Λt is a diagonal matrix Λt = diag(exp(λit)), then
Pt = e
−5/4tRt +

 1/2 1/4 1/41/2 1/4 1/4
1/2 1/4 1/4

 .
where
Rt =
sin(
√
7t)√
7

 −1/2 1/2 00 −1 1
1 0 −1


+
(
cos(
√
7t) +
5 sin(
√
7t)√
7
)
 1/2 −1/4 −1/4−1/2 3/4 −1/4
−1/2 −1/4 3/4


By the representation of Pt and (6), we can calculate the convergence rate immediately
‖Pt(x, ·) − pi‖f =
2∑
i=0
|fi (pt(x, i)− pii)| = e−5/4t
∣∣∣∣∣
2∑
i=0
fiRt(x, i)
∣∣∣∣∣ .
The convergence rate of f -ergodicity is 5/4 which is bigger than gap(Q). 
3 The proofs
The h-transform (or Doob’s h-transform) is an useful transformation in probability or
potential theory. For instance, in [14], the principal eigenvalue of diffusion operators
have been carefully handled by the h-transform and applied to multi-dimensional case.
Refer to [2, Chapter 1] for more details.
Let Pt be a Markov semigroup with stationary measure pi and f ∈ L2(pi) be a
strictly positive measurable function. Define a new semigroup as
P ft (g) =
1
f
Pt(fg), ∀g ∈ L2(pi), t > 0.
4
Similarly, the h-transform of Q-matrix and stationary distribution pi are
Qf (g)(i) =
1
f(i)
∑
j∈E
qijf(j)g(j), pi
f (g)(i) :=
1
f(i)
∑
j∈E
pijf(j)g(j), ∀g ∈ L2(pi).
When Pt is reversible, it is easy to show that P
f
t is reversible with respect to measure
νi := f
2(i)pii. Moreover, the semigroup P
f
t has similar properties with Pt.
Lemma 3.1. Let Pt be a reversible Markov semigroup with respect to pi, define P
f
t ,
pif and ν as mentioned above. For any function g1, g2 ∈ L2(ν) we have:
(1) Semigroup property: P ft+s = P
f
t P
f
s , ∀t, s > 0;
(2) Conjugacy: (P ft g1, g2)ν = (g1, P
f
t g2)ν ;
(
pif (g1), g2
)
ν
=
(
g1, pi
f (g2)
)
ν
;
(3) pif
(
P ft g1
)
= P ft
(
pif (g1)
)
= pif (g1).
The proof of Lemma 3.1 is easy and straightforward. It should be noted that
the P ft is not a Markov semigroup though its properties are similar to Pt, and ν is
not a probability measure. In order to ensure ν to be a finite measure, we need the
condition f ∈ L2(pi).
This section is devoted to prove an equivalence of the exponential f -ergodicity and
the exponential convergence of the semigroup P ft . We will start with reversible case.
The irreversible case can be reduced to the symmetric one, which will be discussed
shortly in the end this section.
Definition 3.2. The semigroup P ft converges exponentially in the L
2(ν)-norm if
there is a constant σ > 0 such that∥∥∥P ft g − pif (g)∥∥∥
L2(ν)
6
∥∥g − pif (g)∥∥
L2(ν)
e−σt, ∀t > 0, g ∈ L2(ν). (4)
The largest σ is denoted by σmax, which is called the L
2(ν)-exponential convergence
rate.
It is known that the exponential ergodicity rate in total variation norm (when
f ≡ 1) is given by the spectral gap of the Q-matrix, refer to [6]. Hence, it is natural
to consider the relationship of f -ergodicity and the spectral gap of Qf . Firstly, we
give this equivalence between the convergence of P ft and the f -ergodicity, which is
inspired by the h-transform and [6, Theorem 9.15].
Theorem 3.3. Assume that pi(f2) < ∞ and Pt is reversible. Then Pt satisfies
exponential f -ergodicity if and only if the semigroup P ft converges exponentially in
the L2(ν)-norm. Moreover, we have εmax = σmax.
To begin with, we give some short lemmas about the operator norm of P ft .
Lemma 3.4. Let Pt be a reversible semigroup. Define P
f
t , pi
f and ν as mentioned
above, then we have∥∥∥P ft − pif∥∥∥2
L∞(ν)→L2(ν)
=
∥∥∥P f2t − pif∥∥∥
L∞(ν)→L1(ν)
.
Proof. For any g ∈ L∞(ν), by the semigroup property and conjugacy of P ft in
Lemma 3.1, we have∥∥∥(P ft − pif)g∥∥∥2
L2(ν)
=
(
g,
(
P ft − pif
)2
g
)
ν
=
(
g,
(
P f2t − pif
)
g
)
ν
5
6 ‖g‖L∞(ν)
∥∥∥(P f2t − pif)g∥∥∥
L1(ν)
6 ‖g‖2L∞(ν)
∥∥∥P f2t − pif∥∥∥
L∞(ν)→L1(ν)
.
The last inequality gives
∥∥∥P ft − pif∥∥∥2
L∞(ν)→L2(ν)
6
∥∥∥P f2t − pif∥∥∥
L∞(ν)→L1(ν)
.
The inverse inequality is obvious by the conjugacy of P ft , details as below∥∥∥P f2t − pif∥∥∥
L∞(ν)→L1(ν)
6
∥∥∥P ft − pif∥∥∥
L∞(ν)→L2(ν)
∥∥∥P ft − pif∥∥∥
L2(ν)→L1(ν)
=
∥∥∥P ft − pif∥∥∥
L∞(ν)→L2(ν)
∥∥∥(P ft − pif)∗∥∥∥
L∞(ν)→L2(ν)
=
∥∥∥P ft − pif∥∥∥2
L∞(ν)→L2(ν)
,
here
(
P ft − pif
)∗
is the dual of P ft − pif with respect to (·, ·)ν . 
The next lemma is about the relationship between the operator norm of P ft and
the f -ergodicity.
Lemma 3.5. Under the same conditions of Lemma 3.4, we have∥∥∥P ft − pif∥∥∥
L∞(ν)→L1(ν)
6
∑
i∈E
piif(i) ‖Pt(i, ·)− pi‖f . (5)
Proof. For any g ∈ L∞(ν), we have g/‖g‖L∞(ν) 6 1. Directly calculating, we have∑
i∈E
piif(i)‖Pt(i, ·)− pi‖f =
∑
i∈E
piif(i) sup
|ϕ|6f
|(Pt − pi) (ϕ)(i)|
=
∑
i∈E
piif
2(i) sup
|ϕ|/f61
∣∣∣∣(P ft − pif)
(
ϕ
f
)
(i)
∣∣∣∣
=
∑
i∈E
piif
2(i) sup
|ϕ∗|61
∣∣∣(P ft − pif) (ϕ∗)(i)∣∣∣ ( where ϕ∗ := ϕ/f )
>
∑
i∈E
piif
2(i)
∣∣∣∣(P ft − pif)
(
g
‖g‖L∞(ν)
)
(i)
∣∣∣∣ =
∥∥∥(P ft − pif) g∥∥∥
L1(ν)
‖g‖L∞(ν)
.
That implies
∥∥∥P ft − pif∥∥∥
L∞(ν)→L1(ν)
= sup
g∈L∞(ν)
∥∥∥(P ft − pif) g∥∥∥
L1(ν)
‖g‖L∞(ν)
6
∑
i∈E
piif(i) ‖Pt(i, ·)− pi‖f . 
By Hahn decomposition theorem, every signed measure ν has a unique decompo-
sition into a difference ν = ν+ − ν− of two positive measures ν+ and ν−, then the
total variation norm of ν is given simply by
‖ν‖var = sup
|g|61
|ν(g)| =
∑
i∈E
|νi|,
6
where |ν| := ν+ + ν−. Therefore, for any positive function f ,
‖ν‖f = sup
|g|6f
|ν(g)| = sup
|g|/f61
∣∣∣∣ν
[
f
(
g
f
)]∣∣∣∣ =∑
i∈E
f(i)|νi|. (6)
Furthermore, we have following lemma.
Lemma 3.6. For any probability measure µ, define hi = µi/pii. Then we have
‖µPt − pi‖f = ‖f (P ∗t (h)− 1)‖L1(pi) ,
where P ∗t is the dual semigroup of Pt, which means P
∗
t (i, j) := Pt(j, i)pij/pii. If Pt is
reversible respect to pi, we have P ∗t = Pt.
Proof. The proof is straightforward. By the Hahn decomposition, we have
‖µPt − pi‖f =
∑
i∈E
f(i) |(µPt)(i)− pii| =
∑
i∈E
f(i)
∣∣∣∣∣∣
∑
j∈E
µjPt(j, i)− pii
∣∣∣∣∣∣
=
∑
i∈E
f(i)
∣∣∣∣∣∣
∑
j∈E
hjpijPt(j, i)− pii
∣∣∣∣∣∣ =
∑
i∈E
f(i)
∣∣∣∣∣∣
∑
j∈E
hjpiiP
∗
t (i, j)− pii
∣∣∣∣∣∣
=
∑
i∈E
piif(i) |P ∗t (h)(i)− 1| . 
Having these preparations at hand, we are ready to prove the main results.
Proof of Theorem 3.3. (i). We consider the sufficiency of Theorem 3.3. Assume
Pt satisfies exponential f -ergodicity, which means that there exists constants εmax > 0
and C(i, f) > 0 such that (3) holds. Firstly, we give a direct proof under a technical
condition:
pi(fC(·, f)) =
∑
i∈E
piif(i)C(i, f) <∞. (7)
By Lemma 3.4, Lemma 3.5 and (7), we have
∥∥∥P ft − pif∥∥∥2
L∞(ν)→L2(ν)
=
∥∥∥P f2t − pif∥∥∥
L∞(ν)→L1(ν)
6
∑
i∈E
piif(i) ‖P2t(i, ·)− pi‖f 6 pi(fC(·, f))e−2εmaxt.
Hence, for any g satisfies g ∈ L∞(ν) and ν(g2) = 1, we have
∥∥∥(P ft − pif) g∥∥∥2
L2(ν)
6 pi(fC(·, f)) ‖g‖2L∞(ν) e−2εmaxt.
The constant pi(fC(·, f)) ‖g‖2L∞(ν) in the last line can be removed, which is in-
spired by [17]. For every g with pi(fg) = 0 and ν(g2) = 1, using [17, Lemma 2.2] and
the spectral representation theorem, we have
∥∥∥P ft g∥∥∥2
L2(ν)
= ‖Pt(fg)‖2L2(pi) =
∫ ∞
0
e−2αtd (Eα(fg), fg)
7
>[∫ ∞
0
e−2αsd (Eα(fg), fg)
]t/s
(∀s 6 t, by Jensen’s inequality)
= ‖Ps(fg)‖2t/sL2(pi) =
∥∥P fs g∥∥2t/sL2(ν) ,
where Eα is the spectral measure of the generator with respect to α. Thus,
∥∥P fs g∥∥2L2(ν) 6
[
pi(fC(·, f))‖g‖2L∞(ν)
]s/t
e−2εmaxs.
Letting t→∞, we obtain∥∥P fs g∥∥2L2(ν) 6 e−2εmaxs, g ∈ L∞(ν), ‖g‖L2(ν) = 1, pi(fg) = 0.
Finally, since L∞(ν) is dense in L2(ν), we have εmax 6 σmax, which means the
semigroup P ft converges exponentially in the L
2(ν)-norm.
(ii). The next step, we show that the technical assumption (7) could be removed.
Since f > 1, the exponential f -ergodicity of Pt implies its exponential ergodicity:
‖Pt(i, ·)− pi‖var 6 C(i)e−ε
′t, ∀t > 0, i ∈ E.
Moreover, by [6, Theorem 4.43] and references therein, the constant C(i) satisfies
C(i) ∈ L1(pi). If f is bounded, the ergodicity of Pt ensures that the f -ergodicity
holds. To be specific, let f(i) 6 b, ∀i ∈ E, then we have∥∥∥Pt(i, ·)− pi∥∥∥
f
= sup
|g|6f
|(Pt(i, ·)− pi)g| 6 sup
|g|6b
|(Pt(i, ·)− pi)g|
= sup
|g|/b61
b |(Pt(i, ·)− pi)(g/b)| = b‖Pt(i, ·)− pi‖var,
which means the exponential f -ergodicity holds with constant C(i, f) = bC(i). Then,
the conclusion holds by the method we used in the proof (i).
If the assumption (7) is invalid, we can define bounded functions as fN := f ∧N ,
N ∈ N+. Based on the above discussion, we have∥∥∥(P fNt − pifN) g∥∥∥2
L2(ν)
6 e−2tεmax , ‖g‖L2(ν) = 1.
Note that the right hand side of last inequality is independent of N . By dominated
convergence theorem, we obtain the exponential convergence of the semigroup P ft in
the L2(ν)-norm by letting N →∞.
(iii). Finally, we prove the necessity of Theorem 3.3. Assume f ∈ L2(pi) and Pt is
reversibility. If P ft converges exponentially in the L
2(ν)-norm with σmax > 0, for any
0 < s 6 t, we have
‖PsPt−s(i, ·)− pi‖f =
∥∥∥∥f
[
Pt−s
(
Ps(i, ·)
pi·
− 1
)]∥∥∥∥
L1(pi)
(by Lemma 3.6)
=
∑
j∈E
pijf(j)
∣∣∣∣∣
∑
k∈E
Pt−s(j, k)
(
Ps(i, k)
pik
− 1
)∣∣∣∣∣
=
∑
j∈E
pijf
2(j)
∣∣∣∣∣
∑
k∈E
1
f(j)
Pt−s(j, k)f(k)
(
1
f(k)
Ps(i, k)
pik
− 1
f(k)
)∣∣∣∣∣
8
=
∑
j∈E
pijf
2(j)
∣∣∣∣P ft−s
(
1
f(·)
Ps(i, ·)
pi·
− 1
f(·)
)
(j)
∣∣∣∣
=
∥∥∥P ft−s (hs(i, ·))∥∥∥
L1(ν)
6
∥∥∥P ft−s (hs(i, ·))∥∥∥
L2(ν)
pi
(
f2
)1/2
,
The last step is Cauchy-Schwarz inequality and hs(i, ·) is defined as
hs(i, j) =
1
f(j)
Ps(i, j)
pij
− 1
f(j)
. (8)
For any i ∈ E and s > 0, we have pif (hs(i, ·)) = 0. By the exponential convergence
of P ft we have ∥∥∥P ft−s (hs(i, ·))∥∥∥
L2(ν)
6 e−σmax(t−s) ‖hs(i, ·)‖L2(ν) ,
where
‖hs(i, ·)‖2L2(ν) =
∑
j∈E
pijf
2(j)
(
1
f(j)
Ps(i, j)
pij
− 1
f(j)
)2
=
∑
j∈E
(
Ps(i, j)
pij
)2
pij − 1
=
P2s(i, i)
pii
− 1,
the last step depends on the reversibility of Pt. Hence, we obtain
‖Pt(i, ·)− pi‖f 6 pi
(
f2
)1/2 ∥∥∥P ft−s (hs(i, ·))∥∥∥
L2(ν)
6 pi
(
f2
)1/2
e−σmax(t−s) ‖hs(i, ·)‖L2(ν)
= pi
(
f2
)1/2
e−σmaxt
[
eσmaxs
(
P2s(i, i)
pii
− 1
)1/2]
.
Let s→ 0 and denote C(i, f) by
C(i, f) := pi
(
f2
)1/2( 1
pii
− 1
)1/2
,
and then we get the exponential f -ergodicity
‖Pt(i, ·)− pi‖f 6 C(i, f)e−σmaxt, ∀i ∈ E, t > 0,
with σmax 6 εmax. 
Depending on Theorem 3.3, the only thing left to consider is the relationship
between gap(Q) and σmax. The crucial method is Poincare´ inequality.
Proof of Theorem 1.1. For any g satisfying fg ∈ L2(pi), we have g ∈ L2(ν),
and then the function
F (t) =
∥∥∥(P ft − pif) g∥∥∥2
L2(ν)
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is well-define. Review the definition of the exponential convergence of P ft , we have
F (t) 6 F (0)e−2σmaxt. Dividing by t, we get
d
dt
F (t)
∣∣∣∣∣
t=0
6 −2σmaxF (0). (9)
By part (3) of Lemma 3.1, we have
F (0) =
∥∥g − pif (g)∥∥2
L2(ν)
= pi
(
f2g2
)− pi2(fg) = Varpi(fg),
and
d
dt
F (t)
∣∣∣∣∣
t=0
=
d
dt
pi
(
P 2t (fg)
) ∣∣∣∣∣
t=0
= 2(−Q(fg), fg)pi.
Substituting these equations into (9), then
σmaxVarpi(fg) 6 (−Q(fg), fg)pi, fg ∈ L2(pi),
which is Poincare´ inequality. Since the spectral gap can be redefined as the optimal
constant of the Poincare´ inequality (cf. [6, Chapter 9]), then we have σmax 6 gap(Q).
Conversely, assume gap(L) > 0. We use the same notations as aforesaid. Since
Pt(fg) ∈ L2(pi), by Poincare´ inequality, we have
gap(Q)Varpi (Pt(fg)) 6 (−Q(Pt(fg)), Pt(fg))pi ,
and then 2gap(Q)F (t) 6 −F ′(t) for every t > 0. Using Gronwall lemma, we have
F (t) 6 e−2gap(Q)tF (0). Therefore, gap(Q) 6 σmax. 
Proof of Proposition 1.2. Let P ∗t be the dual semigroup of Pt, and its gen-
erator is denoted by Q∗. Using the h-transform, we can consider the convergence
of semigroup P ∗ft . Similar to the Definition 3.2, we denote the L
2(ν)-exponential
convergence rate by σ∗max. In the same way of the proof of Theorem 1.1, we have
σ∗max = gap(Q
∗) = gap(Q). The second equality is base on [6, Chapter 9].
It should be noted that Lemma 3.6 is still effective in the irreversible case. Assume
0 < gap(Q) = σ∗max, then the semigroup P
∗f
t converges exponentially in the L
2(ν)-
norm. By the method in part (iii) of the proof of Theorem 3.3, we obtain
‖Pt(i, ·)− pi‖f 6 pi
(
f2
)1/2 ∥∥∥P ∗ft−s(hs(i, ·))∥∥∥
L2(ν)
6 pi
(
f2
)1/2
e−σ
∗
max
t
[
eσ
∗
max
s
(
P2s(i, i)
pii
− 1
)1/2]
,
where hs(x, ·) is defined as (8). Let s→ 0, and then we get the f -ergodicity immedi-
ately, which satisfies gap(Q) 6 εmax. 
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