We present a reliable and cost-effective procedure for the inclusion of anharmonic effects in excited-state energies and spectroscopic intensities by means of second-order vibrational perturbation theory. This development is made possible thanks to a recent efficient implementation of excited-state analytic Hessians and properties within the time-dependent density functional theory framework. As illustrated in this work, by taking advantage of such algorithmic developments, it is possible to perform calculations of excited-state infrared spectra of medium-large isolated molecular systems, with anharmonicity effects included in both the energy and property surfaces. We also explore the use of this procedure for the inclusion of anharmonic effects in the simulation of vibronic bandshapes of electronic spectra and compare the results with previous, more approximate models.
INTRODUCTION
Molecular spectroscopy has become the method of choice for the study of all types of molecular systems, from small isolated molecules to large supramolecular clusters in complex environments. Experimental breakthroughs have made the use of spectroscopic techniques routinely available for both science and industry, while parallel theoretical and computational developments have proved to be of great help in the interpretation of experimental results, as well as suitable substitutes in the investigation of novel systems thanks to their predictive powers. After decades of theoretical work and computational effort, the field has reached a certain level of maturity for medium-sized isolated molecules in the ground state, for which spectroscopic responses of high order can be simulated, from simple onephoton absorption to resonance Raman optical activity. 1, 2 The accuracy of a computed vibrational spectrum rests not only on an appropriate choice of the underlying electronic structure method (whether it be a choice of functional in density functional theory (DFT) or wave function theory model) and basis set but also on the level of theory chosen to describe the potential energy surface (PES). The harmonic approximation is usually used for PES and the property that induces the spectroscopic response (i.e., the electric dipole moment for infrared absorption) also truncated to the lowest order. It has however been shown that the inclusion of anharmonic effects can be crucial for the simulation of accurate vibrational spectra 3−5 and to include vibrational effects in the calculation of response properties. 6−11 Anharmonic effects have been extensively studied for molecules in the ground electronic state; however, spectroscopic properties in excited electronic states are much less known. In line with our efforts to develop computational tools for the simulation of spectroscopic properties of molecular systems, 12, 13 in this contribution we fill this gap by presenting the first fully anharmonic excited-state infrared spectra calculated by means of second-order vibrational perturbation theory (VPT2). 14 −20 VPT2 has been extensively used in the past for predicting ground-state vibrational zero-point energies and thermodynamic properties, 21 as well as vibrational spectra including infrared absorption, vibrational circular dichroism, 5, 12 Raman, 5 hyper-Raman, 22 and Raman optical activity, 23 with anharmonicity effects being included in both the force field and the property surface (mechanical and electric anharmonicities, respectively). To develop a computationally efficient method to include anharmonicity effects for excited states of medium-large molecules, an indispensable ingredient is the availability of analytical Hessians and property first derivatives, which can be further numerically differentiated to yield the anharmonic force constants. Thanks to recent developments, 24−28 it is now possible to perform these calculations with the inclusion of both electrical and mechanical anharmonicities in the spectra. In addition, being able to model both ground and excited state potential energy surfaces at the anharmonic level allows for a more accurate prediction of vibronic couplings which are responsible for the vibronic band shape in electronic absorption and emission spectra. 29−35 In the following sections, we recall the theoretical basis of the methodology, then present a few applications of the method.
THEORY AND IMPLEMENTATION
2.1. Analytical TDDFT Second Derivatives. Various developments have been carried out in recent years which have led to improvements in ab initio methods needed to perform VPT2 calculations, which require both high-order energy and property derivatives. For the ground state, analytic formulas and implementations of cubic and quartic force constants have been proposed in the literature at the Hartree−Fock (HF) and DFT levels. 36−40 The recent development of analytical second-order geometrical derivatives of excitation energies obtained using the time-dependent density functional theory (TDDFT) and its Tamm−Dancoff approximation (TDA) 24−28 was instrumental in extending computational spectroscopic techniques commonly employed for molecules in the ground electronic state to electronically excited systems. In particular, the proper treatment of frozen-core and frozen-virtual orbitals and an efficient approach to QM/MM systems including electrostatic embedding has made it possible to obtain analytical excitation energy first and second derivatives for very large systems (>3000 atoms). 28 The application of VPT2 for studies of excited state molecular vibrations requires the excited state energy third-and fourthderivatives (cubic and quartic terms). However, an implementation of the analytical TDDFT third-and fourth-derivatives is impractical because it requires the very high order (up to sixth) of the exchange-correlation functional derivatives whose stabilities can be a challenge even at the second order. With the availability of the excited state analytical Hessian, higher order derivatives of the excited state energy can be computed using the finite difference method which also avoids explicit computations of high-order exchange-correlation functional derivatives.
2.2. Excited-State Anharmonic Force Field. Using the excited-state analytic second derivatives of the potential energy, it is possible to build the cubic and semi-diagonal quartic force constants necessary to compute the vibrational energies at the VPT2 level by numerical differentiation, in the same way as is now commonly done for the ground state
with Q the vector of mass-weighted normal coordinates, ω the vector of harmonic wavenumbers, and k the matrix of second derivatives of the potential energies with respect to the dimensionless (q) normal coordinates. The energy of a vibrational state of |m⟩ (in cm −1 ) is given by
where v i m is the number of quanta associated with mode i in state m, ε 0 is the zero-point vibrational energy, and χ is the matrix containing the anharmonic contribution (see refs 41 and 42 for the definition of ε 0 and χ).
At the VPT2 level, not considering variational corrections, any vibrational transition energy within a given electronic state can be easily computed from eq 3. Formulas for the transition from the ground state to fundamentals, first overtones, and 2-state combinations are reported below, 
Similarly, provided that analytical first derivatives of the properties of interest are available, it is possible to compute the second and semi-diagonal third derivatives necessary to obtain the anharmonic intensities through numerical differentiation as well. An additional difficulty here is the absence of a unique and compact formula applicable to every transition, and the most effective form will depend on the initial and final states. Formulas for transitions from the ground state up to 3 quanta can be found in ref 41 .
At variance, the computational cost of a full anharmonic treatment for the simulation of vibronic spectra, even at the VPT2 level, is too high but for the smallest molecules. 43, 44 Consequently, an alternative, more affordable way is needed to deal with medium-to-large molecular systems. The approach adopted here is to focus on the band positions. Following eq 3, the transition energy between vibronic states | i ̅ ⟩ and | ⟩ f (the single overbar refers to the initial electronic state and the double bar to the final one) is 
where ΔE el is the difference of energy between the minima of PES. Assuming that all transitions originate from the vibrational ground state of the initial electronic state, which is the case at very
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Article low temperature, the previous equation can be recast as
with " ε ε Δ = Δ + − ̅ E E 00 el 0 0 " the energy difference between the vibrational ground state of the two electronic states.
An alternative form of eq 5 can be derived using the VPT2 fundamental energies (ν 1 k )
3. COMPUTATIONAL DETAILS All calculations were performed using the GAUSSIAN 16 suite of quantum chemical programs. 45 In this work, we used our implementation 5, 21, 23, 42, 46, 47 of second-order vibrational perturbation theory (VPT2) which can provide an accurate description of both anharmonic vibrational energies and wave functions. Anharmonic frequencies and IR absorption intensities were calculated by numerically differentiating the analytical Hessian and electric dipole first derivatives, with a step of δQ i = 10 pm amu 1/2 along each normal mode. The generalized VPT2 (GVPT2) model was used for the treatment of resonances. The identification of Fermi resonances was done through a twostep procedure based on the difference of energy between the resonant states and the deviation of the VPT2 term from a model variational system. Terms identified as resonant were removed from the VPT2 calculations and reintroduced subsequently through a variational treatment, together with Darling−Dennison resonances (see refs 21 and 42 for details). Inclusion of anharmonic effects in vibronic calculations was done with an alternate version of eq 6, where the corrective terms based on the anharmonic χ matrix were ignored
In the past, 48, 49 we employed a simplified method for the estimation of anharmonic effects for excited states based on those of the ground state. The method involved the use of the Duschinsky matrix, which relates the modes of the two states through the following equation: 50 ̅ = + Q Q K J (7) where Q̅ and Q are the normal modes of the initial and final electronic states, respectively, J is the Duschinsky matrix, and K is the shift vector. Once the anharmonic fundamental energies of the ground state ν are known, those of the excited state can be estimated, in the case of absorption spectra, as
In some of the following examples, this method will be revisited in light of the new developments which allow the estimation of anharmonic effects through perturbation theory.
All vibronic simulations were performed using the timeindependent framework via the sum-overstate method (see refs 30 and 31.).
All molecules studied in the work are shown in Figure 1 .
4. RESULTS AND DISCUSSION 4.1. Imidazole. We begin our discussion with imidazole, a simple model system that is ideal for illustrating characteristics of excited state vibrational spectra because of its small size and reliability of data regarding the spectroscopic properties of this molecule related to the vibrational degrees of freedom of the excited state. 49 All calculations on imidazole were performed using the B3LYP 51−53 functional and the aug-cc-pVTZ basis set. 54−56 Like any numerical differentiation scheme, a possible source of error in the resulting anharmonic correction is a poor choice of the differentiation step, which should ideally be small but not so much that it leads to numerical errors due to the limited machine precision as well as the finite convergence criteria of the various steps in the calculation, such as the convergence on the SCF energy and density, the TDDFT transition energy and densities obtained through the Davidson algorithm, 57 the convergence criteria for the Coupled Perturbed Kohn−Sham (CPKS) and Coupled Perturbed TD-DFT equations, the finite accuracy of the DFT integration grid, and other numerical criteria. It might be tempting to simply employ the same differentiation step we have used in the past for ground-state calculations of 10 pm amu 1/2 , which has been shown to yield reliable numerical derivatives. However, an excited-state PES is generally expected to be "flatter" than the ground state one; therefore, a different differentiation step might be preferable. To verify this assumption, we performed the anharmonic calculation on imidazole using multiple differentiation steps spanning different orders of magnitude to analyze the numerical stability of the results. Figure 2 displays the 1, 11, and 21 modes of imidazole, and Figure 3 reports the anharmonic energy and intensity for those modes. The first two 
Article modes are bendings involving most of the atoms in the ring, and the third is the NH stretching. Below a numerical value of 1 pm amu 1/2 , the results become unstable for all three modes (more so for the lowest-energy one), while for the highest-energy mode instabilities in the numerical energy and intensity starts to appear at a value of 40. As shown in the figure, the ground-state default value of 10 generally lies at the middle of a plateau in the plots for both energies and intensities for all three modes, confirming the reliability of the chosen numerical differentiation step.
As mentioned in Section 3, in the past we employed a method based on the Duschinsky matrix to estimate anharmonic effects in the excited state. It was shown 49 that a significant discrepancy between the estimated and fully anharmonic results can be observed when there is a large change in equilibrium geometry between the two states. This analysis was possible by focusing on states of different nature (such as the same molecule in an ionized form or in states of different spin multiplicity, which can be numerically treated as ground states). Here, we extend the analysis to the bright singlet π−π* transition. The equilibrium Figure 7 . Plot of the absolute value of the difference between the anharmonic frequencies for the D 1 state of phenyl radical computed using the extrapolation based on the Duschinsky transformation and at the VPT2 level. Electronic structure calculations have been performed at the B3LYP/SNSD level.
Article excited-state geometry for this system is also significantly distorted with respect to the ground-state one, as displayed in Figure 4 . In Figure 5 , the absolute difference between the anharmonic frequencies of imidazole calculated using VPT2 and Duschinsky-based method is plotted for each mode. The first few modes are internal ring bendings, but the mode that shows the greatest deviation is, unsurprisingly, mode 18 which is the C−H stretching motion of the carbon that sits between the nitrogen atoms and is the one that undergoes pyramidalization in the excited state. The force field for that hydrogen atom is most affected by the pyramidalization; thus, it is poorly described in terms of contributions obtained from the ground state. In addition to the energies, with the second and third derivatives of the excited-state dipole, it is possible to calculate the excited-state anharmonic infrared spectrum, including both electrical and mechanical anharmonicities. The harmonic and anharmonic spectra obtained this way are compared in Figure 6 . The difference between the two spectra is significant. In addition to the expected redshift and the change in intensity of the harmonic bands, numerous overtone and combination bands enrich the spectrum. Unfortunately, to the best of our knowledge, an experimental spectrum of excited gaseous imidazole is not available for comparison. 4.2. Phenyl Radical. The next test case studied in the present work is the phenyl radical. Spectroscopic techniques (usually time resolved) are routinely used for the characterization of radicals, and for the phenyl radical, the high-resolution infrared 58, 59 and electronic 60, 61 spectra are available in the literature. In particular, the importance of vibronic effects on the electronic spectrum has been investigated by Kim and co-workers 62 and later by some of us 63,64 using more refined models, using anharmonic frequencies for the D 1 state computed through the extrapolation based on the Duschinsky transformation. Following the same analysis as for the previous system, the reliability of this approximation will be checked by computing the anharmonic frequencies of the excited, D 1 state at the VPT2 level. Figure 8 . Theoretical OPA spectrum for the D 1 ← D 0 transition of phenyl radical, computed at the AH|FC level using the harmonic frequencies for both the electronic states (solid, red line), the anharmonic frequency for the S 0 state and the extrapolated ones for the S 1 state (solid, green line), and the anharmonic frequencies for both states (solid, blue line). The experimental spectrum is also shown (dashed, black line). 61 Broadening effects have been included with Gaussian broadening functions of 75 cm −1 . 
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The harmonic and anharmonic frequencies for the D 0 and D 1 electronic states of phenyl, computed at the B3LYP/SNSD level, are reported in Table 1 . This comparison shows that, in this case, the extrapolation scheme based on the Duschinsky transformation is significantly more reliable than for imidazole and anisole (vide inf ra) since, for the majority of the modes, the deviation between the extrapolated and VPT2 anharmonic frequencies is below 10 cm −1 . As shown in Figure 7 , a graphical representation of the deviation between the two sets of frequencies, the largest difference is present for the higherenergy frequencies, above 3000 cm −1 , corresponding to the C−H stretching modes. Those modes are usually affected by strong anharmonic couplings, and therefore, the extrapolation scheme, which assumes that the anharmonic correction to the PES is the same for both the electronic states, is inaccurate. On the other hand, for the other modes, the accuracy is better due to the limited mode-mixing associated with the electronic transition.
The vibronic UV-absorption spectrum for the D 1 ← D 0 transition of the phenyl radical computed using three different sets of frequenciesharmonic for both states, anharmonic (VPT2) for both states, and anharmonic (VPT2) for the D 0 state and anharmonic (extrapolated) for the D 1 oneis reported in Figure 8 . As already noticed before, the spectrum computed at the harmonic level is shifted toward higher energies with respect to the two anharmonic ones, which are nearly superimposable. As discussed in our previous work, 63 the main vibronic progressions of the vibronic spectrum of phenyl correspond to excitation of two modes (4 and 8) with low-frequency (below 1000 cm −1 ), and in this region, the extrapolation scheme is reliable. Figure 8 also reports the experimental spectrum, shifted by 873 cm −1 to more closely match the calculated ones at the position of the first peak. The inclusion of anharmonicity effects, using either scheme, generally improves the agreement with the experiment for the higher-energy peaks in the vibronic progression, for which the anharmonic shifts add up to noticeable values.
4.3. Anthranilic Acid. We applied our method to the calculation of the excited-state infrared spectrum of anthranilic acid (Figure 1c ), a molecule chosen because of its limited size, 
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Article structural rigidity, and because of the availability of experimental data 65 as well as theoretical simulations 66 with which to compare our computational results. For this system, we chose the B3LYP functional, 51−53 the same employed in a previous study, 66 and the SNSD basis set. 67 In particular, we consider the first singlet excited state (S 1 ), hence, a π−π* transition. In the ground state, the amino group is slightly pyramidalized, whereas in the excited state the geometry is perfectly planar. Though in a previous work 66 the vibrational properties of the ground state were evaluated after imposing a constraint on the molecule to preserve the planarity, since our approach is rooted in perturbation theory, it is imperative that the reference state be a true minimum; therefore, we relaxed the symmetry constraint. The spectra are shown in Figure 9 . For both ground and excited states, inclusion of anharmonic effects causes the bands to be redshifted, especially those in the X-H stretching region (where X is a heavy atom). Regarding the intensities, an interesting feature of the anharmonic spectra is the change in the relative intensities between the X-H stretchings and the bendings. In the harmonic spectra, the two sets of bands have similar intensities, whereas the in the anharmonic spectra the latter are somewhat quenched, though this effect is not uniform and does not apply to every band; thus, the inclusion of anharmonic effects on both energies and intensities can be crucial for the analysis of the spectrum. In Figure 10 , we compare the calculated and experimental 65 spectra for both ground and excited states, limited to the X-H stretching region. In the ground-state spectra, we can observe the expected and significant redshift of all bands as anharmonicity effects are considered. The anharmonic bands are much closer to the experimental ones, though the anharmonic correction tends to be too large in some cases. Intensities are also greatly improved by the perturbative correction. In particular, the relative intensity of the symmetric and antisymmetric N−H stretchings is incorrect in the harmonic spectrum, where the latter has a larger relative intensity, contrary to what can be observed in both experimental and anharmonic spectra. The intensities of the aromatic C−H stretching bands, however, are much higher in the experimental spectrum compared to the calculated one, and anharmonic effects do not significantly increase intensities for these peaks. In the excited-state spectrum the agreement between theory and experiment is significantly worse. The relative intensity of the O−H stretching and free N−H stretching bands is not inverted by including anharmonic effects (though the frequencies still show excellent agreement). As in the groundstate spectrum, the intensity of the aromatic C−H stretching bands is much lower in the computed spectrum compared to the experimental one. Furthermore, while theory successfully predicts a very strong redshift in the H-bonded N−H stretching band, which is accompanied by a very large anharmonic shift, the intensity of this band is very low in the experimental spectrum, while it is very high in the calculated one. These results show that there is a need for extensive computational benchmarks for excited-state properties in order to identify the best DFT functional and basis set requirements to perform these types of calculations. This type of study would require a wide set of experimental data, possibly together with accurate calculations performed using higher levels of theory, and is beyond the scope of this work. 4.4. Anisole. The third test-case system studied in this work is anisole (which is the methyl ester of phenol, the structure is reported in Figure 1d ). The spectroscopic properties of anisole in gas phase have been characterized using a wide range of experimental techniques, ranging from rotational 68 to vibrational 69, 70 and electronic spectroscopies. 71−73 More recently, dimers 74 and van der Waals complexes of anisole have also been characterized spectroscopically. 75−77 From a theoretical point of view, the high-resolution vibronic spectrum of free anisole has been simulated by some of us 78 using the Adiabatic Hessian Franck−Condon model (AH|FC model, see refs 79 and 80 for details) and the anharmonic frequencies of the excited electronic state (S 1 ) estimated using the extrapolation scheme introduced in Section 2. As discussed in ref 78, this extrapolation scheme provides a systematic improvement of the theoretical onephoton absorption (OPA) spectrum compared to the experimental one. 73 Here, the reliability of the extrapolation will be further tested by comparing those frequencies to the anharmonic ones, computed at the GVPT2 level. The harmonic and anharmonic frequencies of the ground and excited electronic states are reported in Tables 2 and 3 , together with the experimental frequencies of the S 1 state, taken from ref 78 . For the sake of consistency with our previous work, 78 electronic structure calculations have been performed at the B3LYP/6-311+G(d,p) level. For the ground electronic state, a full, direct GVPT2 treatment leads to an overall lowering of most of the frequencies, with the exception of the fourth mode that displays an anharmonic correction of +59 cm −1 . As emerges from an hindered rotor analysis, 81 this mode, together with the lowest-energy one (with harmonic frequency of ω 1 = 90.43 cm −1 ), corresponds to torsions about the two single C−O bonds of Figure 11 . Graphical representation of the anharmonic Υ matrix of anisole in the S 0 (left panel) and S 1 (right panel) states. The representation has been obtained as follows: Elements Υ ij 2 are calculated and normalized to 1. Then, a shade of gray is associated with each element (i,j) in the figure based on the equivalence (0, white; 1, black). The normalization factor is 284.31 cm −1 for the S 0 state and 648.64 cm −1 for the S 1 state. 
Article the molecule. Such large-amplitude modes (LAMs) are highly anharmonic and thus poorly described at a perturbative level based on a quartic force field. In order to get more reliable results, all the couplings between the LAMs and the other modes have been canceled, 82 and LAMs have been treated using the hindered rotor model (the combined model is referred to as Hindered Rotor Anharmonic Oscillator, HRAO). 83 As shown in Table 2 , for most of the modes, the difference between the full dimensionality and the HRAO results is below 2 cm −1 , with the exception of modes 18, 28, 35, and 36. Therefore, the couplings between the two LAMs and the other modes is not critical, and thus, the HRAO model, where those couplings are neglected, is a satisfactory approach.
To further evaluate the extent of the coupling between the modes, a graphical representation of the anharmonic Υ matrix (defined in the Appendix) is reported in the left panel of Figure 11 . As expected, most of the couplings between the LAMs (modes 1 and 4) and the other modes are nearly null, with the exception of modes 35 and 36 (which are in fact among the ones displaying the largest deviation between the full-dimensional and the HRAO schemes).
For the excited, S 1 state, modes 2 and 3 are the ones corresponding to the torsions along the two C−O single bonds, as confirmed by the graphical representation of the Duschinsky matrix J, reported in Figure 12 . In this case as well, the Υ matrix (right panel, Figure 11 ) shows a coupling of those modes mainly with mode 36. However, in addition to the two internal rotations, an additional, low-frequency mode (with harmonic wavenumber ω 1 = 63.05 cm −1 ) is present. The plot of the Duschinsky transformation shows that this mode corresponds to mode 5 of the ground state, with harmonic wavenumber of 421 cm −1 . As shown in Figure 13 , this mode is an out-of-plane deformation of the ring, and the lowering of its frequency is probably due to the transfer of electron density to π* orbitals of the aromatic ring upon electronic excitation, which makes the ring less stable. The anharmonic frequencies of the S 1 electronic state of anisole computed at the VPT2 level, that are collected in Table 3 , show that full-dimensional VPT2 calculations lead to an unphysical anharmonic correction for the first mode (anharmonic frequency is approximately 3 times larger than its harmonic counterpart). To obtain more reliable results, the force constants involving the first mode have been neglected, and this mode has been treated at the harmonic level. 82 Furthermore, the two torsional modes have been treated at the HRAO level, and the results (labeled as reduced-dimensionality HRAO, RD-HRAO) are collected in Table 3 , together with the results obtained using the extrapolation based on the Duschinsky transformation J. At variance with the ground electronic state, in this case, the difference between the full-dimensional and the RD-HRAO models is more significant, above 2 cm −1 for the majority of the modes. 
Article This means, in practice, that the coupling between the LAMs and the other modes is larger than for the ground state, and therefore, the difference between the reduced-and the full-dimensional systems is higher. This result reveals that there is a significant change in the anharmonic component of the PES between the two electronic states, and in this case, the extrapolation technique Figure 15 . Comparison of the theoretical (TI AH|FC level) and experimental 73 S 1 ← S 0 OPA spectrum of anisole. Theoretical spectra have been computed using the harmonic frequencies for both the electronic states (solid red line), the anharmonic frequencies for the S 0 state, and the extrapolated ones for the S 1 state (solid, green line) and the anharmonic frequencies for both the states (solid, blue line). Gaussian functions with an HWHM of 2 cm −1 have been used to reproduce broadening effects.
Article based on the Duschinsky transformation is expected to work poorly. In fact, as shown in Figure 14 , the difference between the anharmonic frequencies computed using the two approaches is significant, above 20 cm −1 for several modes. It is noteworthy that the difference is large not only for the low-frequency modes but also for the higher-energy ones, with the largest deviation occurring for mode 34. This further confirms that anharmonic effects are significantly different for the two electronic states, and the extrapolation technique is, in this case, inaccurate.
Finally, the anharmonic frequencies computed using both approaches have been used to simulate the OPA spectrum of anisole at the AH|FC level, following the procedure discussed in Section 3. The results of the simulation are reported in Figure 15 and compared with the experiment from ref 73. Inclusion of anharmonic effects for the S 1 state, either using the extrapolation approach or the VPT2 one, leads to an overall redshift of the bands, with this shift being larger for the VPT2 frequencies than for the extrapolated ones. This trend can be observed, for example, in the region between 800 and 1500 cm −1 (with respect to the 0−0 transition) of the spectrum, which is reported in the middle panel of Figure 15 and is characterized by three intense bands (at about 550, 750, and 950 cm −1 , respectively). The position of those bands is overestimated at the harmonic level, and this inaccuracy is only partially corrected using the extrapolated anharmonic frequencies. Frequencies computed at the VPT2 level for both S 0 and S 1 electronic states provide even better band positions, resulting in an overall improvement in the quality of the spectrum. A similar trend is detected also for other regions of the spectrum, even if in this case the agreement can be less satisfactory, especially in the 0−500 cm −1 range. However, this energy range contains large-amplitude motions, which could not be treated at a satisfactory level of theory in the present study.
CONCLUSIONS AND PERSPECTIVES
In this paper, we have presented calculations of anharmonic frequencies and infrared (IR) absorption intensities for molecular systems in excited electronic states computed by means of vibrational perturbation theory, as well as vibronically resolved absorption spectra computed using the anharmonic frequencies to model both ground and excited state potential energy surfaces. These developments have been made possible thanks to the availability of analytical TDDFT second derivatives, 24−28 from which numerical third and semi-diagonal fourth derivatives can be evaluated, in addition to the second and third derivatives of the molecular dipole moments which are responsible for the so-called electrical anharmonicity of IR absorption spectra. In addition, anharmonic corrections were also employed to obtain a more accurate vibronic band shape for one-photon absorption spectra.
The results show that the numerical differentiation scheme commonly adopted for ground-state calculations can be carried over to excited states without change. The treatment of vibrational resonances, such as Fermi and Darling−Dennison resonances, can also be applied in the same way, ensuring the stability of the computed frequencies. The VPT2 strategy can replace earlier methods for estimating excited-state anharmonic frequencies, such as the Duschinsky-based method or simple scaling methods. Having a solid theoretical foundation, the applicability of the method is large, with the computational cost of the numerical derivatives being the limiting factor, though the latter can be run in parallel, reducing the time needed to obtain the anharmonic force field.
There is still much work to be done in this field. The extension of the current methodology to other types of vibrational spectroscopies, such as vibrational circular dichroism (VCD) or Raman scattering, is subject to the availability of analytical excited-state properties and their derivatives (such as derivatives of the electronic polarizability for Raman), so that their numerical anharmonic derivatives may be computed. In addition, the present study only considered isolated molecules, though in the case of molecules in the ground state much work has been done to include environmental effects in the calculation, particularly in the case of solvation. Analytical TDDFT derivatives have been presented for molecules coupled with both a polarizable continuum 84 and an atomistic classical environment. 85 However, one difficulty is the correct identification of the solvation regime that should be employed for such calculations, especially in the case of continuum models, for which different solvation regimes have been shown to drastically alter spectroscopic responses, particularly when both electronic and vibrational excitations are involved. 49 A further improvement of the model would be possible employing curvilinear internal coordinates in the description of molecular vibrations. It has been shown that, for vibronic spectroscopy, the use of internal coordinates leads to a different, more diagonal definition of the Duschinsky transformation. 86, 87 As a consequence, this would increase the reliability of the extrapolation scheme discussed in the present work. However, the use of this scheme would require the calculation of anharmonic frequencies of the ground state at the VPT2 level, which is far from being trivial, even if some pilot works have been proposed recently in this direction. 88, 89 ■ APPENDIX
Mode Coupling Analysis in VPT2 Calculations
The most compact notation for VPT2 vibrational energies (see eq 3) uses a single matrix, at least for asymmetric tops, which represents the anharmonic corrections, noted here as χ: While convenient for implementations, this form is not suitable to analyze the contributions of a single mode or the coupling between two modes to the energy of a given state. A simple solution is to split χ in two matrices, Υ and Z, defined as follows: 
