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TWO WEIGHT NORM INEQUALITIES FOR
VECTOR-VALUED OPERATORS
CARME CASCANTE AND JOAQUIN M. ORTEGA
Abstract. We study two weight norm inequalities for a vector-
valued operator from a weighted Lp(σ)-space to mixed norm Lqls(µ)
spaces, 1 < q < p. We apply these results to the boundedness of
Wolff’s potentials.
1. Introduction
The object of this paper is the study of two weight norm inequalities
for a vector-valued operator from a weighted Lp(σ)-space to mixed
norm Lqls(µ) spaces, 1 < q < p. More precisely, we study the following
problem: Let D be the standard dyadic system in Rn, given by D :=
{2−k([0, 1)n + j); k ∈ Z, j ∈ Zn}, (λQ)Q∈D a sequence of nonnegative
real numbers, let T be the operator defined by
T (f) =
(
λQ
(∫
Q
fdσ
)
χQ
)
Q∈D
,
where χQ denotes the characteristic function of Q. Given 1 ≤ s ≤ +∞,
1 < p, q < +∞, which are the pair of positive Borel measures µ, σ on
Rn such that for any nonnegative function f ,
(1.1)
‖T (f)‖Lq
ls
(µ) = ‖
(∑
Q∈D
λsQ
(∫
Q
fdσ
)s
χQ
) 1
s
‖Lq(µ) ≤ C‖f‖Lp(σ)?
The possible characterizations of (1.1) depend heavily on the size of
the parameters s, p and q involved.
For the range 1 < p ≤ q <∞, the problem is rather well understood.
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If s = 1, the operator f →
(∑
Q∈D
λsQ
(∫
Q
fdσ
)s
χQ
)1/s
is linear and
its boundedness is characterized by the Sawyer testing condition (test-
ing the boundednes of the operator and its adjoint against characteristic
functions of cubes). See [16], [14] [20] and [12].
If s = ∞, the boundedness is characterized by the direct Sawyer
condition [17].
If 1 < s < ∞ and s ≥ p it was characterized also by the direct
Sawyer’s conditions in [1] and for s < p it was reduced to the case
s = 1.
The case 1 < s < ∞ and q ≥ p was considered by J. Scurry in
[18], extending M.T. Lacey, E.T. Sawyer and I. Uriarte-Tuero’s proof
of the case s = 1. For p = q, a different approach, which is closer
to the methods used in the proof of one of our main results, was
considered by T.S. Ha¨nninen in [8], adapting T.P. Hyto¨nen’s proof
for the case s = 1 (see [12]), based on a parallel stopping cubes
method. Namely, he proved that if q = p and s > 1, and if we denote
TP (f) :=
(
λQ
(∫
Q
fdσ
)
χQ
)
Q⊂P,
Q∈D
and T ∗P its formal adjoint defined by
T ∗P (g) :=
∑
Q⊂P,
Q∈D
λQ
(∫
Q
gQdµ
)
χQ, then (1.1) holds if and only if both of
the following conditions are satisfied:
(i) For all P ∈ D, ‖TP (σ)‖Lp
ls
(µ) ≤ Cσ(P )
1
p .
(ii) For all g = (gQχQ)Q∈D, gQ ≥ 0,
‖T ∗P (gdµ)‖Lp′(σ) ≤ C‖g‖L∞
ls
′ (µ)µ(P )
1
p′ .
The approach was further extended to an abstract Banach valued
setting in [7].
The upper triangle case q < p in the linear case s = 1 was considered
in [2] assuming some extra conditions on the operator and the measure
σ, conditions that were removed by H. Tanaka in [19]. We also re-
call that in [11] (see also [22]) was obtained a unified characterization
which do not depend in the relative position of p and q. Namely, for
the particular case that q < p, the characterization obtained by T.S.
Ha¨nninen, T.P. Hyto¨nen and K. Li in [11] was the following: The op-
erator T is bounded from Lp(σ) to Lq(µ) if and only if the following
two conditions hold:
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(i)
sup
F
∥∥∥∥∥
{
‖TF (σ)‖Lq(µ)
σ(F )
1
p
}
F∈F
∥∥∥∥∥
lr(F)
≤ C,
(ii)
sup
G
∥∥∥∥∥
{
‖T ∗G(µ)‖Lp′(σ)
µ(G)
1
q′
}
G∈G
∥∥∥∥∥
lr(G)
≤ C,
where the supremums are taken over all subcollections F and G of D
that are sparse (in the sense of the definition given below) with respect
to σ and µ respectively and 1/r = 1/q − 1/p and the constants are
independent of F and G. In the same paper it is obtained a character-
ization for the maximal dyadic function (s = ∞) and q < p (see also
[9]).
In this paper we will obtain two type of results. On one hand, the
first characterization follows the approach of the works in [8] and [11].
However, instead of the cases consider in [8] (p = q), we assume that
q < p and unlike the case in [11] (s = 1), the operator considered here
maps Lp(σ) to Lqls(µ), where s 6= 1, situation that gives that T and
T ∗ are not symmetric. On the other hand, our second characterization
follows an approach which is, in some sense, more original. It uses a
reduction to the case q = 1 and a proof based on duality.
We will see in the next section that the cases where s ≤ q < p can be
reduced to s = 1 and, in consequence, to the linear case considered in
[19], [3] and in [11]. Hence, we limit ourselves to the case where q < p
and s > q. Before we state the main results, we will need to introduce
some notations.
A family of dyadic cubes F is σ-sparse (or sparse with respect to σ),
if for each F ∈ F , there exists EF ⊂ F such that σ(EF ) ≥ (1/2)σ(F )
and the sets (EF )F∈F are pairwise disjoints. Of course, the constant
1/2 can be replaced by any other fixed constant δ ∈ (0, 1).
If F is a subcollection of D σ-sparse and Q ∈ D, we denote by
piF(Q) = min{F ∈ F ; Q ⊂ F}
and analogously for piG where G is µ-sparse.
Then, if g = (gQ)Q∈D, gQ ∈ R, G ∈ G, we denote gG := {gQ}piG(Q)=G.
The formal adjoint operator of T is denoted by T ∗ and we define r by
1/r = 1/q − 1/p.
Theorem 1.1. Let 1 < q < p <∞, q < s ≤ ∞, and let µ, σ be positive
locally finite measures on Rn, and (λQ)Q∈D, λQ ≥ 0, Q ∈ D. We then
have:
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(1.2) ‖T (f)‖Lq
ls
(µ) = ‖
(∑
Q∈D
λsQ
(∫
Q
fdσ
)s
χQ
) 1
s
‖Lq(dµ) ≤ C‖f‖Lp(ν)
if and only if the following two conditions hold:
(i) There exists C1 > 0 such that for any G subcollection of dyadic
cubes in D µ-sparse, we have∥∥∥∥∥∥

 ‖T
∗(gG)‖Lp′(σ)
µ(G)
1
q′ ‖gG‖L∞
ls
′ (µ)


G∈G
∥∥∥∥∥∥
lr(G)
≤ C1.
(ii) There exists C2 > 0 such that for any F subcollection of dyadic
cubes in D, σ-sparse, and any (βF )F∈F , βF ≥ 0,∥∥∥∥∥
∑
F∈F
βF
σ(F )1/p
T (χF )
∥∥∥∥∥
Lq
ls
(µ)
≤ C2
(∑
F∈F
βpF
)1/p
.
In addition, if C,Ci, i = 1, 2 are the smallest constants in (1.2), (i)
and (ii) respectively, we have that C ≈ C1 + C2.
In our second main result, we need that the measure µ has no point
masses.
Theorem 1.2. Assume that 1 < q < p and q ≤ s ≤ ∞. Let µ, σ be
positive locally finite measures. Assume that, in addition, the measure
µ has no point masses. Let T (f) = (λQ
(∫
Q
fdσ
)
χQ)Q∈D. Then
(1.3) ‖T (f)‖Lq
ls
(µ) ≤ C||f ||Lp(σ),
if and only if there exists C1 > 0 such that for any (EQ)Q∈D pairwise
disjoint µ-measurable sets such that EQ ⊂ Q,∥∥∥∥∥
∑
Q∈D
(λQσ(Q))
qµ(Q)1/s˜µ(EQ)
1/s˜′
σ(Q)
χQ
∥∥∥∥∥
Lp˜′(σ)
≤ C1,
where s˜ = s/q and p˜ = p/q.
The paper is organized as follows: In Section 2 we rewrite the es-
timate (1.1) as a problem on discrete multipliers and introduce the
definitions and some of the main lemmas required for the proof of our
results. In Section 3 we give the proof of Theorem 1.1 and we obtain
characterizations for the weak boundedness of the operator T . In Sec-
tion 4 we give the proof of Theorem 1.2 and in the last Section we
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give an application of this last result to the boundedness of Wolff-type
potentials.
2. Some preliminaries
The following lemma is a consequence of the boundedness of the
dyadic maximal function and it shows that (1.1) can be rewritten
in terms of discrete multipliers (see for example, Lemma 1 in [21] or
Lemma 2.1 in [1] for a proof).
Lemma 2.1. Assume 1 < p < +∞. Then estimate (1.1) holds if
and only if there exists C > 0 such that for any sequence (ρQ)Q of
nonnegative numbers,
(2.4)
∥∥∥∥∥∥
(∑
Q∈D
λsQ(σ(Q))
sρsQχQ
) 1
s
∥∥∥∥∥∥
Lq(dµ)
≤ C|| sup
Q∈D
(ρQχQ)||Lp(σ).
Before we prove our results, we will point out some observations
concerning the cases where s ≤ q and q < p. We observe that when
s ≤ q, if we write tQ = ρ
s, and denote p˜ = p/s and q˜ = q/s, (2.4) can
be rewritten as∥∥∥∥∥
∑
Q∈D
λsQ(σ(Q))
stQχQ
∥∥∥∥∥
Lq˜(dµ)
≤ C|| sup
Q∈D
(tQχQ)||Lp˜(σ).
By Lemma 2.1, the above estimate is equivalent to the boundedness
from Lp˜(σ) to Lq˜(µ) of the linear operator
T˜ (f) =
∑
Q∈D
λsQ(σ(Q))
s
∫
Q
fdσ
σ(Q)
χQ,
that is:
(2.5) ‖T˜ (f)‖Lq˜(µ) . ‖f‖Lp˜(σ).
As we have already said in the introduction, if we assume in addition
that s < q, that is q˜ > 1, this estimate was characterized in [19] (see
also [3]) and with a different approach in [11].
Next, if s = q < p, q˜ = 1 and consequently,
‖T˜ (f)‖L1(µ) = ‖
∑
Q∈D
λsQ(σ(Q))
s−1
(∫
Q
fdσ
)
χQ‖L1(µ) =
∑
Q∈D
λsQ(σ(Q))
s−1
∫
Q
fdσµ(Q) =
∫
Rn
∑
Q∈D
λsQ(σ(Q))
s−1µ(Q)fχQdσ.
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Hence, duality gives now that (2.5) holds if and only if∑
Q∈D
λsQ(σ(Q))
s−1µ(Q)χQ ∈ L
(p/q)′(σ).
So we are left to deal with the case q < p and s > q. In the rest of
the paper we will assume that this is the situation.
In order to prove our results, we need to introduce some definitions
and recall some known facts. For every F subcollection of dyadic cubes,
we denote
chF (F ) := {maximalF
′ ⊂ F : F ′ 6= F ; F ′ ∈ F}
and EF (F ) := F \ ∪F ′∈chF (F )F
′.
The sets EF(F ) are pairwise disjoint. We observe that if σ(EF (F )) ≥
(1/2)σ(F ), then the family F is σ-sparse.
It is important to recall that if a family F is σ-sparse, then F is
σ-Carleson, in the sense that for any P ∈ F ,
(2.6)
∑
Q∈F , Q⊂P
σ(Q) ≤ 2σ(P ).
Indeed, if F is σ-sparse, for each F ∈ F , there exists EF ⊂ F
pairwise disjoint, such that σ(EF ) ≥ (1/2)σ(F ). Then∑
Q∈F , Q⊂P
σ(Q) ≤ 2
∑
Q∈F ,Q⊂P
σ(E(Q)) ≤ 2σ(P ).
Nevertheless, the reciprocal is not true, in general, if the measure σ has
point masses, as we will see in Section 4.
We recall the well known dyadic Carleson embedding:
Lemma 2.2. Let 1 < p <∞. If F is σ-Carleson, then(∑
F∈F
(〈f〉σF )
pσ(F )
)1/p
. ‖f‖Lp(σ),
where 〈f〉σF =
∫
F
fdσ
σ(F )
.
The next lemma, proved in [10], will be used in the proof of Theorem
1.1:
Lemma 2.3. Let 1 ≤ p < ∞. let σ be a locally finite Borel measure.
Let F be a σ-sparse collection of dyadic cubes. For each F ∈ F , assume
TWO WEIGHT NORM INEQUALITIES 7
that aF is a non-negative function supported on F and constant on each
F ′ ∈ chF (F ). Then
(∑
F∈F
‖aF‖
p
Lp(σ)
)1/p
≤ ‖
∑
F∈F
aF‖Lp(σ) ≤ 3p
(∑
F∈F
‖aF‖
p
Lp(σ)
)1/p
.
3. Characterizations based on parallel stopping cubes
3.1. Proof of Theoren 1.1.
Proof. We begin with the proof of the necessity of conditions (i) and (ii)
in Theorem 1.1. Assume that (1.2) holds. By duality, this is equivalent
to the norm inequality
‖T ∗(g)‖Lp′(σ) . ‖g‖Lq′
ls
′ (µ)
.
Let us start with (i). We will follow some of the arguments in Propo-
sition 3.1 in [11]. If g = (gQ)Q∈D and G ⊂ D is µ-sparse, we define for
every G ∈ G, φG = 1/(µ(G)
1
q′ ‖gG‖L∞
ls
′ (µ)). We want to show that
{
‖T ∗(φGgG)‖Lp′ (σ)
}
G∈G
is in lr(G). Applying duality with (r/p′)′ = q′/p′ > 1, we have
(∑
G∈G
‖T ∗(φGgG)‖
r
Lp′ (σ)
)1/r
=
(∑
G∈G
(‖T ∗(φGgG)‖
p′
Lp′(σ)
)r/p
′
)1/r
=
= sup


(∑
G∈G
αG‖T
∗(φGgG)‖
p′
Lp′(σ)
)1/p′
;
∑
G∈G
α
q′/p′
G ≤ 1


= sup


(∑
G∈G
‖T ∗(βGφGgG)‖
p′
Lp′(σ)
)1/p′
;
∑
G∈G
βq
′
G ≤ 1

 .
(3.7)
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But since p′ > 1, the hypothesis (1.2), together with the triangle in-
equality for ls
′
and (3.7), gives that∑
G∈G
‖T ∗(βGφGgG)‖
p′
Lp′(σ)
=
∫
Rn
∑
G∈G
|T ∗(βGφGgG)|
p′dσ
≤
∫
Rn
∣∣∣∣∣
∑
G∈G
T ∗(βGφGgG)
∣∣∣∣∣
p′
dσ = ‖T ∗(
∑
G∈G
(βGφGgG))‖
p′
Lp′(σ)
. ‖
∑
G∈G
(βGφGgG)‖
p′
Lq
′
ls
′ (µ)
≤ ‖
∑
G∈G
(βGφG|gG|s′)‖
p′
Lq′(µ)
.
Here |gG|s′ =
(∑
piG(Q)=G
gs
′
QχQ
)1/s′
.
Next, observe that if G ∈ G, and piG(Q) = G, then for any G
′ ∈
ch(G), we have that either Q and G′ are pairwise disjoints or G′ ⊂ Q
and βGΦG|gG|s′ is constant on G
′. Hence, applying Lemma 2.3, (3.7)
is bounded by(∑
G∈G
‖βGφG|gG|s′‖
q′
Lq′(µ)
)1/q′
=
(∑
G∈G
βq
′
Gφ
q′
G
∫
Rn
|gG|
q′
s′dµ
)1/q′
≤
(∑
G∈G
βq
′
Gφ
q′
G‖gG‖
q′
L∞
ls
′ (µ)
µ(G)
)1/q′
. 1.
Now we check (ii). Let F be σ-sparse, and (βF )F∈F ∈ l
p(F), βF ≥ 0.
Applying (1.2) to the function
∑
F∈F
βF
σ(F )1/p
χF , together with Lemma
2.3, we obtain:
‖
∑
F∈F
βF
σ(F )1/p
T (χF )‖Lq
ls
(µ) = ‖T
(∑
F∈F
βF
σ(F )1/p
χF
)
‖Lq
ls
(µ)
. ‖
∑
F∈F
βF
σ(F )1/p
χF‖Lp(σ) ≃
(∑
F∈F
‖
βF
σ(F )1/p
χF‖
p
Lp(σ)
)1/p
≃
(∑
F∈F
βpF
)1/p
.
Then (ii) holds.
Assume now that (i) and (ii) hold. By duality, we want to show that∑
Q∈D
λQ
∫
Q
fdσ
∫
Q
gQdµ . ‖f‖Lp(σ)‖g‖Lq′
ls
′ (µ)
.
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As it is remarked in [8] and [11], by an application of Stein’s inequal-
ity, we may assume that g = (gQχQ)Q∈D, where gQ ∈ R and f and gQ
are nonnegative. We also may assume that the collection D is finite
and that for some Q0 ∈ D, we have that for all Q ∈ D, Q ⊂ Q0. We
will also use the stopping cubes defined for each of the pairs (f, σ) and
(g, µ), defined in [8], considering the same subcollections F , σ-sparse
and G, µ-sparse .
For F ∈ F , G ∈ G, we write pi(Q) = (F,G) if piF(Q) = F and
piG(Q) = G.
We then have ∑
Q∈D
λQ
∫
Q
fdσ
∫
Q
gQdµ ≤ I + J
where
(3.8) I =
∑
G∈G
∑
F∈F ;
F⊂G
∑
Q∈D
pi(Q)=(F,G)
λQ
∫
Q
gQdµ
∫
Q
fdσ,
and
(3.9) II =
∑
F∈F
∑
G∈G;
G⊂F
∑
Q∈D
pi(Q)=(F,G)
λQ
∫
Q
gQdµ
∫
Q
fdσ.
We will estimate both sums (3.8) and (3.9) separately. For the es-
timate I, we proceed as in [8] where the function f was replaced by
functions fG such that
(3.10)
(∑
G∈G
‖fG‖
p
Lp(σ)
)1/p
. ‖f‖Lp(σ).
and G is such that for G ∈ G, ‖gG‖L∞
ls
′ (µ) ≤ 2〈|g|s′〉
µ
G.
Then by Ho¨lder’s inequality,
I ≤
∑
G∈G
‖fG‖Lp(σ)‖T
∗(gGµ)‖Lp′(σ)
Since 1/p+1/r+1/q′ = 1, applying again Ho¨lder’s inequality, we have
that the above is bounded by(∑
G∈G
‖fG‖
p
Lp(σ)
)1/p(∑
G∈G
(
‖T ∗(gGµ)‖Lp′(σ)
µ(G)1/q′‖gG‖L∞
ls
′ (µ)
)r)1/r(∑
G∈G
µ(G)
(
‖gG‖L∞
ls
′ (µ)
)q′)1/q′
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Next, by (3.10), the above is bounded by
‖f‖Lp(σ)
(∑
G∈G
(
‖T ∗(gGµ)‖Lp′(σ)
µ(G)1/q′‖gG‖ls′∞(µ)
)r)1/r (∑
G∈G
µ(G) (〈|g|s′〉
µ
G)
q′
)1/q′
.
Applying the hypothesis (i) of Theorem 1.1 and Lemma 2.2 (recall
that by (2.6), G satisfies a µ-Carleson condition), we finally obtain
that I . ‖f‖Lp(σ)‖g‖Lq′
ls
′ (µ)
.
Now we estimate II. If we denote gF := (gQ) Q∈D;
pi(Q)=(F,G)
for some
G ∈ G such that G ⊂ F , we argue as in [8] to obtain that
II ≤ 2
∑
F∈F
〈f〉σF
∑
G∈G;
G⊂F
∑
Q∈D
pi(Q)=(F,G)
λQσ(Q)
∫
Q
gQdµ
= 2
∑
F∈F
〈f〉σF
∫
Rn
∑
Q∈D
(TF (σ))Q(gF )Qdµ
.
{∑
F∈F
(〈f〉σF )
p σ(F )
)1/p

∑
F∈F
(∫
Rn
∑
Q∈D
1
σ(F )1/p
(TF (σ))Q(gF )Qdµ
)p′

1/p′
. ‖f‖Lp(σ)


∑
F∈F
(∫
Rn
∑
Q∈D
1
σ(F )1/p
(TF (σ))Q(gF )Qdµ
)p′

1/p′
,
and where in the last estimate we have used the σ-Carleson condition
for the family F .
Now, duality, Ho¨lder’s inequality and the hypothesis (ii) of Theorem
1.1, give∥∥∥∥∥∥
(∫
Rn
∑
Q∈D
1
σ(F )1/p′
(TF (σ))Q(gF )Qdµ
)
F∈F
∥∥∥∥∥∥
lp′(F)
= sup
∑
F∈F β
p
F≤1
∑
F∈F
∫
Rn
∑
Q∈D
βF
σ(F )1/p
(TF (σ))Q(gF )Qdµ
. sup
∑
F∈F β
p
F≤1
∥∥∥∥∥
∑
F∈F
βF
σ(F )1/p
TF (σ)
∥∥∥∥∥
Lq
ls
(µ)
‖g‖
Lq
′
ls
′ (µ)
. ‖g‖
Lq
′
ls
′ (µ)
.
Of course the equivalence C ≃ C1+C2 follows from the last estimates.

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Observe that here we have used that TF (σ) ≤ T (χF ). In fact, in
condition (ii) of Theorem 1.1, we can substitute T (χF ) by TF (σ).
3.2. On weak estimates. One natural question that arises is the
study of the weak boundedness of the operator
(3.11) T : Lp(σ)→ Lq,∞ls (µ).
Here the space Lq,∞ls (µ) consists of sequences of functions f = (fQ)Q∈D
for which the function
(∑
Q∈D |fQ|
s
)1/s
∈ Lq,∞(µ). We recall that
g ∈ Lq,∞(µ) if and only if,
‖g‖Lq,∞(µ) = sup
λ>0
λqµ({x ∈ Rn; |g(x)| > λ}) < +∞.
The so called Kolmogorov’s condition (see Lemma 2.8, Chapter V in
[13]) gives an equivalent definition. Namely, g ∈ Lq,∞(µ) if and only
if, there exists α < q and C > 0 such that for any measurable subset
E ⊂ Rn, such that µ(E) > 0,
µ(E)
α−q
αq
{∫
E
|g(x)|αdµ(x)
} 1
α
≤ C.
We then have that T : Lp(σ) → Lq,∞ls (µ) if and only if, for some α,
1 < α < q and any E ⊂ Rn, with µ(E) > 0,
(3.12) ‖T (f)‖Lα
ls
(µE) . µ(E)
q−α
qα ‖f‖Lp(σ).
By duality, (3.12) is equivalent to
‖T ∗(g)‖Lp′(σ) . µ(E)
q−α
qα ‖g‖Lα′
ls
′ (µE)
.
With these observations, Theorem 1.1 gives that the following result
holds:
Theorem 3.1. Let 1 < q < p . Then (3.11) holds if and only if for a
fixed 1 < α < q and for any measurable E ⊂ Rn such that µ(E) > 0
the following two conditions hold:
(i) There exists C1 > 0, such that for any g = (gQ)Q∈D, gQ ∈ R,
Q ∈ R, and any G ⊂ D µ|E-sparse, if T
∗
|E is the adjoint operator
of T|E , then∥∥∥∥∥∥


‖T ∗|E(gG)‖Lp′(σ)
µ|E(G)
1
q′ ‖gG‖L∞
s′
(µ|E)


G∈G
∥∥∥∥∥∥
lrα(G)
. C1µ(E)
q−α
qα ,
where 1/rα = 1/α− 1/p.
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(ii) There exists C2 > 0, such that for any F σ-sparse, and any
(βF )F∈F , βF ≥ 0,∥∥∥∥∥
∑
F∈F
βF
σ(F )1/p
T (χF )
∥∥∥∥∥
Lq
lα
(µ|E)
≤ C2µ(E)
q−α
qα
(∑
F∈F
βpF
)1/p
.
In addition, if C,Ci, i = 1, 2 are the smallest constants in (3.11), (i)
and (ii) respectively, we have that C ≈ C1 + C2.
4. Characterizations based on reduction to q = 1
A key argument used in this section is the equivalence between
”sparse coefficients” and ”Carleson coefficients” associated to the dyadic
system D and the measure µ (see Theorem 4.3). An essential condition
for this equivalence is that the measure µ has no point masses. The
first theorem will give, for a measure µ with no point masses, a ”canon-
ical” way to choose sets with a prescribed mass. Of course, this choice
is not unique, but it will be convenient to have a canonical choice in
order to prove Theorem 4.3.
The proof of the following result will based on an induction process.
In this process we will consider cubes Q that contain some ”faces”. In
the first step we fix an order on the family of the ”faces” of Q, that
is the n − 1-dimensional cubes that are in ∂Q, that we may assume
pairwise disjoint, subtracting some of the ”edges”. This procedure to
order the corresponding family of lower dimensional ”faces” will be
continued in an analogous way in the successive generations.
Theorem 4.1. Let µ be a positive locally finite measure on Rn with
no point masses. Let Q an n-dimensional cube in Rn which contains
some of its ”faces” and 0 < m ≤ µ(Q). Then there exists an set
HQ = HQ(m) ⊂ Q such that µ(HQ) = m. This set can be cho-
sen ”canonically” in such a way that if 0 < m1 ≤ m2 ≤ µ(Q),
the corresponding ”canonical” sets HQ(m1) and HQ(m2) satisfy that
HQ(m1) ⊂ HQ(m2).
Proof. Let Q an n-dimensional cube in Rn. Let x(Q) be the center of
Q and 0 < m ≤ µ(Q). Let Qn(t) is a t-homotetic cube in Q with the
same center of Q, that is, Qn(t) = x(Q) + t(Q− x(Q)), 0 ≤ t ≤ 1. Let
fn be the function defined on [0, 1] by fn(t) := µ(Qn(t)). The function
fn is a non-decreasing function with f(0) = 0 since x(Q) is not a point
mass and f(1) = µ(Q).
Let t0n = sup{t ∈ [0, 1] ; µ(Qn(t)) < m}. We first observe that the
fact that the measure µ has no point masses, gives that t0n > 0.
There are two possibilities:
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(i) fn is continuous at t
0
n.
(ii) fn has a jump discontinuity at t
0
n.
Assume that (i) holds. If t0n < 1, we have
m ≥ lim
t→(t0n)
−
fn(t) = µ((Qn(t
0
n))
◦) = lim
t→(t0n)
+
fn(t) = µ(Qn(t0n)) ≥ m.
Then we choose the set HQ = (Qn(t
0
n))
◦ and µ(HQ) = m.
If t0n = 1, then
lim
t→1−
fn(t) = µ((Q)
◦) = µ(Q) = m
and we also take HQ = (Q)
◦.
Assume now that (ii) holds. If t0n < 1 we have
α := µ((Qn(t
0
n))
◦) = lim
t→(t0n)
−
fn(t) < lim
t→(t0n)
+
fn(t) = µ(Qn(t0n)) := β.
Hence µ(∂Qn(t
0
n)) = β − α.
If t0n = 1, we replace ∂Qn(t
0
n) by Qn(1) \ (Qn(1))
◦ = Q \ (Q)◦. From
now on, we will assume that t0n < 1 with the obvious changes for t
0
n = 1.
We have that α ≤ m ≤ β. Then m− α ∈ [0, β − α] and we want to
choose in a ”canonical” way a measurable set in ∂Qn(t
0
n) of measure
m− α.
The set ∂Qn(t
0
n) can be identified to a finite union of (n−1)-dimensional
cubes that we have made pairwise disjoints subtracting some edges. We
order them in the fixed way given before, Q1n−1, . . . , Q
in
n−1. We also
consider the center of each of these cubes, x(Qin−1), 1 ≤ i ≤ in.
Take i the lowest index such that
µ(Q1n−1) + · · ·+ µ(Q
i−1
n−1) ≤ m− α < µ(Q
1
n−1) + · · ·+ µ(Q
i
n−1).
If µ(Q1n−1) + · · ·+ µ(Q
i−1
n−1) = m − α, we will choose as ”canonical”
set HQ = (Qn(t
0
n))
◦ ∪
(
∪i−1j=1Q
j
n−1
)
.
If not, we continue iterating. We have that m − α − (µ(Q1n−1) +
· · · + µ(Qi−1n−1)) ∈ (0, µ(Q
i
n−1)). We consider the function f
i
n−1(t) :=
µ(Qin−1(t)), where Q
i
n−1(t) denotes the t-homotetic cube of Q
i
n−1 with
respect to the center x(Qin−1). Let t
i
n−1 = sup{t ∈ [0, 1] ; µ(Q
i
n−1(t)) <
m − α − (µ(Q1n−1) + · · · + µ(Q
i−1
n−1))}. If the function f
i
n−1 is contin-
uous at tin−1, then we consider as ”canonical” set HQ = (Qn(t
0
n))
◦ ∪(
∪i−1j=1Q
j
n−1
)
∪ (Qin−1(t
i
n−1))
◦ and we are done. If not, we can continue
iterating. If this iteration stops at some stage, then we are done.
We next show that the iteration has to stop at some stage. Assume
that this is not the case. Then, finally, we can find a line segment Q1
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and a function f1(t) := µ(Q1(t)) such that the function f1 is discon-
tinuous at some t, which is equivalent to saying that there is a point
x ∈ Q1 such that µ({x}) > 0. And this contradicts the assumption
that µ has no point masses. Therefore, the iteration has to stop. Ob-
serve that HQ is always a subset of Q, and it is a cube with part of its
boundary. We will call such set a ”canonical” extended cube.
Finally, observe that the ”canonical” method chosen to construct
the sets HQ give that if 0 < m1 < m2 < µ(Q), then the corresponding
”canonical” extended cubes HQ(m1) and HQ(m2) satisfy HQ(m1) ⊂
HQ(m2). 
Remark 1. We remark that if F ⊂ Q is measurable and m ∈ [0, µ(Q\
F )], the same method beginning with t0 = sup{t ∈ [0, 1] ; µ(Q(t) \F ) <
m} and proceeding analogously subtracting the set F in the previous
arguments permits to obtain an extended ”canonical” cube HQ,F in Q
such that µ(HQ,F \ F ) = m. With this procedure, if F ⊂ G, and m ∈
[0, µ(Q \G)], the corresponding extended cubes satisfy HQ,F ⊂ HQ,G.
Corollary 4.2. Let µ be a positive locally finite Borel measure on Rn.
Then the following assertions are equivalent:
(i) The measure µ has no point masses.
(ii) For each measurable set A and for every m ∈ [0, µ(A)], there
exists a measurable subset H ⊂ A such that µ(H) = m.
Proof. It is clear that (ii) implies (i). For the proof of (i) implies (ii).
Let A be a measurable set. By a limiting argument, we may assume
that the set A is contained in a cube. Theorem 4.1 applied to the
measure µ|A finishes the proof. 
The following theorem was stated in [21], Corollary 2, using a result
of [5] under some implicit conditions on the involved measures. Here
we will give a direct proof with the only assumption that the positive
locally finite Borel measure has no point masses. We will follow the
arguments used in Lemma 6.3 in [15], where it is given an equivalence
between sparse and Carleson families of dyadic sets, established with
respect the Lebesgue measure. Although we will follow closely the same
arguments, we believe that can be convenient for the reader to give a
sketch of the proof.
Theorem 4.3. Let µ be a locally finite measure on Rn without point
masses. Let (λQ)Q be non-negative reals and C > 0. Then the following
assertions are equivalent:
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(i) The coefficients (λQ)Q satisfy the Carleson condition with con-
stant C, that is, for every dyadic cube P ∈ D,∑
Q⊂P
λQ ≤ Cµ(P ).
(ii) There exist pairwise disjoint sets EQ ⊂ Q such that for any
Q ∈ D,
λQ ≤ Cµ(EQ).
Proof. It is clear that (ii) implies (i). Assume that (i) holds, that is,∑
Q⊂P
λQ
C
≤ µ(P ).
This gives, in particular, that
(4.13)
λQ
C
≤ µ(Q)
and
(4.14)
λP
C
≤ µ(P )−
∑
Q(P
λQ
C
.
One way of interpreting the meaning of the key observation (4.14) is
to say that if from µ(P ) we take off
1
C
λQ of mass of every strict cube
Q ( P , then there is still at least
1
C
λP of mass left in P .
Denote for each k ≥ 1, Dk the family of dyadic cubes of generation k,
that is, cubes with side length 1/2k. If the cubes in D such that λQ 6= 0
are of size bounded from below by a positive number, that is, if there
exists k0 such that for any k ≥ k0 and for any Q ∈ Dk, λQ = 0, we
can proceed by an argument starting from bottom up and considering
only cubes in ∪i≤k0Di . For each Q ∈ Dk0 , by Lemma 4.2, choose any
set EQ ⊂ Q with the mass µ(EQ) =
λQ
C
. The chosen sets EQ of course
are pairwise disjoint. For the cubes in the next generation Dk0−1, if
P ∈ Dk0−1, by (4.14), µ(P \ ∪Q(PEQ) ≥
1
C
λP . Hence, corollary 4.2
applied to the set P \∪Q(PEQ, gives that there exists a measurable set
EP , disjoint with any EQ with Q ( P and such that µ(EP ) =
1
C
λP .
Iterating this process, we obtain (ii) in this particular case. We observe
that in this situation, the ”canonical” choices of the extended cubes EQ
are irrelevant.
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For the general case, we will follow a limiting argument as in [15] as
well as the ”canonical” extended cubes with prescribed mass given in
Theorem 4.1.
Let K ∈ Z be fixed, and let Q ∈ ∪k≤KDk, k ≤ K. We define sets Eˆ
K
Q
”canonically” by induction on k, satisfying the following properties:
(a) EˆKQ ⊂ Q.
(b) If we define
FKQ :=
⋃
R(Q
R∈∪k+1≤i≤KDi
EˆKR ,
then µ(EˆKQ \ F
K
Q ) =
1
C
λQ.
Indeed, let Q ∈ DK . Since
1
C
λQ ≤ µ(Q), if Eˆ
K
Q ∈ Q is extended cube
given in Theorem 4.1, we have that
(4.15) µ(EˆKQ ) =
1
C
λQ.
If we consider FKQ = ∅, we have the construction for the first generation.
Assume now that we have defined EˆKR ⊂ R for R ∈ ∪k+1≤i≤KDi sat-
isfying (a) and (b). Let Q ∈ Dk and let H
K
Q,FKQ
∈ Q be the ”canonical”
extended cube (see Remark 1) satisfying
µ(HKQ,FKQ
\ FKQ ) =
1
C
λQ.
Observe that this set exists, since by the induction hypothesis (4)
and inequality (b), µ(Q \ FKQ ) ≥
1
C
λQ.
We define
EˆKQ := F
K
Q ∪H
K
Q,FKQ
.
Then
µ(EˆKQ \ F
K
Q ) = µ(H
K
Q,FKQ
\ FKQ ) =
1
C
λQ
and we have completed the induction.
Let us check that with this construction, for any Q ∈ Dk, k ≤ K,
EˆKQ ⊂ Eˆ
K+1
Q . We proceed inductively on k. Indeed, if Q ∈ DK , Eˆ
K
Q
is the canonical set included in Q and such that µ(EˆKQ ) =
1
C
λQ and
EˆK+1Q = F
K+1
Q ∪ H
K+1
Q,FK+1Q
. In addition, Remark 1 gives that EˆKQ ⊂
HK+1
Q,FK+1Q
.
Assume now that EˆKQ ⊂ Eˆ
K+1
Q for Q ∈ ∪k<i≤KDk. Let Q ∈ Dk. By
hypothesis we have that FKQ ⊂ F
K+1
Q and, consequently, by Remark 1,
we have that HK
Q,FKQ
⊂ HK+1
Q,FKQ
. Thus, EˆKQ ⊂ Eˆ
K+1
Q .
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Let Q ∈ Dk. We define
EˆQ := lim
K
EˆKQ = ∪K≥kEˆ
K
Q ⊂ Q.
Since the sequences of sets (FKQ )K and (Eˆ
K
Q )K are non-decreasing and
FKQ ⊂ Eˆ
K
Q , there exists
lim
K→∞
(
EˆKQ \ F
K
Q
)
and coincide with
(
∪K≥kEˆ
K
Q \ ∪K≥kF
K
Q
)
.
We choose the sets EQ of (ii) as
EQ := lim
K→∞
(
EˆKQ \ F
K
Q
)
.
Since for each K, µ(EˆKQ \F
K
Q ) =
1
C
λQ, we deduce that µ(EQ) =
1
C
λQ.
Next,
EQ =
(
∪K≥kEˆ
K
Q \ ∪K≥kF
K
Q
)
= EˆQ \
(
∪R(QEˆR
)
,
and consequently, the sets EQ, which are subsets of EˆQ, are pairwise
disjoint.

Corollary 4.4. Let µ be a positive locally finite Borel measure on Rn
with no point masses. Let (λQ)Q be non-negative real numbers. Then,
if we denote
Λ1 := sup
P
∑
Q⊂P λQ
µ(P )
and
Λ2 := inf
EQ⊂Q
pairwise disjoints
sup
Q
λQ
µ(EQ)
,
we have that Λ1 = Λ2.
Proof. Since for each P ,
∑
Q⊂P λQ ≤ Λ1µ(P ), the equivalence between
(i) and (ii) of Theorem 4.3 shows that there exists EQ ⊂ Q pairwise
disjoint such that λQ ≤ Λ1µ(EQ), and hence Λ2 ≤ Λ1. Reciprocally,
if Λ2 < C, the equivalence between (i) and (ii) shows that for each P ,∑
Q⊂P λQ ≤ Cµ(P ). Consequently, Λ1 ≤ C and then Λ1 ≤ Λ2. 
Remark 2. If the measure µ has point masses, the above Theorem 4.3
may fail. Indeed, take two nested dyadic cubes Q1 ⊂ Q2, two non-
zero coefficients, λQ1 and λQ2 and a point mass µ contained in both the
cubes. Then, clearly, the Carleson condition (i) holds, but the condition
(ii) fails since one can not divide the mass point.
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We follow with a result that will be used in the proof of Theorem 1.2.
For the Lebesgue measure and the case 1 < s < ∞ it was proved in
Corollary 5.12 in [6] and, in the general setting, with a different proof
in an unpublished work by I.E. Verbitsky. For a sake of completeness,
we include a sketch of the proof.
Lemma 4.5. Let 1 < s < ∞ and µ a locally finite measure on Rn.
Let Λ = (λQ)Q ⊂ [0,∞) be a sequence such that λQ = 0 if σ(Q) = 0.
Define
A1(Λ) =
∥∥∥∥∥∥
(∑
Q∈D
λsQχQ
) 1
s
∥∥∥∥∥∥
L1(µ)
,
and
A2(Λ) = sup
(αQ)Q∈D
∑
Q∈D λQαQ
supP∈D;µ(P )6=0
(
1
µ(P )
∑
Q⊂P
(
αQ
µ(Q)
)s′
µ(Q)
)1/s′ ,
where the supremum is taken over all sequences (αQ)Q ⊂ [0,∞) such
that αQ = 0 if µ(Q) = 0. Then there exists C = C(s) such that
CA2(Λ) ≤ A1(Λ) ≤ A2(Λ).
Proof. The estimate CA2(Λ) ≤ A1(Λ) was proved in Theorem 4.b in
[21] (consider p = r = 1 < q in that Theorem). For the reverse
estimate,
A1(Λ) =
∫
Rn
(∑
Q∈D
λsQχQ
)1/s
dµ
=
∫
Rn
(∑
Q∈D
λsQχQ
)1−1/s′
dµ =
∑
Q
λsQ
∫
Q
dµ(∑
R∈D λ
s
RχR
)1/s′
=
∑
Q∈D
λQαQ,
where
αQ = λ
s−1
Q
∫
Q
dµ(∑
R∈D λ
s
RχR
)1/s′ , Q ∈ D.
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Next, Ho¨lder’s inequality gives that for every P ∈ D,
∑
Q⊂P
(
αQ
µ(Q)
)s′
µ(Q)
=
∑
Q⊂P
αs
′
Qµ(Q)
1−s′ =
∑
Q⊂P
λsQµ(Q)
1−s′
(∫
Q
dµ(∑
R∈D λ
s
RχR
)1/s′
)s′
≤
∑
Q⊂P
λsQ
∫
Q
dµ∑
R∈D λ
s
RχR
≤
∫
P
dµ = µ(P ).
Consequently, for the set of chosen (αQ)Q we have that
A1(Λ) =
∑
Q∈D
λQαQ
≤
∑
Q∈D λQαQ
supP∈D
(
1
µ(P )
∑
Q⊂P α
s′
Qµ(Q)
−1/(s−1)
)1/s′ ≤ A2(Λ).

Remark 3. This lemma is also true for s = 1 and s = ∞, but we do
not include the proof, since it will not be necessary for our purposes.
As a consequence of Theorem 4.3 and Lemma 4.5, we have the fol-
lowing result.
Lemma 4.6. Let (bQ)Q be a sequence of non-negative real numbers.
Let 0 < q < ∞ and q ≤ s ≤ ∞. Let µ be a positive locally finite
Borel measure with no point masses. Then the following assertions are
equivalent:
(i) ‖
(∑
Q b
s
QχQ
)1/s
‖Lq(µ) . C.
(ii) Define s˜ := s/q. Then for every collection (EQ)Q of pairwise
disjoint sets with EQ ⊂ Q,(∑
Q
bqQµ(EQ)
1/s˜′µ(Q)1/s˜
)1/q
. C,
where here . means that the constants involved may depend
on s, but not on the sequence (bQ)Q.
Proof. Notice that the endpoint cases are trivial: for s = q the ex-
pressions coincide, and for s = ∞ (in which case the summation is
interpreted as the supremum), the assertion is clear by linearizing the
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supremum (we can write supQ bQχQ =
∑
Q bQχEQ for some pairwise
disjoint sets EQ ⊂ Q).
Assume now that q < s < ∞. Taking s˜ := s/q, (i) can be rewritten
as
‖
(∑
Q
(bqQ)
s˜χQ
)1/s˜
‖L1(µ) . C
q.
By Lemma 4.5, (i) holds if and only if for every sequence (αQ)Q of
none-negative reals such that αQ = 0 if µ(Q) = 0 we have
∑
Q
bqQαQ . C
q sup
P
(
1
µ(P )
∑
Q⊂P
(
αQ
µ(Q)
)s˜′
µ(Q)
)1/s˜′
.
Next, Corollary 4.4 gives that the above estimate holds if and only if
for every family (EQ)Q of pairwise disjoint sets, EQ ⊂ Q, we have that∑
Q
bqQαQ
. Cq sup
Q


(
αQ
µ(Q)
)s˜′
µ(Q)
µ(EQ)


1/s˜′
= Cq sup
Q
αQ
µ(Q)1/s˜µ(EQ)1/s˜
′ .
We define
βQ :=
αQ
µ(Q)1/s˜µ(EQ)1/s˜
′ .
We then have,∑
Q
bqQµ(EQ)
1/s˜′µ(Q)1/s˜βQ . C
q sup
Q
βQ,
which is equivalent to,(∑
Q
bqQµ(EQ)
1/s˜′µ(Q)1/s˜
)q
. C.

4.1. Proof of Theorem 1.2.
Proof. The condition (1.3) says that
‖
(∑
Q
λsQ
(∫
Q
fdσ
)s
χQ
)1/s
‖Lq(µ) ≤ C‖f‖Lp(σ).
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Since q ≤ s ≤ ∞, by Lemma 4.6 this estimate holds, if and only if
for every collection (EQ)Q of pairwise disjoint sets with EQ ⊂ Q, and
denoting s˜ = s/q,(∑
Q
λqQ
(∫
Q
fdσ
)q
µ(EQ)
1/s˜′µ(Q)1/s˜
)1/q
≤ C‖f‖Lp(σ).
By Lemma 2.1, scaling the index, since q < p, the above is equivalent
is equivalent to∑
Q
λqQ
(∫
Q
fdσ
σ(Q)
)
σ(Q)qµ(EQ)
1/s˜′µ(Q)1/s˜ ≤ Cq‖f‖Lp/q(σ),
estimate that can be rewritten as∫
Rn
(∑
Q
(λQσ(Q))
qµ(EQ)
1/s˜′µ(Q)1/s˜χQ
σ(Q)
)
fdσ ≤ Cq‖f‖Lp/q(σ),
which by duality is equivalent to
(4.16)
∥∥∥∥∥
(∑
Q
(λQσ(Q))
qµ(EQ)
1/s˜′µ(Q)1/s˜χQ
σ(Q)
)∥∥∥∥∥
L(p/q)
′
(σ)
≤ Cq.

Remark 4. Observe that if s = q (equivalently, s˜ = 1), (4.16) says
simply that ∥∥∥∥∥
∑
Q∈D
(λQσ(Q))
qµ(Q)
σ(Q)
χQ
∥∥∥∥∥
Lp˜′(σ)
≤ C,
which is the trivial condition for s˜ = 1 and p˜ > 1 that can be obtained
directly by duality. In the other extreme case s = ∞, which corre-
sponds to the dyadic maximal function, the condition is that for every
subcollection of pairwise disjoint sets EQ ⊂ Q∥∥∥∥∥
∑
Q∈D
(λQσ(Q))
qµ(EQ)
σ(Q)
χQ
∥∥∥∥∥
Lp˜′ (σ)
≤ C.
Remark 5. We observe that if T is such that there exists a subcollec-
tion of cubes S µ-sparse and T (f) =
(
λQ
(∫
Q
fdσ
)
χQ
)
Q∈S
. For this
operator Theorem 1.2 gives that T is bounded from Lp(σ) to Lqls(µ) if
and only if ∥∥∥∥∥
∑
Q∈S
(λQσ(Q))
qµ(Q)
σ(Q)
χQ
∥∥∥∥∥
Lp˜′ (σ)
≤ C.
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Observe that this condition is independent of s.
5. Application to Wolff potentials
If α, s > 0, 0 < α < n, we consider the dyadic Wolff’s potential
defined by
WDα, s(f)(x) =
∑
Q∈D
( ∫
Q
fdx
|Q|1−α/n
)s
χQ(x),
where |Q| denotes the Lebesgue measure.
If 1 < q < p and q ≤ s, the question that we want to consider is the
following: which are the measures µ, σ such that
(5.17) ‖WDα, s(f)
1/s‖Lq(µ) . ‖f‖Lp(σ)?
In [2] it is given the relationship of Wolff’s potential with the Riesz
potentials and some applications.
Theorem 1.2 gives that, if µ has no point masses, (5.17) holds if and
only if there exists C > 0 such that for any (EQ) pairwise disjoint and
such that EQ ⊂ Q,∥∥∥∥∥
∑
Q∈D
(|Q|α/n−1σ(Q))qµ(Q)1/s˜µ(EQ)
1/s˜′
σ(Q)
χQ
∥∥∥∥∥
Lp˜′(σ)
≤ C,
where s˜ = s/q and p˜ = p/q.
For the particular case where µ is an A∞ weight, we have:
Corollary 5.1. let µ be an A∞-weight. Estimate (5.17) holds if and
only if there exists a constant C > 0 such that for any subcollection S
of dyadic cubes, µ-sparse,∥∥∥∥∥
∑
Q∈S
(|Q|α/n−1σ(Q))qµ(Q)
σ(Q)
χQ
∥∥∥∥∥
Lp˜′ (σ)
≤ C.
Proof. We first observe that if µ is anA∞ weight, then any subcollection
S sparse with respect to the Lebesgue measure is also µ-sparse. Indeed,
recall that a measure µ is in A∞ if for each 0 < γ < 1 there exists
0 < δ < 1 such that for each Q and any subset E ⊂ Q, |E| ⊂ γ|Q|,
then µ(E) ≤ δµ(Q). Then the proof of the corollary is an immediate a
consequence of Remark (5) and the following lemma.
Lemma 5.2. Let D be a dyadic grid in Rn and a non-negative com-
pactly supported integrable function f . There exists a subcollection S
of dyadic cubes, sparse with respect to the Lebesgue measure such that
WDα, s(f) .W
S
α, s(f).
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Of course, for every subcollection S1 of dyadic cubes, sparse with respect
to the Lebesgue measure, we also have
WS1α, s(f) ≤ W
D
α, s(f).
Proof. The proof follows closely the proof in Proposition 3.8 in [4],
where a similar pointwise estimate is obtained for a fractional operator,
that is, s = 1. It gives a pointwise estimate of the dyadic Wolff’s
potential in terms of dyadic Wolff’s potentials defined on subcollections
of dyadic cubes, sparse with respect to the Lebesgue measure. 
Remark 6. Let Wα, s(f) be the continuous Wolff potential given by
Wα, s(f)(x) =
∫ +∞
0
(∫
B(x,t)
fdx
tn−α
)s
dt
t
, x ∈ Rn.
We have that for any D dyadic grid on Rn, WDα, s(f) .Wα, s(f) and,
on the other hand, there exists Di, i = 1, . . .M , families of dyadic grids
on Rn such thatWα, s(f) .
M∑
i=1
WDiα, s(f). Thus the above corollary gives
a necessary and sufficient condition for the boundedness of (Wα, s(f))
1/s
from Lp(σ) to Lq(µ).

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