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Abstract
In this paper, we propose two mathematical models concerning continuous and impulsive pest control strategies, respectively.
Therefore, our models are the ordinary differential equations and the impulsive differential equations. As a result, the global
asymptotic stability of the equilibria of the ordinary differential equations is studied. In the case when an impulsive control is used,
it is observed that there exists a globally asymptotically stable susceptible pest-eradication periodic solution when the amount of
infective pests released periodically is larger than some critical value. When the amount of infective pests released is less than this
critical value, the system is shown to be permanent, which implies that the trivial susceptible pest-eradication solution loses its
stability. Finally, by means of numerical simulation, we obtain the critical values of the control variable under different methods of
release of infected pests.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
According to the reports of Food and Agriculture Organization of the United Nations, the warfare between man and
pests has lasted for thousands of years. With the development of society and progress of science and technology, there
are many ways to control agricultural pests, for instance biological pesticides, chemical pesticides, remote sensing and
measuring and so on. A great deal of pesticides were used to control pests. In all, pesticides are useful because they can
quickly kill a significant portion of a pest population and sometimes provide the only feasible method for preventing
economic loss. However, pesticides’ pollution is also recognized as a major health hazard to human beings and to
natural enemies. Hence, many scholars put forward Integrated Pest Management (IPM). In technical terms (see [1]),
IPM is a pest management system that in the context of the associated environment and the population dynamics of
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the pest species, utilizes all suitable techniques and methods in as compatible a manner as possible and maintains the
pest populations at levels below those causing economic injury.
Recently, the models for pest control were studied by some authors [2–5] and some results were obtained. As we
all know, most of the research literature on these epidemic models assumed that the disease incubation is negligible, so
that, once infected, each susceptible individual (S) instantaneously becomes infectious (I ) and later recovers (R) with
a permanent or temporary acquired immunity. A model based on these assumptions is often called an SIR or SIRS
model. The SIR epidemiological model was studied in [6], they assumed that the susceptible satisfied the logistic
equation and the incidence rate was of the form k I Sq and the total population was not constant.
The main purpose of this paper is to combine pest control and infectious disease, that is, we shall investigate the
control problem in the management of an epidemic to control a pest population. In the present problem, the control
variable is the release rate of infected pest; and the control problem is to drive the pest population below a certain level
with a minimum use of the control variable. We assume that the release of infected pests is continuous and impulsive.
Thus, our models are the ordinary differential equations and the impulsive differential equations. The applications of
the impulsive differential equations were introduced systematically in [7–9].
2. Model formulation and preliminaries
To formulate our mathematical models, the following assumptions are made.
(A1) The pest population is divided into two classes which are the susceptible class and the infective class;
(A2) The susceptible pest satisfies the logistic growth and the infective disease transmits via the medium, that is, the
rate of infection is given by βS2 I ;
(A3) The total pest population is not constant.
Hence, our models are the following forms:S˙ = r S
(
1− S + θ I
K
)
− βS2 I,
I˙ = βS2 I − ωI + u,
(2.1)
and 
S˙ = r S
(
1− S + θ I
K
)
− βS2 I, t 6= nτ,
I˙ = βS2 I − ωI, t 6= nτ,
4I = I (t+)− I (t) = τu, t = nτ, n = 1, 2, . . . ,
(2.2)
where, S and I are the densities of susceptible pests and infective pests, respectively; r > 0 is the intrinsic growth rate
of susceptible pests; K > 0 is the pests capacity of environment; β > 0 is the rate of infection; ω > 0 is the death
rate of infected pests; 0 < θ < 1; u > 0 is the rate of release of infected pests at t = nτ . In (2.2), τ is the period of
the pulsing, τu is the amount of infected pests pulsed each τ .
In order to obtain our results, we further make two assumptions.
(A4) The infected pests cannot recover for all time; the infective pests are in capable of reproducing and cannot attack
the crops. The susceptible pests destroy the crops.
(A5) There exists a critical value SM which is an economically significant level for pest damage.
Hence, our purpose is to control the amount of S(t) below the critical value SM by releasing the infected pest.
Next, we consider the epidemic model about the pests without outer interference. Thus, the SI epidemiological model
can be written as the following:S˙ = r S
(
1− S + θ I
K
)
− βS2 I,
I˙ = βS2 I − ωI.
(2.3)
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Obviously, system (2.3) has trivial equilibria E0(0, 0), E1(K , 0) and a positive equilibrium E∗(S∗, I ∗), where
S∗ =
√
ω
β
, I ∗ = r(K−S∗)
βS∗K+rθ .
Let
σ0 = βK
2
ω
,
then σ0 is called the threshold of system (2.3).
The following lemma is obvious.
Lemma 2.1. R2+ = {(S, I ) ∈ R2 : S ≥ 0, I ≥ 0}, is positive invariant for system (2.3).
From [6], we have the following propositions.
Proposition 2.1. The equilibrium E0 is a saddle.
Proposition 2.2. If σ0 > 1, then the equilibrium E1 is a saddle; if σ0 < 1, then the equilibrium E1 is a stable-node;
if σ0 = 1, then the equilibrium E1 = E∗ is a saddle-node.
Lemma 2.2. If σ0 < 1, the positive equilibrium E∗ does not exist; if σ0 > 1, the positive equilibrium E∗ is locally
asymptotically stable.
Proof. The nonexistence of the positive equilibrium E∗ is obvious.
The characteristic equation of the Jacobian matrix of the positive equilibrium E∗(S∗, I ∗) is
λ2 + a1λ+ a2 = 0, (2.4)
where
a1 = −r + (2S∗ + θ I ∗)r/K + 2βS∗ I ∗ = r S∗/K + βS∗ I ∗,
a2 = [−r + (2S∗ + θ I ∗)r/K + 2βS∗ I ∗](−βS∗2 + ω)+ 2βS∗ I ∗(βS∗2 + rθ S∗/K )
= 2βS∗ I ∗(βS∗2 + rθ S∗/K ),
hence, if σ0 > 1, then I ∗ > 0, a1 > 0, a2 > 0, that is, the real parts of two roots of Eq. (2.4) are both negative, E∗ is
locally asymptotically stable. We complete the proof. 
Lemma 2.3. There exists a constant M > 0 such that each solution (S(t), I (t)) of (2.3) satisfy S(t) ≤ M, I (t) ≤ M
for all t large enough.
Proof. Let
V (t) = S(t)+ I (t).
Then, we get
D+V (t)+ ωV (t) = (r + ω)S(t)− r S
2(t)
K
− rθ S(t)I (t)
K
≤ (r + ω)S(t)− r S
2(t)
K
≤ M0,
where M0 = K (r+ω)24r , we have
V (t) ≤
(
V (0)− M0
ω
)
exp(−ωt)+ M0
ω
.
Thus, V (t) is ultimately bounded by a constant and there exists M > 0 such that S(t) ≤ M, I (t) ≤ M for each
solution (S(t), I (t)) of (2.3) with all t large enough. We complete the proof. 
Let Ω = {(S, I ) ∈ R2 : 0 < S ≤ M, 0 < I ≤ M}, R2+ = {(S, I ) ∈ R2 : S > 0, I > 0}. Then Ω ⊂ int R2+ ⊂ R2+
is positive invariant for system (2.3).
Theorem 2.1. If σ0 > 1, then the positive equilibrium E∗ of system (2.3) is globally asymptotically stable in int R2+.
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Fig. 1. Here A = u/ω, B = √ω/β. (a) σ0 < 1, (b) σ0 > 1.
Proof. To study the global asymptotic stability of the positive equilibrium E∗, we use the Dulac function B(S, I ) =
1
SI .
Let
P(S, I ) = r S
(
1− S + θ I
K
)
− βS2 I, Q(S, I ) = βS2 I − ωI.
Then P(S, I ), Q(S, I ), B(S, I ) are continuously differentiable functions on the region Ω , and
∂(PB)
∂S
+ ∂(QB)
∂ I
= −β − r
I
< 0.
According to the Bendixson–Dulac Theorem (see [10]), there is no closed orbit in the region Ω . Therefore, together
with Lemmas 2.2 and 2.3, the positive equilibrium E∗ of system (2.3) is globally asymptotically stable, we complete
the proof. 
Remark 2.1. From the above analysis, we can see the susceptible pests cannot become extinct. Thus, we only control
the amount of S(t) below SM . In terms of IPM, if S∗ ≤ SM , then it is not necessary to control the pests in crops.
Therefore, we assume S∗ > SM in the latter sections.
3. Continuous release of infected pests
In this section, we investigate the dynamics of the ordinary differential system (2.1) with continuous release of
infected pests.
Clearly, system (2.1) has a boundary equilibrium E¯0(0, uω ). Now, we study the existence and uniqueness of the
positive equilibrium E¯∗(S∗, I ∗) in R2+ from geometry.
In R2+, see Fig. 1, the vertical isoclines S(r − r( S+θ IK ) − βSI ) = 0 are L1 : S = 0, (I > 0) and
L2 : I = r(K−S)βK S+θr , S ∈ (0, K ), L1 is a asymptotic line of L2; the horizontal isocline βS∗ I − ωI + u = 0 is
L3 : I = uω−βS2 , S ∈ (0,
√
ω
β
), and L : S =
√
ω
β
is a asymptotic line of L3.
Let f1(S) , I = r(K−S)βK S+rθ , S ∈ (0, K ), f2(S) , I = uω−βS2 , S ∈ (0,
√
ω
β
), S0 = min{K ,
√
ω
β
}. Then, over
the interval (0, S0), we have
d f1
dS = − θr
2+βK 2r
(βK S+θr)2 < 0 and
d f2
dS = 2uβSω−βS2 > 0. This implies that f1(S) is strictly
monotone decreasing in S. It follows that there exists a unique point of intersection of l3 and l2. Obviously, this point
of intersection is the positive equilibrium E¯∗(S¯∗, I¯ ∗) and S¯∗ ∈ (0, S0) is the function of the parameter u. We can
denote S¯∗ by f (u), that is, S¯∗ , f (u).
Our goal is to drive the amount of the susceptible pests below SM by releasing infected pests. If the positive
equilibrium E¯∗(S¯∗, I¯ ∗) is globally asymptotically stable, then we have S¯∗ < SM as u > f −1(SM ). In the following,
we study the stability of the equilibrium E¯0 and E¯∗.
Lemma 3.1. R2+ = {(S, I ) ∈ R2 : S ≥ 0, I ≥ 0} is positive invariant for system (2.1).
If θu
ωK < 1, E¯0(0, u/ω) is a saddle of system (2.1) in R
2+; if θuωK > 1, then the equilibrium E¯0 is a stable-node in
R2+; if θuωK = 1, then the equilibrium E¯0 is a saddle-node in R2+.
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For the positive equilibrium E¯∗(S¯∗, I¯ ∗), the characteristic equation of the Jacobian matrix of E¯∗ is
λ2 + b1λ+ b2 = 0, (3.1)
where
b1 = −r + (2S¯∗ + θ I¯ ∗)r/K + 2β S¯∗ I¯ ∗ + ω − β S¯∗2 = β S¯∗ I¯ ∗ + r S¯∗/K + u/ I¯ ∗,
b2 = [−r + (2S¯∗ + θ I¯ ∗)r/K + 2β S¯∗ I¯ ∗](ω − β S¯∗2)+ 2β S¯∗ I¯ ∗(β S¯∗2 + rθ S¯∗/K )
= (β S¯∗ I¯ ∗ + r S¯∗/K )u/ I¯ ∗ + 2β S¯∗ I¯ ∗(β S¯∗2 + rθ S¯∗/K ),
hence, if and only if the positive equilibrium E¯∗ exists, then the real parts of two roots of Eq. (3.1) are negative.
Therefore, E¯∗ is locally asymptotically stable in R2+.
Similar to Lemma 2.3, we get
Lemma 3.2. There exists M1 > 0 such that S(t) ≤ M1, I (t) ≤ M1 for each solution (S(t), I (t)) of system (2.1) with
all t large enough.
Let Ω1 = {(S, I ) ∈ R2 : 0 < S < M1, 0 < I < M1}. Then Ω1 ⊂ int R2+ ⊂ R2+ is positive invariant for system
(2.1).
Theorem 3.1. The positive equilibrium E¯∗ of system (2.1) is globally asymptotically stable in int R2+.
The proof is similar to that of Theorem 2.1.
Remark 3.1. From Theorem 3.1, if the rate of release of infected pests satisfies u > f −1(SM ), then we can drive
the amount of the susceptible pests below SM after some time. Thus, we obtain the minimum bound of the control
variable u which can drive the system to the target.
4. Impulsive release of infected pests
First, we give some definitions, notations and lemmas which will be useful for stating and proving our main results.
Let R+ = [0,+∞), x(t) = (S(t), I (t)) ∈ R2+. Denote f = ( f1, f2)T the mapping defined by the right-hand side
of system (2.2). Let V : R+ × R2+ → R+. Then V is said to belong to class V0 if
(i) V is continuous in (nτ, (n + 1)τ ] × R2+ and for each x ∈ R2+, n ∈ Z+, lim(t,y)→(nτ+,x) V (t, y) = V (nτ+, x)
exists and is finite;
(ii) V is locally Lipschitzian in x .
Definition 4.1. For V ∈ V0 and (t, x) ∈ (nτ, (n + 1)τ ] × R2+, we define
D+V (t, x) = lim sup
h→0+
1
h
[V (t + h, x + h f (t, x))− V (t, x)].
The solution of the system (2.2) denoted by x(t) = (S(t), I (t)) : R+ → R2+, x(t) is continuously differentiable on
(nτ, (n+1)τ ]× R2+, n ∈ Z+ and x(nτ+) = limt→nτ+ x(t) exists. Obviously, the global existence and the uniqueness
of solutions of the system (2.2) are guaranteed by the smoothness properties of (see [11]).
The proofs of the following lemmas are obvious.
Lemma 4.1. Suppose that x(t) is a solution of system (2.2) with x(0+) ≥ 0, then x(t) ≥ 0 for all t ≥ 0. Further, if
x(0+) > 0, then x(t) > 0 for all t > 0.
Lemma 4.2 (Comparison Theory, [11]). Let V : R+ × R2+ → R+ and V ∈ V0. Assume that{
D+V (t, x(t)) ≤ g(t, V (t, x(t))), t 6= nτ,
V (t, x(t+)) ≤ ψn(V (t, x(t))), t = nτ, (4.1)
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where g : R+×R+ → R is continuous in (nτ, (n+1)τ ]×R+ and for each z ∈ R+, n ∈ Z+, lim(t,y)→(nτ+,z) g(t, y) =
g(nτ+, z) exists and is finite, ψn : R+ → R+ is nondecreasing. Let R(t) be the maximal solution of the scalar
impulsive differential equation
v˙(t) = g(t, v(t)), t 6= nτ,
v(t+) = ψn(v(t)), t = nτ,
v(0+) = v0,
(4.2)
defined on [0,+∞). Then V (0+, x0) ≤ v0 implies that V (t, x(t)) ≤ R(t), t ≥ 0, where x(t) is any solution of system
(2.2).
We now prove the uniform ultimate bound of the solutions of (2.2).
Lemma 4.3. There exists a constant M2 > 0 such that S(t) ≤ M2, I (t) ≤ M2 for each solution (S(t), I (t)) of (2.2)
with all t large enough.
Proof. Define a function V such that V (t) = S(t)+ I (t). By a simple computation, we see thatD+V (t)+ ωV (t) = (r + ω)S − r S
2
k
− rθ SI
k
, t 6= nτ.
V (nτ+) = V (nτ)+ τu, n = 1, 2, . . . .
(4.3)
Obviously, the right-hand side of the above equality in (4.3) is bounded. Hence, there exists L > 0 such that{
D+V (t)+ ωV (t) < L , t 6= nτ.
V (nτ+) = V (nτ)+ τu, n = 1, 2, . . . .
According to the Comparison Theory, we have
V (t) ≤
(
V (0+)− L
ω
)
e−ωt + τu(1− e
−nωτ )
1− e−ωτ e
−ω(t−nτ) + L
ω
for t ∈ (nτ, (n + 1)τ ]. Therefore, V (t) is ultimately bounded by a constant and there exists a constant M2 > 0 such
that S(t) ≤ M2, I (t) ≤ M2 for any solution (S(t), I (t)) of (2.2) with all t large enough. We complete the proof. 
Next, we consider the following sub-system of the system (2.2):
I ′(t) = −ωI (t), t 6= nτ,
∆I (t) = I (t+)− I (t) = τu, t = nτ,
I (0+) = I0 ≥ 0.
(4.4)
Lemma 4.4. The system (4.4) has a positive periodic solution I˜ ∗(t), and for any solution I (t) of (4.4), |I (t) −
I˜ ∗(t)| → 0 as t →∞, where
I˜ ∗(t) = τu exp(−ω(t − nτ))
1− exp(−ωτ) and I˜
∗(0+) = τu
1− e−ωτ .
Proof. In fact, since the solution of system (4.4) is
I (t) =
(
I (0+)− τu
1− e−ωτ
)
e−ωt + I˜ ∗(t), nτ < t ≤ (n + 1)τ.
This completes the proof. 
Now, we study the stability of the boundary periodic solution of system (2.2). Obviously, system (2.2) has a
susceptible pest-eradication periodic solution (0, I˜ ∗(t)), where
(0, I˜ ∗(t)) =
(
0,
τu exp(−ω(t − nτ))
1− exp(−ωτ)
)
, t ∈ (nτ, (n + 1)τ ].
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Theorem 4.1. The boundary periodic solution (0, I˜ ∗(t)) of system (2.2) is globally asymptotically stable provided
that
u >
Kω
θ
. (4.5)
Proof. The stability of periodic solution (0, I˜ ∗(t))may be determined by considering the behavior of small amplitude
perturbation of the solution.
Let (S(t), I (t)) be any solution of (2.2), and S(t) = u1(t), I (t) = u2(t)+ I˜ ∗(t), the corresponding linear system
of (2.2) at (0, I˜ ∗(t)) is
u˙1(t) = ru1 − rθ I˜
∗(t)u1
K
, t 6= nτ
u˙2(t) = −ωu2, t 6= nτ
u1(t
+) = u1(t), t = nτ
u2(t
+) = u2(t), t = nτ.
(4.6)
Let φ(t) be the fundamental matrix of (4.6). Then φ(t) must satisfy
dφ(t)
dt
=
r − rθ I˜ ∗(t)K 0
0 −ω
φ(t) = Aφ(t), (4.7)
and φ(0) = I , the identity matrix.
Hence, the fundamental solution matrix is
φ(t) =
exp(∫ t
0
(
r − rθ
K
I˜ ∗(s)
)
ds
)
0
∗ exp(−ωt)
 .
There is no need to calculate the exact form of ∗ as it is not required in the analysis that follows. The linearization
of the third and fourth equations of (4.6) is(
u1(nτ
+)
u2(nτ
+)
)
=
(
1 0
0 1
)(
u1(nτ)
u2(nτ)
)
.
The stability of the periodic solution (0, I˜ ∗(t)) is determined by the eigenvalues of the monodromy matrix
M =
(
1 0
0 1
)
φ(τ) = φ(τ),
where
λ1 = exp(−ωτ) < 1,
λ2 = exp
(∫ τ
0
(
r − rθ
K
I˜ ∗(s)
)
ds
)
.
According to the Floquet theory [5], if |λ2| < 1, that is, condition (4.5) holds, then the periodic susceptible pest-
eradication solution (0, I˜ ∗(t)) is locally stable.
In the following, we shall prove the global attractivity. Choose ε > 0 such that
ρ = exp
(∫ τ
0
(
r − rθ
K
( I˜ ∗(s)− ε)
)
ds
)
< 1.
Noting that I˙ (t) ≥ −ωI (t), from Lemmas 4.2 and 4.3 it is seen that
I (t) > I˜ ∗(t)− ε, (4.8)
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for t large enough. For simplification, we may assume that (4.8) holds for all t ≥ 0. Consequently, from Eqs. (2.2)
and (4.8), we get
S˙(t) ≤ r S(t)
(
1− θ
K
( I˜ ∗(t)− ε)
)
. (4.9)
Integrating Eq. (4.9) on (nτ, (n + 1)τ ], we obtain
S((n + 1)τ ) ≤ S(nτ) exp
(∫ (n+1)τ
nτ
(
r − rθ
K
( I˜ ∗(t)− ε)
)
dt
)
= S(nτ)ρ.
Thus, S(nτ) ≤ S(0+)ρn and S(nτ)→ 0 as n →∞, therefore, S(t)→ 0 as t →∞.
Next we prove that I (t)→ I˜ ∗(t) as t → ∞. For 0 < ε ≤ ω, there exists a t0 > 0 such that 0 < S(t) < ε for all
t ≥ t0. Without loss of generality, we may assume 0 < S(t) < ε for all t ≥ 0, then for system (2.3), we have
−ωI (t) ≤ I˙ (t) ≤ (−ω + ε)I (t). (4.10)
From Lemmas 4.2 and 4.3, we obtain y1(t) ≤ I (t) ≤ y2(t) and y1(t) → I˜ ∗(t), y2(t) → y∗2 (t) as t → ∞, where
y1(t) and y2(t) are the solutions of
y′1(t) = −ωy1(t), t 6= nτ,
∆y1(t) = y1(t+)− y1(t) = τu, t = nτ,
y1(0+) = I0 ≥ 0,
(4.11)
and 
y′2(t) = (−ω + ε)y2(t), t 6= nτ,
∆y2(t) = y2(t+)− y2(t) = τu, t = nτ,
y2(0+) = I0 ≥ 0,
(4.12)
respectively; y∗2 (t) is given by
y∗2 (t) =
τu exp((−ω + ε)(t − nτ))
1− exp((−ω + ε)τ ) , nτ < t ≤ (n + 1)τ.
Therefore, I˜ ∗(t)− ε1 < I (t) < y∗2 (t)+ ε1, for t large enough and ε1 small enough.
Let ε→ 0, so we have y∗2 (t)→ I˜ ∗(t) and hence I (t)→ I˜ ∗(t) as t →∞. This completes the proof. 
The next part is the investigation of the permanence of the system (2.2). Before starting our theorem, we give the
following definition.
Definition 4.2. System (2.2) is said to be permanent if there are constants M ≥ m > 0 (independent of initial values
of S and I ) and a finite time T0 such that for all solutions (S(t), I (t)) with initial values S(0+) > 0, I (0+) > 0,
the inequalities m ≤ S(t) ≤ M,m ≤ I (t) ≤ M hold for all t ≥ T0. Here T0 may depend on the initial values
(S(0+), I (0+)).
Theorem 4.2. System (2.2) is permanent provided that
u <
Kω
θ
. (4.13)
Proof. Suppose (S(t), I (t)) is any solution of (2.2) with S(0) > 0, I (0) > 0. By Lemma 4.3, there is a positive
constant M (<L) such that S(t) ≤ M and I (t) ≤ M for t large enough. For the sake of simplicity, we may assume
that S(t) ≤ M and I (t) ≤ M for t ≥ 0. From (4.8), we know I (t) > I˜ ∗(t)− ε for all t large enough. Consequently,
I (t) ≥ τu exp(−ωτ)1−exp(−ωτ) − ε2 , m2 for t large enough and ε2 > 0. Thus, we only need to find m1 > 0 such that S(t) ≥ m1
for t large enough, we will do it in the following two steps.
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Step 1. Let m3 > 0, ε1 > 0 be small enough such that m3 < ω/β, δ = βm23 − ω < 0, and
σ = rτ − rm3τ
K
+
(
rθ
K
+ m3β
)
τu
δ
− m3βε1τ > 0, η = r − rm3K −
rθM
K
− βm3M < 0,
we will prove that S(t) < m3 cannot hold for all t ≥ 0. Otherwise,
I˙ (t) = I (t)(βS2(t)− ω) ≤ I (t)(βm23 − ω) = δ I (t).
By Lemmas 4.2 and 4.3, we have I (t) ≤ y3(t) and y3(t)→ y∗3 (t) as t →∞, where y3(t) is the solution ofy
′
3(t) = (βm23 − ω)y3(t), t 6= nτ,
∆y3(t) = y3(t+)− y3(t) = τu, t = nτ,
y3(0+) = I0 ≥ 0,
(4.14)
and
y∗3 (t) =
τu exp(δ(t − nτ))
1− exp(δτ ) , t ∈ (nτ, (n + 1)τ ].
Therefore, there exists a T1 > 0 such that
I (t) ≤ y3(t) ≤ y∗3 (t)+ ε1
and
S˙(t) ≥ S(t)
(
r − rm3
K
− rθ
K
(y∗3 (t)+ ε1)− m3β(y∗3 (t)+ ε1)
)
, (4.15)
for t ≥ T1.
Let N1 ∈ Z+ such that N1τ ≥ T1. Integrating (4.15) on (nτ, (n + 1)τ ], n ≥ N1, we have
S((n + 1)τ ) ≥ S(nτ+) exp
(∫ (n+1)τ
nτ
(
r − rm3
K
− rθ
K
(y∗3 (t)+ ε1)− m3β(y∗3 (t)+ ε1)
)
dt
)
= S(nτ)eσ .
Then, S((N1 + k)τ ) ≥ S(N1τ)ekσ → ∞ as k → ∞, which is a contradiction to the bound of S(t). Hence, there
exists a t1 > 0 such that S(t1) ≥ m3.
Step 2. If S(t) ≥ m3 for all t ≥ t1, then the result is obtained. Hence, we need only to consider those solutions
which leave region Γ = {(S(t), I (t)) ∈ R2+ : S(t) < m3} and enter it again. Let t∗ = inft≥t1{S(t) < m3}. Then
S(t) ≥ m3 for t ∈ [t1, t∗) and it is easy to see that S(t∗) = m3, since S(t) is continuous. Choose n2, n3 ∈ Z+ such
that n2τ > 1δ ln
ε1
M+τu , exp((n2 + 1)η) exp n3σ > 1.
Let T = n2τ + n3τ , we claim that there exists a t2 ∈ (t∗, t∗ + T ] such that S(t2) > m3. Otherwise, considering
(4.14) with y∗3 (t∗
+) = I (t∗+), we have
y3(t) =
(
y3((n1 + 1)τ+)− τu1− exp(δτ )
)
exp((t − (n1 + 1)τ )δ)+ y∗3 (t),
nτ < t ≤ (n + 1)τ, n1 + 1 ≤ n ≤ n1 + 1+ n2 + n3. Thus,
|y3(t)− y∗3 (t)| < (M + τu) exp((t − (n1 + 1)τ )δ) < ε1,
and
I (t) ≤ y3(t) ≤ y∗3 (t)+ ε1, t∗ + n2τ ≤ t ≤ t∗ + T,
which implies (4.15) holds for t∗ + n2τ ≤ t ≤ t∗ + T . As in Step 1, we have
S(t∗ + T ) ≥ S(t∗ + n2τ)en3σ .
It follows from the first equation of (2.2) that
S˙(t) ≥ S(t)
(
r − rm3
K
− rθM
K
− m3ρM
)
= ηS(t).
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Fig. 2. Phase portraits of system (2.3). The initial values are (0.08, 0.1), (0.4, 0.1), (1, 0.1), (0.6, 0.6), (0.3, 0.6). (a) σ0 = 2.5 > 1, (b)
σ0 = 0.33 < 1.
Integrating it on [t∗, t∗ + n2τ ], we have
S(t∗ + n2τ) ≥ S(t∗) exp(n2ητ) = m3 exp(n2ητ).
Thus, S(t∗ + T ) ≥ m3 exp(n2ητ) exp(n3σ) > m3, which is a contradiction.
Let t¯ = inft≥t∗{S(t) ≥ m3}, then S(t¯) ≥ m3, we have S(t) ≥ S(t∗) exp((t − t∗)η) ≥ m3 exp((n2 + n3)ητ) , m1
for t ∈ [t∗, t¯].
For t > t¯ , the same arguments can be used since S(t¯) ≥ m3. Hence, S(t) > m1 for all t ≥ t1. This completes the
proof. 
5. Discussion
In this paper, we analyze how to control the susceptible pests using the release of the infected pests, we prove the
pest-extinction periodic solution of such a system to be globally asymptotically stable, and obtained the condition
for the permanence of system (2.2). We have known that if S∗ = √ω/β ≤ SM , then it is not necessary to control
the pests. Therefore, in Sections 3 and 4, we study the problem to control the pest populations under the condition
S∗ > SM . If the pests is not affected by outer perturbations, then we have two cases from Section 2.
(1) Let r = 4, θ = 3, β = 1, K = 1, ω = 0.4. Then σ0 = 2.5 > 1, the positive equilibrium E∗ of system (2.3) exists
and all solutions of system (2.3) tend to E∗(0.62, 0.13). See Fig. 2(a).
(2) Let r = 4, θ = 3, β = 1, K = 1, ω = 3. Then σ0 = 0.33 < 1, the positive equilibrium E∗ of system (2.3) does
not exist and all solutions of system (2.3) tend to E1(1, 0). See Fig. 2(b). It follows from Fig. 2 that the susceptible
pests cannot become extinct. Thus, we drive the amount of the susceptible pests below SM causing economic
injury by releasing the infected pests. We assume SM = 0.26 < S∗ = 0.62.
Let r = 4, θ = 3, β = 1, K = 1, ω = 0.5 in system (2.1). Then u∗1 = 0.17, which is the critical value of the
control variable u. Under the condition σ0 = 2 > 1, we control the susceptible pests by u as follows:
(1) If u = 0.5 > u∗1, then S¯ = 0 < SM and all solutions of system (2.1) tend to E¯0(0, 1). See Fig. 3(a).
(2) If u = 0.1 < u∗1, then S¯ = 0.29 > SM and all solutions of system (2.1) tend to E¯∗(0.29, 0.24). See Fig. 3(b).
Therefore, we can see that if σ0 > 1 in (2.1), then, in order to drive the amount of the susceptible pests below SM , we
must choose u > u∗1.
Let r = 4, θ = 3, β = 1, K = 1, ω = 2 in system (2.1). Then u∗2 = 0.67, which is the critical value of the control
variable u. Under the condition σ0 = 0.5 < 1, we control the susceptible pests by u as follows:
(1) If u = 0.5 < u∗2, then S¯ = 0.6 > SM and all solutions of system (2.1) approach E¯∗(0.6, 0.12). See Fig. 4(a).
(2) If u = 1 > u∗2, then S¯ = 0 < SM and all solutions of system (2.1) tend to E¯0(0, 0.5). See Fig. 4(b).
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Fig. 3. Phase portraits of system (2.1). The initial values are (0.08, 0.1), (0.4, 0.1), (1, 0.1), (0.6, 0.6), (0.3, 0.6). (a) σ0 = 2 > 1, u = 0.5 > u∗1 , (b)
σ0 = 2 > 1, u = 0.1 < u∗1 .
Fig. 4. Phase portraits of system (2.1). The initial values are (0.08, 0.1), (0.4, 0.1), (1, 0.1), (0.6, 0.6), (0.3, 0.6). (a) σ0 = 0.5 < 1, u = 0.5 < u∗2 ,
(b) σ0 = 0.5 < 1, u = 1 > u∗2 .
Thus, if σ0 < 1 in (2.1), then, in order to drive the amount of the susceptible pests below SM , we must choose u > u∗2.
We next show that in the case when an impulsive control is employed, then the system tends to a susceptible pest-
eradication state if the control variable u crosses the threshold u∗ , Kω
θ
. However, from a pest control point of view,
our aim is to keep pests at acceptably low levels; not to eradicate them, only to control their population size.
Next, we study the system (2.2) by numerical simulation. Here, we also assume SM = 0.26.
Let r = 4, θ = 3, β = 1, ω = 1.1, τ = 0.4 and the initial state (0.5, 0.2) in (2.2). Then u∗ = 2.2 which is the
critical value of the control variable u. Under the condition σ0 < 1, we control the susceptible pests by u as follows:
(1) If u = 1.01 < 2.2, then there exists T1 > 0 such that S(t) ≤ 0.628, SM ≤ 0.628 for t > T1 (See Fig. 5(a1)), and
the susceptible pests and the infected pests coexists (See Fig. 5(c1)).
(2) If u = 2.6 > 2.2, then there exists T2 > 0 such that S(t) → 0 < SM for t > T2 (See Fig. 6(a2)), and the
susceptible pests are eradicated, the infected pests are persistent (See Fig. 6(c2)).
Let r = 4, θ = 3, β = 1, ω = 0.5, τ = 0.4 and the initial state (0.5, 0.2) in (2.2). Then u∗ = 1 which is the critical
value of the control variable u. Under the condition σ0 > 1, we control the susceptible pests by u as follows:
(1) If u = 0.99 < 1, then there exists T3 > 0 such that S(t) ≤ 0.0156 < SM for t > T3 (See Fig. 7(a3)), and the
susceptible pests and the infected pests coexists (See Fig. 7(c3)).
(2) If u = 1.1 > 2.2, then there exists T4 > 0 such that S(t) → 0 < SM for t > T4 (See Fig. 8(a4)), and the
susceptible pests are eradicated, the infected pests are persistent (See Fig. 8(c4)).
By means of numerical simulation, we obtain the thresholds of the control variable u for different methods of release
of infected pests. Thus, we provide a mathematical evidence of the control problem in the management of an epidemic
to control a pest population.
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Fig. 5. (a1) Time series of S(t) in (2.2) with initial value (0.5, 0.2), (b1) Time series of I (t) (2.2) with initial value (0.5, 0.2), (c1) Phase portraits
in (2.2) with initial value (0.5, 0.2). (σ0 < 1, u = 1.01 < u∗ = 2.2).
Fig. 6. (a2) Time series of S(t) in (2.2) with initial value (0.5, 0.2), (b2) Time series of I (t) (2.2) with initial value (0.5, 0.2), (c2) Phase portraits
in (2.2) with initial value (0.5, 0.2). (σ0 < 1, u = 2.6 > u∗ = 2.2).
Fig. 7. (a3) Time series of S(t) in (2.2) with initial value (0.5, 0.2), (b3) Time series of I (t) (2.2) with initial value (0.5, 0.2), (c3) Phase portraits
in (2.2) with initial value (0.5, 0.2). (σ0 > 1, u = 0.99 < u∗ = 1).
Fig. 8. (a4) Time series of S(t) in (2.2) with initial value (0.5, 0.2), (b4) Time series of I (t) (2.2) with initial value (0.5, 0.2), (c4) Phase portraits
in (2.2) with initial value (0.5, 0.2). (σ0 > 1, u = 1.1 > u∗ = 1).
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