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ABSTRACT 
Let R and R’ be nonnegative integral vectors with m components, and let S and 
S’ be nonnegative integral vectors with n components. Let % (R, S) denote the class 
of all (0,l) matrices of size m by n with prescribed row sum vector R and column 
sum vector S. The classes %(R; S) and ‘%(R’, S’) are jointly realizable provided there 
exist matrices A E Yl(R, S) and A’ E %(R’, S’) such that A =G A’. The pair (R, S> 
is totally joint provided that for all R’ and S’ the nonemptiness of the three classes 
.2I(R, S), ‘%(fI, S), and 2f(R’ - R, S’ - S) implies that the classes 2X(&S) and 
‘%(R’, S’) are jointly realizable. Chen and Shastri recently obtained sufficient condi- 
tions for the pair (R, S) to be totally joint. However, their conditions involve two 
forbidden configurations in the matrices in the class ‘%(R, S) and thus may be 
difficult to verify. In this paper we present relatively simple conditions on R and S 
that characterize the two forbidden configurations. As a corollary, we improve the 
main result of Chen and Shastri. 
1. INTRODUCTION 
Throughout this paper we let 
R = (rl ,..., r,,,) and S = (sl ,..., sn) 
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denote nonnegative integral vectors. We let \ZI(H, S) denote the class of all 
(0, 1) matrices of size m by n with prescribed row sum vector R and column 
sum vector S. A nonempty class Pl(R, S) is monotone provided 
For most of our purposes we may assume that the nonempty class is 
monotone without loss of any generality. Indeed, appropriate permutations of 
the rows and columns of the matrices in a class always bring about the 
monotone situation. 
A matrix B is a configuration of A provided B is a submatrix of A up to 
permutations of rows and columns. 
Let R’ = (r;, , r,:,) and S’ = (s;, , si>. The classes %(R, S> and 
%(R’, S’) are jointly realizable provided there exist matrices A E ‘U(R, S) 
and A’ E %(R’, S’) such that A < A’. The pair (R, S) is potentially joint 
relative to the pair CR’, S’> provided the three classes %(R, S>, ‘%(R’, S’), 
and 8(R’ - R, S’ - S) are nonempty. Finally, the pair (R, S) is totally joint 
provided that for all CR’, S’) the potential jointness of the pair (R, S) relative 
to the pair ( R ‘, S’> implies the joint realization of the classes 91,x( R, S) and 
‘%(R’, S’). 
Brualdi and Anstee independently conjectured that every nonempty class 
a(R, S) is totally joint. Counterexamples were obtained independently in 
[2, 51. 
Recently Chen and Shastri [3, 41 obtained the following sufficient condi- 
tions for a pair (R, S> to be totally joint. 
THEOREM 1. Suppose that no matrix in the nonempty class %(R, S) 
contains either of the configurations 
Then the pair ( R, S> is totally joint. 
The primary drawback of Theorem 1 is that the absence of the two 
configurations K, and K, may be difficult to verify. In this paper we provide 
a simple characterization (Theorem 2) of those pairs (R, S) for which no 
matrix in the class %(R, S) contains the configuration K, or K,. Our 
conditions are readily checked. As a corollary, we give an improvement 
(Theorem 3) of Theorem 1. 
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2. MAIN RESULTS 
Let ‘?I(& S) be a nonempty class with m z 2. Suppose that r1 = n. 
Then every matrix in ?I(R, S) contains an initial row of 1’s. If we delete this 
rowpf,I’s from every matrix in the class %(R, S), then we obtain a new $ass 
‘%(R, S). Clearly the pair (R, S) is totally joint if and only if the (R, S) is 
totally joint. (This makes sense in view of Theorem 1; the l’s in the initial row 
cannot be used in the configurations K, and K,.) In what follows we shall 
assume that r, < n and sr < m. The preceding comments reveal that these 
assumptions are a convenience and do not weaken our results. 
The notation x3 in a vector U will denote .z successive coordinates of U 
which are equal to x. Let y be the number of coordinates of a vector U 
which are equal to 4. We define the value f<V, 4) as follows: 
We set throughout 
t = m -f(R,O) and p = n -f(S,O). 
THEOREM 2. Let %(R, S) be a nonempty monotone class. Suppose that 
r, Q n - 1 and s1 < m - 1. Then some matrix in the class %(R, S) contains 
the configuration K, or K, if and only if one of the following sets of 
conditions holds: either 
t > 3, r1 > 2, r, <p - 3, Tf-1 G P - 2, 
p a 3, s1 2 2, s,, Q t - 3, sp-l <t-2, 
(R, S) # ((n - 1, ltrr-‘),( n -- 1, I”-‘)). 
or 
(R,S) = (((p - l)r-l,O”‘-“‘),((t -- l)p-l,On-p+l))> (1) 
p a 3, t>3, mat + 1. n>pfl. 
THEOREM 3. Let ‘U(R, S) be a nonempty monotone class. Suppose that 
rl < n - 1, s1 < m - 1, and no matrix in 8(R, S) contains the configura- 
tion K,. Then either the pair (R, S) is totallyjoint or the set of conditions (1) 
holds, and in that case the pair (R, S) is not totally joint. 
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3. PROOF OF THEOREM 2 AND THEOREM 3 
Before proceeding we give some definitions. E,, denotes the y-vector ot 
l’s, and Ja * ,, denotes the matrix of size a by h consisting of 1’s. If B is a 
(0, 1) matrix of size a by h, we write B for the matrix Jn * !, - B. 
The transformation of a matrix B is called an (a, h; c, cI) interchange if it 
replaces the submatrix 
lying in rows a, b and columns c, n with the submatrix 
LEMMA 1. Let ‘2I(R, S) be a nonempty monotone class, and let rq > 0 
for some fixed q > sl. Then some mutri+ in the class %(R, S> contains l’s in 
rows 1,. . . , s1 - 1, q of column 1. 
Proof. It is well known that for every fixed j there is a matrix B = [bkl] 
in ‘%(R, S) containing l’s in rows 1, , sj of column j [l]. Here we take 
j = 1. 
If 
such :hai b 
- sr , then all is proved. Let q > sI. Since r(, > 0, there is an index k 
yk = 1. Moreover, as s, > sk, there is i such that i < s, and 
bi, = 0. We consider i to be as large as possible. Denote by C = [ckl] the 
matrix obtained from B by an (i, q; 1, k) interchange. If i = s,, then C is a 
desired matrix. 
Let i < sl. As ri > r,A, where u = sr, there exists 1 such that c,[ = I, 
C ul = 0, and I # 1. The matrix obtained from the matrix C by an (u, i; 1,Z) 
interchange has the desired property. The lemma is proved. ??
LEMMA 2. Let 2I(R, S) be a nonempty monotone class, and let rc/ < n 
for some fixed q < s,. Then some matrix in the class %(R, S) contains l’s in 
rows 1, . . , q - 1, q + 1, , s, + 1 of column n. 
Lemma 2 directly follows from the application of Lemma 1 to the class 
%(nE, - R, mE, - S). 
REMARK 1. The preceding lemmas remain valid with the roles of rows 
and columns switched. 
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The following lemma is self-evident. 
LEMMA 3. Let B E i?l(R, S) and B’ E %(R’, S’). Suppose that B’ is a 
submatrix of the matrix B. 1’ no matrix in the class IY(R, S) contains a 
configuration C, then the same is true for the class 2I(R’, S’). 
LEMMA 4. L,et ‘u( R, S) be a nonempty monotone class. Suppose that 
the following set of conditions holds: 
m > 3, r, =n, ri=n- 1 forsomei, 
(2) 
1 < l;n Q n - 2, n 3 3, s,, G m - 2. 
Then some matrix in the class ?I(R, S) contains the configuration &. 
Proof. Let j be the smallest index such that 7; = n - 1. Choose a 
matrix B = [bk[] in %( R, S) containing l’s in columns 1, . , n - 1 of row j. 
If bnl, = 0, then there are u and v such that u, v z n, b,, = 1, and 
b,,,, = 0 (as 1 < r,,, < n - 2). The matrix B contains the configuration K3 in 
rows 1, j, m and columns u, v, n. 
Suppose that b,, = 1. Then b,, = 0 for some k > j, as s, < m - 2. In 
view of rk 2 r,,,, there exists 1 such that b,, = 1 and bntl = 0. Performing the 
(k, m; 1, n) interchange, we obtain the matrix with zero in row m and column 
n. But this is the situation considered above. The lemma is proved. ??
LEMMA 5. Let I?IU(R, S) be a nonempty monotone class. Suppose that 
m > 3, r,>3, r-s = 2, rlll > I, r,,, G n - 2, 
n > 3, si > 3, s2 = 2, s,, 2 I, S, < m - 2. 
Then some matrix in the class %( R, S) contains the configuration &. 
Proof. If n = 3 or m = 3, then the lemma follows from Lemma 4. Let 
n 2 4 and m 2 4. Choose a matrix B in %X(R, S) containing l’s in rows 
I, . , s1 of column 1. We set 
R’= (r-i,..., r-A> = R - (l’,O”-“), where u =s I> 
S’ = (s; ,..., SAP,) = (sg )...) sn). 
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Evidently, s2 = 2 and r; < 2 < r, - 1. Hence by Lemma 1, in %(R’. S’) 
there is a matrix C = [ckl] such that cl1 = c2, = 1. In addition, c,, = 1 for 
some j > 1. If csj = 0, then we adjoin to the matrix C the column I equal to 
(l”, 0”-“). The resulting matrix is in ‘%(a, S) and contains the configuration 
K3 in rows 1,2,3 and columns 1,2,j + 1. 
Now we suppose that cZj = 1. If s, > 4, then we have the situation 
considered above, because c = 0. Let s, = 3. As r, > 1, then there is k 
such that cdk = 1. ObviousI; k # 1, j because s; = 2 and sjl < 2. More- 
over, cgk = 0 because r. < 2. Performing the (4,3; k, j) interchange, we 
obtain a matrix with zero in row 3 and column j. This is the situation 
considered above. The lemma is proved. ??
To avoid repetitions in the sequel, we define a conflicting situation. First 
of all, we define the following set of conditions imposed on the parameters of 
the vectors R and S: 
n >/ 3, s, > 3, sg > 2, s,, > I, s2 < m - 1, s, 6 m - 2, 
(R, S) # (((n - l)‘n-l, l),((m - l)“-l.1)). (3) 
Denote by Lc$VIl) th e set of monotone classes ‘$I( R, S) satisfying (31, with no 
matrix in %(R, S) containing the configuration Ks. Choose in Lc(‘zI) the 
class %?I(R, S) having the smallest sum lR1 + ISl. Let B’ be a proper 
submatrix of a matrix B E VI(R, S), and let %(R’, S’) be the monotone class 
containing the matrix B’ (IR’I + IS’1 < JR1 + ISI). Suppose that the corre- 
sponding parameters m’, n’, ri’, and s,: of the vectors R’ and S ’ satisfy at 
least one of the sets of conditions (2) and (3). If (2) holds, we arrive at a 
contradiction by Lemmas 3-4. If (3) holds, we arrive at a contradiction on 
account of Lemma 3 and the choice of the class a( R, S>. In each of these 
cases we will say that the matrix B ’ leads to the conflicting situation. 
LEMMA 6. Let %?I( R, S) be a nonempty monotone class. Suppose that 
the set of conditions (3) holds and r,_= s, = 3. Then some matrix in the class 
‘%(R, S) contains the configuration K,. 
Proof. We argue by contradiction. Suppose that ‘%I(R, S> E Lc(‘%). We 
consider the class !&CR, S) with minimal sum I RI + ISI. By Lemma 4, n 2 4 
and m > 4. First suppose that s, = 1 and s,_ 1 = m - 1. Then m = 4, 
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Sl =s,_, = 3, and 
1+3(n-1)<4X3. 
It follows that n = 4 and R = (3’, 2’) [the case R = (33, 1) contradicts (3)l. 
But in this case, a matrix containing the configuration K3 is readily found, a 
contradiction. 
Now suppose that s, = 1 and s,- 1 < m - 2. If n = 4 and r,, > 2, then 
3 + 2(m - 1) < 3 x 3 + 1. 
It follows that m = 4, R = (3, 23), and S = (3”, 2,l). In this case, a matrix 
containing the configuration Es is readily found. Thus we know that n > 5 
or r, = 1. By Lemma 2 there is a matrix B in %(R, S) with a 1 in row 2 and 
column n. The matrix B ’ obtained from B by removing column n leads to a 
conflicting situation, provided r-s = 3 or r3 > 2. So r3 = 1 and r2 = 2, i.e. 
rm = 1 and r,,_ I < n - 2. By symmetry we conclude that s3 = 1 and 
sz = 2, which contradicts Lemma 5. 
We now know that s, > 2 and r,,, > 2. If n = m = 4, then R = S = 
(3, Q, b, 2). If n = 4 and m = 5, then 
(R,S) = ((3,24),(33,2)) or (R,S) = ((32,23),(34)). 
In these cases a matrix containing the configuration K3 is readily found. 
Supposethatn>5andm>5.Thens,_,,<3<m-2.ByLemma2 
some matrix B in %(R, S) has l’s in rows 2,. . . , s, + 1 of column n. The 
matrix obtained from B by removing column n leads to the conflicting 
situation. The lemma is proved. ??
LEMMA 7. Let %(R, S) be a nonempty monotone class. Suppose that 
the set of conditions (3) holds. Then some matrix in the class a( R, S) 
contains the configuration K3. 
Proof. Suppose that %(R, S) E L&VI). We consider the class %(R, S) 
with minimal sum IRI + 1 SI. By Lemma 4, n > 4 and m > 4. 
Let s,,_~ = 1. By Lemma 2 there is a matrix B = [b,,] in ?l(R, S) such 
that b,, = 1 or b,, = 1 provided r1 = n or r1 < n, respectively. The matrix 
obtained from B by removing column n leads to the conflicting situation 
provided none of the following possibilities occurs: 
(a) rl = 72, r, = n - 1; 
(b) r,,, = n - 2, rl + r2 = 2n - 2; 
(c) r2 = 2, r3 = 1. 
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Situation (a) is eliminated by Lemma 4. In situation (b) we have 
2n-2 + (m-2)( n-2) < Cr, = Es, < 1 + I + m + (n-3)(m - I), 
and hence n < 3, a contradiction. 
In situation (c) we have T,,_ , = r,,, = 1.. Hence, by symmetry sp = 2 and 
sa = 1, which contradicts Lemma 5. 
We now know that s,_ , 3 2 and r”, > 2. We choose a matrix B in 
%(R,SI having l’s in rows 1, , s, _ , of column n - 1. The matrix obtained 
from B by removing column n - 1 leads to the conflicting situation provided 
none of the following possibilities occurs: 
;2’, r1 1;; 
cc:, :: =n-2; 
m Adi) R = ((n - ljk,(n - 2)f’r-k-‘, l), S = ((m - 1)“-2, k, l), 2 < k < 
Situation (d,) is eliminated, for otherwise the following matrix in YI(R, S) 
contains the configuration K3 in rows k, m - 1, m and columns n - 3, 
n - 2,n - 1: 
10 1 1 
11 10 
(. . 
1: : : 
lbl- l)*(n-3) (1 1 0 
/1 0 0 + row k 
I: : : ,. . . 
11 0 0 
-------_-------._&-------_ 
0 0 *** 0 011 0 0 
By symmetry we can conclude that at least one of the following possibili- 
ties occurs: 
(a,) si = 3; 
(b,) s2 = 2; 
Cc,) s, =m-2. 
The combinations (a,), (a,) and (b,), (b,) are impossible in view of Lemma 6 
and Lemma 5, 
Let ri = 3 
r2 = 3 and si 
n=4and 
respectively. 
and s2 = 2. From Lemma 5 and Lemma 6 we conclude that 
> 4. Suppose that s4 = 1. Since s, _ i # 1, we must have 
3+3+1+2(m_3)fm+5. 
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It follows that m = 4, S = (4,2’, l), and R = (3’, 2,l). But in this case a 
matrix containing the configuration Es is readily found. 
Thus sq = 2. Choose the matrix B in g(R, S) containing l’s in columns 
1,2,3 of row 2. The matrix obtained from B by removing row 2 leads to the 
conflicting situation, 
Suppose that r2 = 2 and s, = m - 2. Taking into account the combina- 
tions considered above, we conclude that sp 2 3 and s, 2 4. From this we 
have 
4 + 3 + (fr - 2)(m - 2) < n + 2(m - l), (n - 4)(m - 3) < -1, 
which is impossible. 
Suppose that t-i = 3 and s, = m - 2. Taking into account the combina- 
tions considered above, we conclude that rs = 3, si > 4, and ss > 3. By 
Lemma 1 there is a matrix B in a(R, S) containing l’s in columns 1,2, n of 
row 1. The matrix obtained from B by removing row 1 leads to the 
conflicting situation. 
Suppose that s, = m - 2 and r,,, = n - 2. Then rl > 4, s1 > 4, r2 > 3, 
and s2 > 3. Moreover, sg > s,_ 1 > 2. By Lemma 1, there is a matrix B in 
‘1I(R, S) containing l’s in rows 1,2,. . , s1 - 1, m of column 1. The matrix 
obtained from B by removing column 1 leads to the conflicting situation. The 
lemma is proved. ??
In the sequel we set k =f(R, n) and I =f(S, ml. 
LEMMA 8. Let %?l(R, S) be a nonempty monotone class, and let r,,, > 1 
and s, > 1. Suppose that 
(R,S) # ((nk+‘,(l + 1) “‘-k-l),(m’+l,(k + l)“-“-I)) (4) 
and some matrix in the class ‘%(R, S) contains the configuration za. Then 
some matrix in ‘%(R, S) contains the configuration &. 
Proof. Note that at most two rows of l’s and at most two columns of l’s 
can be used in forming the configuration z3 or z4. Because of this, we can 
assume that k < 1 and 2 < 1. 
Since some matrix in ‘%(R, S) contains the configuration &, we know 
that rz > 4, s2 > 4, s,_ 1 < m - 2, and r,,, _ 1 < n - 2. If k = 1 = 0, then 
the set of conditions (3) holds and Lemma 7 completes the proof. 
Let 1 = k = 1. Then s, > 2 and r,,, > 2. If ss = 2, then r3 = 2, i.e. (4) 
is not valid, a contradiction. Thus sg > 3 and rs > 3. But then Lemma 6 is 
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applicable to the class %‘I( R’, S ‘I. where 
R’ = (rZ - l,..., r,,, -- I), S’ = ( .s2 - I,. , s,, - 1) 
We arrive at a contradiction. 
Let k = 1 and I = 0. Then Lemma 6 is applicable to the class Vl(R”, S” ), 
where 
R” = (r2,...,r,,,), S" = S - E,, . 
And we again arrive at a contradiction. The lemma is proved. ??
THEOREM 2*. Let %(R, S) be a nonempty monotone class. Suppose 
that r,,, > 1 and s, > 1. Then some matrix in the class 2X( R, S) contains the 
con.guration K3 or K4 if and only if one of the following sets of conditions 
holds : either 
m>k+3, rk+] al++, rkf2 > 1 + 2, r,,, Q n - 2, 
(5) 
n>1+3, s/+~ > k + 3, s[+~ > k + 2, s,, < m - 2, 
(BPS) # (((n - l)“‘P1,l),((m - l)‘-l-1)) (6) 
or 
(R, S) = ((n’+‘,(l + l)“‘~k-l),(mi+‘,(k + l)“-‘-I)); 
k > 1, E>l, m>,k+3, n>l+3. (7) 
Proof. As in the proof of Lemma 8, we can assume that k < 1 and 
1 < 1. 
The necessity: Because some matrix in ‘2I(R, S> contains the configura- 
tion K4, from Lemma 8 it follows that either the set of conditions (7) holds 
or some matrix in ‘?I(R, S) contains the configuration Es. 
If the latter is true, then the conditions (5) hold. Moreover, if the 
condition (6) were untrue, then the class !?I( R, S) would consist of two 
matrices up to permutations of rows and columns. It is easy to verify that 
neither of these two matrices contains the configuration Ka. 
The sufficiency: If (7) holds, then any matrix in 2I(R, S) contains the 
configuration &. Suppose that the set of conditions (5)-(6) holds. If 
k = 1 = 0, then Lemma 6 completes the proof. If k = 1 = 1, then Lemma 6 
is applicable to the class %(R’, S’), where R’ and S’ are the same as in the 
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proof of Lemma 8. If k = 1 and 1 = 0, then Lemma 6 is applicable to the 
class ‘%(R”, S”), where R” and S” are the same as in the proof of Lemma 8. 
The theorem is proved. ??
In fact Theorem 2 is the complementary reformulation of Theorem 2*. 
Proof of Theorem 3. If the set of conditions (1) does not hold, then the 
proof of the theorem follows from Lemma 8 and Theorem 1. 
Suppose that (1) holds. We set 
R’= (n,(p - l)‘-“,3,1”‘) and S’ = (m,(t - I)‘-‘,3,1”-p). 
It is easily verified that the pair (R, S) is potentially joint relative to the pair 
(R’, S’). Also, for every matrix C = [cij] in %( R’, S’) there are u and v such 
that c,, = 0, 1 Q u Q t - 1, 1 < o < p - 1. On the other hand, I’%(R, S>l 
= 1. Moreover, for the matrix B = [b,,] in a(R, S) we have b,, = 1 for all 
l<u<t-landl<v<p - 1. This implies that the classes a( R, S) and 
(u( R’, S’) are not jointly realizable. The theorem is proved. ??
The authors are very grateful to the referee for his valuable remarks and 
suggestions. 
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