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SVM Separation of Variables Method
Swerad SWEdish ground-based RADar network
TMI TRMM Microwave Imager
TMM T-Matrix Method
TRMM Tropical Rainfall Measuring Mission
TWR Triple-Wavelength Ratio
UHF Ultra High Frequency, 0.3 to 3 GHz, λ = 100 to 10 cm
U.S. the United States
VIEF Volume Integral Equation Formulation
VPR Vertical Profile Reflectivity
W Frequency band, 75 to 110 GHz, λ = 0.40 to 0.27 cm
WMO World Meteorological Organization





a incident field terms of TMM
a0 coefficient in turbulence correction
a, b, c, d hits, false alarms, misses, correct rejections of a 2 × 2
contingency table
ad prefactor of the ρ(D) relation
ads,dms prefactor of the ρ(D) relation in snow, melting snow
am prefactor of the m(D) relation
ams,mms,mr prefactor of the m(D) relation in snow, melting snow, rain
an Mie scattering coefficient
av prefactor of the v(D) relation
avs,vms prefactor of the v(Ds) relation in snow, melting snow
arvs,vms,vr prefactor of the v(Dr)-relation in snow, melting snow, rain
ax axis ratio of a spheroid
axs,xms,xr axis ratio of a snow, melting snow, rain particle
azr prefactor of the Z −R relation
azs prefactor of the Ze − S relation
A cross-sectional area
A,B,C,D constants in a relation of the imaginary part of dielectric
permittivity of ice
A(D) area-dimensional relation
Ae area normal to the flow
Aeff effective area of antenna
Ag geometric cross-sectional area
Ah,v,dr horizontal, vertical, differential attenuation
Am constant in approximate formula for Fms in (Szyrmer and
Zawadzki, 1999)





Atot total area ratio of a measured particle
b0 coefficient in turbulence correction
bd exponent of the ρ(D) relation
bds,dms exponent of the ρ(D) relation in snow, melting snow
bm exponent of the m(D) relation
bms,mms,mr exponent of the m(D) relation in snow, melting snow, rain
bn Mie scattering coefficient
bv exponent of the v(D) relation
bvs,vms exponent of the v(Ds) relation in snow, melting snow
brvs,vms,vr exponent of the v(Dr) relation in snow, melting snow, rain
bzr exponent of the Z −R relation
bzs exponent of the Ze − S relation
Bm constant in approximate formula for Fms in (Szyrmer and
Zawadzki, 1999)
c speed of light
cd exponent of the melting snow drag coefficient relation in
Yokoyama and Tanaka (1984)
cg factor in the description of melting snow fall velocity in
Szyrmer and Zawadzki (1999)
C0 pressure drag coefficient
Cc capacitance factor of a particle
Cci,cs,cms,cr capacitance factor of a ice, snow, melting snow, rain particle
Cd drag coefficient




dmax diameter of the largest cloud droplet
D diameter
D0 median volume diameter
Di,s,ms,r diameter of a ice, snow, melting snow, rain particle
Dm mass-weighted mean diameter
Dmax maximum observed diameter
Dveq volume equivalent diameter
Dv water vapor diffusivity in air at 0◦C, 2.111˙0−2m2s−1
DWRλ1/λ2 Dual-wavelength ratio between reflectivity factors at
wavelengths λ1 and λ2
e¯i,s electric field unit vector into incident, scattered direction
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esat,w,i saturation vapor pressure over water, over ice
E collection efficiency
E¯ electric field
E0 electric field amplitude
Eagg aggregation efficiency
E¯inc,int,s,tot incident, internal, scattered, total electric field
Er field ratio
f frequency
f(k¯s, k¯i) scattering amplitude
fm melted mass fraction
frim degree of riming
fV volume fraction
F ventilation factor for vapor and heat diffusion
Fs,ms,r ventilation factor for vapor and heat diffusion in snow,
melting snow, rain
g gravitational acceleration, 9.81 ms−1
gdiff heat transferred by conduction
gv factor describing the changes of snow particle terminal
velocity in melting in (Szyrmer and Zawadzki, 1999) or
(Battaglia et al., 2003)
G LWE precipitation accumulation
G¯0 dyadic Green’s function
Gt antenna gain
h height
h¯ horizontal component, also as subscript h
h¯1n spherical Hankel function of the first kind
hmax experimental melting layer thickness
H¯ magnetic field
H¯inc,int,s,tot incident, internal, scattered, total magnetic field
I¯ unit dyad
j imaginary unit
j¯ Bessel function of the first kind
J¯ electric current
k wavenumber, number
k0 wavenumber in vacuum
ka thermal conductivity of air at 0◦C, 2.4× 10−2Jm−1s−1K−1




Kdp specific differential phase
Ki,p,s,w dielectric factor of ice, snow, particle, water
L length parameter
Lat atmospheric attenuation
LDR Linear Depolarization Ratio
Lf latent heat of fusion at 0◦C, 334Jg−1





lmn spherical wave function, k
th kind of Bessel function, l is even
or odd of sinusoidal function, m and n are number of terms in
cos- and sin-functions
ms,ms,r mass of snow, melting snow, rain particle
M¯ magnetic current
Mw molecular weight of water, 18 gmol−1
n,N number
N0 intercept parameter of exponential or gamma distribution
N(D) particle size distribution
n¯
(k)
lmn spherical wave function, k
th kind of Bessel function, l is even
or odd of sinusoidal function, m and n are number of terms in
cos- and sin-functions
Ns,ms,r() particle size distribution in snow, melting snow, rain
Nt total particle concentration
Nw intercept parameter of normalized gamma distribution
p perimeter of a particle
p scattered field terms of TMM
p¯ dipole moment
Pa,s absorbed, scattered power
P¯ 1n Legendre function of the first kind
Pr,t received, transmitted power
r radius of a particle
r¯, r¯′ range vector
ra,b radius of a particle along axis a or b
R rain rate, distance in far-field
Re Reynolds number
RH relative humidity in %




Sf (k¯s, k¯i) form factor of RGA
Sh Sherwood number






T0 temperature on a particle surface
T∞ temperature of surrounding air
Tw wet-bulb temperature
u dimensionless form factor corresponding inclusion shape
U volume flux
v terminal fall velocity of a particle
v¯ vertical component, also as subscript v
v∞ observed fall velocity of particle
va vertical velocity of air
vs,ms,r terminal fall velocity of snow, melting snow and rain particle
v(D) velocity-dimensional relation
vZ reflectivity-weighted fall velocity
V volume of a particle
Vrdr measurement volume of a radar
Vs,ms,r volume of a snow, melting snow, rain particle
x size parameter
Xb Best number
x, y, z,X, Y, Z axis of Cartesian coordination
Z reflectivity factor
Zdr differential reflectivity factor
Ze equivalent reflectivity factor
Z −R reflectivity factor - rain rate relation
Ze − S equivalent reflectivity factor - snowfall rate relation
α eccentricity of spheroid
αk polarizability of kth dipole
Γ() complete gamma function
δ inclusion size
δ0 boundary layer thickness
δhv backscatter differential phase








i,s,ms,w relative permittivity of ice, snow, melting snow, water
ic,mt permittivity of inclusion, matrix medium
st low-frequency or static permittivity
η wave impedance
ηa dynamic viscosity of air at 0◦C, ηa = νaρa
θ elevation angle
λ wavelength
Λ slope parameter of gamma distribution
μ shape parameter of gamma distribution, permeability
μ0 permeability in vacuum, 4π · 10−7 Vs/Am
μs permeability of snow
νa kinematic viscosity of air at 0◦C, 0.1346cm2s−1
ρ density
ρa,i,s,ms,w density of air, ice, snow, melting snow, water
ρ(D) density-diameter relation
ρ(D0) density - median volume diameter relation
ρhv correlation coefficient
σa,b,e,s absorption,backscattering, extinction, scattering cross-section
τ relaxation time, pulse length
φ azimuthal angle
χ heat transfer coefficient
ψa,b,c depolarization factors of a spheroid
Ψa,b,c factors related to ψa,b,c
ω angular frequency




"Don’t bother me with high and low
with model runs and upper flow.
The only thing I want to know
is: Will it snow, yes or no?"
Freely adapted from Prof. of Meteorology Herfried Hoinkes, Innsbruck
1970.
The modern society is increasingly vulnerable to hazards caused by se-
vere weather events, heavy snowfall being one of them. The preparation
and mitigation actions for reducing the losses caused by winter storms
are economically significant. A good example is aviation, where the ex-
act timing, the expected amount and type of snowfall is an important
knowledge in mid and high latitudes. Snowfall affects visibility conditions,
rerouting of flights, airport maintenance services, and deicing activities.
Also, road traffic maintenance in cities and counties must be prepared for
snow storms, for keeping the streets and highways safe for commuting
citizens and ground transportation. In Finland every year thousands of
households are without electricity, sometimes even for days, when the
weight of accumulated snow breaks tree branches over electric power lines
and in unfortunate cases the building roofs collapse under the snow load.
At higher latitudes and mountainous regions, the accumulated snowpack
through winter precipitation is vital for providing a large proportion of
the freshwater resources required for many communities throughout the
world.
Globally, precipitation acts as a significant coupling between Earth’s wa-
ter, energy and biogeochemical cycles (Hou et al., 2014; Skofronick-Jackson
et al., 2015). Storage, transport, and release of latent heat associated with
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cloud formation and precipitation processes constitute about 75% of the
heat energy of the atmosphere and at high-latitudes and polar regions
more than 25% of precipitation falls in the form of snow (Field and Heyms-
field, 2015). Schiermeier (2010) stated that the precipitation is one of the
most significant gaps in climate change studies. One of the reasons for
the insufficiently understood cloud and precipitation systems is the lack of
comprehensive observations in different climate regimes (Stephens and
Kummerow, 2007).
Continuous monitoring of winter precipitation, both at local and global
scales, is essential for the scientific research of winter weather. Remote
sensing instrumentation plays a key role for the needed coverage. In
this work, remote sensing instruments operating in the microwave region
from 5 GHz to 183 GHz were used, with the corresponding wavelengths
ranging from centimeters to millimeters. The microwave region is optimal
for observing precipitation and clouds. In this region, the sensors are
sensitive to the hydrometeor-sized particles, but the transmissivity of the
atmosphere is still high for detecting objects at long distances. Remote
sensing observations can cover large areas. For ground based radars the
distance can be hundreds of kilometers, and the range is limited more
by the curvature of Earth and vertical structure of precipitation, and
not by the technology. The temporal and spatial resolution of a weather
radar network is superior compared to e.g. a network of the traditional
surface instruments such as precipitation gauges. In addition to large scale
observations, radars can also obtain a 3D-state of the lower atmosphere
providing information on the vertical structure of precipitating systems.
Ground-based remote sensing instruments are usually located in populated
areas because of the required infrastructure. On a global scale, satellite
observations are needed to cover the oceans and rural areas (Kidd and
Levizzani, 2011).
In remote sensing, the primary task is to solve the properties of the
object by extracting them from the parameters that can be measured
with the instrument, in this case, from observations of electromagnetic
radiation. This is called an inverse problem, where the needed quantity
must be inferred from its indirect manifestation. Thus it is necessary to
establish relations between the properties of the object and the observed
parameters. In remote sensing the needed relations are found by studying
the interactions, i.e. scattering and absorption, of electromagnetic waves
with the object and identifying the errors induced by other sources. This is
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called forward modeling or solving the direct problem. When a connection
is found, the inverse problem can be formulated (Logvin et al., 2002).
The snow particles consist of ice and air in elusive quantities in a complex
structure, and thus electromagnetic scattering properties are challenging
to be defined. As to a rain drop, a spheroid or sphere describes the true
particle shape quite accurately. For snowflakes, more complicated models
or approximations must be assumed causing uncertainty in remote sensing
retrievals. Due to the differences in electromagnetic properties of ice and
water in the microwave region, the scattering response of a dry snowflake
to electromagnetic radiation is weaker than that of a water drop. Therefore,
the power received at a remote sensing sensor from snowflakes is less than
the backscattered power from same-sized water droplets (Rinehart, 1997).
The scattering characteristics of melting snowflakes are even more complex
as the scattering is highly sensitive to the amount of melted liquid present
in a particle. Melting ice particles are important mainly as an error source
in precipitation estimates and as a cause of signal attenuation on satellite
links (Klaassen, 1990; Matrosov, 2008).
It is a challenge that many microphysically interesting quantities are not
easily obtained from the remote sensing parameters. One way to constrain
the inverse problem is the increase of measurements, e.g. by simultane-
ously measuring at several frequencies or polarizations. The algorithms in
satellite-based precipitation estimates with passive instruments apply sev-
eral frequency channels to distinguish the impact of different components
of electromagnetic interactions on the observed radiation (Bennartz and
Bauer, 2003). Also, adding more frequencies to radar measurements has
shown to improve the derived snow particle properties (Matrosov, 1992;
Kneifel et al., 2011). The size, location, and radial fall velocity of hydrome-
teors can be retrieved from single polarization radar observations, however,
polarimetric observations are sensitive also to the shape and orientation
of the hydrometeors, and can be utilized to discriminate the radar echoes
of different objects (Bringi and Chandrasekar, 2001). Dual-polarization
Doppler radars have been successfully used in hydrometeor classification
algorithms (HCA) (Chandrasekar et al., 2013).
Surface measurements are essential when investigating microphysical
processes and properties of winter precipitation. They are utilized in
parameterizing quantities firstly for the forward modeling, and secondly
for verifying remote sensing retrievals, and thirdly for the understanding
how the microphysical processes are manifested in the remote sensing
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observations. In the past, properties of individual snow particles were
recorded manually (Locatelli and Hobbs, 1974). Although the observations
were performed carefully, their representativity in temporal and spatial
scale was poor. Automatic observations of snowfall are made using optical
disdrometers, which typically measure particle size, fall velocity, particle
size distribution and some description of a particle shape. Automatic
observations offer the possibility to gather extensive data sets, but the
complex structure of the snowflakes is challenging (Wood et al., 2013).
At present, there is no instrument developed, which could observe the
3D-structure or measure the mass of a single snowflake. Gauges provide
a physically direct measure of precipitation rate and often act as the
ultimate reference. In many regions of the world, a network of precipitation
gauges is the only measurement method available (New et al., 2001).
However, gauges are also prone to errors, the main source of uncertainty
being the under-catching of the precipitation, primarily caused by wind-
induced turbulence over the gauge orifice, being most pronounced for snow
measurements (Peterson et al., 1998).
This thesis focuses on the investigations of microphysical processes in
winter precipitation and attempts to connect these processes to remote
sensing observations. The starting point is to utilize surface observations,
mainly performed with an optical disdrometer and a precipitation gauge.
Two different methods are applied to retrieve the mass of the falling snow
and are presented in Publication III and Publication IV. The changes
of mass are linked to microphysical processes, namely aggregation and
riming, and these are connected to signatures obtained from single- and
triple-frequency radar observations shown in Publication IV and Publica-
tion II. The effect of microphysical parameterization to radar observations
is studied. Improvements for estimation of radar-based snowfall rate are
suggested in Publication IV and their feasibility is shown by validating
the space-based radiometer snowfall rate as described in Publication V.
The impact of parametrization of snow properties on the melting process
is researched by combining the melting model with radar observations in
Publication I. Based on the findings an attenuation correction for C-band
weather radar measurements is suggested.
The studied microphysical properties of hydrometeors and main pro-
cesses of winter precipitation are presented in Chapter 2. The surface
instrumentation used in this research work are presented in Chapter 3,
and the uncertainties of the different instruments are described and com-
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pared. In Chapter 4 the basic concepts of the electromagnetic scattering
theory are defined, and the background of the used methods and approxi-
mations applied in this work are presented. Remote sensing methodology
is determined in Chapter 5. The main results of this thesis are summarized
in Chapter 6, and the impact of the research work is evaluated and some




2. Microphysics of snow
"Snow crystals are the hieroglyphs sent from the sky."
Ukichiro Nakaya, Snow Crystals: Natural and Artificial, 1954
Ukichiro Nakaya was a Japanese physicist, who developed a technique
for making the first artificial snow crystals in the 1930s. He studied how
the growing conditions influence the snow crystal shape, and vice versa,
how the snowflake structure can reveal different meteorological conditions
aloft.
2.1 Microphysical parameters
Microphysical parameters describing snowfall are e.g. size, mass, shape
and terminal velocity of a snow particle, and for an ensemble of snowflakes,
particle concentration in a given volume. By examining these microphysi-
cal properties, the evolution and the interactions of hydrometeors governed
by the atmospheric dynamics and thermodynamics can be investigated.
The definition of dimension for a non-spherical snow particle is am-
biguous; often it is defined as the diameter of the circumscribing sphere,
the mean diameter of maximum diameters in two orthogonal directions,
disk- or volume-equivalent diameter. Different scientific communities have
applied different definitions based on used measurement methodology. For
instruments recording particles as images, the maximum diameter defined
from the circumscribing sphere e.g. in (Mitchell, 1996; Heymsfield et al.,
2004; Heymsfield and Westbrook, 2010) and (Publication IV, Publication
V) or the disk-equivalent diameter e.g. in (Heymsfield et al., 2002) and
(Publication III) is a common practice. Instruments, which observe par-
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ticles by taking images from multiple angles have a broader view on the
particle shape. In these studies, the diameter is typically an approximation
of the volume-equivalent diameter e.g. in (Brandes et al., 2007; Wood et al.,
2013; Huang et al., 2015). The limited observation geometry produces
uncertainty also on the parameters derived from the dimension such as
mass, velocity or reflectivity factor. The uncertainty between the observed
dimensions relative to the true dimensions of the particle are estimated e.g.
in (Schefold, 2004; Szyrmer and Zawadzki, 2010; Schmitt and Heymsfield,
2010; Wood et al., 2013) and also discussed in Publication IV.
Given the need to define properties of an ensemble of particles with
different dimensions, properties such as mass and fall velocity are usu-
ally defined in the power-law format. Format is an approximation, but
it is shown to work well in many cases. However, there is evidence that
a single set of power-law factors may not be representative for the com-
plete range of sizes e.g. (Mitchell, 1996; Mitchell and Heymsfield, 2005;
Khvorostyanov and Curry, 2005; Schmitt and Heymsfield, 2009; Cotton
et al., 2013; Szyrmer and Zawadzki, 2014; Erfani and Mitchell, 2016). The
factors can be different for the smaller size regime than for the larger
particles, and the different pair of factors are important for the lower and
higher moments of the particle size distribution (Mitchell and Heymsfield,
2005; Szyrmer and Zawadzki, 2014).
For the mass-dimensional relation (m(D)), the power-law format is
m = amD
bm , (2.1)
where m is the mass in g, D is the defined diameter typically in cm, pref-
actor am is in gcm−bm and exponent bm has values between 0 < bm ≤ 3.
There are several studies, which determine the m(D) relation for cer-
tain snow particle types e.g. (Magono and Nakamura, 1965; Locatelli and
Hobbs, 1974; Mitchell et al., 1990; Mitchell, 1996; Brown and Francis,
1995; Heymsfield et al., 2004, 2007, 2010). Typically for fluffy low-density
aggregates, the value of bm is close to 2, and for denser particles such as
graupel, it is close to 3. On the other hand, the prefactor am varies more
than by a factor of ten between different particle types.
Terminal velocity is the constant velocity of a freely falling hydrometeor
when the gravitational force pulling the particle downward is balanced with
the slowing aerodynamic drag (Rinehart, 1997). The fall velocity depends
on the particle shape and mass, as well as the density and viscosity of
the atmosphere. Higher in the atmosphere, where the density of air is
less than near the Earth’s surface, the particles fall faster. Spheres and
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other smooth particles fall faster than rougher particles of equal size, and
dense particles fall faster than fluffier particles. The fall behavior of snow
particles is driven by mass distribution in the particle and how the shape
is exposed to the fall direction. Hydrometeors tend to fall in orientation
by maximizing the drag, i.e. the maximum dimension of a snowflake is
aligned horizontally. Because of the complex structure of snowflakes, the
fall patterns can be unstable, and particles can swing or tumble while
falling. The fall behavior of single crystals or snowflakes have been studied
e.g. by (List and Schemenauer, 1971; Zikmunda and Vali, 1972; Zikmunda,
1972; Kajikawa, 1972; Cho et al., 1981; Heymsfield and Kajikawa, 1987;
Garrett et al., 2015).
The fall velocity-dimensional v(D) relation defined here in ms−1 is
v = avD
bv . (2.2)
For different snow particles, according to Locatelli and Hobbs (1974) the
prefactor av varies around 0.62-1.5 ms−1mmbv and the exponent bv is
changing from 0.12 to 0.66.
The particle size distribution (PSD) expresses the number of parti-
cles per given size interval in a measurement volume. PSD parameter
describes the population of the particles and also depends on prevailing
microphysical processes, e.g. a wider distribution with large particles is
expected for aggregation (Brandes et al., 2007). A gamma functional form
is typically used to describe precipitation (Ulbrich, 1983)
N(D) = N0D
μexp(−ΛD). (2.3)
N(D) is often expressed in mm−1m−3, where N0 is the intercept parameter
in mm−1−μm−3, D is the diameter in mm, μ is the shape parameter, and
Λ is the slope parameter in mm−1. For μ = 0, Eq.(2.3) transforms to
exponential distribution proposed by Marshall and Palmer (1948).
To estimate parameters of gamma distribution, the moment method of D





−(μ+n+1)Γ(μ+ n+ 1), (2.4)
where Γ() is the complete gamma function. The zeroth moment defines the






Above, an analytical solution is obtained using the complete gamma func-
tion and the integration limits are set to infinity. In reality, the integral is
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truncated from both directions. The moment method may also be defined
on the truncated moments with incomplete gamma function, e.g. in (Mallet
and Barthes, 2009; Kumar et al., 2011). The lower limit is larger than zero,
because of the resolution threshold of the measuring instrument (Moisseev
and Chandrasekar, 2007) and the top limit is usually constrained because
the occurrence of large particles is not representative during the given
integration time and instrumental limitations. The effect of truncation
is discussed in e.g. (Ulbrich and Atlas, 1998) and the induced bias to the
quantities of nth moment due to limited sample in e.g. (Smith and Kliche,
2005).
To describe a mean diameter of precipitating particles often either mass-






or the median volume diameter (D0) are used (Bringi and Chan-








D0 describes the diameter in a given volume such that half of the volume
is contributed from particles smaller than D0.
2.2 Snow growth processes
For snow particles, the evolution starts by ice nucleation and continues
firstly by diffusional growth and secondly by the collection of other particles
in aggregation and riming. At some point, the snow particle reaches the
mass, where gravitational attraction is larger than the net force of the
air buoyancy and updraft, and it will fall towards the ground. If the
particle falls below the 0◦C isotherm, it will melt and eventually change
into raindrop before reaching the ground.
2.2.1 Ice nucleation
In cold clouds, where the temperature is below 0◦C, ice and supercooled
cloud droplets are often coexisting. Ice crystals can be formed from cloud
water vapor by two pathways; vapor can deposit directly to the ice phase,
or it first condensates to a liquid phase and then freezes. The latter is
more common, only in extreme conditions at temperatures −100◦C the
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Figure 2.1. Morphology of snow crystals as a function of different temperature and su-
persaturation conditions. Photo credits: Lamb and Verlinde (2011) with
permission.
direct way is more likely (Lamb and Verlinde, 2011). The freezing of a
cloud droplet can either be triggered by aerosol particles acting as ice
nuclei (IN) or occur homogeneously (without IN) below a temperature
of −38◦C (Pruppacher and Klett, 1997). For the homogeneous freezing,
e.g. for micrometre-sized droplets at −38◦C temperature, the required ice
saturation ratio is 1.45 (Koop et al., 2000), and thus between −38◦C and
0◦C ice crystals are more likely formed by heterogeneous nucleation. Suit-
able INs are solid, water-insoluble particles e.g. desert and agricultural
dust, biogenic particles with some bacteria and fungi, soot and sulfate
particles (Hoose and Möhler, 2012). The number concentration of cloud
condensation nuclei (CCN) is usually much higher than the IN concentra-
tion, and one of the important scientific questions has been to explain the
observed high number of ice particles relative to the smaller number of
INs. Both the homogeneous and heterogeneous nucleations are considered
as primary ice production processes, and the high amount of ice particle
have been explained by secondary ice production (Field et al., 2017). Sev-
eral mechanisms have been proposed, e.g. rime splintering, shattering of
freezing large supercooled drops, fragmentation of delicate ice crystals in
ice to ice particle collisions (Hallett and Mossop, 1974; Rangno and Hobbs,
2001; Yano and Phillips, 2011; Rangno and Hobbs, 2005; Lawson et al.,
2015).
2.2.2 Growth by vapor deposition
The ambient temperature mainly defines whether the crystal grows into
plate-like or columnar form, in any case, because of the molecular structure
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of water, the ice crystals usually have hexagonal symmetry. The humidity
conditions influences the complexity of the snow crystal. A snow crystal
morphology diagram, also called a Nakaya Diagram, shown in Figure 2.1,
presents the humidity and temperature regimes for a certain snow crystal
habit. Thin plates grow around a temperature of -2◦C, while columns and
needles appear near -5◦C. Larger stellar-like plates and dendrites form
near -15◦C. The vapor growth is a nonlinear process, which dynamics is typ-
ically dominated by attachment kinetics in combination with two transport
effects: particle diffusion, which carries water molecules to the growing
crystal, and heat diffusion, which removes latent heat generated by solid-
ification (Libbrecht, 2005). The process is sensitive to small changes in
temperature, supersaturation, and other factors; hence there is substantial
variability in crystal sizes and shapes even though crystals would have
grown under fairly similar conditions (Libbrecht, 2005). The deposition of
vapor on the surface of the ice crystal is following the vapor concentration
gradients. In low supersaturations, the gradients are relatively weak, and
the crystal shape follows the underlying crystallography. At high super-
saturations, stronger radial gradients are present, and vapor gradients
conduct the deposition growth to the protruding crystal features (Lamb
and Verlinde, 2011).
Because of the lower equilibrium vapor pressure of ice compared to the
one of water, in mixed-phased clouds, ice particles grow faster than cloud
droplets and consume the available vapor. If the vapor is taken up by
ice particles more rapidly than can be supplied by uplift, supersaturation
with respect to water drops below zero and the droplets evaporate and are
consumed by the ice particles. The growth of ice particles in the presence
of liquid water is called the Wegener-Bergeron-Findeisen process. The
deposition growth takes from 15 minutes to an hour, and the diameter of
snow crystals varies from 10 μm at the top of the cloud to centimeter scale
towards the bottom of the cloud (Baran, 2012). The initial growth from
the vapor gathers more and more mass onto the snow crystal, and it is
increasingly affected by the gravitational attraction and starts to fall. A
falling particle will interact with other particles and through interaction
with other particles grows even further.
2.2.3 Riming
In the riming process, the super-cooled cloud droplets collide with the
falling snow particle and rapidly freeze on its surface. At an early stage of
36
Microphysics of snow
riming the original crystal is still visible as can be seen in Figure 2.2a. As
the riming process continues, more frozen droplets are covering the particle,
and the underlying structure is only vaguely recognizable (Figure 2.2b).
When the snow crystal is obscured, and the particle is more roundish and
white, it is called a graupel (Figure 2.2c).
(a) (b) (c)
Figure 2.2. Snow crystals with different stages of riming, c) shows an example of graupel.
Images are taken with the University of Utah MASC (Multi Angle Snowflake
Camera) photo credits: Prof. Timothy Garrett with permission.
The stages of riming were previously determined by manual observations
of individual particles (Harimaya and Sato, 1989; Mitchell et al., 1990;
Mosimann et al., 1994). Mosimann et al. (1994) presented a scale between
0 to 5 (unrimed to graupel) based on the estimated percentage of rime
coverage on the surface of the crystal. Lately, also automatic classification
is reported based on e.g. roundness of the particle and interpixel brightness
variability in (Garrett and Yuter, 2014) and both dimensions and shape
descriptors of contour images and fall velocity differences in Grazioli et al.
(2014).
The accretion of cloud droplets onto a snow particle adds its mass. The
mass growth rate is dependent on snow particle and droplet properties and
PSD of the droplets (Pruppacher and Klett, 1997; Jensen and Harrington,








E(D, d)Ag(D, d)|v(D)− v(d)|m(d)N(d)dd, (2.8)
where d is the diameter of a cloud droplet, Ag(D, d) is the geometric cross-
sectional area occupied by both the snow particle and droplet, E(D, d) is
collection efficiency between the cloud droplet and snow particle, v(D) and
v(d) are the fall velocities of the snow particle and droplet, respectively,
m(d) is the cloud droplet mass, N(d) is the cloud droplet number distri-
bution, and dmax is the diameter of the largest cloud droplet. Commonly
it is assumed that the super-cooled droplets freeze on the snow particle
upon impact, and therefore the collection efficiency E(D, d) is equal to the
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collision efficiency, hence the sticking efficiency is considered 1.0 (Lamb
and Verlinde, 2011; Erfani and Mitchell, 2017). The collision efficiency
in riming is affected by the shape and size of the collecting snow particle,
and the particle must have grown by vapor to some critical size to collect
cloud droplets, e.g. approximately size of 35μm for hexagonal columns and
greater than 110 μm for hexagonal plates (Harimaya, 1975; Pitter and
Pruppacher, 1974; Bruintjes et al., 1987; Wang and Ji, 2000; Lamb and
Verlinde, 2011). If hexagonal columns and plates are compared, riming
rate is higher for columns because of their faster fall velocity and higher
collision efficiency (Erfani and Mitchell, 2017). The fall velocity of the cloud
droplet is typically assumed to be zero (Heymsfield, 1982; Zhang et al.,
2014). The collision efficiency is dependent on the size of the droplet; it is
small for the droplet diameter smaller than 10 μm, e.g., (Kajikawa, 1974;
Harimaya, 1975) and increases for larger droplet sizes (Pruppacher and
Klett, 1997; Erfani and Mitchell, 2017).
The fall velocity of the snow particle increases with riming, not only
because of the addition of the mass by accreted cloud droplets but also due
to the different fall behavior of the rimed particles (Zikmunda and Vali,
1972). In (Locatelli and Hobbs, 1974) it is concluded that the densely rimed
particle falls with speed up to twice as great as of a similar unrimed particle
with the same maximum dimension. The fall velocity of rimed snowflakes
depends on both the riming degree and their crystal type composition; the
fall velocity of snowflakes consisting of irregular crystals is rather high
for all riming regimes, whereas for needle or plate aggregates fall velocity
increases with riming, and for aggregates of dendrites, the fall velocity is
low throughout all degrees of riming stages (Barthazy and Schefold, 2006).
Based on the conceptual study of Heymsfield (1982) at the early stages
of riming the water droplets accrete to the spaces between crystal branches
and the diameter of the particle is not increasing. This leads to a result
in a power-low m(D) relation in Eq.(2.1) that the exponent, bm, remains
constant, while the prefactor, am, increases. Although earlier studies e.g.
Locatelli and Hobbs (1974) stated that the exponent to be higher for rimed
particles, Erfani and Mitchell (2017) showed that based on their data set,
the exponent values are similar for unrimed and rimed particles. A similar
observation was seen in Publication IV, where the exponents of m(D) of
different snow events were classified according to liquid water path (LWP),
which can be considered as a proxy indicating riming process.
Riming is an important precipitation process, as observational studies
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have shown it to contribute substantially to the snowfall rates and a large
percentage of cloud systems contain supercooled liquid water (Hogan et al.,
2003; Moss and Johnson, 1994). Mitchell et al. (1990) have estimated that
riming constituted 30 to 40 % of the mass of fresh snow and Moisseev
et al. (2017) found that with 22 snow events during winters 2014-2015
in Southern Finland the riming is responsible for 5% to 40% of snowfall
mass. Riming is more common in the beginning or at the end of the season
with milder temperatures, and also near large water bodies (Jiusto and
Weickmann, 1973). In a lake-effect snow storm, riming of snow aggregates
significantly influences the microphysical structure of the storm (Iguchi
et al., 2012).
2.2.4 Aggregation
The snow crystals also tend to grow as they fall by colliding and stick-
ing with other crystals forming an aggregate, these are usually called
snowflakes (Lamb and Verlinde, 2011). The efficiency of the aggregation
process seems to depend mainly on the crystal habit and the temperature
region (Young, 1993). The aggregation rate, i.e. changes in the snow par-



















where the first term describes the production of the ice aggregates of mass
m due to aggregation of crystals having mass m−m′ and m′ and the second
term the depletion of aggregates of mass m due to the aggregation with
particles of mass m′. The geometric cross-sectional area occupied by both
the original snow particles isAg(m−m′,m′), Eagg(m−m′,m′) is aggregation
efficiency, v(m −m′), v(m′) and N(m −m′), N(m′) are the fall velocities
and PSDs of the snow particles, respectively. The aggregation efficiency
Eagg(m −m′,m′) is a product of the collision and sticking efficiency. The
sticking efficiency is temperature-dependent and typically smaller than
one.
Snow crystals adhere to each other with different mechanisms e.g. the
dendrites can mechanically interlock together as their arms are acting
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as hooks or more simple structures can stick together due to electrostatic
forces or sintering (Lamb and Verlinde, 2011). The mechanical interlocking
is the prominent mechanism for aggregation in a temperature regime
between -10 and -15◦C. Although a snow particle is frozen, the water
molecules near the crystal surface are less bound to the structure and are
acting more as liquid-like. In sintering, the quasi-liquid molecules diffuse
across the ice surface from a place of lower curvature or the environment
towards a place of higher curvature, such as the contact point between
two particles and form a solid bond. Sintering does take place at colder
temperatures, but more efficiently near 0◦C. The largest aggregates are
usually found within a few degrees of 0◦C (Young, 1993).
Aggregates have a highly irregular structure; they can be composed
of any number of crystals, from a few to hundreds, in any arrangement.
Depending on the primary particle habit, their structure can be loose, as
usually with needle aggregates, or denser, if also riming is increasing the
density and freezing cloud droplets are attached to open structure. Aggre-
gation is an effective growth mechanism, and usually, the particle diameter
is growing from millimeter to centimeter scale, such as for snowflakes the
density always decreases as a function of the diameter. Hence the aggrega-
tion process can be recognized from the lower values of the exponent bm of
m(D)-relation. Typically bm is approximately 2. In his thesis, Westbrook
(2004) showed by simulating aggregates that bm> 2.0 and the simulated
aggregates had a fractal dimension df= 2.05 ± 0.1. Similar results were
obtained in (Ishimoto, 2008; Schmitt and Heymsfield, 2010) for df to have
values 2.1 and 2.0-2.3, respectively. This is also confirmed by fitted values
to measured aggregates e.g. in (Locatelli and Hobbs, 1974; Mitchell, 1996;
Heymsfield et al., 2002; Szyrmer and Zawadzki, 2010) with gained values
of 1.9, 2.1, 2.04 - 2.08 and 1.85-2.07, respectively.
The balance between gravity and drag forces define the terminal fall
velocity of falling snow particles, and for the unrimed snowflakes, the
dependence of velocity on size is smaller than in cases with single crystals.
The gravitational and the frictional force seem to grow to the same extent
with increasing size (Hanesch, 1999). The primary crystal type seem to
have smaller influence on the fall velocity than in riming process (Hanesch,
1999; Barthazy and Schefold, 2006). Zawadzki et al. (2010) studied the fall
velocity of unrimed snow particles and ended up using a constant exponent
of 0.18 in the v(D) relation.
According to Jiusto and Weickmann (1973), the most common snow
40
Microphysics of snow
particle type in mid-latitude snowfall storms, are aggregates. This is,
because many continental snow storms contain little super-cooled water,
and the increasing of mass on snow particles results firstly through vapor
deposition on snow crystals and lower in the clouds through aggregation
process (Pruppacher and Klett, 1997). In an altostratus cloud in the
temperature regime −40◦-(−20)◦C the diffusional growth dominated the
ice crystal evolution, whereas between in temperatures between −20◦-
(−10)◦C aggregation was the main growth mechanism (Field, 1999).
2.2.5 Melting
Melting process of the snow crystals and snowflakes is a significant part
in the development of stratiform precipitation at mid- and high latitudes,
and melting is also present in convective summer storms where hail and
graupel are falling into warmer atmospheric layers. Melting of snow parti-
cles starts below the 0◦C isotherm, and it usually takes several hundreds
of meters for particles to melt completely. In stratiform precipitation, a
clear melting layer can be observed and typically it is around 200 - 500 m
thick (Fabry and Zawadzki, 1995). The thickness is influenced by several
factors e.g. the size and type of the snow particles, precipitation intensity,
temperature and humidity gradients and vertical air velocity. Melting
process cools the air, and this can result in an isothermal layer, affecting
the thermodynamic stability of the lower atmosphere separating it from
the layer above the melting layer, and thus influencing the dynamics of the
convective systems (Lamb and Verlinde, 2011). In sub-saturated conditions
due to evaporation, the melting rate is decreased and postponed, the width
of the so called non-melting layer increases nearly linearly with decreasing
relative humidity (Matsuo and Sasyo, 1981a).
For all the snow particle types melting will lead to decrease in particle
size and increasing of fall velocity, and consequently decrease in particle
concentration. The distribution of the forming liquid water on the melting
particle is, however, dependent on the original habit (Figure 2.3). The
flow of the liquid water is mainly driven by the surface tension, and the
impact of the aerodynamic force is relatively small for snow crystals and
snowflakes (Knight, 1979). In columnar crystals and needles the melting
starts uniformly, but as the melting proceeds, the melted water forms
bulges on the thin crystal. The melting, and in sub-saturated conditions
the evaporation, is more rapid at the thin parts exposed to the surrounding
air. Oraltay and Hallett (2005) found that these thin parts can break
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and shed mixed ice and water fragments. In planar crystals, the water
is forming a double convex lens with the edges defined by the original
hexagonal shape, and the relative melting rate seems to be influenced
by the thickness of the formed liquid layer (Knight, 1979). No shedding
or breaking up was observed with planar crystals (Oraltay and Hallett,
2005). Fujiyoshi (1986) described the melting pattern of aggregates in
five stages. At the first stage, small droplets are produced at the tip of
the crystals. The degree of melting is uneven in the different parts of
the snowflake, and it seems to be most intense at the bottom part of the
particle. At the second stage, the particle is already largely melted, and
the original structure of the snow crystals forming the aggregate is hardly
discernible. The surface is jagged as the melting water is accumulating
to the interior parts and leaving the surface of the particle uncovered of
water. At the third stage, the surface is more smooth, and no discernible
crystal formats can be observed, and holes are forming in those parts of
the melting snowflake, where the ice is thin, because of the more rapid
melting rate. Fujiyoshi (1986) speculated that the melted particles can
break into parts. At the fourth stage, snowflakes are smooth and have
no holes, but have an irregular shape. At the last stage, the snowflake
displays round, plate- or lens-like shapes rather than spherical. A similar
description was in the study of Mitra et al. (1990), who divided melting
of snowflakes into four stages. The melting pattern of hail and graupel
differ from the melting patterns of snowflakes and snow crystals. The
liquid layer wrapping a hail particle forms a torus around the ice core due
to the aerodynamics and, when a critical mass of liquid water is reached,
shedding occurs. Because a graupel has a lower density than hail, the
liquid will flow into the cavities, and the spongy ice core will soak in melted
water and no torus is formed (Rasmussen and Heymsfield, 1987).
The impact of aggregation and breakup of melting snow particles within
the melting layer is still partly unresolved (Heymsfield et al., 2015), al-
though studies showing the significance in (Yokoyama and Tanaka, 1984;
Yokoyama et al., 1984; Göke, 1999; Zrnic´ et al., 1993; Drummond et al.,
1996) or vice versa in (Ohtake, 1969; DuToit, 1967) has been carried out
already several decades. The aggregation efficiency is high in the tem-
perature region close to 0◦C, due to the enhanced adhesion of the particle
surfaces. Aircraft observations show the presence of the larger snowflakes
after the onset of melting (Stewart et al., 1984; Willis and Heymsfield,
1989; Heymsfield et al., 2015). However, Ohtake (1969) measured the PSDs
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Figure 2.3. Examples of melting patterns of different snow particles. Upper pane: colum-
nar crystal and plate from (Knight, 1979). Middle pane: Five stages of melting
snowflakes (Fujiyoshi, 1986). Lower pane: Melting hail stone (Rasmussen and
Pruppacher, 1982). Published with permission c©American Meteorological
Society
above and under the melting layer, and found no significant aggregation
or break-up effect present inside the melting layer. Fabry and Zawadzki
(1995) gathered long-term melting layer observations by vertically pointing
X-band radar and UHF wind profiler and stated that aggregation at the
early stages of the melting and breakup in the final stages contribute little
to the radar observed melting layer signatures.
2.3 Melting layer models
The melting layer is prominent in a widespread stratiform rain, and it
is a dominating feature in radar observations with enhanced values of
reflectivity factor; hence it is called "bright band" (Fabry and Zawadzki,
1995). In the early days of radar meteorology, at the times of World War II,
the bright band was identified and firstly reported in 1946 by Ryde (Austin
and Bemis, 1950; Atlas and Ulbrich, 1990). Because of the strong signature
in microwave frequencies, the melting layer has been widely studied with
remote sensing instruments. Therefore existing melting layer models
usually include two parts, the microphysical and electromagnetic part. In
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this section, the microphysical models are presented, and in Section 5.2
the electromagnetic part is discussed.
Several melting layer models exist in the literature describing the melt-
ing of snowflakes. These utilize different microphysical parametrizations
and address the changes of the parameters differently in the course of
melting. Many of them are shown in Figure 2.4 and listed in Table 2.1 with
the corresponding assumptions of microphysical parametrization. Most
models are 1D-steady state models, and do not account for the horizontal
variability of the atmospheric conditions, but Szyrmer and Zawadzki (1999)
coupled the melting layer parametrization to a 2D-dynamical model, and
Olson et al. (2001) drove the model by 3D-cloud-resolving model (CRM)
simulations. The underlying assumption in many of the models is that
the mass of individual particles and the mass flux are conserved, thus one
snowflake melts into one raindrop.
2.3.1 Melting rate
The melting rate of a snow particle can be defined from the heat balance
at the particle surface. The melting results from the two main mecha-
nisms transferring external heat to the particle; the conduction of heat
because of the temperature difference at the particle surface and the
surrounding atmosphere, and the latent heat released/removed by conden-
sation/evaporation (Szyrmer and Zawadzki, 1999). The melting rate dm/dt

































Different to Mitra et al. (1990), here in Eq.(2.11) the diameter D is taken
out of the capacitance factor Cc term. The capacitance factor is dependent
on the particle shape. In (Mitra et al., 1990) for spherical particle it is
the same as the particle radius (here the factor Cc equals to 1), but for
a non-spherical particle it is different and changes during melting. The
effect of particle shape and structure on melting rate is considered e.g.
in (Matsuo and Sasyo, 1981a; Klaassen, 1988; Mitra et al., 1990). The
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ventilation factor F is generally considered to be the same for heat and
vapor transfer. The constants in Eq.(2.11) are the latent heat of fusion
Lf and evaporation Lv, the heat conductivity of air ka, the diffusivity of
water vapor in air Dv, the molecular weight of water Mw and the ideal gas
constant Rv. The saturation vapor pressure over water surface is esat,w in
the ambient temperature T∞ and the particle surface temperature T0, and
RH is the relative humidity of the air around the melting snowflake. The










when mt is the total mass of the particle. To connect the melting rate
to melting layer, Eq.(2.11) is integrated from the 0◦C isotherm height













where h is the height and v is the terminal fall velocity of the particle
v = v∞ − va as fall velocity of air is extracted. It is assumed that the
vertical velocity of air is in the opposite direction than the particle velocity
and va is less or equal to observed fall velocity of the particle v∞. Usually,
the va is assumed to be constant (Klaassen, 1988).
From Eq.(2.11) it can be seen that the melting process is governed by the
environmental temperature and relative humidity conditions. In saturated
conditions, the component of condensation/evaporation heat determines
approximately half of the used heat for melting (Szyrmer and Zawadzki,
1999). If the surrounding air is sub-saturated, part of the heat is re-
moved from the melting due to the evaporation. Matsuo and Sasyo (1981b)
modeled the postponing and slowing effect on melting in sub-saturated
conditions, and the non-melting layer increased by a factor of more than 4,
when the relative humidity was dropped from 90% to 50%. Nevertheless,
in many melting layer models, a relative humidity of 100% is assumed,
and the delay in the onset of melting is considered by starting the melting
process at wet-bulb temperature of 0◦C (Klaassen, 1988). Although the
condensation/evaporation is considered in the heat budget, the excess/loss
of mass is not usually accounted for in the models. Szyrmer and Zawadzki
(1999) estimated that the mass error in saturated conditions is less than
7% and for the sub-saturated conditions, it is even less. Klaassen (1988)
speculated that the error is in the order of 10%. Melting cools the surround-
ing air, and this is taken into account in (Klaassen, 1988) by a negative
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feedback system connected to the melting rate, but generally, this is not
considered in the other models. The heat transfer by radiation is usually
considered to be negligible (Lamb and Verlinde, 2011), and it is also as-
sumed that the temperature on snow particle surface is 0◦C during the
melting. Other components in Eq.(2.11) that affect the melting process are
the shape of the particle through ventilation factor and capacitance factor,
fall velocity and density of the particle.
The model presented in (Russchenberg and Ligthart, 1996) differs from
the other presented models in Table 2.1. There the melting rate is para-
metrized as a function of expected melting layer thickness defined from
an experimental function of rain rate R as hmax = 492R(mmh−1)0.272 in
















The density of snowflake depends on snow habit, with degrees of aggre-
gation and/or riming, and this affects the melting patterns and melting
rate. The density of snow has a strong effect on the radar-observed bright
band, and the melting of denser particles increases the thickness of the
melting layer as the excess of mass takes a longer time to melt, and the
higher density corresponds to faster falling particles also stretching the
distance of the particles path while melting.
The utilized density or mass estimates for the dry snowflakes for different
melting layer models are stated in Table 2.1. Mostly these are taken from
the know relations in literature. Some studies e.g. Yokoyama and Tanaka
(1984); Fabry and Szyrmer (1999) tested different relations and their
impact on the melting layer characteristics, and Zawadzki et al. (2005)
introduced a riming factor to correspond to the increased particle density
at the top of the melting layer.
Due to the assumption that one snowflake results in one raindrop, the






and although, some of the models assume aggregation process (e.g. Göke
(1999),Yokoyama and Tanaka (1984)) or non-spherical particles (e.g. Mitra











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The density increases in the course of melting, in e.g. (Klaassen, 1988;
Mitra et al., 1990; Szyrmer and Zawadzki, 1999) it is assumed to vary lin-
early with the melted mass fraction between the initial snowflake density
and that of water (Fabry and Szyrmer, 1999)
ρms =
ρsρw
[fmρs + (1− fm) ρw] . (2.16)
Whereas Matsuo and Sasyo (1981a) modeled the melting as a decrease
in the ice frame dimensions. Fabry and Szyrmer (1999) proposed a two-
layered sphere approximation, where the density of the interior part is
greater than the density of the exterior part, and changes in density
because of the melting were more intense in the shell. Recent studies
by Botta et al. (2010); Johnson et al. (2016); Leinonen and von Lerber
(2017) have simulated the melting pattern of snowflakes more rigorously
following the description of Mitra et al. (1990) and Fujiyoshi (1986). The
goal is to improve the bright band modeling as the scattering calculations
are sensitive to melted fraction of the particle and the location of the water
inside the particle. These more precise simulations of melting are not yet
connected to a microphysical melting layer model.
2.3.3 Terminal fall velocity
The fall velocities of various types of snow particles in the melting layer
models are often presented in the power-law form (Eq.(2.2)), where the
parameters are taken from the literature e.g. (Magono and Nakamura,
1965; Locatelli and Hobbs, 1974; Jiusto and Bosworth, 1971). Another












assuming spherical particle with mass m = π/6ρD3 and cross-section
A = π/(4D2) (Klaassen, 1988). Different values of drag coefficient Cd are
used in models, these are stated in Table 2.1. To consider the decreased
density of air as a function of altitude the values of velocities are multiplied
with factor (ρa,0/ρa)0.5, where ρa,0 is the air density at mean sea level, and
ρa at the height of interest.
The fall velocity of raindrops in melting layer models is often obtained
from derived relations in literature e.g. (Gunn and Kinzer, 1949; Best, 1950;
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Sekhon and Srivastava, 1971; Atlas et al., 1973; Brandes et al., 2002). In
comparison to snow particles, the fall behavior of rain drops is easier to
define, although drops may oscillate around their equilibrium shape and
large rain drops are shown to break-up; about 6–8 mm are believed to be
the largest encountered in natural conditions (Testik and Barros, 2007).
Raindrops greater than 0.25 mm are flattened on the lower surface because
of the drag and the deformation increases with size (Testik and Barros,
2007). The fall velocity as a function of rain drop size is fairly established
and the discrepancies between the different relations, especially for small-
sized drops with diameter below 2 mm, are small. In the high latitude
climate the drop size is usually small, the mass-weighted mean diameter
values are concentrated at around 1.5 mm (Leinonen et al., 2012b). The
fall velocity of rain drops can be discriminated from the low-density snow
particles, for 2 mm snowflakes the fall velocity values are in the range of
1-1.5 ms−1, whereas for raindrop the fall velocity is 5-6 ms−1.
As a particle melts, its fall velocity increases. Yokoyama and Tanaka
(1984) modeled the change by calculating the decreasing value of drag
coefficient and diameter in Eq.(2.18). Hardaker et al. (1995) assumed,
because of the mass conservation and following the study of Foote and Toit
(1969), the fall velocity of melting particle can be retrieved from
vsDs = vmsDms = vrDr. (2.19)
This is based on the definition of the Reynolds number Re, which is a
dimensionless parameter describing the particle flow in fluid, according to





where ρa is the density of air, D is the characteristic length of the particle
relative to flow and ηa is the dynamic viscosity. Szyrmer and Zawadzki
(1999) approximated, because of the similar values of the exponents of
power-law form of the v(Dr) relation of rain arvr and snow arvs, when defined










− cgfm − cgfm2 (2.22)
with cg = 0.5 [(arvr/arvs)− 1].
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Mitra et al. (1990) studied the change of fall velocity in melting as a
function of the melted mass fraction based on measurements in a vertical
wind tunnel. They investigated both the fall speed as well as the fall
patterns of aggregated dendrites with sizes of 5 mm to 10 mm. They have
observed that at the initial stage of melting, the fall velocity changed only
a little, but as the melting progressed to around 70% of the mass, velocity
increased very rapidly (Mitra et al., 1990). Göke (1999) parametrized a




vs, for fm = 0
vs + 0.01(vr − vs)exp(4.6fm), for fm > 0
(2.23)
and a parametrization of Battaglia et al. (2003)






9.2− 3.6(fm + f2m)
. (2.25)
2.3.4 Ventilation factor
When a snow particle is melting or sublimating during falling, the rate of
change of mass and heat transfer is described by a ventilation factor (Field
et al., 2008). The ventilation factor is the ratio of the mass or heat fluxes
to or from the particle, when the particle is moving with respect to a mo-
tionless state (Pruppacher and Klett, 1997). In melting layer models, it is
usually assumed that the factors are the same for both the transfer of heat
and water vapor. The ventilation factor F is dependent on hydrometeor size
and its physical characteristics; hence it is changing throughout the melt-
ing, and the melting process is sensitive to its parametrization. Szyrmer
and Zawadzki (1999) approximate that a Fms expression is dependent
on the melted diameter and the degree of melting, assuming a constant





with constants Am = 1.7 and Bm = 33.0cm−0.7. This approach is adopted in
(Battaglia et al., 2003; Giangrande, 2007) and in Publication I. Mitra et al.
(1990) describe the ventilation factor following the approach presented
in (Pruppacher and Klett, 1997) with length parameter L is defined by
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with ra,b describing the radius of the particle along the axis a and b. The




1 + 0.14χ2 χ ≤ 1.0















where νa is the kinematic viscosity of air, Sh is the Sherwood number and
χ is the heat transfer coefficient. Battaglia et al. (2003) showed the effect
of parameterization of ventilation factor on the melting rate considering
also changes in density, velocity, and shape, and concluded that the pa-
rameterization presented in (Szyrmer and Zawadzki, 1999) appears to fit
on average best to reflectivity factor and fall velocity observations within
melting layer.
2.3.5 Aggregation and break-up in melting layer
The one-to-one correspondence implies that no aggregation, break-up or
drop-shedding is occurring in the melting layer. Due to the mass flux
conservation, it can be stated
Ns (Ds) vs (Ds) dDs
= Nm (Dm) vm (Dm) dDm
= Nr (Dr) vr (Dr) dDr,
(2.30)
where the changes in distributions must be considered according to the
diameter definition (Petty and Huang, 2011).
As stated in Section 2.2.5 there is a discussion on the importance of
the aggregation and break-up processes inside the melting layer. Even
though aggregation and break-up phenomena are present in the melting
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layer, the combined effect can accounted for less than 1 dB of change in
reflectivity (Fabry and Zawadzki, 1995). Moreover, regarding extinction
properties, which are less sensitive to changes in size distribution, this
effect is even less important (Battaglia et al., 2003). In laboratory studies,
Mitra et al. (1990) reported that the spontaneous breakup of melting
dendrite aggregates is rare unless the snowflake has a strong asymmetric
mass distribution. Only a few models consider aggregation and break-up
processes, and modeling numerically the stochastic collection or breakup
equations such as presented in (Mitchell, 1988) for melting particles is
challenging. Klaassen (1988) estimated a spontaneous break-up at the
later stage of melting and improved simulations of the melting process with
respect to observations, however the corresponding improvements were not
seen to include aggregation. Yokoyama and Tanaka (1984) constructed two
conceptual models of mono-disperse distribution; a non-coalescence and
-break-up model and the other considering both the collision and the break-
up effect. In the coalescence two particles with the same size attach to each
other and form a larger particle, the fall velocity of the aggregated particle
increases and the number concentration decreases. In the break-up the
one particle breaks into two particles with the same size, the fall velocities
of the new particles are less than of the previous particle and the number
concentration increases. Yokoyama and Tanaka (1984) studied by modeling
at which stage of the melting layer the coalescence and break-up would
explain the two-wavelength radar observations measured in (Yokoyama
et al., 1984). Göke (1999) modeled the stochastic aggregation process
according to Tzivion et al. (1987) and compared with observations in a
case study; a good agreement was found by assuming collision efficiency
of 100% within first 100 m below the on-start of the melting. Towards
to the lower parts of the layer utilizing around 50% collision and 50%
breakup efficiencies in simulations produced the most accurate results
compared with the measured PSDs. Giangrande (2007) explored the effect
of aggregation by utilizing a bi-exponential distribution and assuming
larger particles present in the melting layer to reproduce the observed
polarimetric signatures.
2.3.6 Melting layer model utilized in the study
The focus in Publication I was to investigate the effect of microphysical
parametrization of snow particles, namely the assumption of the density
and fall velocity, to the estimated attenuation of radar signal in the melting
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Figure 2.5. Dashed black line presents the averaged equivalent radar reflectivity factor
profile on September 21, 2010 and the gray thin lines are modeled values by
assuming different m(D) and v(D) relations from literature values.
layer. The data set used included PSD in rain as measured on the ground,
temperature profile from sounding and equivalent radar reflectivity factor
(Ze) and reflectivity-weighted velocity (vZ) data. The optimized relations
of m(D) and v(D) were searched by comparing the measured Ze and vZ
profiles to the observed ones. The data set in the study for examining the
microphysical parametrization was limited, and thus the goal was not to
develop a new melting layer model. The implemented model was based
on earlier models, mostly following the principles presented by Szyrmer
and Zawadzki (1999). The adapted solutions were commonly used and
applicable to a wide range of conditions.
Following a standard approach, the mass of individual particles and
the mass flux were considered to be conserved during melting (Eq.(2.15),
(2.30)), and hence the aggregation and break-up are not included in the
study. In rain, the gamma-distributed PSD was assumed (Bringi and
Chandrasekar, 2001) and the fall velocity of rain drops was obtained from
(Atlas et al., 1973). The hydrometeors were assumed to be spherical, and
no capacitance correction term was considered. The average ventilation
factor was defined as in (Szyrmer and Zawadzki, 1999).
Both relations of fall velocity and density of snow as a function of particle










and for the density
ρs = ads (0.1Ds)
bds . (2.32)
The optimized factors for avs, bvs, ads and bds were estimated by fitting
modeled profile with the radar measurements using a nonlinear least
squares method. Initial guesses of the snow parameters were taken from
the relations defined in (Fabry and Szyrmer, 1999; Battaglia et al., 2003;
Locatelli and Hobbs, 1974; Barthazy and Schefold, 2006) and the search
was constrained to physically meaningful values. Figure 2.5 shows an
example of measured Ze profile and the modeled profiles when different
m(D) and v(D) relations for snow were assumed. The additional fitting
parameters were Nw and D0 of the PSD in rain to minimize possible
discrepancies between the PSD measured on the ground and the actual
PSD just below the melting layer.
The density of melting particles was assumed to be a linear a function of




r [fm + (1− fm)] ρr/ρs, (2.33)




[fm (ρs/ρr − 1) + 1]1/3
[
1
1 + (Cdr/Cds − 1) fm
]1/2
, (2.34)
where Cdr and Cds are the drag coefficients of raindrop (0.5) and snow
Cds = Cdr (vr/vs − vs), respectively. The melting process was simulated
assuming the air is saturated with respect to water, and the vertical
air motion is negligible compared to fall speed. The temperature on the
particle surface was assumed to be constant at 0 ◦C throughout the melting
process.
2.4 Mass retrieval based on hydrodynamic theory
Particle mass is a fundamental microphysical property. The mass in con-
junction with PSD and fall velocity measurements determine the bulk
properties such as an equivalent reflectivity factor (Ze) and liquid equiva-
lent snowfall precipitation rate (S) for quantitative precipitation estimation
(QPE). Earlier, when snow particles were studied by collecting individual
particles, photographing and melting them, the mass of a particle with the
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shape information could be obtained (Nakaya and Tereda, 1935; Magono
and Nakamura, 1965; Ohtake, 1969; Langleben, 1954; Zikmunda and Vali,
1972; Kajikawa, 1972). Nowadays data are gathered mostly by automatic
optical imagers. Unfortunately, there is no single instrument, which would
reliably and simultaneously measure mass, shape, and fall velocity of an
falling snow particle. Therefore masses of snow particles are either re-
trieved from combined disdrometer and other instrument observations as
performed in Publication III and e.g. in (Muramoto et al., 1995; Heymsfield
et al., 2004; Brandes et al., 2007; Huang et al., 2010; Wood et al., 2014) or
utilizing the general hydrodynamic theory (Böhm, 1989) connecting parti-
cle terminal velocity and shape observations as done both in Publication
IV and Publication V and e.g. in (Hanesch, 1999; Szyrmer and Zawadzki,
2010; Huang et al., 2015). For a single ice crystal with regular geometrical
structure, mass also can be estimated from the projected cross-sectional
area (Heymsfield et al., 2004).
2.4.1 Hydrodynamic theory
A hydrometeor falling in still air can be regarded as a particle moving
through a fluid. In a stationary flow, the relative importance of the inertia
term and the frictional term define the flow type. Reynolds number Re
defined in Eq.(2.20) indicates the transition from laminar to turbulent
flow. When the inertial forces dominate over the viscous forces (when the
fluid is flowing faster and Re is larger) then the flow is turbulent. When
the viscous forces are dominant (slow flow, low Re), the fluid is orderly
with all particles moving in straight lines, then the flow is laminar. These
flow types define the forces acting on the falling snow particles, and the
equation of motion is determined from equilibrium of forces, in this case of
drag, buoyancy, and gravity. Atmospheric buoyancy is usually assumed to
be small compared to the drag and gravity, and the connection between the
fall velocity and mass can be retrieved from Eq. (2.17). The drag coefficient
Cd depends on the shape of the body and the roughness of its surface, but
it is also depends on fall velocity itself through Reynolds number and the
degree of turbulence in the flow. A common approach is to utilize the Best
number Xb = CdR2e to calculate velocities (Beard, 1976) as it is related to









To retrieve the mass from the velocity measurements, a relation between
Re and Xb needs to established. Abraham (1970) derived a simplified
functional dependence, where a rigid spherical particle together with its
boundary layer forms one body passing through an inviscid fluid. Based on
Abraham (1970) results, Böhm (1989) derived a general equation for the
fall velocity of hydrometeors. Essential is the semi-empirical dependence




































with heuristic defined coefficients of characterizing boundary layer thick-
ness δ0 = 5.83 and pressure drag coefficient C0 = 0.6 (Böhm, 1989). Böhm
considered hydrometeors as porous spheroids and the drag coefficient of a









with Ae as the area normal to the flow and A⊥ the area of the smallest
circle or ellipse, which contains all of the Ae. Calculating Best number
Xb of a snow particle respect to an equivalent disk considering Eq.(2.38)















This hydrodynamic method is widely used and developed further, either to
retrieve the fall velocity or inversely mass of hydrometeors e.g. (Mitchell,
1996; Hanesch, 1999; Khvorostyanov and Curry, 2002, 2005; Mitchell
and Heymsfield, 2005; Heymsfield and Westbrook, 2010; Szyrmer and
Zawadzki, 2010; Wood et al., 2014; Huang et al., 2015).
The Eq.(2.36) derived in (Böhm, 1989) assumes laminar flow for the
falling particle, and in Böhm (1992) an empirical correction factor for
drag coefficient was added to explain the turbulent flow for hydromete-
ors with higher Reynolds number (Re  1000). Also, the axis ratio to
particle description was introduced for improving the accuracy of the
parametrization, and the rain drops were included in the modeled range.
Eq.(2.36) is in an inconvenient form, Mitchell (1996) resolves this by utiliz-
ing four experimentally retrieved Re(Xb) relations for different ranges
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Figure 2.6. An example of the sensitivity of the accumulated snow estimate to selected
versions of the hydrodynamic theory in Publication IV.
of Xb and implementing mass- and area-dimensional relations to the
definition of fall velocity leading to a convenient power-law represen-
tation of fall velocity as v(D) = avDbv . The discontinuity of the four
Re(Xb) relations in Mitchell (1996) was parameterized to a continuous
Re(Xb) relation by Khvorostyanov and Curry (2002), and further improved
in Khvorostyanov and Curry (2005) by changing the δ0 and C0 to the val-
ues presented in (Böhm, 1989) and considering the turbulence effect to Re.
Mitchell and Heymsfield (2005) modified the original derivation of Re(Xb)



















− a0Xb0b , (2.40)
where the second term accounts for the dilation of the boundary layer
thickness and increase of affected area projected to the flow. Coefficients
are a0 = 1.7 × 10−3 and b0 = 0.8, and if turbulence correction presented
in (Böhm, 1992) is considered, the values are a0 = 1.0 × 10−5 and b0 =
1.0. Heymsfield and Westbrook (2010) investigated laboratory and field
data of falling both snow crystals and snowflakes and suggested a simple
adjustment to the solution presented in (Mitchell, 1996). The Cd was
modified to consider more precisely snow particles with low area ratio such
as aggregates due to their overestimated fall speed related to the data set.
New coefficients for δ0 and C0 were proposed with values of 8.0 and 0.35,












Szyrmer and Zawadzki (2010) derived eighth-order polynomial fit for the
relations of Re(Xb) in (Mitchell and Heymsfield, 2005; Khvorostyanov and
Curry, 2005). They utilized both of those relations in deriving an ensem-
ble of m(D) estimates, from which they defined the average relation. In
Publication IV the two polynomial fits from Szyrmer and Zawadzki (2010)
and the first version from Böhm (1989) without turbulence correction was
implemented, and different derived estimates of m(D) relations were com-
pared to a gauge-measured liquid water equivalent (LWE) accumulation.
An example of the differences is shown in Figure 2.6. The computed accu-
mulated snow estimates of these three versions are producing relatively
similar results and in Publication IV the version presented in Mitchell and
Heymsfield (2005) was found to correspond best to the data obtained dur-
ing BAECC (Biogenic Aerosols Effects on Clouds and Climate) -campaign
(Petäjä et al., 2016).
2.4.2 Observed and true dimensions of a snow particle
Aerodynamically solid hydrometeors are assumed to fall with their maxi-
mum projected area perpendicular to the direction of fall with observations
of snow crystals supporting this e.g. (Zikmunda and Vali, 1972; Cho et al.,
1981). It is also shown that early snowflakes can fall with unstable spiral
motion depending on their non-symmetrical structure (Kajikawa, 1989).
Often it is assumed the mean canting angle of 0◦ (minor axis with respect
to the vertical direction) with a standard deviation of 9◦ defined for single
crystals (Matrosov et al., 2005a). Recently Garrett et al. (2015) stated,
based on measurements of Multi-Angle Snow Camera (MASC), the mode
of orientation angle relative to the horizontal direction for aggregates is
13◦, which is notably higher than was shown in (Matrosov et al., 2005a).
For the hydrodynamic calculations, the particle dimensions projected to
the flow are needed, but all the ground-based disdrometers observe the
falling particles from the side. Depending on the measurement setup the
disdrometers are viewing either from one, two or three projection planes
and, especially, particle dimensions estimated from one side projection are
not necessary descriptive of the true maximum dimensions. Also, particle
area observed from the side and the area perpendicular to flow needed for
the mass retrieval, can be very different.
The relations between side-view projection of the particle to the cross-
section perpendicular to flow has been addressed e.g. in (Schefold, 2004;
Szyrmer and Zawadzki, 2010; Wood et al., 2013) and in Publication IV.
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Schefold (2004) studied two alternative ways of estimating the difference
and compared these to measurements with a video spectrometer (Schefold,
2004). Szyrmer and Zawadzki (2010) combined the results obtained by
Schefold (2004) with applying another hypothesis that the area ratio of a
particle is independent of the angle of observation. They derived that the
maximum observed dimension viewed from the side in respect to the maxi-
mum horizontal dimension perpendicular to flow is on average 0.85 and
decreasing with increasing size to selected threshold value of 0.75 (Szyrmer
and Zawadzki, 2010). Following the approach presented in (Wood et al.,
2013) in Publication IV a relation between observed and true particle
dimensions is defined by rotating and tilting an ellipsoid and investigating
the changes in the relation as a function of different aspect ratios. It was
derived that in most snow events the observed maximum diameter is close
to 0.82 of the true maximum diameter, which is close to the value derived
in (Szyrmer and Zawadzki, 2010). However, it must be noted, in Publi-
cation IV the selected value for the ratio between the observed and true
maximum diameter also partly corresponds to the limitations of observing
area perpendicular to the flow and to the truncation of the observed PSD
for smaller particles as discussed in both Publication IV and Publication V.
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"We must trust to nothing but facts: these are presented to us by Nature and
cannot deceive."
Antoine Lavoisier, 1743-1794
This is maybe true, but the instrumentation to measure and our in-
terpretation of Nature are prone to uncertainties and errors. In situ
measurements, such as aircraft observations of clouds and surface precipi-
tation measurements, are considered the reference for the remote sensing
observations, because they are presenting the direct samples of the micro-
physical properties of interest. They can be utilized to validate retrievals
and adjust measurements to correct errors. However, in situ have lim-
itations inherently due to the measurement principles, finite sampling
volumes and the environmental influence. As a point measurement surface
observations are representative only in a limited area and are prominently
confined in describing precipitation, which varies both in time and space.
3.1 Liquid equivalent precipitation and snow ratio
A total accumulation of solid precipitation is usually expressed in terms of
the vertical depth of liquid water equivalent (LWE) to which it would cover
a horizontal plane in a stated time period Δt. Following this definition,








m(D, t)v(D, t)N(D, t)dDdt. (3.1)










Precipitation gauge is the most common instrument used to measure pre-
cipitation. There exist many different types of gauges differing in design,
shape, size, and material (Sevruk and Klemm, 1989). The orifice area
varies from 7 to 1000 cm2, though most gauges have an area of 100-200
cm2 (Sevruk and Klemm, 1989). The precipitation is measured either
by its volume or mass, for snowfall only the latter is valid. Generally,
three types of automatic precipitation recorders are utilized, namely the
weighing-recording, the tilting or tipping-bucket, and the float type (Goodi-
son et al., 2014). From those the weighing gauge performs for all types of
precipitation, the other two types are limited to rainfall only. The weighing
gauge is recording the weight of the container continuously with a spring
mechanism or balance weights. The container capacity ranges from 150 to
750 mm (Goodison et al., 2014). The gauge is not automatically emptied;
this is a part of the regular maintenance duties.
(a) (b)
Figure 3.1. a) Precipitation gauge Pluvio2 400 with Tretyakov and Alter wind shields and
b) the same gauge after a snowstorm on 23 November 2015 (Photo by Matti
Leskinen).
The possible error sources of the automatic weighing gauges in snowfall
are listed in (Michelson, 2004), and mitigating procedures to reduce the
errors are presented in (Goodison et al., 1998, 2014). Here is a summary of
them.
• Wind induced errors are one of the main sources of uncertainty in the
gauge measurements. Especially with snowfall measurements, the catch
ratio for unshielded gauges can be less than 60% with wind speeds
higher than 4ms−1 (Goodison et al., 1998). Wind cause underestimation,
as the wind field around the gauge orifice is distorted, preventing some
of the precipitation from entering the gauge. For solid precipitation,
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the gauges are usually shielded with wind fences to alter the turbulent
airflow around the gauge orifice to increase the gauge catch efficiency.
Typical structures are so called Alter or Tretyakov wind shields, and the
reference gauge for solid precipitation is the gauge known as the Double
Fence Intercomparison Reference (DFIR). It has octagonal vertical double
fences surrounding a Tretyakov-shielded gauge. Wind induced errors
can be corrected with experimental methods.
• Error induced from evaporation. Although the structure of a gauge is
designed to reduce evaporative surface area, evaporation causes grad-
ual loss to the measured mass. This can be reduced by adding oil or
other evaporation suppressants inside the container to form a film over
the water surface. With continuous automatic recording, the effect of
evaporation can be estimated.
• Blowing snow can drift inside the gauge if the gauge is improperly sited.
The orifice must be placed above the maximum expected depth of snow
cover, and preferably even higher to prevent wind-blowing snow from the
ground.
• The chosen site is not representative for the surroundings, or it is
strongly influencing the catchment leading to non-representative mea-
surements. It is recommended that the gauges should not be located too
near forest or trees, which would shelter the gauge from the snowfall.
Also in the newest SPICE- intercomparison campaign (WMO SPICE,
2017), it was recommended to install the gauge with the measurement
unit towards the north to reduce the warming effect of the sun.
• If the gauge is improperly designed and/or constructed, this could lead to
measurement errors. For example in the case where the sensitive weigh-
ing sensors are disturbed, from an unstable platform or the oscillation
of the balance in strong winds. In winter conditions antifreeze solution
must be added preventing liquid to freeze and eliminating ice buildup,
which affects the stableness of the container.
• Piling of snow onto the orifice prevents catching of snowfall causing
misinterpretations (Figure 3.1). Particularly freezing rain or wet snow
can stick to the inside of the gauge orifice and not fall into the bucket
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until some time later. Orifice heaters are used to prevent this, but in
some cases, they have increased the piling by melting the dry snow to
stick even tighter.
In Publication II, Publication III, Publication IV and Publication V two
weighing precipitation gauges are utilized to retrieve ρ(D0) and m(D)
relations. These gauges are located at the Hyytiälä measurement site
(Petäjä et al., 2016) and the measurement setup is designed to address
the challenges of winter precipitation surface measurements. The site is
an opening sheltered by boreal forest; hence the local wind conditions are
moderate, and the distance of the instruments to the closest trees is more
than 10 m. The gauge OTT Pluvio2 200 with an orifice of 200 cm2 is located
on the platform at a height of 3.5 m inside the double wind fence similar
to DFIR (Goodison et al., 1998), in addition the gauge has the Tretyakov
wind shield. The Pluvio2 400, with an orifice of 400 cm2 at height of 1.5 m,
is placed on the field about 20 m from the double wind fence. It has both
Tretyakov and Alter wind shields (Figure 3.1). Regular maintenance visits
ensure the quality of the gathered data; containers are emptied, antifreeze
solution is added in winter period and in the case of piling snow, the formed
blockages are cleaned, and a data quality warning can be addressed to the
time period in question.
3.1.2 Acoustic and optic snow depth sensors
Snowfall depth describes the depth of freshly fallen snow deposited over
a specified period on a horizontal plate, and it is usually expressed in cm.
The term snow here also includes other forms of winter precipitation such
as ice pellets, glaze, hail and sheet ice formed from precipitation, but the
definition excludes the deposition of drifting or blowing snow. Whereas
snow depth means the total depth of snow on the ground at the time of
observation, also expressed in cm.
Manually snow depth is measured with a ruler or similar graduated rod,
which is pushed down through the snow to the ground surface (Goodison
et al., 2014). Snow drifts with wind forming piles, and in a forested area,
falling snow is partly attached to the tree canopy, and due to canopy shade,
the melting progresses unevenly. Snow cover changes constantly through
snow particle metamorphosis, and depth decreases because of the settle-
ment and packing by the wind (Gray and Male, 1981). Therefore, the depth
of the snow cover is nonuniform, and for a representative measurement,
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several vertical measurements should be averaged.
At automatic weather stations, ultrasonic ranging devices provide snow
depth measurements with a temporal resolution of minutes. The sensor
sends out an acoustic (typically around 50 kHz) sound pulse and measures
the time it takes to travel to the ground and to reflect back. The duration
of the returned pulse is adjusted for the speed of sound in the air based on
measured air temperature (Ryan et al., 2008). This is a point measurement,
and thus may not be spatially representative, and misreadings can be in-
troduced from wind driven snow or random branches or leaves. Compared
to manual measurements, the acoustic sensors tended to underestimate
the total snow depth by approximately 2 cm (Ryan et al., 2008). This is
mostly attributed to spatial variability of the snow cover. A similar mea-
surement can be performed with optical sensors, which measure the snow
depth by comparing signal phase information of the modulated visible
laser light. The ρ(D0) relations in Publication III are retrieved with video
disdrometer Particle Imaging Package (PIP) and gauge measurements,
and these are validated against to hourly measured change in the snow
depth by estimating the volume-flux from the relations. The snowflakes
were assumed as spheroids with an axis ratio of 0.6 (Matrosov, 2008) and
with a conversion factor the volume equivalent diameter was determined.
The volume flux in mms−1 can be written as a function of the fall velocity,






D3v(D, t)N(D, t)dD. (3.3)
Given that freshly fallen snowfall depth was estimated, the packing
efficiency was assumed to be 100% and compression was ignored. The
correspondence between the estimated snow volume and change in snow
depth was good, and this confirmed the derived ensemble mean densities.
3.1.3 Snow ratio
Snow ratio (Sr) describes the ratio of snowfall depth to LWE accumulation,
and it is inversely proportional to the snow density if packing of snow
on the ground is not considered. This ratio is typically assumed to be
about 10:1, but there are variations depending on temperature, humidity,
compaction and wind conditions. The values can range from 3:1 to 100:1
in different data sets (Roebber et al., 2003; Ware et al., 2006). Power et al.
(1964) established a link between the snow accumulation to snow density
and reported the influence of riming in increasing the snowfall density.
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Figure 3.2. Snow ratio Sr as a function of humidity and temperature (Tw as the wet-
bulb temperature) defined from the estimated volume flux based on video-
disdrometer PIP measurements for 95 snow events during winters 2014-2015.
Roebber et al. (2003) identified seven environmental factors, which affect
the value of snow ratio; the most important were the month, temperature,
and external compaction, and relative humidity information was of lesser
significance. They aimed to improve the snow depth forecasting by using
numerical weather prediction models. Snow density was grouped to three
classes, which are based on snow ratio; heavy (1:1-9:1), average (9:1 - 15:1),
and light (> 15:1). Ware et al. (2006) examined snow ratios measured from
the 24-h accumulations over the U.S. continent during 21 years. With 1650
studied snowfall events they found a median value of 14.1:1, the mean
value 15.6:1 and the mode value to be close to the commonly assumed
10:1. According to Ware et al. (2006), the snow ratio tends to increase with
decreasing temperature and decreasing liquid equivalent precipitation
rate.
In Publication III, snow ratio is determined from the volume flux
(Eq.(3.3)) measured with PIP. The derived mean value is 10.1:1 and
median 9.0:1. Though, it should be noted, that the packing efficiency and
compression of the snowflakes on the ground were not considered. This
method has been utilized for determining the change in the snow ratio as
a function of humidity and temperature (Figure 3.2). The practical applica-
tion is for airport maintenance to help decide the appropriate maintenance
procedures of cleaning the runways. At the airport snow cover is frequently





Disdrometers are automatic instruments providing PSD measurements.
The modern instruments can also measure fall velocity and an estimate of
shape for an individual hydrometeor. Disdrometer data is used, in addition
to measure PSD, for hydrometeor classification, snow rate measurements,
and particle mass retrievals (as explained in Section 2.4). Detailed charac-
teristics of a snow particle are needed to define its scattering properties.
Data can be applied to construct the corresponding link from the surface
observations to remote sensing measurements and to improve microphysi-
cal parameterizations in numerical weather prediction models. Figure 3.3




Figure 3.3. Different disdrometers at the Hyytiälä measurement site a) Joss-Waldvogel
disdrometer b) PARSIVEL, c) Holographic Hydrometeor Imager, d) 2D-video
disdrometer and e) Particle Imaging Package. Photo credits: a), c) and d) are
taken by Matti Leskinen.
One of the older designs, but actively used disdrometers is Joss-Waldvo-
gel disdrometer (JWD). It has been commercially available for almost
50 years (Joss and Waldvogel, 1967) and it is often considered to be a
reference instrument for PSD measurements in rain. JWD is an impact-
type electromechanical counter with a sampling cross-sectional area of 50
cm2 (Tokay et al., 2001). The sensor consists of a cylindrical metal housing
containing an electromechanical transducer and an amplifier module. The
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sensor transforms the mechanical momentum of an impacting drop to an
electrical pulse. It can measure the drop size with a 5% accuracy, and
drops are sorted into 20 size intervals ranging from 0.3 to about 5.0–5.5
mm (Tokay et al., 2001). JWD underestimates the number of small drops in
heavy rain due to the automatic threshold for monitoring noise level (Tokay
and Short, 1996). Small drops are also suppressed with strong background
noise, as noise level reaches 55 dB; the detection of the drop diameters
of 0.3 to 0.4 mm are significantly underestimated (Tokay et al., 2001).
Furthermore, with drops larger than 5.0 to 5.5 mm, the diameter cannot
be distinguished by JWD. The size measurement retrieval is calibrated to
raindrops falling at their terminal fall speed, and thus vertical air motion
influencing the fall speeds results in an error of the measured drop size.
From the same reason, JWD cannot be used for snowfall measurements.
In Publication I, JWD provides PSD in rain below the melting layer.
PARticle SIze VELocity (PARSIVEL) disdrometer was originally de-
signed for liquid precipitation (Löffler-Mang and Joss, 2000). It is a laser
sensor that produces a horizontal flat laser sheet between the emitter and
the receiver. The used wavelength is 650 nm, and the measurements area
is 180 mm x 30 mm (54 cm2). At the receiving end, a photo diode converts
the received light into electric voltage, and as the falling particle passes
through the laser, it blocks off a portion of the light proportional to its
size. Thus the reduced voltage output can be related to the diameter of
the particle. Fall velocity is derived from the duration that the particle is
dimming the laser sheet, assuming a fixed ratio between horizontal and
vertical dimensions (Battaglia et al., 2010a). PARSIVEL can measure sizes
from 0.2 mm up to about 25 mm, and fall velocity range is 0.2 - 20 ms−1.
Löffler-Mang and Blahak (2001) demonstrated that radar reflectivity factor
in snowfall can be retrieved with reasonable accuracy from PSD measured
by PARSIVEL, and Yuter et al. (2006) classified snow, wet snow, and rain
particles based on their size and fall speed properties with PARSIVEL
data. Battaglia et al. (2010a) described the limitations of PARSIVEL’s
measurement principle in snowfall. They concluded that the observed
diameter, namely maximum horizontal diameter, has shortcomings in de-
scribing irregular particles due to internally assumed dependence between
horizontal and vertical dimensions. Therefore this causes errors, over-
and underestimation depended on the particle size, both in the retrieved
velocity and PSD output. Also if large snowflakes are falling close to the
laser-sheet border, the partially seen particles are counted smaller in size,
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and this border effect artificially increases the concentration of the smaller
particles (Battaglia et al., 2010a).
Many of the automatic snow observations have been performed with
Hydrometeor Velocity and Shape Detector (HVSD) (Barthazy et al.,
2004) and 2D-video disdrometer (2DVD) (Kruger and Krajewski, 2002;
Schönhuber et al., 2007). The measurement principle is the same in both
instruments, except HVSD is viewing the falling particles from one direc-
tion and 2DVD from two orthogonal directions. The instruments consist of
two horizontally oriented line-scan cameras illuminated with incoherent
uniform light. The light sheets are vertically separated by an offset of
around 6 mm for 2DVD and around 9 mm for HVSD. The falling particle
casts a shadow related to its size on a horizontal array of line camera’s
photodetectors, and stacking the data from the recorded shadowed detec-
tors, a contour image of the particle can be constructed. The fall velocity is
obtained from the time interval for a particle to fall from one light sheet
to the other, and thus this requires automatic matching of the two corre-
sponding contour images. With HVSD matching is more straightforward
from a single projection. With 2DVD it is more challenging as the complex
structure of snow particles appears different from the two observation
projection. The improved matching or rematching algorithms are created
for 2DVD in (Hanesch, 1999; Huang et al., 2010; Bernauer et al., 2015).
The benefit of two projections is more comprehensive description of the
particle shape. For accurate velocity measurements, the vertical distance
of the two light planes should be precise, and the uncertainty in measured
velocity values influences the resulting PSD. With 2DVD the exact position
of the light planes is determined with a manual calibration process by
dropping metal spheres of distinct sizes from a certain height. Instruments
with line sensors have shortcomings with wobbling and rotating particles;
the resulting constructed image is suffering from distortions, and this is
enhanced in windy conditions. For this reason, for example, in (Bernauer
et al., 2016) only snow events with wind velocities below 5 ms−1 are con-
sidered. The measurement area of 2DVD is approximately 100 mm x 100
mm, and the area of HVSD is 81 mm x 72 mm. Although the resolution of
2DVD is reported to be 0.2 mm (Kruger and Krajewski, 2002), Bernauer
et al. (2015) recommended that the reliable size and shape observations
can be obtained for particles larger than 0.5 mm.
HVSD has been applied for studying the fall velocity of snowflakes, as
a function of riming degree in (Barthazy and Schefold, 2006). Zawadzki
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et al. (2010) studied the natural variability of snowflake fall velocities
and connecting these to environmental factors such as the surface tem-
perature, echo-top temperature, and depth of precipitation system. They
also addressed the instrumental uncertainties. Szyrmer and Zawadzki
(2010) determined an approximate relation between the factors of m(D)
and v(D) relation for aggregates by calculating snowflake masses with
hydrodynamic theory from the HVSD data.
2DVD was utilized in several studies to obtain the m(D) or ρ(D) relation
either using hydrodynamic theory (Huang et al., 2015; Bringi et al., 2017)
or combining the size and velocity information with radar data (Huang
et al., 2010) or gauge measurements (Brandes et al., 2007). Wood et al.
(2014) introduced a Bayesian optimal estimation retrieval for constraining
microphysical properties of dry snow by integrating multi-instrumen-tal
observations; the size-resolved fall speeds and volume estimates of snow
particles were obtained with 2DVD. The snowflake shape characteristics
influencing the fall velocity were investigated in (Hanesch, 1999). The
relation between the fall velocity of aggregates and temperature at the
ground is proposed in Brandes et al. (2008), as the higher temperatures are
associated with potentially increased concentration of supercooled liquid
aloft, and through riming process, the fall speeds are observed to increase
with temperature. Zhang et al. (2011a) calculated the polarimetric radar
parameters using data measured with 2DVD. Lately, 2DVD data is applied
for hydrometeor classification in (Grazioli et al., 2014; Gavrilov et al., 2015;
Lee et al., 2015; Bernauer et al., 2016).
Multi-Angle Snowflake Camera (MASC) is a recently introduced in-
strument taking high-resolution photographs of hydrometeors in three
different angles separated by 36◦ (Garrett et al., 2012). The distance of the
focal point to each camera is circa 10 cm, and the measuring cross section is
approximatively 2.5 cm2. The resolution of the stereographic photographs
is 9 to 37 micron, and a detailed structure of the snow particles can be
distinguished as shown in Figure 2.2, where the accreted small supercooled
cloud droplets on snowflake are clearly seen. The instrument also includes
a system of near-infrared emitter-detector pairs, arranged in two arrays
that are separated vertically by 32 mm. Fall speed is retrieved from the
time it takes a hydrometeor to fall the distance between the upper and
lower triggering array. MASC has been applied to study the hydrometeors
characteristics, such as type, aspect ratio, orientation and fall speed, and
how these properties are affected with riming (Garrett and Yuter, 2014;
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Garrett et al., 2015). MASC has been utilized in hydrometeor classifica-
tion (Praz et al., 2017), where the algorithm could benefit from the texture
features visible in the images for defining the degree of riming. One of the
shortcomings of the instrument is its small measurement volume, which
results in truncation of the measured PSD. In (Garrett and Yuter, 2014),
the fall velocity of rimed particles was studied, and a strong peak value in
distribution was observed in fall speeds around 1 ms−1. There is specula-
tion that the instrument case could distort the wind field by generating
local turbulence in the presence of horizontal winds (Garrett et al., 2015).
Holographic Hydrometeor Imager (HHI) is also one of the new
instruments measuring hydrometeor characteristics and fall velocity
(Kaikkonen et al., 2014; Kaikkonen and Mäkynen, 2016). The imaging
method is based on in-line holography with plane wave illumination. The
image resolution is approximately 20 microns, and the measurable fall
velocity range is 0.1 to 4 ms−1. The latest developed version has a mea-
surement volume of 670 cm3. One of the interesting inventions of HHI
is a vertical tail wing at the backside of the instrument, which rotates it
according to the wind. The wing is designed to turn the longest side of the
measurement volume against the wind direction, which is ideal for sam-
pling. So far the usability of the instrument has been limited because of the
computational cost and the data transfer has a constraint on continuous
measurements during snowfall.
Particle Imaging Package (PIP) is the new generation of the Snow-
flake Video Imager (SVI) (Newman et al., 2009). The measurement prin-
ciple is the same. A 2D-gray scale video image is recorded from a falling
hydrometeor as it falls between a charge-coupled device (CCD) camera and
background light (Newman et al., 2009). SVI could not measure the fall
velocity, but because of the higher frame rate (380 fps (frames per second))
of the PIP camera, the fall velocity can be retrieved from the consecutive
observed frames. For PIP the particle sizes are recorded in the range of
0.2 - 26 mm with the resolution of 0.2 mm in the current software version.
The field of view (48 x 64 mm) of PIP is larger than with the SVI (24 m
x 32 mm). The measurement volume is defined by the field of view and
the depth of field. The depth of field is dependent on the particle diameter
and defined by the processing software either rejecting or not detecting
particles that are out of focus. The expected particle size error due to the
blurring effect is 18 %, and for SVI the depth of field is approximately








Figure 3.4. PIP observations of three ensembles of particles separated by clustering.
Density plots of retrieved area ratios and observed fall velocities as functions
of diameter with the estimated number concentrations. Small needle-like
particles are shown in a) and d) with v(D) relation defined with nonlinear
regression. Aggregates are depicted in b) and e), and the v(D) relation is
taken from (Barthazy and Schefold, 2006). Rimed particles are shown in c)
and f) when v(D) relations are for densely rimed assemblages of dendrites
and graupel-like snow of lump type taken from (Locatelli and Hobbs, 1974),
published with permission (Sinclair et al., 2016).
current algorithm, particles smaller than 14 pixels are rejected, effectively
meaning that particles smaller than disk-equivalent diameter ≈ 0.2 mm
are not observed. Given that the measurement volume of PIP/SVI is not
enclosed, the expected effects in calm to moderate wind conditions on
measurements of particle PSD are modeled to be minimal (Nešpor et al.,
2000).
In (Moisseev et al., 2015) images of snowflakes recorded by SVI were
utilized to identify particle type and in (Huang et al., 2010) SVI was acting
as a reference for PSD measurements when 2DVD was suffering from
under-catchment due to the matching challenges. In Publication II and
Publication III the ρ(D0) relations were retrieved by combining fall velocity
and PSD measurements of PIP with precipitation gauge observations.
The snowflake images were used as confirmation of the observed triple-
frequency radar signatures in Publication II. The retrieved ρ(D0) relation
was also utilized in (Moisseev et al., 2017) for determining the rime mass
fraction in snowfall following the approach of a single ice-phase category
microphysical scheme in numerical weather prediction (NWP) models.
The mass retrieval with PIP data was performed based on hydrodynamic
theory in Publication IV and Publication V. Figure 3.4 shows an example,
where ensembles of particle types in snowfall were classified by clustering
according to the microphysical properties of fall velocity, diameter and
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shape characteristics observed with PIP. In (Sinclair et al., 2016) this
particle type identification verified the presence of secondary ice production
observed with the polarimetric radar.
3.2.1 Comparison of disdrometers
PIP is the main surface instrument utilized in this research. The main
benefit of PIP is the large and open sampling volume, which provides
representative PSDs also in moderate wind conditions. 2DVD and HVSD
have challenges in matching observations of the two measurement levels,
and the shortcoming of MASC is its small sampling volume. PIP records
videos, and thus rotation and wobbling of snowflakes is also recorded, and
the effect on dimension measurements can be retrieved and quantified,
whereas with the line-scan type of instruments the distortion is inherently
in the data. The resolution of PIP images is not as accurate as with images
of MASC and too coarse for detailed particle classification. One of the
advantages of PIP is its robustness when compared to 2DVD. Once aligned
properly and positioned on a stable platform, the only maintenance services
needed are changing lamp yearly and clearing snow in case of piling. For
2DVD the rather cumbersome calibration procedure to estimate the light




4. Basic theory of electromagnetic
scattering of snow particles
"It certainly cannot result in an organism such as a horse, which is not spherically
symmetrical."
Alan Turing, The Chemical Basis of Morphogenesis, 1952.
For modeling remote sensing observations of winter precipitation, the
electromagnetic scattering properties of snow crystals and snowflakes are
required. Snow crystals and snowflakes are not spherically symmetrical,
and thus some approximation must be applied to retrieve a solution. This
chapter presents the basic scattering theory of a single particle, and briefly
explains the main computational methods used to estimate the scattering
properties of a single particle. It also gives reasoning, when it is justified to
compute the scattering properties assuming the snowflake as a spherical
particle and when this approximation fails.
4.1 Electromagnetic scattering of a single particle
Single scattering approximation can be used when other scatterers are
sufficiently far-away, and no multiple-scattering effects between them need
to be considered. The boundary distance is dependent on scatterer size
and the wavelength of the electromagnetic field. The assumption of single
scattering applies to falling snow in the lower microwave frequency regions
(S, C, and X), but at higher frequencies (f > Ku), the multiple scattering
effects can be observed (Battaglia et al., 2010b).
In remote sensing, the observed target locates in the far-field of the
radiating electromagnetic source, and it can be approximated that an
incident electromagnetic wave travels in homogeneous and isotropic space
and impinges upon a single scatterer. Given a non-magnetic scatterer,
e.g. snow crystal or snowflake, it has a permittivity εs (r¯) = ε0εr (r¯), εr (r¯)
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being the relative permittivity, and a permeability μs (r¯) = μ0. Given that
all electric and magnetic fields are assumed to be time harmonic and
can be stated as E¯ (r¯) ejωt and H¯ (r¯) ejωt, with an angular frequency of
ω = 2πf , the dependence ejωt is suppressed in the following equations.
Incident electric field E¯inc (r¯) and magnetic field H¯ inc (r¯) are the solution of
Maxwell’s equations in the homogeneous space with the radiating source
lying outside the space, and the total fields E¯tot (r¯) and H¯tot (r¯) are the
solution of Maxwell’s equations in the inhomogeneous space with ε (r¯) and
μ (r¯) , when the scatterer is present. The total fields are
E¯tot(r¯) = E¯inc(r¯) + E¯s(r¯) (4.1)
H¯tot(r¯) = H¯ inc(r¯) + H¯s(r¯), (4.2)
where E¯s (r¯) and H¯s (r¯) are the scattered fields.
The problem is to determine the unknown scattered and internal fields
with respect to the known incident fields. It is assumed that the medium
around the scattering particle is air (ε0, μ0) and thereby the incident fields
are defined according to Maxwell’s equations
∇ · E¯inc(r¯) = 0 (4.3)
∇ · H¯ inc(r¯) = 0 (4.4)
∇× E¯inc(r¯) = −jωμ0H¯ inc(r¯) (4.5)
∇× H¯ inc(r¯) = jωε0E¯inc(r¯). (4.6)
Moreover, Eq.(4.5) and (4.6) for the total fields are
∇× E¯tot(r¯) = −jωμ (r¯) H¯tot(r¯) (4.7)
∇× H¯tot(r¯) = jωε (r¯) E¯tot(r¯). (4.8)
Subtracting Eq.(4.5) from Eq.(4.7) and Eq.(4.6) from Eq.(4.8)
∇× (E¯tot (r¯)− E¯inc (r¯)) = −jωμ (r¯) H¯tot (r¯)− (−jωμ0H¯ inc (r¯))
= −jωμ0
(
H¯tot (r¯)− H¯ inc (r¯))− jω (μ (r¯)− μ0) H¯tot (r¯) (4.9)
∇× (H¯tot (r¯)− H¯ inc (r¯)) = +jωε (r¯) E¯tot (r¯)− jωε0E¯inc (r¯)
= jωε0
(
E¯tot (r¯)− E¯inc (r¯))+ jω (ε (r¯)− ε0) E¯tot (r¯) (4.10)
from which the scattered fields can be determined according to Eq.(4.1)
and Eq.(4.2)
∇× E¯s (r¯) = −jωμ0H¯s (r¯)− jω (μ (r¯)− μ0) H¯tot (r¯) (4.11)
∇× H¯s (r¯) = jωε0E¯s (r¯) + jω (ε (r¯)− ε0) E¯tot (r¯) . (4.12)
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Also, the scattered fields satisfy Maxwell’s equations. Inside the particle,
the incident field induces an apparent electric current J¯ and this current
generates then the scattering electromagnetic field. The particle operates
like an antenna, and its scattering energy is lost from the incident wave.
Considering magnetic and electric current sources
M¯ (r¯) = jω (μ (r¯)− μ0) H¯tot (r¯) (4.13)
J¯ (r¯) = jω (ε (r¯)− ε0) E¯tot (r¯) . (4.14)
and, as already stated, the magnetic current is zero (μ (r¯)− μ0 = 0) . Taking
a curl (∇×) of Eq.(4.11) and combing it with Eq.(4.12), the scattered electric
field is
∇×∇× E¯s − k20E¯s = k20 (εr (r¯)− 1) E¯tot. (4.15)




λ and λ is the
wavelength. If the electric current source is equal to zero, the equation
Eq. (4.15) becomes the vector Helmholtz equation. The vector Helmholtz
equation at an observation point r¯ can be solved for a point source located










4π |r¯ − r¯′| (4.16)
and the solution for a general source is found from the convolution of the





















)− 1) E¯tot (r¯′) dV ′.
(4.18)
In remote sensing the incident electromagnetic field is far-away from its
source; the strength of the field decreases inversely with distance and no
reactive or radiative effects of the near-field need to be taken into account.
In the far-field, the originally spherical wavefront can be considered as a
plane wave, where the wavefront is a plane perpendicular to the direction
of propagation. The Green’s function Eq.(4.16) in the far-field (r = R >> r′)











and the scattered electronic field in the far-field is (Tsang et al., 2000)




















Basic theory of electromagnetic scattering of snow particles
where f(k¯s, k¯i) is the scattering amplitude. The scattering amplitude
relates the incident electric field to the scattered field and describes pro-
portionality of the field from direction k¯i into direction k¯s.
4.2 Basic scattering parameters
If k¯i is the propagation direction, then the linearly polarized incident
electric plane wave can be written as (Tsang et al., 2000)
E¯inc = e¯iE0e
−jk0k¯i·r¯, (4.21)
where e¯i is a unit vector in the direction of the polarization (perpendicular
to k¯i) with amplitude E0. The scattered wave is then




where the unit vector of the scattered field is e¯s (perpendicular to propaga-
tion direction k¯s). The magnetic field associated with the incident wave is




k¯i × E¯inc, (4.23)
where η =
√
μ/ is the wave impedance. The Poynting vector represents




 (E¯inc × H¯ inc,∗) = |E0|2
2η
k¯i (4.24)

















∫ ∣∣S¯inc∣∣ ∣∣f(k¯s, k¯i)∣∣2dΩs,
(4.26)
where dΩs is the differential solid angle. The scattering cross-section is
σs =
∫ ∣∣f(k¯s, k¯i)∣∣2dΩs. (4.27)
The electromagnetic wave suffers power loss not only because of scattering,
but also due to absorption. The absorbed power by a small particle with a
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Figure 4.1. Scattering plane defined by the incident wave vector k¯i and the scattered wave
vector k¯s with the scattering particle centered in origin.






The total attenuation, also called the extinction, is the sum of the scattering
and absorption cross-sections. Thus the extinction cross-section is
(Ishimaru, 1978)
σe = σa + σs =
−4π
k0
	 [f(k¯i, k¯i) · e¯i] , (4.30)
where f(k¯i, k¯i) is the forward scattering amplitude.
The wave vectors k¯i, k¯s define the scattering plane in 3D-space with a
scattering particle centered in origin and direction of scattering is deter-
mined by the scattering angles; θ between the direction of propagating
incident and scattered wave on the scattering plane and φ perpendicular
to θ in azimuthal direction (Figure 4.1). Given φ = 0◦, θ = 0◦ describes the
forward-scattering and θ = 180◦ the backscattering.
The linearly polarized incident electrical field Eq.(4.21) and the conse-
quential scattered field Eq.(4.22) can be written with two linearly indepen-




















in which the h stands for horizontal and v for vertical polarization com-
ponents. The directions (k¯i, v¯i, h¯i) are orthogonal unit vectors in the
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Cartesian coordinate system (X, Y , Z) following a right-hand rule, thus
k¯i = v¯i × h¯i. There are two conventions to determine the scattering di-
rection in forward scatter (FSA) or backscatter alignment (BSA) (Bringi
and Chandrasekar, 2001). In FSA the triplet is defined k¯s,FSA = v¯s × h¯s,
whereas in BSA the scattering direction is towards the observation point
and k¯s,BSA = −k¯s,FSA = v¯s×−h¯s. The scattering amplitude matrix can























with co-polarized (fvv, fhh ) and cross-polarized (fvh ,fhv ) scattering ampli-
tudes. For radar applications, the BSA convention has benefits, as for a
monostatic radar the scattering matrix is symmetric. For example the scat-
tering amplitude matrix of a sphere, which is a good model for small liquid
water droplets, in backscattering direction is a unit matrix (Bringi and








4.3 Effective Medium Approximation
In a basic definition, dielectric materials have no free charges as electrical
conductors do, and therefore they do not conduct electricity. When the
dielectric material is exposed to an electric field, the bounded charges
are slightly displaced from their equilibrium positions, i.e. polarized,
with a net displacement of positive charges into the direction of the elec-
tric field and electrons into the opposite direction, but the net charge is
zero (Sihvola, 1999). This creates an internal electric field that reduces
the overall field within the dielectric itself. A separation of the charges
is equivalent to the dipole moment, and polarizability is a measure for
the interactions between the dipole moment and the electric field (Sihvola,
1999). Although, some materials have a permanent dipole moment even in
the absence of an electric field, for example water molecules. Permittivity
is a value, which characterizes the dielectric properties of a material, the
larger the tendency for electric polarization, the larger the value of the
permittivity.
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Ice crystals are homogeneously composed of pure ice, whereas snowflakes
are a mixture of ice and air, and in the melting process also water is
included. Even though both ice and water are constructed from H2O
molecules, their permittivity is very different in microwave frequency
region.
The real part of the relative dielectric permittivity of ice has almost
a constant value of ε′r = 3.2 over a frequency range from 10 MHz to 1
THz with slight temperature dependence (Mätzler and Wegmüller, 1987).
Based on Mätzler and Wegmüller (1987) measurements over the frequency
range from 2 to 100 GHz at two different temperatures (T=-5◦C, -15◦C),
the real effective permittivity of ice can be described
ε′r = 3.1884 + 0.00019T, (4.35)
where T is the temperature in degrees Celsius.
The imaginary part of ε′′r is small compared to the real part; it ranges
between 10−4 − 10−2 at the microwave frequencies. It is influenced by
the impurities, and as the wavelength increases, also the sensitivity on
temperature grows (Warren, 1984). The imaginary part of permittivity is
usually presented in the form
ε′′r = (A/f) +Bf
C +Df3 (4.36)
where f is the frequency in GHz. The parameters A, B, C, and D are
dependent on the temperature and the impurities (Mätzler and Wegmüller,
1987; Hufford, 1991; Mishima et al., 1983; Jiang and Wu, 2004). For ex-
ample Mätzler and Wegmüller (1987) defined the terms from an empirical
fit to data for pure ice A = 6 · 10−4, B = 6.5 · 10−5, C = 1.07 at T=-5◦C, and
D = 0.
The permittivity of water is usually determined according to Debye model
(applicable below 100 GHz frequency domain, Liebe et al. (1991)) (Sihvola,
1999)
εw (f) = ε∞ +
εst − ε∞
1− j2πfτ , (4.37)
where εst = 190.0 − 0.375T is the low-frequency or static permittivity,
ε∞ = 4.90 is the high-frequency permittivity, τ = 1.99T e
2140/T · 10−12s is the
relaxation time. For higher frequencies, the Double Debye Model should be
applied. The Debye model describes well the dielectric response of fluids
with permanent electric dipole moments (Sihvola, 1999). At microwave fre-
quencies ice is fairly dispersionless and lossless, whereas water is strongly
dependent on the wavelength. For example the permittivity of water at
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0◦C with Eq.(4.37) at C-band is 63.0 + j37.8, at Ka - band 9.5 +j18.9 and at
W-band 5.6+j7.5, respectively.
For an inhomogeneous particle, the dielectric properties are calculated
as a weighted average of the properties of the components in the medium,
considering e.g. shape, size, orientation and mutual relation of the differ-
ent components. Thus the particle can be treated as homogeneous with
effective permittivity. The method to compose the effective permittivity is
known as Effective Medium Approximation (EMA) or utilizing mixing
model rules. The drawback of EMA is that information of the particle
structure is lost, and its effect e.g. to polarimetric quantities cannot be
derived. The feasibility of EMAs is restricted to a frequency region, where
the inhomogeneities are much smaller than the wavelength. There exists
also so called extended EMAs (EEMA), which is constructed to allow a
larger size of inclusions, but still smaller than the wavelength. As a rule of




where δ is a measure for the size of the inclusion (Yaghjian, 1980). At
C-band, the utilization of mixing formulas is justified for describing
snowflakes, but towards higher frequencies like at Ka- or W-bands, the
assumptions used in the EMA may not be valid.
In a two-material mixture, the inclusion component is called a guest, and
the environment is called the host or matrix material. Some EMAs can be
expanded to include several components, but often the mixing is performed
in stages; first two components are mixed according to a mixing rule, and
then the third component is mixed with the resulting mixture and so forth.
Maxwell Garnett-model (MG) is a basic mixing rule for isotropic in-
clusions and environment medium. The MG model is asymmetric, and
for the two-phase MG mixture, the method provides the upper and lower
bounds of possible values of permittivity, whether the another component
is the inclusion and the other forming environment matrix (Mishchenko
et al., 2000).
For spherical inclusions, the MG rule can be derived from the static field
solution presented later in Section 4.5.1 with the internal electric field
stated as a function of an incident field for a sphere in Eq.(4.50) (Sihvola,
1999). Let the mixture consists of spherical inclusions of relative permit-
tivity εic in an environment with permittivity of εmt and the fraction fV of
the volume is occupied by the inclusions and 1 − fV of the environment.
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Then it can be written
εeff =
(1− fV ) εmt + fVErεic
(1− fV ) + fVEr , (4.39)
where Er is the field ratio between the internal field and the external field.
Inserting Eq.(4.50), the effective permittivity is
εeff = εmt + 3fV εmt
εic − εmt
εic + 2εmt − fV (εic − εmt) , (4.40)
which is the basic form of the MG mixing rule. However, with the basic
MG rule, it is impossible to model fV = 1, because the maximum packing
efficiency with spheres is ≈ 0.63 (Bringi and Chandrasekar, 2001). A
higher packing efficiency can be reached with different sizes of inclusions.
Bohren and Battan (1982) derived, for randomly distributed and oriented
ellipsoidal inclusions of different sizes, the form of MG is
εeff =
(1− fV ) εmt + fV βεic






εic − εmt ln(εic/εmt)− 1
]
. (4.42)
In a similar expression for randomly orientated spheroids MG is presented






(〈Ψ1〉+ 〈Ψ2〉+ 〈Ψ3〉)− 3
]
1 + 13fV [(〈Ψ1〉+ 〈Ψ2〉+ 〈Ψ3〉)− 3]
, (4.43)
with
〈Ψ1〉 = 〈Ψ2〉 = 2εmt
(rb − ra) (εic − εmt) ln
[
(εic + εmt)− ra (εic − εmt)




(rb − ra) (εic − εmt) ln
[
εmt − rb (εic − εmt)
εmt − ra (εic − εmt)
]
(4.45)
Bruggeman method has no hierarchy difference between the host and
the guest material. The effective permittivity according to Bruggeman







where N is the number of different phases with permittivities εj each
occupying a volume fraction of fVj .















fVj = 1 and u is a dimensionless form factor corresponding
inclusion shape and for spherical particles, which are sparsely distributed
in a vacuum, u = 2.
In (Meneghini and Liao, 2000) the effective permittivity is defined by
computing the internal fields of the particle with volume integral equation
method and then averaging the field amplitudes 〈E1〉 and 〈E2〉. The method






The mutual relation of the inclusion and matrix component depends on
the topology modeled for volume integral equation methods and a change
of component shape from cubic to spherical had a relatively small effect on
the resulting effective permittivity value (Meneghini and Liao, 2000).
For snow, where the permittivity difference between air and ice is small,
the effective permittivity has very similar values with different EMAs.
There is no general conclusion, which would prefer one mixing rule over
another. Also, if MG is applied, the retrieved effective permittivity is al-
most independent of the selection of matrix and inclusion media. However
given that the permittivity of water is high in the microwave region, with
the melting hydrometeors the discrepancy of component permittivities is
large. Changing the order of the mixed components to another or utilizing
different mixing rules, can lead to notably different effective permittivity
values and therefore to different scattering response (Fabry and Szyrmer,
1999). This is discussed in Section 5.2.
4.4 Size parameter and scattering regimes
The size parameter is a dimensionless parameter to describe the particle





where D is a characteristic diameter of the particle. The different scat-
tering modes and methods to solve the scattering problem are typically
divided into three domains according to size parameter:
• Rayleigh scattering regime (x 
 1), where the particle size is much
smaller than the wavelength, typically the upper limit is determined ad
84
Basic theory of electromagnetic scattering of snow particles
hoc as 1/10 of the wavelength. In this region, it can be approximated
that the incident field E¯inc impinging on the particle is constant and the
internal field can be calculated from the knowledge of the static field
solution. The scattering is strongly dependent on size of the particle
∼ D6, and there is no angular dependence.
• Resonance regime (x ≈ 1), where the particle has approximately the
same size as the wavelength. In this regime, the shape and the in-
homogeneities of the particle are significantly influencing the complex
scattering pattern. The closed-form solution exists only for spheres. For
arbitrary shaped particles, numerical methods are used to determine the
scattered field, and these are usually computationally costly.
• Physical optics regime (x  1), where the particles are much larger
than the wavelength. In this regime, the laws of geometric optics,i.e.
reflection, refraction, and diffraction, are generally sufficient to describe
the interaction of electromagnetic wave with the particle. The ray tracing
is one of the computational techniques used in this regime.
4.5 Scattering methods
The scattering problem is stated in Eq.(4.20). The internal electric field
E¯int inside the particle induced by the total electric field E¯tot is generally
unknown, because of this, some kind of approximation is applied instead.
Here some of the well-known methods for retrieving the scattering prop-
erties are briefly presented, more extensive descriptions can be found for
example from (Tsang et al., 2000; Tsang and Kong, 2001; Mishchenko
et al., 2000; Kahnert, 2003).
4.5.1 Rayleigh scattering
For a particle much smaller than the wavelength, the spatial and temporal
variance of the incident field can be neglected, and the instantaneous
internal electric field inside the scatterer can be obtained from a static
solution. This is called the Rayleigh approximation. For a small spherical
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Then the scattered field can be obtained from Eq.(4.20), where the volume
of the particle is V = π/6D3 and εr is a constant value





















3 (εr − 1)
εr + 2
V
(−k¯s × (k¯s × e¯i)) . (4.52)
For vertical and horizontal polarizations the scattering amplitude matrix
can be written as a function of incident and scattered angles θi, φi and










⎣ − cos(φs − φi) −cosθisin(φs − φi)








If the incident wave propagate along z-axis (k¯s = r¯, θi = φi = 0) and
















Considering the scattering cross-section for the backscattering direction
from Eq.(4.27) for a co-polarized wave and inserting the volume of sphere,
it will be
σb(−k¯i, k¯i) = 4π












when wave number is k0 = 2π/λ and the dielectric factor |K|2 =
∣∣∣ (εr−1)(εr+2)
∣∣∣2.
For a spheroid, the polarizability matrix should take into account the shape
effects (Bringi and Chandrasekar, 2001). Typically Rayleigh scattering
is considered to be applicable to weather radar observations (f < 10 GHz
(X-band)).
4.5.2 Lorenz-Mie theory
When the size of the scatterer is comparable with the wavelength, the
Rayleigh approximation does not apply. The most common solution to the
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scattering problem is an analytical solution for spherical particles based
on separation of variables SVM method, known as the Mie solution or
Lorenz-Mie theory (Mie, 1908; Lorenz, 1890). In Mie solution, the incident,
scattered, and internal fields are expanded in vector spherical harmonics.
The field functions become linear combinations of terms that are products
of separable functions of the three spherical coordinates: spherical Bessel
functions of the distance from the sphere, associated Legendre polynomials
of the zenith angle and sinusoidal functions of the azimuth angle (Sihvola,
1999). The unknown coefficients in these series are defined by the boundary
conditions at the surface of the sphere; the tangential field components of
the total fields have to be continuous across the particle surface, and the
tangential components of the electric and magnetic fields have to approach
zero as the distance from the origin approaches infinity (Kahnert, 2003).


























where an and bn are the Mie coefficients. The parameters m¯ and n¯ are
spherical vector wave functions, where o and e denote odd and even cases
corresponding the sinusoidal functions of the azimuth angle. The subscript
n corresponds to the number of terms calculated for the sin-function and
m for the cos-function, here m = 1. In addition, the vector wave functions
are expressed in terms of spherical Hankel functions of the first kind
h
(1)
n (kr) (or also called as spherical Bessel functions of the third kind, thus
the superscript (3)) and the associated Legendre function of the first kind
P
(1)










































































Basic theory of electromagnetic scattering of snow particles
in which r is the range and r¯, θ¯, φ¯ are the unit vectors. The Mie coefficients














































]′ − h(1)n (x) [√εrjn√εr (x)]′ , (4.58)
where jn() is the spherical Bessel function of the first kind and []′ denotes
differentiation with respect to the argument. As a result, the scattered
field is a convergent infinite sum of the partial waves. The number of
terms N that needs to be calculated for an enough accurate estimate of the






x+ 1 0.02 ≤ x ≤ 8
x+ 4.05 3
√
x+ 2 8 < x < 4200
x+ 4 3
√
x+ 2 4200 ≤ x ≤ 20000,
(4.59)
in which x is the size parameter.
The Mie solution or more generally the SVM is a precise method, and it
is often used as a benchmark for computational scattering methods. The
analytic solution is limited to spheres, though SVM can be applied also
to any other coordinate system in which the scalar Helmholtz equation
becomes separable, i.e. in the spheroidal coordinates the spherical vector
wave functions are replaced with spheroidal vector wave functions, but in
this case the solution can not be achieved analytically (Kahnert, 2003). The
popularity of the Mie solution is partly explained by the well-documented
computer algorithms (Wiscombe, 1980; Bohren and Huffman, 1983). Hence
many scattering problems are treated by computing also non-spherical
particles with Mie solution replacing the scatterers as equivalent-volume
spheres and the effect of non-sphericity is discarded (Mishchenko et al.,
2000). One drawback of SVM is that it can only be used for homogeneous
particles, and for inhomogeneous particles it is commonly utilized with
EMA (Section 4.3). Inhomogeneity can also be addressed with a solution
for concentric layered spheres (Aden and Kerker, 1951). Melting particles
are often modeled with two-layered spheres, where the inner core is ice
or mixture of ice and air, and the upper cover is water. Botta et al. (2010)
applied Generalized Multiparticle Mie (GMM) method for defining the
scattering from dry and melting aggregates. In GMM the particle is
constructed from a set of non-overlapping spheres with arbitrary position
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and size, and the scattering solution is reached by taking into account the
interaction fields between each sphere.
4.5.3 Rayleigh-Gans Approximation
Assuming the relative permittivity εr of the scattering particle to be close
to the permittivity of the surrounding medium, and thus the higher-order
interactions of the electromagnetic radiation within the particle can be
ignored. In this case, the internal electric field is estimated to be same as
the incident field
E¯int ≈ E¯inc. (4.60)
This is known as Born or Rayleigh-Gans approximation (RGA) (Bohren and
Huffman, 1983; Tsang et al., 2000), where the scattered wave of a particle
can be directly constructed as a superposition of the scattered waves
originating from different parts of the particle. Inserting the Eq.(4.60) to
scattering equation Eq.(4.20) with incident field plane wave described as
Eq.(4.21) with E0 = 1 (Tsang et al., 2000)












)− 1) k¯s × (k¯s × e¯i) e−jk0k¯d·r¯′dx′dy′dz′.
(4.61)
The integration limits can be expanded now to infinity as the outside
the particle the relative permittivity is 1, and the integrand is zero. Let
k¯d = k¯i − k¯s and polarization of the scattered field k¯s × k¯s × e¯i depends
only on scattered direction and incident polarization. It can be seen that
the scattering amplitude matrix is a scalar integration over the particle
volume and can be stated as























)− 1) e−jk0k¯d·r¯′dx′dy′dz′. (4.63)
In comparison to Rayleigh scattering, in RGA there is no assumption of
a small particle relative to the wavelength, and applicability of RGA in
the frequency range is wider (Matrosov, 1992). The requirement of the
small difference in relative permittivity to surrounding must be filled, and
additionally, the maximum phase shift of the incident wave through the
89
Basic theory of electromagnetic scattering of snow particles







Based on studies of fractal aggregates in (Berry and Percival, 1986), it
is speculated that in an open structure, the first requirement can be re-
laxed for fluffy aggregates because of the large air gaps between the solid
parts of the particle (Westbrook et al., 2006; Tyynelä et al., 2013). RGA is
computationally faster than e.g. Discrete Dipole Approximation (DDA, in
Section 4.5.5). When compared to DDA as shown in (Tyynelä et al., 2013),
RGA provides more accurate backscattering for irregular snowflakes than
can be obtained with Mie solution or Rayleigh approximation at higher
frequencies. Given the mathematically simple solution, utilizing RGA
offers a possibility to investigate the influence of the particle structure
on the modeled scattering (Westbrook et al., 2006; Leinonen et al., 2013;
Hogan and Westbrook, 2014). Westbrook et al. (2006) described snowflakes
with a single universal function, where the form factor depends only on
the overall shape of the aggregate and not on the details of the monomer
crystals composing the snowflake. One of the shortcomings is that in its
basic form, RGA cannot model the polarimetric radar observables. Lu
et al. (2013) presented a modification to RGA adding the self-interactions
between different parts of an ice crystal. Compared to GMM calculations
this version improves the accuracy of the method and extends its applica-
bility to polarization-dependent parameters, however, is it limited to single
crystals at millimeter or longer wavelengths or low-density aggregates
(Lu et al., 2014). Hogan and Westbrook (2014) presented parametrization
of two modeled snowflake structures with five terms. The backscattering
cross-sections of the ensemble of snowflakes can be retrieved with this
parametrization, and because in this method the complex snowflake struc-
tures can be described with the fractal structure, it is called Self-Similar
Rayleigh-Gans (SSRGA). The full scattering phase function can be ob-
tained with SSRGA, and as compared with DDA calculations at 94 and
183 GHz, the earlier noticed underestimation in backscatter is reduced
(Hogan et al., 2017). For dense particles resulting from riming, SSRGA is
limited, and Hogan et al. (2017) reported that the backscattering cross-
sections can be underestimated by a factor of 2.
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4.5.4 T-matrix method
For non-spherical particles, T-matrix method (TMM) is widely used and is
a computationally efficient technique. The TMM was originally introduced
by Waterman (1965, 1971) for computing electromagnetic scattering of
a single homogeneous particle by utilizing boundary conditions with the
surface-integral equation form of the scattering problem in Eq.(4.15), but
the comprehensive development work of Mishchenko et al. and providing
public-domain Fortran T-matrix codes have increased the popularity of
the method (Mishchenko and Travis, 2017). The formulation of T-matrix
can be derived from many scattering methods i.e. either from the Null-
Field Method (Kahnert, 2003) or by reformulating SVM (Schulz et al.,
1998), and actually for spheres TMM formulation is equal to the standard
Lorenz-Mie theory (Mishchenko et al., 2000). Similar to Mie solution,
the incident, internal, and scattered field can be expanded to the regular
vector wave functions and substituted into the scattering surface-integral
equation. The surface integral over the boundary surface can be evaluated
by numerical surface integration and the T-matrix is computed from the
coefficient elements. The exact equations can be found e.g. (Tsang et al.,
2000; Mishchenko et al., 2000; Kahnert, 2003).
The T-matrix contains the full information of particle scattering proper-
ties by connecting the derived expansion coefficients matrix of the scattered
field p in terms of those of the incident field a (Kahnert, 2003)
p = Ta. (4.65)
After the T-matrix is calculated, the major advantage of the method is that
in comparison e.g. to DDA, the elements of T-matrix are independent of the
incident and the scattered fields, and thus the T-matrix can be computed
only once and then used for any incident or scattering directions. The
T-matrix is dependent on the shape, size parameter, and permittivity of
the scattering particle and on its orientation with respect to reference
frame. The T-matrix formalism can be applied to any particle shape, but
without rotational symmetry, the computational complexity is greater and
the calculation time increases significantly (Mishchenko et al., 2000). Thus,
TMM is typically applied to spheroids or rotationally symmetric particles.
The disadvantage of the basic TMM in describing hydrometeors is that
the method is only applicable to homogeneous particles and, even though
with T-matrix the nonspherical particles can be modeled, the internal
inhomogeneity cannot be directly considered.
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TMM has been applied for describing snowflakes e.g. (Matrosov, 2007;
Leinonen et al., 2011) and comparisons to more rigorous methods such
as DDA are presented in (Tyynelä et al., 2011; Leinonen et al., 2012a).
In the modeling of melting layer, TMM is utilized in (Matrosov, 2008) for
spheroidal particles for defining the attenuation in the melting layer at
X and Ka-band and in (Skaropoulos and Russchenberg, 2002) for S-band
examining the Doppler spectrum in the melting layer.
4.5.5 Discrete Dipole Approximation
In the recent studies of the scattering properties of snowflakes, the empha-
sis is on more realistic modeling of the particles, and thus on deriving the
scattering characteristics caused by the complexity of particle structure. In
this respect the Lorenz-Mie solution or T-matrix method are limited, they
can be exploited effectively only for spheres or spheroidal particles, and ho-
mogeneous particles. The ability to compute scattering of the non-spherical
particles and to understand the effect of inner structure requires another
kind of approach. The increasing computational power has created interest
for numerical techniques, and their utilization is actively researched.
Volume integral equation methods are one of the numerical techniques,
where the electromagnetic scattering problem can be solved for non-spheri-
cal particles. They are flexible techniques, which can be applied to arbitrary,
inhomogeneous and anisotropic particles. In these methods, the scattering
particle is divided into finite volume elements, and assuming that these
elements are much smaller than the wavelength; the variation of permit-
tivity and electric field inside the element are insignificant. Therefore,
each element is considered homogeneous, both permittivity and electric
field being constants inside, and the scattering properties of a single el-
ement can be defined. Modeling the particle will then lead to a system
of linear equations that can be inverted numerically by standard tech-
niques (Yurkin et al., 2007). Besides the requirements of static solution
inside the elements, another restriction on the element size is their ca-
pability to provide an accurate enough representation of the scattering
particle. Both of these requirements yield a great number of elements, and
often the required calculations set high demands on CPU resources. For a
scatterer with high relative permittivity, the needed amount of elements
even increases. In general, the way to improve the accuracy of volume
integral equation methods is to increase the number of elements (Kahnert,
2003) or by also considering the magnetic field description in addition to
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the electric field (Mulholland et al., 1994; Merchiers et al., 2007). Both
are resulting an increase in computations. Therefore, the usability of
volume integral equation methods depends greatly on the choice of the
computational method in solving this vast amount of equations. Another
disadvantage of the methods is the need to repeat the calculations for each
new incident angle.
Under the title of volume integral equation methods, several different
approaches or techniques are presented in literature, Discrete Dipole
Approximation (DDA) being the most popular one. Distinguishing one
from other similar methods is not always so straightforward. For example,
Digitized Green’s Function (DGF) method (Goedecke and O’Brien, 1988)
and Volume Integral Equation Formulation (VIEF) (Hage et al., 1991) were
derived separately from DDA, but in fact, mathematically they are close
to each other (Draine and Goodman, 1993; Lakhtakia and Mulholland,
1993; Kahnert, 2003; Yurkin et al., 2007). The DDA is also referred as the
coupled dipole method (CDM) (Lakhtakia and Mulholland, 1993).
DDA is far more utilized and known than the other methods, thanks
to the work by Draine and his co-workers, e.g. (Draine, 1988; Draine
and Flatau, 1994, 2008), who are the pioneers in DDA modeling. In
addition to publications, they have provided a free program (DDSCAT
7.3, 2017), which many scientists have used in their calculations, for snow
particles e.g. (Foster et al., 1999, 2000; Evans and Stephens, 1995a,b).
DDA was introduced already in 1964 in studying the optical properties
of molecular aggregates by de Voe (1964, 1965) and after the research
of Purcell and Pennypacker (1973), DDA became extensively applicable.
Following DDSCAT also other free available DDA codes appeared later
e.g. ADDA (2017) by Yurkin and Hoekstra (2007) and JSCAT (2017) by
Peltoniemi (1996). A comparison of four different implementations of
DDA, like ADDA and DDSCAT, is presented in (Penttilä et al., 2007) and
comparisons to other methods are discussed in (Lakhtakia and Mulholland,
1993; Kahnert, 2003; Tsang et al., 2001; Mishchenko et al., 2002). There
also exit extensive review articles of the method, e.g. by Draine and Flatau
(1994); Yurkin et al. (2007).
The scattered field in DDA can be determined from the Eq.(4.18) by
discretization of the particle into N small volume cells (ΔVn), which are
represented by dipoles. It is assumed that the incident field, the induced
current and permittivity are uniform inside these small volumes. The ex-
cited field for each dipole consists of the incident field and the contributions
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from all other cells n = k , k = 1, ....N ,














The volume-current density is given by Eq.(4.14), and the dipole moment
is related to J¯ for the dipole n = k







where polarizability αk is the linear relation of the dipole moment p¯k
and the external incident field E¯inc
k








The accuracy of DDA calculations depend directly on the polarizability
αn of the point dipoles. In the literature, there are several derivations to
improve formulation of the αn (Yurkin et al., 2007). Another requirement
for accurate results is the needed amount of dipoles. Even though DDA is
flexible regarding the geometry of the target, there is a limitation on the
inter-dipole separation d. It must be small compared to (1) any structural
lengths of the target, and (2) the wavelength λ. Numerical studies with
DDSCAT indicate that the second criterion is adequately satisfied if
|√εr| kd < 1, (4.69)
this criterion is valid, if
∣∣√εr − 1∣∣ ≤ 3. If (√εr) is large, the used inter-dipole
distances should decrease and fullfill the criterion
|√εr| kd < 0.5. (4.70)
Therefore the primary application of DDA is for scattering computations of
dielectric targets with sizes comparable to the wavelength, and the method
is not suitable for larger values of the size parameters or the permittivity.
The error in DDA calculations increases by abrupt permittivity changes
between neighboring dipoles. For example, a thin coating of water on
an otherwise dry snowflake produces relative errors in backscatter cross-
sections in the order of 25% due to the high permittivity value of water in
respect of ice in microwave frequencies (Tyynelä et al., 2009). DDA has
been applied to modeling of the scattering from snowflakes as spheroids
e.g. (Tyynelä et al., 2009) and more realistic snowflake models e.g. (Liu,
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Figure 4.2. The horizontal backscattering cross-sections as a function of maximum diame-
ter with different scattering methods at C-, Ku-, Ka- and W-bands are shown.
The DDA and TMM scattering calculations are from (Tyynelä et al., 2011).
The complex aggregates are marked as dark gray circles and fractals as lighter
gray triangles, and scattering calculations are performed with ADDA. The
spheroids (light blue dots) have an aspect ratio of 0.65, density is following the
used m(D) relations of the aggregates, and corresponding relative permittivity
is calculated using Maxwell-Garnett effective medium approximation EMA
with ice inclusions in air matrix. The scattering calculations are performed
with TMM with Gaussian-distributed preferred orientation. The Lorentz-Mie
solution (blue dots) and Rayleigh scattering (dark blue dots) are calculated
with equi-volume spheres, and they have the same EMA as the corresponding
spheroid.
2004; Kim, 2006; Liu, 2008; Tyynelä et al., 2011; Petty and Huang, 2010;
Tyynelä et al., 2013; Nowell et al., 2013; Hogan et al., 2017) and melting
snowflakes e.g. (Tyynelä et al., 2014; Ori et al., 2014). Other numerical
models used for complex-shaped snowflakes are e.g. Finite-Difference-
Time-Domain (FDTD) in (Aydin and Walsh, 1999) providing backscattering
coefficients for single crystals at 35, 94, and 220 GHz frequencies and in
(Ishimoto, 2008), for aggregates using a fractal approach at 9.8, 35, and 95
GHz.
4.5.6 Applicability of scattering methods in snowflake modeling
In remote sensing, snow particles are often modeled as spheres or sphe-
roids, and the scattering properties are computed using Rayleigh approxi-
mation, Lorentz-Mie theory or TMM. The effective permittivity is derived
by applying an EMA for air and ice mixture. These approaches for link-
ing particle physical and scattering properties are called "soft-sphere" or
"soft-spheroid" models. Another way is to construct more detailed shape
model of the irregular snow particle, and compute the scattering properties
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using numerical methods such as DDA or with RGA and GMM. There
are two different approaches to create the detailed particle shape models
and define their physical properties; physical-based and empirical-based
methods (Tyynelä, 2017). In the physical-based method, the particle is
formed by mimicking the growth processes, e.g., in (Westbrook, 2004;
Tyynelä et al., 2011; Leinonen and Moisseev, 2015; Kuo et al., 2016) and in
empirical-based method the physical properties of particles are determined
by fitting to the measured quantities such as m(D) relation, e.g. (Botta
et al., 2011; Lu et al., 2016). The benefit of the empirical-based method is
that the properties of the modeled particles are physical, but the drawback
is that they are case-dependent and may not be representative with other
measurements (Tyynelä, 2017).
The performance of different snowflake models at C-, Ku, Ka- and W-
bands is illustrated in Figure 4.2 based on calculations by Tyynelä et al.
(2011). It can be seen that all methods are showing similar backscattering
cross-sections for this particle size range at C-band and utilization of the
Rayleigh scattering approximation for spheres is not introducing a signifi-
cant overestimation to the scattering computations at lower frequencies.
Therefore, it is a reasonable assumption in Publication IV and Publication
V to apply Rayleigh approximation for scattering calculations of snow par-
ticles when compared to C-band weather radar observations. For particles
with higher permittivities, for example in melting, or at higher frequencies,
the differences between the models increase, and more complex particle
models and scattering methods should be applied. In Publication I, where
melting snow particles were modeled at C-band, Lorenz-Mie theory was
selected because of its simplicity and fast computational performance.
Publication II considers the scattering observations at higher frequen-
cies. In general, Rayleigh approximation is strongly overestimating the
backscattering cross-sections, whereas Mie-Lorentz theory seems to un-
derestimate the backscattering compared to DDA computations. Leinonen
et al. (2012a) demonstrated with observations at Ku, Ka, and W- bands
that modeling with spheroids (TMM), the observed backscattering mea-
surements cannot be explained consistently throughout the studied fre-
quency range. Similar results were shown by (Petty and Huang, 2010;
Botta et al., 2011). Tyynelä et al. (2011) concluded that backscattering
cross-sections, calculated with ADDA for complex snowflakes and with
T-matrix for corresponding soft spheroids, compare well at C-band and Ku-
band, but spheroids are underestimating at higher frequencies by a factor
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of 10 (Ka) and 50-100 (W) consistently with different sizes and shapes.
One of the reasons for the observed limitations of the spheroid models can
origin from applicability of EMA in the higher frequency range.
At present, it is understood that soft spheroid models are too simplistic
and may not present consistent results especially at higher frequencies.
The detailed and "realistic" particle models and DDA computations seem
to be applicable at all frequency ranges. However, there is a question
whether these "realistic" particle models are actually representative of
snowflakes observed in nature. Because of the above-said, this topic is of
current interest, and the applicability of the various particle models and
scattering methods ranging over the microwave region is actively studied.
Over the past decade, scientists have created databases of snow particle
scattering properties at microwave frequencies and made them publicly
available (Liu, 2008; Botta et al., 2011; Nowell et al., 2013; Tyynelä et al.,
2014; Kuo et al., 2016; Lu et al., 2016). Databases contain polarimetric
and non-polarimetric scattering properties of various types of modeled
particles calculated with the different methods.
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5. Microwave remote sensing
observations
"What’s a few dB among friends."
Cartoon in R.E. Reinhart: Radar for Meteorologists, 2004
The microwave remote sensing measurements can be divided into two
categories according to the measurement principle, these are the active
and passive techniques. In the active remote sensing, the instrument
(radar or in the optical region working lidar) transmits electromagnetic
wave to target and measures the backscattered wave and the elapsed
time from the transmission to the return of the wave. Whereas in passive
remote sensing, the radiometer observes electromagnetic radiation caused
by thermal radiation of a target.
In the case of radars, the used wavelength is selected as a tradeoff
between the measurement sensitivity, atmospheric attenuation and system
design limitations. For precipitating-sized particles on the centimeter scale,
the highest backscattering response is gained with centimeter-wavelength
radar, while the attenuation of the atmosphere gases and constitutes is
still small. Weather radars typically are operating at S (3 GHz)-, C (5.6
GHz)- or X (10.3 GHz) - bands with wavelengths between 10-3 cm. With
shorter wavelengths, the radar is more sensitive for detecting smaller
cloud particles (from 5 to 10 μm), although also attenuation increases with
increasing frequency. The cloud radars are mainly operating at Ka- and
W-bands. In Publication I, Publication IV and Publication V the C-band
radar observations are analyzed and in Publication II the triple-frequency
observations (X, Ka, and W) are investigated with surface measurements.
In general, the remote sensing retrievals with radiometer measurements
are based on observations in different frequency channels and polariza-
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tions, and often the targets of interest have a non-unique response at
a given frequency. The radiometer measurements applied in this study
are used to retrieve liquid water path (LWP) aloft utilizing the frequency
channels of 23.8 GHz and 31.4 GHz in Publication II and Publication IV.
Also, space-based estimates of snowfall are validated in Publication V. The
estimate is retrieved from observations of GPM Microwave Imager (GMI)-
instrument operating in thirteen microwave channels ranging from 10
GHz to 183 GHz.
5.1 Weather radars
The modern weather radars are typically dual-polarization Doppler pulse
radars. A pulse radar transmits a short high-power pulse directed with
an antenna to the observed target. The length of the pulse τ is in the
order of microseconds. The pulse propagates with the speed of light, hits
the object, which re-radiates part of the energy and part of this will be
received at the radar. The received power is only a small fraction of the
transmitted pulse. The receiver measures the power of backscattered
pulse and the elapsed time of the traveled pulse to and from the object
with a distance of R (t = 2Rc ). From the former, the amount and type of
scatterers can be retrieved, and from the latter, the distance to the object
can be obtained. Doppler radars retrieve the radial velocity of a moving
object from the observed frequency shift in the returned pulse signal. Thus,
Doppler weather radars can detect not only the intensity of precipitation
but also track the storm movements and measure tracers of the wind and
their radial velocities (Doviak and Zrnic´, 1993). The Doppler radars can
also effectively filter stationary clutter targets.
Weather radar is an ideal instrument to measure areal precipitation,
because of the high temporal and spatial resolution of the observations.
The physical characteristics of precipitation necessitate frequent measure-
ments over a large range of scales (Kidd and Huffman, 2011), and the
typical measurement resolution of minutes and hundreds of meters of an
operational weather radar is superior in comparison, e.g., to a network of
precipitation gauges. In Publication IV and Publication V the challenges of
the conversion between the power measured by the radar and the precipi-
tation rate are discussed. In addition to the uncertainties related to the
retrievals, errors in weather radar measurements are generally related
to hardware problems and miss-calibration (Joe and Smith, 2001), detec-
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tion of clutter and false-echoes (Battan, 1973; Koistinen and Michelson,
2002), anomalous propagation (Doviak and Zrnic´, 1993) and attenuation
caused by heavy precipitation (Bringi and Chandrasekar, 2001) and wet
radome (Kurri and Huuskonen, 2008; Frasier et al., 2013). Because of the
vertical structure of precipitation, with increasing distance from the radar,
scanning geometry introduces uncertainties in the radar-based precipita-
tion estimates (Koistinen and Pohjola, 2014). Due to beam broadening, the
sampling volume can contain precipitation in different phases or volume
is only partly filled with precipitation. Also, at longer distances when
the radar beam is located at higher altitudes, the correspondence of the
measurement to precipitation on the ground is weaker, e.g., radar might
measure an overhanging precipitation or overshoot a low precipitation
system (Saltikoff et al., 2015).
Nowadays weather radars utilize usually dual-polarization by trans-
mitting horizontally and vertically polarized electromagnetic waves and
receiving polarized backscattered signals. Given that the hydrometeors are
not spherical, their scattering characteristics are not the same for different
polarizations. By comparing the signal properties in two perpendicular
directions, more detailed information can be obtained about the particle
sizes, shapes, phase, orientation, and particle size distributions. Dual-
polarization measurements lead to improved rainfall estimation, attenua-
tion correction, hydrometeor classification and overall data quality (Bringi
and Chandrasekar, 2001).
5.1.1 Radar equation










where Pr is the received power, Pt is the transmitted power, Gt is the gain of
the transmitting antenna describing the directivity of the antenna, 1/4πR2-
term counts for the power expanding isotropically, Lat is the atmospheric
attenuation, Aeff is the effective area of the receiving antenna and σb is
the backscattering cross-section of the object. Weather radars are usually
monostatic i.e. single antenna is used for transmitting and receiving the
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This is a general form of radar equation. For meteorological targets, there
are many scatterers (total amount n) inside a radar measurement volume,







where σb,i is the backscattering cross-section of a single scatterer i. Here
single-scattering is assumed, and no the effect of multiple scattering is
considered. The measurement volume Vrdr can be determined as a function











where θ is the elevation angle and φ is the azimuth angle of the antenna
in radians also considering the half-power beamwidths and R is the dis-
tance from the radar. The additional term 1/2 log 2 is added assuming the
main lobe of the antenna to be Gaussian. Considering now the spherical
Rayleigh-scatterer defined in Eq.(4.55) and combining this with Eqs.(5.2),











when Cr is a radar constant containing the parameters related to the radar
hardware properties as a function of the operating wavelength. Radar












Reflectivity factor is expressed in mm6m−3, with D in mm and N(D) in
mm−1m−3. Because of the wide range of values, the reflectivity factor is





The radar reflectivity factor is defined assuming that the observed hy-
drometeors are small spherical scatterers, where Rayleigh scattering ap-
proximation is valid. This is generally true for weather radars with longer
wavelength, however, for higher frequencies or non-spherical hydromete-
ors either solid or mixed-phased, the equivalent reflectivity factor can be
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with backscattering cross-section σb(D) determined with other scattering
methods. In addition, the radar constant with dielectric factor of water |Kw|
is usually applied to radar measurements directly and for scatterers other
than raindrops the dielectric factor must be defined as |Kp|2. For snow
with known density of ρs, the dielectric constant |Ks|2 ≈ ρs2ρ2i |Ki|
2 can be
computed by the two-phased Maxwell Garnett mixing formula of a mixture
of ice and air (Bringi and Chandrasekar, 2001). The equivalent reflectivity
factor of spherical snow particles (assuming a volume-equivalent diameter








Reflectivity factor can be calculated for both horizontally and vertically
polarized waves Zh and Zv; typically the horizontal polarization is used.
Other dual-polarimetric observables can be determined from the scattering
amplitude matrix defined in Eq.(4.33) and computed the corresponding
scattering cross-sections from Eq.(4.27). This thesis is mostly applying
only single polarization measurements, but to provide a general view of the
current status of weather radar measurements, the polarimetric variables







The value of the cross-section is dependent on the actual shape and size of
the scattering particle, but also on permittivity value. In microwave region,
ice produces lower Zh and Zv than liquid precipitation because of lower
dielectric effects. The reflectivity factor is sensitive to calibration and the
attenuation in heavy precipitation affects Z even at lower frequencies.
The Doppler radars observe the reflectivity-weighted fall-velocity
(Russchenberg and Ligthart, 1996)
vZ =
∫
D v (D)σb,hh (D)N (D) dD∫
D σb,hh (D)N (D) dD
. (5.11)
The differential reflectivity Zdr is a measure describing the reflectivity
weighted mean axis ratio of hydrometeors in a volume (Straka et al., 2000)
and it is also expressed in logarithmic scale. For scatterers, which are
oriented with their symmetry axis vertical in the plane of polarization,
axis ratios less than unity (oblate particles) produce positive Zdr and axis
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ratios larger than unity (prolate particles) produce negative Zdr. Canting
angle changes the effective lengths of the scatterers along the directions
of orthogonal polarized transmitted electric fields, and hence also Zdr is
affected. Likewise also the nonuniform structure of scatterer, especially if






D σb,hh (D)N (D) dD∫
D σb,vv (D)N (D) dD
. (5.12)
The linear depolarization ratio (LDR) describes the ratio between







D σhv (D)N (D) dD∫
D σhh (D)N (D) dD
. (5.13)
For a perfect sphere LDR has value of negative infinity, and with a more
complex shape or with canting effects it increases. For hydrometeors, the
value is usually between -35 and - 15 dB.
The co-polarized correlation coefficient using the backscattering
alignment with the scattering amplitudes is







with 〈〉 indicating ensemble averaging. The argument of the co-polarized
correlation coefficient δhv is also called backscatter differential phase.
Its nonzero values for partially aligned hydrometeors correspond that
the scattering is no longer in Rayleigh regime (Straka et al., 2000). For
resonance regime scatterers it depends on the size of nonspherical hydrom-
eteors and can be used to interpret their size and type. The amplitude
ρhv measures the correlation between the horizontally and vertically po-
larized waves. It is a useful quantity to distinguish hydrometeors from
non-meteorological scatterers and e.g. the melting layer has a distinct ρhv
signature.
The specific differential phase is the difference between propagation
constants for horizontally and vertically polarized waves. It is defined by













Basically, Kdp discriminates between statistically isotropic and anisotropic
hydrometeors. Isotropic hydrometeors produce similar phase shifts for
horizontal and vertical polarized waves, and the detected differences are
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then due to anisotropic constituents. Generally, the magnitude of Kdp
increases as both oblateness (or prolateness) and also as the dielectric
constant increase. The specific differential phase is independent of re-
ceiver/transmitter calibration and attenuation. It is also less sensitive
than reflectivity factor to variations of size distributions. It can be used to
define the difference in attenuation between the two polarizations.
The specific attenuation for both polarizations and differential atten-
uation are calculated with the forward scattering amplitudes (Bringi and
Chandrasekar, 2001)






















Adr = Ah −Av. (5.18)
5.2 Modeling of bright band
The melting layer appears as a bright band in weather radar reflectivity
measurements (Figure 5.1). Since the beginning of the weather radar era,
many experimental or theoretical studies have been carried out to quantify
fine characteristics of microphysics in the melting layer, e.g. habit of the
primary snowflakes, influence of the temperature and humidity gradients,
impact of the vertical air velocity, and effect of the snowflake aggregation
and break-up, these are discussed in Section 2.3.
(a) (b) (c)
Figure 5.1. a) PPI - scan of stratiform precipitation with the distinguishable bright band.
RHI - scan of the vertical structure of precipitation with the bright band
observed b) in reflectivity factor profile and c) in fall velocity profile. Image
credits: Matti Leskinen with permission.
The main cause for the observed increase in the reflectivity factor is
the change in particle permittivity due to melting, as this is substantially
higher for water than ice in the microwave region. The melting starts at
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the periphery of the particle, and the melted particle appears to radar like
a large and slowly falling liquid hydrometeor leading to higher backscatter-
ing and extinction cross-sections. As the melting process continues, the size
of the mixed-phase particles will decrease reducing the backscattering, and
their fall velocity will increase. Due to the increased fall velocity, particle
number concentration decreases and this further decreases the observed
reflectivity factor value. Eventually the melting particles will collapse
into raindrops. Figure 5.2 shows typical vertical profiles of reflectivity
factor and fall velocity in melting layer. The original snow particle habit
and density, the temperature and the relative humidity profiles and the
precipitation rate also affect to the shape and intensity of a bright band.
Klaassen (1990) stated that the higher the density of ice particles above
the melting layer, the weaker the bright band is. This was also shown
in (Fabry and Zawadzki, 1995) by studying the long-term observations
of bright band dependence on precipitation intensity, and in (Fabry and
Szyrmer, 1999) by testing the melting layer model with different m(D)
relations for snow before melting. Zawadzki et al. (2005) modeled also the
effect of riming at the top of the melting layer and compared the results to
radar observations. In a case of low-density snow aggregates, the increase
of reflectivity can be 15 dB relative to the corresponding rain reflectivity.
For rimed snow, the enhanced peak is less than 8 dB, and the fall speed is
between 2-4 ms−1 at the top of the bright band, and with denser graupel,
the peak is around 5 dB with a fall speed of 3-4 ms−1 at the top (Zawadzki
et al., 2005). Other aspects such as changes in particle size distribution,
indicating aggregation and breakup of precipitation, were found to affect
little to the average bright band intensity (Fabry and Zawadzki, 1995).
(a) (b)
Figure 5.2. Precipitation profile from 21 September, 2010. a) Black solid lines: radar
reflectivity factor measured with scanning C-band radar and a gray line:
modeled profile b) a black solid line: measured with vertical pointing airborne
W-band radar.
106
Microwave remote sensing observations
The microphysical model utilizes the temperature and humidity profile
and defines the rate of melting, the changes in size distribution and fall
speed of hydrometeors. It specifies the volume fractions of ice, air, and wa-
ter in an ensemble of particles at the specific height. The electromagnetic
model calculates the scattering properties of hydrometeors as a function of
their size, the melted mass fraction, and the radar wavelength, and con-
nects these to radar observations. Due to computational reasons, Rayleigh
approximation, Mie solution or T-matrix method is usually used for scatter-
ing calculations and therefore the permittivity of melting particles needs to
be estimated with some form of EMA. Formulas such as Maxwell Garnett,
Bruggeman, and Wiener, using various approaches on how to mix the
components (three-phase or two consecutive two-phase, selection of matrix
and inclusion media) are presented in the literature and the methods are
compared in (Meneghini and Liao, 1996; Fabry and Szyrmer, 1999; Olson
et al., 2001; Battaglia et al., 2003; Matrosov, 2008) and in Publication I.
The used scattering methods and EMAs are shown in Table 5.1
One of the pioneering works in the bright band modeling is the model
presented by Dissanayake and McEwan (1978a). It was one of the first sim-
plistic, but effective models, and e.g. Hardaker et al. (1995) use this model
with some modifications. Where as Dissanayake and McEwan (1978a)
modeled the melting particles with ice core and water shell, Hardaker
et al. (1995) used a solution of snow core and water shell, both applying
analytic Lorenz-Mie solution for coated spheres by Aden and Kerker (1951).
Coated spheres are also utilized in (Yokoyama and Tanaka, 1984). Both
models utilized the Wiener mixing rule to define permittivity of snow. For
snowflakes, in which the melted water is drifting to the inner parts of
the particle, the water layer at the particle surface is not representative.
This is more descriptive for modeling of melting high-density graupel or
hail. If melting snowflake is modeled with water coating, the enhanced
reflectivity factor is generally overestimated. Klaassen (1988) defined
a more realistic dielectric constant of melting particles by consecutively
mixing the two-phase Maxwell-Garnett mixing rule of random elliptical
spheroids from (Bohren and Battan, 1982). He applied the rule firstly
mixing the ice inclusions to water matrix and then air inclusions to wet ice
matrix. Fabry and Szyrmer (1999) used six different models to define the
permittivity, and they also utilized the solution of concentric spheres with
different densities and orders of mixing, these are stated in Table 5.1. It
was demonstrated that the various mixing ways and assumed topologies
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Microwave remote sensing observations
had a significant effect on the bright band peak intensity, the difference
of the mixing topologies can be in the order of 10 dB (Fabry and Szyrmer,
1999). The six different mixing topologies were compared with two pre-
cipitation cases, for light (1 mmh−1) and moderate (5 mmh−1) stratiform
rain observed at X-band and UHF radars. It was shown that with the most
realistic and complex model, Model 5, the calculated reflectivity factor
profile corresponded best with the observations in both cases. Similar
results were obtained in the other comparisons as well, a common con-
clusion was that a mixture, where dry snow (ice inclusions in air matrix)
inclusions are set in water matrix overestimates the reflectivity factor peak
by around 5 dB and more accurate approach is to use a mixture of wet
ice (ice inclusions in water matrix) inclusions in air matrix (Fabry and
Szyrmer, 1999; Olson et al., 2001; Battaglia et al., 2003) and Publication
I. In (Fabry and Szyrmer, 1999) this effective permittivity topology was
chosen for the outer shell of the concentric sphere in the Model 5. The
CG-FFT - model of (Meneghini and Liao, 2000) seem to underestimate the
formed reflectivity peak and is more suitable for modeling weak bright
bands (Battaglia et al., 2003). Giangrande (2007) changed the mixing order
as a function of melted volume fraction (Model C in Table 5.1); for small
volume fractions the permittivity was weighted towards the value of Model
B (snow matrix with water inclusions) and for higher volume fractions
toward that of Model A (water matrix with ice inclusions). Compared with
S-band radar observations, the Model C seem to catch scattering behavior
of the both initial and final stage of melting, where using a single mixing
topology would fail.
Melting layer has discernible signatures also in polarimetric observables,
Zdr, ρhv, Kdp, and LDR. There are peaks in Zdr and LDR profiles and a
drop in the ρhv, and these are employed in melting layer detection algo-
rithms e.g. (Tabary et al., 2006; Brandes and Ikeda, 2004; Matrosov et al.,
2007; Giangrande et al., 2008). The polarimetric profiles of melting layer
have been modeled in e.g. (Russchenberg and Ligthart, 1996; Giangrande,
2007; Ryzhkov et al., 2008; Trömel et al., 2014). It is shown in (Gian-
grande, 2007) that without presence of large particles inside the melting
layer grown through aggregation process the pronounced polarimetric
signatures of Zdr and ρhv cannot be modeled, and also the large observed
values of backscatter differential phase cannot be produced (Trömel et al.,
2014).
One of the driving forces in the melting layer research, both in radar me-
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teorology and telecommunications, is the attenuation effect of the melting
layer (Smith, 1986; Klaassen, 1990; Leitao and Watson, 1986; Dissanayake
et al., 1997; Battaglia et al., 2003). The bright band attenuation is notably
higher than for the corresponding rain. Even though the melting layer is
relatively thin, its extinction can be significant for slant beam measure-
ments or at higher frequencies (Matrosov, 2008). In Publication I the focus
is on estimating the attenuation at C-band weather radar measurements
related microphysical conditions of snow above the melting layer.
5.3 Radar-based snowfall estimate
The connection between the equivalent radar reflectivity Ze and snowfall
rate S is typically given in power-law format, which is determined through
a regression fit for some snowstorms
Ze = azsS
bzs . (5.19)
Since the research of Marshall and Gunn (1952), many relations are pre-
sented in literature e.g. (Fujiyoshi et al., 1990; Langille and Thain, 1951;
Marshall and Gunn, 1952; Imai, 1960; Ohtake and Hemni, 1970; Sekhon
and Srivastava, 1970; Carlson and Marshall, 1972; Puhakka, 1975; Ras-
mussen et al., 2003; Saltikoff et al., 2015). Tables listing many of the
factors are found e.g. in (Gray and Male, 1981; Rasmussen et al., 2003)
and Publication IV.
However, despite the extensive research, quantitative snowfall estimates
are still challenging, because of the significant variability of the microphys-
ical properties of snow. In Figure 5.3 the wide range of Ze − S relation
can be observed, especially the prefactor azs, is deviating strongly and is
dependent on various parameters such as the crystal type, degree of riming
and aggregation, density, and terminal velocity (Rasmussen et al., 2003).
In Publication IV the dependence of the factors are studied, and it is shown,
how the prefactor azs is affected by the m(D) and v(D) relation parameters
and the PSD parameters. These properties can change even inside a snow
storm, and thus one relation suitable for all snowfalls may be impossible
to reach (Passarelli, 1978; Rasmussen et al., 2003; Saltikoff et al., 2015).
The variability of the factors of Ze − S relation in one snowfall event is
demonstrated in Figure 5.4 from one of the studied cases in Publication IV.
The theoretical exponent bzs is derived by assuming an exponential PSD
and calculated from the exponents of m(D) and v(D) relations, and the
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Figure 5.3. The gray area is depicted from different Ze − S relations from the litera-
ture (Gray and Male, 1981; Rasmussen et al., 2003; Huang et al., 2010,
2015; Saltikoff et al., 2015) and in Publication IV, and black solid line is
the long-term averaged relation determined in Publication V. The relations
are determined for frequencies in Rayleigh scattering regime (S-, C-, and
X-band).
Figure 5.4. Time series of the prefactor azs and theoretical exponent bzs of Ze − S relation
assuming exponential PSD for 31 January, 2015.
variety is small with a mean value of 1.56. The prefactor azs is determined
from retrieved Ze and S from measurements of video-disdrometer PIP and
theoretical bzs. The value of azs is changing from 34 to 1020 during this
snowfall event.
Research has mainly been focusing on determining a so-called climatolog-
ical Ze − S relation that could determine snowfall rate as a local solution.
For example, Finnish Meteorological Institute (FMI) has defined exper-
imental factors Ze = 100S2 based on gauge comparison (Saltikoff et al.,
2010) and utilizing this relation decreased the underestimation of the
snowfall rate based on earlier applied factors from (Sekhon and Srivastava,
1970). However, it must be remembered that the systematical overesti-
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mation of radar measurements can be related to Ze − S relation, but also
to underestimation by the gauges. Nevertheless, it is shown in (Huang
et al., 2015) that the normalized bias between radar-derived and gauge-
measured accumulation was reduced from 96% of the fixed experimental
FMI relation to 28% when using event specific Ze − S relations. Also, it
is stated in (Matrosov et al., 2009) that there can be a factor of two dif-
ference in precipitation rate with different factors selected for the Ze − S
relation. Hence for accurate snowfall estimate in addition to equivalent
radar reflectivity, some extra information is needed, e.g. the classification
of the prevailing snow type, at least on coarse scale, whether the prevailing
particle type is low-density aggregates or denser rimed particles.
The quantitative snowfall precipitation estimation can be improved by
using adjustable Ze − S relation. Challenges are, firstly to derive paramet-
rization for adaptive Ze − S relation, and secondly to retrieve from opera-
tional measurements the conditions to guide the relation (Saltikoff et al.,
2015). In Rasmussen et al. (2003) an algorithm for adaptive Ze − S rela-
tion is demonstrated, where the exponent bzs was changing between fixed
values for rain and snow, and the prefactor azs was adjusted by gauge com-
parison. The algorithm is also utilized in nowcasting snowfall with a lead
time of 1 h. A strong dependence of the prefactor azs of the Ze − S on PSD
parameters is shown in (Rasmussen et al., 2003; Bukovcic et al., 2015) and
in Publication IV, but the current routinely recorded meteorological data or
single-frequency radar measurements do not have established procedure to
retrieve these parameters. With low precipitation intensity, the prefactor
of the m(D) relation can partly explain the different values of the prefac-
tor azs. Here the recent advances in polarimetric radar algorithms, e.g.
in (Kennedy and Rutledge, 2011; Bechini et al., 2013; Moisseev et al., 2015;
Thompson et al., 2014; Grazioli et al., 2015), have shown skill to identify
the prevailing snow type from the radar measurements and the prefactor
could be changed accordingly. In some countries a fixed Z −R relation is
assumed regardless of the phase of the precipitation, and the introduced
error is corrected by the gauge-adjustment (Smalley et al., 2014; Norin
et al., 2015). On U.S. continent a MRMS/Q3 precipitation product classifies
precipitation to snow if the wet-bulb temperature is below 0 ◦C and thus
Ze = 75S
2.0 for snowfall estimate is applied (Zhang et al., 2011b). Because
Q3 is based on the S-band radars in NEXRAD network, the quality-control
threshold of 5 dBZ prevents the detection of light snowfall. According to
Chen et al. (2015) Q3 product is underestimating precipitation in winter
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and spring, and Q3 snowfall estimate has not been validated with e.g. to
independent gauge observations (Chen et al., 2016).
5.4 Satellite-based snowfall estimate
Since the late 1990s, satellite instrumentation suitable for observing snow-
fall have been launched, e.g. multi-frequency radiometers Advanced Mi-
crowave Sounding Unit-B (AMSU-B) or Microwave Humidity Sounder
(MHS), Atmospheric Technology Microwave Sounder (ATMS) and GPM
Microwave Imager (GMI). So far there are only a few suitable active
sensors operating such as Cloud Profiling Radar (CPR) at W-band and
Dual-Frequency Precipitation Radar (DPR) at Ku/Ka-band. Snowfall re-
trieval is challenging for both active and passive instruments, because of
weak and complex signatures of snow in microwave frequencies e.g. (Kidd
and Huffman, 2011; Ferraro et al., 2005; Liu, 2008; Liu and Seo, 2013;
Skofronick-Jackson et al., 2013b) and comparing to rain, there are still
significant uncertainties with detection and, especially, with quantitative
estimation of snowfall.
5.4.1 Active sensors
The advantage of active sensors compared with passive sensors, is the
high spatial resolution, which is in the order of kilometers with respect
to tens of kilometers. Active sensors can also provide a 3D profile of the
cloud structure. The nadir-looking CPR on board of polar orbiting satellite
CloudSat (Stephens et al., 2008) has been utilized for snowfall surface
estimates e.g.(Hudak et al., 2008; Liu, 2008; Kulie and Bennartz, 2009;
Hiley et al., 2011; Norin et al., 2015; Chen et al., 2016). It is sensitive
enough to detect light precipitation including drizzle and snowfall (Tanelli
et al., 2008). The disadvantages of the relatively high frequency of CPR, is
the significant attenuation of the signal and the issue of multiple scatter-
ing, both of these influencing intense snowfall observations (Hudak et al.,
2008). Active sensors also suffer from surface clutter contamination e.g.
the lowest five bins of CPR are filtered. Thus the closest observations to the
ground are measured at the height of 1.3 km (Kulie and Bennartz, 2009)
and microphysical processes affecting to precipitation intensity at low alti-
tudes can be missed. The effect of this blind zone on global statistics was
studied in (Maahn et al., 2014) and concluded to cause an underestimation
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of reflectivity up to 1 dB, resulting in the number of observed events to
alter by ±5% and the precipitation amount being underestimated approxi-
mately 10%. DPR on board of GPM Core Observatory has two radars for
measuring precipitation, also designed to capture light precipitation and
snowfall. The operating wavelengths are Ku-band and Ka-band, with the
minimum detectable signal level of 12-14 dBZ (Toyoshima et al., 2015) and
12 dBZ, respectively (Hou et al., 2014). The sensitivity of the radars is
too high for detecting the majority of the snowfall events and a significant
amount of the total global snowfall accumulation will be missed by the
GPM radars if compared to CPR (Kulie and Bennartz, 2009).
As with weather radars, the observed equivalent reflectivity factor Ze
for space-borne radars is usually converted to the precipitation rate S
with experimental factors that have a power-law relation. The factors
are dependent on e.g. particle type, particle size distribution, but also
strongly related to the used measurement frequency. With high-frequency
radars in the millimeter range, scattering is in a resonance region, and
therefore Ze − S relations differ from those that are typically used for
the centimeter-wavelength radars (Matrosov et al., 2008). It is discussed
in (Kulie and Bennartz, 2009) that the modeled Ze for a given snowfall rate
is sensitive to the chosen scattering method and the used particle model.
At a snowfall rate of 1.0 mmh−1, the potential range, with different model
assumptions of Ze, can be close to 14 dB, representing a large potential
source of uncertainty in the retrieved snowfall rates from radar data.
Different Ze − S relations are derived for W-band e.g. in (Matrosov et al.,
2008; Kulie and Bennartz, 2009; Liu, 2008).
5.4.2 Passive sensors
In the microwave frequency regime the atmosphere is relative transpar-
ent, especially for frequencies below 100 GHz. The specific attenuation
at frequencies 1-300 GHZ is plotted in Figure 5.5 for dry air and for air
containing water vapor density of 7.5 gm−3. At lower microwave frequen-
cies, attenuation by clouds is relatively small and surface emissivity is
dominant when observed from space. Passive microwave satellite sensors
measure the electromagnetic radiation emitted and scattered by Earth’s
surface and atmospheric particles integrated over a vertical column. The
underlying assumption is that precipitation can be identified either by the
emission of rain droplets, which increase the observed radiation at the
sensor, or from the decrease of the radiation caused by the scattering effect
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Figure 5.5. Specific attenuation for dry air with gray line and for air containing water
vapor density of 7.5 gm−3 at each frequency between 1-300 GHz according to
the International Telecommunication Union (ITU) atmospheric gas attenua-
tion model (ITU-R Recommendation, P.676-10, 2013). The frequencies of GMI
radiometer are plotted with dashed line.
of ice particles (Kidd and Huffman, 2011). However, passive measure-
ments have difficulties in distinguishing the weak scattering signature
of snowfall from the higher ground emissivity, especially from the snow-
covered surfaces (Bennartz and Bauer, 2003; Noh et al., 2006; Munchak
and Skofronick-Jackson, 2013; Kongoli et al., 2015). At higher frequencies,
above 100 GHz, the scattering of ice particles is shown to be significant
and the surface emission component can be screened by the water vapor
absorption as shown in Figure 5.5. However, the scattering effect is also
impacted by water vapor in the upper atmosphere (Skofronick-Jackson
et al., 2004).
The observed radiation at the passive microwave sensor at single fre-
quency has a non-unique response to precipitation (Bennartz and Bauer,
2003; Skofronick-Jackson et al., 2013a), and usually, multi-channel algo-
rithms are used for precipitation detection (Kidd and Huffman, 2011). For
example with GMI 13 channels ranging from 10 - 183 GHz are employed,
these are shown in Figure 5.5. The lower channels are for observing the
liquid precipitation, channel close to 21 GHz is for correction of the water
vapor emission, and higher channels (> 89 GHz) are used for snowfall
detection (Hou et al., 2014).
Passive algorithms are divided into two groups according to the used
technique; empirical and physical algorithms (Kidd and Huffman, 2011).
Empirical algorithms are based on comparison between the surface mea-
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surements and responses of the different frequency channels e.g. (Kongoli
et al., 2003, 2015; Chen et al., 2003; Liu and Seo, 2013). These methods
are simple to implement, but suffer from uncertainties induced from the
measurement setup and require a regional calibration, because of the
inherent differences in precipitation systems (Kidd and Huffman, 2011).
In physical algorithms, the measured radiation is coupled with either
modeled or observed profiles. The benefit of physical approach is that by
utilizing the Bayesian approach with the modeled or observed a priori
database of atmospheric profiles, also the vertical structure of the pre-
cipitation can be retrieved and more information on precipitation can be
obtained e.g. (Skofronick-Jackson et al., 2004; Skofronick-Jackson and
Johnson, 2011; Kim et al., 2008; Noh et al., 2006, 2009; Kummerow et al.,
2015). In a Bayesian GPROF (Goddard Profiling)-algorithm the obser-
vational database has been utilized since 2010, when modeled database
was replaced with operationally generated database of the Precipitation
Radar (PR) and TRMM Microwave Imager (TMI) of the Tropical Rainfall
Measuring Mission (TRMM)-satellite (Kummerow et al., 2011, 2015). Pre-
cipitation algorithms based on the Bayesian scheme are sensitive to the
accuracy of the a priori databases, and the majority of the errors induced to
the algorithms, are from the incompleteness of the created a priori profiles
(Bauer et al., 2001; Kummerow et al., 2006).
The snow detection threshold for passive radiometers operating at 166
GHz was modeled to be close to 0.5 - 1.0 mmh−1 in LWE rate, and in
ideal conditions around 0.2 mmh−1 (Skofronick-Jackson et al., 2013a).
Similarly, based on observations, it was demonstrated that the snowfall
rate threshold over a snow-covered surface is 0.89 mmh−1, and can be
approved to 0.44 mmh−1 by applying a priori information of the snow
cover (Munchak and Skofronick-Jackson, 2013). The snowfall detection is
dependent on the cloud vertical structure as well as the scattering particle
type, precipitation intensity, and surface conditions. The performance of
the algorithms varies in different precipitation events, for example, heavy
blizzards, with high cloud system and large ice particle content, can be
easily detected e.g. with AMSU-B instrument over bare ground (Skofronick-
Jackson et al., 2004; Foster et al., 2012; Noh et al., 2006; Skofronick-
Jackson et al., 2013b). However, light snow events, such as "diamond
dust", have a weak signal-to-noise ratio and is challenging to observe with
passive instruments (Radok and Lile, 2013).
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5.4.3 Ground validation
The target of ground validation is to identify uncertainties in satellite-
based products and to improve satellite-based algorithms. In the GPM
satellite mission the ground validation is divided into three approaches
(Hou et al., 2014)
• Direct product validation is performed between the satellite- and
ground-based precipitation products of national/international validation
networks. The goal is to identify significant discrepancies and provide
information for the physical validation.
• Physical validation concentrates on testing and improving the algo-
rithm retrieval assumptions based on modeling and microphysical stud-
ies.
• Integrated science validation couples the satellite-products to pre-
diction models to assess the integrated performance.
In Publication V a method to validate space-based surface snowfall es-
timate is proposed. The method is based on a combination of detailed
microphysical surface observations and radar measurements. Hence it is
addressing both the direct as well as the physical validation and providing
insight into the snow retrieval algorithm development.
Conventionally the detection of space-based products is quantified by
utilizing the well-known forecasting skill scores. The skill scores are
scalar attributes to the joint distribution of forecasts and observations
describing the relative accuracy of forecast performance to some reference
set (Wilks, 2011). Typically non-probabilistic verification is displayed as a
combination of forecast and event pairs as a contingency table as shown
in Figure 5.6. The 2×2 contingency table presents correctly estimated
hits a, false alarms b, misses c and correct rejections d. There are a
large number of different skills scores developed based on the contingency
table such asHeidke Skill Score (HSS), Critical Success Index (CSI),
Probability of Detection (POD) and False Alarm Rate (FAR) (Wilks,
2011). Scalar skill scores are convenient to use, but there is a variety of
ways for forecasts to go right or wrong. Thus referring the performance in
a single scalar number, involves a loss of information.
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Figure 5.6. One-to-one correspondence between the forecast and observed values pre-
sented in the 2 × 2 contingency table. (Wilks, 2011)
HSS is the proportion correctly estimated events related to random
forecasts that are statistically independent observations
HSS =
2(ad− bc)
(a+ c)(c+ d) + (a+ b)(b+ d)
. (5.20)
CSI is a metric presenting the skill to detect correctly the event relative to
all the correctly or falsely detected snowfall, but it excludes the analysis of
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The snowfall rate estimated by CPR of CloudSat has been widely vali-
dated, and both the detection and the retrieved snowfall rate estimate are
comparing well with ground observations (Matrosov et al., 2008; Hudak
et al., 2008; Kulie and Bennartz, 2009; Smalley et al., 2014; Norin et al.,
2015; Chen et al., 2016). Hudak et al. (2008) compared the snowfall detec-
tion of CPR with C-band weather radar observations and noted that the
most frequent cause of a missed snowfall was the filtered echoes due to
the ground clutter, and the most common cause of a false detection was
an incorrect precipitation threshold in the used algorithm. Matrosov et al.
(2008) compared the CloudSat snowfall retrieval to vertically pointing
ground-based 8-mm cloud radar and to S-band precipitation radar. They
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demonstrated that millimeter-wavelength cloud radars could be used ef-
fectively also for snowfall retrievals, and a typical difference between the
CPR and S-band radar estimates of snowfall rate was within a factor of
2, which is of the order of the uncertainty of both estimates. Norin et al.
(2015) compared the snowfall estimates of CPR over the Swedish ground-
based radar network (Swerad) for winter observations during 2008-2010.
Intercomparison showed that both instruments gave similar precipitation
rate values in the range of 0.01 - 1.0 mmh−1, and the best agreement
is achieved when the measured volumes are located 46-82 km distance
from the nearest radar. This study strengthens earlier results, e.g. with
higher precipitation rates (> 1 mmh−1) CPR suffers from attenuation and
multiple scattering effects, and underestimates the rate as also shown
e.g. in (Cao et al., 2014). The skill scores, POD and FAR, demonstrated
that both instruments have difficulties with shallow snow events; CPR
because of the filtered lower bins to avoid ground clutter and Swerad be-
cause of the decreased sensitivity with increasing distance from the radar
and of the overshooting lower precipitation systems with long distances.
In the vicinity of the radar, the precipitation rate of Swerad suffers from
ground clutter. The general agreement of precipitation rates of the two
instruments is good, and no clear bias is observed. The snowfall estimate
of CPR is also compared with ground observations of NOAA/National Se-
vere Storms Laboratory’s Multi-Radar-Multi-Sensor (MRMS/Q3) in (Chen
et al., 2016). The CPR estimate shows a high POD of 86.10% for snowfall
detection, but for heavy snow (≥ 2.5 mmh−1) the score drops to 36.76%. It
seems that the CPR snowfall algorithm underestimates the precipitation
rate with shallow events below 3 km. Generally, the algorithm is found to
overestimate light snowfall events (< 1 mmh−1) by 7.53%, but underesti-
mate rate in moderate (1-2.5 mmh−1) and heavy snowfall (> 2.5 mmh−1)
by 42.33% and 68.73%, respectively (Chen et al., 2016).
Passive space-based snowfall estimates have been validated e.g. in (Kim
et al., 2008; Noh et al., 2006; Kongoli et al., 2015). The experimental
algorithm of (Kongoli et al., 2015) applied to ATMS measurements is
validated against surface meteorological data during two winters 2012-
2013 and 2013-2014. The National Centers for Environmental Prediction
(NCEP) multi-sensor Stage IV hourly data set is used for validation with
480 weather stations. NCEP Stage IV is frequently used as a benchmark.
The snow events were divided into warmer and colder temperature regimes.
FAR for the warmer events was low with 4.0%, and POD was 73%, for
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colder cases these were 14% and 55%, respectively.
5.5 Multi-frequency radar signatures of snowflakes
Snowfall rate estimate based on single frequency radar measurements
exhibit a wide range of uncertainty due to the unknown microphysical
properties of snowfall (Liu, 2008; Kulie and Bennartz, 2009; Hiley et al.,
2011). The equivalent reflectivity factor (Eq.5.9) and precipitation rate
(Eq.3.2) are dependent differently on the particle size, PSD and m(D) (Ma-
trosov, 1998). In addition, the v(D) relation influences the precipitation
rate. The PSD, if described with gamma distribution, has three unknown
parameters, and the m(D) and v(D) both are typically described with
two unknown parameters. Of the three PSD parameters, Nw and D0 are
the most important. The D0 can be estimated by dual-frequency radar
measurements (Matrosov, 1992, 1998; Liao et al., 2005).
In the dual-wavelength method, simultaneous and collocated radar mea-
surements are utilized at two wavelengths. One wavelength is selected to
be in the Rayleigh scattering regime, i.e., the wavelength is much larger
than a typical size of the measured hydrometeors. The other wavelength
should be sufficiently beyond the Rayleigh scattering regime, on the order
of the hydrometeor size (Matrosov, 1998; Hogan et al., 2000; Liao et al.,
2005). In this way with large hydrometeors, the equivalent reflectivity
factor of the shorter wavelength is in the resonance regime and falls below
that of the longer wavelength. Thus the ratio of the equivalent reflectivity
factors provides an estimate of the characteristic hydrometeor size such as
median volume diameter D0 and can be used to constrain the uncertainty
in PSD. The difference between the equivalent reflectivity factor values
(dB) at the two wavelengths is called Dual Wavelength Ratio (DWR)
DWR1/2 = Zλ1 − Zλ2 . (5.24)
When λ1 is selected as the longer wavelength, DWR increases with larger
snow particles (Matrosov et al., 2005b). There is an intrinsic lower limit for
the retrieved characteristic size; the DWR signature should be higher than
a random variance in the reflectivity signals (Hogan et al., 2000). The beam
alignment and the calibration of the two radars are important (Hogan et al.,
2000; Kulie et al., 2014), and the attenuation at both wavelengths should
be small enough to be neglected or then corrected.
As discussed in Section 4.5.6, at higher frequencies the connection be-
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Figure 5.7. Schematic illustration of DWRKa/W -DWRX/Ka plane reconstructed from
images in Publication II. The red solid line describes the averaged spheroidal
shapes calculated with T-matrix method, and the red dashed lines are 5%
and 95% percentiles from spheroidal shapes assuming an EMA of ice and air
with different PSDs, axis ratios, and canting angles from (Leinonen et al.,
2012a). The blue lines represent the most extreme curves of large, low-
density aggregates (light blue) and heavily rimed particles (dark blue) from
the observations in Publication II.
tween microphysical and scattering particle properties is more complex.
The methods assuming particles as spheres or spheroids and applying an
EMA (soft spheroid models) may not represent the scattering properties
with enough accuracy (Liu, 2004; Petty and Huang, 2010; Kulie et al., 2010;
Botta et al., 2010, 2011; Tyynelä et al., 2011; Leinonen et al., 2012a; Nowell
et al., 2013). Adding one more frequency to the analysis (Triple Wavelength
Ratio, TWR), is one way to diagnose the performance of the different snow
particle models. This is demonstrated in Kneifel et al. (2011), where the
two DWRs between frequencies Ku and Ka and Ka and W for different
modeled particles (soft spheres, randomly oriented pristine nonspherical
particles, complex aggregates, and horizontally aligned spheroids) are
plotted in the DWRKa/W -DWRKu/Ka plane. This reveals a separation
between the results of the complex aggregate models and the spheroidal
models; for large low-density aggregates a characteristic “comma” shape
in the triple-frequency space can be seen, but this cannot be retrieved
with the spheroidal models. A similar feature is also observed in modeling
studies (Tyynelä et al., 2014; Leinonen and Moisseev, 2015) and in the
observations in (Leinonen et al., 2012a; Kulie et al., 2014) and in Publi-
cation II. Leinonen et al. (2012a) estimated that the complex modeling
methods are required for snowflakes roughly of the wavelength size. In a
modeling study, Leinonen and Moisseev (2015) showed that the different
primary crystal habits constituting the aggregates are not significant for
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the triple frequency signatures, whereas the size of the habits define the
lowest DWRKa/W value, where the "comma" feature starts deviating from
the spheroid models.
In Publication II the ground-based triple-frequency radar observations
are investigated with collocated surface measurements (Figure 5.7). In this
study, the ground observations verify the comma-shaped feature to appear
in the presence of large (> 5 mm) snow aggregates. It is also observed that
rimed particles produce an almost horizontal line in the triple-frequency
space, and observations indicate a potential of using TWR observations for
particle classification.
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"Passing with relief from the tossing sea of Cause and Theory to the firm ground
of Result and Fact."
Sir Winston Churchill, The Story of the Malakand Field Force: An Episode of
Frontier War, 1898.
The measuring of winter precipitation is challenging, because of the
variability in the properties of snow crystals and snowflakes, which evolve
through microphysical processes aloft. Thus the uncertainty in the electro-
magnetic scattering characteristics and the microphysical parametrization
of snow particles propagate to the remote sensing retrievals. The research
of this thesis focuses on investigating, how properties of snow particles
change through microphysical processes and how these can be connected
to the observed changes in remote sensing measurements. Given that
observations of the microphysical properties in snowfall change with tem-
poral resolution of minutes, the changes in surface measurements and the
retrieved properties are studied in time series.
Two microphysical growth processes, which influence the mass-dimen-
sional (m(D)) and fall velocity-dimensional (v(D)) relations of snowfall, are
aggregation and riming. The contribution of this thesis is to investigate the
possible radar signatures of these processes with detailed microphysical
retrievals. Typically airborne or ground-based images of snow particles are
used qualitatively to validate the remote sensing signatures, whereas mea-
surements of microphysical properties are often determined for a longer
time period, and the outcome is an average relation for the whole snow-
storm. There are also studies concentrated on retrieving the microphysical
properties for rimed or aggregated snow particles without connection to
the occurrence of the process and remote sensing measurements. These
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studies have acted as validation for snow particle properties of short-time
period retrieved here, to indicate that the determined v(D) relations and
retrieved m(D) and Ze − S relations are meaningful.
Retrieval of m(D) relation on short temporal scales
The main ground instrument used in this thesis is the video-disdrometer
Particle Imaging Package (PIP). Two methods have been implemented to
retrieve automatically ice particle mass-dimensional m(D) relations utiliz-
ing co-located PIP and precipitation gauge observations in Publication III
and Publication IV. In Publication III, ensemble mean density was derived
by combining the measured PSD and determined v(D) relations of PIP with
the gauge-measured LWE accumulation. The process seemed to be highly
sensitive to the integration time. Therefore, a variable integration time
determined by the gauge accumulation was used. The median temporal
resolution was 5 minutes and typically between 103 and 104 particles were
observed within this time interval. The same integration time was applied
to compute PSD parameters and v(D) relations. The retrieved relation
between the ensemble mean snow density and median volume diameter
is in general agreement with previous studies and cross-comparison of
the retrieved density was performed with snow depth measurements with
the good agreement of RMSE of 0.30 cm, the linear correlation coefficient
of 0.88 and the normalized bias as low as −0.06. The retrieved ensemble
mean snow density in Publication III was utilized in Publication II to
show a connection between mean snow density and multi-frequency radar
observations and in (Moisseev et al., 2017) together with PSD to quantify
the effect of riming on snowfall.
In Publication IV, the m(D) relation was retrieved by utilizing the gen-
eral hydrodynamic theory, where mass is computed from the observed
dimension, fall velocity and area ratio of a snow particle. As all the ground-
based disdrometers, PIP observes falling particles from the side, whereas
the particle dimensions projected to the flow are needed for the hydrody-
namic calculations. To study a ratio between observed and true particle
dimensions, the approach similar to (Wood et al., 2013) was adopted. The
mean ratios between the true and the observed dimension on single projec-
tion were defined by rotating and tilting an ellipsoid with different axis
ratios and averaging over different orientations. The errors associated
with the observation geometry and the measured particle size distribution
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were addressed by devising a simple correction procedure; the value of the
correction was chosen for each snow event by comparing the estimated ac-
cumulated precipitation to gauge measurements. The m(D) was retrieved
for every 5-minutes, as this time period was believed to be short enough
to detect changes in the prevailing particle types, but sufficiently long to
have enough observations for the reliable retrievals. The obtained rela-
tions are corresponding well with the values presented in the literature.
The m(D)-relations were exploited in Publication IV and Publication V to
obtain improved Ze − S-relations for quantitative snowfall estimates.
Connecting properties of snow particles to microphysical processes
In Publication III the dependence of v(D) relation on the ensemble mean
density was studied. The particle fall velocity versus diameter data points
were divided into three categories according to the snow ensemble mean
density of the observed time interval. The prefactor av of the power law
v = avD
bv increased with the density indicating higher fall velocities with
more dense particles and also there was a clear increase in the exponent bv
for higher densities. This result is in agreement with the conclusion made
by e.g. Barthazy and Schefold (2006).
It was found in Publication III that the median volume diameter D0 and
intercept parameter Nw of gamma PSD are correlated with the ensemble
mean density. The density and D0 are inherently connected, whereas the
correlation between Nw and density arises from the observed connection
between Nw and D0 indicating that for heavier precipitation aggregation
(> 0.2 mmh−1) is a significant snow growth process.
In Publication IV, it was shown that a transition from one snow growth
processes to another, e.g. between aggregation and riming, can be observed
in the retrieved m(D) relation, especially in the prefactor am, as demon-
strated in Figure 6.1. Changes in microphysical properties can also be
linked to radar and microwave radiometer observations.
The median values of the prefactors and exponents of m(D) and v(D) re-
lations were computed in three different regions defined by the radiometer-
measured LWP to illustrate the changes in values between different parti-
cle properties in various processes. The values of LWP can be considered
as a proxy for riming. The change from unrimed to rimed particles can
be seen as increased values of am , whereas the exponent bm is more or







Figure 6.1. An example snowfall event where both riming and aggregation are present.
At left: Time series of accumulated LWE retrieved with PIP, factors of m(D)
relation, liquid water path LWP measured by two-channel radiometer and
median volume diameter of D0. At right: Vertically profiling Ka-band radar
observations show increasing in fall velocities indicating possibly riming
process, and the maximum accumulation of the event is between Feb 21 23:00
– Feb 22 00:00 UTC (Publication IV).
graupel. This is in line with the conceptional study of Heymsfield (1982),
and aircraft measurements of Erfani and Mitchell (2017). As in Publica-
tion III, both prefactor av and exponent bv of v(D) relation increased with
riming.
Improved event specific Ze − S relation for snowfall estimation
In Publication IV and Publication V with the observed PSDs, fitted v(D)
and retrieved m(D) relations of PIP and gauge observations, the time-
series of the equivalent reflectivity factor Ze and precipitation rate S
were computed. The Rayleigh scattering approximation was utilized as
the derived relations were applied for C-band weather radars. For each
studied event, a single Ze − S relation in power-law form was derived by
linear regression in log-log scale with the total least-squares method. The
event specific prefactor of Ze − S gained values varied between 39 - 782
mmbzs−6m−3h−1 and the exponent ranged between 1.2-1.6 in the studied
events. Using the event-specific relations by applying them to Ikaalinen C-
band weather radar (IKA) PPI-scans, the radar-based snowfall estimates
were compared with gauge observations and with the FMI operational
Ze − S relation. In general, the event-specific Ze − S improve the quantita-
tive snowfall estimates compared to the operational relation of FMI, with
smaller RMSE of 1.36 mm in respect to 1.96 mm and correlation of 0.80 in
respect to 0.54 shown in Publication IV. Although, the event-specific rela-
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Figure 6.2. Precipitation rate estimated with IKA radar compared to gauge-measured rate
for the snowfall event on 6-7 November, 2014 at gauge located at Kankaanpää.
With black solid line is shown the radar-estimated precipitation rate utilizing
the event-specific factors of Ze − S relation averaged over 3x3 km area at the
precipitation gauge location, the light gray shaded area presents the error
limits determined with the upper and lower values of prefactor azs of the
instantaneous Ze − S relation, and diamonds show the averaged precipitation
rate of 10 minutes measured with gauge (Publication V).
tions seemed to overestimate the snowfall rate, the discrepancy between
radar-estimated and gauge-measured accumulation can also be explained
by the known underestimation of gauges.
In addition to event-specific Ze − S relation, also analytical instanta-
neous Ze − S relations are determined in time series. These were applied
in Publication IV to investigate the dependence of Ze − S relation to mi-
crophysical parameters and in Publication V to define the error limits
for the event-specific relations. The upper and lower error limits of the
prefactor azs were evaluated from CDF at percentiles of 25% and 75% when
the exponent bzs was kept as a mean constant value. An example of the
event-specific relation with defined error limits is shown in Figure 6.2. In
Publication V a long-term average Ze − S relation was determined based
on 24 snowfall cases during two consecutive winters 2014-2015. This rela-
tion can be applied, when detailed ground observations are not available.
The relation is at the moment under test for the FMI airport snowfall
product.
Dependence of Ze − S on microphysical parameters
Publication IV investigated with instantaneous Ze − S relations the depen-
dence of factors on m(D), v(D) and PSD assuming gamma distributed PSD.
It was found that the exponent of Ze − S mainly depends on the exponent
of the m(D), but also shape parameter μ of PSD has an influence. However,
μ is variable in snowfall and the connection of values to physical changes
is not established; therefore exponential distribution is usually assumed
for snow (μ = 0). The prefactor azs is dependent on the intercept parameter
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N0 of PSD and prefactors of the m(D) and v(D) relations. The changes
in the prefactors am and av can be attributed to changes in microphysical
processes, such as riming. It was shown that N0 is the main contributor
to the changes in azs. The role of riming is small but still noticeable. The
parametrization expressing azs as a function N0 and LWP was also derived.
Because of the strong dependence of the prefactor azs on N0, the prefactor
of an adaptive Ze − S relation should be determined with measurements
of N0.
Validation of GMI snowfall observations
A method to estimate the snowfall rate from combined measurements of
weather radar, video-disdrometer and precipitation gauge was developed in
Publication IV and it was utilized for validation of a space-based snowfall
product in Publication V. The detection and retrieved surface snowfall
precipitation of GMI GPROF - algorithm, versions V04 and V05, were
assessed over Southern Finland. The GMI snowfall observations were
found to underestimate the surface precipitation, by a factor of 6 with older
version V04, and by a factor of 3 with the newer version V05. Based on
the 26 studied overpasses, GPROF- algorithm seemed to detect snowfall
well, with Probability of Detection of 0.90 for the version V04 and 0.84 for
the version V05, and corresponding False Alarm Rates are 0.09 and 0.10
respectively. In Publication V a clear dependence of detection skill on cloud
echo top height was shown.
Combined observations of TWR signatures and microphysical
properties in snowfall
Radar measurements and modeling studies have shown that naturally
occurring snowflakes exhibit scattering signatures that are in some cases
consistent with spheroidal particle models and in others can only be ex-
plained by complex models of aggregates. Based on ground observations
in Publication II the link between the snow microphysics, radar measure-
ments and modeled scattering properties was shown and the potential
of triple-frequency radar observations to derive snowfall microphysical
properties was demonstrated. On a DWRKa/W -DWRX/Ka plane a typical
bending away from the average spheroid line was found to be connected to
the presence of larger (> 5 mm) aggregates measured by disdrometer and
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signature of riming was observed as a nearly horizontal curve. Riming sig-
natures agree well with DDA scattering computations of graupel particles
in (Tyynelä et al., 2014).
Estimating melting layer attenuation at C-band related to snow
microphysics
In the case, where melting layer is close to the ground, the weather radar
signal with low elevation angle must travel a long distance inside the
layer. In Publication I, it was demonstrated that the resulting attenuation
of the signal, even at C-band, can be significant, in the order of 7 dB
or higher over distance of 40 km. This affects accuracy of radar-based
quantitative precipitation estimates. In the study, the specific attenuation
of melting layer was investigated as a function of microphysical properties
of snow at the top of the melting layer. Based on modeling and fitting
m(D) and v(D) relations of snow with vertical pointing radar observations
separately for unrimed and rimed snow, two sets of relations between
specific attenuation and two-way attenuation as a function of rain rate
and reflectivity factor in melting layer were derived. The impact of these









"Yes," said Eeyore. "However," he said, brightening up a little, "we haven’t had
an earthquake lately.”
A. A. Milne, Winnie the Pooh
Quantified snowfall estimation is important in hydrology, aviation, road
maintenance, climate studies and weather services. Remote sensing instru-
mentation either ground- or space-based can provide the needed spatial
coverage and temporal resolution for the environmental monitoring. The
challenge in observing winter precipitation remotely stems from the large
uncertainty in snowfall microphysical properties i.e. mass, density and size
of snow particles, which sets high demands for the retrieval algorithms to
describe microphysical properties of snow with adequate accuracy.
The contribution of this thesis is in parameterizing the microphysical
properties of falling snow based on surface observations and connecting
these to the simultaneous radar observations. The main emphasis is on
investigating time series of the properties of snowflakes to understand, how
the microphysical processes affect to them. Studying changes in properties
with temporal resolution of minutes, the signatures of different growth
processes can be observed. In Publication IV changes in properties were
linked to aggregation and riming. In (Sinclair et al., 2016), time series were
applied to identify secondary ice production process based on observed
particle types in right temperature regime, and corresponding signatures
in polarimetric radar observations.
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The research performed in this thesis ranges between the basic and
applied sciences. The final goal is to improve the operational quantitative
snowfall estimation, and some of the findings are already applicable for
operational use such as the long-term averaged Ze − S relation defined
in Publication V with error limits or the estimation of the expected snow
depth from snowfall in Publication III, and some findings are still part of
the ongoing research work.
The specific attenuation estimates of melting layer at C-band were pre-
sented in Publication I and it was shown that the attenuation is dependent
on snow characteristics at the top of the melting layer. In recent years, ad-
vances have been taken to retrieve the snow type from polarimetric radar
measurements and thus the attenuation estimate could be improved. How-
ever, the implemented melting layer model in Publication I was based on
single polarization observations and it neglected the aggregation process
inside the melting layer. Next steps for improving the model in Publication
I is to add stochastic aggregation model and to include shape-properties to
scattering calculations.
In this thesis two methods for retrieving m(D) relations, implemented in
Publication III and Publication IV, were applied for analyzing all snowfall
cases of two winters 2014- 2015 at the University of Helsinki Hyytiälä
Forestry Field Station, creating a valuable validation data set for several
studies. As an example, based on the ensemble mean density data set
gathered in Publication III, Moisseev et al. (2017) constructed a method to
retrieve a rime mass fraction from surface-based snowfall measurements.
In combination with precipitation rate and accumulation observations, the
rime mass fraction is used to quantify the impact of riming on precipitation
mass, and in future, the method can be used to validate microphysical
parametrization of numerical weather prediction (NWP) models.
In Publication IV based on the retrieved m(D) relations, the dependence
of Ze − S relation on snow microphysics was investigated, and it was shown
that the quantitative precipitation snowfall estimation could be improved
by using adjustable Ze − S relation. Given that Ze − S relation is highly
depended on the N0 parameter of gamma PSD, a method diagnose the N0
is needed. Unfortunately, there is no established method yet for retriev-
ing this parameter from single-frequency radar measurements. With low
precipitation intensity also the prefactor of the m(D) relation can partly
explain the different values of the prefactor azs of Ze − S relation. Po-
larimetric radar observables can be applied for identifying the snow type,
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and the prefactor azs could be changed accordingly. Creating an adaptive
relation for operational use remains a future challenge.
From the scattering calculations point of view, for weather radar fre-
quencies (S- and C-bands), simple approximations such as Rayleigh or
Lorenz-Mie are still valid. However, at frequencies higher than X-band,
where the size parameter of larger aggregates or melting particles is close
to wavelength size, more complex methods and more detailed shape models
are needed. The retrieved masses of snow particles in Publication IV and
Publication V connected with their other measured properties such as di-
mension, area ratio, orientation, and fall velocity can be used as a database
for creating complex snowflake models for scattering calculations (Kneifel
et al., 2017). Alternatively, the retrieved m(D) relations in Publication IV
can be applied for investigating the differences of Ze − S relations at higher
frequencies (Falconi et al., 2017). In Publication II surface observations
and the retrieved ensemble mean density in Publication III acted as con-
firmation for the triple-frequency observation building a link between the
TWR signatures and snow microphysics and in Publication V the ground-
based snowfall estimates were applied for validating a satellite snowfall
algorithm based on multi-frequency radiometer observations. In this way,
this thesis is addressing the need for high-quality ground validation data
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