ABSTRACT This article develops a sequential Bayesian learning method to estimate the parameters and recover the state variables for generalized autoregressive conditional heteroscedasticity (GARCH) models, which are commonly used in the financial time-series analysis. This simulation-based method combines particle-filtering technology with a Markov chain Monte Carlo algorithm when the model is non-linear and the number of observed variables is relatively sparse. We compare the performance of the sequential Bayesian learning approach with the numerical maximum likelihood estimation (NMLE) in estimating models based on S&P 500 return rates. Our research concludes that the sequential parameter learning approach performs more robustly and accurately than the NMLE, by taking into account the uncertainty of the model. We also carry out simulation studies to confirm that the sequential Bayesian learning method is extremely reliable for GARCH models.
I. INTRODUCTION
Time-series analysis is a method that reveals the change rules of phenomena over time through time-series data and predicts the future of the phenomena. The most common timeseries analysis models include autoregressive moving average (ARMA) model and generalized autoregressive conditional heteroskedasticity (GARCH) model. ARMA model cannot describe the heteroscedastic properties. GARCH model are frequently used in finance for asset pricing, risk management and volatility forecasting; see, for instance, [1] - [6] . There is a consensus that the stylized facts that are frequently observed should be taken into account when considering stock prices dynamics, interest rates and volatilities. These stylized facts include non-normality, jump behavior, volatility clustering, and the leverage effect. Currently, the advantages of GARCH dynamics for modeling volatilities are well-documented in the literature, as GARCH models can vividly capture most of features observed in stock markets. However, some difficulties and challenges in implementation remain due to the complexity in estimation. These difficulties result from the following. First, GARCH models belong to a family of non-linear dynamics that obviously increase optimization complexity. Second, the volatilities in the stock market are unobserved, and stock prices are collected with substantial noises, which makes the return rates perform as a state variable. For example, when put time-series models into application, we often encounter many difficulties by using the traditional frequency statistical method.
The Bayesian method can synthesize a variety of information in statistical model and analysis, so it is widely used for the study of various problems. In data analysis, frequency analysis and subjective (experience) are often combined to establish a reasonable prior information, and sensitivity analysis is then performed on statistical inferences made using prior changes to confirm the reasonableness of the statistical inferences obtained. Bayesian statistics use probabilistic calculus as a principle of data processing and is derived based on an appropriate conditional distribution of unknown parameters. In the frequency method, the parameter θ is often seen as an unknown constant, but the Bayesian method often sees θ as a random variable that obeys the prior distribution f 0 (θ ). At the same time, this a priori settings are independent of the data being studied. The priori knowledge and information of the parameter θ are introduced through the prior distribution setting. The correct information can more accurately infer the parameter θ . At the same time, considering all the variables in the model as random variables can simplify the analysis method.
The systematic study of sequential Bayesian method is dynamic, time-related and can be observed periodically, according to the observed state and records of previous states at each time, an optimal decision is selected from a set of feasible solutions, and then observe the possible state in the next step, collect new information, and make a new optimal decision, repeated it. This is called sequential, and the next possible state of the system is random or uncertain, selfbrief, so the sequential parameter learning approach performs more robustly and accurately than the numerical maximum likelihood estimation (NMLE).
Bayesian time-series prediction model has been widely used in practice. Zellner and Min [7] studies Bayesian theory in econometrics, including regression model, complete recursive model and Bayesian method of distributed lag model. Monahan [8] studies the problem of complete Bayesian analysis of time-series Autoregressive models, including model identification, diagnostic test, parameter estimation and prediction. Bauwens and Lubrano [9] studied the Bayesian theory of dynamic econometric models; Berger [10] , Franses et al. [11] , and Sims [12] has studied the Bayesian method of unit root problem. Compared with the time series model based on the frequency statistic theory, it also has its unique characteristics (Phillips [13] ). First, its methods are more common and can be applied to a wider range of statistical fields. Second, it allows using the prior information rationally and directly, explicit to analyze specific issues. Third, the result of this method is not only a predictive value, but also the probability distribution of a complete future economic result, which is more real and useful than the result produced by other prediction methods. Finally, it can deal with the problem of uncertainty more clearly and rationally than the traditional statistical method.
Markov chain Monte Carlo (MCMC) method has become a main Bayesian computing method. On the one hand it is very efficient to deal with complex problems, on the other hand, because its programming method is relatively easy. At present, the most widely used MCMC methods in Bayesian analysis are Gibbs sampling method and MetroplisHastings method. Studies of Gelfand et al. [14] show that the MCMC method has great potential in Bayesian computing. Jacquier et al. [5] connected Bayesian theory with the stochastic volatility model, used the MCMC method to perform a large number of sampling on the posterior distribution of the parameters, and used nonlinear filtering as a part of the Bayesian processing of the overall model. MCMC method not only can be used to estimate the general ARMA model, but also can be used to estimate various wave models, and the MCMC method can be extended to the parameter estimation of option pricing model and term structure model.
The application of computer technology and Bayesian method in the field of finance can solve the complex numerical problems in the model estimation by Monte Carlo simulation, so that the posterior distribution of the parameters is conveniently obtained. The structure of this paper as follows. Section II, Constructing the basic model of the article. Section III, Numerical maximum likelihood estimation of fast Fourier transform (FFT), sequential Bayesian learning of particle filter technique are discussed. Section IV is the simulation study of S&P500 return rates, simulates the stock price path, estimates each path independently, obtains the parameter's distribution, estimates the N-GARCH dynamic model according to the NMLE and SBLA of each path, and analyzes the role and influence of parameter learning to the model based on the empirical results. Section V is the conclusion of this paper.
II. MODEL
This paper proposes a sequential Bayesian learning approach to estimate the asymmetric GARCH model that captures the leverage effect and describes a negative relationship between return rates and volatilities. This simulation-based method combines particle-filtering technology and an MCMC algorithm to sequentially update the estimation. The combinational method is referred to in the literature as sequential learning. For more details, see [15] - [18] . It is well-known that particle filtering, or a sequential Monte Carlo, is used to approximate the posterior density of state variables that cannot be observed directly, while an MCMC algorithm can deal with the uncertainty of parameters by providing a posterior contribution. Using an MCMC can provide a sample of the posterior distribution following a number of steps by running the chain. The more steps one runs, the more precisely the distribution of the sample matches the true distribution. Particle filtering increases signal processing and Bayesian statistical inference; the filtering problem consists of estimating the internal states in dynamical systems when partial observations are made and random perturbations are present.
Following the assumptions of N-GARCH dynamics, stock prices can be expressed by
where r t represents the risk-free rate for an asset without risk, λ is the market price of risk, and σ t is the conditional volatility. ϕ z (σ t ) is the mean-correction term, which is computed from the moment-generating function with the parameters β, α 1 , α 0 , γ ,
which makes the price process an exponential martingale. This N-GARCH model also considers non-Gaussian distributed cases. We assume the initial parameters of N-GARCH dynamics as follows: β = 0.85, α 1 = 0.06, α 0 = 2.5e − 6, λ = 0.04, γ = 1.2, and the persistence of impact on volatility is 0.9964, the formula is given by α 1 (1 + γ 2 ) + β. We set the initial state variables as σ 0 = 0.012, z 0 = 0, S 0 = 1000. These values are closest to the value that we estimated from the stock market. To compare the estimation results from simulation and find the differences between the numerical maximumlikelihood estimation (NMLE) and the sequential Bayesian learning approach (SBLA), we simulated 10000 paths for stock prices (L = 10000), with each simulation path including 1000 observations (T = 1000).
III. METHODS

A. MAXIMUM LIKELIHOOD ESTIMATION
The first estimation method was the numerical maximum likelihood function (NMLE). In non-Gaussian cases, the fast Fourier transformation based on the given characteristic function may be used. The residual ε t satisfies
Based on equation (3), one can obtain the quasi-likelihood function iteratively for the return rate using the Gaussian kernel density, for instance, by using the normal distribution. The log-likelihood function is given by
where y t ≡ log(S t /S t−1 ), t = 1, 2, ..., T , and θ represents the model parameters. The target function for the estimation will beθ = arg max
When z t follows a discrete-time Lévy jump process, it is non-Gaussian distributed. By assuming φ z (u) is the characteristic function, the density may be estimated via fast Fourier transformation (see [19] ). We developed a sequential Bayesian learning approach to jointly estimate the non-normally distributed GARCH models by filtering their historical noises, giving the conditional density of innovations f (ε t ) as
and the conditional density as
The conditional volatility σ t can be iteratively calculated from the GARCH dynamics.
B. SEQUENTIAL BAYESIAN LEARNING
It is common to estimate a model using a numerical maximum likelihood method for cross-sectional data. However, the method usually requires a large sample period to realize its optimization of likelihood function. Further, investors need to incorporate prior information during their estimation. Hence, they can apply Bayesian methods step by step. Based on the Bayesian rule, the posterior density p(θ |y 1:T ) for θ can be computed by
where p(θ) represents its prior information (or self-brief), and p(y 1:T |θ ) is its likelihood, which can be calculated by particle filtering as given by log f (y 1:
The importance weights satisfy w
t ) and can be calculated from equation (7). For each sampled θ (m) , we also approximate its posterior weights w(θ (m) ) from equation (8) . Specifically, we only use the MCMC algorithm when the efficient sample size (ESS) of particles drops below thresholds (for example, half number of sampled particles). Parameters are updated with acceptance rates:
and the estimated parameters with its variance arê
Based on the importance sampling method, we need only 500 particles for parameters and 400 particles for state variables. The Bayesian learning approach, given model uncertainty, can be updated sequentially with the arrival of new information. We will show that these number of particles is sufficiently robust to filter the state variables and parameters efficiently. For more details about the theoretical background, see [20] - [24] .
IV. SIMULATION STUDY
We first examine the normally distributed N-GARCH model, in which innovation follows discrete-time Brownian motion. Based on the Gaussian density, we used equation (4) and (5) to filter the model. We simulate the paths of stock prices 10000 times, estimate each path independently, and obtained the parameters' distribution. The initial parameters and states variables are shown in section I. We estimate the N-GARCH dynamics separately by NMLE and SBLA from each path. Figure 1 shows one of the simulations. In this figure, the red line represents the estimated volatility, and the blue, the simulated value.
A. NUMERICAL MAXIMUM LIKELIHOOD ESTIMATION PERFORMANCE
After simulating 10000 paths, we estimate the parameters for each path and then obtain a sample of parameters for distribution analysis. The descriptive statistics are shown in Table 1 . Figure 2 depicts the histogram fitting of these parameters. Based on the simulation studies of normal N-GARCH model, we find that although these estimators are entirely acceptable, the NMLE estimator slightly underestimates the coefficient of the ARCH effect (i.e., α 1 ) and the coefficient of the autoregressive effect (i.e., β), while it overestimates the leverage effect (i.e., γ ). Furthermore, we find that based on the limited length of 1000 observations, the standard deviation of the NMLE estimator is a bit greater than we expected.
B. SEQUENTIAL BAYESIAN LEARNING APPROACH PERFORMANCE
The sequential Bayesian learning approach is more timeconsuming than the maximum likelihood estimation method due to large simulations. It take us several more days to obtain the entire distribution (about 10 seconds for each path) for the 10000 simulated paths. In fact, this is unnecessary, as the sequential Bayesian learning approach performs very robust, accurate and convergent calculations at each simulation path (evidence below). Based on that solid performance, we only show some of the results. We find the differences between SBLA and NMLE to be very clear and significant. For each path (where each simulated scenario is one stock price path), we draw 500 parameter particles and obtain their distribution. Table 2 reports the estimation results using the sequential Bayesian learning approach for one path. In this test, we randomly choose one path and find no significant mismatches for state variables between the simulation and the estimation, where the state variables include volatili- We simulate 20 and 50 paths again and apply the two estimation methods for each path, using different methods to estimate each on the same simulation path. Table 3 shows the estimation results for 50 simulation paths. We plot the performance of estimation for each path. Figures 9 and 10 show the estimated parameters and their likelihood values. In these figures ''o'' refers to the simulation value, '' * '' refers to NMLE, and ''+'' refers to SBLA. 
TABLE 4. Estimation for N-GARCH model with CTS innovations.
These figures show that the estimation performance by the SBLA is very robust at each path, unlike the performance of the NMLE. We also examine the performance of the N-GARCH model with CTS innovations, a non-Gaussian case (see Table 4 ). Here, we set the parameters to C = 0.6170, λ + = 1.5903, λ − = 1.0002, and α = 0.9935, which are estimate by historical filtering noise from S&P 500 return rates in N-GARCH setup. The simulation study results are plotted in Figures 11 and 12 . It is clear that, compare with NMLE, the SBLA estimator performance is very stable, robust and convergent. 
V. CONCLUSION
We propose a sequential Bayesian learning approach that incorporates particle-filtering technology with a Markov chain Monte Carlo (MCMC) algorithm to sequentially update the estimation of a commonly-used time-series asymmetric GARCH model to capture non-normality, volatility clustering and leverage effect in finance. We present a performance comparison of the sequential Bayesian learning approach (SBLA) and the numerical maximum likelihood estimation (NMLE) in estimating the models using goodness of fit based on S&P 500 return rates. Our work indicates that the sequential Bayesian learning approach is more robust and accurate than the numerical maximum likelihood estimation. Our simulation study confirms that the sequential Bayesian learning approach (SBLA) estimates parameters much better than the numerical maximum likelihood estimation (NMLE), with fewer standard deviations.
We focus on the time-series models with the sequential Bayesian learning, the effect is better than the traditional estimation method. And the future research can be continued from the following points:
1. Sequential Bayesian analysis method will be used to analyze more complex models, such as stochastic volatility models, interest rate term structure models and multiple factor models. In order to characterize the asymmetry and long memory characteristics of financial time series, variance terms tend to be more complicated. The parameter estimation of complex model using Bayesian method is the future research direction.
2. The application of sequential Bayesian method in model selection. Sequential Bayesian method has obvious advantages in dealing with uncertainty. So it is also worth studying to consider using sequential Bayesian method for model selection. Some literature mentions the idea of adopting Bayesian model averaging to improve the effect of parameter estimation. This method has not yet been popularized and further research is still necessary. 
