Abstract. Given a polynomial matrix P (x) of grade g and a rational function x(y) = n(y)/d(y), where n(y) and d(y) are coprime nonzero scalar polynomials, the polynomial matrix Q(y) := [d(y)] g P (x(y)) is defined. The complete eigenstructures of P (x) and Q(y) are related, including characteristic values, elementary divisors and minimal indices. A Theorem on the matter, valid in the most general hypotheses, is stated and proved.
if we choose grade(P (x))= 2 (the grade of P (x) is an arbitrary integer g such that g ≥ deg P (x); more details are given in Section 2), then the complete eigenstructure of P (x) is the following:
• the elementary divisors of P (x) are (x − 20), x, (x − 20), x 2 ; • there are no right minimal indices;
• the left minimal indices of P (x) are 0, 1. The rational change of variable x(y) = By studying the complete eigenstructure of Q(y) we find out that
• the elementary divisors of Q(y) are (y − Notice that x( ℓ is an elementary divisor of P (x) and y 0 is a root of multiplicity m of the equation x(y) = x 0 then (y − y 0 ) m·ℓ is an elementary divisor of Q(y). Moreover, we see that apparently the minimal indices have been multiplied by a factor 2; notice that 2 is the degree of the considered rational transformation (that is the maximum of the degrees of the numerator and the denominator).
The main result of the present paper is the proof that the conjectures above, which will be stated more precisely in Section 4, are true for every rational transformation of the variable x(y) and every polynomial matrix P (x). Moreover, analogous properties hold for infinite elementary divisors and right minimal indices.
The motivation for this work comes from the will to generalise the partial results derived in [5] , where we considered the particular case of a square and regular polynomial matrix with entries in C[x] and without infinite elementary divisors, and the Dickson change of variable x(y) = y 2 +1
y . Moreover, we wish to extend the results by D. S. Mackey and N. Mackey [11] , who described the special case of rational transformations of degree 1, also known as Möbius transformations. The present contribution is offered as both a synthesis and an extension of the previous works cited above.
The results provided in this paper can be used to design numerical methods for the approximate solution of PEPs. An example in this regard, restricted to the case of the Dickson transformation, is given in [5] for the solution of the palindromic PEP.
The structure of this paper is the following: in Section 2 we expose the theoretical background we are going to work within, and we give some basic definitions that we will use later on. In Section 3 we formally define the application between polynomial matrices induced by a rational change of variable and we present some intermediate results. Our main result is Theorem 4.1, which is stated and commented in Section 4; Sections 5 and 6 are devoted to the proof of our result. For the sake of simplicity, in Sections 5 and 6 we assume that the underlying field is algebraically closed: in Section 7 we show how the result still holds for an arbitrary field. Finally, in Section 8, root polynomials are introduced in order to prove a technical Lemma.
The first part of Theorem 4.1 was stated and proved, but only for a very special case, in [5] . Besides the generalisation to a generic rational transformation and a generic polynomial matrix, this paper also contains the analysis of what happens to minimal indices and infinite elementary divisors.
Preliminary definitions.
In this Section we describe our notation and recall some basic definitions.
Basic facts on polynomials.
Let Z be a ring and let Z[x] be the ring of the univariate polynomials in the variable x with coefficients in Z. We denote the degree of z ∈ Z[x] by the letter k, and sometimes write k = deg z.
On the other hand, the grade [10] of a polynomial z ∈ Z[x] is any integer g = grade(z) satisfying g ≥ k. The choice of the grade of a polynomial is arbitrary: nevertheless, some algebraic properties of polynomial matrices depend on the grade. Remark 2.1. In some sense, the degree of a polynomial is an intrinsic property while the grade depends on its representation. In fact, informally speaking, the grade depends on how many zero coefficients one wishes to add in front of the polynomial.
Let now g be the grade of
The reversal of z with respect to its grade [6, 10] is
The subscript g will sometimes be omitted when the reversal is taken with respect to the degree of the polynomial, that is Rev k z =: Revz.
Let now F be an arbitrary algebraically closed field.
Remark 2.2.
Although the hypothesis that F is algebraically closed is useful to state in a simpler way our results, it is not strictly necessary. See Section 7.
A well-known result that is crucial to us is that F[x] is guaranteed to be an Euclidean domain. Given
, not both zero, we denote by GCD(z 1 , z 2 ) their greatest common divisor; we additionally require that GCD(z 1 , z 2 ) is always monic so that it is uniquely defined. We say that z 1 and z 2 are coprime if GCD(
Notice that a polynomial z ∈ F[x] can be thought of as a function z(x) : F → F. Thus, applying (2.1), in this case the formula Rev g z(x) = x g z(x −1 ) holds.
Let now Z m×p be the set of m × p matrices with entries in Z; the case p = 1 corresponds to the set of vector with m elements in Z, denoted by Z m . We are mainly interested in analysing (F[x] ) m×p , the set of m × p polynomial matrices with entries in
m×m is the ring of square polynomial matrices of dimension m. A square polynomial matrix A ∈ M m (F [x] ) is said to be regular if det A = 0 F[x] and singular otherwise. If A is regular and det A ∈ F then A is called unimodular.
; or in other words, a polynomial matrix, defined as a matrix whose entries are polynomials, is also a matrix polynomial, defined as a polynomial whose coefficients are matrices.
The notions of grade and degree can be extended in a straightforward way to polynomial matrices, as follows: the grade (resp., the degree) of A ∈ (Z[x]) m×p is defined as max i,j grade(A ij ) (resp., as max i,j deg A ij ). Analogously, the reversal of a polynomial matrix is defined just as in (2.1), after replacing a i ∈ Z with B i ∈ Z m×p .
Characteristic values, elementary divisors, and minimal indices.
m×p , and let ν =: min(m, p). Suppose that there exist
where δ ij is the Kronecker's delta. Then we write A = diag(D 1 , . . . , D ν ), and we say that A is diagonal. Notice that we use the notation indifferently for both square and rectangular polynomial matrices.
The following Theorem, which in its most general is due to Frobenius [3] , is in point of fact valid for any matrix with entries in a principal ideal domain [4, 7] .
m×p is called the Smith form [7, 14] of P (x), and the d i (x) are called its invariant polynomials [4, 7] . The Smith form, and thus the invariant polynomials, are uniquely determined by P (x). Notice that a square polynomial matrix P (x) is singular if and only if at least one of its invariant polynomials is zero.
Using the fact that F is algebraically closed, let us consider a factorization of the invariant polynomials over
are called the elementary divisors of P (x) [4, 7] corresponding to the characteristic value x j [4] . Notice that, from Theorem 2.4,
Remark 2.5. When F = C the characteristic values of the polynomial matrix P (x) are often called the eigenvalues of the matrix polynomial P (x). Given an eigenvalue x 0 , there is a Jordan chain of length ℓ at x 0 if and only if (x − x 0 ) ℓ is an elementary divisor. The number of Jordan chains at x 0 is equal to the number of invariant polynomials that have x 0 as a root [7] .
Let us now denote by F(x) the field of fractions of the ring F[x]. Let V be a vector subspace of (F(x)) p , with dim V = s. Let {v i } be a polynomial basis for V with the property deg v 1 ≤ · · · ≤ deg v s . Often we will arrange a polynomial basis in the matrix form
p×s . Clearly, polynomial bases always exist, because one may start from any basis with elements in the (vectorial) field of fractions, and then build a polynomial basis just by multiplying by the least common denominator. Let α i := deg v i be the degrees of the vectors of such a polynomial basis; the order of V (x) is defined [2] as s i=1 α i . A polynomial basis is called minimal [2] if its order is minimal amongst all the polynomial bases for V, and the α i are called its minimal indices [2] . It is possible to prove [2, 4] that, although there is not a unique minimal basis, the minimal indices are uniquely determined by V.
m×p are defined as the minimal indices of ker P (x). Analogously, the left minimal indices [1] of P (x) are the minimal indices of ker P (x) T .
Given the grade g of P (x), we say that ∞ is a characteristic value of P (x) if 0 F is a characteristic value of Rev g P (x). The elementary divisors corresponding to ∞ are defined [9] as the elementary divisors of Rev g P (x) corresponding to 0 F ; if x ℓ is an elementary divisor of Rev g P (x) we formally write that (x − ∞) ℓ is an infinite elementary divisor of P (x). Notice that the infinite elementary divisors of a polynomial matrix clearly depend on the arbitrary choice of its grade.
We complete this section with the following definition [1] : the complete eigenstructure of P (x) is the set of both finite and infinite elementary divisors of P (x) and of its left and right minimal indices.
Rational transformations of polynomial matrices. Let n(y), d(y) ∈ F[y]
be two nonzero, coprime polynomials. Let us define N := deg n(y), D := deg d(y), and G := max(N, D). We will always suppose G ≥ 1, that is n(y) and d(y) are not both elements of F. We denote the coefficients of n(y) and d(y) as
Let us introduce the notation F * := F ∪ {∞}, having formally defined ∞ := 0 −1 F . We consider the generic rational function from F * to F * :
Here g is the grade of P (x) ∈ (F[x]) m×p , so for any choice of g a different application is defined. We will usually omit the functional dependence of Φ on n(y) and d(y) unless the context allows any possible ambiguity; also, if the grade is chosen to be g = k we will sometimes omit the subscript g, that is Φ(P (x)) := Φ k,n(y),d(y) (P (x)).
Since a polynomial matrix is also a matrix polynomial, we can write
Notice that following the same point of view we can also write
Proof. Writing Q(y) as above, we can see it as a sum of the k + 1 polynomial
. Since the degree of the sum of two polynomials cannot exceed the greatest of the degrees of the considered polynomials, deg Q(y) cannot be greater than q. Notice that if N = G then gG ≥ q = kG + (g − k)D and the maximum is realised by i = k, while otherwise the maximum is realised by the smallest index j such that P j = 0, and q = (g − j)G + jN . This means that if N < G and P 0 = 0 then q < gG, while q = gG if N < G but P 0 = 0. Notice finally that, if i 1 = i 2 , then Q i1 (y) and Q i2 (y) have the same degree if and only if 
Proof. Lemma 3.1 guarantees deg Q(y) ≤ gG. To complete the proof, there are three possible cases to be analysed.
• If G = N > D, we know from Lemma 3.1 that deg Q(y) = q, and in this case
, or in other words if and only if
aP (x) for some a ≥ 1 and some suitable polynomial matrixP (x).
• If N < D = G, recalling the proof of Lemma 3.1 we conclude that deg Q(y) < gG if and only if P 0 = 0, which is equivalent to P (x) = x aP (x) for a suitable value of a ≥ 1 and some polynomial matrixP (x).
The grade of Q(y) is of course arbitrary, even though it must be greater than or equal to its degree. Since deg Q(y) ≤ q ≤ gG, we shall define that the grade of Q(y) is gG. This choice has an influence on the infinite elementary divisors of Q(y), as they are equal to the elementary divisors corresponding to zero of the reversal of Q(y) taken with respect to its grade, that is Rev (gG) Q(y).
If one is interested in picking a different choice for the grade of Q(y), the following Proposition explains how the infinite elementary divisors change.
m×p , with k = deg P (x). Then the finite elementary divisors and the minimal indices of P (x) do not depend on its grade, while the infinite elementary divisors do. Namely, let ν = min(m, p);
Proof. Neither Theorem 2.4 nor the properties of ker P (x) and ker P T (x) depend on the grade, so minimal indices and finite elementary divisors cannot be af-fected by different choices. Let S(x) = A(x)Rev k P (x)B(x) be the Smith form of Rev k P (x). We have Rev g P (x) = x g−k Rev k P (x), which implies that
, and therefore we conclude that x g−k S(x) is the Smith form of Rev g P (x).
Let α, β, γ, δ ∈ F. If G = 1, Φ g,αy+β,γy+δ is clearly invertible and its inverse, with a little abuse of notation, is Φ g,β−δx,γx−α (Q(y)
m×p is always an injective function, but it is not surjective unless G = 1.
Proof. Notice that Φ g can be thought as acting componentwise, sending P (x) ij to Q(y) ij = Φ g (P (x) ij ). Thus, it will be sufficient to show that, in the scalar case To prove injectivity: Φ g (P 1 (x)) = Φ g (P 2 (x)) ⇒ P 1 (x(y)) = P 2 (x(y)) ⇒ P 1 (x) = P 2 (x). Proposition 3.4 tells us that, unless G = 1 (the Möbius case), not every Q(y) is such that Q(y) = Φ(P (x)) for some P (x).
A couple of additional definitions will turn out to be useful in the following. Let x 0 ∈ F * : we define T x0 as the counterimage of x 0 under the rational function x(y).
Moreover let α, β ∈ F be such that α β = x 0 and α and β are not both zero. For instance, we can pick (α, β) = (x 0 , 1 F ) if x 0 = ∞ and (α, β) = (1 F , 0 F ) otherwise. Consider the polynomial equation
Let S be the degree of the polynomial αd(y) − βn(y). Equation (3.3) cannot have more than S finite roots. If S < G then we formally say ∞ ∈ T x0 .
Remark 3.5. Notice that there are three cases that lead to S < G: We now define the multiplicity m 0 of any finite y 0 ∈ T x0 as the multiplicity of y 0 as a solution of the polynomial equation (3.3) . If ∞ ∈ T x0 , its multiplicity is defined to be equal to G − S. Therefore, the sum of the multiplicities of all the (both finite and infinite) elements of T x0 is always equal to G, while the sum of the multiplicities of all the finite elements of T x0 is S.
The finite elements of T x0 are characterised by the following Proposition. 
Proof. The definition of T x0 implies the first part of the Proposition. The second part comes from the fact that x(y) is a function. Proposition 3.6, albeit rather obvious, has the following important implication:
In particular, for any finite x 0 ∈ F, Φ(x − x 0 ) and d(y) are coprime.
In order to clarify the latter definitions, let us consider an example. Let F = C and take n(y) = y 4 + y 3 − y 2 − y + 1, d(y) = y 4 . T 1 is the set of the solutions of the equation n(y) = d(y), so in this case T 1 = {−1, 1, ∞}. Moreover, the multiplicity of −1 and 1 are, respectively, 1 and 2; since S = 3 and G = 4, the multiplicity of ∞ is by definition G − S = 1. Within the same example, T ∞ = {0}; 0 has multiplicity 4 because it is a root of order 4 of the equation d(y) = 0.
Main result.
We are now able to state our main Theorem.
m×p , and let (x − x 0 ) ℓ1 , . . . , (x − x 0 ) ℓj be the corresponding elementary divisors. Let g be the grade of P (x), define G = max(deg n(y), deg d(y)) and let gG be the grade of
• y 0 is a characteristic value of Q(y); • (y − y 0 ) m0ℓ1 , . . . , (y − y 0 ) m0ℓj are elementary divisors corresponding to y 0 for Q(y), where m 0 is the multiplicity of y 0 .
Conversely, if Q(y) = Φ g (P (x)) for some P (x), and if y 0 ∈ F * is a characteristic value of Q(y) with corresponding elementary divisors (y − y 0 ) κ1 , . . . , (y − y 0 ) κj :
is a characteristic value of P (x); • m 0 |κ i ∀i ≤ j, where m 0 is the multiplicity of y 0 as an element of T x0 , and
0 κj are elementary divisors corresponding to x 0 for P (x).
In addition, the following properties hold:
• the right minimal indices of P (x) are β 1 , . . . For any choice of the application Φ g , Theorem 4.1 gives a thorough description of the complete eigenstructure of Φ g (P (x)) with respect to the complete eigenstructure of P (x). Notice that if x(y) is a Möbius transformation then m 0 ≡ 1 and G = 1, so the complete eigenstructure is unchanged but for the shift from one set of characteristic values to another. This is not the case for more general rational transformations, where other changes do happen.
The structure of the proof of Theorem 4.1 is the following. First we prove the first part of the Theorem (the statement on elementary divisors). This is done dividing the statement in three cases:
1. x 0 ∈ F and y 0 ∈ F; 2. x 0 ∈ F and y 0 = ∞; 3. x 0 = ∞.
We first prove that the statement is true for case 1, then show that this implies that it is true for case 2. The validity of cases 1 and 2 implies case 3.
Finally, we prove the second part of the Theorem (the statement on minimal indices) with a constructive proof: we build a minimal basis of Q(y) given a minimal basis of P (x), and vice versa. 
. From Corollary 3.7,δ i (y) and d(y) cannot share common roots. To reduce S(y) into a Smith form, we proceed by steps working on 2 × 2 principal submatrices.
In each step, we consider the submatrix
, where γ := k i and φ := k j , with i < j. If γ = φ, then do nothing; if γ > φ, premultiply the submatrix by . Hence, by subsequent applications of this algorithm and after having defined a unimodular diagonal matrix ∆ ∈ F ν×ν chosen in such a way that the invariant polynomials of S(y) are monic, it is possible to conclude that the Smith form of Φ(T (x)) is either S(y) := ∆ ·Ŝ(y) or S(y) :=Ŝ(y) · ∆ (whichever of the two products makes sense, depending on whether m ≤ p or not), wherê
Thus, the ith invariant polynomial of P (x) has a root of multiplicity ℓ i at x 0 if and only if the ith invariant polynomial ofQ(y) has a root of multiplicity m 0 ℓ i at y 0 ∈ T x0 .
Case 2.
By definition, the infinite elementary divisors for a given polynomial matrix are the elementary divisors corresponding to zero of the reversal of such polynomial matrix. Therefore, in order to prove Theorem 4.1 for the case of y 0 = ∞, we have to analyse the polynomial matrix Z(y) :
and find out what its relation to P (x) is, with particular emphasis to its elementary divisors corresponding to y 0 = 0 F . Recalling Remark 3.5, notice that there are two distinct subcases for which ∞ ∈ T x0 for a finite x 0 ∈ F. We will consider them separately.
Subcase 2.1:
Revd(y) and
Revd(y) ). This means that we can prove analogous results for Z(y) just by considering this time the new rational transformation y → x = Revn(y)
Revd(y) . From Remark 3.5, 0 F is a root of multiplicity G − S for the equation Revn(y) = x 0 Revd(y); moreover, since we took the reversal with respect to the degree (or also because of Corollary 3.7), 0 F cannot be a root of Revd(y). Therefore, following the proof given above, one can state that P (x) has (x − x 0 ) ℓ1 , . . . , (x − x 0 ) ℓj as elementary divisors corresponding to x 0 if and only if Z(y) has the j elementary divisors y (G−S)ℓ1 , . . . , y (G−S)ℓj corresponding to 0 F . The thesis follows immediately.
Subcase 2.2:
and
). It is therefore sufficient to consider the transformation y → x = y 
Case 3.
By definition, the infinite elementary divisors of P (x) are the elementary divisors corresponding to the characteristic value 0 F for R(x) := Rev g P (x) = x g P (x −1 ). But let Ψ g,n(y),d(y) = Φ g,d(y),n(y) and U (y) = Ψ g (R(x)), that is to say
n(y) ). A simple calculation gives
One can therefore follow the proof as in the previous Subsections, but starting from R(x) and using a different transformation (notice that the equation d(y) = 0 F defines both T ∞ for the old transformation and T 0 F for the new transformation). 6 . Proof of Theorem 4.1: minimal indices. We shall only prove the theorem for right minimal indices. The proof for left minimal indices follows from the proof for right minimal indices and from the fact that Φ and the operation of transposition commute, that is Φ g (P 
would be a polynomial basis of order B − 1 for ker P (x), leading to a contradiction. In order to prove that W (y) is a minimal basis for ker Q(x) we must show that it is a basis and that it is minimal.
Clearly w i (y) lies in ker Q(y) for all i. In fact, P (x)v i (x) = 0 implies that Q(y)w i (y) = 0. So it is sufficient to show that W (y), considered as an element of (F(x)) p×s , has rank s.
. A well-known property of the rank is that, if A 1 = A 2 A 3 and A 3 is square and regular, then rk(A 1 ) = rk(A 2 ). Therefore rk(W (y)) = rk(V (x(y)), because the diagonal matrix above is regular. LetV (x) be some regular s × s submatrix of V (x), which exists because rk(V (x)) = s. By hypothesis, det(V (x)) = 0 F[x] , which implies det(V (x(y))) = 0 F(y) . Hence s = rk(V (x(y))) = rk(W (y)). Then W (y) is a basis.
In order to prove that it is minimal, let us introduce the following lemma whose proof can be found in [2] . 
Notice moreover that
, where the first and the second factor are coprime (because of Corollary 3.7). Let us prove the following Lemma.
Proof. Let α, β be two suitable elements of F and let us write the prime factor
ρi . The thesis follows by invoking Corollary 3.7. 
Lemma 6.2 implies condition (a). This follows from the equation GCD
i (ξ i (y)) = GCD i ([d(y)] B−γi ) · GCD i (Φ γi (ζ i (x))) = 1 F[y] · 1 F[y] ,
⇐.
To complete the proof, suppose now that Q(y) = Φ g (P (x)) for some P (x) ∈ F[x] and thatŴ (y) is a minimal basis for ker Q(y), with minimal indices ǫ 1 ≤ · · · ≤ ǫ s . The other implication that we proved in the previous subsection implies that G|ǫ i ∀ i, so define β i = ǫi G . Suppose that there exists a minimal basiŝ V (x) = (v 1 (x), . . . ,v s (x)) for ker P (x); suppose moreover that an index i 0 ∈ {1, . . . , s} exists such that degv i0 = β i0 . Applying the reverse implication, this would imply that there is a minimal basisW (y) = (w 1 (y), . . . ,w s (y)) for ker Q(y) whose i 0 th right minimal index is not equal to ǫ i0 . This is absurd because every minimal basis has the same minimal indices. 7 . Extension to more relaxed hypotheses. For the sake of convenience, we have so far assumed that the field F is algebraically closed. This unnecessary hypothesis can be dropped. To see it, assume that F is not algebraically closed and let K be the algebraic closure of
m×p , so we can use Theorem 4.1 to identify the Smith forms of P (x) and Q(y) = Φ g (P (x)) over the polynomial rings K . Of course, in this case an elementary divisor is no more necessarily associated with a characteristic value in F. For instance, if F = Q, then the elementary divisor x 2 + 2 is not associated with any rational characteristic value, but if we consider the field of complex algebraic numbers K = Q then we can split it as (x − √ 2i)(x + √ 2i) and associate it to the characteristic values ± √ 2i. Similarly, the other results (e.g., Lemma 6.2) that use the algebraic closure of F can be straightforwardly extended to a generic field F via an immersion into its algebraic closure K.
Proof of Lemma
] is a minimal basis for ker P (x), we define ker x0 P (x) := span ({u 1 (x 0 ), . . . , u s (x 0 )}) ⊆ F p . In general ker x0 P (x) is a subset of ker P (x 0 ). It is a proper subset when x 0 is a characteristic value of P (x), as is illustrated by the following example: let F = C and We need now to slightly modify a definition given in [7] in order to extend it to the case of singular and/or rectangular polynomial matrices. A polynomial vector v(x) ∈ (F[x]) p is called a root polynomial of order ℓ corresponding to x 0 for P (x) if the following conditions are met:
1. x 0 is a zero of order ℓ for P (x)v(x); 2. v(x 0 ) ∈ ker x0 P (x).
Observe that v(x 0 ) ∈ ker x0 P (x) ⇔ ∃ w(x) ∈ ker P (x) ⊆ (F(x)) p : w(x 0 ) = v(x 0 ). In fact, let w(x) = U (x)c(x) for some c(x) ∈ (F(x)) s and w(x 0 ) = v(x 0 ): then v(x 0 ) = U (x 0 )c(x 0 ) ∈ ker x0 P (x). Conversely, write v(x 0 ) = U (x 0 )c for some c ∈ F s and notice that U (x)c ∈ ker P (x). Hence, condition 2. implies v(x) ∈ ker P (x).
In [7, Proposition 1.11] it is shown that given three regular polynomial matrices P (x), A(x), B(x) ∈ M n (x), and if x 0 is neither a root of det A(x) nor a root of det B(x), then v(x) is a root polynomial of order ℓ for A(x)P (x)B(x) corresponding to x 0 if and only if B(x)v(x) is a root polynomial of order ℓ corresponding to x 0 for P (x). The next Proposition generalises this result. . Suppose that both A(x 0 ) and B(x 0 ), with x 0 ∈ F, are full rank matrices. Then v(x) is a root polynomial of order ℓ corresponding to x 0 for A(x)P (x)B(x) if and only if B(x)v(x) is a root polynomial of order ℓ corresponding to x 0 for P (x).
Proof.
Notice that if A(x 0 ) and B(x 0 ) are full rank then A(x) and B(x) are regular. In [7] , a root polynomial is defined for regular square polynomial matrices, so that condition 2. reduces to v(x 0 ) = 0. Nevertheless, the proof given in [7, repeat the process until we find all the s sought elementary divisors. There cannot be more, otherwise dim ker S(x 0 ) − dim ker x0 S(x) > s and it would be possible to find an (s + 1)-uple of x 0 -independent root polynomials. Conversely, it is easy to check that e ν−s+1 , . . . , e ν are a maximal set of x 0 -independent root polynomials.
Remark 8. 3 . Root polynomials carry all the information on Jordan chains [7] . Let v(x) = 
Conclusions.
We have shown that if P (x) and Q(y) are polynomial matrices whose entries belong to the ring of univariate polynomials in x (resp. y) with coefficients in any field, and if P (x) and Q(y) are related by a rational transformation x(y), then the complete eigenstructures of Q(y) and P (x) are simply related.
