Abstract. The paper surveys a method, called the "topology-oriented method", for designing numerically robust geometric algorithms. In this method, higher priority is placed on the consistency of the topological structures of geometric objects than on numerical values. The resulting software is completely robust in the sense that inconsistency never arizes no matter how large numerical errors take place. The basic idea of this method and typical examples are shown.
Introduction
Quite a large number of "efficient" algorithms have been proposed to solve geometric problems. However, those algorithms are fragile in general in the sense that, if we implement them naively, they easily fail due to numerical errors [31, 7, 5, 15, 16] . Theoreticians design algorithms on the assumption that there is no numerical error or degeneracy, but in real computation both numerical errors and degeneracy arise frequently. This gap between the ideal world and the real world causes a serious problem of instability in actual geometric computation.
To overcome this difficulty, many approaches have been proposed. To simplify the situation, we can classify these approaches into three groups according to how much they rely on numerical computation. These three groups are shown in Fig. 1 . The horizontal axis in this figure represents the amount of reliability of numerical values assumed in the design of robust algorithms; numerical values are more reliable in the right than in the left.
The first group is the "exact-computation approach", in which numerical computation are carried out in sufficiently high precision [41, 29, 21, 23, 24, 35, 30, 1] [10, 40, 45] . The topological structure of a geometric object can be decided by the signs of the results of numerical computations. If we restrict the precision of the input data, these signs can be judged correctly in a sufficiently high but still finite precision. Using this principle, the topological structures are judged correctly as if the computation is done exactly. In this approach, we need not worry about misjudgement and hence theoretical algorithms can be implemented rather straightforward.
In this approach, degenerate situations are recognized exactly, and hence exceptional branches of processing for degenerate cases are necessary to complete the algorithms. However, such exceptional branches can be avoided by a symbolic perturbation scheme [6, 35, 44] .
Another disadvantages of this approach is the computation cost. The computation in this approach is expensive, because multiple precisions are used. To decrease the cost, acceleration schemes are also considered. A typical method is a lazy evaluation scheme, in which computation is first done in floating-point arithmetic, and if the precision turns out to be insufficient, then they switch to multiple precision [1, 4, 10, 32, 40] . Another method is the use of modular arithmetic instead of the multiple precision [2, 3, 18] .
The second group of approaches relies on numerical computation moderately. They start with the assumption that numerical computation contains errors but the amount of the errors is bounded. Every time numerical computation is done, the upper bound of the error is also evaluated. On the basis of this error bound, the result of computation is judged to be either reliable or unreliable, and the only reliable result is used [25, 8, 9, 12, 16, 31, 34] . This approach might be natural for programmers in order to cope with numerical errors, but it makes program codes unnecessarily complicated because every numerical computation should be followed by two alternative branches of processing, one for the reliable case and the other for the unreliable case. Moreover, this approach decreases the portability of the software products, because the amount of errors depends on computation environment.
The third group of approaches is the "topology-oriented approach", which does not rely on numerical computation at all. In this approach, we start with the assumption that every numerical computation contains errors and that the amount of the error cannot be bounded. We place the highest priority on the consistency of topological properties, and use numerical results only when they are consistent with the topological properties, thus avoiding inconsistency [42, 43, 20] [ 28, 17, 22, 26, 27, 38, 39] .
In this paper, we concentrate on the third approach, i.e., the topologyoriented approach, and survey the basic idea and several examples.
Instability in Geometric Computation
First, we will see by an example how unstable the geometric computation is. Suppose that we are given a convex polyhedron Π and a plane H, and that we want to cut the polyhedron by the plane and to take one part off. For this purpose we need to classify the vertices of Π into two groups, the vertices above H and those below H. Consider the situation where H is very close to and almost parallel to one face of Π, as shown in Fig. 2(a) . Then, the classification of the vertices are easily violated by numerical errors. Hence, it can happen that, as shown in Fig. 2(b) , a pair of mutually opposite vertices on the face are judged below H and the other vertices on the face are judged above H. This situation is inconsistent, because this situation implies that the face should meet H at two lines, while in Euclidean geometry two distinct planes can meet at most at one line. Such an inconsistent classification of the vertices usually causes the algorithm to fail. A conventional method to circumvent this difficulty is to fix a certain small number ε, call a tolerance, and to consider two geometric elements to be at the same position if their distance is smaller than ε. Indeed, inconsistency can be avoided in many cases by this method. However, this is not complete; inconsistency still can happen. Fig. 2(c) shows an example where the above method does not work. This is the picture of the scene in Fig. 1 (a) seen in the direction parallel both to the top face of Π and the cut plane H. The pair of broken lines shows the region in which the distance to H is smaller than ε. In this particular example, five of the vertices on the top face are judged to be exactly on H whereas the other vertex is judged below H. This is a contradiction, because in Euclidean geometry three or more noncollinear points being on H implies that the other vertices are also on H; hence all the vertices should be on the cut plane H.
Robustness and Consistency
Let P be a geometric problem, and let f be a theoretical algorithm to solve P . By a "theoretical" algorithm, we mean an algorithm that is designed assuming precise arithmetic, namely, one whose correctness is based on the assumption that no numerical error takes place in the computation.
The algorithm f can be considered a mapping from the set Ξ(P ) of all possible inputs to the set Ω(P ) of all possible outputs. Each input X ∈ Ξ(P ) represents an instance of the problem P , and the corresponding output f (X) ∈ Ω(P ) is a solution of the problem instance.
Both the input and the output can be divided into the "combinatorial and/or topological part" ("topological part" for short) and the "metric part." We represent the topological part by a subscript T and the metric part by a subscript M. More specifically, the input X is divided into the topological part X T and the metric part X M , and the output f (X) is divided into the topological part f T (X) and the metric part f M (X).
For example, suppose that P is the problem of cutting a convex polyhedron by aplane. Then the topological part X T of the input consists of the incidence relations among the vertices, the edges and the faces of the given polyhedron, and the metric part X M consists of the equation of the cutting plane and the list of the three-dimensional coordinates of the vertices and/or the list of equations of the planes containing the faces. The topological part f T (X) of the output consists of the incidence relations among the vertices, the edges and the faces of the computed polyhedron, and the metric part f M (X) of the output consists of the list of the three-dimensional coordinates of the vertices of the computed polyhedron.
For another example, suppose that P is the problem of constructing the Voronoi diagram for a finite number of given points in the plane. Then the topological part X T of the input consists of a single integer to represent the number N of points, and the metric part X M is the set of the n pairs of coordinates of the points: X T = {n} and X M = {x 1 , y 1 , . . . , x n , y n }. The topological part f T (X) of the output is the planar graph structure consisting of the Voronoi vertices and the Voronoi edges, and the metric part f M (X) consists of the coordinates of the Voronoi vertices and the directions of the infinite Voronoi edges.
Let f denote an actually implemented computer program to solve P . The program f may be a simple translation of the algorithm f into a programming language, or it may be something more sophisticated aiming at robustness. The programf can also be considered a mapping from the input set to the output set. However, in actual situations, the program runs in finite-precision arithmetic, and consequently the behavior of f is usually different from that of f .
The program f is said to be numerically robust (or robust for short) if f (X) is defined for any input X in Ξ(P ). In other words, f is robust if it defines a total (not partial) function from Ξ(P ) to a superset Ω(P ) of Ω(P ), i.e., if the program always carries out the task, ending up with some output, never entering into an endless loop nor terminating abnormally.
The program f is said to be topologically consistent (or consistent for short) if f is robust and f T (X) ∈ Ω T (P ) for any X ∈ Ξ(P ). In other words, f is consistent if the topological part f T (X) of the output coincides with the topological part f T (X ) of the correct solution of some instance X (not necessarily equal to X) of the problem P .
Our goal is to construct f that is at least robust and hopefully consistent. Numerical errors are inevitable in computation, but still we want to avoid inconsistency. To this goal, we first try to find a maximal subset, say S , of predicates that are independent from each other, as shown in Fig. 3(b) , where "independent" means that the truth values of any predicates in S do not affect the truth values of the other predicates in this subset. The other predicates are dependent in the sense that their truth values are determined as the logical consequence of the truth values of the predicates in S .
Once we find such a subset S , we evaluate the predicates in S by numerical computation, and adopt the logical consequences of them as the truth values of the other predicates, i.e., the predicates in S − S . Since the predicates in S are independent, any assignment of the truth values to the predicates in S does not generate inconsistency. Moreover, since we adopt the logical consequences of these truth values as the truth values of the predicates in S − S , we never come across inconsistency.
We cannot guarantee the correctness of the truth values in S because we have numerical errors, but once we believe the results of numerical computations, we can construct a consistent world. This is the basic idea for avoiding inconsistency. In the following subsections we will show how this idea works using typical example problems.
Examples

Cutting a Convex Polyhedron by a Plane
Let Π be a convex polyhedron in a three-dimensional space, and H be a plane. We consider the problem of cutting Π by H and taking one part off. Theoretically this problem is not difficult. What we have to do is to classify the vertices of Π into those above H and those below H. Once we classify them, we can determine the topological structure of the resulting polyhedron.
However, a naive implementation of this algorithm is not robust, as we have already seen in section 2.
To attain numerical robustness, we concentrate on the topological part of the algorithm. From the topological point of view, the vertices and the edges of Π form a planar graph, say G. As shown in Fig. 4 , to cut Π by H, we first find the vertices that are above H (the vertices with black circles in Fig. 4(b) ), next generate new vertices on the edges connecting the vertices above H and those below H (the vertices with white circles in Fig. 4(b) ), generate a new cycle connecting them (the broken lines in Fig. 4(b) ), and finally remove the substructure inside the cycle (Fig. 4(c) ).
Let V 1 be the set of vertices of G that are judged above H, and let V 2 be the set of vertices that are judged below H. Since Π is convex, the next property holds.
Proposition 1.
The subgraph of G induced by V 1 and that induced by V 2 are both connected.
We place higher priority on this property; we employ numerical results only when they do not contradict against this property. In this way we can construct a numerically robust algorithm [38] . An example of the behavior of this algorithm is shown in Fig. 5 . Fig. 5(a) is the output of the algorithm when a cube is cut by 500 planes that are tangent to a common sphere. This problem is not difficult; a naively implemented software may also be able to give the same output. However, our algorithm is designed so that it never fails even if numerical computation contains large errors. To see this property, artificial errors were added to all the floating-point computations in the algorithm using random numbers. Then, the output becomes as shown in Fig. 5(b) . Some part of the output is not correct. However, what is important is that although the algorithm made misjudgements, it carries out the task, ending up with some output. When we added larger artificial errors, the output becomes as shown in Fig. 5(c) . As the extremal case, when we replaced all the floatingpoint computations by random numbers, then the output was as shown in Fig.  5 . This output is of course nonsense, but an important thing is that topological inconsistency never arises in this algorithm and always some output is given. If we see Fig. 5(d), (c), (b) , (a) in this order, we can say that the output of the algorithm converges to the correct answer as the precision in computation becomes higher. Another example of the output of this algorithm is shown in Fig. 6 . Fig. 6 (a) is the result of cutting a cube by 10 5 planes touching a common sphere, and Fig. 6(b) is a magnified picture of the left portion. This example also shows the robustness of the algorithm.
Construction of Voronoi Diagrams
Let S = {P 1 , P 2 , . . . , P n } be a set of finite number of points in the plane. The region R(S; P j ) defined by R(S; In the incremental algorithm, we start with the Voronoi diagram for a few points, and modify it by adding the other points one by one. An increment step proceeds in the following way. Suppose that we have already constructed the Voronoi diagram for k points, and now want to add the (k + 1)-th point. To modify the Voronoi diagram, we first find a cyclic list formed by the perpendicular bisectors between the new point and the neighboring old points, and next remove the substructure inside this cycle.
Though this procedure is theoretically simple, it is numerically unstable because the sequence of bisectors does not necessarily form a cycle in imprecise arithmetic, particularly when the input points are degenerated [42, 43] . To construct a robust algorithm, we can use the following property.
Proposition 2.
If a new point is inside the convex hull of the old points, the substructure to be removed is a tree in a graph theoretical sense.
We place higher priority on this property than on numerical values, and thus can construct a numerically robust algorithm for the Voronoi diagram [42, 43] . Fig. 7(a) is an example of the output of this algorithm. Though the points were highly degenerate, the algorithm constructed the globally correct Voronoi diagram. If we magnify the central portion of this figure by 10 4 , 10 5 and 10 6 respectively, we can see small disturbance, as shown in Fig. 7(b) , (c) and (d). However, it should be noted that such disturbance never makes the algorithm to clash, because the algorithm always maintains topological consistency of the data structure.
Fig. 7. Voronoi diagram for highly degenerate set of points
Other applications of the topology-oriented method include the divide-andconquer construction of the two-dimensional Voronoi and Delaunay diagrams [28] , the incremental construction of the three-dimensional Voronoi and Delau-nay diagrams [20, 19] , the incremental construction of the Voronoi diagram for polygons [17] , the gift-wrapping construction of the three-dimensional convex hull [39] , the divide-and-conquer construction of the three-dimensional convex hull [26, 27] , the intersection of half spaces in the three-dimensional space [38] , and other applications [36, 37] .
Discussions
Here we consider some general properties of the topology-oriented algorithms.
Robustness
A topology-oriented algorithm is completely robust in the sense that it does not require any minimum precision in numerical computation. All possible behavior is specified by the topological skeleton, and therefore even if numerical precision is very poor (or even if all the results of numerical computation are replaced by random numbers), the algorithm still carries out the task and generates some output.
Topological Consistency
Whether the algorithm is topologically consistent depends on the chosen set Q of purely topological properties. The topology-oriented implementation guarantees that the output satisfies all the properties in Q. In general, however, Q gives only a necessary condition for the output to belong to the set Ω(P ) of all the possible solutions of the problem P ; it does not necessarily give a sufficient condition. This is because the purely topological characterization of the solution set is not known for many geometric problems, and even if it is known, it is usually time-consuming to check the conditions (note that Q should contain only those properties that can be checked efficiently).
Hence, topological consistency can be attained for a limited number of problems. A trivial example is the problem of constructing a convex hull in the plane. For this problem, any cyclic sequence of three or more vertices chosen from the input points can be the solution of a perturbed version of the input, so that topological consistency can be easily attained.
More nontrivial examples arise in the class of problems related to convex polyhedra. The topological structures of convex polyhedra can be characterized by Steinitz's theorem, which says that graph G is a vertex-edge graph of a convex polyhedron if and only if G is a 3-connected planar graph with four or more vertices [33] . Because of this theorem we can see that the algorithm in Section 5.1 is topologically consistent. Actually we can prove that if the input graph G is a 3-connected planar graph, then the output G is also a 3-connected planar graph. Hence, the output of this algorithm is the vertex-edge graph of some polyhedron, that is, the output is the vertex-edge graph of the solution of some instance of the problem though it is not necessarily the given instance.
For the two-dimensional Voronoi diagram for points, necessary and sufficient conditions are known [13, 14] . However, these conditions require much time to check, and hence cannot be included in Q. Actually the algorithm in Section 5.2 uses only a necessary condition, and hence it is not topologically consistent.
Convergence
If the input to the algorithm is not degenerate, the output converges to the correct solution as the computation becomes more and more precise, because the correct branch of the processing is chosen with sufficiently high precision. However, the speed of convergence cannot be stated in a unifying manner, because it depends on the individual problems and on the implementation of numerical computation.
The situation is different for degenerate input. If the algorithm is topologically consistent, the output converges to an infinitesimally perturbed version of the correct solution. In any high precision, the true degenerate output cannot be obtained, because degenerate cases are not taken into account in the topologyoriented approach. For example, suppose that the cutting plane H goes through a vertex of the polyhedron Π. Then our algorithm classifies the vertex either above H or below H, and decides the topological structure accordingly. As a result, the output may contain the edges whose lengths are almost 0.
Concluding Remarks and Open Problems
We have seen the topology-oriented approach to the robust implementation of geometric algorithms, and also discussed related issues. Since we can separate the topological-inconsistency issue from the error-analysis issue completely, the algorithm designed in this approach has the following advantages:
(1) No matter how large the numerical errors are that may take place, the algorithm never fails; it always carries out the task and gives some output.
(2) The output is guaranteed to satisfy the topological properties Q used in the topological skeleton of the algorithm.
(3) For a nondegenerate input, the output converges to the correct solution as the precision in computation becomes higher.
(4) The structure of the algorithm is simple because exceptional branches for a degenerate input are not necessary.
However, in order to use the output for practical applications we still have many problems to be solved.
The topology-oriented approach might give output that contains numerical disturbance particularly when the input is close to degeneracy. Such disturbances are usually very small but not acceptable for some applications. Hence, to rewrite the application algorithms in such a way that they can use numerically disturbed output of the topology-oriented algorithms is one of main future problems related to this approach.
