Although most previous studies in cognitive neuroscience have focused on the change of the neuronal firing rate under various conditions, there has been increasing evidence that indicates the importance of neuronal oscillatory activities in cognition. In the visual cortex, specific timefrequency bands are thought to have selectivity to visual stimuli. Furthermore, several recent studies have shown that several time-frequency bands are related to frequency-specific feedforward or feedback processing in inter-areal communication. However, few studies have investigated detailed visual selectivity of each time-frequency band, especially in the primate inferior temporal cortex (ITC). In this work, we analyze frequency-specific electrocorticography (ECoG) activities in the primate ITC by training encoding models that predict frequency-specific amplitude from hierarchical visual features extracted from a deep convolutional neural network (CNNs). We find that ECoG activities in two specific time-frequency bands, theta (around 5 Hz) and gamma (around 20-25 Hz) bands, are better predicted from CNN features than the other bands.
Introduction
One important goal in cognitive neuroscience is to understand the relationship between brain activities and sensory information. From single-neuron spikes to mesoscopic brain signals, brain activities can be measured in a wide range of scales of the brain. In the literature, most previous studies have investigated the change of the neuronal firing rate to various synthetic or natural stimuli.
However, there has been increasing evidence that indicates the importance of neuronal oscillatory activities in cognition [1, 2] .
Neuronal oscillatory activities can be measured by local field potentials (LFPs), electrocorticography (ECoG), electroencephalography (EEG), and magnetoencephalography (MEG). It is thought that raw brain signals contain aggregated activities in several time-frequency bands, such as delta, theta, alpha, beta, and gamma bands [3] . In the visual cortex, several previous studies suggest that brain signals in specific time-frequency bands have stronger selectivity to visual stimuli [4, 5, 6, 7] , and that low-and high-frequency bands are related to distinct visual information [8, 9, 10] . Furthermore, different frequency We trained encoding models that predict frequency-specific ECoG activities given visual features extracted from a pretrained CNN. We recorded ECoG signals from the macaque ITC while presenting natural images, and extracted frequency-specific amplitude using time-frequency decomposition. Using the same image set, we extracted visual features from each convolution and fullyconnected (FC) layer of a pretrained CNN. For convolutional layers, which have three dimensions (width, height, channels), we downsampled features over the width and height (global average pooling). After feature extraction, we trained ridge regression models that predict ECoG amplitude at a specific site, frequency, and time window from CNN features at a specific layer.
bands are thought to play complementary roles in inter-areal feedforward and feedback processing [11, 12, 13, 14] . However, few studies have investigated the detailed visual selectivity of each frequency band, especially in the primate inferior temporal cortex (ITC), which is the highest-level area in the ventral visual pathway.
In this work, to investigate how visual selectivity differs across frequency bands, we analyze frequency-specific activities in ECoG signals recorded from the macaque ITC using rich hierarchical visual representations extracted from a deep convolutional neural network (CNN). CNNs have achieved state-of-theart performance on various computer vision tasks [15, 16, 17, 18] . Furthermore, CNNs enable us to extract optimized hierarchical visual features. Previous stud-ies indicate that units in lower, mid, and higher CNN layers represent lower-, mid-, and higher-level visual features, respectively [19] . Several recent studies in neuroscience used visual features in CNNs for analyzing the similarity of the layer hierarchy of CNNs and the anatomical hierarchy of the ventral visual pathway [20, 21] . In our experiments, we trained and evaluated encoding models that predict frequency-specific ECoG activities from visual features extracted at a specific layer of a pretrained CNN ( Figure 1 ). We found that two specific frequency bands, theta (around 5 Hz) and gamma (around 20-25 Hz) bands, were better predicted from CNN features than the other bands. Furthermore, these two bands were better predicted from higher and lower CNN layers, respectively. Our visualization analysis using CNN-based encoding models qualitatively showed that theta-and gamma-band encoding models had selectivity to higher-and lower-level visual features, respectively.
Materials and methods

Image set
We prepared diverse natural images from six object classes: building, body part, face, fruit, insect, and tool. First, 60,000 (10,000 per class) candidate images were selected by keyword search on Flickr. These images were then screened by a web-based survey using Amazon Mechanical Turk. For each class, the participant was given a brief instruction on image selection (mostly regarding image quality), and was presented six good and three bad example images.
Each candidate image was evaluated by three participants. Images selected by all the three participants were considered as verified. For each class, if more than 1,000 images were verified, randomly-chosen 1,000 images among verified ones were used for our experiment. For stimulus presentation, original images were cropped to 512 × 512 pixels.
ECoG recording
We recorded ECoG signals from two female macaques (Macaca fuscata, monkey For recording ECoG signals from the macaque inferior temporal cortex (ITC), we designed a 128-channel electrode grid that covers an area of 20 mm × 40 mm with a inter-grid distance of 2.5 mm. The electrode was fabricated on a 20 µm-thick flexible Parylene-C film using micro-electro-mechanical systems technology. One side of the each square contact was 1 mm.
The ECoG electrode was subdurally implanted under an aseptic conditions. After premedication with ketamine (50 mg/kg) and medetomidine (0.03 mg/kg), each monkey was intubated with an endotracheal tube of 6 or 6.5 mm and connected to an artificial respirator (A.D.S. 1,000, Engler engineering corp., FL, USA). The venous line was secured using lactated Ringer's solution, and ceftriaxone (100 mg/kg) was dripped as a prophylactic antibiotic. The body temperature was maintained to keep around 37 • C using an electric heating mat. A vacuum fixing bed (Vacuform, B.u.W.Schmidt GmbH, Garbsen, Germany) was used to maintain the position of the body. The oxygen saturation, heart rate, and end-tidal CO2 were continuously monitored (Surgi Vet, Smiths medical PM inc., London, UK) throughout the surgery to adjust the level of anesthesia. The skull was fixed with a 3-point fastening device (Integra Co., NJ, USA) with a custom-downsized attachment for macaques. The target location and the size of craniotomy were determined using preoperative magnetic resonance imaging. In the intra-dural operation, we used a microscope (Ophtalmo-Stativ S22, Carl Zeiss Inc., Oberkochen, Germany) with a CMOS color camera (TS-CA-130MIII, MeCan Imaging Inc., Saitama, Japan). The electrode grid was carefully attached onto the cortical surface, and the dura was closed with water tight suturing to prevent cerebrospinal fluid leakage. The electrode lead, microconnectors (Omnetics, MN, USA), and a custom-made plastic connectorchamber (Vivo, Hokkaido, Japan) were fixed onto the bone with resin.
The monkeys were trained with a visual fixation task to keep their gazes within ±1.5 degree of visual angle around the fixation target. Eye movements were captured with an infra-red camera system with a sampling rate of 60 Hz.
The stimuli were presented on a 15-inch CRT monitor (NEC, Tokyo, Japan) at a viewing distance of 26 cm. After 450 ms of stable fixation, the stimulus was presented for 300 ms followed by a 600-ms blank interval. In each trial, two-to-five stimuli were successively presented. The monkeys were rewarded with a drop of apple juice for maintaining their fixation over the entire duration of the trial. The long axis of each stimulus subtended six degree of visual angle.
Signals were differentially amplified using a 128-channel amplifier (Plexon, TX, USA or Tucker Davis Technologies, FL, USA) with high-and low-cutoff filters at 300 Hz and 1.0 Hz, respectively. All subdural electrodes were referenced to a titanium screw that was attached directly to the dura at the vertex area.
Recording was conducted at a sampling rate of 1 kHz per channel.
Time-frequency decomposition
As preprocessing, we first eliminated line noise in raw ECoG signals by applying a third-order Butterworth filter at 50 Hz. Then, we rereferenced signals at all the channels by taking bipolar derivatives between neighboring channels.
Because electric potentials recorded by ECoG often contain noise from a noncortical reference site or non-local signals, this rereferencing procedure can help us extract more local electric activities on the cortical surface. In total, we used ECoG signals at 112 sites extracted from the original 128 channels.
We computed the analytic amplitude at 30 frequencies using complex Morlet wavelet convolution. The central frequencies were logarithmically sampled from 1 to 250 Hz. For each central frequency f (Hz), we constructed a complex Morlet wavelet:
where t is a time step (ms), σ = n f /(2πf ) is the standard deviation, and n f is the number of wavelet cycles. The number of wavelet cycles n f for each central frequency was logarithmically sampled from 3 to 14. We computed the analytic amplitude as the absolute value of the convolution results between preprocessed ECoG signals and the wavelet:
After extracting the analytic amplitude, we conducted postprocessing for coping with trial-by-trial and temporal differences. We first normalized each trial's activities with the average amplitude in the baseline (-500 to -201 ms relative to the stimulus onset) using decibel conversion:
where T baseline is the number of time steps in the baseline (300 ms). After baseline normalization, we took the cross-trial average of normalized decibel changes over five trials for each stimulus. Finally, we downsampled multi-trial activities in nine sliding time windows (1-100, 51-150, 101-200, 151-250, 201-300, 251-350, 301-400, 351-450, and 401-500 ms relative to the stimulus onset).
As the result, we obtained frequency-specific ECoG activities for 112 sites, 30 central frequencies, and 9 time windows for each monkey.
Extracting hierarchical visual features from convolutional neural networks
Deep convolutional neural networks (CNNs) have achieved state-of-the-art performance on diverse computer vision tasks, such as object recognition, semantic segmentation, object detection, and video recognition [15, 16, 17, 18] . Several previous studies [22, 23, 24] showed that representations in pretrained CNNs are efficiently applicable on novel image sets and tasks (e.g., object category classification, scene recognition, fine grained recognition, attribute detection and image retrieval). Furthermore, CNNs enable us to extract hierarchical visual features, since CNNs have its layer hierarchy and previous studies indicate that lower, mid, and higher CNN layers represent lower-, mid-, and higher-level visual features, respectively [19] . Therefore, pretrained CNNs are useful for extracting optimized hierarchical visual features. Interestingly, several recent studies in cognitive neuroscience investigated brain activities using hierarchical visual features from CNNs, and found the similarity between the layer hierarchy of CNNs and the anatomical hierarchy of the primate ventral stream [20, 21] .
In this work, we used a pretrained CNN for analysing frequency-specific ECoG activities. We employed a VGG-16 network [25] that was pretrained on the ILSVRC2012 object classification task [26] . We fed our image set to the While features at FC layers are vectors, those at convolution layers are threedimensional tensors that have width, height, and depth (channels). In our experiment, we downsampled the output of convolution layers by taking the spatial average (global average pooling) over the width and height.
Encoding ECoG features from CNN features
To compare the prediction performance over the frequency bands and CNN layers, we trained and evaluated encoding models that predict frequency-specific ECoG activities from visual features at a specific CNN layer. More specifically, each encoding model was trained to predict ECoG activities at a specific site, frequency, and time window, given CNN features at a specific layer as input:
w ∈ R C l is a weight vector that projects CNN features into a scalar, and b ∈ R is a bias term. The parameters, w and b, were optimized using ridge regression:
where N train is the number of training samples, and λ is a hyperparameter to control the penalty term. Encoding models were independently trained for each combination of ECoG site, frequency, time window, and CNN layer.
We split the image set so that no image in the validation and test set is included in the training set. In monkey 1's dataset, the training, validation, and test set contains 2431, 808, and 808 stimuli, respectively. In monkey 2's dataset, the training, validation, and test set contains 2441, 813, and 813 stimuli, respec- tively. Before training encoding models, CNN features in the training set were standardized so that they have zero mean and unit variance. CNN features in the validation and test sets were normalized with the mean and standard deviation in the training set. We implemented our encoding models with PyTorch [27] . We optimized our encoding models using the Adam optimizer [28] , with a learning rate of 10 −4 , β 1 = 0.9, β 2 = 0.999, a weight decay (λ) of 10 −6 , and a batch size of 128. The maximum training epoch was 100 epochs, but we stopped training when the validation performance was not improved for successive 10 epochs.
In the test set, we evaluated each encoding model's prediction performance as Pearson's correlation coefficient between ground truth and predicted values.
To eliminate results that can occur by chance, we determined the significance threshold of Pearson's correlation coefficient using the permutation test. For each encoding model, we computed the correlation between ground truth and randomly-permuted predictions. We repeated the procedure for 1,000 permutations, and took the largest value as the threshold.
Results
Theta and gamma bands are better predicted from CNN features
First, we compare the difference of the prediction performance over the frequency bands. Comparing the prediction performance over the frequency bands shows us which frequency bands are more related to visual features extracted from a pretrained CNN. Our hypothesis here is that specific frequency bands show better performance than the other bands. That is, specific frequency bands might show stronger selectivity to visual features in CNNs. Hz), several sites showed the prediction performance around 0.3, but the curve of the mean prediction performance did not peak at these frequency bands.
Theta and gamma bands are better predicted from higher and lower CNN layers, respectively
In visual object recognition, CNNs receive input images, perform convolution and subsampling (pooling) operations at each layer, and finally output objectlevel classification results. Therefore, units in higher CNN layers have larger receptive fields. Furthermore, several previous studies analyzed the visual selectivity of units in each layer, and showed that lower and higher layers have selectivity to lower-(e.g., color, orientation, grating, texture) and higher-level (e.g., shape, object part, animal face) visual features [19, 29] . Since visual features in higher CNN layers have larger receptive fields and are correlated with higher-level visual patterns, we can investigate the difference of theta-and gamma-band activities in terms of the hierarchy of visual features in CNNs.
Here, we visualized the relationship between the CNN layers and the frequency bands. Figure 3 shows the comparison of layer assignments for theta and gamma bands. For both monkeys, in gamma band, most sites were assigned lower convolution layers. On the other hand, in theta band, most sites were assigned higher convolution and FC layers. Several sites in theta band were assigned the highest layer (FC8), which outputs class-wise logits for classification, but no site in gamma band was assigned the FC8 layer. These results show the distinct visual selectivity of theta-and gamma-band ECoG activities in terms of the layer hierarchy of CNNs.
Visualizing the selectivity of theta-and gamma-band encoding models
Next, we examined more detailed visual selectivity of theta and gamma bands using optimized encoding models. Each encoding model first transforms an image with convolution and pooling operations in the pretrained CNN, and then projects CNN features into frequency-specific prediction value. Starting from random images, we can optimize the image so as to maximize the prediction value with gradient descent [30, 31] :
where φ l is a feature extractor at a specific CNN layer given an image. On the other hand, in minimization, we optimize the image so as to minimize the prediction value:
With this method, we can qualitatively investigate what kind of visual patterns are preferred by theta-and gamma-band encoding models. Using the pretrained CNN and frequency-specific encoding models, we optimize a randomlyinitialized image using the Adam optimizer with a learning rate of 0.01, β 1 = 0.9, and β 2 = 0.999. To avoid noisy results, we stochastically transformed the image before feeding into the CNN [31] . More specifically, we stochastically jittered Figure 4 .
For theta-band models, preferred images appeared to be strongly related to higher-level visual features (e.g., face), and optimized images tended to contain higher-level, more complex visual patterns. In contrast, for gamma-band models, preferred images appeared to be related to lower-level visual features, and optimized images tended to contain lower-level, more local visual patterns.
In this work, we have analyzed frequency-specific ECoG activities in the macaque ITC using hierarchical visual features extracted from a pretrained CNN. By analyzing the prediction performance and visual selectivity of our encoding models, we were able to quantitatively and qualitatively investigate the frequencyspecific visual selectivity of ECoG activities. Comparing the prediction performance of our encoding models, we observed that ECoG activities in two timefrequency bands, theta and gamma bands, were better predicted from CNN features than the other bands. In the comparison of assigned CNN layers, we found that theta-and gamma-band activities were better predicted from higher and lower layers, respectively. Furthermore, our visualization analysis qualitatively showed that theta-and gamma-band activities were related to higherand lower-level visual features, respectively. Our results indicate that distinct levels of visual information are multiplexed in low-and high-frequency activities in brain signals.
There have been several previous studies on the visual selectivity of frequencyspecific neuronal activities in the visual cortex. For example, Belitski et al. [8] analyzed local field potentials (LFPs) and multi-unit activities (MUAs) recorded from the primary visual cortex of anaesthetized monkeys. Their results indicate that: (1) lower (< 12 Hz) and high-gamma (60-100 Hz) bands are more related to visual information, and (2) these two bands are not correlated with each other, implying that these two time-frequency bands represent distinct visual features. Similar results were also observed in [9] , where human EEG activities in multiple time-frequency bands are analyzed on a face image set. They found that lower-and higher-frequency bands were related to distinct facial features. Jacobs et al. [6] analyzed ECoG signals recorded from neurosurgical patients. Their results indicate that: (1) gamma band (25-128 Hz) is more in-formative than the other bands for classifying letter identities, and (2) gamma band has strong phase-amplitude coupling with theta band (4) (5) (6) (7) (8) . Recently, similar to our work, Kuzovkin et al. [32] analyzed frequency-specific ECoG activities in the human visual cortex using a pretrained CNN. They employed the representation similarity analysis (RSA) [33] to compare CNN layers and frequency-specific ECoG activities. They observed that, the layer hierarchy of CNNs matched the anatomical hierarchy of the human ventral visual pathway for gamma-band (30-150 Hz) ECoG activities. In this work, using hierarchical representations extracted from CNNs, we observed that theta-and gamma-band activities were more related to visual features than the other bands, and that these two time-frequency bands have distinct visual selectivity. It is noteworthy that we found the distinct visual selectivity of theta and gamma band activities on a more diverse set of natural images.
Our findings are related to recent studies on frequency-specific roles in feedforward and feedback processing in the primate visual cortex. Bastos et al. [12] analyzed ECoG signals recorded from rhesus monkeys to investigate whether inter-areal influences between visual cortical areas are subserved differentially by different frequency bands. Their results indicate that feedforward influences are related to theta (∼4 Hz) and gamma band (∼60-80 Hz), and that feedback influences by beta band (∼14-18 Hz). Similarly, van Kerkoerle et al. [34] reported that, in the monkey visual cortex, alpha (5-15 Hz) and gamma (40-90
Hz) bands are related feedback and feedforward processing between V1 and V4. These studies indicate that several different frequency bands are related to frequency-specific roles in feedforward or feedback processing between visual cortical areas. Combining our results with these previous studies on frequencyspecific roles in inter-areal communications, it could be possible that theta and gamma bands carry distinct visual information for different roles in inter-areal communications in the visual cortex.
