The accessibility of high-throughput phenotyping platforms in both the greenhouse and field, 13 as well as the relatively low cost of unmanned aerial vehicles, have provided researchers with 14 an effective means to characterize large populations throughout the growing season. These 15 longitudinal phenotypes can provide important insight into plant development and responses 16 to the environment. Despite the growing use of these new phenotyping approaches in plant 17 breeding, the use of genomic prediction models for longitudinal phenotypes is limited in 18 major crop species. The objective of this study is to demonstrate the utility of random 19 regression (RR) models using Legendre polynomials for genomic prediction of shoot growth 20 trajectories in rice (Oryza sativa). An estimate of shoot biomass, projected shoot area 21 (PSA), was recored over a period of 20 days for a panel of 357 diverse rice accessions using 22 an image-based greenhouse phenotyping platform. A RR that included a fixed second-order 23 Legendre polynomial, a random second-order Legendre polynomial for the additive genetic 24 effect, a first-order Legendre polynomial for the environmental effect, and heterogeneous 25 residual variances was used to model PSA trajectories. The utility of the RR model over 26 a single time point (TP) approach, where PSA is fit at each time point independently, is 27
Introduction 40
With the advent of next-generation sequencing technologies, the biology community has 41 experienced a rapid increase in the amount of genotypic data that is available. These de-2.4 Selection of random regression models 142 PSA was modeled across all twenty time points using several RR models. Following the 143 notation of Mrode (2014), the RR models can be summarized as
Here β is the fixed second-order Legendre polynomial to model the overall trend in the trait 145 overtime, u jk and s jk are the k th random regression coefficients for additive genetic effect and 146 random experiment of line j, nr is the order of polynomial for the random effects, and e tjk 147 is the random residual. The order of β was selected based on visual inspection of the trends.
148
Various polynomial functions and residual variance structures were evaluated for line and 149 experiment, and residuals, respectively. A complete description of the models is provided 150 in Table 1 . For each trait, the models were ranked based on goodness-of-prediction using 151 Akaike's information criterion (AIC) scores (Akaike, 1974) . 
Here, y is the PSA at time t; Z and Q are incidence matrices corresponding to the random additive genetic effect (u), and random experimental effect (s), respectively; and e is the random residual error. The variances were based on the following assumptions u ∼ N (0, Gσ 2 g ), s ∼ N (0, Iσ 2 s ), and e ∼ N (0, Iσ 2 e ). Here, σ 2 g is the additive genetic variance; σ 2 s is an environmental variance associated with experiment; and σ 2 e is the residual variance. A genomic relationship matrix (G) was calculated using VanRaden (2008) .
Here, Z cs is a centered and scaled n × m matrix, where m is 33,674 SNPs and n is the 357 156 genotyped rice lines. 157 2.6 Genomic selection using random regression 158 For each trait, the "best" random regression model was used to predict gBLUPs. The 159 following mixed model was used to predict gBLUPs
The variables are the same as in Selection of random regression models, however note that nr 161 has been replaced with 2 and 1 for the additive genetic and experiment effect, respectively.
162
Thus the random additive genetic effects are described using a second-order Legendre poly-163 nomial, while a first-order Legendre polynomial is used to describe the experiment effects 164 across time points.
In matrix notation, the model is
with all vectors and matrices defined as above. However here u is now a vector of random 166 regression coefficients for the additive genetic effects. The variances were based on the 167 following assumptions u ∼ N (0, G ⊗ Ω), s ∼ N (0, I ⊗ P), and e ∼ N (0, I ⊗ D Four scenarios were tested using GS (Figure 1 ). In the first scenario (scenario A), all twenty 196 time points were used to fit a RR model and phenotypes were predicted for a set of lines 197 without phenotypic records. The second scenario (scenario B), the dataset was split into 198 two datasets each consisting of ten consecutive time points. A RR model was fitted using 199 the first ten time points and was used to predict the phenotypes for the same set of lines 200 in the last ten time points. Scenario C, can be thought of as a combination of scenarios A 201 and B. Here, the dataset was split into four subsets, with each quadrant consisting of 178 to 202 179 lines and ten time points. Here, a RR model was fitted using ten early time points for 203 half the lines with known phenotypes, and was used to predict the phenotypes in the last 204 ten time points for the remaining 178 to 179 lines. Finally, in the last scenario (Scenario D) 205 we sought to predict the shoot biomass at a later time points in an independent study. This 206 can be thought of as forecasting for new lines in an independent study. A publicly available 207 dataset was used in which 359 lines (357 lines in common between the two studies) were 208 phenotyped from 20 to 40 days after transplant, thus a 13 day overlap was available for the 209 two datasets, and a RR model was fitted using phenotypic information from the time points 210 in the first experiment for 179 lines, and was used to predict gBLUPs for the remaining 178 211 lines in a second independent experiment described by Campbell et al. (2017) .
212
To assess the accuracy of gBLUPs for the TP GS as well as scenarios A, C, and D, a 213 two-fold cross validation approach was used. Briefly, the 357 lines were split into two sets, half of the lines were randomly selected and the first ten time points were used to predict the 222 phenotypes in the last ten time points for the same lines. Again, the variance in prediction 223 accuracy was assessed by randomly sampling half the lines for analysis. Pearson's correlation 224 was computed for the gBLUPs and PSA as described above. The plants were imaged each day using RGB cameras from three angles (two side view 231 angles separated by 90 degrees and one top view). The plant pixels from each image were 232 summed and used to estimate shoot biomass. Here, this metric is referred to as PSA and 233 has been shown to be an accurate measure of shoot biomass in cereals (Berger et al., 2010; 234 Campbell et al., 2015) . This experiments captures the early vegetative stage of development, 235 where shoot biomass increases nearly exponentially ( Figure 2) . These models are particularly advantageous in that differences in the shape of the curve 239 can be accounted for, and can be solved using the conventional mixed model framework.
240
Thus, in the scope of genetics, these models allow for inter-individual variation in the mean 241 trend to be estimated. Here, the overall mean growth trend was modeled using a second- 
Genetic correlation and narrow sense heritability of PSA
To examine the relationship for PSA between time points, the phenotypic and genetic cor-256 relation was estimated. Estimates for the overall phenotypic correlations were high (r: 0.49 257 -1.0), with the highest correlation observed between adjacent time points ( Figure 3A ). The Figure 3B ). Interestingly, a strong genetic correlation was observed between day 262 1 and day 20 (r = 0.91), indicating that shoot growth (e.g. PSA) may be driven by similar 263 genetic mechanisms at the early seedling and active tillering stage in rice.
264
To evaluate the ability of the longitudinal RR approach to capture additive genetic vari-265 ance, the narrow sense heritability of PSA was estimated using the RR model described Figure 4 ). The TP approach showed a mean h 2 of 0.50 over all time points, while the RR 271 approach showed an h 2 of 0.71 on average. h 2 ranged from 0.60 to 0.77 for the RR approach, 272 while h 2 ranged from 0.46 to 0.57 for the TP approach. The two approaches showed nearly 273 identical h 2 estimates on day 1, however at later time points h 2 of RR was considerably 274 higher than TP. These results suggest that the RR approach captures more additive genetic 275 variance for PSA than the TP approach. Figure 1D ), we sought to predict the shoot biomass 296 at a later time points in an independent study. Here, a publicly available dataset was used 297 in which 359 lines (357 lines in common between the two studies) were phenotyped from 20 298 to 40 days after transplant, thus a 13 day overlap was available for the two datasets. A RR 299 model was fitted using phenotypic information from the time points in the first experiment 300 for 179 lines, and was used to predict gBLUPs for the remaining 178 lines in the second 301 experiment.
302

Scenario A: Comparison between longitudinal RR and cross-sectional GS
303
To evaluate the advantages of using the longitudinal phenotype for PSA for GS over a single 304 time points, the prediction accuracy of the RR model described above was compared to a 305 conventional cross-sectional approach in which the additive genetic effects were estimated 306 at each time point. For both approaches, two-fold cross validation was performed in which Tables used, where phenotypes for 179 lines were used as a training set to predict phenotypes for the remaining 178 lines. In (A), all twenty time points for the training set were used to predict the phenotypes at each of the twenty time points for an new set of lines. The second scenario (B) can be thought of as a forecasting approach where the dataset was split into two longitudinal datasets each consisting of ten time points. The first ten time points for 179 lines and were used to predict the phenotypes at the last ten time points for the same 179 lines. In (C), a forecasting approach was again used, however the lines were randomly split in two, and the first ten time points were used to predict phenotypes in the last ten time points for a group of new lines. In (D) the first 20 time points was used to predict gBLUPs at a later time points in an independent study. Here, a publicly available dataset was used in which 357 lines were phenotyped from 20 to 40 days after transplant, thus a 13 day overlap was available for the two datasets. In both cases, genetic effects from each model were used to predict gBLUPs for the remaining 178-179 lines. Prediction accuracy was assessed using Pearson's correlation between the predicted gBLUPs and observed PSA for the test set. Resampling was done twenty times. The error bars represent the standard deviation where n = 20. A comparison of prediction accuracies for TP and RR approaches is presented in (A). Panels B and C present the prediction accuracies for forecasting future phenotypes using phenotypic information at early time points for known lines (B) and new lines (C). Panel D provides prediction accuracies for forecasting future phenotypes in an independent study using phenotypes from an earlier developmental period. Figure 6 : Predictive ability of the random regression (RR) and single time point (TP) approaches expressed as a function of heritability: The analysis followed the same approach as that for scenario A, however for each fold the correlation between gBLUP and observed PSA was divided by the square root of heritability.
