Abstract. This paper gives an algorithm for computing the kernel of a locally finite higher derivation on the polynomial ring k[x1, . . . , xn] up to a given bound.
1. Introduction. Derivations and their kernels play an important role in mathematics. See [8] , [3] , [1] , [4] for excellent accounts. To study the kernel of a derivation, it is important to find generators of the kernel. There are several techniques to compute them. We recall some results. Van den Essen [2] gave an important algorithm which computes all generators of the kernel of a locally nilpotent derivation on a finitely generated k-algebra provided k is a field of characteristic zero and the kernel is finitely generated as a k-algebra. Later on, Maubach [5] gave an algorithm which computes generators of the kernel of a (not necessarily locally nilpotent) k-derivation on a polynomial ring k[x 1 , . . . , x n ] up to a certain degree provided k is a field of characteristic zero. We note that, if k is a field of positive characteristic, then the kernel of a k-derivation on a finitely generated k-algebra is finitely generated (cf. [9, Proposition 4.1] ). In this case, Okuda [10] gave an algorithm which computes the kernel.
In positive characteristic, locally finite higher derivations and the study of their kernels (for the definitions, see Section 2) play an important role. For example, the additive group scheme action on an affine algebraic variety X = Spec(A) defined over an algebraically closed field k can be interpreted in terms of a locally finite iterative higher derivation on the coordinate ring A of X. Recently, the kernels of locally finite iterative higher derivations have been studied by several authors. For example, Okuda [10] gave generators for the kernel of a locally finite iterative higher derivation with a slice, where a slice of a locally finite iterative higher derivation {D n } n≥0 is an element s ∈ A such that D 1 (s) = 1 and D i (s) = 0 for every i ≥ 2. Later on, by generalizing van den Essen's algorithm in [2] , Tanimoto [11] gave an algorithm for computing the kernel of a locally finite iterative higher derivation provided the kernel is finitely generated. The outline of Tanimoto's algorithm is almost the same as van den Essen's, and heavily depends on Gröbner bases computations.
In this paper, we give an algorithm for computing generators of the kernel of a (not necessarily iterative) locally finite higher derivation up to a certain degree. In Section 2, we recall some elementary results on locally finite higher derivations and their kernels. Moreover, for a locally finite higher derivation D, we explain the concept of D-grading, which is a word-for-word translation of that in [5, Section 3] . In Section 3, we give an algorithm computing the kernel of a "w-homogeneous" locally finite higher derivation. In Section 4, we show how to extend the algorithm of Section 3 to all locally finite higher derivations. The outline of the algorithm mimics Maubach's algorithm in [5] .
2. Preliminary results. Let k be a field of characteristic p ≥ 0 and let A be a k-algebra. Definition 2.1. A locally finite higher derivation (abbreviated as an lfhd) on A is a set of k-linear endomorphisms D = {D n } n≥0 of A satisfying the following conditions:
(1) D 0 is the identity map of A.
(2) For any a, b ∈ A and for any integer n ≥ 0,
(3) For any a ∈ A, there exists an integer n ≥ 0 such that D m (a) = 0 for every integer m ≥ n.
An lfhd D = {D n } n≥0 on A is said to be iterative if it satisfies the following additional condition:
A locally finite iterative higher derivation is abbreviated as an lfihd.
The following lemma is clear from the definition of locally finite higher derivations (cf. [ We call the mapping ϕ D as in (2) the homomorphism associated to an lfhd D.
We now define the kernel of an lfhd. For an lfhd D = {D n } n≥0 on A, we define A D := {a ∈ A | D n (a) = 0 for every n > 0}. It is clear that A D is a k-subalgebra of A. We call it the kernel of D. We note that, for an element a ∈ A, a ∈ A D if and only if ϕ D (a) = a, where ϕ D is the homomorphism associated to D (cf. Lemma 2.2).
We shall give the concept of D-grading which is a word-for-word translation of that in [5, Section 3] , where Maubach defines a D-grading for a k-derivation D. From now on, we assume that A = k[x 1 , . . . , x n ] is a polynomial ring in n variables over k. We denote the set of all non-negative integers by Z ≥0 . Let w ∈ (Z ≥0 ) n be a non-zero vector. Then we can define a function on monomials
where α = (α 1 , . . . , α n ) is a vector of (Z ≥0 ) n and , is the usual inner product. By using the degree function deg, we define
Then A = n≥0 A n is a well-defined grading. We can extend the degree function deg on elements of A n : if 0 = F ∈ A n , then we define deg(F ) = n. Definition 2.3. Assume that A has a well-defined grading A = n A n given by a function deg coming from a w-grading. Let D = {D n } n≥0 be an lfhd on A. Then D is said to be homogeneous of degree m with respect to the grading if, for all non-negative integers v, i and for all F ∈ A v , we have
Conversely, if D is homogeneous of degree m with respect to the grading, then the grading is said to be a D-homogeneous grading of degree m.
We recall the notion of a combined grading given in [5, Section 3].
Definition 2.4. Let q be a positive integer and let w 1 , . . . , w q ∈ (Z ≥0 ) n . Then the associated (Z ≥0 ) q -grading "grad" on A is defined by
Such a grading is called a combined grading if each deg w i is a D-homogeneous grading of degree m i . In this case, the lfhd D is said to be homogeneous of degree m = (m 1 , . . . , m q ) with respect to grad.
Homogeneous kernel algorithm.
In this section, we describe an algorithm computing a minimal set of generators of the kernel of a homogeneous lfhd. The outline of this algorithm mimics Maubach's algorithm in [5, Section 5] . In fact, all the definitions, assumptions and lemmas in this section are word-for-word translations of those in [5, Section 5] . Moreover, all the lemmas in this section can be proved by using the same arguments as in [5, Section 5] . For the reader's convenience, we reproduce the proofs.
Definition 3.1. Let q be a positive integer and let v = (v 1 , . . . , v q ) and w = (w 1 , . . . , w q ) be elements of (Z ≥0 ) q . We write w ≤ v if w i ≤ v i for any i = 1, . . . , q. We also write w < v if w ≤ v and w = v. Now, let k be a field of characteristic p ≥ 0, A = k[x 1 , . . . , x n ] the polynomial ring in n variables over k, and D = {D n } n≥0 an lfhd on A.
Assumptions. In this section, we assume that the ring A has a grading such that
for any v ∈ (Z ≥0 ) q and that D is homogeneous of degree m = (m 1 , . . . , m q ) with respect to this grading.
• each F i belongs to A w for some w ≤ v;
For any v ∈ (Z ≥0 ) q and n ≥ 0, we denote the restriction of
Proof. Since A v is a finite-dimensional k-vector space, there exists a pos-
We now prove the first equality in the statement.
Lemma 3.5. Let v ∈ (Z ≥0 ) q . Assume that we have finite sets F w ⊂ A w for all w < v such that, for any u < v, w≤u F w is a good set for u. Then w<v F w is good for v − .
Proof. Set F := w<v F w . It suffices to prove the following:
We first prove (i). By the hypothesis, for any u < v, we have
which is a contradiction becauseF is a good set for u.
Lemma 3.6. The empty set is good for v = (0, . . . , 0). Namely, A (0,...,0) = k.
Proof. It is clear that k ⊂ A (0,...,0) . Assume that there exists an element a ∈ A (0,...,0) \ k. Then {a, a 2 , a 3 , . . .} is a k-linearly independent subset of A (0,...,0) . This is a contradiction because A (0,...,0) is finite-dimensional.
Lemma 3.7. Let v ∈ (Z ≥0 ) q . Suppose that we have finite sets F w ⊂ A w for all w < v such that w<v F w is a good set for v − . Then we can construct a finite set F v ⊂ A v such that w≤v F w is a good set for v.
so {F α } α∈I is a generating set of k[F] ∩ A v . As I is a finite set, we can take (and calculate) a subset
We can take a finite set
Here we note that
We prove the following claim.
Claim. The set F ∪ F v = w≤v F w is good for v, namely:
We decompose H into homogeneous components and set
(2) We prove (a). From the proof of (1), we have
To prove (b), suppose to the contrary that
Then there exists a polynomial P of (s − 1) + t variables over
The proof of Lemma 3.7 is thus completed.
By the above lemmas, we obtain the following algorithm for computing generators of the kernel of a homogeneous lfhd up to a certain degree.
Homogeneous Kernel Algorithm
Input:
• {x 1 , . . . , x n } : the generators of the polynomial ring A in n variables over k.
• A := v∈(Z ≥0 ) q A v : a combined grading of A denoted by grad, which satisfies the above assumptions.
• D: a homogeneous lfhd on A of degree m with respect to the grading.
• b ∈ (Z ≥0 ) q : the degree indicating where to stop calculating.
By using the same argument as in the proof of [5, Theorem 8.1], we obtain the following result.
Proposition 3.8. Assume that the preceding algorithm produces the set F = {F 1 , . . . , F s } which is good for b and that
We give an example. 
By Lemma 2.2, we have an lfhd D = {D n } n≥0 such that ϕ D = ϕ. The lfhd D is homogeneous of degree 0 with respect to the usual grading. Now we find a good set for b = 2. We use the same notation as above. We can easily see that
it is easy to see that 4. Algorithm for a non-homogeneous lfhd. In this section, we describe an algorithm to find generators of the kernel of a non-homogeneous lfhd by making it homogeneous. The outline of this algorithm is almost the same as Maubach's algorithm in [5, Section 6] .
Let k be a field and A = k[x 1 , . . . , x n ]. On A, we consider the usual grading deg defined by deg(x a 1 1 · · · x an n ) = a 1 + · · · + a n . Let D = {D n } n≥0 be an lfhd on A and let ϕ D : A → A[t] be the homomorphism associated to D (cf. Lemma 2.2). Then there exists a positive integer M such that D j (x i ) = 0 for any i (1 ≤ i ≤ n) and j > M . Then we define integers {N j } j≥1 satisfying the following conditions:
We introduce one new variable z. Let ψ : A → A[z, z −1 ] be the homogeneization map defined by
We denote by π the substitution homomorphism
be the k-algebra homomorphism defined by 1 · · · x an n z b ) = a 1 + · · · + a n + b. Then the lfhdD = {D n } n≥0 defined as above is homogeneous of degree −(N 1 − 1) with respect to deg.
Proof. For any 1 ≤ i ≤ n and j ≥ 1,D j (x i ) is either the zero polynomial or a homogeneous polynomial of degree N j = j(N 1 − 1) + 1. So, for any homogeneous polynomial f ∈ A[z] and for any integer j ≥ 0,D j (f ) is either the zero polynomial or a homogeneous polynomial of degree deg f +j (N 1 −1) .
We call the lfhdD the homogeneization of D. Proof. Naturally, we can extend the morphism π : That is,D is the same as the lhfd D in Example 3.9. By Example 3.9, we know that {z, xz − 5. Appendix-Kernel-check algorithm. In [6, p. 32], Maubach gives an abbreviated version of van den Essen's algorithm in [2] . He calls the algorithm the kernel-check algorithm. Similarly, we have an abbreviated version of Tanimoto's algorithm in [11] . The algorithm stated below is a word-forword translation of the kernel-check algorithm.
Let R be a PID, let A = R[a 1 , . . . , a n ] be a finitely generated R-algebra and let D = {D n } n≥0 be a non-trivial lfihd. Let σ ∈ A satisfy:
Then σ is called a local slice of D (cf. [11, p. 2285] ). Let c be the leading coefficient of ϕ D (σ) as a polynomial in one variable t. We note that c ∈ A D (cf. [11, Section 1] ). Suppose a finite set {f 1 , . . . , f m } ⊂ A D is given. Then the algorithm proceeds in the following two steps.
Step 1. Step 2. If c −1 P i (f 1 , . . . , f m ) ∈ R[f 1 , . . . , f m ] for each i = 1, . . . , s, then the output is yes; otherwise, it is no.
