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Preface
A synopsis of the work is given in the next three paragraphs.
In part 1, the by now classical spectral theory of Banach ∗-algebras
is developed, including the Shirali-Ford Theorem (17.14), which is less
common for an introduction.
In part 2, the theory of states on a normed ∗-algebra is exam-
ined, stripped of the usual assumptions of completeness, presence of an
approximate unit, and isometry of the involution. One idea is to con-
sider continuity of mappings on the real subspace Asa of Hermitian
elements only. We also exploit the idea of Berg, Christensen, Ressel
[72, Theorem 4.1.14], which becomes our items (22.5) - (22.7). This
deduction of contractivity on Asa from weak continuity on Asa was
published first (in a different form) in the first edition of this work.
Rather than merely proving the Gelfand-Na˘ımark Theorem, we attach
to each normed ∗-algebra a C*-algebra, which may be used to pull
down results. The construction of this so-called enveloping C*-algebra
is one of the main goals of this text. We also give an original proof of
the Theorem of Varopoulos, cf. § 27.
In part 3, we consider Spectral Theorems using integrals converg-
ing in norm in the bounded case, and pointwise in the unbounded case.
Our Cauchy-Bochner type of approach leads to easier constructions,
simpler proofs, and stronger results than the more conventional ap-
proach via weakly convergent integrals. We give the Spectral Theorem
for non-degenerate representations in Hilbert spaces 6= {0} of perfectly
general commutative ∗-algebras, rather than only of commutative Ba-
nach ∗-algebras, or even only of commutative C*-algebras. This is
possible at little extra effort, and it does not seem to have permeated
the mathematical folklore that this is possible at all. We have tried to
be didactic in our derivation of the main disintegrations (the abstract
Bochner Theorem as well as the Spectral Theorem), in that we get these
results in an easy step from the corresponding result for C*-algebras
by taking an image measure.
The material is not restricted to unital algebras. Proofs are com-
plete, and there are plenty of cross-references.
iii
iv PREFACE
This book is suitable for accompanying a lecture, or for self-study.
One of the primary design goals of this text has been that it should
be able to serve as a reference. It also could function as an under-
pinning for an intermediate course in representation theory leading to
the more advanced treatments. Therefore the prerequisite for reading
this work is a first course in functional analysis, which nowadays can
be expected to cover the Commutative Gelfand-Na˘ımark Theorem as
well as its ingredients: the notion of a C*-algebra, the weak* topology
and Alaoglu’s Theorem, as well as the Stone-Weierstrass Theorem. A
course in integration theory covering the Riesz Representation The-
orem is needed for the last part of the book on the spectral theory
of representations. The present text nicely complements the beautiful
introductory text by Mosak [30].
What is not included in the text: H*-algebras and group algebras
are not treated for lack of free energy. We refer the reader to Loomis
[68] for an introduction to these topics. We have taken a minimalist
approach, in that we develop only so much of the material as is nec-
essary for a good grasp of the basic theory. Also, we have avoided
material on general Banach algebras, which is not needed for Banach
algebras with involution. In this spirit, the following omissions have
been made. The holomorphic functional calculus is not developed, as
we can do with only power series and the Rational Spectral Mapping
Theorem. Similarly the radical is not considered as we can do with only
the ∗-radical. Neither touched upon are the developments of Theodore
W. Palmer [33] concerning spectral algebras, which surely is a major
omission, especially in the present context.
Now for the “version history” of the work.
The first four editions were published by Kassel University Press in
Germany.
The second edition differs from the first one, in that the first edition
considered normed ∗-algebras with isometric involution exclusively. In
this work, the involution may be discontinuous. I gratefully acknow-
ledge that Theodore W. Palmer and Torben Maack Bisgaard brought
to my attention a few crucial mistakes in a draft of the second edition.
Since the third edition, the work is typeset in LATEX 2ε, and contains
an index (with currently more than 450 entries). The content of the
third edition differs mainly from that of the second edition, in that the
spectral theory of representations now deals with general commutative
∗-algebras, rather than merely with normed commutative ∗-algebras.
PREFACE v
Since the fourth edition, the text is typeset in AMS-LATEX. Chapter
3 has been made completely independent of Chapter 2, and thereby
freed of the use of the full version of the axiom of choice, cf. (13.11).
The fifth edition features many minor improvements. Six new para-
graphs have been included: § 10, § 16, § 18, § 33, § 40, § 43, as well as
§ 45 in the appendix. The material depending on measure theory has
been made to work with most, if not all, of the prevalent definitions.
Many thanks to Torben Maack Bisgaard who reported many typos as
well as a couple of errors (one bad), and who made useful suggestions.
The sixth edition fixes some minor matters, many of which were
reported by Torben Maack Bisgaard. Thank you, Torben!
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Part 1
Spectral Theory of Banach
∗-Algebras

CHAPTER 1
Basic Properties of the Spectrum
§ 1. ∗-Algebras and their Unitisation
(1.1). Definition (algebra). An algebra is a complex vector space A
equipped with an associative multiplication (a, b) 7→ ab satisfying the
following laws:
λ(ab) = (λa)b = a(λb)
c(a+ b) = ca+ cb
(a+ b)c = ac+ bc
for all λ in C and all a, b, c in A.
Please note that we consider complex algebras only.
(1.2). Example (End(V )). If V is a complex vector space, then the
vector space End(V ) of linear operators on V is an algebra under
composition. (Here “End” stands for endomorphism.)
(1.3). Definition (∗-algebra). A ∗-algebra is an algebra A together
with an involution ∗ : A→ A, a 7→ a∗, such that for all λ in C and all
a, b in A, one has
(a∗)∗ = a (involution)
(a+ b)∗ = a∗ + b∗
(ab)∗ = b∗a∗
(λa)∗ = λa∗.
For a ∈ A, the element a∗ is called the adjoint of a.
Please note the precise behaviour of the involution as it acts on a
product.
3
4 1. BASIC PROPERTIES OF THE SPECTRUM
(1.4). Example (B(H)). If H is a complex Hilbert space, then the
algebra B(H) of bounded linear operators on H is a ∗-algebra under
the operation of taking the adjoint of an operator.
All pre-Hilbert spaces in this book shall be complex pre-Hilbert
spaces.
(1.5). Example (the group ring C[G]). Let G be a group, and let G
be multiplicatively written. One denotes by C[G] the complex vector
space of complex-valued functions a on G of finite carrier: carr(a) =
{ g ∈ G : a(g) 6= 0 }. One may consider G as a basis for C[G]. More
precisely, for g in G, one may consider the function δg in C[G] defined
as the function taking the value 1 at g and vanishing everywhere else.
For a in C[G], we then have
a =
∑
g ∈ G
a(g) δg.
It follows that C[G] carries a unique structure of algebra, such that its
multiplication extends the one of G, namely
ab =
∑
g, h ∈ G
a(g) b(h) δgh (a, b ∈ C[G]).
An involution then is introduced by defining
a∗ :=
∑
g ∈ G
a(g) δg -1 (a ∈ C[G]).
This makes C[G] into a ∗-algebra, called the group ring of G.
(1.6). Definition (Hermitian and normal elements). Let A be a
∗-algebra. An element a of A is called Hermitian, or self-adjoint, if
a = a∗. An element b of A is called normal, if b∗b = b b∗, that is, if b
and b∗ commute. Every Hermitian element is normal of course.
(1.7). Definition (Asa). If A is a ∗-algebra, one denotes by Asa the
set of Hermitian elements of A. Here “sa” stands for “self-adjoint”.
(1.8). Remark. One notes that an arbitrary element c of a ∗-algebra
A can be written uniquely as c = a + ib with a, b in Asa, namely
a = (c + c∗)/2 and b = (c − c∗)/(2i). Furthermore the element c is
normal if and only if a and b commute. Hence:
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(1.9). Proposition. A ∗-algebra is commutative if and only if each
of its elements is normal.
(1.10). Proposition. If a, b are Hermitian elements of a ∗-algebra,
then the product ab is Hermitian if and only if a and b commute.
(1.11). Definition (unit, unital algebra). Let A be an algebra. A
unit in A is a non-zero element e of A such that
ea = ae = a
for all a in A. One says that A is a unital algebra if A has a unit.
Please note that a unit is required to be different from the zero-
element. An algebra can have at most one unit, as is easily seen. Hence
any unit in a ∗-algebra is Hermitian. We shall reserve the notation “e”
for the unit.
(1.12). Example. If G is a group with unit e, then C[G] is a unital
∗-algebra with unit δe.
(1.13). Definition (unitisation). Let A be an algebra. If A is unital,
one defines A˜ := A. Assume now that A has no unit. One then defines
A˜ := C ⊕ A (direct sum of vector spaces). One imbeds A into A˜ via
a 7→ (0, a). One defines e := (1, 0), so that (λ, a) = λe + a for λ ∈ C,
a ∈ A. In order for A˜ to become a unital algebra with e as unit and with
multiplication extending the one in A, the multiplication in A˜ must be
defined by
(λe+ a)(µe+ b) = (λµ)e+ (λb+ µa+ ab) (λ, µ ∈ C, a, b ∈ A),
and this definition indeed satisfies the requirements. One says that A˜
is the unitisation of A. If A is a ∗-algebra, one makes A˜ into a unital
∗-algebra by putting
(λe+ a)∗ := λe+ a∗ (λ ∈ C, a ∈ A).
(1.14). Definition (algebra homomorphisms). Let A,B be algebras.
An algebra homomorphism from A to B is a linear mapping pi : A→ B
such that pi(ab) = pi(a)pi(b) for all a, b ∈ A. If A,B are ∗-algebras, and
if pi furthermore satisfies pi(a∗) = pi(a)∗ for all a in A, then pi is called
a ∗-algebra homomorphism.
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(1.15).Definition (unital algebra homomorphisms). Let A,B be uni-
tal algebras with units eA, eB respectively. An algebra homomorphism
pi from A to B is called unital, if it satisfies pi(eA) = eB.
Our last topic in this paragraph will be subalgebras.
(1.16). Definition (subalgebra, ∗-subalgebra). A subalgebra of an
algebra A is a complex vector subspace B of A such that ab ∈ B
whenever a, b ∈ B. A ∗-subalgebra of a ∗-algebra A is a subalgebra B
of A containing with each element b its adjoint b∗ in A.
(1.17). Definition (unital subalgebra). If A is a unital algebra, then
a subalgebra of A containing the unit of A is called a unital subalgebra
of A.
The following two definitions are our own.
(1.18). Definition (∼-unital subalgebra). Let B be a subalgebra of
an algebra A. We shall say that B is ∼-unital in A, if either B has no
unit, or else the unit in B also is a unit in A.
We next define a sensible imbedding. (The only sensible one.)
(1.19). Definition (the canonical imbedding). Let B be a subalgebra
of an algebra A. The canonical imbedding of B˜ into A˜ is described as
follows. If B has a unit, it is the map B˜ → A˜ which is the identity
map on B˜ = B. If B has no unit, it is the only linear map B˜ → A˜
which is the identity map on B and which maps unit to unit.
The next statement gives a rationale for the preceding two defini-
tions.
(1.20). Proposition. Let B be a subalgebra of an algebra A. Then B
is ∼-unital in A if and only if B˜ is a unital subalgebra of A˜ under the
canonical imbedding.
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§ 2. Normed ∗-Algebras and their Unitisation
(2.1). Definition (algebra norm, normed algebra, Banach algebra).
An algebra norm on an algebra A is a norm | · | on A such that
| ab | ≤ | a | · | b |
for all a, b in A. The pair (A, | · |) then is called a normed algebra. A
normed algebra is called a Banach algebra if the underlying normed
space is complete, i.e. if it is a Banach space.
(2.2). Example. If V is a complex normed space, we denote by B(V )
the set of bounded linear operators on V . It is a normed algebra under
the operator norm. If V furthermore is complete, i.e. if it is a Banach
space, then B(V ) is a Banach algebra.
(2.3). Definition (normed ∗-algebra, Banach ∗-algebra). A ∗-algebra
equipped with an algebra norm shall be called a normed ∗-algebra. A
Banach ∗-algebra shall be a normed ∗-algebra such that the underlying
normed space is complete.
(2.4). Example (B(H)). If H is a complex Hilbert space, then the
Banach algebra B(H) of bounded linear operators on H is a Banach
∗-algebra under the operation of taking the adjoint of an operator.
(2.5). Definition (auxiliary ∗-norm). Let (A, | · |) be a normed
∗-algebra. One says that the involution in A is isometric if
| a∗ | = | a | for all a ∈ A.
One then also says that the norm | · | is a ∗-norm, and that A is
∗-normed. If the involution is not isometric, one can introduce an
auxiliary algebra norm by putting
‖ a ‖ := sup { | a |, | a∗ | } (a ∈ A).
In this norm the involution is isometric. We shall call this norm the
auxiliary ∗-norm.
We shall reserve the notation ‖ · ‖ for the auxiliary ∗-norm, for
∗-norms in general, and for the norms on pre-C*-algebras in particular,
see (2.8) below.
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(2.6). Proposition. Let A be a normed ∗-algebra. If the involution
in A is continuous, there exists c > 0 such that
| a∗ | ≤ c | a |
for all a in A. The auxiliary ∗-norm then is equivalent to the original
norm.
(2.7). Example. Let G be a group. One introduces an algebra norm
| · | on C[G] by putting
| a | :=
∑
g∈G
| a(g) | (a ∈ C[G]),
thus making C[G] into a normed ∗-algebra with isometric involution.
(Recall (1.5).)
(2.8). Definition (pre-C*-algebra, C*-algebra, C*-property). We
shall say that a pre-C*-algebra is a normed ∗-algebra (A, ‖ · ‖) such
that for all a ∈ A one has
‖ a ‖ 2 = ‖ a∗a ‖ as well as ‖ a ‖ = ‖ a∗ ‖.
The first equality is called the C*-property. A complete pre-C*-algebra
is called a C*-algebra.
Please note that pre-C*-algebras have isometric involution.
There is some redundancy in the above definition, as the next
proposition shows.
(2.9). Proposition. Let (A, ‖ · ‖) be a normed ∗-algebra such that
‖ a ‖ 2 ≤ ‖ a∗a ‖
holds for all a in A. Then (A, ‖ · ‖) is a pre-C*-algebra.
Proof. For a in A we have ‖ a ‖ 2 ≤ ‖ a∗a ‖ ≤ ‖ a∗ ‖ · ‖ a ‖, whence
‖ a ‖ ≤ ‖ a∗ ‖. Hence also ‖ a∗ ‖ ≤ ‖ (a∗)∗ ‖ = ‖ a ‖, which implies
‖ a∗ ‖ = ‖ a ‖. It follows that ‖ a∗a ‖ ≤ ‖ a ‖ 2. The converse inequality
holds by assumption. 
(2.10). Corollary. If (H, 〈·, ·〉) is a Hilbert space, then B(H) is a
C*-algebra, and with it every closed ∗-subalgebra.
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Proof. For a in B(H) and x in H, we have
‖ ax ‖ 2 = 〈ax, ax〉 = 〈a∗ax, x〉 ≤ ‖ a∗ax ‖ · ‖ x ‖ ≤ ‖ a∗a ‖ · ‖ x ‖ 2,
so that upon taking square roots ‖ a ‖ ≤ ‖ a∗a ‖ 1/2. 
The closed ∗-subalgebras of B(H), with H a Hilbert space, are the
prototypes of C*-algebras, see the Gelfand-Na˘ımark Theorem (29.5).
(2.11). Definition (`∞(X), Cb(X), C(K), Co(Ω), Cc(Ω)). For a set
X 6= ∅, we denote by `∞(X) the algebra of bounded complex-valued
functions on X, with pointwise operations. It is a C*-algebra when
equipped with complex conjugation as involution and with the supre-
mum norm | · |∞ as norm. If X 6= ∅ is a Hausdorff space, we denote by
Cb(X) the algebra of bounded continuous complex-valued functions on
X. It is a C*-subalgebra of `∞(X). If K 6= ∅ is a compact Hausdorff
space, we have C(K) = Cb(K). Let now Ω 6= ∅ be a locally com-
pact Hausdorff space. One denotes by Co(Ω) the algebra of continuous
complex-valued functions on Ω vanishing at infinity, i.e. the algebra
consisting of all continuous complex-valued functions f on Ω such that
for given ε > 0, there is a compact subset K of Ω with the property
that |f | < ε off K. Then Co(Ω) is a C*-subalgebra of Cb(Ω). One de-
notes by Cc(Ω) the algebra of all continuous complex-valued functions
f of compact support supp(f) = {x ∈ Ω : f(x) 6= 0 }. Then Cc(Ω) is
a pre-C*-algebra dense in Co(Ω). (If f ∈ Co(Ω) and f ≥ 0, consider
(f − 1/n)+ ∈ Cc(Ω) for all integers n ≥ 1.)
The C*-algebras Co(Ω), with Ω a locally compact Hausdorff space,
are the prototypes of commutative C*-algebras, see the Commutative
Gelfand-Na˘ımark Theorem (15.8).
We can now turn to the unitisation of normed ∗-algebras. We shall
have to treat pre-C*-algebras apart from general normed ∗-algebras.
(2.12). Proposition. For a pre-C*-algebra (A, ‖ · ‖) and for a ∈ A,
we have
‖ a ‖ = max { ‖ ax ‖ : x ∈ A, ‖x ‖ ≤ 1 }.
If a 6= 0, the maximum is achieved at x = a∗/‖ a∗ ‖.
(2.13). Corollary. The unit in a unital pre-C*-algebra has norm 1.
10 1. BASIC PROPERTIES OF THE SPECTRUM
(2.14). Proposition. Let (A, ‖ · ‖) be a pre-C*-algebra. By defining
‖ a ‖ = sup { ‖ ax ‖ : x ∈ A, ‖x ‖ ≤ 1 } (a ∈ A˜)
one makes A˜ into a unital pre-C*-algebra. The above norm extends of
course the norm in A by (2.12).
Proof. Assume that A has no unit. Let a ∈ A˜. One defines a linear
operator La : A→ A by Lax := ax for x ∈ A. Let λ ∈ C, b ∈ A with
a = λe+ b. For x ∈ A with ‖x ‖ ≤ 1 we have ‖Lax ‖ ≤ |λ |+ ‖ b ‖, so
that La is a bounded operator. Furthermore, ‖ a ‖ is the operator norm
of La. Thus in order to prove that ‖ · ‖ is an algebra norm, it suffices
to show that if La = 0 then a = 0. So assume that La = 0. For all x in
A we then have 0 = Lax = λx+ bx. Thus, if λ = 0, we obtain b = 0 by
proposition (2.12). It now suffices to show that λ = 0. So assume that
λ is different from zero. With g := −b/λ ∈ A, we get gx = x for all x
in A. Hence also xg∗ = x for all x in A. In particular we have gg∗ = g,
whence, after applying the involution, g∗ = g. Therefore g would be a
unit in A, in contradiction with the assumption made initially. Now, in
order to show that (A˜, ‖ · ‖) is a pre-C*-algebra, it is enough to prove
that ‖La ‖ ≤ ‖La∗a ‖ 1/2, cf. (2.9). For x in A, we have
‖Lax ‖ 2 = ‖ ax ‖ 2 = ‖ (ax)∗(ax) ‖ ≤ ‖ x∗ ‖·‖ a∗ax ‖ ≤ ‖La∗a ‖·‖x ‖ 2.

(2.15). Definition (unitisation). Let (A, | · |) be a normed algebra
without unit. If A is not a pre-C*-algebra, one makes A˜ into a unital
normed algebra by putting
|λe+ a | := |λ |+ | a |
for all λ ∈ C, a ∈ A. If A is a pre-C*-algebra, one makes A˜ into a
unital pre-C*-algebra as in the preceding proposition. (See also (7.8)
below.)
(2.16). Proposition. If A is a Banach algebra, then A˜ is a Banach
algebra as well.
Proof. This is so because A has co-dimension 1 in A˜ if A has no unit,
cf. the appendix (44.2). 
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§ 3. The Completion of a Normed Algebra
(3.1). Proposition. If (A, | · |) is a normed algebra, and ao, bo, a, b ∈
A, then
| aobo − ab | ≤ | ao | · | bo − b |+ | ao − a | · | bo − b |+ | bo | · | ao − a |.
It follows that multiplication is jointly continuous and uniformly so on
bounded subsets.
(3.2). Theorem (unique continuous extension). Let f be a function
defined on a dense subset of a metric space X and taking values in
a complete metric space Y . Assume that f is uniformly continuous
on bounded subsets of its domain of definition. Then f has a unique
continuous extension X → Y .
Sketch of a proof. Uniqueness is clear. Let x ∈ X and let (xn)
be a sequence in the domain of definition of f converging to x. Then
(xn) is a Cauchy sequence, and thus also bounded. Since uniformly
continuous maps take Cauchy sequences to Cauchy sequences, it follows
that
(
f(xn)
)
is a Cauchy sequence in Y , hence convergent to an element
of Y denoted by g(x), say. (One verifies that g(x) is independent of the
sequence (xn).) The function x 7→ g(x) satisfies the requirements. 
(3.3). Corollary (completion of a normed algebra). Let A be a
normed algebra. Then the completion of A as a normed space carries
a unique structure of Banach algebra such that its multiplication
extends the one of A.
(3.4). Proposition. If A is a normed ∗-algebra with continuous
involution, then the completion of A carries the structure of a Banach
∗-algebra, by continuation of the involution.
The same is not necessarily true for normed ∗-algebras with
discontinuous involution. Indeed, we shall later give an example of a
commutative normed ∗-algebra which cannot be imbedded in a Banach
∗-algebra at all. See the remark (30.9) below.
(3.5). Example (` 1(G)). If G is a group, then the completion of C[G]
is ` 1(G). It is a unital Banach ∗-algebra with isometric involution.
(Recall (1.5) and (2.7).)
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(3.6). Proposition. A normed algebra is a ∼-unital subalgebra of its
completion. (Recall (1.18).)
Proof. Let A be a normed algebra and let B be the completion of A.
If A has a unit e, then e also is a unit in B as is easily seen as follows.
Let b ∈ B and let (an) be a sequence in A converging to b. We then
have for example
be = lim
n→∞
an e = lim
n→∞
an = b. 
We shall need the following technical result.
(3.7). Proposition. Let (A, ‖ · ‖) be a pre-C*-algebra without unit.
Let (A˜, ‖ · ‖ eA) be the unitisation of A as in (2.14). Let (B, ‖ · ‖B) be
the completion of A. Assume that B contains a unit e. The canonical
embedding identifies A˜ as a unital algebra with the unital subalgebra
Ce + A of B, cf. (1.19). (See also (1.20) together with either (1.18)
or (3.6).) The two norms ‖ · ‖ eA and ‖ · ‖B then coincide on A˜. In
particular, A is dense in (A˜, ‖ · ‖ eA).
Proof. For a ∈ A˜, we have
‖ a ‖ eA = sup { ‖ ax ‖ : x ∈ A, ‖x ‖ ≤ 1 }
= sup { ‖ ax ‖B : x ∈ A, ‖x ‖B ≤ 1 }
= sup { ‖ ay ‖B : y ∈ B, ‖ y ‖B ≤ 1 } = ‖ a ‖B
because the unit ball of A is dense in the unit ball of B, as is easily
seen. It follows that A is dense in (A˜, ‖ · ‖B) = (A˜, ‖ · ‖ eA). 
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§ 4. The Spectrum
In this paragraph, let A be an algebra.
We start with a few remarks concerning invertible elements.
(4.1). Proposition. If a ∈ A˜ has a left inverse b and a right inverse
c, then b = c is an inverse of a.
Proof. b = be = b(ac) = (ba)c = ec = c. 
In particular, an element of A˜ can have at most one inverse. If a, b
are invertible elements of A˜, then ab is invertible with inverse b−1a−1.
It follows that the invertible elements of A˜ form a group under multi-
plication.
(4.2). Proposition. Let a, b ∈ A˜. If both of their products ab and ba
are invertible, then both a and b are invertible.
Proof. With c := (ab)−1, d := (ba)−1, we get
e = (ab)c = a(bc) e = c(ab) = (ca)b
e = d(ba) = (db)a e = (ba)d = b(ad).
The preceding proposition implies that now
bc = db = a−1 and ca = ad = b−1. 
This result is usually used in the following form:
(4.3). Corollary. If a, b are commuting elements of A˜, and if ab is
invertible, then both a and b are invertible.
(4.4). Proposition. Let a be an invertible element of A˜. An element
of A˜ commutes with a if and only if it commutes with a−1.
Proof. ab = ba ⇔ b = a−1ba ⇔ ba−1 = a−1b. 
(4.5). Definition (the spectrum). For a ∈ A one defines
spA(a) := {λ ∈ C : λe− a ∈ A˜ is not invertible in A˜ }.
One says that spA(a) is the spectrum of the element a in the algebra
A. We shall often abbreviate sp(a) := spA(a).
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The next result will be used tacitly in the sequel.
(4.6). Proposition. For a ∈ A we have
sp eA(a) = spA(a).
Proof. The following statements for λ ∈ C are equivalent.
λ ∈ sp eA(a),
λe− a ∈ ˜˜A is not invertible in ˜˜A,
λe− a ∈ A˜ is not invertible in A˜ (because ˜˜A = A˜),
λ ∈ spA(a). 
(4.7). Proposition. If A has no unit, then 0 ∈ spA(a) for all a in A.
Proof. Assume that 0 /∈ spA(a) for some a inA. It shall be shown that
A is unital. First, a is invertible in A˜. So let for example a−1 = µe+ b
with µ ∈ C, b ∈ A. We obtain e = (µe + b)a = µa + ba ∈ A, so A is
unital. 
The following Rational Spectral Mapping Theorem is one of the
most widely used results in spectral theory.
(4.8). Theorem (the Rational Spectral Mapping Theorem). Let a ∈
A˜, and let r(x) be a non-constant rational function without pole on
sp(a). Then
sp
(
r(a)
)
= r
(
sp(a)
)
.
Proof. We may write uniquely
r(x) = γ
∏
i∈I
(αi − x)
∏
j∈J
(βj − x)−1
where γ ∈ C and {αi : i ∈ I}, {βj : j ∈ J} are disjoint sets of complex
numbers. The βj (j ∈ J) are the poles of r(x). The element r(a) in A˜
then is defined by
r(a) := γ
∏
i∈I
(αie− a)
∏
j∈J
(βje− a)−1.
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Let now λ in C be fixed. The function λ − r(x) has the same poles
as r(x), occurring with the same multiplicities. We may thus write
uniquely
λ− r(x) = γ(λ)
∏
k∈K(λ)
(
δk(λ)− x
) ∏
j∈J
(βj − x)−1,
where γ(λ) 6= 0 by the assumption that r(x) is not constant. Hence
also
λe− r(a) = γ(λ)
∏
k∈K(λ)
(
δk(λ)e− a
) ∏
j∈J
(βje− a)−1.
By (4.3) & (4.4) it follows that the following statements are equivalent.
λ ∈ sp(r(a)),
λe− r(a) is not invertible in A˜,
there exists k such that δk(λ)e− a is not invertible in A˜,
there exists k such that δk(λ) ∈ sp(a),
λ− r(x) vanishes at some point xo ∈ sp(a),
there exists xo ∈ sp(a) such that λ = r(xo),
λ ∈ r(sp(a)). 
(4.9). Theorem. Let B be another algebra, and let pi : A → B be an
algebra homomorphism. For a ∈ A we have
spB
(
pi(a)
) \ {0} ⊂ spA(a) \ {0}.
Proof. Let a ∈ A and λ ∈ C \ {0}. Assume that λ /∈ spA(a). We will
show that λ /∈ spB
(
pi(a)
)
. Let p be the unit in A˜ and e the unit in B˜.
Extend pi to an algebra homomorphism pi : A˜ → B˜ by requiring that
pi(p) = e if A has no unit. The element λp − a has an inverse b in A˜.
Then pi(b) + λ−1
(
e− pi(p)) is the inverse of λe− pi(a) in B˜. Indeed we
have for example[
pi(b) + λ−1
(
e− pi(p)) ] [λe− pi(a) ]
=
[
pi(b) + λ−1
(
e− pi(p)) ] [ pi(λp− a) + λ(e− pi(p)) ]
= pi(p) + 0 + 0 +
(
e− pi(p))2 = pi(p) + (e− pi(p)) = e. 
For the next result, recall (1.18) – (1.20).
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(4.10). Theorem. If B is a subalgebra of A, then for an element b of
B we have
spA(b) \ {0} ⊂ spB(b) \ {0}.
If B furthermore is ∼-unital in A, then
spA(b) ⊂ spB(b).
Proof. The first statement follows from the preceding theorem. The
second statement follows from (1.20). 
See also (10.6) below.
(4.11). Proposition. For a, b ∈ A, we have
sp(ab) \ {0} = sp(ba) \ {0}.
Proof. Let λ ∈ C \ {0}. Assume that λ /∈ sp(ab). There then exists
c ∈ A˜ with
c(λe− ab) = (λe− ab)c = e.
We need to show that λ /∈ sp(ba). We claim that λ−1(e + bca) is the
inverse of λe− ba, i.e.
(e+ bca)(λe− ba) = (λe− ba)(e+ bca) = λe.
Indeed, one calculates
(e+ bca)(λe− ba) (λe− ba)(e+ bca)
= λe− ba+ λbca− bcaba = λe− ba+ λbca− babca
= λe− ba+ bc(λe− ab)a = λe− ba+ b(λe− ab)ca
= λe− ba+ ba = λe = λe− ba+ ba = λe. 
In this paragraph, only the last result relates to an involution.
(4.12). Proposition. If A is a ∗-algebra and a ∈ A, then
sp(a∗) = sp(a).
Proof. This follows from (λe− a)∗ = λe− a∗. 
It follows that the spectrum of a Hermitian element is symmetric
with respect to the real axis. It does not follow that the spectrum of a
Hermitian element is real. In fact, a ∗-algebra in which each Hermitian
element has real spectrum is called a Hermitian ∗-algebra, cf. § 11.
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§ 5. The Spectral Radius Formula: rλ( · )
(5.1). Reminder. For 0 < c <∞, we have
c 1/n = exp ( 1/n · ln c )→ 1 (n→∞).
(5.2). Definition (rλ(a)). If A is a normed algebra, then for a ∈ A
we define
rλ(a) := infn≥1
∣∣ a n ∣∣ 1/n ≤ | a |.
The subscript λ is intended to remind of the notation for eigenvalues.
The reason for this will become apparent in (5.6) below.
(5.3). Theorem. For a normed algebra A and a ∈ A, we have
rλ(a) = limn→∞
∣∣ a n ∣∣ 1/n.
Proof. Let a ∈ A. Let ε > 0 and choose k such that∣∣ a k ∣∣ 1/k ≤ rλ(a) + ε/2.
Every positive integer n can be written uniquely in the form n =
p(n)k + q(n) with p(n), q(n) non-negative integers and q(n) ≤ k − 1.
Since for n→∞, we have
q(n)/n→ 0,
it follows that
p(n)k/n→ 1,
and so (if a 6= 0)∣∣ a n ∣∣ 1/n ≤ ∣∣ a k ∣∣ p(n)/n · | a | q(n)/n → ∣∣ a k ∣∣ 1/k ≤ rλ(a) + ε/2.
Thus ∣∣ a n ∣∣ 1/n < rλ(a) + ε
for all sufficiently large values of n. 
We shall now need some complex analysis. We refer the reader
to P. Henrici [3] or W. Rudin [4]. We warn the reader that for us,
a power series is an expression of the form
∑∞
n=0 z
nan, where the an
are elements of a Banach space, and z is a placeholder for a complex
variable.
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(5.4). Lemma. Let A be a unital Banach algebra. Let c be a left
invertible element of A, and let c −1 be a left inverse of c.
For an arbitrary element a of A, the geometric series
G(z) =
∞∑
n=0
z n
(
ac −1
) n
has non-zero radius of convergence
1 / rλ
(
ac −1
)
.
We have that the element c −1G(z) is a left inverse of c− za whenever
| z | < 1 / rλ
(
ac −1
)
. In particular, for | a | < 1 / ∣∣ c −1 ∣∣, the element
c− a has a left inverse given by
c −1
∞∑
n=0
(
ac −1
) n
.
Thus the set of elements with a left inverse is open in A.
A similar result holds of course for right invertible elements.
Proof. By the Cauchy-Hadamard formula, the radius of convergence
of G(z) is
1 / lim sup
n→∞
∣∣∣ (ac −1) n ∣∣∣ 1/n = 1 / rλ(ac −1) > 0.
For z ∈ C with | z | < 1 / rλ
(
ac −1
)
, one computes
G(z)
(
e− zac −1) = ∞∑
n=0
z n
(
ac −1
) n − ∞∑
n=1
z n
(
ac −1
) n
= e,
whence G(z) (c − za) = c, so c −1G(z) (c − za) = e. Thus c −1G(z)
indeed is a left inverse of c− za. 
(5.5). Theorem. The group of invertible elements in a unital Banach
algebra A is open and inversion is continuous on this group.
Proof. Let c ∈ A be invertible. By (4.1), for a ∈ A with | a | <
1 /
∣∣ c −1 ∣∣, the element c− a is invertible with inverse
(c− a) −1 = c −1
∞∑
n=0
(
ac −1
) n
.
This shows that the set of invertible elements in A is open.
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Moreover we have∣∣∣ (c− a) −1 − c −1 ∣∣∣ = ∣∣∣∣ c −1( ∞∑
n=0
(
ac −1
) n − e) ∣∣∣∣
≤ ∣∣ c −1 ∣∣ · ∣∣∣∣ ∞∑
n=1
(
ac −1
) n ∣∣∣∣
≤ ∣∣ c −1 ∣∣ · ∣∣ ac −1 ∣∣ · ∞∑
n=0
∣∣ ac −1 ∣∣ n
≤ | a | · ∣∣ c −1 ∣∣ 2 · ( 1− | a | · ∣∣ c −1 ∣∣ )−1,
which shows that inversion is continuous. 
The next result is basic for all of spectral theory.
(5.6). Theorem (the Spectral Radius Formula). For a Banach algebra
A and a ∈ A, we have:
(i) sp(a) is a non-empty compact set in the complex plane,
(ii) max { |λ | : λ ∈ sp(a) } = rλ(a).
Please note that the right side of the equation depends on the norm in
A, whereas the left side does not.
Proof. We consider the function f given by f(µ) := (e− µa)−1 with
its maximal domain. It is an analytic function: write e − (µ + z)a =
(e− µa)− za and apply the lemma. It is defined at the origin and the
radius of convergence of its power series expansion there is 1/rλ(a).
Hence e − µa is invertible for |µ | < 1/rλ(a). That is, λ /∈ sp(a) for|λ | > rλ(a). It follows that sp(a) is compact. If rλ(a) 6= 0, then f has
a singular point zo with | zo | = 1/rλ(a) (the radius of convergence), cf.
[4, Thm. 16.2 p. 320] or the proof of [3, Thm. 3.3a p. 155]. This implies
that e− zoa cannot be invertible, and consequently 1/zo ∈ sp(a). This
proves the result for the case rλ(a) 6= 0. Assume that rλ(a) = 0.
We must show that 0 ∈ sp(a). If 0 /∈ sp(a), then a is invertible in
A˜, and e = a n (a −1) n, whence 0 < | e | ≤ ∣∣ a n ∣∣ · ∣∣ a −1 ∣∣ n, and so
rλ(a) ≥
∣∣ a −1 ∣∣ −1 > 0, cf. (5.1). 
We shall use the above result tacitly.
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§ 6. Properties of rλ( · )
(6.1). Theorem. An element of a normed algebra has non-empty
spectrum. Indeed, if A is a normed algebra and a ∈ A, then sp(a)
contains a number of modulus rλ(a).
Proof. Let B denote the completion of A. One then uses the fact
that spB(a) ⊂ spA(a) by (4.10) as A is ∼-unital in B by (3.6). 
(6.2). Theorem (Gelfand, Mazur). Let A be a unital normed algebra
which is a division ring. The map
C→ A, λ 7→ λe
then is an algebra isomorphism onto A which also is a homeomorphism.
Proof. This map is surjective, because for a ∈ A there exists λ ∈
sp(a). Indeed λe−a is not invertible in A, so that λe−a = 0, or a = λe.
The map is injective and homeomorphic because |λe | = |λ | · | e | and
| e | 6= 0. 
We shall next give some basic properties of rλ( · ). The first three
of them hold in general normed algebras.
(6.3). Proposition. For a normed algebra A and an element a ∈ A,
we have
rλ
(
a k
)
= rλ(a)
k for all integers k ≥ 1.
Proof. One calculates
rλ
(
a k
)
= lim
n→∞
∣∣∣ (a k) n ∣∣∣ 1/n = lim
n→∞
( ∣∣ a kn ∣∣ 1/kn ) k = rλ(a) k. 
(6.4). Proposition. For a normed algebra A and elements a, b ∈ A,
we have
rλ(ab) = rλ(ba).
Proof. We express (ab) n+1 through (ba) n:
rλ(ab) = limn→∞
∣∣ (ab) n+1 ∣∣ 1/(n+1) = lim
n→∞
∣∣ a (ba) n b ∣∣ 1/(n+1)
≤ lim
n→∞
( | a | · | b | ) 1/(n+1) · lim
n→∞
( ∣∣ (ba) n ∣∣ 1/n ) n/(n+1) ≤ rλ(ba).
This result also follows from (4.11). 
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(6.5). Proposition. If a, b are commuting elements of a normed
algebra A, then
rλ(ab) ≤ rλ(a) rλ(b),
rλ(a+ b) ≤ rλ(a) + rλ(b),
whence also
| rλ(a)− rλ(b) | ≤ rλ(a− b) ≤ | a− b |.
Thus, if A is commutative, then rλ is uniformly continuous.
Proof. By commutativity, we have∣∣ ( a b ) n ∣∣ 1/n = ∣∣ a n b n ∣∣ 1/n ≤ ∣∣ a n ∣∣ 1/n · ∣∣ b n ∣∣ 1/n,
and it remains to take the limit to obtain the first inequality. In order
to prove the second inequality, let s, t with rλ(a) < s, rλ(b) < t be
arbitrary and define c := s −1 a, d := t −1 b. As then rλ(c), rλ(d) < 1,
there exists 0 < α < ∞ with | c n |, | d n | ≤ α for all n ≥ 1. We then
have ∣∣ ( a+ b ) n ∣∣ ≤ n∑
k=0
(
n
k
)
s k t n−k
∣∣ c k ∣∣ · ∣∣ d n−k ∣∣ ≤ α 2 ( s+ t ) n.
It follows that ∣∣ ( a+ b ) n ∣∣ 1/n ≤ α 2/n ( s+ t ).
By passing to the limit, we get rλ(a + b) ≤ s + t, cf. (5.1). Since s,
t with rλ(a) < s and rλ(b) < t are arbitrary, it follows rλ(a + b) ≤
rλ(a) + rλ(b). 
See also (6.9) and (14.22) below.
Now four properties of rλ( · ) in Banach algebras.
(6.6). Proposition. Let A be a Banach algebra without unit. For all
µ ∈ C, a ∈ A, we then have
rλ(µe+ a) ≤ |µ |+ rλ(a) ≤ 3 rλ(µe+ a).
Proof. The first inequality follows from (6.5). For the same reason
rλ(a) ≤ rλ(µe + a) + |µ |, and so |µ | + rλ(a) ≤ rλ(µe + a) + 2 |µ |.
It now suffices to prove that |µ | ≤ rλ(µe + a). We have 0 ∈ sp(a)
by (4.7), and so µ ∈ sp(µe + a), which implies |µ | ≤ rλ(µe + a), as
required. 
In this paragraph, merely the next result relates to an involution.
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(6.7). Proposition. If A is a Banach ∗-algebra, then
rλ(a
∗) = rλ(a) for all a ∈ A.
Proof. One uses the Spectral Radius Formula and the fact that
sp(a∗) = sp(a),
cf. (4.12). 
The above result is not true for normed ∗-algebras in general, cf.
(30.9) below.
(6.8). Theorem. Let A be a Banach algebra, and let a ∈ A. If µ ∈
C \ sp(a), then
dist
(
µ, sp(a)
)
= rλ
(
(µe− a) −1 ) −1.
Proof. By the Rational Spectral Mapping Theorem, we have
sp
(
(µe− a) −1 ) = { (µ− λ) −1 : λ ∈ sp(a)}.
From the Spectral Radius Formula, it follows that
rλ
(
(µe− a) −1 ) = max{ |µ− λ | −1 : λ ∈ sp(a)}
= min
{ |µ− λ | : λ ∈ sp(a)} −1
= dist
(
µ, sp(a)
) −1
. 
(6.9). Theorem. Let A be a Banach algebra. Let D denote the closed
unit disc. For two commuting elements a, b ∈ A, we have
sp(a) ⊂ sp(b) + rλ(b− a)D ⊂ sp(b) + | b− a |D.
If A is commutative, one says that the spectrum function is uniformly
continuous on A.
Proof. Suppose the first inclusion is not true. There then exists
µ ∈ sp(a) with dist(µ, sp(b)) > rλ(b−a). Please note that µe− b is in-
vertible. By (6.8), we have rλ
(
(µe− b) −1 ) rλ(b− a) < 1. From (6.5),
we get rλ
(
(µe− b) −1 (b−a) ) < 1. We have µe−a = (µe−b)+(b−a).
This implies that also µe − a = (µe − b) [ e + (µe− b) −1 (b − a) ] is
invertible, a contradiction. 
See also (6.5) above and (14.22) below.
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§ 7. The Pta´k Function: rσ( · )
(7.1). Definition (rσ(a)). If A is a normed ∗-algebra, then for a in
A we define
rσ(a) := rλ(a
∗a) 1/2 ≤ | a∗a | 1/2.
The subscript σ is intended to remind of the notation for singular
values. The function a 7→ rσ(a) (a ∈ A) is called the Pta´k function.
(7.2). Proposition. For a normed ∗-algebra A and a Hermitian ele-
ment a ∈ A, we have
rσ(a) = rλ(a).
Proof. By (6.3) we have
rσ(a)
2 = rλ(a
∗a) = rλ
(
a 2
)
= rλ(a)
2. 
(7.3). Proposition. For a Banach ∗-algebra A and a normal element
b ∈ A, we have
rσ(b) ≤ rλ(b).
Proof. By (6.5) and (6.7) we have
rσ(b)
2 = rλ(b
∗b) ≤ rλ(b∗) rλ(b) = rλ(b) 2. 
(7.4). Proposition. For a normed ∗-algebra A and an element a ∈ A,
we have
rσ(a
∗a) = rσ(a)
2,
rσ(a
∗) = rσ(a).
Proof. With (6.3) we have
rσ(a
∗a) = rλ(a
∗aa∗a) 1/2 =
(
rλ(a
∗a) 2
) 1/2
= rλ(a
∗a) = rσ(a)
2.
With (6.4) we have
rσ(a
∗) = rλ(aa
∗) 1/2 = rλ(a
∗a) 1/2 = rσ(a). 
(7.5). Theorem. Let (A, ‖ · ‖) be a normed ∗-algebra. If (A, ‖ · ‖) is a
pre-C*-algebra, then
‖ a ‖ = rσ(a)
for all a in A, and conversely.
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Proof. If ‖ a ‖ = rσ(a) for all a ∈ A, then (A, ‖ · ‖) is a pre-C*-
algebra by the preceding proposition. Conversely, let (A, ‖ · ‖) be a
pre-C*-algebra. We then have∥∥ ( a∗a ) ( 2 n ) ∥∥ = ‖ a∗a ‖ ( 2 n ), (n ≥ 1, a ∈ A)
which is seen by induction as follows. We have∥∥ ( a∗a ) 2 ∥∥ = ‖ ( a∗a ) ∗ ( a∗a ) ‖ = ‖ a∗a ‖ 2,
and so∥∥ ( a∗a ) ( 2 n ) ∥∥ = ∥∥ [ ( a∗a ) ∗ ( a∗a ) ] ( 2 n−1 ) ∥∥
= ‖ ( a∗a ) ∗ ( a∗a ) ‖ ( 2 n−1 ) by induction hypothesis
= ‖ a∗a ‖ ( 2 n ).
It follows that
rσ(a)
2 = lim
n→∞
∥∥ ( a∗a ) ( 2 n ) ∥∥ 1 / ( 2 n )
= lim
n→∞
(
‖ a∗a ‖ ( 2 n)
) 1 / ( 2 n )
= ‖ a∗a ‖ = ‖ a ‖ 2. 
(7.6). Theorem. For a pre-C*-algebra (A, ‖ ·‖) and a normal element
b of A, we have
‖ b ‖ = rλ(b).
Proof. We can assume that A is a C*-algebra. By (7.3), we get
‖ b ‖ = rσ(b) ≤ rλ(b) ≤ ‖ b ‖. 
(7.7). Corollary. Let A be a pre-C*-algebra. For a normal element
b of A and every integer n ≥ 1 we have
‖ b n ‖ = ‖ b ‖ n.
Proof. This follows now from (6.3). 
(7.8). Theorem. Let (A, ‖ · ‖) be a C*-algebra without unit. The
unitisation A˜ then carries besides its C*-algebra norm ‖ · ‖, the norm
|λe + a | := |λ | + ‖ a ‖ (λ ∈ C, a ∈ A), cf. (2.15). Both norms are
equivalent on A˜. More precisely, we have for b ∈ A˜ normal:
‖ b ‖ ≤ | b | ≤ 3 ‖ b ‖,
respectively a ∈ A˜ arbitrary:
‖ a ‖ ≤ | a | ≤ 6 ‖ a ‖.
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Proof. The statement for normal elements follows directly from (6.6)
and (7.6). The statement for arbitrary elements uses the isometry of
the involution in the C*-algebra norm. 
For a later purpose, we record:
(7.9). Proposition. For elements a, b of a normed ∗-algebra such that
a∗a commutes with b b∗, we have
rσ(ab) ≤ rσ(a) rσ(b).
In particular, the function rσ is submultiplicative on a commutative
normed ∗-algebra.
Proof. From (6.4) and (6.5) it follows that
rσ(ab)
2 = rλ(b
∗a∗ab) = rλ(a
∗abb∗)
≤ rλ(a∗a) rλ(b b∗) = rλ(a∗a) rλ(b∗b) = rσ(a)2 rσ(b)2. 
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§ 8. Automatic Continuity
(8.1). Definition (contractive linear map). A linear mapping be-
tween (possibly real) normed spaces is said to be contractive if it is
bounded with norm not exceeding 1.
(8.2). Theorem. Let pi : A → B be a ∗-algebra homomorphism from
a Banach ∗-algebra A to a pre-C*-algebra B. Then pi is contractive in
the auxiliary ∗-norm ‖ · ‖ on A. (Cf. (2.5).)
Proof. We may assume that B is complete. For a ∈ A, we have
‖ pi(a) ‖ = rσ
(
pi(a)
) ≤ rσ(a) ≤ | a∗a | 1/2 = ‖ a∗a ‖ 1/2 ≤ ‖ a ‖,
where the first inequality stems from the Spectral Radius Formula and
the fact that sp
(
pi(a∗a)
) \ {0} ⊂ sp(a∗a) \ {0}, cf. (4.9). 
(8.3). Corollary. A ∗-algebra homomorphism from a Banach ∗-alge-
bra with isometric involution to a pre-C*-algebra is contractive.
In particular we have:
(8.4). Corollary. A ∗-algebra homomorphism from a C*-algebra to a
pre-C*-algebra is contractive.
(8.5). Corollary. A ∗-algebra isomorphism between two C*-algebras
is isometric, and shall therefore be called a C*-algebra isomorphism or
an isomorphism of C*-algebras.
See also (21.5) & (21.6) below.
Our next aim is the automatic continuity result (8.8). The following
two lemmata will find a natural reformulation at a later place. (See
(28.20) and (28.24) below.)
(8.6). Lemma. Let pi : A → B be a ∗-algebra homomorphism from a
Banach ∗-algebra A to a pre-C*-algebra B. Then kerpi is closed in A.
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Proof. We may assume that B is complete. We shall use the fact
that then
rλ
(
pi(a)
) ≤ rλ(a)
holds for all a ∈ A, cf. (4.9). Let a belong to the closure of ker pi. Let
x ∈ A be arbitrary. Then xa also is in the closure of kerpi. For a
sequence (kn) in ker pi converging to xa, we have
rλ
(
pi(xa)
)
= rλ
(
pi(xa− kn)
) ≤ rλ(xa− kn) ≤ |xa− kn | → 0,
which implies
rλ
(
pi(xa)
)
= 0.
Choosing x := a∗, we obtain
0 = rσ
(
pi(a)
)
= ‖ pi(a) ‖,
i.e. a is in ker pi. 
(8.7). Lemma. Let pi : A → B be a ∗-algebra homomorphism from
a normed ∗-algebra A to a pre-C*-algebra B, which is continuous on
Asa. If pi is injective, then the involution in A has closed graph.
Proof. Let a = lim an, b = lim a
∗
n in A. Since pi is bounded on Asa,
there exists c ≥ 0, such that for all n, one has
‖ pi(b− a∗n) ‖ 2 = ‖ pi
(
(b− a∗n)∗(b− a∗n)
) ‖
≤ c · | (b− a∗n)∗(b− a∗n) |
≤ c · | b∗ − an | · | b− a∗n |.
Since (an) is bounded in A, it follows that
pi(b) = lim pi(a∗n).
Similarly, we get
pi(a∗) = lim pi(a∗n).
One concludes that pi(b) = pi(a∗), which implies b = a∗ if pi is injective.

We now have the following automatic continuity result.
(8.8). Theorem. A ∗-algebra homomorphism from a Banach ∗-algebra
to a pre-C*-algebra is continuous.
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Proof. Let pi : A→ B be a ∗-algebra homomorphism from a Banach
∗-algebra A to a pre-C*-algebra B. The kernel of pi is closed, by (8.6).
This implies that C := A/ kerpi is a Banach ∗-algebra in the quotient
norm, cf. the appendix (44.2). Furthermore, the map pi factors to an
injective ∗-algebra homomorphism pi1 from C to B. The mapping pi1 is
contractive in the auxiliary ∗-norm on C, cf. (8.2). This implies that
the involution in C has closed graph, cf. (8.7). But then the involution
is continuous, as C is complete. Hence the auxiliary ∗-norm on C and
the quotient norm on C are equivalent, cf. (2.6). It follows that pi1 is
continuous in the quotient norm on C, which is enough to prove the
theorem. 
(8.9). Proposition. Let A,B be normed algebras and let pi : A → B
be a continuous algebra homomorphism. We then have
rλ
(
pi(a)
) ≤ rλ(a) for all a ∈ A.
Proof. Let c > 0 be a bound of pi. Let a ∈ A. For all integers n ≥ 1,
we have
rλ
(
pi(a)
) ≤ ∣∣ pi(a) n ∣∣ 1/n = ∣∣ pi(a n) ∣∣ 1/n ≤ c 1/n ∣∣ a n ∣∣ 1/n → rλ(a). 
(8.10). Corollary. Let pi be a continuous ∗-algebra homomorphism
from a normed ∗-algebra A to a pre-C*-algebra B. For a normal
element b of A, we then have
‖ pi(b) ‖ ≤ rλ(b) ≤ | b |.
It follows that if A is commutative then pi is contractive.
Proof. This follows now from (7.6). 
Hence the following enhancement of (8.8).
(8.11). Corollary. A ∗-algebra homomorphism from a commutative
Banach ∗-algebra to a pre-C*-algebra is contractive.
The following two paragraphs prepare the ground for the ensuing
§ 11 on Hermitian Banach ∗-algebras.
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§ 9. Square Roots of Invertible Elements
(9.1). Theorem (Mertens). Let A be a Banach algebra. Let∑
n≥0
an and
∑
n≥0
bn
be two convergent series in A and assume that the first of them con-
verges absolutely. Put
cn :=
n∑
k=0
akbn−k
for every integer n ≥ 0. The series∑
n≥0
cn
is called the Cauchy product of the above two series. We have∑
n≥0
cn =
(∑
n≥0
an
)
·
(∑
n≥0
bn
)
.
Proof. Let
An :=
n∑
k=0
ak, Bn :=
n∑
k=0
bk, Cn :=
n∑
k=0
ck,
s :=
∑
n≥0
an, t :=
∑
n≥0
bn, dn := Bn − t.
Rearrangement of terms yields
Cn = aobo + (aob1 + a1bo) + · · ·+ (aobn + a1bn−1 + · · ·+ anbo)
= aoBn + a1Bn−1 + · · ·+ anBo
= ao(t+ dn) + a1(t+ dn−1) + · · ·+ an(t+ do)
= Ant+ aodn + a1dn−1 + · · ·+ ando.
Put hn := aodn + a1dn−1 + · · ·+ ando. We have to show that Cn → st.
Since Ant → st, it suffices to show that hn → 0. So let ε > 0 be
given. Let α :=
∑
n≥0 | an |, which is finite by assumption. We have
dn → 0 because Bn → t. Hence we can choose N ≥ 0 such that
| dn | ≤ ε/(1 + α) for all integers n > N , and for such n we have
|hn | ≤ | ando + · · ·+ an−NdN |+ | an−(N+1)dN+1 + · · ·+ aodn |
≤ | ando + · · ·+ an−NdN |+ ε.
Letting n→∞, we get lim supn→∞ |hn | ≤ ε by an → 0. The statement
follows because ε > 0 was arbitrary. 
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(9.2). Proposition. Let x, y be two commuting elements of a ring
with the same square. If x+ y is not a left divisor of zero then x = y.
Proof. One computes (x+y)(x−y) = x 2−xy+yx−y 2 = 0, so that
the assumption implies x− y = 0. 
(9.3). Theorem. Let A be a Banach algebra and let a ∈ A with
rλ(a) < 1. The series
∞∑
n=1
(1/2
n
)
a n
then converges absolutely to an element b of A with (e+ b) 2 = e + a
and rλ(b) < 1. Furthermore, there is no other element c of A˜ with
(e+ c) 2 = e+ a and rλ(c) ≤ 1.
Proof. If the above series converges absolutely, it follows by the
Theorem of Mertens (9.1) concerning the Cauchy product of series that
(e+ b) 2 = e + a. Assume that rλ(a) < 1. The series for b converges
absolutely by comparison with the geometric series. It shall next be
shown that rλ(b) < 1. For k ≥ 1, we have by (6.3) and (6.5):
rλ
( k∑
n=1
(1/2
n
)
a n
)
≤
k∑
n=1
∣∣∣(1/2n )∣∣∣ rλ(a) n
whence, by applying the last part of (6.5) to the closed subalgebra of
A generated by a, we get
rλ(b) ≤
∞∑
n=1
∣∣∣(1/2n )∣∣∣ rλ(a) n = − ∞∑
n=1
(1/2
n
) (−rλ(a)) n
= 1−
√
1− rλ(a) < 1.
Let c now be an element of A˜ with rλ(c) ≤ 1 and (e+ c) 2 = e + a. It
shall be shown that c = b. The elements x := e + b, y := e + c have
the same square. Furthermore, we have y(e+a) = (e+ c) 3 = (e+a)y,
i.e. the element y commutes with a. By continuity, it follows that y
also commutes with b, hence with x. Finally, x + y = 2e + (b + c) is
invertible as rλ(b+ c) ≤ rλ(b) + rλ(c) < 2, cf. (6.5). It follows from the
preceding proposition that x = y, or in other words, that b = c. 
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(9.4). Lemma (Ford’s Square Root Lemma). If a is a Hermitian
element of a Banach ∗-algebra, satisfying rλ(a) < 1, then the square
root e+ b of e+ a (with b as in the preceding theorem) is Hermitian.
Proof. This is obvious if the involution is continuous. Now for the
general case. Consider the element b of the preceding proposition. We
have to show that b∗ = b. The element b∗ satisfies (e+ b∗) 2 = (e+a)∗ =
e+a as well as rλ(b
∗) = rλ(b) < 1 by (6.7). So b = b
∗ by the uniqueness
statement of the preceding theorem. 
(9.5). Theorem. Let A be a Banach algebra, and let x be an element
of A˜ with sp(x) ⊂ ]0,∞[. (Please note: (4.7).) Then x has a unique
square root y in A˜ with sp(y) ⊂ ]0,∞[. Moreover x has no other
square root with spectrum in [0,∞[. The element y belongs to the closed
subalgebra of A˜ generated by x. If A is a Banach ∗-algebra, and if x is
Hermitian, so is y.
Proof. We may assume that rλ(x) ≤ 1. The element a := x− e then
has sp(a) ⊂ ] − 1, 0], whence rλ(a) < 1. Consider now b as in (9.3).
Then y := e + b is a square root of e + a = x, by (9.3). Furthermore,
sp(y) ⊂ R \ {0} by the Rational Spectral Mapping Theorem. Also
rλ(b) < 1, which implies that sp(y) ⊂ ]0,∞[. Let now z be another
square root of x with sp(z) ⊂ [0,∞[. Then sp(z) ⊂ [0, 1] by the
Rational Spectral Mapping Theorem. Thus, the element c := z − e
has sp(c) ⊂ [−1, 0], so rλ(c) ≤ 1. Since (e+ c) 2 = x = e+ a, theorem
(9.3) implies that c = b, whence z = y. Let now B denote the closed
subalgebra of A˜ generated by x. Clearly y belongs to the closed sub-
algebra of A˜ generated by x and e, which is Ce + B, cf. the proof of
(2.16). So let y = µe + f with f ∈ B and µ ∈ C. Then x = µ 2e + g
with g ∈ B. So if µ 6= 0, then e ∈ B, whence y ∈ B. If µ = 0, then
y = f ∈ B as well. The last statement follows from the preceding
lemma. 
For C*-algebras, a stronger result holds, cf. (12.3).
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§ 10. The Boundary of the Spectrum
We proved in (4.10) that if B is a subalgebra of an algebra A, then
spA(b) \ {0} ⊂ spB(b) \ {0}
holds for all b ∈ B. Also, if B furthermore is ∼-unital in A, then
spA(b) ⊂ spB(b)
holds for all b ∈ B. We set out to show a partial converse inclusion,
see (10.6) below.
(10.1). Proposition. Let A be a unital Banach algebra. Assume that
a ∈ A is the limit of a sequence { an } of invertible elements of A. If
the sequence { an −1 } is bounded, then it converges in A to an inverse
of a.
Proof. Let c > 0 with | an −1 | ≤ c for all n. For all m,n we then have
| am −1 − an −1 | = | am −1 ( an − am ) an −1 | ≤ c 2 | an − am |.
This shows that { an −1 } is a Cauchy sequence, and thus convergent
to some limit b ∈ A. The element b is an inverse of a by continuity of
multiplication. 
(10.2). Definition (topological divisors of zero). Let A be a normed
algebra. An element a ∈ A is called a left topological divisor of zero,
if there exists a sequence { sn } in the unit sphere of A, such that
lim
n→∞
a sn = 0.
Similarly, one defines a right topological divisor of zero. An element
a ∈ A is called a joint topological divisor of zero, if there exists a se-
quence { sn } in the unit sphere of A, such that
lim
n→∞
a sn = lim
n→∞
sn a = 0.
(10.3). Theorem. Let A be a unital Banach algebra. The boundary of
the group of invertible elements of A then consists of joint topological
divisors of zero.
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Proof. Let a ∈ A belong to the boundary of the group of invertible
elements of A, and let { an } be a sequence of invertible elements of A
converging to a. Since the group of invertible elements of A is open by
(5.5), the element a cannot be invertible. The preceding proposition
(10.1) implies that the sequence { an −1 }must be unbounded. By going
over to a subsequence, we can assume that | an −1 | ≥ n for all n ≥ 1.
The elements sn := | an −1 | −1 an −1 belong to the unit sphere of A, and
a sn = ( a− an ) sn + an sn = ( a− an ) sn + | an −1 | −1 e → 0.
Thus limn→∞ a sn = 0, and similarly limn→∞ sn a = 0. 
(10.4). Theorem. Let B be a subalgebra of a unital normed algebra
A. Then a left topological divisor of zero in B is not left invertible in
A. A similar result holds with “right” instead of “left”.
Proof. Assume for example that b is a left topological divisor of zero
in B, and that b is left invertible in A. There then exists a sequence
{ sn } in the unit sphere of B, such that limn→∞ b sn = 0, and there
exists an element a of A with a b = e. We arrive at the contradiction
1 = | sn | = | e sn | = | a b sn | ≤ | a | · | b sn | → 0. 
(10.5). Corollary. Let B be a complete unital subalgebra of a unital
normed algebra A. Then the elements of the boundary of the group of
invertible elements of B are neither left nor right invertible in A.
(10.6). Theorem (Sˇilov). Let B be a complete subalgebra of a normed
algebra A, and let b ∈ B. Then
∂ spB(b) ⊂ ∂ spA(b),
where ∂ denotes “the boundary of” (relative to the complex plane).
Proof. Assume first that B is ∼-unital in A. Then B˜ is a unital
subalgebra of A˜, cf. (1.20). For our purpose it is allowed to equip B˜
with the norm inherited from A˜. Then B˜ is complete, cf. the proof
of (2.16). Let λ ∈ ∂ spB(b) and let (λn) be a sequence in C \ spB(b)
converging to λ. Then each cn := λne − b is invertible in B˜, while
c := λe−b is not. That is, c is in the boundary of the group of invertible
elements of B˜. So the preceding corollary (10.5) yields that c is not
invertible in A˜. This says that λ ∈ spA(b), and hence λ ∈ ∂ spA(b), by
(4.10). This settles the ∼-unital case.
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Assume next that B is not ∼-unital in A. Then B must have a unit,
p say, which is not a unit in A, cf. (1.18). Let e denote the unit of A˜,
and consider C := Ce + B, which is a complete subalgebra of A˜, cf.
the proof of (2.16). Please note that C is unital in A˜, and so ∼-unital
in A˜. Let now λ ∈ ∂ spB(b), and consider d := λe − b ∈ C. We have
λ ∈ spC(b). Indeed, suppose d were invertible in C. Let g ∈ C be an
inverse of d in C. Then gd = dg = e. Multiplication from the left and
from the right with p gives pgdp = pdgp = p 2, which is the same as
pg(λp−b) = (λp−b)gp = p (as p is the unit in B), so that pg = gp ∈ B
would be an inverse of λp− b in B, cf. (4.1). This contradiction shows
that λ ∈ spC(b), but then also λ ∈ ∂ spC(b). Indeed, for λ 6= 0, this
follows from (4.10). If λ = 0, it follows from (4.10) and the fact that
then 0 ∈ spB(b) and 0 ∈ spC(b). By the preceding paragraph, we now
get λ ∈ ∂ spA(b), and the proof is complete. 
This result has two corollaries guaranteeing equality of spectra
under certain conditions. The first condition is on the spectrum in the
subalgebra, the second one is on the spectrum in the whole algebra.
(10.7). Corollary. Let B be a complete subalgebra of a normed
algebra A, and let b ∈ B such that spB(b) has no interior (e.g. is
real). Then
spB(b) \ {0} = spA(b) \ {0}.
If B furthermore is ∼-unital in A, then
spB(b) = spA(b).
Proof. This follows from the preceding theorem and (4.10). 
(10.8). Corollary. Let B be a ∼-unital closed subalgebra of a Banach
algebra A, and let b ∈ B such that spA(b) does not separate the complex
plane (e.g. is real). Then
spB(b) = spA(b).
Proof. It suffices to prove that spB(b) ⊂ spA(b), cf. (4.10). So suppose
that there exists λ ∈ spB(b) \ spA(b). Since spA(b) does not separate
the complex plane, there exists a continuous path disjoint from spA(b),
that connects λ with the point at infinity. It is easily seen that this
path meets the boundary of spB(b) in at least one point, which then
also must belong to spA(b), by (10.6), a contradiction. 
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§ 11. Hermitian Banach ∗-Algebras
(11.1). Definition (Hermitian ∗-algebras). A ∗-algebra is said to be
Hermitian if each of its Hermitian elements has real spectrum.
(11.2). Proposition. A ∗-algebra A is Hermitian if and only if its
unitisation A˜ is.
Proof. For a ∈ Asa and λ ∈ R, we have
sp eA (λe+ a) = λ+ sp eA (a) = λ+ spA (a),
cf. (4.6). 
(11.3). Theorem. For a Banach ∗-algebra A the following statements
are equivalent.
(i) A is Hermitian,
(ii) i /∈ sp(a) whenever a ∈ A is Hermitian,
(iii) rλ(a) ≤ rσ(a) for all a ∈ A,
(iv) rλ(b) = rσ(b) for all normal b ∈ A,
(v) rλ(b) ≤ | b∗b | 1/2 for all normal b ∈ A.
Proof. (i) ⇒ (ii) is trivial.
(ii)⇒ (iii): Assume that (ii) holds and that rλ(a) > rσ(a) for some
a ∈ A. Upon replacing a with a suitable multiple, we can assume that
1 ∈ sp(a) and rσ(a) < 1. There then exists a Hermitian element b = b∗
of A˜ such that b 2 = e− a∗a (Ford’s Square Root Lemma (9.4)). Since
b is invertible (Rational Spectral Mapping Theorem), it follows that
(e+ a∗) (e− a) = b 2 + a∗ − a = b (e+ b−1 (a∗ − a) b−1) b.
Now the element −i b−1 (a∗ − a) b−1 is a Hermitian element of A, so
that i
(
e + b−1 (a∗ − a) b−1) is invertible by assumption. This implies
that e− a has a left inverse. One can apply a similar argument to
(e− a) (e+ a∗) = c (e+ c−1 (a∗ − a) c−1) c,
where c is a Hermitian element of A˜ with c 2 = e − aa∗ (by rσ(a∗) =
rσ(a) < 1, cf. (7.4)). Thus e − a also has a right inverse, so that 1
would not be in the spectrum of a by (4.1), a contradiction.
(iii) ⇒ (iv) follows from the fact that rσ(b) ≤ rλ(b) for all normal
b ∈ A, cf. (7.3).
(iv) ⇒ (v) is trivial.
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(v) ⇒ (i): Assume that (v) holds. Let a be a Hermitian element of
A and let λ ∈ sp(a). We have to show that λ is real. For this purpose,
we can assume that λ is non-zero. Let µ be an arbitrary real number,
and let n be an integer ≥ 1. Define u := λ−1a and b := (a+ iµe) n u.
Then (λ+ iµ) n is in the spectrum of b (Rational Spectral Mapping
Theorem). This implies
|λ+ iµ | 2n ≤ rλ( b ) 2 ≤ | b∗b | ≤
∣∣ ( a 2 + µ 2 e ) n ∣∣ · |u∗u |.
It follows that
|λ+ iµ | 2 ≤ ∣∣ ( a 2 + µ 2 e ) n ∣∣ 1/n · |u∗u | 1/n
for all integers n ≥ 1, so that by (6.5), we have
|λ+ iµ | 2 ≤ rλ
(
a 2 + µ 2 e
) ≤ rλ( a 2 )+ µ 2.
Decomposing λ = α + iβ with α and β real, one finds
α 2 + β 2 + 2βµ ≤ rλ
(
a 2
)
for all real numbers µ, so that β must be zero, i.e. λ must be real. 
We now have the fundamental result:
(11.4). Theorem. A C*-algebra is Hermitian.
Proof. For an element a of a C*-algebra we have by (5.2) and (7.5):
rλ(a) ≤ ‖ a ‖ = rσ(a). 
(11.5). Theorem. A closed ∗-subalgebra of a Hermitian Banach
∗-algebra is Hermitian as well.
Proof. One uses the fact that a Banach ∗-algebra C is Hermitian if
and only if for every a ∈ C one has rλ(a) ≤ rσ(a). 
(11.6). Lemma. Let B be a complete Hermitian unital ∗-subalgebra of
a unital normed ∗-algebra A. If an element of B is invertible in A,
then it is invertible in B.
Proof. Let b ∈ B be invertible in A (with inverse b−1 in A ). The
element b∗b then also is invertible in A
(
with inverse b−1(b−1)∗ in A
)
.
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Since B is Hermitian, the Hermitian element b∗b is the limit of the
invertible elements 1
n
ie+ b∗b (n ≥ 1). If b∗b were not invertible in B, it
would follow that b∗b were in the boundary of the group of invertible
elements of B, and thus not invertible in A, cf. (10.5). Thus b∗b has an
inverse (b∗b)−1 in B. Then (b∗b)−1b∗ is a left inverse of b in B. Similarly,
b has a right inverse in B, and so b is invertible in B, by (4.1). 
(11.7). Theorem. Let B be a complete Hermitian ∗-subalgebra of a
normed ∗-algebra A. For an element b of B, we then have
spB(b) ⊂ spA(b).
Proof. The proof of the ∼-unital case follows from the above lemma,
cf. (1.20). (When B˜ is equipped with the norm inherited from A˜, then
it is complete, cf. the proof of (2.16).) Assume next that B is not
∼-unital in A. Then B contains a unit p, say, which is not a unit in
A˜, cf. (1.18). Let e denote the unit in A˜, and consider C := Ce + B,
which is a complete ∗-subalgebra of A˜, cf. the proof of (2.16). It can
be seen that C is Hermitian by using (4.10). Please note that C is
unital in A˜. Assume that λ /∈ spA(b) for some b ∈ B and λ ∈ C. The
element d := λe − b ∈ C then is invertible in A˜. It follows that d is
invertible in C, by the preceding lemma. So let g ∈ C be an inverse of
d in C. We then have gd = dg = e. Multiplication from the left and
from the right with p yields pgdp = pdgp = p2, which is the same as
pg(λp−b) = (λp−b)gp = p (as p is the unit in B), so that pg = gp ∈ B
is an inverse of λp − b in B, cf. (4.1). This says that λ /∈ spB(b), as
was to be shown. Please note that the present proof closely parallels
the second paragraph of the proof of (10.6). 
From (4.10) it follows now
(11.8). Theorem. Let B be a complete Hermitian ∗-subalgebra of a
normed ∗-algebra A. For an element b of B we then have
spA(b) \ {0} = spB(b) \ {0}.
If furthermore B is ∼-unital in A, then
spA(b) = spB(b).
It is clear that (11.6), (11.7), and (11.8) are most of the time used
in conjunction with (11.5).
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Now for unitary elements.
(11.9). Definition (unitary elements). An element u of a unital
∗-algebra is called unitary if u∗u = uu∗ = e. The unitary elements
of a unital ∗-algebra form a group under multiplication.
(11.10). Proposition (Cayley transform). Let A be a Banach ∗-al-
gebra and let a be a Hermitian element of A˜. Let µ > rλ(a). Then
u := (a− iµe)(a+ iµe)−1
is a unitary element of A˜. One says that u is a Cayley transform of a.
Proof. Please note first that a + iµe is invertible as µ > rλ(a) by
assumption, so u is well defined. By commutativity, it follows that
u∗ =
[
(a+ iµe)−1
]∗
(a− iµe)∗
= (a− iµe)−1(a+ iµe)
= (a+ iµe)(a− iµe)−1,
so that u∗u = uu∗ = e. 
(11.11). Theorem. A Banach ∗-algebra A is Hermitian if and only
if the spectrum of every unitary element of A˜ is contained in the unit
circle.
Proof. Assume that A is Hermitian and let u be a unitary element of
A˜. We then have rλ(u) = rσ(u) = 1 by (11.3) (i)⇒ (iv). It follows that
the spectrum of u is contained in the unit disk. Since also u−1 = u∗ is
unitary, it follows from sp(u)−1 = sp(u−1) (Rational Spectral Mapping
Theorem) that also sp(u)−1 is contained in the unit disk. This makes
that sp(u) is contained in the unit circle.
Conversely, let a = a∗ be a Hermitian element of A and let µ >
rλ(a). Then the Cayley transform u := (a−iµe)(a+ iµe)−1 is a unitary
element of A˜. By the Rational Spectral Mapping Theorem, we have
sp(u) = r
(
sp(a)
)
with r denoting the Moebius transformation r(z) =
(z − iµ)(z + iµ)−1. Thus, if the spectrum of u is contained in the unit
circle, it follows that sp(a) ⊂ R. 
(11.12). Corollary. The spectrum of a unitary element of a unital
C*-algebra is contained in the unit circle.
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§ 12. An Operational Calculus
We next give a version of the operational calculus with an elemen-
tary proof avoiding Zorn’s Lemma. (See also (15.10).)
(12.1). Theorem (the operational calculus, weak form). Let A be a
C*-algebra, and let a = a∗ be a Hermitian element of A. Denote by
C
(
sp(a)
)
o
the C*-subalgebra of C
(
sp(a)
)
consisting of the continuous
complex-valued functions on sp(a) vanishing at 0. There is a unique
∗-algebra homomorphism
C
(
sp(a)
)
o
→ A
which maps the identity function on sp(a) to a. This mapping is an
isomorphism of C*-algebras from C
(
sp(a)
)
o
onto the closed subalgebra
of A generated by a. (Which also is the C*-subalgebra of A generated
by a.) This mapping is called the operational calculus for a, and it is
denoted by f 7→ f(a).
Proof. Let C[x]o denote the set of complex polynomials without
constant term. For p ∈ C[x]o, we shall denote by p|sp(a) ∈ C
(
sp(a)
)
o
the restriction to sp(a) of the corresponding polynomial function. We
can define an isometric mapping p|sp(a) 7→ p(a) (p ∈ C[x]o). Indeed,
for p ∈ C[x]o, the element p(a) ∈ A is normal, and one calculates
‖ p(a) ‖ = rλ
(
p(a)
)
by (7.6)
= max
{ |λ | : λ ∈ sp ( p(a) ) } by (5.6)
= max
{ | p(µ) | : µ ∈ sp(a)} by (4.8)
=
∣∣ p|sp(a) ∣∣∞.
Thus, if p|sp(a) = q|sp(a) for p, q ∈ C[x]o, then
∣∣ (p − q)|sp(a) ∣∣∞ = 0,
whence ‖ (p− q)(a) ‖ = 0, so p(a) = q(a), and the mapping in question
is well defined. The mapping in question is isometric as well.
The Theorem of Weierstrass implies that the set of complex
polynomial functions vanishing at 0 is dense in C
(
sp(a)
)
o
. This
together with the continuity result (8.4) already implies the uniqueness
statement. The above mapping has a unique extension to a continuous
mapping from C
(
sp(a)
)
o
to A. This continuation then is a C*-algebra
isomorphism from C
(
sp(a)
)
o
onto the closed subalgebra of A generated
by a. It is used that the continuation is isometric, which implies that
its image is complete, hence closed in A. 
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(12.2). Corollary. Let a = a∗ be a Hermitian element of a
C*-algebra A. If f ∈ C(sp(a))
o
satisfies f ≥ 0 on sp(a) then f(a)
is Hermitian and sp
(
f(a)
) ⊂ [0,∞[.
Proof. Let g ∈ C(sp(a))
o
with f = g 2 and g ≥ 0 on sp(a). Then g
is Hermitian in C
(
sp(a)
)
o
as g is real-valued. Hence g(a) is Hermitian,
and thus sp
(
g(a)
) ⊂ R. So f(a) = g(a) 2 is Hermitian and sp(f(a)) =
sp
(
g(a)
) 2 ⊂ [0,∞[ by the Rational Spectral Mapping Theorem. 
(12.3). Theorem. Let A be a C*-algebra. Let a be a Hermitian ele-
ment of A with sp(a) ⊂ [0,∞[. Then a has a unique Hermitian square
root a 1/2 in A with sp
(
a 1/2
) ⊂ [0,∞[. The element a 1/2 belongs to the
closed subalgebra of A generated by a. (Which also is the C*-subalgebra
of A generated by a.) See also (19.5).
Proof. For existence, consider the function f given by f(x) :=
√
x
for x ∈ sp(a) ⊂ [0,∞[, and put a 1/2 := f(a). Now for uniqueness.
Let b be a Hermitian square root of a with sp(b) ⊂ [0,∞[. We have
to show that b = a 1/2. Let c be a Hermitian square root of a 1/2 in
the closed subalgebra of A generated by a 1/2. Let d be a Hermitian
square root of b. Then d commutes with b = d 2, hence also with
a = b 2. But then d also commutes with a 1/2 and c. This is so because
a 1/2 lies in the closed subalgebra of A generated by a (by construction
of a 1/2), and because c is in the closed subalgebra of A generated by
a 1/2 (by assumption on c). We conclude that the Hermitian elements
a, a 1/2, b, c, d all commute. One now calculates
0 =
(
a− b 2) (a 1/2 − b)
=
(
a 1/2 − b) a 1/2 (a 1/2 − b)+ (a 1/2 − b) b (a 1/2 − b)
=
[ (
a 1/2 − b) c ] 2 + [ (a 1/2 − b) d ] 2.
Both terms in the last line have non-negative spectrum. Indeed, both
terms are squares of Hermitian elements. Please note (1.10) here. Since
the two terms are opposites one of another, both must have spectrum
{0}, and thence must both be zero, cf. (7.6). The difference of these
terms is
0 =
(
a 1/2 − b) a 1/2 (a 1/2 − b)− (a 1/2 − b) b (a 1/2 − b) = (a 1/2 − b) 3.
With the C*-property (2.8) it follows that
0 = ‖ (a 1/2 − b) 4 ‖ = ‖ (a 1/2 − b) 2 ‖ 2 = ‖ a 1/2 − b ‖ 4. 
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§ 13. Odds and Ends: Questions of Imbedding
This paragraph is concerned with imbedding for example a normal
element of a normed ∗-algebra in a closed commutative ∗-subalgebra.
The problem is posed by possible discontinuity of the involution.
(13.1). Definition (∗-stable (or self-adjoint) and normal subsets).
Let S be a subset of a ∗-algebra. One says that S is ∗-stable or
self-adjoint if with each element a, it also contains the adjoint a∗. One
says that S is normal, if it is ∗-stable and if its elements commute
pairwise.
(13.2). Definition (the commutant). Let S be a subset of an algebra
A. One denotes by S ′ the commutant of S in A, which is defined as
the set of those elements of A which commute with every element in S.
The reader will easily prove the next two propositions.
(13.3). Proposition. Let S be a subset of an algebra A. The commu-
tant S ′ enjoys the following properties:
(i) S ′ is a subalgebra of A,
(ii) if e is a unit in A, then e ∈ S ′,
(iii) if A is a normed algebra then S ′ is closed,
(iv) if A is a ∗-algebra, and if S is ∗-stable, then S ′ is a ∗-subalgebra
of A.
(13.4). Proposition. Let S, T be subsets of an algebra. We then have
(i) S ⊂ T ⇒ T ′ ⊂ S ′,
(ii) S ⊂ T ⇒ S ′′ ⊂ T ′′,
(iii) S ⊂ S ′′, and S ′ = S ′′′,
(iv) the elements of S commute ⇔ S ⊂ S ′.
Proof. The second statement of (iii): from S ⊂ S ′′ it follows by (i)
that (S ′′)′ ⊂ S ′. Also S ′ ⊂ (S ′)′′. 
(13.5). Definition (the second commutant). Let S be a subset of an
algebra A. The subset S ′′ is called the second commutant of S. It is a
subalgebra of A containing S. It follows from the preceding proposition
that S ′′ is commutative if the elements in S commute.
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(13.6). Proposition. If a is an invertible element of a unital algebra
A, then its inverse a −1 belongs to the second commutant { a }′′ in A.
Proof. See (4.4). 
The following result is sometimes useful.
(13.7). Proposition. Let S be a subset of an algebra A. Let B denote
the second commutant of S in A˜. For b ∈ B ∩ A we then have
spB(b) = spA(b).
Proof. Let b ∈ B ∩ A. We know that spA(b) = sp eA(b), cf. (4.6). We
also have sp eA(b) ⊂ spB(b), cf. (4.10). So assume that (for some λ ∈ C)
the element λe − b is invertible in A˜ with inverse d ∈ A˜. It is enough
to prove that d ∈ B. Since b ∈ B, we have d ∈ { b }′′ ⊂ B′′ = B, cf.
(13.6) and (13.4) (ii) & (iii), as B is a (second) commutant. 
The preceding item is often used in the following form:
(13.8). Theorem (Civin & Yood). Let A be a normed algebra, and let
S be a subset consisting of commuting elements of A. There then exists
a commutative unital closed subalgebra B of A˜ containing S such that
for all b ∈ B ∩A one has spB(b) = spA(b). If A is a normed ∗-algebra,
and if S is normal, then B can be chosen to be a ∗-subalgebra.
Proof. (13.5), (13.3) (ii) & (iii) & (iv), and (13.7). 
This often permits one to reduce proofs to the case of commutative
unital Banach algebras. See for example (14.22) and (17.5) below.
(13.9). Proposition. Let A be a normed ∗-algebra, and let S be a
normal subset of A. The second commutant of S in A then is a closed
commutative ∗-subalgebra of A containing S.
Proof. (13.5) and (13.3) (iii) & (iv). 
(13.10). Definition. Let S be a subset of a normed ∗-algebra A. The
closed ∗-subalgebra of A generated by S is defined as the intersection
of all closed ∗-subalgebras of A containing S. By the preceding propo-
sition, it is commutative if S is normal.
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Please note that when the involution in A is continuous, then the
closed ∗-subalgebra of A generated by a subset S is the closure of
the ∗-subalgebra of A generated by S. This holds in particular for
C*-algebras, and we shall make tacit use of this fact in the sequel.
(13.11). Remark. So far we did not use the full version of the axiom
of choice. (We did use the countable version of the axiom of choice,
however. Namely in using the fact that if S is a subset of a metric
space, then a point in the closure of S is the limit of a sequence in S.)
The next chapter 2 on the Gelfand transformation will make crucial
use of Zorn’s Lemma, which is equivalent to the full version of the
axiom of choice. The ensuing chapter 3 on positive elements, however,
is completely independent of chapter 2, and does not require Zorn’s
Lemma. From a logical point of view, one might well skip the following
chapter 2 if the priority is to use Zorn’s Lemma as late as possible.

CHAPTER 2
The Gelfand Transformation
§ 14. Multiplicative Linear Functionals
(14.1). Definition (multiplicative linear functionals, ∆(A)). If A is
an algebra, then a multiplicative linear functional on A is a non-zero
linear functional τ on A such that τ(ab) = τ(a) τ(b) for all a, b ∈ A. The
set of multiplicative linear functionals on A is denoted by ∆(A). Mul-
tiplicative linear functionals are also called complex homomorphisms.
Please note that if A is unital with unit e, then τ(e) = 1 for all
τ ∈ ∆(A) by τ(e) τ(a) = τ(a) for some a ∈ A with τ(a) 6= 0.
(14.2). Proposition. A multiplicative linear functional τ on a Ba-
nach algebra A is continuous with | τ | ≤ 1.
Proof. Otherwise there would exist a ∈ A with | a | < 1 and τ(a) = 1.
With b :=
∑∞
n=1 a
n, we would then get a + ab = b, and so τ(b) =
τ(a+ ab) = τ(a) + τ(a)τ(b) = 1 + τ(b), a contradiction. 
(14.3). Definition (the Gelfand transform of an element). Let A be
an algebra. For a ∈ A, one defines
â(τ) := τ(a)
(
τ ∈ ∆(A)).
The Gelfand transform of a is the function
â : ∆(A)→ C
τ 7→ â(τ).
(14.4). Proposition (the Gelfand transformation). Let A be a Ba-
nach algebra with ∆(A) 6= ∅. The map
A→ `∞(∆(A))
a 7→ â
then is a contractive algebra homomorphism. It is called the Gelfand
transformation.
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Proof. Let a, b ∈ A, τ ∈ ∆(A). We then have
(̂ab)(τ) = τ(ab) = τ(a) · τ(b) = â (τ) · b̂ (τ) = ( â · b̂ )(τ).
Also
∣∣ â(τ) ∣∣ = | τ(a) | ≤ | a |, cf. (14.2), whence ∣∣ â ∣∣∞ ≤ | a |. 
(14.5). Definition (ideals). Let A be an algebra. A left ideal in A is a
vector subspace I of A such that aI ⊂ I for all a ∈ A. A left ideal I of A
is called proper if I 6= A. A left ideal of A is called a maximal left ideal
or simply left maximal if it is proper and not properly contained in
any other proper left ideal of A. Likewise with “right” or “two-sided”
instead of “left”. If A is commutative, we drop these adjectives.
(14.6). Lemma. In a unital algebra A with unit e, the following state-
ments hold:
(i) a left ideal I in A is proper if and only if e /∈ I,
(ii) an element of A is not left invertible in A if and only if it lies
in some proper left ideal of A.
If A is a unital Banach algebra, then furthermore:
(iii) if a left ideal I of A is proper, so is its closure I,
(iv) a maximal left ideal of A is closed.
Proof. (i) is obvious. (ii) Assume that a lies in a proper left ideal I
of A. If a had a left inverse b, one would have e = ba ∈ I, so that I
would not be proper. Conversely, assume that a is not left invertible.
Consider the left ideal I given by I := {ba : b ∈ A}. Then e /∈ I, so
that a lies in the proper left ideal I. (iii) follows from the fact that
the set of left invertible elements of a unital Banach algebra is an open
neighbourhood of the unit, cf. (5.4). (iv) follows from (iii). 
(14.7). Lemma. A proper left ideal in a unital algebra is contained in
a maximal left ideal.
Proof. Let I be a proper left ideal in a unital algebra A. Let Z be
the set of proper left ideals in A containing I, and order Z by inclusion.
It shall be shown that Z is inductively ordered. So let C 6= ∅ be a
chain in Z. Let J :=
⋃
C. It shall be shown that J ∈ Z. The left
ideal J is proper. Indeed one notes that J does not contain the unit of
A, because otherwise some element of Z would contain the unit. Now
Zorn’s Lemma yields a maximal element of Z. 
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(14.8). Lemma. Let I be a proper two-sided ideal in a unital algebra
A. The unital algebra A/I then is a division ring if and only if I is
both a maximal left ideal and a maximal right ideal.
Proof. Please note first that the algebra A/I is unital because the
two-sided ideal I is proper, cf. (14.6) (i). For b ∈ A \ I, consider the
left ideal
Ab+ I := { ab+ i : a ∈ A, i ∈ I }.
It contains I properly. (Because b ∈ Ab+ I as A is unital, and because
b /∈ I by the assumption on the element b.) It is the smallest left ideal
J in A with I ⊂ J and b ∈ J . The following statements are equivalent.
(We let a := a+ I ∈ A/I for a ∈ A.)
each non-zero element b of A/I is left invertible (please note (4.1)),
for all b 6= 0 in A/I there exists c in A/I with c b = e,
for all b ∈ A \ I there exist c ∈ A, i ∈ I with cb+ i = e,
for all b ∈ A \ I one has e ∈ Ab+ I,
for all b ∈ A \ I one has Ab+ I = A,
for each left ideal J containing I properly, one has J = A,
the proper two-sided ideal I is a maximal left ideal. 
(14.9). Theorem. Let A be a unital Banach algebra. The map τ 7→
ker τ establishes a bijective correspondence between the set ∆(A) of
multiplicative linear functionals τ on A and the set of proper two-sided
ideals in A which are both left maximal and right maximal.
Proof. If τ ∈ ∆(A), then ker τ has co-dimension 1 in A, so the two-
sided ideal ker τ is both left and right maximal. Conversely, for a two-
sided ideal I in A which is both left and right maximal, A/I is a Banach
algebra by (14.6) (iv), and a division ring by (14.8), so isomorphic to C
by the Gelfand-Mazur Theorem (6.2). Let pi be such an isomorphism,
and put τ(a) := pi(a + I) (a ∈ A). Then τ ∈ ∆(A) and ker τ = I.
To see that the map τ 7→ ker τ is injective, let τ1, τ2 ∈ ∆(A), τ1 6= τ2.
Let a ∈ A with τ1(a) = 1, τ2(a) 6= 1. With b := a2 − a we have
τi(b) = τi(a) ·
(
τi(a)− 1
)
. Thus τ1(b) = 0, and either τ2(a) = 0 or else
τ2(b) 6= 0. So either b ∈ ker τ1 \ ker τ2 or a ∈ ker τ2 \ ker τ1. 
In the remainder of this paragraph, we shall mainly consider
commutative Banach algebras. For emphasis, we restate:
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(14.10). Corollary. Let A be a unital commutative Banach algebra.
The map τ 7→ ker τ establishes a bijective correspondence between the
set ∆(A) of multiplicative linear functionals τ on A and the set of
maximal ideals in A.
(14.11). Theorem (abstract form of Wiener’s Theorem). Let A be a
unital commutative Banach algebra. An element a of A is not invertible
in A if and only if â vanishes at some τ in ∆(A).
Proof. (14.6)(ii), (14.7), (14.10). 
(14.12). Theorem. Let A be a commutative Banach algebra. For a ∈
A˜ we then have sp(a) = â
(
∆(A˜)
)
.
Proof. For λ ∈ C, the following statements are equivalent.
λ ∈ sp(a),
λe− a is not invertible in A˜,
̂(λe− a) (τ˜) = 0 for some τ˜ ∈ ∆(A˜), by (14.11)
λ = â
(
τ˜
)
for some τ˜ ∈ ∆(A˜). 
(14.13). Theorem. If A is a commutative Banach algebra without
unit, we have sp(a) = â
(
∆(A)
) ∪ {0} for all a ∈ A. Please note
(4.7).
Proof. For λ ∈ C, the following statements are equivalent.
λ ∈ sp(a),
λ = â
(
τ˜
)
for some τ˜ ∈ ∆(A˜), by (14.12)
either λ = 0 or λ = â (τ) for some τ ∈ ∆(A),
(according as τ˜ vanishes on all of A or not). 
(14.14). Corollary. For a commutative Banach algebra A and a ∈
A, we have
sp(a) \ {0} = â (∆(A)) \ {0}.
(14.15). Theorem. For a commutative Banach algebra A and a ∈ A,
we have ∣∣ â ∣∣∞ = rλ(a).
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Proof. This follows from the preceding corollary by applying the
Spectral Radius Formula. 
(14.16). Corollary. For a commutative C*-algebra A and a ∈ A, we
have ∣∣ â ∣∣∞ = ‖ a ‖.
Proof. By (7.6) we have rλ(a) = ‖ a ‖. 
(14.17). Corollary. If A is a commutative C*-algebra 6= {0}, then
∆(A) 6= ∅ and the Gelfand transformation A → `∞(∆(A)) is iso-
metric.
(14.18). Definition (Hermitian linear functionals). A linear func-
tional ϕ on a ∗-algebra A is called Hermitian if ϕ(a∗) = ϕ(a) for all
a ∈ A.
(14.19). Proposition. A commutative Banach ∗-algebra A is Hermi-
tian precisely when each τ ∈ ∆(A) is Hermitian.
Proof. Let a ∈ A. We then have {τ(a) : τ ∈ ∆(A)}\{0} = sp(a)\{0}.
Thus, if every τ is Hermitian, then sp(a) is real for a Hermitian, so that
A is Hermitian. Conversely, if A is Hermitian, then each τ assumes
real values on Hermitian elements. Given any c ∈ A, however, we can
write c = a + ib with a, b Hermitian, so that for τ ∈ ∆(A) we have
τ(c∗) = τ(a)− iτ(b) = τ(a) + iτ(b) = τ(c). 
(14.20). Corollary. Let A be a Hermitian commutative Banach
∗-algebra with ∆(A) 6= ∅. The Gelfand transformation then is a
∗-algebra homomorphism. In particular, the range of the Gelfand trans-
formation then is a ∗-subalgebra of `∞(∆(A)) (not only a subalgebra).
(14.21). Proposition. Let A be a commutative Banach algebra. For
two elements a, b of A we have
sp(a+ b) ⊂ sp(a) + sp(b)
sp(ab) ⊂ sp(a) sp(b).
Proof. This is an application of (14.12). Indeed, if λ ∈ sp(ab), there
exists τ˜ ∈ ∆(A˜) such that τ˜(ab) = λ. But then λ = τ˜(a) τ˜(b) where
τ˜(a) ∈ sp(a) and τ˜(b) ∈ sp(b). 
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(14.22). Theorem. Let A be a Banach algebra. If a, b are commuting
elements of A, then
sp(a+ b) ⊂ sp(a) + sp(b)
sp(ab) ⊂ sp(a) sp(b).
Proof. This follows from the preceding proposition by an application
of the Theorem of Civin & Yood, cf. (13.8). Indeed, this result says
that there exists a commutative closed subalgebra B of A˜ containing a
and b, such that spA(c) = spB(c) for c ∈ { a, b, a+ b, ab }. 
For the preceding theorem, see also (6.5) and (6.9).
Finally an application to harmonic analysis:
(14.23). Example. Consider the Banach ∗-algebra ` 1(Z), cf. example
(3.5). We are interested in knowing the set of multiplicative linear
functionals of ` 1(Z). To this end we note that a multiplicative linear
functional on ` 1(Z) is determined by its value at δ1. So let τ be a
multiplicative linear functional on ` 1(Z) and put α := τ(δ1). We then
have |α | ≤ 1 by (14.2). But as δ−1 is the inverse of δ1, we also have
τ(δ−1) = α−1 and |α−1 | ≤ 1. This makes that α belongs to the unit
circle: α = e it for some t ∈ R/2piZ. For an integer k, we obtain
τ(δk) =
(
τ(δ1)
)k
= e ikt. This implies that for a ∈ ` 1(Z), we have
â(τ) =
∑
k∈Z
a(k) e ikt.
Conversely, by putting for some t ∈ R/2piZ
τ(a) :=
∑
k∈Z
a(k) e ikt (a ∈ A),
a multiplicative linear functional τ on ` 1(Z) is defined. Indeed, we
compute:
τ(ab) =
∑
k∈Z
(ab)(k) e ikt =
∑
k∈Z
∑
l+m=k
a(l) b(m) e ikt
=
(∑
l∈Z
a(l) e ilt
)
·
(∑
m∈Z
b(m) e imt
)
= τ(a) · τ(b).
As a multiplicative linear functional is determined by its value at δ1, it
follows that ∆
(
` 1(Z)
)
can be identified with R/2piZ. Also, a function
on R/2piZ is the Gelfand transform of an element of ` 1(Z) if and only
if it has an absolutely convergent Fourier expansion.
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From the abstract form of Wiener’s Theorem (14.11), it follows now:
(14.24). Theorem (Wiener). Let f be a function on R/2piZ which
has an absolutely convergent Fourier expansion. If f(t) 6= 0 for all
t ∈ R/2piZ, then also 1/f has an absolutely convergent Fourier
expansion.
This easy proof of Wiener’s Theorem was an early success of the
theory of Gelfand.
Using (14.19), the reader can now check that ` 1(Z) is a Hermitian
Banach ∗-algebra.
We shall return to the non-commutative theory in § 33.
52 2. THE GELFAND TRANSFORMATION
§ 15. The Gelfand Topology
In this paragraph, let A be a Banach algebra.
(15.1).Definition (the Gelfand topology, the spectrum). One imbeds
the set ∆(A) in the unit ball, cf. (14.2), of the dual space of A equipped
with the weak* topology, cf. the appendix (45.3). The relative topo-
logy on ∆(A) is called the Gelfand topology. When equipped with the
Gelfand topology, ∆(A) is called the spectrum of A.
(15.2). Proposition. We have:
(i) the closure ∆(A) is a compact Hausdorff space.
(ii) each point in ∆(A) is either zero or else a multiplicative linear
functional.
Proof. (i) follows from Alaoglu’s Theorem, cf. the appendix (45.6).
(ii): every adherence point of ∆(A) is a linear and multiplicative func-
tional. 
(15.3). Theorem. Either ∆(A) is compact or ∆(A) = ∆(A) ∪ {τ∞}
where τ∞ := 0, in which case ∆(A) is locally compact and ∆(A) is the
one-point compactification of ∆(A).
(15.4). Corollary. If A is unital, then ∆(A) is compact.
Proof. We have τ(e) = 1 for all τ ∈ ∆(A), whence σ(e) = 1 for all
σ ∈ ∆(A) because the property in question is preserved by pointwise
convergence. On the other hand we have τ∞(e) = 0, so that τ∞ /∈ ∆(A),
whence it follows that ∆(A) is compact. 
(15.5). Lemma (the abstract Riemann-Lebesgue Lemma). If ∆(A) 6=
∅, then for all a ∈ A, we have
â ∈ Co
(
∆(A)
)
.
Proof. If ∆(A) is not compact, we have
lim
τ→τ∞
â(τ) = lim
τ→τ∞
τ(a) = τ∞(a) = 0. 
From (14.4) it follows:
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(15.6). Corollary. If ∆(A) 6= ∅, then the Gelfand transformation
a 7→ â is a contractive algebra homomorphism
A→ Co
(
∆(A)
)
.
(15.7). Proposition. Let A be a Hermitian commutative Banach
∗-algebra with ∆(A) 6= ∅. The range of the Gelfand transformation
then is dense in Co
(
∆(A)
)
.
Proof. One applies the Stone-Weierstrass Theorem, see the appendix
(45.10). This requires (14.20). 
The remaining statements in this paragraph concern commutative
C*-algebras, as well as their dual objects: locally compact Hausdorff
spaces.
(15.8). Theorem (the Commutative Gelfand-Na˘ımark Theorem). If
A is a commutative C*-algebra 6= {0}, then the Gelfand transformation
establishes a C*-algebra isomorphism from A onto Co
(
∆(A)
)
.
Proof. It follows from (14.17) that ∆(A) 6= ∅ and that the Gelfand
transformation is isometric, and therefore injective. The Gelfand trans-
formation is a ∗-algebra homomorphism by (14.20). It suffices now to
show that it is surjective. Its range is dense (15.7) and on the other
hand complete (because a 7→ â is isometric) and thus closed. 
Also of great importance is the following result which identifies the
spectrum of a normal element b of a C*-algebra A with the spectrum
(15.1) of the C*-subalgebra of A˜ generated by b, b∗, and e. Please note
that the C*-subalgebra in question is commutative as b is normal.
(15.9). Theorem. Let A be a C*-algebra and let b be a normal element
of A. Denote by B the C*-subalgebra of A˜ generated by b, b∗, and e.
Then b̂ is a homeomorphism from ∆(B) onto spA(b) = spB(b).
Proof. We have spA(b) = spB(b) by (11.8). Furthermore, the map
b̂ is continuous and maps ∆(B) surjectively onto spB(b), cf. (14.12).
It is also injective: if b̂ (τ1) = b̂ (τ2) then τ1
(
p(b, b∗)
)
= τ2
(
p(b, b∗)
)
for
all p ∈ C[z, z]. Since the polynomial functions in b and b∗ are dense
in B, it follows that τ1 = τ2. The continuous bijective function b̂ is
a homeomorphism because its domain ∆(B) is compact and its range
spB(b) is a Hausdorff space, cf. the appendix (45.7). 
54 2. THE GELFAND TRANSFORMATION
The preceding two theorems together yield the so-called “opera-
tional calculus”:
(15.10). Corollary (the operational calculus). Let A be a C*-algebra
and let b be a normal element of A. Let B be the C*-subalgebra of A˜
generated by b, b∗, and e. For f ∈ C(sp(b)), one denotes by f(b) the
element of B satisfying
f̂(b) = f ◦ b̂ ∈ C(∆(B)).
The mapping
C
(
sp(b)
) → B
f 7→ f(b)
is a C*-algebra isomorphism, called the operational calculus for b. It
is the only ∗-algebra homomorphism from C(sp(b)) to B mapping the
identity function to b and the constant function 1 to e. The following
Spectral Mapping Theorem holds:
sp
(
f(b)
)
= f
(
sp(b)
) (
f ∈ C(sp(b))).
Proof. The uniqueness statement follows from (8.4) and the Stone-
Weierstrass Theorem, cf. the appendix (45.10). 
See also (12.1).
Now for locally compact Hausdorff spaces.
If Ω is a locally compact Hausdorff space, then what is the spec-
trum of the commutative C*-algebra Co(Ω)? Precisely Ω, as the next
theorem shows.
(15.11). Theorem. Let Ω be a locally compact Hausdorff space 6= ∅.
Then ∆
(
Co(Ω)
)
is homeomorphic to Ω.
Indeed, for each ω ∈ Ω, consider the evaluation εω at ω given by
εω : Co(Ω)→ C
f 7→ εω(f) := f(ω).
Then the map ω 7→ εω is a homeomorphism Ω → ∆
(
Co(Ω)
)
, and
f̂(εω) = f(ω) for all f ∈ C(Ω) and all ω ∈ Ω. Thus, upon identifying
εω ∈ ∆
(
Co(Ω)
)
with ω ∈ Ω, the Gelfand transformation on Co(Ω)
becomes the identity map.
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Before going to the proof, we note the following corollary.
(15.12). Corollary. Two locally compact Hausdorff spaces Ω, Ω′ 6=
∅ are homeomorphic whenever the C*-algebras Co(Ω), Co(Ω′) are iso-
morphic as ∗-algebras. (Cf. (8.5).) In this sense a locally compact
Hausdorff space Ω is determined up to a homeomorphism by the
∗-algebraic structure of the C*-algebra Co(Ω) alone.
Proof of (15.11). Assume first that Ω is compact, so Co(Ω) = C(Ω).
Clearly each εω is a multiplicative linear functional on C(Ω). The
map ω 7→ εω is injective since C(Ω) separates the points of Ω (by
Urysohn’s Lemma). This map is continuous in the weak* topology
because if ωα → ω, then f(ωα) → f(ω) for all f ∈ C(Ω). It now
suffices to show that this map is surjective onto ∆
(
C(Ω)
)
because a
continuous bijection from a compact space to a Hausdorff space is a
homeomorphism, cf. the appendix (45.7). By corollary (14.10), the
sets Mω := { f ∈ C(Ω) : f(ω) = 0 } (ω ∈ Ω) are maximal ideals in
C(Ω), and it is enough to show that each maximal ideal in C(Ω) is of
this form. It is sufficient to prove that each maximal ideal I in C(Ω)
is contained in some Mω. So let I be a maximal ideal in C(Ω), and
suppose that for each ω ∈ Ω there exists fω ∈ I with fω(ω) 6= 0. The
open sets { fω 6= 0 } (ω ∈ Ω) cover Ω, so by passing to a finite subcover,
we obtain f1, . . . , fn ∈ I such that g :=
∑n
i=1 fifi is > 0 on Ω . Then
g ∈ I would be invertible in C(Ω), contradicting proposition (14.6) (ii).
Next assume that Ω is not compact, and consider the one-point
compactification K of Ω. Let ∞ ∈ K \ Ω be the corresponding point
at infinity. We then may identify Co(Ω) with the set of continuous
complex-valued functions on K vanishing at ∞, and hence we may
identify C(K) with C1Ω ⊕ Co(Ω). That is, C(K) “is” the unitisa-
tion of Co(Ω). This implies that ∆
(
C(K)
)
may be identified with
∆
(
Co(Ω)
) ∪ {τ∞}, where τ∞ := 0. Hence ∆(C(K)) “is” the one-point
compactification of ∆
(
Co(Ω)
)
, cf. (15.3). (It is used that ∆
(
Co(Ω)
)
is not compact, for else Co(Ω) would be unital by the commutative
Gelfand-Na˘ımark Theorem (15.8).) From the preceding paragraph, we
have that the map ω 7→ εω is a homeomorphism from K onto ∆
(
C(K)
)
,
and thus restricts to a homeomorphism from Ω onto ∆
(
Co(Ω)
)
. 
It also follows that there is a bijective correspondence between the
equivalence classes of commutative C*-algebras modulo ∗-algebra iso-
morphism and the equivalence classes of locally compact Hausdorff
spaces modulo homeomorphism.
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§ 16. The Stone-Cˇech Compactification
(This paragraph can be skipped at first reading. Although this is
the right time in a mathematician’s education to acquire the present
material.)
We first have to fix some terminology.
(16.1). Definition (completely regular spaces). A topological space
Ω is called completely regular if it is Hausdorff, and if for every non-
empty proper closed subset C of Ω and every point ω ∈ Ω \ C there
exists a continuous function f on Ω taking values in [0, 1] such that f
vanishes on C and f(ω) = 1.
Please note that every subspace of a completely regular Hausdorff
space is itself a completely regular Hausdorff space.
For example every normal Hausdorff space is completely regular
by Urysohn’s Lemma. In particular, every compact Hausdorff space
is completely regular. It follows that every locally compact Hausdorff
space is completely regular (by considering the one-point compactifi-
cation).
(16.2). Definition (compactification). A compactification of a Haus-
dorff space Ω is a pair (K,φ), where K is a compact Hausdorff space,
and φ is a homeomorphism of Ω onto a dense subset of K. We shall
identify Ω with its image φ(Ω) ⊂ K, and simply speak of “the com-
pactification K of Ω”.
Please note that at most completely regular Hausdorff spaces can
have a compactification.
For example ([−1, 1], tanh) is a compactification of R.
(16.3). Definition (equivalence of compactifications). Any two com-
pactifications (K1, φ1), (K2, φ2) of a Hausdorff space Ω are said to be
equivalent in case there exists a homeomorphism θ : K1 → K2 with
θ ◦ φ1 = φ2.
(16.4). Definition (completely regular algebras). Let Ω 6= ∅ be a
Hausdorff space, and let A be a unital C*-subalgebra of Cb(Ω). One
says that A is completely regular if for every non-empty proper closed
subset C of Ω and for every point ω ∈ Ω \C, there is a function f ∈ A
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taking values in [0, 1] such that f vanishes on C and f(ω) = 1. In
particular Ω is completely regular if and only if the unital C*-algebra
Cb(Ω) is completely regular.
We can now characterise all compactifications of a completely
regular Hausdorff space:
(16.5). Theorem (all compactifications). Let Ω 6= ∅ be a completely
regular Hausdorff space. The following statements hold.
(i) If A is a completely regular unital C*-subalgebra of Cb(Ω)
then (∆(A), ε) is a compactification of Ω, where ε is the map
associating with each ω ∈ Ω the evaluation εω at ω of the
functions in A. For f ∈ A, there exists a (necessarily unique)
function g ∈ C(∆(A)) with f = g ◦ ε. It is interpreted as the
“continuation of f to the compactification”. It is given as the
Gelfand transform of f .
(ii) If (K,φ) is a compactification of Ω, then
AK := { g ◦ φ : g ∈ C(K) } ⊂ Cb(Ω)
is a completely regular unital C*-subalgebra of Cb(Ω), and the
“restriction map” C(K) → AK, g 7→ g ◦ φ is a C*-algebra
isomorphism. The compactification (K,φ) then is equivalent
to the compactification associated with A := AK as in (i).
(iii) Two compactifications K, K ′ of Ω are equivalent if and only
if AK = AK′.
In other words, the equivalence classes of compactifications K of Ω are
in bijective correspondence with the spectra of the completely regular
unital C*-subalgebras AK of Cb(Ω). The AK consisting of those func-
tions in Cb(Ω) which have a continuation to K.
Proof. (i): Let A be a completely regular unital C*-subalgebra of
Cb(Ω). Then ∆(A) is a compact Hausdorff space by (15.4). For ω ∈ Ω,
the evaluation εω at ω of the functions in A is a multiplicative linear
functional on A because it is non-zero as A is unital in Cb(Ω). The map
ε : ω 7→ εω thus takes Ω to ∆(A). Moreover the Gelfand transform g
of a function f in A satisfies f = g ◦ ε as f(ω) = εω(f) = g(εω)
for all ω ∈ Ω. The set ε(Ω) is dense in ∆(A). For otherwise there
would exist a non-zero continuous function g on ∆(A) vanishing on
ε(Ω). (By Urysohn’s Lemma.) The Commutative Gelfand-Na˘ımark
Theorem (15.8) would imply that there exists a unique function f ∈ A
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whose Gelfand transform is g, and since g 6= 0, one would have f 6= 0,
contradicting f = g ◦ ε = 0. The map ε : Ω → ∆(A) is injective
because A separates the points of Ω. (As A is completely regular
and Ω is Hausdorff.) This map is continuous in the weak* topology
because if ωα → ω then f(ωα) → f(ω) for all f ∈ A. To see that
ε is a homeomorphism from Ω onto ε(Ω), it remains to show that
ε : Ω→ ε(Ω) is open. So let U be a non-empty proper open subset of
Ω. For ω ∈ U , let f ∈ A such that f vanishes on Ω \ U and f(ω) = 1.
Denote by g the Gelfand transform of f . The set V := g−1(C \ {0})
is an open neighbourhood of εω in ∆(A). Now the set ε(U) contains
V ∩ ε(Ω) and so is a neighbourhood of εω in ε(Ω). Therefore ε(U) is
open in ε(Ω).
(ii): Let (K,φ) be a compactification of Ω. The map from C(K) to
AK given by g 7→ g ◦ φ, is interpreted as “restriction to Ω”. It clearly
is a ∗-algebra homomorphism. It is isometric (and thus injective) by
density of φ(Ω) in K. Hence the range AK of this map is complete, and
thus a unital and completely regular C*-subalgebra of Cb(Ω). Since the
above map is surjective by definition, it is a C*-algebra isomorphism.
It shall next be shown that (K,φ) is equivalent to the compactification
associated with A := AK as in (i). For x ∈ K, consider θx : f → g(x),
(f ∈ AK), where g is the unique function in C(K) such that f = g ◦ φ,
see above. Then θx is a multiplicative linear functional on AK because
it is non-zero as AK is unital in Cb(Ω). Now the map θ : K → ∆(AK),
x 7→ θx is the desired homeomorphism K → ∆(AK). Indeed, this map
is a homeomorphism by theorem (15.11) because AK is essentially the
same C*-algebra as C(K), see above. It is also clear that θ ◦ φ = ε.
(iii) follows essentially from the last statement of (ii). 
For example if Ω 6= ∅ is a locally compact Hausdorff space which
is not compact, then the one-point compactification of Ω is associated
with C1Ω ⊕ Co(Ω), as is easily seen.
(16.6). Definition (Stone-Cˇech compactification). Let (K,φ) be a
compactification of a Hausdorff space Ω. Then (K,φ) is called a
Stone-Cˇech compactification of Ω if every f ∈ Cb(Ω) is of the form
f = g ◦ φ for some g ∈ C(K). The function g then is uniquely deter-
mined by density of φ(Ω) in K.
In other words, a Stone-Cˇech compactification of a Hausdorff space
Ω is a compact Hausdorff space K containing Ω as a dense subset, such
that every function f ∈ Cb(Ω) has a (necessarily unique) continuation
to K.
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(16.7). Corollary. Let Ω be a completely regular Hausdorff space.
There then exists a Stone-Cˇech compactification of Ω, and it is unique
within equivalence. It is denoted by (βΩ, ε), or simply by βΩ.
Proof. Apply theorem (16.5) above with A := Cb(Ω) if Ω 6= ∅. 
Hence the following memorable result.
(16.8). Corollary. A Hausdorff space is completely regular if and
only if it is homeomorphic to a subspace of a compact Hausdorff space.
(16.9). Theorem (the universal property). Let Ω 6= ∅ be a completely
regular Hausdorff space. The Stone-Cˇech compactification (βΩ, ε) of Ω
enjoys the following universal property. Let K be a compact Hausdorff
space, and φ be a continuous function Ω → K. Then φ has a (neces-
sarily unique) continuation to βΩ. That is, there exists a (necessarily
unique) continuous function φ˜ : βΩ → K with φ˜ ◦ ε = φ. If (K,φ) is
a compactification of Ω, then φ˜ is surjective. This shows among other
things that the Stone-Cˇech compactification βΩ of Ω is the “largest”
compactification of Ω in the sense that any other compactification of Ω
is a continuous image of βΩ.
Proof. Put A := Cb(Ω) and B := C(K). Let (βK, i) be the Stone-
Cˇech compactification of K. Then βK is homeomorphic to K as K
is compact. The map φ induces an “adjoint” map pi : B → A by
putting pi(g) := g ◦ φ, (g ∈ B). The map pi is a unital ∗-algebra
homomorphism, and hence induces in turn a “second adjoint” map
pi∗ : ∆(A) → ∆(B), by letting pi∗(τ) := τ ◦ pi (τ ∈ ∆(A)). The map
pi∗ is continuous by the universal property of the weak* topology, cf.
the appendix (45.3). We have pi∗ ◦ ε = i ◦ φ as for ω ∈ Ω, g ∈ B, one
computes(
(pi∗ ◦ ε)(ω))(g) = (pi∗(εω))(g) = (εω ◦ pi)(g) = εω(pi(g)) = εω(g ◦ φ)
= (g ◦ φ)(ω) = g(φ(ω)) = (i(φ(ω)))(g) = ((i ◦ φ)(ω))(g).
Now let φ˜ := i−1 ◦ pi∗. This map is continuous because i is open. Also
φ˜ ◦ ε = i−1 ◦ pi∗ ◦ ε = φ as required. Finally, if (K,φ) is a compacti-
fication, then φ(Ω) is dense in K. Then φ˜(βΩ) is dense in K the more,
and also compact, so that φ˜(βΩ) = K. 

CHAPTER 3
Positive Elements
§ 17. The Positive Cone in a Hermitian Banach ∗-Algebra
(17.1). Reminder (cone). A cone in a real vector space V is a non-
empty subset C of V such that for c ∈ C and λ > 0 also λc ∈ C.
(17.2). Definition (positive elements). Let A be a ∗-algebra. We
shall denote by
A+ := { a ∈ Asa : spA(a) ⊂ [0,∞[ }
the set of positive elements in A. To indicate that an element a ∈ A
is positive, we shall also write a ≥ 0. We stress that positive elements
are required to be Hermitian. The set of positive elements in A is a
cone in Asa.
(17.3). Proposition. Let pi : A → B be a ∗-algebra homomorphism
from a ∗-algebra A to a ∗-algebra B. If a ∈ A+, then pi(a) ∈ B+.
Proof. sp
(
pi(a)
) \ {0} ⊂ sp(a) \ {0}, cf. (4.9). 
(17.4). Proposition. Let A be a normed ∗-algebra. Let B be a Her-
mitian complete ∗-subalgebra of A. (Cf. (11.5).) For b ∈ B, we have
b ∈ B+ ⇔ b ∈ A+.
Proof. spB(b) \ {0} = spA(b) \ {0}, cf. (11.8). 
(17.5). Theorem ((in-)stability of A+ under multiplication). Let A be
a Hermitian Banach ∗-algebra. If a, b ∈ A+, then the product ab is in
A+ if and only if a and b commute.
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Proof. For the “only if” part, see (1.10). Assume now that a, b ∈ A+
commute. We can then assume that A is commutative and unital by
an application of the Theorem of Civin & Yood, cf. (13.8). Indeed, this
result says that there exists an automatically Hermitian (11.5) commu-
tative unital closed ∗-subalgebra B of A˜ containing a and b, such that
spA(c) = spB(c) for c ∈ { a, b, ab }. Now the elements 1ne + a (n ≥ 1)
have Hermitian square roots an = an
∗, cf. (9.5). The elements 1
n
e + b
(n ≥ 1) have Hermitian square roots bn = bn∗. The elements anbn
are Hermitian by commutativity, and so have real spectrum. Hence
sp
(
(anbn)
2) ⊂ R+ for all n (Rational Spectral Mapping Theorem).
The continuity of the spectrum function in a commutative Banach
algebra (6.9) shows that
ab = lim
n→∞
an
2 bn
2 = lim
n→∞
(anbn)
2 ≥ 0. 
Our next aim is the Shirali-Ford Theorem (17.14). On the way,
we shall see that the set of positive elements of a Hermitian Banach
∗-algebra A is a closed convex cone in Asa.
(17.6). Proposition. Let A be a Hermitian Banach ∗-algebra. For
two Hermitian elements a = a∗, b = b∗ of A, we have
rλ(ab) ≤ rλ(a) rλ(b).
Proof. By (11.3) (i) ⇒ (iii), we have
rλ(ab) ≤ rσ(ab) = rλ(baab) 1/2 = rλ
(
a 2 b 2
) 1/2
where we have made use of the fact that rλ(cd) = rλ(dc) for c, d ∈ A,
cf. (6.4). By induction it follows that
rλ(ab) ≤ rλ
(
a ( 2
n) b ( 2
n)
) 1 / ( 2 n )
≤ ∣∣ a ( 2 n) ∣∣ 1 / ( 2 n ) · ∣∣ b ( 2 n ) ∣∣ 1 / ( 2 n )
for all n ≥ 1. It remains to take the limit for n→∞. 
(17.7). Theorem. If A is a Hermitian Banach ∗-algebra then A+ is a
convex cone in Asa.
Proof. Let a, b be positive elements of A. It shall be shown that a+ b
is positive. Upon replacing a, b by suitable multiples, it suffices to show
that e + a + b is invertible. Since e + a and e + b are invertible, we
may define c := a (e+ a)−1, d := b (e+ b)−1. The Rational Spectral
Mapping Theorem yields rλ(c) < 1 and rλ(d) < 1. The preceding
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proposition then gives rλ(cd) < 1, so e− cd is invertible. We now have
(e+ a) (e− cd) (e+ b) = e+ a+ b, so that e+ a+ b is invertible. 
(17.8). Proposition. Let A be a Hermitian Banach ∗-algebra. Let
a = a∗, b = b∗ be Hermitian elements of A. We then have
rλ(a+ b) ≤ rλ(a) + rλ(b),
whence also
| rλ(a)− rλ(b) | ≤ rλ(a− b) ≤ | a− b |.
It follows that rλ is uniformly continuous on Asa.
Proof. We have
rλ(a) e± a ≥ 0, rλ(b) e± b ≥ 0,
and so, by (17.7) (
rλ(a) + rλ(b)
)
e± (a+ b) ≥ 0,
whence
rλ(a+ b) ≤ rλ(a) + rλ(b). 
(17.9). Lemma. Let A be a Banach algebra, and let a be an element of
A with real spectrum. For τ ≥ rλ(a), we have
min sp(a) = τ − rλ(τe− a).
(Please note that sp(τe− a) ⊂ [0,∞[.) Hence the following statements
are equivalent.
(i) sp(a) ⊂ [0,∞[,
(ii) rλ(τe− a) ≤ τ .
Proof. For τ ≥ rλ(a), we obtain
rλ(τe− a) = max { |α | : α ∈ sp(τe− a) }
= max { |α | : α ∈ τ − sp(a) }
= max { | τ − λ | : λ ∈ sp(a) }
= max { τ − λ : λ ∈ sp(a) }
= τ −min sp(a). 
(17.10). Theorem. If A is a Hermitian Banach ∗-algebra then A+ is
closed in Asa.
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Proof. Let (an) be a sequence in A+ converging to an element a of
Asa. There then exists τ ≥ 0 such that τ ≥ | an | ≥ rλ(an) for all n. It
follows that also τ ≥ | a | ≥ rλ(a). By (17.8) and (17.9), we have
rλ(τe− a) = limn→∞ rλ(τe− an) ≤ τ. 
(17.11). Theorem. If A is a Hermitian Banach ∗-algebra then A+ is
a closed convex cone in Asa.
Proof. This is the theorems (17.7) and (17.10). 
(17.12). Theorem. Let A be a Banach ∗-algebra. Let α ≥ 2 and put
β := α + 1. The following statements are equivalent.
(i) A is Hermitian,
(ii) for each a ∈ A one has sp(a∗a) ⊂ [−λ, λ],
where λ := max
(
( sp(a∗a) ∩R+ ) ∪ { 0 }
)
,
(iii) for all a ∈ A with rσ(a) ≤ 1, one has rσ(c) ≤ 1,
where c := α −1(βa− aa∗a),
(iv) sp(a∗a) does not contain any λ < 0 whenever a ∈ A.
(v) e+ a∗a is invertible in A˜ for all a ∈ A.
(17.13). Remark. In their definition of a C*-algebra, Gelfand and
Na˘ımark had to assume that e+a∗a is invertible in A˜ for all a ∈ A. The
above theorem reduces this to showing that a C*-algebra is Hermitian
(11.4). Before going to the proof, we note the following consequence.
(17.14). Theorem (the Shirali-Ford Theorem). A Banach ∗-algebra
A is Hermitian if and only if a∗a ≥ 0 for all a ∈ A.
Proof of (17.12). The proof is a variant of the one in the book of
Bonsall and Duncan [23], and uses a polynomial rather than a rational
function.
(i) ⇒ (ii). Assume that A is Hermitian, let a ∈ A, and let λ be as
in (ii). We obtain sp(a∗a) ⊂ ] −∞, λ ] as a∗a is Hermitian. Let now
a = b + ic where b, c ∈ Asa. We then have aa∗ + a∗a = 2(b 2 + c 2),
whence λe+aa∗ = 2(b 2+c 2)+(λe−a∗a) ≥ 0 by convexity of A˜+ (17.7),
so that sp(aa∗) ⊂ [−λ,∞[. One concludes that sp(a∗a) ⊂ [−λ, λ] as
sp(a∗a) \ {0} = sp(aa∗) \ {0}, cf. (4.11).
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Intermediate step. Consider the polynomial p(x) = α −2 x (β − x) 2.
If c is as in (iii), then c∗c = p(a∗a), whence sp(c∗c) = p
(
sp(a∗a)
)
. Please
note that p(1) = 1 and hence p(x) ≤ 1 for all x ≤ 1 by monotony.
(ii)⇒ (iii). Assume that (ii) holds. Let a ∈ A with rσ(a) ≤ 1. Then
sp(a∗a) ⊂ [−1, 1] by (ii). Let c be as in (iii). Then sp(c∗c) ⊂ ]−∞, 1] by
the intermediate step. Again by (ii), it follows that sp(c∗c) ⊂ [−1, 1].
(iii) ⇒ (iv). Assume that (iii) holds and that (iv) does not hold.
Let δ := − inf ⋃ a ∈ A, rσ(a) ≤ 1 sp(a∗a) ∩ R. We then have δ > 0.
It follows that there exists a ∈ A, γ > 0, such that rσ(a) ≤ 1, −γ ∈
sp(a∗a), and γ ≥ (α/β) 2 δ. With c as in (iii), we then have rσ(c) ≤ 1
by assumption. The definition of δ and the intermediate step then
imply p(−γ) ≥ −δ, that is α −2 γ (β + γ) 2 ≤ δ. Hence, using γ > 0,
we obtain the contradiction γ < (α/β) 2δ.
(iv) ⇒ (v) is trivial.
(v) ⇒ (i). Assume that (v) holds. Let a = a∗ be a Hermitian
element of A. Then −1 /∈ sp(a 2), so that i /∈ sp(a) by the Rational
Spectral Mapping Theorem. It follows via (11.3) (ii) ⇒ (i) that A is
Hermitian. 
(17.15). Lemma. Let pi : A→ B be a ∗-algebra homomorphism from a
Banach ∗-algebra A to a Banach ∗-algebra B. If B is Hermitian, and
if
rσ
(
pi(a)
)
= rσ(a) for all a ∈ A,
then A is Hermitian.
Proof. This follows from (17.12) (i) ⇔ (iii). 
(17.16). Theorem (stability of A+ under ∗-congruence). If A is a Her-
mitian Banach ∗-algebra, and a ∈ A+, then c∗ac ∈ A+ for every c ∈ A˜.
Proof. The elements 1
n
e + a (n ≥ 1) have Hermitian square roots
bn = bn
∗ in A˜sa, cf. (9.5). It follows that
c∗ac = lim
n→∞
c∗bn
2c = lim
n→∞
(bnc)
∗(bnc) ≥ 0,
cf. (17.14) and (17.10). 
We also give the next result, in view of its strength, exhibited by
the ensuing corollary.
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(17.17). Proposition. Let A be a Banach ∗-algebra. Let α ≥ 2 and
put β := α + 1. The following statements are equivalent.
(i) A is Hermitian,
(ii) for each a ∈ Asa one has sp
(
a 2
) ⊂ [−λ, λ],
where λ := max
(
( sp
(
a 2
) ∩R+ ) ∪ { 0 } ),
(iii) for all a ∈ Asa with rλ(a) ≤ 1, one has rλ(c) ≤ 1,
where c := α −1
(
βa− a 3),
(iv) for all a ∈ Asa with rλ(a) ≤ 1, and all λ ∈ sp(a),
one has
∣∣α −1λ (β − λ 2) ∣∣ ≤ 1,
(v) sp
(
a 2
)
does not contain any λ < 0 for all a ∈ Asa.
(vi) e+ a 2 is invertible in A˜ for all a ∈ Asa.
Proof. The proof follows the lines of the proof of theorem (17.12), cf.
(7.2). 
(17.18). Corollary. A Banach ∗-algebra A is Hermitian if (and only
if) there exists a compact subset S of the open unit disc, such that
a ∈ Asa and rλ(a) ≤ 1 together imply sp(a) ⊂ [−1, 1 ] ∪ S.
Proof. Let A be a Banach ∗-algebra. Assume that S is a compact
subset of the open unit disc such that a ∈ Asa and rλ(a) ≤ 1 together
imply sp(a) ⊂ [−1, 1 ] ∪ S. To show that A is Hermitian, one applies
(iv) of the preceding proposition with α ≥ 2 so large that
α/(α + 2) ≥ max { |λ | : λ ∈ S }.
Indeed, with β := α + 1 we have the following. Let a ∈ Asa with
rλ(a) ≤ 1, and let λ ∈ sp(a). If λ does not belong to [−1, 1 ], then it
belongs to S, whence
|λ | ≤ α/(α + 2) = α/(β + 1) ≤ α/∣∣ β − λ 2 ∣∣,
Also, if λ belongs to [−1, 1 ], then∣∣α −1λ (β − λ 2) ∣∣ ≤ 1
by differential calculus. 
(17.19). Remark. Some of the preceding results have easy proofs
in presence of commutativity, using multiplicative linear functionals.
Also, in (17.5), the assumption that A be Hermitian can be dropped,
cf. (14.22). Our proofs leading to these facts however use the Lemma
of Zorn, cf. the remark (13.11).
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§ 18. The Polar Factorisation of Invertible Elements
(18.1). Definition (polar factorisation). If A is a Hermitian Banach
∗-algebra, and if a ∈ A˜ is invertible, then a pair (u, p) ∈ A˜ × A˜ shall
be called a polar factorisation of a, when
a = up, with u unitary in A˜, and p positive in A˜.
We stress that this is a good definition only for invertible elements.
(18.2). Theorem (existence and uniqueness of a polar factorisation).
Let A be a Hermitian Banach ∗-algebra. An invertible element a of
A˜ has a unique polar factorisation (u, | a |). The element | a | is the
unique positive square root of a∗a in A˜. It is called the absolute value
of a. (Even though the notation clashes with the notation for the norm.)
Proof. If (u, p) is a polar factorisation of a, then a∗a = p 2. Indeed
a∗a = (up)∗(up) = pu∗up = p 2 since p = p∗ (as p is positive), and
because u∗u = e (as u is unitary). In other words p must be a positive
square root of a∗a. We shall show next existence and uniqueness of a
positive square root of a∗a in A˜.
The Shirali-Ford Theorem (17.14) says that since A˜ is Hermitian,
we have a∗a ≥ 0. In particular sp(a∗a) ⊂ [0,∞[. Also, with a, the
elements a∗ and a∗a are invertible (with respective inverses
(
a −1
)∗
and
a −1
(
a −1
)∗
). Thus sp(a∗a) ⊂ ]0,∞[. It follows from theorem (9.5)
that a∗a has a unique square root with spectrum contained in ]0,∞[.
Furthermore this square root is Hermitian, cf. the same theorem. We
shall denote this square root with | a |. Then | a | is an invertible positive
element of A˜ with | a | 2 = a∗a. Please note also that this square root
also is unique within all positive elements of A˜, cf. the same theorem.
Since | a | is invertible, the equation a = u | a | implies u = a | a | −1.
In particular, u is uniquely determined, and so there is at most one
polar factorisation of a. We can also use this formula to define u. We
note that u := a | a | −1 satisfies u∗u = e because
u∗u =
( | a | −1 )∗ a∗ a | a | −1 = ( | a | −1 )∗ | a | 2 | a | −1 = e.
We also note that u is invertible, as a is invertible by assumption. So
u has u∗ as a left inverse, as well as some right inverse. It follows from
(4.1) that u∗ is an inverse of u, i.e. the element u is unitary. In other
words, a polar factorisation of a exists, and the proof is complete. 
The reader will recognise the terms below from Hilbert space theory.
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(18.3). Definition (idempotents and involutory elements). Let A be
an algebra. One says that p ∈ A is an idempotent, if p 2 = p. One says
that a ∈ A˜ is involutory, if a 2 = e, that is, if a = a−1.
(18.4).Definition (projections and reflections). LetA be a ∗-algebra.
One says that p ∈ A is a projection, if p is a Hermitian idempotent:
p∗ = p = p 2.
Two projections p and q in A are called orthogonal, if p q = 0. Then
also q p = 0 by taking adjoints.
Two projections p and q in A˜ are called complementary, if they are
orthogonal, and if p+ q = e.
One says that u ∈ A˜ is a reflection, if u is both Hermitian and
unitary: u = u∗ = u−1.
(18.5). Example. If p and q are two complementary projections in a
unital ∗-algebra, then p− q is a reflection. Indeed, one computes:
(p−q)∗(p−q) = (p−q)(p−q)∗ = (p− q) 2 = p 2+q 2−p q−q p = p+q = e.
(18.6). Theorem (the structure of reflections). Let u be a reflection
in a unital ∗-algebra. Then the following statements hold.
(i) u is involutory: u 2 = e,
(ii) sp(u) ⊂ {−1, 1},
(iii) we have u = p − q, where the elements p := 1
2
( e + u ) and
q := 1
2
( e− u ) are complementary projections.
Proof. The element u is involutory because u = u∗ = u−1 implies
that u 2 = e. It follows from the Rational Spectral Mapping Theorem
that sp(u) ⊂ {−1, 1}. Next, the elements p and q as in (iii) obviously
are Hermitian, and we have p − q = u as well as p + q = e. To show
that p and q are idempotents, we note that(
e± u
2
)2
=
e 2 + u 2 ± 2u
4
=
2e± 2u
4
=
e± u
2
.
To show that the projections p and q are orthogonal, we calculate:
p q =
1
2
( e+ u ) · 1
2
( e− u ) = 1
4
( e 2 − u 2 ) = 0. 
(18.7). Corollary. In a unital ∗-algebra, the reflections are precisely
the differences of complementary projections.
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(18.8). Theorem (orthogonal decomposition). If A is a Hermitian
Banach ∗-algebra, and if a is an invertible Hermitian element of A˜,
there exists a unique decomposition a = a+−a−, with a+ and a− positive
elements of A˜ satisfying a+ a− = a− a+ = 0, namely a+ = 12
( | a |+ a )
and a− = 12
( | a | − a ).
Proof. To show uniqueness, let 0 ≤ a+, a− ∈ A˜ with a = a+ − a−,
and a+ a− = a− a+ = 0. Then a 2 = (a+ − a−) 2 = (a+ + a−) 2, whence
a+ + a− ≥ 0 (17.7) is a positive square root of a 2 = a∗a. This makes
that a+ + a− = | a |, the absolute value of a, cf. theorem (18.2). The
elements a+ and a− now are uniquely determined by the linear system
a+−a− = a, a++a− = | a |, namely a+ = 12
( | a |+a ), a− = 12 ( | a |−a ).
Now for existence. By theorem (18.2), there exists a unique unitary
u ∈ A˜ such that a = u | a |. It has also been noted in the statement of
this theorem that | a | is the unique positive square root of a∗a = a 2 in
A˜. Please note that with a and u, also the elements a 2 and | a | = u −1 a
are invertible. (The set of invertible elements of A˜ forming a group.)
We need to show that the elements a, | a |, | a | −1, u commute pair-
wise. Theorem (9.5) says that | a | is in the closed subalgebra of A˜
generated by a∗a = a 2. It follows that if c ∈ A˜ commutes with a 2,
then c also commutes with | a |, and thus also with | a | −1, cf. (4.4).
Choosing c := a, we see that a commutes with | a | and | a | −1. Hence
a also commutes with u = a | a | −1. Choosing c := u, we see that u
commutes with | a | and | a | −1. The elements a, | a |, | a | −1, u thus
commute pairwise.
Our intuition says that u should be Hermitian because a is so. In-
deed u = a | a | −1 is Hermitian by the commutativity of a and | a | −1,
cf. (1.10). This makes that u is a Hermitian unitary element, that is:
a reflection, and thus of the form u = p − q with p and q two com-
plementary projections in A˜, cf. (18.6). We can now put a+ := p | a |,
a− := q | a |. Please note that a projection in A˜ is positive by the Ratio-
nal Spectral Mapping Theorem. So, to see that the elements a+ and a−
are positive, we need to show that our two projections commute with
| a |, cf. theorem (17.5). This however follows from the commutativity
of u and | a | by the special form of our projections, see theorem (18.6)
(iii). The commutativity of our two projections with | a | is used again
in the following two calculations: a+ a− = p | a | q | a | = p q | a | 2 = 0,
and a− a+ = q | a | p | a | = q p | a | 2 = 0 by the orthogonality of our two
projections. Also a = u | a | = (p− q) | a | = a+ − a−. 
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A stronger result holds in C*-algebras, cf. theorem (19.13) below.
We have again avoided the Gelfand transformation, see our remarks
(13.11) and (17.19).
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§ 19. The Order Structure in a C*-Algebra
In this paragraph, let (A, ‖ · ‖) be a C*-algebra.
(19.1). Theorem. We have A+ ∩ (−A+) = {0}.
Proof. For a ∈ A+ ∩ (−A+), one has sp(a) = {0}, whence ‖ a ‖ =
rλ(a) = 0, cf. (7.6), so that a = 0. 
(19.2). Definition (proper convex cone). A convex cone C in a real
vector space is called proper if C ∩ (−C) = {0}.
The positive cone A+ thus is a proper closed convex cone in Asa.
(19.3). Definition (ordered vector space). Let B be a real vector
space and let C be a proper convex cone in B. By putting
a ≤ b :⇔ b− a ∈ C (a, b ∈ B),
one defines an order relation in B. In this way B becomes an ordered
vector space in the following sense:
(i) a ≤ b⇒ a+ c ≤ b+ c (a, b, c ∈ B)
(ii) a ≤ b⇒ λa ≤ λb (a, b ∈ B, λ ∈ R+).
The Hermitian part Asa thus is an ordered vector space.
(19.4). Proposition. For a ∈ Asa we have −‖ a ‖ e ≤ a ≤ ‖ a ‖ e.
(19.5). Theorem (a 1/2). A positive element a ∈ A has a unique pos-
itive square root, which is denoted by a 1/2. It belongs to the closed
subalgebra of A generated by a. (Which also is the C*-subalgebra of A
generated by a.)
Proof. This is a restatement of theorem (12.3). 
(19.6). Theorem. For a ∈ A, the following statements are equivalent.
(i) a ≥ 0,
(ii) a = b 2 for some b in A+,
(iii) a = c∗c for some c in A.
Proof. (iii) ⇒ (i): the Shirali-Ford Theorem (17.14). 
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(19.7). Theorem. Let pi : A→ B be a ∗-algebra homomorphism from
A to a ∗-algebra B. Then pi is injective if and only if a ∈ A+ and
pi(a) = 0 imply a = 0.
Proof. If 0 6= b ∈ kerpi, then 0 6= b∗b ∈ kerpi∩A+ by the C*-property
(2.8) and the preceding theorem. 
(19.8). Definition. The absolute value of a ∈ A is defined as
| a | := (a∗a) 1/2.
This is compatible with theorem (18.2) above.
(19.9). Theorem. If pi is a ∗-algebra homomorphism from A to an-
other C*-algebra, then
pi
( | a | ) = ∣∣ pi(a) ∣∣ for all a ∈ A.
Proof. It suffices to note that pi
( | a | ) is the positive square root of
pi(a)∗pi(a). Indeed pi
( | a | ) ≥ 0 as | a | ≥ 0, cf. (17.3), and pi ( | a | ) 2 =
pi
( | a | 2 ) = pi(a∗a) = pi(a)∗pi(a). 
(19.10). Proposition. For a ∈ A, we have
‖ | a | ‖ = ‖ a ‖ as well as rσ(a) = rλ
( | a | ).
Proof. One calculates with (6.3):
‖ | a | ‖ 2 = rλ
( | a | ) 2 = rλ( | a | 2 ) = rλ(a∗a) = rσ(a) 2 = ‖ a ‖ 2. 
(19.11). Proposition. For a, b ∈ Asa, if 0 ≤ a ≤ b, then ‖ a ‖ ≤
‖ b ‖.
Proof. If 0 ≤ a ≤ b then b ≤ ‖ b ‖ e and b ± a ≥ 0. It follows that
‖ b ‖ e± a ≥ 0, whence ‖ b ‖ ≥ rλ(a) = ‖ a ‖. 
(19.12). Corollary. For a, b ∈ A, if | a | ≤ | b |, then also ‖ a ‖ ≤
‖ b ‖.
Proof. If | a | ≤ | b |, then ‖ | a | ‖ ≤ ‖ | b | ‖, cf. (19.11), which is the
same as ‖ a ‖ ≤ ‖ b ‖, cf. (19.10). 
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(19.13). Theorem (the orthogonal decomposition). For a Hermitian
element a = a∗ of A, one defines
a+ :=
1
2
( | a |+ a ) and a− := 1
2
( | a | − a ).
We then have
(i) a+, a− ∈ A+,
(ii) a = a+ − a−,
(iii) a+ a− = a− a+ = 0,
and these properties characterise a+, a− uniquely.
This is compatible with theorem (18.8) above.
Proof. We shall first show uniqueness. So let a1, a2 ∈ A+ with a =
a1 − a2 and a1 a2 = a2 a1 = 0. We obtain | a | 2 = a 2 = (a1 − a2) 2 =
(a1 + a2)
2, whence | a | = a1 + a2 by the uniqueness of the positive
square root in A, and so a1 = a+, a2 = a−.
We shall next prove that a+ and a− do enjoy these properties. (ii) is
clear. (iii) holds because for example a+ a− = 14
( | a |+a ) ( | a |−a ) =
1
4
( | a | 2 − a 2 ) = 0. For the proof of (i) we make use of the weak
form of the operational calculus (12.1). Let “abs” denote the function
t → | t | on sp(a), and let “id” denote the identity function on sp(a).
We have a = id(a) by a defining property of the operational calculus.
We also have | a | = (a∗a) 1/2 = ( a 2 ) 1/2 = abs(a) by (12.2) together
with the uniqueness of the positive square root. Now consider the
functions on sp(a) given by f+ :=
1
2
(abs + id) and f− := 12 (abs − id).
We then have f+(a), f−(a) ∈ A+ by (12.2). From the homomorphic
nature of the operational calculus, we have a = f+(a)−f−(a) as well as
f+(a)f−(a) = f−(a)f+(a) = 0. It follows from the uniqueness property
shown above that f+(a) = a+ and f−(a) = a−, and the statement
follows. 
(19.14). Corollary. The positive part A+ of A is a generic convex
cone in Asa, i.e. Asa = A+ + (−A+).
(19.15). Corollary. For a Hermitian element a = a∗ of A, we have
−| a | ≤ a ≤ | a |.
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(19.16). Corollary. Every Hermitian element of the C*-algebra A
is the product of two Hermitian elements of A. Please note that the
factors necessarily commute, cf. (1.10).
Proof. Let a = a∗ be a Hermitian element of A. We can assume that
A is commutative by going over to the C*-subalgebra of A generated
by a, which is commutative as a is Hermitian. We then compute
a = a+ − a− =
[
( a+ )
1/2
] 2
−
[
( a− )
1/2
] 2
=
[
( a+ )
1/2 + ( a− )
1/2
]
·
[
( a+ )
1/2 − ( a− ) 1/2
]
. 
We now turn to special C*-algebras.
(19.17). Proposition. For a locally compact Hausdorff space Ω 6= ∅,
consider the C*-algebra A := Co(Ω). Let f ∈ A. Then the two mean-
ings of |f | coincide. (One being the absolute value in the C*-algebra A,
the other being the absolute value of the function.)
Proof. Let |f | be the absolute value of the function f . Then |f | ∈
A+ because |f | =
√|f |√|f |. (Please note that √|f | is a Hermitian
element of Co(Ω).) From | f | 2 = ff , one sees that |f | is a positive
square root of ff . The statement now follows from the uniqueness of
the positive square root. 
(19.18). Corollary. For a locally compact Hausdorff space Ω 6= ∅,
the order in Co(Ω)sa is the pointwise order.
For the C*-algebra B(H) with H a Hilbert space, we have:
(19.19). Theorem. Let H be a Hilbert space and let a ∈ B(H). The
following properties are equivalent.
(i) a ≥ 0,
(ii) 〈ax, x〉 ≥ 0 for all x ∈ H.
Proof. Each of the above two properties implies that a is Hermitian.
(i) ⇒ (ii). If a ≥ 0, there exists b ∈ B(H)sa such that a = b 2, and so
〈ax, x〉 = 〈b 2x, x〉 = 〈bx, bx〉 ≥ 0 for all x ∈ H.
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(ii) ⇒ (i). Assume that 〈ax, x〉 ≥ 0 for all x ∈ H and let λ < 0. Then
‖ (a− λ1)x ‖ 2 = ‖ ax ‖ 2 − 2λ 〈ax, x〉+ λ 2 ‖x ‖ 2 ≥ λ 2 ‖x ‖ 2.
This implies that a − λ1 has a bounded left inverse. In particular,
the null space of a − λ1 is {0}. It follows that the range of a − λ1 is
dense in H, as a − λ1 is Hermitian. So the left inverse of a − λ1 has
a continuation to a bounded linear operator defined on all of H. By
taking adjoints, it follows that a− λ1 also is right invertible, and thus
invertible by (4.1). 
(19.20). Theorem (the order completeness of B(H)sa). Let H be a
Hilbert space. Let (ai)i∈I be an increasing net of Hermitian operators
in B(H)sa which is bounded above in B(H)sa. There then exists in
B(H)sa the supremum a of the ai (i ∈ I). We have
ax = lim
i∈I
aix for all x ∈ H.
Proof. For x ∈ H, the net (〈aix, x〉)i∈I is increasing and bounded
above, so that limi∈I 〈aix, x〉 = supi∈I 〈aix, x〉 exists and is finite. By
polarisation, we may define a Hermitian sesquilinear form ϕ on H via
ϕ(x, y) = lim
i∈I
〈aix, y〉 (x, y ∈ H).
This Hermitian form is seen to be bounded in the sense that
sup
‖x ‖, ‖ y ‖≤ 1
|ϕ (x, y) | <∞.
Hence there is a unique a ∈ B(H)sa with
〈ax, y〉 = ϕ(x, y) = lim
i∈I
〈aix, y〉 for all x, y ∈ H.
For x ∈ H we get 〈ax, x〉 = supi∈I 〈aix, x〉, and it follows by the pre-
ceding theorem that a is the supremum of the set {ai : i ∈ I}. It
remains to be shown that the net (ai)i∈I converges pointwise to a. For
this purpose, we use that a− ai ≥ 0 for all i ∈ I. By (17.16) we have
(a− ai) 2 = (a− ai) 1/2 (a− ai) (a− ai) 1/2
≤ (a− ai) 1/2 ‖ a− ai ‖ (a− ai) 1/2 = ‖ a− ai ‖ (a− ai).
Whence, for x ∈ H,
‖ (a− ai)x ‖ 2 = 〈(a− ai) 2 x, x〉
≤ ‖ a− ai ‖ 〈(a− ai)x, x〉.
The statement follows because any section ( ‖ a−ai ‖ )i ≥ io is decreas-
ing by (19.11), and thus bounded. 
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We return to abstract C*-algebras with the following theorem. It
will play a decisive role in the next paragraph.
(19.21). Theorem (monotony of the inverse operation). Let a, b ∈
A˜sa with 0 ≤ a ≤ b and with a invertible. Then b is invertible with
0 ≤ b −1 ≤ a −1.
Proof. Since a ≥ 0 is invertible, we have a ≥ αe for some α > 0, so
that also b ≥ αe, from which it follows that b ≥ 0 is invertible. Also
b −1 ≥ 0 by the Rational Spectral Mapping Theorem. On one hand, we
have
0 ≤ a ≤ b = b 1/2 e b 1/2
whence, by (17.16),
0 ≤ b −1/2 a b −1/2 ≤ e
so that ∥∥ b −1/2 a b −1/2 ∥∥ = rλ( b −1/2 a b −1/2 ) ≤ 1.
On the other hand, we have∥∥ a 1/2 b −1 a 1/2 ∥∥ ≤ ∥∥ a 1/2 b −1/2 ∥∥ · ∥∥ b −1/2 a 1/2 ∥∥.
By the isometry of the involution and the C*-property (2.8), it follows
that ∥∥ a 1/2 b −1 a 1/2 ∥∥ ≤ ∥∥ a 1/2 b −1/2 ∥∥ 2 = ∥∥ b −1/2 a b −1/2 ∥∥ ≤ 1.
This implies
0 ≤ a 1/2 b −1 a 1/2 ≤ e
which is the same as b−1 ≤ a−1, by (17.16) again. 
And now for something completely different:
(19.22). Definition (positive linear functionals). A linear functional
ϕ on a ∗-algebra is called positive if ϕ(a∗a) ≥ 0 for all elements a.
A linear functional ϕ on the C*-algebra A is positive if and only if
ϕ(a) ≥ 0 for all a ∈ A+, cf. (19.6).
(19.23). Theorem. Every positive linear functional on the C*-algebra
A is Hermitian and continuous.
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Proof. Let ϕ be a positive linear functional on A. The fact that ϕ is
Hermitian (14.18) follows from the orthogonal decomposition (19.13).
It shall next be shown that ϕ is bounded on the positive part of the
unit ball of A. If it were not, one could choose a sequence (an) in the
positive part of the unit ball of A such that ϕ(an) ≥ n2 for all n. The
elements
a :=
∑
n
1
n2
an, bm :=
∑
n≤m
1
n2
an, a− bm =
∑
n≥m+1
1
n2
an
would all lie in the closed convex cone A+. It would follow that
ϕ(a) ≥ ϕ(bm) =
∑
n≤m
ϕ(an)
n2
≥ m
for all m, a contradiction. We obtain
µ := sup
{
ϕ(a) : a ∈ A+, ‖ a ‖ ≤ 1
}
<∞.
For b in Asa, we have −| b | ≤ b ≤ | b |, cf. (19.15), whence
|ϕ(b) | ≤ ϕ( | b | ) ≤ µ ‖ | b | ‖ = µ ‖ b ‖.
For c in A and c = a + ib with a, b ∈ Asa, we have ‖ a ‖, ‖ b ‖ ≤ ‖ c ‖,
and so |ϕ(c) | ≤ 2µ ‖ c ‖. 
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§ 20. The Canonical Approximate Unit in a C*-Algebra
(20.1). Definition. A two-sided approximate unit in a normed alge-
bra A is a net (ej)j∈J in A, such that
lim
j ∈ J
ej a = lim
j ∈ J
a ej = a for all a ∈ A.
(20.2). Theorem. Let A be a C*-algebra. We put
J(A) := { j ∈ A+ : ‖ j ‖ < 1 }.
Then (j)j∈J(A) is a two-sided approximate unit in A. It is called the
canonical approximate unit.
Proof. It shall first be shown that J(A) is upward directed. Let
a, b ∈ J(A). The elements
a1 := a ( e− a ) −1, b1 := b ( e− b ) −1
then belong to A+ by the Rational Spectral Mapping Theorem. Now
consider
c := ( a1 + b1 )
[
e+ ( a1 + b1 )
] −1
.
Then c is in J(A). Moreover we have
e− [ e+ ( a1 + b1 ) ] −1
=
[
e+ ( a1 + b1 )
] [
e+ ( a1 + b1 )
] −1 − [ e+ ( a1 + b1 ) ] −1
=
[
e+ ( a1 + b1 )− e
] [
e+ ( a1 + b1 )
] −1
= c.
From the monotony of the inverse operation (19.21) it follows that
c = e− [ e+ ( a1 + b1 ) ] −1 ≥ e− ( e+ a1 ) −1
≥ e− [ e+ a ( e− a ) −1 ] −1
≥ e− [ ( e− a+ a ) ( e− a ) −1 ] −1
≥ e− ( e− a ) = a,
and similarly c ≥ b, which proves that J(A) is upward directed.
It shall be shown next that the net (j)j∈J(A) is a two-sided approxi-
mate unit in A. We claim that it suffices to show that for each a ∈ A+
one has
lim
j ∈ J(A)
‖ a ( e− j ) a ‖ = 0.
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To see this, we note the following. For a ∈ Asa, and j ∈ J(A), we have
‖ a− j a ‖ 2 = ‖ ( e− j ) a ‖ 2
= ‖ a ( e− j ) 2 a ‖ = ‖ a ( e− j ) 1/2 ( e− j ) ( e− j ) 1/2 a ‖
≤ ‖ a ( e− j ) 1/2 ( e− j ) 1/2 a ‖ = ‖ a ( e− j ) a ‖.
One also uses the fact that A is linearly spanned by A+, cf. (19.14).
The isometry of the involution is used to pass from multiplication on
the left to multiplication on the right.
So let a ∈ A+, ε > 0. Put
α :=
(
1 + ‖ a ‖ )/ε > 0,
and consider
jo := αa ( e+ αa )
−1,
which belongs to J(A) by the Rational Spectral Mapping Theorem.
For j ∈ J(A) with j ≥ jo, we get
0 ≤ a ( e− j ) a ≤ a ( e− jo ) a = a 2
[
e− αa ( e+ αa ) −1 ]
= a 2
[
( e+ αa− αa ) ( e+ αa ) −1 ]
= a 2 ( e+ αa ) −1
= α −1 a · α a ( e+ αa ) −1
≤ α −1 a,
where the last inequality follows from the Rational Spectral Mapping
Theorem. Hence
‖ a ( e− j ) a ‖ ≤ α −1 ‖ a ‖ = ε · ‖ a ‖
1 + ‖ a ‖ < ε. 
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§ 21. Quotients and Images of C*-Algebras
(21.1). Reminder (unital homomorphism). Let A,B be unital alge-
bras. Recall from (1.15) that an algebra homomorphism A → B is
called unital if it maps unit to unit.
(21.2). Proposition (unitisation of a homomorphism). Let A,B be
normed algebras, and let pi : A → B be a non-zero algebra homomor-
phism with dense range. The mapping pi then has a (necessarily unique)
extension to a unital algebra homomorphism pi : A˜→ B˜. We shall say
that pi is the unitisation of pi. If pi is injective, so is pi.
Proof. If A has a unit eA, then pi(eA) 6= 0 is a unit in B, by density of
pi(A) in B. If A has no unit, we extend pi to a unital algebra homomor-
phism A˜ → B˜ by requiring that unit be mapped to unit. Injectivity
then is preserved because the unit in B˜ is linearly independent of pi(A),
as pi(A) has no unit by injectivity. 
(21.3). Lemma. Let A, B be C*-algebras. Let pi : A→ B be an injec-
tive ∗-algebra homomorphism. For a ∈ A, we then have
pi(a) ≥ 0⇔ a ≥ 0.
Proof. We know that a ≥ 0 ⇒ pi(a) ≥ 0, cf. (17.3). Let now a ∈ A
with pi(a) ≥ 0. Then pi(a) = ∣∣ pi(a) ∣∣ = pi ( | a | ), cf. (19.9). Hence
a = | a | ≥ 0 by injectivity of pi, as was to be shown. 
(21.4). Lemma. Let A be a unital Banach ∗-algebra. Let B be a Her-
mitian unital Banach ∗-algebra. Let pi : A → B be a unital ∗-algebra
homomorphism. Assume that
pi(b) ≥ 0⇔ b ≥ 0 for every b ∈ Asa.
Then
rσ
(
pi(a)
)
= rσ(a) for every a ∈ A.
Proof. We have rλ
(
pi(a)
) ≤ rλ(a) for all a ∈ A because
spB
(
pi(a)
) \ {0} ⊂ spA(a) \ {0},
cf. (4.9).
§ 21. QUOTIENTS AND IMAGES OF C*-ALGEBRAS 81
Let now b be a Hermitian element of A. Then
rλ
(
pi(b)
)
eB ± pi(b) ≥ 0
as B is Hermitian. Our assumption then implies
rλ
(
pi(b)
)
eA ± b ≥ 0,
whence rλ(b) ≤ rλ
(
pi(b)
)
. Collecting inequalities, we find rλ
(
pi(b)
)
=
rλ(b) for every Hermitian element b of A, which is enough to prove the
statement. 
(21.5). Theorem. An injective ∗-algebra homomorphism pi from a
C*-algebra A to a pre-C*-algebra B is isometric. As a consequence,
pi(A) is complete.
Proof. We can assume that B is a C*-algebra, and that pi has dense
range and is non-zero. Then the unitisation pi is well-defined and in-
jective by proposition (21.2). The preceding two lemmata imply that
rσ
(
pi(a)
)
= rσ(a) for all a ∈ A, which is the same as ‖ pi(a) ‖ = ‖ a ‖
for all a ∈ A, cf. (7.5). 
(21.6). Remark. This is a strong improvement of (8.5) in so far as it
allows us to conclude that pi(A) is a C*-algebra.
Next an expression for the quotient norm. (Cf. the appendix (44.1).)
Here we use the canonical approximate unit, see the preceding para-
graph.
(21.7). Lemma (quotient norm). Let I be a ∗-stable (13.1) closed
two-sided ideal in a C*-algebra A. For a ∈ A we then have
inf
c ∈ I
‖ a+ c ‖ = lim
j ∈ J(I)
‖ a− a j ‖.
Proof. Let a ∈ A. Denote α := inf c ∈ I ‖ a + c ‖. For ε > 0, take
c ∈ I with ‖ a + c ‖ < α + ε/2. Then choose jo ∈ J(I) such that
‖ c− c j ‖ < ε/2 whenever j ∈ J(I), j ≥ jo. Under these circumstances
we have
‖ a− a j ‖ ≤ ‖ ( a+ c ) ( e− j ) ‖+ ‖ c− c j ‖
≤ ‖ a+ c ‖+ ‖ c− c j ‖ < α + ε. 
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(21.8). Theorem (factorisation). Let I be a ∗-stable (13.1) closed
two-sided ideal in a C*-algebra A. Then A/I is a C*-algebra.
Proof. It is clear that A/I is a Banach ∗-algebra, cf. the appendix
(44.2). The preceding lemma (21.7) gives the following expression for
the square of the quotient norm:
| a+ I | 2 = inf
c ∈ I
‖ a+ c ‖ 2
= lim
j ∈ J(I)
‖ a ( e− j ) ‖ 2
= lim
j ∈ J(I)
‖ ( e− j ) a∗a ( e− j ) ‖
≤ lim
j ∈ J(I)
‖ a∗a ( e− j ) ‖ = inf
c ∈ I
‖ a∗a+ c ‖ = | a∗a+ I |.
The statement follows now from (2.9). 
(21.9). Theorem. Let pi be a ∗-algebra homomorphism from a C*-
algebra A to a pre-C*-algebra. Then A/ kerpi is a C*-algebra. The
∗-algebra isomorphism
A/ kerpi → pi(A)
a+ kerpi 7→ pi(a)
is isometric, and hence the range pi(A) is a C*-algebra.
Proof. It follows from (8.4) that kerpi is closed, so that A/ kerpi is a
C*-algebra by the preceding result. The statement then follows from
(21.5). 
In other words:
(21.10). Theorem (factorisation of homomorphisms). Let pi be a
∗-algebra homomorphism from a C*-algebra A to a pre-C*-algebra.
Then A/ kerpi and pi(A) are C*-algebras as well. The ∗-algebra homo-
morphism pi factors to an isomorphism of C*-algebras from A/ kerpi
onto pi(A).
In particular, the C*-algebras form a subcategory of the category
of ∗-algebras, whose morphisms are the ∗-algebra homomorphisms.
Part 2
Representations and Positive
Linear Functionals

CHAPTER 4
General Properties of Representations
§ 22. Continuity Properties of Representations
For a complex vector space V , we shall denote by End(V ) the al-
gebra of linear operators on V . Here “End” stands for endomorphism.
(22.1). Definition (representation in a pre-Hilbert space). If A is a
∗-algebra, and if (H, 〈·, ·〉) is a pre-Hilbert space, then a representation
of A in H is an algebra homomorphism
pi : A→ End(H)
such that
〈pi(a)x, y〉 = 〈x, pi(a∗)y〉
for all x, y ∈ H and for all a ∈ A. One then defines the range of pi as
R(pi) := pi(A) = {pi(a) ∈ End(H) : a ∈ A}.
One says that (H, 〈·, ·〉) is the representation space of pi. (Recall that
all the pre-Hilbert spaces in this book shall be complex pre-Hilbert
spaces.)
(22.2). Theorem. Let pi be a representation of a ∗-algebra A in a
Hilbert space H. The operators pi(a) (a ∈ A) then all are bounded.
We may thus consider pi as a ∗-algebra homomorphism A→ B(H).
Proof. Decompose pi(a) = pi(b) + ipi(c), where b, c ∈ Asa and use the
Hellinger-Toeplitz Theorem, which says that a symmetric operator,
defined on all of a Hilbert space, is bounded, cf. e.g. Kreyszig [17,
10.1-1]. 
We shall now be interested in a criterion that guarantees bounded-
ness of the operators pi(a) for a representation pi acting in a pre-Hilbert
space merely: (22.5) - (22.7).
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(22.3). Definition (positive linear functionals). A linear functional
ϕ on a ∗-algebra A is called positive if ϕ(a∗a) ≥ 0 for all a ∈ A.
If pi is a representation of a ∗-algebra A in a pre-Hilbert space H,
then for all x ∈ H, the linear functional given by
a 7→ 〈pi(a)x, x〉 (a ∈ A)
is a positive linear functional. Indeed, for x ∈ H and a ∈ A, we have
〈pi(a∗a)x, x〉 = 〈pi(a)x, pi(a)x〉 ≥ 0.
(22.4). Definition (weak continuity). Let pi be a representation of a
normed ∗-algebra A in a pre-Hilbert space H. We shall say that pi is
weakly continuous on a subset B of A, if for all x ∈ H, the positive
linear functional
a 7→ 〈pi(a)x, x〉
is continuous on B. We shall say that the representation pi is weakly
continuous, if pi is weakly continuous on all of A.
(22.5). Theorem. Let pi be a representation of a normed ∗-algebra A
in a pre-Hilbert space H. Assume that pi is weakly continuous on Asa.
The operators pi(a) (a ∈ A) then all are bounded with
‖ pi(a) ‖ ≤ rσ(a) for all a ∈ A.
Proof. Let a ∈ A and x ∈ H with ‖x ‖ ≤ 1 be fixed. For n ≥ 0, put
rn :=
(
‖ pi(a)x ‖ 2
) ( 2 n )
and sn := 〈pi
(
( a∗a ) ( 2
n )
)
x, x 〉.
We then have rn ≤ sn for all n ≥ 0. Indeed, this obviously holds for
n = 0. Let now n be any integer ≥ 0. The Cauchy-Schwarz inequality
yields
| sn | 2 =
∣∣∣ 〈 pi ( ( a∗a ) ( 2 n ) )x, x 〉 ∣∣∣ 2
≤ 〈 pi
(
( a∗a ) ( 2
n )
)
x, pi
(
( a∗a ) ( 2
n )
)
x 〉 ‖x ‖ 2
≤ 〈 pi
(
( a∗a ) ( 2
n+1 )
)
x, x 〉 = sn+1.
Thus, if rn ≤ sn, then sn = | sn |, and hence
rn+1 = rn
2 ≤ sn 2 = | sn | 2 ≤ sn+1.
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By induction it follows that rn ≤ sn for all n ≥ 0. Let now c > 0 be
such that
| 〈pi(b)x, x〉 | ≤ c | b |
for all b ∈ Asa. For n ≥ 0, we get
‖ pi(a)x ‖ ≤
[
〈 pi
(
( a∗a ) ( 2
n )
)
x, x 〉
1 / ( 2 n )
] 1 / 2
≤ c 1 / ( 2 n+1 ) ·
[ ∣∣∣ ( a∗a ) ( 2 n ) ∣∣∣ 1 / ( 2 n ) ] 1 / 2 → rσ(a).
It follows that
‖ pi(a)x ‖ ≤ rσ(a). 
(22.6). Definition (σ-contractive linear maps). A linear map pi from
a normed ∗-algebra A to a normed space shall be called σ-contractive
if
|pi(a) | ≤ rσ(a)
holds for all a ∈ A.
(22.7). Theorem. Let pi be a σ-contractive linear map from a normed
∗-algebra A to a normed space. We then have:
(i) pi is contractive in the auxiliary ∗-norm on A, see (2.5).
(ii) |pi(a) | ≤ rλ(a) ≤ | a | for all Hermitian a ∈ A.
(iii) pi is contractive on Asa.
Proof. (i) follows from the fact that rσ(a) ≤ ‖ a ‖ holds for all a ∈ A,
where ‖ · ‖ denotes the auxiliary ∗-norm. (ii) follows from the fact that
for a Hermitian element a of A, one has rσ(a) = rλ(a), cf. (7.2). 
(22.8). Theorem. If A is a normed ∗-algebra with isometric involu-
tion, then every σ-contractive linear map from A to a normed space is
contractive.
(22.9). Theorem. If A is a commutative ∗-subalgebra of a Banach
∗-algebra, then every σ-contractive linear map from A to a normed
space is contractive.
Proof. This follows from the fact that in a Banach ∗-algebra, one has
rσ(b) ≤ rλ(b) for all normal elements b, cf. (7.3). 
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(22.10). Proposition. Let A be a normed ∗-algebra. For the following
statements, we have
(i)⇒ (ii)⇒ (iii)⇒ (iv)⇒ (v)⇒ (vi).
(i) the involution in A is continuous,
(ii) the involution maps sequences converging to 0 to bounded
sequences,
(iii) the map a 7→ a∗a is continuous at 0,
(iv) the function rσ is continuous at 0,
(v) the function rσ is bounded in a neighbourhood of 0,
(vi) every σ-contractive linear map from A to a normed space is
continuous.
Now for slightly stronger assumptions: weakly continuous represen-
tations in Hilbert spaces.
(22.11). Theorem. Let H,Ho be normed spaces, and let C be a subset
of the normed space B(H,Ho) of bounded linear operators H → Ho. If
H is complete, then C is bounded in B(H,Ho) if and only if
sup
T∈C
| `(Tx) | <∞
for every x in H and every continuous linear functional ` on Ho.
Proof. The uniform boundedness principle is applied twice. At the
first time, one imbeds Ho isometrically into its second dual. 
(22.12). Theorem. Let pi be a weakly continuous representation of a
normed ∗-algebra A in a Hilbert space H. Then pi is continuous. Fur-
thermore, for a normal element b of A, we have
‖ pi(b) ‖ ≤ rλ(b) ≤ | b |.
It follows that if A is commutative, then pi is contractive.
Proof. The operators pi(a) (a ∈ A) are bounded by (22.2) or (22.5).
The linear functionals A 3 a 7→ 〈pi(a)x, y〉 (x, y ∈ H) are continuous
by polarisation. One then applies the preceding theorem with C :=
{ pi(a) ∈ B(H) : a ∈ A, | a | ≤ 1 } to the effect that pi is continuous.
The remaining statements follow from (8.10). 
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Next the case of Banach ∗-algebras.
(22.13). Lemma. Let ϕ be a positive linear functional on a unital
Banach ∗-algebra A. For a ∈ Asa, we then have
|ϕ(a) | ≤ ϕ(e) rλ(a) ≤ ϕ(e) | a |.
In particular, ϕ is continuous on Asa. See also (26.3) below.
Proof. Let b = b∗ be a Hermitian element of A with rλ(b) < 1. There
exists by Ford’s Square Root Lemma (9.4) a Hermitian square root c
of e− b. One thus has c∗c = c2 = e− b, and it follows that
0 ≤ ϕ(c∗c) = ϕ(e− b),
whence ϕ(b) is real (because ϕ(e) = ϕ(e∗e) is), and
ϕ(b) ≤ ϕ(e).
Upon replacing b with −b, we obtain
|ϕ(b) | ≤ ϕ(e).
Let now a = a∗ be an arbitrary Hermitian element of A. Let γ > rλ(a).
From the above it follows that
|ϕ(γ−1a) | ≤ ϕ(e),
whence
|ϕ(a) | ≤ ϕ(e) γ,
which implies
|ϕ(a) | ≤ ϕ(e) rλ(a). 
(22.14). Theorem. Let pi be a representation of a Banach ∗-algebra
A in a pre-Hilbert space H. The operators pi(a) (a ∈ A) then all are
bounded, and the representation pi is continuous.
Proof. Extend pi to a representation pi of A˜ in H by requiring that
pi(e) = 1 if A has no unit (and by extending linearly). By the preceding
lemma, the positive linear functional
a→ 〈pi(a)x, x〉
is continuous on A˜sa for each x ∈ H. This implies that pi is weakly
continuous on Asa. It follows by (22.5) that the operators pi(a) are
bounded on H. We obtain that R(pi) is a pre-C*-algebra, so that pi is
continuous by theorem (8.8). 
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(22.15). Corollary. A representation of a commutative Banach
∗-algebra in a pre-Hilbert space is contractive.
Proof. This follows now from (22.12). 
(22.16). Corollary. A representation of a Banach ∗-algebra with
isometric involution in a pre-Hilbert space is contractive.
Proof. This follows now from (22.5) and (22.8). 
In particular, we have:
(22.17).Corollary. A representation of a C*-algebra in a pre-Hilbert
space is contractive.
(22.18). Definition (faithful representation). A representation of a
∗-algebra in a pre-Hilbert space is called faithful if it is injective.
(22.19). Theorem. A faithful representation of a C*-algebra in a
Hilbert space is isometric.
Proof. (21.5). 
(22.20). Theorem. If pi is a representation of a C*-algebra A in a
Hilbert space, then A/ kerpi and R(pi) are C*-algebras as well. The
representation pi factors to a C*-algebra isomorphism from A/ kerpi
onto R(pi).
Proof. (21.10). 
For further continuity results, see (25.12) - (25.16).
(22.21). Remark (concerning (22.10)). Theodore W. Palmer shows in
the second volume of his work [33, 11.1.4] that in a Banach ∗-algebra,
the function rσ is continuous at 0. This however requires methods
above the scope of this book, and we prove the result only for Hermitian
Banach ∗-algebras, cf. (29.7).
(22.22). Remark. For most purposes of representation theory, the
condition of isometry of the involution can be weakened to requiring
that | a∗a | ≤ | a | 2 holds for all elements.
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§ 23. Cyclic and Non-Degenerate Representations
In this paragraph, let pi be a representation of a ∗-algebra A in a
Hilbert space (H, 〈·, ·〉).
(23.1).Definition (invariant subspaces). A subspaceM ofH is called
invariant under pi, if pi(a)x ∈M for every x ∈M , and every a ∈ A.
(23.2). Proposition. If M is a subspace of H invariant under pi, so
is M⊥.
Proof. Let M be a subspace of H invariant under pi. Let y ∈ M⊥,
i.e. 〈y, x〉 = 0 for all x ∈M . For a ∈ A we then have
〈pi(a)y, x〉 = 〈y, pi(a∗)x〉 = 0
for all x ∈M , so that also pi(a)y ∈M⊥. 
This is why invariant subspaces are also called reducing subspaces.
(23.3). Definition (subrepresentations). If M is a closed subspace
of H invariant under pi, let piM denote the representation of A in M
defined by
piM : A → B(M)
a 7→ pi(a)|M .
The representation piM is called a subrepresentation of pi.
(23.4). Definition (commutants). One denotes by
pi′ := { c ∈ B(H) : c pi(a) = pi(a)c for all a ∈ A }
the commutant of pi. Similarly, let S ⊂ B(H). The set of all oper-
ators in B(H) which commute with every operator in S is called the
commutant of S and is denoted by S ′. (Cf. § 13.)
(23.5). Proposition. Let M be a closed subspace of H and let p be the
projection on M . Then M is invariant under pi if and only if p ∈ pi′.
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Proof. Assume that p ∈ pi′. For x ∈ M and a ∈ A, we then have
pi(a)x = pi(a)px = ppi(a)x ∈ M , so that M is invariant under pi.
Conversely, assume that M is invariant under pi. For x ∈ H and a ∈ A,
we get pi(a)px ∈M , whence ppi(a)px = pi(a)px, so that ppi(a)p = pi(a)p
for all a ∈ A. By applying the involution in B(H), and replacing a
by a∗, we obtain that also ppi(a)p = ppi(a), whence ppi(a) = pi(a)p, i.e.
p ∈ pi′. 
(23.6). Definition (non-degenerate representations). The represen-
tation pi is called non-degenerate if the closed invariant subspace
N := {x ∈ H : pi(a)x = 0 for all a ∈ A }
is {0}. Consider the closed invariant subspace
R := span { pi(a)x ∈ H : a ∈ A, x ∈ H }.
We haveR⊥ = N , so that pi is non-degenerate if and only ifR is all ofH.
Also H = R⊕N , or pi = piR⊕piN . This says that pi is the direct sum of a
non-degenerate representation and a null representation. In particular,
by passing to the subrepresentation piR, we can always assume that pi
is non-degenerate.
Proof. It suffices to prove that R⊥ = N . Let a ∈ A and x ∈ H. For
y ∈ N , we find
〈pi(a)x, y〉 = 〈x, pi(a∗)y〉 = 0,
so N ⊂ R⊥. On the other hand, for y ∈ R⊥, we find
〈pi(a)y, x〉 = 〈y, pi(a∗)x〉 = 0,
which shows that pi(a)y ⊥ H, or y ∈ N , so R⊥ ⊂ N . 
(23.7). Definition (cyclic representations). One says that pi is cyclic
if H contains a non-zero vector x such that the set
{ pi(a)x ∈ H : a ∈ A }
is dense in H. The vector x then is called a cyclic vector. In particular,
a cyclic representation is non-degenerate.
Of great importance is the following observation.
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(23.8). Lemma (cyclic subspaces). Assume that pi is non-degenerate,
and that c is a non-zero vector in H. Consider the closed invariant
subspace
M := pi(A)c.
Then c belongs to M . In particular, piM is cyclic with cyclic vector c.
One says that M is a cyclic subspace of H.
Proof. Let p denote the projection upon M . We then have p ∈ pi′.
Thus, for all a ∈ A, we get
pi(a)(1− p)c = (1− p)pi(a)c = 0,
which implies that (1− p)c = 0 as pi is non-degenerate. 
(23.9). Definition (direct sum of Hilbert spaces). Let {Hi } i∈I be a
family of Hilbert spaces. The direct sum ⊕i∈I Hi consists of all families
{xi } i∈I such that xi ∈ Hi (i ∈ I) and { ‖xi ‖ } i∈I ∈ ` 2(I). The
element {xi } i∈I then is denoted by ⊕i∈I xi. The direct sum ⊕i∈I Hi is
a Hilbert space with respect to the inner product
〈⊕i∈I xi,⊕i∈I yi〉 :=
∑
i∈I
〈xi, yi〉 (⊕i∈I xi,⊕i∈I yi ∈ ⊕i∈I Hi).
Proof. Let ⊕i∈I xi, ⊕i∈I yi ∈ ⊕i∈I Hi. We then have(∑
i∈I
‖xi + yi ‖ 2
)1/2
≤
(∑
i∈I
(
‖xi ‖+ ‖ yi ‖
) 2)1/2
≤
(∑
i∈I
‖xi ‖ 2
)1/2
+
(∑
i∈I
‖ yi ‖ 2
)1/2
so that ⊕i∈I Hi is a vector space. We also have∑
i∈I
| 〈xi, yi〉 | ≤
∑
i∈I
‖xi ‖ · ‖ yi ‖
≤
(∑
i∈I
‖xi ‖ 2
)1/2(∑
i∈I
‖ yi ‖ 2
)1/2
,
so that ⊕i∈I Hi is a pre-Hilbert space. Let (⊕i∈I xi,n )n be a Cauchy
sequence in ⊕i∈I Hi. Let ε > 0 be given. There then is an no ≥ 0 such
that (∑
i∈I
‖xi,m − xi,n ‖ 2
)1/2
≤ ε for all m,n ≥ no.
94 4. GENERAL PROPERTIES OF REPRESENTATIONS
From this we conclude that for each i ∈ I, the sequence (xi,n )n is a
Cauchy sequence in Hi, and therefore converges to an element xi of Hi.
With F a finite subset of I, we have(∑
i∈F
‖xi,m − xi,n ‖ 2
)1/2
≤ ε for all m,n ≥ no,
so that by letting m→∞, we get(∑
i∈F
‖xi − xi,n ‖ 2
)1/2
≤ ε for all n ≥ no,
and since F is an arbitrary finite subset of I, it follows that(∑
i∈I
‖xi − xi,n ‖ 2
)1/2
≤ ε for all n ≥ no.
This not only shows that ⊕i∈I (xi − xi,n), and hence ⊕i∈I xi, belong to
⊕i∈I Hi, but also that (⊕i∈I xi,n )n converges in ⊕i∈I Hi to ⊕i∈I xi, so
that ⊕i∈I Hi is complete. 
(23.10). Definition (direct sum of operators). Consider a family of
bounded linear operators { bi } i∈I on Hilbert spaces Hi (i ∈ I) respec-
tively. Assume that
sup
i∈I
‖ bi ‖ <∞.
One then defines
(⊕i∈I bi)(⊕i∈I xi) := ⊕i∈I (bixi) (⊕i∈I xi ∈ ⊕i∈I Hi).
Then ⊕i∈I bi is a bounded linear operator on ⊕i∈IHi with norm
‖ ⊕i∈I bi ‖ = sup
i∈I
‖ bi ‖.
Proof. With c := supi∈I ‖ bi ‖, we have
‖ (⊕i∈I bi)(⊕i∈I xi) ‖ 2 =
∑
i∈I
‖ bixi ‖ 2
≤
∑
i∈I
‖ bi ‖ 2 · ‖xi ‖ 2
≤ c 2 ·
∑
i∈I
‖xi ‖ 2 = c 2 · ‖ ⊕i∈I xi ‖ 2,
so ‖ ⊕i∈I bi ‖ ≤ c. The converse inequality is obvious. 
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(23.11). Definition (direct sum of representations). Consider a
family { pii } i∈I of representations of A in Hilbert spaces Hi (i ∈ I)
respectively. If { ‖pii(a) ‖ } i∈I is bounded for each a ∈ A, we may
define the direct sum representation ⊕i∈I pii given by
⊕i∈I pii : A → B(⊕i∈I Hi)
a 7→ ⊕i∈I pii(a).
Hence the direct sum of a family of σ-contractive representations of a
normed ∗-algebra is well-defined and σ-contractive.
(23.12). Remark. If the family {Hi } i∈I is a family of pairwise ortho-
gonal subspaces of a Hilbert space H, we imbed the direct sum ⊕i∈IHi
in H.
It is easily seen that a direct sum of non-degenerate representations
is non-degenerate. In the converse direction we have:
(23.13). Theorem. If pi is non-degenerate and if H 6= {0}, then pi is
the direct sum of cyclic subrepresentations.
Proof. Let Z denote the set of all non-empty sets consisting of mu-
tually orthogonal, cyclic (23.8) closed invariant subspaces of H. The
set Z is not empty since for 0 6= c ∈ H, we may consider Mc := pi(A)c,
so that {Mc } ∈ Z by (23.8). Furthermore, Z is inductively ordered by
inclusion. Thus, Zorn’s Lemma guarantees the existence of a maximal
set F . Consider now H1 := ⊕M∈FM . We claim that H1 = H. Indeed,
if 0 6= c ∈ H1⊥, then Mc := pi(A)c is a cyclic closed invariant subspace
of H by (23.8), and F ∪ {Mc } would be a set in Z strictly larger than
the maximal set F . It follows that pi = ⊕M∈F piM . 
Our next aim is lemma (23.17), which needs some preparation.
(23.14). Proposition. Let I be an isometric linear operator defined
on a dense subspace of a Hilbert space H1, with dense range in a Hilbert
space H2. Then the closure U of I is a unitary operator from H1 onto
H2.
Proof. The range of U is a complete, hence closed subspace of H2,
containing the dense range of I. 
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(23.15). Definition (spatial equivalence). Let pi1, pi2 be two repre-
sentations of a ∗-algebra A in Hilbert spaces H1, H2 respectively. The
representations pi1 and pi2 are called spatially equivalent if there exists
a unitary operator U from H1 to H2 such that
Upi1(a) = pi2(a)U (a ∈ A).
(23.16). Definition (intertwining operators, C(pi1, pi2)). Let pi1, pi2
be two representations of a ∗-algebra A in Hilbert spaces H1, H2
respectively. One says that a bounded linear operator b from H1 to
H2 intertwines pi1 and pi2, if
bpi1(a) = pi2(a)b (a ∈ A).
The set of all bounded linear operators intertwining pi1 and pi2 is
denoted by C(pi1, pi2). Please note that pi
′ = C(pi, pi), cf. (23.4).
The following result is almost miraculous.
(23.17). Lemma. Let pi1, pi2 be cyclic representations of a ∗-algebra A
in Hilbert spaces H1, H2 with cyclic vectors c1, c2. For a ∈ A, let
ϕ1(a) := 〈pi1(a)c1, c1〉,
ϕ2(a) := 〈pi2(a)c2, c2〉.
If ϕ1 = ϕ2, then pi1 and pi2 are spatially equivalent. Furthermore, there
then exists a unitary operator in C(pi1, pi2) taking c1 to c2.
Proof. One defines an operator I by putting
Iz := pi2(a)c2 when z = pi1(a)c1.
It shall be shown that I is well-defined and isometric. Indeed, we have
〈Iz, Iz〉 = 〈pi2(a)c2, pi2(a)c2〉
= 〈pi2(a∗a)c2, c2〉
= ϕ2(a
∗a) = ϕ1(a∗a)
= 〈pi1(a∗a)c1, c1〉
= 〈pi1(a)c1, pi1(a)c1〉 = 〈z, z〉.
It follows that I is well-defined because if for a, b ∈ A one has pi1(a)c1 =
pi1(b)c1, then pi1(a−b)c1 = 0, whence also pi2(a−b)c2 = 0, i.e. pi2(a)c2 =
pi2(b)c2. Furthermore I is densely defined in H1 with range dense in
H2. It follows that the closure U of I is a unitary operator from H1
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onto H2, cf. (23.14). It shall be shown that this operator U intertwines
pi1 and pi2. Indeed, if z = pi1(a)c1, we have for all b ∈ A:
pi2(b)Iz = pi2(b)pi2(a)c2
= pi2(ba)c2
= Ipi1(ba)c1
= Ipi1(b)pi1(a)c1 = Ipi1(b)z.
By continuity of U and pi(b) (22.2), it follows that
pi2(b)U = Upi1(b) (b ∈ A),
so that U intertwines pi1 and pi2. It remains to be shown that Uc1 = c2.
For a ∈ A, we have
Upi1(a)c1 = pi2(a)c2,
whence
pi2(a)Uc1 = pi2(a)c2.
Since pi2 is cyclic, and thereby non-degenerate, it follows that Uc1 =
c2. 

CHAPTER 5
States
§ 24. The GNS Construction
(24.1). Introduction. If pi is a representation of a ∗-algebra A in a
Hilbert space H, then for x ∈ H, the positive linear functional
a 7→ 〈pi(a)x, x〉 (a ∈ A)
is called a coefficient of pi. (In analogy with matrix coefficients.)
In this paragraph as well as in the next one, we shall be occupied
with inverting this relationship.
That is, given a normed ∗-algebra A and a positive linear functional
ϕ on A satisfying certain conditions, we shall construct a representa-
tion piϕ of A in such a way that ϕ is a coefficient of piϕ. The present
paragraph serves as a rough foundation for the ensuing one which puts
the results into sweeter words.
(24.2). Proposition. If ϕ is a positive linear functional on a ∗-algebra
A, then
〈a, b〉ϕ := ϕ(b∗a) ( a, b ∈ A )
defines a positive Hilbert form 〈·, ·〉ϕ on A in the sense of the following
definition.
(24.3). Definition (positive Hilbert forms [37, p. 349]). A positive
Hilbert form on a ∗-algebra A is a positive semidefinite sesquilinear
form 〈·, ·〉 on A such that
〈ab, c〉 = 〈b, a∗c〉 for all a, b, c ∈ A.
Please note that then also
〈a, b〉 = 〈b, a〉, (the sesquilinear form is Hermitian)
| 〈a, b〉 | 2 ≤ 〈a, a〉 · 〈b, b〉. (Cauchy-Schwarz inequality)
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(24.4). Definition. Let 〈·, ·〉 be a positive Hilbert form on a ∗-algebra
A. Denote by I the isotropic subspace of the inner product space
(A, 〈·, ·〉), that is I = { b ∈ A : 〈b, c〉 = 0 for all c ∈ A }. The isotropic
subspace I is a left ideal in A because 〈ab, c〉 = 〈b, a∗c〉. Denote by A
the quotient space A/I. For a ∈ A, let a := a+I ∈ A. In A one defines
an inner product by
〈a, b〉 := 〈a, b〉 (a, b ∈ A).
In this way A becomes a pre-Hilbert space (as I = { b ∈ A : 〈b, b〉 = 0 }
by the Cauchy-Schwarz inequality).
(24.5). Definition. Let 〈·, ·〉 be a positive Hilbert form on a ∗-algebra
A. For a ∈ A, the translation operator
pi(a) : A→ A
b 7→ pi(a)b := ab
is well defined because I is a left ideal. One thus obtains a representa-
tion pi of A in the pre-Hilbert space A. It is called the representation
associated with 〈·, ·〉. If all of the operators pi(a) (a ∈ A) are bounded,
then by continuation we get a representation of A in the comple-
tion of A. This latter representation is called the GNS representation
associated with 〈·, ·〉.
(24.6). Definition. Assume that the Hilbert form 〈·, ·〉 derives from
a positive linear functional ϕ on A, as in (24.2). One denotes by Hϕ
the completion of A. One says that the representation associated with
〈·, ·〉ϕ is the representation associated with ϕ. If the operators pi(a) (a ∈
A) are bounded, one denotes by piϕ the GNS representation associated
with 〈·, ·〉ϕ. It is then called the GNS representation associated with ϕ.
The acronym GNS stands for Gelfand, Na˘ımark and Segal, the
originators of the theory.
(24.7). Definition (weak continuity on Asa). A positive linear func-
tional ϕ on a normed ∗-algebra A shall be called weakly continuous
on Asa if for each b ∈ A, the positive linear functional a 7→ ϕ(b∗ab) is
continuous on Asa.
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(24.8). Theorem. Let ϕ be a positive linear functional on a normed
∗-algebra A. Then ϕ is weakly continuous on Asa if and only if the
representation associated with ϕ is weakly continuous on Asa. In this
case, the GNS representation piϕ exists and is a σ-contractive represen-
tation of A in Hϕ. Cf. (22.5), (22.6).
Proof. For a, b ∈ A we have ϕ(b∗ab) = 〈pi(a)b, b〉ϕ. 
(24.9). Proposition. Let A be a Banach ∗-algebra. Then every posi-
tive linear functional on A is weakly continuous on Asa.
Proof. This follows now from theorem (22.14). 
(24.10). Definition (variation [39, p. 307]). A positive linear func-
tional ϕ on a ∗-algebra A is said to have finite variation if
|ϕ(a) | 2 ≤ γ ϕ(a∗a) (a ∈ A)
for some γ ≥ 0. If this is the case, we shall say that
v(ϕ) := inf { γ ≥ 0 : |ϕ(a) | 2 ≤ γ ϕ(a∗a) for all a ∈ A }
is the variation of ϕ. We then also have
|ϕ(a) | 2 ≤ v(ϕ)ϕ(a∗a) (a ∈ A).
Proof. Assume that ϕ has finite variation. With
S := { γ ≥ 0 : |ϕ(a) | 2 ≤ γ ϕ(a∗a) for all a ∈ A }
we have that
v(ϕ) = inf S = the greatest lower bound of S.
Let now b ∈ A be fixed. We have to prove that
|ϕ(b) | 2 ≤ v(ϕ)ϕ(b∗b).
We know that
|ϕ(b) | 2 ≤ γ ϕ(b∗b) for all γ ∈ S.
That is:
|ϕ(b) | 2 is a lower bound of S ϕ(b∗b).
Since
v(ϕ)ϕ(b∗b) is the greatest lower bound of S ϕ(b∗b),
it follows that
|ϕ(b) | 2 ≤ v(ϕ)ϕ(b∗b),
as was to be shown. 
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(24.11). Proposition. Let pi be a representation of a ∗-algebra A in a
pre-Hilbert space H. For x ∈ H, consider the positive linear functional
ϕ on A defined by
ϕ(a) := 〈pi(a)x, x〉 (a ∈ A).
Then ϕ is Hermitian and has finite variation v(ϕ) ≤ 〈x, x〉.
Proof. For a ∈ A, we have
|ϕ(a) | 2 = | 〈pi(a)x, x〉 | 2 ≤ ‖pi(a)x ‖ 2 ‖x ‖ 2 = ϕ(a∗a) 〈x, x〉,
so that v(ϕ) ≤ 〈x, x〉. Finally ϕ is Hermitian (14.18), because for
a ∈ A, we have
ϕ(a∗) = 〈pi(a∗)x, x〉 = 〈x, pi(a)x〉 = 〈pi(a)x, x〉 = ϕ(a). 
(24.12). Proposition. Let pi be a non-degenerate representation of a
∗-algebra A in a Hilbert space H. For x ∈ H, consider the positive
linear functional ϕ on A defined by
ϕ(a) := 〈pi(a)x, x〉 (a ∈ A).
The variation of ϕ then is
v(ϕ) = 〈x, x〉.
Proof. The preceding result shows that v(ϕ) ≤ 〈x, x〉. In order to
prove the opposite inequality, consider the closed subspace M := pi(A)x
of H. Then x ∈M because pi is non-degenerate, cf. (23.8). There thus
exists a sequence (an) in A such that
x = lim
n→∞
pi(an)x.
We then have∣∣ |ϕ(an) | 2 − ‖x ‖ 2 · ϕ(an∗an) ∣∣
=
∣∣ | 〈pi(an)x, x〉 | 2 − ‖x ‖ 2 · ‖ pi(an)x ‖ 2 ∣∣
≤ ∣∣ | 〈pi(an)x, x〉 | 2 − ‖x‖ 4 ∣∣+ ‖x ‖ 2 · ∣∣ ‖ pi(an)x ‖ 2 − ‖x ‖ 2 ∣∣
so that
lim
n→∞
∣∣ |ϕ(an) | 2 − ‖x ‖ 2 · ϕ(an∗an) ∣∣ = 0,
by
lim
n→∞
〈pi(an)x, x〉 = ‖x ‖ 2
and
lim
n→∞
‖ pi(an)x ‖ = ‖x ‖. 
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(24.13). Definition (reproducing vector, cϕ). Let ϕ be a positive
linear functional on a ∗-algebra A. A reproducing vector for ϕ is a
vector cϕ in Hϕ such that
ϕ(a) = 〈a, cϕ〉ϕ for all a ∈ A.
It is then uniquely determined by ϕ. We shall reserve the notation cϕ
for the reproducing vector of ϕ.
(24.14). Proposition. Let ϕ be a positive linear functional on a unital
∗-algebra A. Then e is the reproducing vector for ϕ.
Proof. For a ∈ A we have
ϕ(a) = ϕ(e∗a) = 〈a, e〉ϕ. 
(24.15). Proposition. Let ϕ be a positive linear functional on a
∗-algebra A. Then ϕ has a reproducing vector if and only if ϕ has
finite variation. In the affirmative case, we have
v(ϕ) = 〈cϕ, cϕ〉ϕ.
Proof. If ϕ has a reproducing vector cϕ, the Cauchy-Schwarz inequal-
ity implies that
|ϕ(a) | 2 = | 〈a, cϕ〉ϕ | 2 ≤ ‖ a ‖ 2 · ‖ cϕ ‖ 2 = ϕ(a∗a) · ‖ cϕ ‖ 2,
which shows that
v(ϕ) ≤ ‖ cϕ ‖ 2. (∗)
Conversely assume that ϕ has finite variation. For a ∈ A we obtain
|ϕ(a) | ≤ v(ϕ) 1/2 · ϕ(a∗a) 1/2 = v(ϕ) 1/2 · ‖ a ‖.
Thus ϕ vanishes on the isotropic subspace of (A, 〈·, ·〉ϕ), and so ϕ may
be considered as a bounded linear functional of norm ≤ v(ϕ) 1/2 on the
pre-Hilbert space A. Hence there exists a vector cϕ in Hϕ with
‖ cϕ ‖ ≤ v(ϕ) 1/2 (∗∗)
such that
ϕ(a) = 〈a, cϕ〉ϕ
for all a ∈ A. We have
v(ϕ) = 〈cϕ, cϕ〉ϕ
by the inequalities (∗) and (∗∗). 
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(24.16). Theorem. Let ϕ be a positive linear functional of finite vari-
ation on a normed ∗-algebra A, which is weakly continuous on Asa.
Let cϕ be the reproducing vector of ϕ. We then have
piϕ(a)cϕ = a (a ∈ A).
In particular piϕ is cyclic with cyclic vector cϕ (if ϕ 6= 0), and
ϕ(a) = 〈piϕ(a)cϕ, cϕ〉ϕ (a ∈ A).
Proof. For a, b ∈ A, we have
〈b, piϕ(a)cϕ〉ϕ = 〈piϕ(a∗)b, cϕ〉ϕ = 〈a∗b, cϕ〉ϕ = ϕ(a∗b) = 〈b, a〉ϕ,
which implies that piϕ(a)cϕ = a for all a ∈ A. One then inserts this
into the defining relation of a reproducing vector. 
(24.17). Corollary. Every positive linear functional of finite vari-
ation on a Banach ∗-algebra is continuous.
Proof. Let ϕ be a positive linear functional of finite variation on a
Banach ∗-algebra A. Then ϕ is weakly continuous on Asa by (24.9).
Hence the GNS representation piϕ exists, cf. (24.8), and by (24.16) we
have ϕ(a) = 〈piϕ(a)cϕ, cϕ〉ϕ. for all a ∈ A. The continuity of piϕ, cf.
(22.14), now shows that ϕ is continuous. 
(24.18). Theorem. Let A be a normed ∗-algebra. The set of positive
linear functionals of finite variation on A which are weakly continuous
on Asa, is a convex cone, and the variation v is additive and
R+-homogeneous on this convex cone.
Proof. It is elementary to prove that v is R+-homogeneous. Let ϕ1
and ϕ2 be two positive linear functionals of finite variation on A, which
are weakly continuous on Asa. The sum ϕ := ϕ1 + ϕ2 then also is
weakly continuous on Asa. Let pi1 and pi2 be the GNS representations
associated with ϕ1 and ϕ2. Consider the direct sum pi := pi1⊕ pi2. It is
a non-degenerate representation. Let 〈·, ·〉 denote the inner product in
the direct sum Hϕ1 ⊕ Hϕ2 . Let c1 and c2 be the reproducing vectors
of ϕ1 and ϕ2 respectively. For the vector c := c1 ⊕ c2, one finds
〈pi(a)c, c〉 = 〈pi1(a)c1, c1〉ϕ1 + 〈pi2(a)c2, c2〉ϕ2 = ϕ1(a) + ϕ2(a) = ϕ(a)
for all a ∈ A. Therefore, according to (24.12), the variation of ϕ is
v(ϕ) = 〈c, c〉 = 〈c1, c1〉ϕ1 + 〈c2, c2〉ϕ2 = v(ϕ1) + v(ϕ2). 
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§ 25. States on Normed ∗-Algebras
In this paragraph, let A be a normed ∗-algebra.
(25.1). Definition (states, S(A)). A positive linear functional ψ on
A shall be called a state if it is weakly continuous on Asa, and has
finite variation v(ψ) = 1. The set of states on A is denoted by S(A).
(25.2). Definition (quasi-states, QS(A)). A quasi-state on A shall be
a positive linear functional ϕ on A of finite variation v(ϕ) ≤ 1, which
is weakly continuous on Asa. The set of quasi-states on A is denoted
by QS(A).
(25.3). Theorem. The sets S(A) and QS(A) are convex.
Proof. (24.18). 
(25.4). Theorem. Let pi be a non-degenerate σ-contractive represen-
tation of A in a Hilbert space H. If x is a unit vector in H, then
ψ(a) := 〈pi(a)x, x〉 (a ∈ A)
defines a state on A.
Proof. (22.7), (24.12). 
(25.5). Theorem. Let ψ be a state on A. The GNS representation piψ
then is a σ-contractive cyclic representation in the Hilbert space Hψ.
The reproducing vector cψ is a cyclic unit vector for piψ. We have
ψ(a) = 〈piψ(a)cψ, cψ〉ψ (a ∈ A).
Proof. (24.8), (24.15) and (24.16). 
(25.6). Corollary. A quasi-state ϕ on A is σ-contractive and Her-
mitian. In the auxiliary ∗-norm we have ‖ϕ ‖ ≤ 1. In particular, ϕ is
contractive on Asa.
Proof. This follows now from (24.11) and (22.7). 
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(25.7). Definition. We imbed the set QS(A) of quasi-states on A in
the unit ball of the dual space of the real normed space Asa. The
space QS(A) is a compact Hausdorff space in the weak* topology. (By
Alaoglu’s Theorem, cf. the appendix (45.6).)
(25.8). Theorem. Let pi be a cyclic σ-contractive representation of A
in a Hilbert space H. There then exists a state ψ on A such that pi is
spatially equivalent to piψ. Indeed, each cyclic unit vector c of pi gives
rise to such a state ψ by putting
ψ(a) := 〈pi(a)c, c〉 (a ∈ A).
There then exists a unitary operator intertwining pi and piψ taking c to
the reproducing vector cψ.
Proof. This follows from (23.17) because
〈pi(a)c, c〉 = ψ(a) = 〈piψ(a)cψ, cψ〉ψ. 
(25.9). Theorem. The set of states on A parametrises the class of
cyclic σ-contractive representations of A in Hilbert spaces up to spa-
tial equivalence. More precisely, if ψ is a state on A, then piψ is a
σ-contractive cyclic representation of A. Conversely, if pi is a
σ-contractive cyclic representation of A in a Hilbert space, there
exists a state ψ on A such that pi is spatially equivalent to piψ.
Also of importance is the following uniqueness theorem. (Indeed
there is another way to define the GNS representation associated with
a state.)
(25.10). Theorem. The GNS representation piψ, associated with a
state ψ on A, is determined up to spatial equivalence by the condition
ψ(a) = 〈piψ(a)cψ, cψ〉ψ (a ∈ A),
in the following sense. If pi is another cyclic representation of A in a
Hilbert space, with cyclic vector c, such that
ψ(a) = 〈pi(a)c, c〉 (a ∈ A),
then pi is spatially equivalent to piψ, and there exists a unitary operator
intertwining pi and piψ, taking c to cψ.
Proof. (23.17). 
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(25.11). Proposition. If ψ is a state on A, then
ψ(a) ≥ 0 for all a ∈ A+.
Proof. For a ∈ A+, we have piψ(a) ∈ B(H)+, cf. (17.3), which then
has a Hermitian square root b by (19.5), so
ψ(a) = 〈piψ(a)cψ, cψ〉ψ = 〈bcψ, bcψ〉ψ ≥ 0. 
The remaining items (25.12) - (25.16) give a sort of justification for
our terminology “state” for important classes of normed ∗-algebras.
(25.12). Definition (normed ∗-algebras with continuous states). We
shall say that A has continuous states, or that A is a normed ∗-algebra
with continuous states, if every state on A is continuous.
In practice, A has continuous states as the next proposition shows.
(For a counterexample, see (30.8) below.)
(25.13). Proposition. A has continuous states whenever any of the
three following conditions is satisfied:
(i) the involution in A is continuous,
(ii) A is complete, that is, A is a Banach ∗-algebra,
(iii) A is a commutative ∗-subalgebra of a Banach ∗-algebra.
Proof. (22.10), (24.17), and (22.9). 
We shall prove later that any ∗-subalgebra of a Hermitian Banach
∗-algebra A has continuous states, cf. (29.8). (The condition that A be
Hermitian can actually be dropped, cf. (22.21), but we shall not prove
this.)
(25.14). Theorem. If A has continuous states, then every σ-contrac-
tive representation pi of A in a Hilbert space H is continuous.
Proof. Let x be a vector in the unit ball of H. The positive linear
functional
ϕ(a) := 〈pi(a)x, x〉 (a ∈ A)
then is a quasi-state (by (22.7) as well as (24.11)), and hence is con-
tinuous. This says that pi is weakly continuous in the Hilbert space H,
and therefore continuous, cf. (22.12). 
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(25.15). Corollary. If A has continuous states, then the GNS rep-
resentations associated with states on A are continuous.
(25.16). Remark. It is well known that a linear functional ψ on a
normed space is continuous if and only if kerψ is closed, cf. e.g. [16,
III.5.3], and thence if and only if ψ has closed graph.
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§ 26. Presence of a Unit or Approximate Unit
(26.1). Proposition. A positive linear functional ϕ on a unital
∗-algebra A is Hermitian and has finite variation v(ϕ) = ϕ(e).
Proof. For a ∈ A, we have
ϕ(a∗) = ϕ(a∗e) = 〈e, a〉ϕ = 〈a, e〉ϕ = ϕ(e∗a) = ϕ(a),
as well as
|ϕ(a) | 2 = |ϕ(e∗a) | 2 = | 〈a, e〉ϕ | 2
≤ 〈a, a〉ϕ 〈e, e〉ϕ = ϕ(e∗e)ϕ(a∗a) = ϕ(e)ϕ(a∗a). 
(26.2). Corollary. Let A be a unital normed ∗-algebra with contin-
uous states. Then a state on A can be defined as a continuous positive
linear functional ψ on A with ψ(e) = 1.
(26.3). Theorem. A positive linear functional on a unital Banach
∗-algebra is continuous. A state on a unital Banach ∗-algebra can be
defined as an automatically continuous positive linear functional ψ with
ψ(e) = 1.
Proof. This follows from (26.1) and (24.17). 
(26.4). Proposition (extensibility). A positive linear functional ϕ on
a ∗-algebra A without unit can be extended to a positive linear functional
ϕ˜ on A˜ if and only if ϕ is Hermitian and has finite variation. In this
case, ϕ is called extensible. One then can choose for ϕ˜(e) any real value
≥ v(ϕ), and the choice ϕ˜(e) = v(ϕ) is minimal.
Proof. The “only if” part follows from (26.1). Conversely, let ϕ be
Hermitian and have finite variation. Extend ϕ to a linear functional ϕ˜
on A˜ with ϕ˜(e) = γ ≥ v(ϕ). For a ∈ A and λ ∈ C, we get (using the
Hermitian nature of ϕ):
ϕ˜
(
(λe+ a)∗(λe+ a)
)
= ϕ˜
( |λ | 2 e+ λa+ λa∗ + a∗a )
= γ |λ | 2 + 2 Re (λϕ(a))+ ϕ(a∗a).
Let now λ =: r exp(iα), a =: exp(iα) b with r ∈ R+, α ∈ R, and b ∈ A.
The above expression then becomes
γ r 2 + 2 rRe
(
ϕ(b)
)
+ ϕ(b∗b).
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This is non-negative because by construction we have∣∣Re (ϕ(b)) ∣∣ 2 ≤ |ϕ(b) | 2 ≤ v(ϕ)ϕ(b∗b) ≤ γ ϕ(b∗b).
The choice ϕ˜(e) = v(ϕ) is minimal as a positive linear functional ψ on
A˜ extending ϕ satisfies v(ϕ) ≤ v(ψ) = ψ(e), cf. (26.1). 
(26.5). Proposition. Let ϕ be a quasi-state on a normed ∗-algebra
A without unit. If A is a pre-C*-algebra and if the completion of A
contains a unit, assume that furthermore ϕ is a state. By extending ϕ
to a linear functional ϕ˜ on A˜ with ϕ˜(e) := 1, we obtain a state ϕ˜ on A˜
which extends ϕ. Every state on A˜ is of this form.
Proof. Recall that a quasi-state is Hermitian by (25.6), and thus
extensible. We shall show that ϕ˜ is continuous on A˜sa. It is clear
that ϕ˜ is continuous on A˜sa with respect to the norm |λ | + ‖ a ‖,
(λ ∈ R, a ∈ Asa). Thus, if A is not a pre-C*-algebra, then ϕ˜ is
continuous on A˜sa by definition (2.15). Assume now that A is a pre-
C*-algebra. Let B be the completion of A. If B contains no unit, we
apply (7.8) to the effect that ϕ˜ is continuous on A˜sa with respect to
the norm as in (2.14). Also the last statement is fairly obvious in the
above two cases. If B does have a unit, then A is dense in A˜ by (3.7).
We see that the states on A and A˜ are related by continuation. (This
uses the continuity of the involution.) This way of extending states is
compatible with the way described in the proposition, by (26.1). The
statement follows immediately. 
(26.6). Definition (approximate units). Let A be a normed algebra.
A left approximate unit in A is a net (ei)i∈I in A such that
a = lim
i∈I
eia for all a ∈ A.
Analogously one defines a right approximate unit, a one-sided approx-
imate unit, as well as a two-sided approximate unit. A one-sided or
two-sided approximate unit (ei)i∈I in A is called bounded if the net
(ei)i∈I is bounded in A.
Recall that a C*-algebra has a bounded two-sided approximate unit
contained in the open unit ball, cf. (20.2).
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(26.7). Proposition. Let ϕ be a continuous positive linear functional
on a normed ∗-algebra A with continuous involution and bounded one-
sided approximate unit (ei)i∈I . Then ϕ has finite variation.
Proof. Let c denote a bound of the approximate unit and let d denote
the norm of the involution. The Cauchy-Schwarz inequality implies
|ϕ(eia) | 2 = | 〈a, ei∗〉ϕ | 2 ≤ 〈a, a〉ϕ 〈ei∗, ei∗〉ϕ
≤ ϕ(eiei∗)ϕ(a∗a) ≤ |ϕ | d c 2 ϕ(a∗a)
for all a ∈ A. Hence in the case of a bounded left approximate unit
|ϕ(a) | 2 ≤ d c 2 |ϕ |ϕ(a∗a)
for all a ∈ A. If (ei)i∈I is a bounded right approximate unit, then
(ei
∗)i∈I is a bounded left approximate unit by continuity of the involu-
tion. 
(26.8). Theorem. Let A be a normed ∗-algebra with isometric involu-
tion and with a bounded one-sided approximate unit in the closed unit
ball. If ϕ is a continuous positive linear functional on A, then ϕ has
finite variation
v(ϕ) = |ϕ |.
Proof. By the preceding proof we have v(ϕ) ≤ |ϕ |. For the converse
inequality, please note that piϕ is contractive by (24.8) & (22.8). By
(24.16):
|ϕ(a) | = | 〈piϕ(a)cϕ, cϕ〉ϕ |
for all a ∈ A, whence, by (24.15):
|ϕ(a) | ≤ | piϕ(a) | · ‖ cϕ ‖ 2 ≤ | a | · v(ϕ) (a ∈ A). 
(26.9). Corollary. Let A be a normed ∗-algebra with isometric in-
volution and with a bounded one-sided approximate unit in the closed
unit ball. Then a state on A can be defined as a continuous positive
linear functional of norm 1.
Proof. This follows from the fact that A has continuous states, cf.
(25.13) (i). 
For the preceding two results, see also (27.7) below.
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(26.10). Corollary. A positive linear functional ϕ on a C*-algebra
is continuous and has finite variation
v(ϕ) = ‖ϕ ‖.
It follows that a state on a C*-algebra can be defined as an automatically
continuous positive linear functional of norm 1.
Proof. This follows now from (19.23) and (20.2). 
Now for the unital case.
(26.11). Corollary. Let A be a normed ∗-algebra with isometric
involution and with unit e of norm 1. If ϕ is a continuous positive
linear functional on A, then
|ϕ | = ϕ(e).
Proof. This is a trivial consequence of (26.1) and (26.8). 
The next two results are frequently used.
(26.12). Theorem. A continuous linear functional ϕ on a unital
C*-algebra A is positive if and only if
‖ϕ ‖ = ϕ(e).
Proof. The “only if” part follows from the preceding corollary (26.11).
Suppose now that ‖ϕ ‖ = ϕ(e). We can then assume that also ‖ϕ ‖ =
1. If a ∈ A and ϕ(a∗a) is not ≥ 0, there exists a (large) closed disc
{z ∈ C : | zo − z | ≤ ρ} which contains sp(a∗a), but does not con-
tain ϕ(a∗a). (Please note that sp(a∗a) ⊂ [0,∞[ by the Shirali-Ford
Theorem (17.14).) Consequently sp(zoe− a∗a) is contained in the disc
{z ∈ C : | z | ≤ ρ}, and so ‖ zoe − a∗a ‖ = rλ(zoe − a∗a) ≤ ρ, cf. (7.6).
Hence the contradiction
| zo − ϕ(a∗a) | = |ϕ(zoe− a∗a) | ≤ ‖ϕ ‖ · ‖ zoe− a∗a ‖ ≤ ρ. 
(26.13). Corollary. A state on a unital C*-algebra can be defined as
a continuous linear functional ψ such that
‖ψ ‖ = ψ(e) = 1.
Proof. This follows now from (26.1). 
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(26.14). Theorem. Let A be a normed ∗-algebra with a bounded left
approximate unit (ei)i∈I . Let pi be a continuous non-degenerate repre-
sentation of A in a Hilbert space H. We then have
lim
i∈I
pi(ei)x = x for all x ∈ H.
Proof. Suppose first that x ∈ H is of the form x = pi(a)y for some
a ∈ A, y ∈ H. By continuity of pi it follows that
lim
i∈I
‖ pi(ei)x− x ‖ = lim
i∈I
‖ pi(eia− a)y ‖ = 0.
Thus limi∈I pi(ei)z = z for all z in the dense subspace
Z := span { pi(a)y ∈ H : a ∈ A, y ∈ H }.
Denote by c a bound of the representation, and by d a bound of the
approximate unit. Given x ∈ H, ε > 0, there exists z ∈ Z with
‖x− z ‖ < ε
3(1 + cd)
.
Then let i ∈ I such that for all j ∈ I with j ≥ i one has
‖ pi(ej)z − z ‖ < ε
3
.
For all such j we get
‖ pi(ej)x− x ‖
≤ ‖ pi(ej)x− pi(ej)z ‖+ ‖ pi(ej)z − z ‖+ ‖ z − x ‖ < ε. 
We next give a description of an important class of states obtained
from the Riesz Representation Theorem, cf. the appendix (46.4).
(26.15). Lemma. Let Ω 6= ∅ be a locally compact Hausdorff space. For
a state ψ on Co(Ω) there exists a unique inner regular Borel probability
measure µ on Ω such that
ψ(f) =
∫
f dµ for all f ∈ Co(Ω).
(For the definition of an “inner regular Borel probability measure”, see
the appendix (46.1) & (46.3).)
Proof. This follows from the Riesz Representation Theorem, cf. the
appendix (46.4). Please note (19.18), (26.10), and (2.11). 
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(26.16). Definition (M1(Ω)). If Ω 6= ∅ is a locally compact Hausdorff
space, one denotes by M1(Ω) the set of inner regular Borel probability
measures on Ω, cf. the appendix (46.1) & (46.3).
(26.17). Theorem. For a state ψ on a commutative C*-algebra A,
there exists a unique measure µ ∈M1
(
∆(A)
)
such that
ψ(a) =
∫
â dµ for all a ∈ A.
Proof. We note that A 6= {0} because ψ is a state on A. It follows
that the Gelfand transformation a 7→ â establishes an isomorphism of
the C*-algebra A onto the C*-algebra Co
(
∆(A)
)
, by the Commutative
Gelfand-Na˘ımark Theorem (15.8). By defining
ψ̂(â) := ψ(a) for all a ∈ A,
we get a state ψ̂ on Co
(
∆(A)
)
. By lemma (26.15) there exists a measure
µ ∈M1
(
∆(A)
)
such that
ψ(a) = ψ̂(â) =
∫
â dµ for all a ∈ A.
Uniqueness is now clear from lemma (26.15) again. 
We shall return to this theme in § 30.
The impatient reader can go from here to part 3 of the book, on
the spectral theory of representations.
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§ 27. The Theorem of Varopoulos
Our next objective is the Theorem of Varopoulos (27.6). As it is
little used, we do not give a complete proof. We state without proof two
closely related Factorisation Theorems of Paul J. Cohen and Nicholas
Th. Varopoulos. We give them here in a form needed later.
(27.1). Theorem (Paul J. Cohen). Let A be a Banach algebra with a
bounded right approximate unit. Then every element of A is a product
of two elements of A.
(27.2). Theorem (Nicholas Th. Varopoulos). Let A be a Banach al-
gebra with a bounded right approximate unit. For a sequence (an) in
A converging to 0, there exists a sequence (bn) in A converging to 0 as
well as c ∈ A with an = bnc for all n.
Proofs can be found in [23, § 11], [35, § 6], or [33, section 5.2].
(27.3). Theorem. Let A be a Banach ∗-algebra with a bounded right
approximate unit. A positive Hilbert form 〈·, ·〉 on A, cf. (24.3), is
bounded in the sense that there exists γ ≥ 0 such that
| 〈a, b〉 | ≤ γ · | a | · | b | for all a, b ∈ A.
Proof. It shall first be shown that 〈·, ·〉 is continuous in the first vari-
able. So let (an) be a sequence in A converging to 0. By the Factori-
sation Theorem of N. Th. Varopoulos (theorem (27.2) above), there
exists a sequence (bn) converging to 0 in A as well as c ∈ A, such that
an = bnc for all n. Thus, for arbitrary d ∈ A, we obtain
〈an, d〉 = 〈bnc, d〉 = 〈pi(bn)c, d〉 → 0
by continuity of pi (theorem (22.14)). It follows that 〈·, ·〉 is separately
continuous in both variables (as 〈·, ·〉 is Hermitian). An application of
the uniform boundedness principle then shows that there exists γ ≥ 0
such that
| 〈a, b〉 | ≤ γ · | a | · | b | for all a, b ∈ A. 
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(27.4). Theorem. Let A be a normed ∗-algebra with a bounded right
approximate unit (ei)i∈I . Let 〈·, ·〉 be a bounded non-zero positive Hilbert
form on A. The corresponding GNS representation pi then is cyclic.
Furthermore, there exists a cyclic vector c for pi, such that the positive
linear functional of finite variation a 7→ 〈pi(a)c, c〉 (a ∈ A) induces the
positive Hilbert form 〈·, ·〉. (Cf. (24.2).) The vector c can be chosen to
be any adherence point of the net (ei)i∈I in the weak topology.
Proof. Since the representation associated with 〈·, ·〉 is weakly con-
tinuous on Asa, it has an “extension” pi acting on the completion of
A, cf. (22.5). Next, by boundedness of 〈·, ·〉, the net (ei)i∈I is bounded
and therefore has an adherence point in the weak topology on the com-
pletion of A. Let c be any such adherence point. By going over to a
subnet, we can assume that (ei)i∈I converges weakly to c. It shall be
shown that pi(a)c = a for all a ∈ A, which implies that c is cyclic for
pi. It is enough to show that for b ∈ A, one has 〈pi(a)c, b〉 = 〈a, b〉. So
one calculates
〈pi(a)c, b〉 = 〈c, pi(a)∗b〉 = lim
i∈I
〈ei, pi(a)∗b〉
= lim
i∈I
〈pi(a)ei, b〉 = lim
i∈I
〈aei, b〉 = 〈a, b〉 = 〈a, b〉,
where we have used the continuity of 〈·, ·〉. Consider now the positive
linear functional ϕ on A defined by
ϕ(a) := 〈pi(a)c, c〉 (a ∈ A).
We have
ϕ(a∗a) = 〈pi(a∗a)c, c〉 = ‖ pi(a)c ‖ 2 = ‖ a ‖ 2 = 〈a, a〉 = 〈a, a〉
for all a ∈ A, whence, after polarisation,
〈a, b〉 = ϕ(b∗a) (a, b ∈ A).
That is, ϕ induces the positive Hilbert form 〈·, ·〉, cf. (24.2). 
We see from the proofs that so far it is the bounded right approxi-
mate units which are effective. Now for the case of a bounded two-sided
approximate unit. We shall prove that in the preceding theorem, if we
are in presence of a bounded two-sided approximate unit (ei)i∈I , and
if A is complete, then the cyclic vector c can be chosen to be the limit
in norm of the net (ei)i∈I .
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(27.5). Theorem. Let A be a Banach ∗-algebra with a bounded two-
sided approximate unit (ei)i∈I . Let 〈·, ·〉 be a non-zero positive Hilbert
form on A. The corresponding GNS representation pi then is cyclic.
Furthermore, there exists a cyclic vector c for pi, such that the positive
linear functional of finite variation a 7→ 〈pi(a)c, c〉 (a ∈ A) induces the
positive Hilbert form 〈·, ·〉. The vector c can be chosen to be the limit
in norm of the net (ei)i∈I .
Proof. The Hilbert form 〈·, ·〉 is bounded by (27.3), so (27.4) is applic-
able. Only the last statement needs to be proved. The representation
pi is continuous by (22.14), and as in the preceding proof, we have
ei = pi(ei)c for all i ∈ I. Since (ei)i∈I among other things is a bounded
left approximate unit, (26.14) implies that ei = pi(ei)c → c because pi
is cyclic by the preceding theorem, and thus non-degenerate. 
Next for bounded one-sided approximate units:
(27.6). Theorem (Varopoulos, Shirali). A positive linear functional
on a Banach ∗-algebra with a bounded one-sided approximate unit has
finite variation, and thence also is continuous, cf. (24.17).
Proof. In the case of a bounded right approximate unit, the conclu-
sion follows from the theorems (27.3) and (27.4) by an application of
Cohen’s Factorisation Theorem (27.1). In presence of a bounded left
approximate unit, we change the multiplication to (a, b) 7→ ba, and use
the fact that the functional turns out to be Hermitian, cf. (24.11). 
This result is due to Varopoulos for the special case of a continuous
involution. It was extended to the general case by Shirali.
(27.7). Corollary. Let A be a Banach ∗-algebra with isometric
involution and with a bounded one-sided approximate unit in the closed
unit ball. Every positive linear functional ϕ on A is continuous and
has finite variation
v(ϕ) = |ϕ |.
It follows that a state on A can be defined as an automatically con-
tinuous positive linear functional of norm 1.
Proof. This follows now from (26.8) and (26.9). 
For C*-algebras, we don’t need this result, see (26.10).

CHAPTER 6
The Enveloping C*-Algebra
§ 28. C*(A)
In this paragraph, let A be a normed ∗-algebra.
(28.1). Proposition. A state ψ on A satisfies
ψ(a∗a) 1/2 ≤ rσ(a) for all a ∈ A.
Proof. Theorem (25.5) implies that
ψ(a∗a) 1/2 = 〈piψ(a∗a)cψ, cψ〉ψ1/2 = ‖ piψ(a)cψ ‖ ≤ rσ(a). 
(28.2). Definition ( ‖ · ‖o ). For a ∈ A, one defines
‖ a ‖o := sup
ψ ∈ S(A)
ψ(a∗a) 1/2 ≤ rσ(a).
If S(A) = ∅, one puts ‖ a ‖o := 0 for all a ∈ A.
We shall see that ‖ · ‖o is a seminorm with certain extremality
properties.
(28.3). Theorem. If pi is a representation of A in a pre-Hilbert space
H, which is weakly continuous on Asa, then
‖ pi(a) ‖ ≤ ‖ a ‖o for all a ∈ A.
Proof. We may assume that H is a Hilbert space 6= {0} and that pi
is non-degenerate. Let x ∈ H with ‖x ‖ = 1. Consider the state ψ on
A defined by
ψ(a) := 〈pi(a)x, x〉 (a ∈ A).
We obtain
‖ pi(a)x ‖ = 〈pi(a)x, pi(a)x〉 1/2 = ψ(a∗a) 1/2 ≤ ‖ a ‖o. 
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(28.4). Definition (the universal representation, piu). We define
piu := ⊕ψ ∈ S(A) piψ, Hu := ⊕ψ ∈ S(A)Hψ.
One says that piu is the universal representation of A and that Hu
is the universal Hilbert space of A. The universal representation is
σ-contractive by (23.11).
(28.5). Theorem. For a ∈ A, we have
‖ piu(a) ‖ = ‖ a ‖o.
Proof. The representation piu is σ-contractive as noted before, so
that, by (28.3),
‖ piu(a) ‖ ≤ ‖ a ‖o
for all a ∈ A. In order to show the converse inequality, let a ∈ A be
fixed. Let ψ ∈ S(A). It suffices then to prove that ψ(a∗a) ≤ ‖piu(a) ‖ 2.
We have
ψ(a∗a) = 〈piψ(a∗a)cψ, cψ〉ψ = 〈piψ(a)cψ, piψ(a)cψ〉ψ
= ‖ piψ(a)cψ ‖ 2 ≤ ‖piψ(a) ‖ 2 ≤ ‖piu(a) ‖ 2. 
(28.6). Definition (the Gelfand-Na˘ımark seminorm). We see from
the preceding theorem that ‖ · ‖o is a seminorm on A. The seminorm
‖ · ‖o is called the Gelfand-Na˘ımark seminorm. It satisfies
‖ a ‖o ≤ rσ(a) ≤ ‖ a ‖ (a ∈ A),
where ‖ · ‖ denotes the auxiliary ∗-norm on A.
(28.7). Proposition. If A has continuous states, then the Gelfand-
Na˘ımark seminorm is continuous on A. If A furthermore is commu-
tative, then the Gelfand-Na˘ımark seminorm is dominated by the norm
in A.
Proof. This follows from (25.14) and (8.10). 
A basic object in representation theory is the following enveloping
C*-algebra. It is useful for pulling down results.
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(28.8). Definition (the enveloping C*-algebra, C∗(A)). The ∗-radical
of A is defined to be the ∗-stable (13.1) two-sided ideal on which ‖ · ‖o
vanishes. It shall be denoted by ∗-rad(A). We introduce a norm ‖ · ‖
on A/∗-rad(A) by defining
‖ a+ ∗-rad(A) ‖ := ‖ a ‖o for all a ∈ A.
Then (A/∗-rad(A), ‖ · ‖) is isomorphic as a normed ∗-algebra to the
range of the universal representation, and thus is a pre-C*-algebra.
Let (C∗(A), ‖ · ‖) denote the completion. It is called the enveloping
C*-algebra of A. We put
j : A→ C∗(A), a 7→ a+ ∗-rad(A).
(28.9). Proposition. The ∗-algebra homomorphism j : A→ C∗(A) is
σ-contractive and its range is dense in C∗(A).
(28.10). Proposition. If A has continuous states, then the mapping
j : A→ C∗(A) is continuous. If furthermore A is commutative, then j
is contractive.
Proof. This follows from (28.7). 
We now come to a group of statements which collectively might be
called the “universal property” of the enveloping C*-algebra.
(28.11). Proposition. Let H be a Hilbert space. The assignment
pi := pio ◦ j
establishes a bijection from the set of all representations pio of C
∗(A)
in H onto the set of all σ-contractive representations pi of A in H.
Proof. Let pio be a representation of C
∗(A) in H. It then is contrac-
tive, and it follows that pi := pio ◦ j is a σ-contractive representation
of A in H. Conversely, let pi be a σ-contractive representation of A in
H. We then have ‖ pi(a) ‖ ≤ ‖ a ‖o by (28.3). It follows that pi vanishes
on ∗-rad(A) and thus induces a representation pio of C∗(A) such that
pi = pio ◦ j. To show injectivity, let ρo, σo be two representations of
C∗(A) in H with ρo ◦ j = σo ◦ j. Then ρo and σo agree on the dense
set j(A), hence everywhere. 
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(28.12). Proposition. Let pi be a representation of A in a Hilbert
space H, which is weakly continuous on Asa. Let pio be the correspond-
ing representation of C∗(A). Then R(pio) is the closure of R(pi). It
follows that
(i) pi is non-degenerate if and only if pio is so,
(ii) pi is cyclic if and only if pio is so,
(iii) pio
′ = pi′.
Proof. The range of pio is a C*-algebra by (22.20). Furthermore R(pi)
is dense in R(pio) by (28.9), from which it then follows that R(pio) is
the closure of R(pi). 
(28.13). Proposition. If ψ is a state on A, then
|ψ(a) | ≤ ‖ a ‖o for all a ∈ A.
Proof. We have
|ψ(a) | ≤ ψ(a∗a) 1/2 ≤ sup
ϕ∈S(A)
ϕ(a∗a) 1/2 = ‖ a ‖o. 
(28.14). Corollary. If ϕ is a positive linear functional of finite vari-
ation on A, which is weakly continuous on Asa, then
|ϕ(a) | ≤ v(ϕ) ‖ a ‖o for all a ∈ A.
(28.15). Proposition. By putting
ϕ := ϕo ◦ j
we establish a bijection from the set of positive linear functionals ϕo on
C∗(A) onto the set of positive linear functionals ϕ of finite variation
on A, which are weakly continuous on Asa. Then v(ϕ) = v(ϕo).
Proof. Let ϕo be a positive linear functional on C
∗(A). Then ϕo is
continuous by (19.23) and consequently has finite variation by (26.7)
as C∗(A) has a bounded two-sided approximate unit (20.2). It follows
that ϕ := ϕo ◦ j is a positive linear functional on A, which is weakly
continuous on Asa because j is contractive on Asa. For a ∈ A, we have
|ϕ(a) | 2 = | (ϕo ◦ j)(a) | 2,
ϕ(a∗a) = (ϕo ◦ j)(a∗a),
so that v(ϕ) = v(ϕo|j(A)). By continuity of ϕo on C∗(A) and by conti-
nuity of the involution in C∗(A), it follows that v(ϕ) = v(ϕo).
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Conversely, let ϕ be a positive linear functional of finite varia-
tion on A, which is weakly continuous on Asa. By (28.14), ϕ also
is bounded with respect to ‖ · ‖o. It therefore induces a positive
linear functional ϕo on C
∗(A) such that ϕ = ϕo ◦ j. To show
injectivity, let ϕo, ϕo
′ be positive linear functionals on C∗(A) with
ϕo ◦ j = ϕo′ ◦ j. Then ϕo and ϕo′ coincide on the dense set j(A), hence
everywhere, by automatic continuity of positive linear functionals on
C*-algebras (19.23). 
(28.16). Reminder. We imbed the set QS(A) of quasi-states on A
in the unit ball of the dual space of the real normed space Asa. The
space QS(A) is a compact Hausdorff space in the weak* topology. (By
Alaoglu’s Theorem, cf. the appendix (45.6).)
(28.17). Theorem. The assignment
ϕ := ϕo ◦ j
is an affine homeomorphism from the set QS
(
C∗(A)
)
of quasi-states
ϕo on C
∗(A) onto the set QS(A) of quasi-states ϕ on A, and hence
from the set S
(
C∗(A)
)
onto the set S(A).
Proof. This assignment is continuous by the universal property of the
weak* topology, cf. the appendix (45.3). The assignment, being a con-
tinuous bijection from the compact space QS
(
C∗(A)
)
to the Hausdorff
space QS(A), is a homeomorphism, cf. the appendix (45.7). 
The next two results put the “extension processes” for states and
their GNS representations in a useful relationship.
(28.18). Proposition. Let ψ be a state on A, and let ψo be the corre-
sponding state on C∗(A). Let (piψ)o denote the representation of C∗(A)
corresponding to the GNS representation piψ. We then have
ψo(b) = 〈(piψ)o(b)cψ, cψ〉ψ for all b ∈ C∗(A).
Proof. Consider the state ψ1 on C
∗(A) defined by
ψ1(b) := 〈(piψ)o(b)cψ, cψ〉ψ
(
b ∈ C∗(A)).
We get
ψ1
(
j(a)
)
= 〈(piψ)o
(
j(a)
)
cψ, cψ〉ψ = 〈piψ(a)cψ, cψ〉ψ = ψ(a),
for all a ∈ A, so that ψ1 = ψo. 
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(28.19). Corollary. For a state ψ on A, the representation pi(ψo) is
spatially equivalent to (piψ)o, and there exists a unitary operator inter-
twining pi(ψo) and (piψ)o taking c(ψo) to cψ.
Proof. (23.17). 
(28.20). Proposition. If A has continuous states, then ∗-rad(A) is
closed in A.
Proof. This is a consequence of (28.7). For Banach ∗-algebras, this
also follows from (8.6). 
We close this paragraph with a discussion of ∗-semisimple normed
∗-algebras.
(28.21). Definition (∗-semisimple normed ∗-algebras). We will say
that A is ∗-semisimple if ∗-rad(A) = {0}.
Please note that A is ∗-semisimple if and only if its universal rep-
resentation is faithful.
(28.22). Proposition. If A has a faithful representation in a pre-
Hilbert space, which is weakly continuous on Asa, then A is ∗-semi-
simple.
Proof. A representation which is weakly continuous on Asa vanishes
on the ∗-radical by (28.3). 
(28.23). Proposition. If A is ∗-semisimple, then (A, ‖ · ‖o) is a pre-
C*-algebra and C∗(A) is its completion.
(28.24). Proposition. If A is ∗-semisimple, then the involution in A
has closed graph. In particular, it then follows that Asa is closed in A.
Proof. This follows from (8.7). 
(28.25). Corollary. The involution in a ∗-semisimple Banach ∗-al-
gebra is continuous.
§ 29. THE THEOREMS OF RAI˘KOV AND OF GELFAND & NAI˘MARK 125
§ 29. The Theorems of Ra˘ıkov and of Gelfand & Na˘ımark
Our next objective is a result of Ra˘ıkov (29.4), of which the Gelfand-
Na˘ımark Theorem (29.5) is a special case.
(29.1). Theorem. Let C be a convex cone in a real vector space B.
Let fo be a linear functional on a subspace Mo of B such that fo(x) ≥ 0
for all x ∈Mo ∩C. Assume that Mo +C = B. The functional fo then
has a linear extension f to B such that f(x) ≥ 0 for all x ∈ C.
Proof. Assume that fo has been extended to a linear functional f1 on
a subspace M1 of B such that f1(x) ≥ 0 for all x ∈ M1 ∩ C. Assume
that M1 6= B. Let y ∈ B, y /∈ M1 and put M2 := span (M1 ∪ { y }).
Define
E ′ := M1 ∩ (y − C), E ′′ := M1 ∩ (y + C).
The sets E ′ and E ′′ are non-void because y,−y ∈ Mo + C (by the
assumption that Mo+C = B). If x
′ ∈ E ′, and x′′ ∈ E ′′, then y−x′ ∈ C
and x′′−y ∈ C, whence x′′−x′ ∈ C, so that f1(x′) ≤ f1(x′′). It follows
that with
a := sup
x′∈E′
f1(x
′), b := inf
x′′∈E′′
f1(x
′′)
one has −∞ < a ≤ b <∞. With a ≤ c ≤ b we then have
f1(x
′) ≤ c ≤ f1(x′′) (x′ ∈ E ′, x′′ ∈ E ′′).
Define a linear functional f2 on M2 = span (M1 ∪ { y }) by
f2(x+ αy) := f1(x) + αc (x ∈M1, α ∈ R).
It shall be shown that f2(x) ≥ 0 for all x ∈ M2 ∩ C. So let x ∈ M1,
α ∈ R \ {0}. There then exist β > 0 and z ∈ M1 such that either
x + αy = β(z + y) or x + αy = β(z − y). Thus, if x + αy ∈ C, then
either z + y ∈ C or z − y ∈ C. If z + y ∈ C, then −z ∈ E ′, so that
f1(−z) ≤ c, or f1(z) ≥ −c, whence f2(z + y) ≥ 0. If z − y ∈ C,
then z ∈ E ′′, so that f1(z) ≥ c, whence f2(z − y) ≥ 0. Thus f1 has
been extended to a linear functional f2 on the subspace M2 properly
containing M1, such that f2(x) ≥ 0 for all x ∈M2 ∩ C.
One defines
Z := { (M, f) : M is a subspace of B containing Mo,
f is a linear functional on M extending fo
such that f(x) ≥ 0 for all x ∈M ∩ C }.
Applying Zorn’s Lemma yields a maximal element (M, f) of Z (with
the obvious ordering). It follows from the above that M = B. 
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(29.2). Theorem. If A is a Hermitian Banach ∗-algebra, then a state
on a closed ∗-subalgebra of A can be extended to a state on all of A.
Proof. Let D be a closed ∗-subalgebra of the Hermitian Banach
∗-algebra A. Put E := Ce + D, where e is the unit in A˜. Then E is
a Hermitian Banach ∗-algebra, cf. (11.5) as well as the proof of (2.16).
Let ψ be a state on D. Putting ψ˜(e) := 1 and extending linearly, we get
a state ψ˜ on E which extends ψ, cf. the proof of (26.4), as well as (26.3).
We want to apply the preceding theorem with B := A˜sa, C := A˜+,
Mo := Esa, fo := ψ˜|Esa . The assumptions are satisfied because ψ˜ is
Hermitian by (25.6), A˜+ is convex by (17.7), ψ˜(b) ≥ 0 for all b ∈ E+ by
(25.11), E+ = A˜+ ∩ Esa by (17.4), and Esa + A˜+ = A˜sa because for
a ∈ A˜sa one has rλ(a)e+ a ≥ 0. By the preceding extension theorem,
it follows that ψ˜|Esa has an extension to a linear functional f on A˜sa
such that f(a) ≥ 0 for all a ∈ A˜+. Let ϕ˜ be the linear extension of f
to A˜. We then have ϕ˜ (a∗a) ≥ 0 for all a ∈ A˜ because a∗a ∈ A˜+ by
the Shirali-Ford Theorem (17.14). Moreover, ϕ˜ is a state on A˜ because
ϕ˜(e) = ψ˜(e) = 1, cf. (26.3). Let ϕ be the restriction of ϕ˜ to A. Then
ϕ is a quasi-state extending ψ, and thus a state. 
(29.3). Theorem. Let A be a Hermitian Banach ∗-algebra, and let a
be a Hermitian element of A. The following properties are equivalent.
(i) a ≥ 0,
(ii) piu(a) ≥ 0,
(iii) ψ(a) ≥ 0 for all ψ ∈ S(A).
Proof. The implications (i)⇒ (ii)⇔ (iii) hold for normed ∗-algebras
in general. Indeed (i)⇒ (ii) follows from (17.3) while (ii)⇔ (iii) follows
from piu(a) ≥ 0 ⇔ 〈piu(a)x, x〉 ≥ 0 for all x ∈ Hu, cf. (19.19). The
closed subalgebra B of A generated by a is a commutative Hermitian
Banach ∗-algebra by (11.5). One notes that every multiplicative linear
functional τ on B is a state. Indeed, as τ is Hermitian (14.19), we have
| τ(b) | 2 = τ(b∗b) for all b ∈ B, so that τ is positive and has variation
1. Furthermore, τ is continuous by (14.2). The proof of (iii) ⇒ (i)
goes as follows. If ψ(a) ≥ 0 for all ψ in S(A) then by the preceding
theorem also ψ(a) ≥ 0 for all ψ in S(B). In particular τ(a) ≥ 0 for
all τ ∈ ∆(B). It follows from (14.14) that a ∈ B+, whence a ∈ A+ by
(4.10). 
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(29.4). Theorem (Ra˘ıkov’s Criterion). For a Banach ∗-algebra A, the
following statements are equivalent.
(i) A is Hermitian,
(ii) ‖ piu(a) ‖ = rσ(a) for all a ∈ A,
(iii) ‖ a ‖o = rσ(a) for all a ∈ A.
Proof. (ii)⇔ (iii): We know that ‖ a ‖o = ‖ piu(a) ‖, cf. (28.5). (ii)⇒
(i) follows from (17.15) and (7.5). (i) ⇒ (ii): It is easily seen that the
Gelfand-Na˘ımark seminorm on A˜ coincides on A with ‖ · ‖o, cf. (26.5).
One can thus assume that A is unital. Clearly piu then is unital (1.15).
If A is Hermitian, then the preceding theorem and lemma (21.4) imply
that for a ∈ A, one has rσ
(
piu(a)
)
= rσ(a), or ‖ piu(a) ‖ = rσ(a), cf.
(7.5). 
(29.5). Theorem (the Gelfand-Na˘ımark Theorem). If (A, ‖ · ‖) is a
C*-algebra, then
‖ piu(a) ‖ = ‖ a ‖o = ‖ a ‖ for all a ∈ A,
so that the universal representation of A establishes an isomorphism of
C*-algebras from A onto a C*-algebra of bounded linear operators on
a Hilbert space. Furthermore C∗(A) can be identified with A.
Proof. This follows now from rσ(a) = ‖ a ‖, cf. (7.5). 
(29.6). Proposition. A Banach ∗-algebra A is Hermitian if and only
if the Pta´k function rσ is a seminorm.
Proof. The “only if” part is clear by rσ(a) = ‖ a ‖o if A is Hermi-
tian. Conversely assume that rσ is a seminorm. In order to show
that A is Hermitian, we can go over to the closed subalgebra gener-
ated by a Hermitian element, cf. (4.10). Hence we may assume that
A is commutative. By assumption we have rσ(a+ b) ≤ rσ(a) + rσ(b),
whence also | rσ(a) − rσ(b) | ≤ rσ(a − b) for all a, b ∈ A. We also
have rσ(a
∗a) = rσ(a)
2 and rσ(a
∗) = rσ(a) (by (7.4)), as well as
rσ(ab) ≤ rσ(a) rσ(b) (by (7.9)) for all a, b ∈ A. It follows that the
set I on which rσ vanishes is a ∗-stable two-sided ideal in A. Further-
more, it follows that ‖ a+I ‖ := rσ(a) (a ∈ A) is well-defined and makes
A/I into a pre-C*-algebra. Upon completing A/I, we get a ∗-algebra
homomorphism pi from A to a C*-algebra such that rσ(a) = ‖ pi(a) ‖
for all a ∈ A. Now (17.15) implies that A is Hermitian. 
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(29.7). Proposition. On a Hermitian Banach ∗-algebra, the Pta´k
function rσ is uniformly continuous.
Proof. (29.4), (25.13) (ii), (28.7). 
As an immediate consequence, we obtain:
(29.8). Corollary. If A is a ∗-subalgebra of a Hermitian Banach
∗-algebra, then every σ-contractive linear map from A to a normed
space is continuous. In particular, A has continuous states.
Proof. (22.10) (iv) ⇒ (vi). 
(See also (22.21) as well as the remark following (25.13).)
Now for the commutative case.
(29.9). Theorem. If A is a commutative Hermitian Banach ∗-algebra
with ∆(A) 6= ∅, then for a ∈ A, we have
‖ a ‖o = | â |∞.
Proof. rσ(a) = rλ(a) = | â |∞ by (11.3) (iv) & (14.15). 
(29.10). Corollary. If A is a commutative Hermitian Banach ∗-al-
gebra with ∆(A) 6= ∅, then A is ∗-semisimple if and only if the Gelfand
transformation A→ Co
(
∆(A)
)
is injective.
(29.11). Corollary. If A is a commutative Hermitian Banach ∗-al-
gebra with ∆(A) 6= ∅, then C∗(A) is isomorphic as a C*-algebra to
Co
(
∆(A)
)
.
Proof. By theorem (29.9),
(
A/∗-rad(A), ‖ · ‖) is isomorphic as a pre-
C*-algebra to { â ∈ Co
(
∆(A)
)
: a ∈ A }, and the latter set is dense in
Co
(
∆(A)
)
, cf. (15.7). 
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§ 30. Commutativity
In this paragraph, let A be a commutative normed ∗-algebra.
(30.1). Definition (∆∗bsa(A)). We denote by ∆
∗
bsa(A) the set of
Hermitian multiplicative linear functionals on A, which are bounded
on Asa. Please note that
∆∗bsa(A) = S(A) ∩∆(A).
As in § 15 we obtain:
(30.2). Definition. We equip the set ∆∗bsa(A) with the topology
inherited from QS(A). It becomes in this way a locally compact
Hausdorff space.
(30.3). Proposition. If A is a Hermitian commutative Banach
∗-algebra, then ∆∗bsa(A) = ∆(A), also in the sense of topological spaces.
(30.4). Proposition. If ∆∗bsa(A) 6= ∅, the Gelfand transformation
A→ Co
(
∆∗bsa(A)
)
a 7→ â
then is a σ-contractive ∗-algebra homomorphism, whose range is dense
in Co
(
∆∗bsa(A)
)
. (We shall abbreviate â|∆∗bsa(A) to â).
Proof. One applies the Stone-Weierstrass Theorem, cf. the appendix
(45.10). 
(30.5). Proposition. The homeomorphism ϕo 7→ ϕo ◦ j (28.17) from
S
(
C∗(A)
)
onto S(A) restricts to a homeomorphism from ∆
(
C∗(A)
)
onto ∆∗bsa(A).
(30.6). Corollary. If ∆∗bsa(A) 6= ∅, then C∗(A) is isomorphic as a
C*-algebra to Co
(
∆∗bsa(A)
)
. Furthermore, for a ∈ A, we have
‖ a ‖o =
∣∣ â|∆∗bsa(A) ∣∣∞.
It follows that A is ∗-semisimple if and only if the Gelfand trans-
formation A→ Co
(
∆∗bsa(A)
)
is injective.
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(30.7). Theorem (the abstract Bochner Theorem). The formula
ψ(a) =
∫
â dµ (a ∈ A)
establishes an affine bijection from M1
(
∆∗bsa(A)
)
onto S(A).
Proof. Let ψ be a state on A. Let ψo be the corresponding state on
C∗(A). By (26.17), there exists a unique measure µo ∈M1
(
∆
(
C∗(A)
))
such that
ψo(b) =
∫
b̂ dµo for all b ∈ C∗(A).
Let µ be the image measure of µo under the homeomorphism τo 7→ τo◦j
from ∆
(
C∗(A)
)
onto ∆∗bsa(A). (For the concept of image measure, see
the appendix (46.5) - (46.8).) For a ∈ A, we get
ψ(a) = ψo
(
j(a)
)
=
∫
ĵ(a) dµo
=
∫
ĵ(a)(τo) dµo(τo)
=
∫
τo
(
j(a)
)
dµo(τo)
=
∫
â(τo ◦ j) d µo(τo)
=
∫
â(τ) dµ(τ) =
∫
â dµ.
Uniqueness of µ follows from the fact that the functions â (a ∈ A) are
dense in Co
(
∆∗bsa(A)
)
, cf. (30.4).
Conversely, let µ be a measure in M1
(
∆∗bsa(A)
)
and consider the
linear functional ϕ on A defined by
ϕ(a) :=
∫
â dµ (a ∈ A).
Then ϕ is a positive linear functional on A because for a ∈ A, we have
ϕ(a∗a) =
∫
| â | 2 dµ ≥ 0.
§ 30. COMMUTATIVITY 131
The positive linear functional ϕ is contractive on Asa because all the
τ ∈ ∆∗bsa(A) are contractive on Asa as they are states. Indeed
|ϕ(b) | ≤
∫
| τ(b) | dµ(τ) ≤ | b | for all b ∈ Asa.
Furthermore, we have v(ϕ) ≤ 1 by the Cauchy-Schwarz inequality:
|ϕ(a) | 2 =
∣∣∣∣ ∫ â dµ ∣∣∣∣ 2 ≤ ∫ | â | 2 dµ · ∫ 1 2 dµ = ϕ(a∗a) for all a ∈ A.
Thus, it follows that ϕ = λψ with ψ a state on A and 0 ≤ λ ≤ 1. By
the preceding, there exists a unique measure ν ∈ M1
(
∆∗bsa(A)
)
such
that
ψ(a) =
∫
â dν (a ∈ A).
We obtain
ϕ(a) =
∫
â d(λν).
as well as
ϕ(a) =
∫
â dµ.
By density of the functions â in Co
(
∆∗bsa(A)
)
, it follows µ = λν,
whence λ = 1, so that ϕ = ψ is a state on A. 
See also (38.1) & (38.2) below.
(30.8). Counterexample. There exists a commutative unital nor-
med ∗-algebra A such that each Hermitian multiplicative linear
functional on A is contractive on Asa, yet discontinuous, and thereby
a discontinuous state.
Proof. We take A := C[Z] as ∗-algebra, cf. (1.5). (We shall define a
norm later on.) Let τ be a Hermitian multiplicative linear functional
on A. If we put u := τ(δ1), then
τ(a) =
∑
n∈Z
a(n)un for all a ∈ A.
With e := δ0 the unit in A, we have
|u | 2 = uu = τ(δ1) τ(δ1) = τ(δ1) τ(δ1∗)
= τ(δ1) τ(δ−1) = τ(δ1δ−1) = τ(e) = 1,
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which makes that u = τ(δ1) belongs to the unit circle. Conversely, if u
is in the unit circle then
τ(a) :=
∑
n∈Z
a(n)un (a ∈ A)
defines a Hermitian multiplicative linear functional on A. In other
words, the Hermitian multiplicative linear functionals τ on A cor-
respond to the points u := τ(δ1) in the unit circle.
We shall now introduce a norm on A. Let γ > 1 be fixed. Then
| a | :=
∑
n∈Z
| a(n) | γ n
defines an algebra norm on A. (We leave the verification to the reader.)
If a ∈ Asa, then a(−n) = a(n) for all n ∈ Z, so for a ∈ Asa we have
| a | = | a(0) |+
∑
n≥1
| a(n) |
(
γ n +
1
γ n
)
.
Let τ be a Hermitian multiplicative linear functional on A. Then
τ(δn) =
(
τ(δ1)
)n
is in the unit circle for all n ∈ Z, so for a ∈ Asa
we find
| τ(a) | ≤ | a(0) |+ 2
∑
n≥1
| a(n) |.
We see that if a ∈ Asa, then | τ(a) | ≤ | a |, so τ is contractive on Asa.
However
| δn | = γ n → 0 for n→ −∞,
| τ(δn) | = 1 for all n ∈ Z,
which shows that τ is discontinuous. 
(30.9). Remark. This gives an example of a commutative normed
∗-algebra which cannot be imbedded in a Banach ∗-algebra, see (25.13)
(iii). See also (6.7), (7.3), and (22.21). The above normed ∗-algebra
also serves as a counterexample for the latter statements with normed
∗-algebras instead of Banach ∗-algebras. Please note that the above
commutative unital normed ∗-algebra does not carry any continuous
Hermitian multiplicative linear functional.
CHAPTER 7
Irreducible Representations
§ 31. General ∗-Algebras: Indecomposable Functionals
Let throughout A be a ∗-algebra and H 6= {0} a Hilbert space.
(31.1). Definition (irreducible representations). A representation of
A in H is called irreducible if it is non-zero and if it has no closed
reducing subspaces other than {0} and H.
(31.2). Proposition. A non-zero representation pi of A in H is irre-
ducible if and only if every non-zero vector in H is cyclic for pi.
Proof. Assume that pi is irreducible. Then pi must be non-degenerate,
cf. (23.6). Let x be a non-zero vector in H and consider M = R(pi)x.
Then x ∈M , because pi is non-degenerate, cf. (23.8). In particular, M
is a closed reducing subspace 6= {0}, so that M = H. The proof of the
converse implication is left to the reader. 
(31.3). Lemma (Schur’s Lemma). A non-zero representation pi of A in
H is irreducible if and only if pi′ = C1.
Proof. Assume that pi′ = C1. Let M be a closed reducing subspace
of pi and let p be the projection on M . Then p belongs to pi′ by (23.5),
whence either p = 0 or p = 1. Assume conversely that pi is irreducible.
Then pi′ is a unital C*-subalgebra of B(H). Consider a Hermitian
element a = a∗ of pi′ and let C be the C*-subalgebra of pi′ generated
by a and 1. In order to prove the lemma, it suffices to show that ∆(C)
contains only one point. So assume that ∆(C) contains more than one
point. There then exist non-zero c1, c2 ∈ C with c1c2 = 0 (by Urysohn’s
Lemma). Choosing x ∈ H with c2x 6= 0, we obtain the contradiction
c1H = c1pi(A)c2x ⊂ pi(A)c1c2x = {0}. 
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(31.4). Corollary. If A is commutative, then a non-zero represen-
tation pi of A in H is irreducible if and only if H is one-dimensional.
Proof. We have R(pi) ⊂ pi′. 
An irreducible representation of a non-commutative ∗-algebra need
not be one-dimensional, cf. e.g. (36.12) below.
(31.5). Proposition. Let pi be an irreducible representation of A in
H. Assume that x, y are vectors in H with
〈pi(a)x, x〉 = 〈pi(a)y, y〉 for all a ∈ A.
There then exists a complex number u of modulus 1 with x = uy.
Proof. Assume that both x and y are non-zero. Then x, y are cyclic
vectors for pi and there exists a unitary operator U ∈ pi′ = C(pi, pi)
taking x to y, cf. (23.17). Since pi is irreducible, it follows from Schur’s
Lemma (31.3) that U = u1 with u ∈ C, |u | = 1. Assume next that
x = 0, y 6= 0. The equation
0 = 〈pi(a)x, x〉 = 〈pi(a)y, y〉 (a ∈ A)
would then imply that the vector y 6= 0 was orthogonal to all the
vectors pi(a)y (a ∈ A), so that y could not be a cyclic vector. 
(31.6). Lemma. Let ϕ be a positive semidefinite sesquilinear form on H
with sup ‖x ‖≤1 ϕ(x, x) <∞. There then exists a unique linear operator
a ∈ B(H)+ such that
ϕ(x, y) = 〈ax, y〉 (x, y ∈ H).
Proof. We have sup ‖x ‖,‖ y ‖≤1 |ϕ(x, y) | < ∞ by the Cauchy-Schwarz
inequality. It follows from a well-known theorem that there exists a
unique bounded linear operator a on H with 〈ax, y〉 = ϕ(x, y) for all
x, y ∈ H. The operator a is positive because ϕ is positive semidefinite,
cf. (19.19). 
(31.7).Definition (subordination). Let ϕ1, ϕ2 be positive linear func-
tionals on A. One says that ϕ1 is subordinate to ϕ2 if there is λ ≥ 0
such that λϕ2 − ϕ1 is a positive linear functional.
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(31.8). Theorem. Let pi be a cyclic representation of A in H and let
c be a cyclic vector for pi. Consider the positive linear functional ϕ on
A defined by
ϕ(a) := 〈pi(a)c, c〉 (a ∈ A).
The equation
ϕ1(a) = 〈bpi(a)c, c〉 (a ∈ A)
establishes a bijection between operators b ∈ pi′+ and Hermitian positive
linear functionals ϕ1 on A of finite variation which are subordinate to
ϕ.
Proof. Let b ∈ pi′+. It is immediate that
ϕ1(a) := 〈bpi(a)c, c〉 = 〈pi(a)b1/2c, b1/2c〉 (a ∈ A)
defines a Hermitian positive linear functional of finite variation on A,
cf. (19.5) and (24.11). To show that ϕ1 is subordinate to ϕ, we note
that b ≤ ‖ b ‖1, whence
‖ b ‖ 〈x, x〉 − 〈bx, x〉 ≥ 0
for all x ∈ H. With x := pi(a)c it follows that
‖ b ‖ 〈pi(a∗a)c, c〉 − 〈bpi(a∗a)c, c〉 ≥ 0,
which says that ‖ b ‖ϕ− ϕ1 is a positive linear functional on A.
Conversely, let ϕ1 be a Hermitian positive linear functional of finite
variation subordinate to ϕ. There then exists λ ≥ 0 such that
0 ≤ ϕ1(a∗a) ≤ λϕ(a∗a) (∗)
for all a ∈ A.
For x = pi(f)c, y = pi(g)c, (f, g ∈ A), we put
α(x, y) := ϕ1(g
∗f).
This expression depends only on x, y. Indeed, let for example also
x = pi(h)c, i.e. pi(f − h)c = 0. We obtain
ϕ
(
(f − h)∗(f − h)) = 〈pi(f − h)c, pi(f − h)c〉 = 0,
so that by (∗),
ϕ1
(
(f − h)∗(f − h)) = 0.
From the Cauchy-Schwarz inequality, it follows that
ϕ1
(
g∗(f − h)) = 0,
so that
ϕ1(g
∗f) = ϕ1(g∗h),
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as claimed. Denote by Ho the set of all vectors x ∈ H of the form
x = pi(f)c (f ∈ A). The vector space Ho is dense in H because c is
cyclic for pi. The positive semidefinite sesquilinear form α is bounded
on Ho since (∗) may be rewritten as
α(x, x) ≤ λ 〈x, x〉 (∗∗)
for all x ∈ Ho. Therefore α has a unique continuation to a bounded
positive semidefinite sesquilinear form on H. The inequality (∗∗) then
is valid for all x ∈ H. By (31.6) there is a unique operator b ∈ B(H)+
such that
α(x, y) = 〈bx, y〉 (x, y ∈ H).
It shall be shown that b ∈ pi′. For x = pi(f)c, y = pi(g)c, and a ∈ A, we
have
〈bpi(a)x, y〉 = 〈bpi(af)c, pi(g)c〉 = α(pi(af)c, pi(g)c) = ϕ1(g∗af),
as well as
〈pi(a)bx, y〉 = 〈bx, pi(a∗)y〉 = 〈bpi(f)c, pi(a∗g)c〉 = α(pi(f)c, pi(a∗g)c)
= ϕ1
(
(a∗g)∗f
)
= ϕ1(g
∗af),
so that
〈bpi(a)x, y〉 = 〈pi(a)bx, y〉
for all x, y ∈ Ho and hence for all x, y ∈ H, so that b ∈ pi′. In order to
prove that
ϕ1(a) = 〈bpi(a)c, c〉 (a ∈ A),
one first notices that
|ϕ1(a) | 2 ≤ v(ϕ1)ϕ1(a∗a) ≤ v(ϕ1)λϕ(a∗a) = λ v(ϕ1) ‖ pi(a)c ‖ 2,
so that pi(a)c 7→ ϕ1(a) is a bounded linear functional on Ho, hence
extends to a bounded linear functional on H. (The expression ϕ1(a)
depends only on pi(a)c as is seen as follows: if pi(f)c = pi(g)c, we have
|ϕ1(f)− ϕ1(g) | 2 = |ϕ1(f − g) | 2 ≤ λ v(ϕ1) ‖ pi(f − g)c ‖ 2 = 0.)
There thus exists a vector d ∈ H with
ϕ1(a) = 〈pi(a)c, d〉 (a ∈ A).
We get
〈pi(f)c, bpi(g)c〉 = 〈bpi(f)c, pi(g)c〉 = α(pi(f)c, pi(g)c)
= ϕ1(g
∗f) = 〈pi(g∗f)c, d〉 = 〈pi(f)c, pi(g)d〉,
so that
bpi(g)c = pi(g)d (g ∈ A).
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It follows that
〈bpi(a)c, c〉 = 〈pi(a)d, c〉 = 〈pi(a∗)c, d〉 = ϕ1(a∗) = ϕ1(a).
The uniqueness statement follows from the identity
ϕ1(g
∗f) = 〈bpi(f)c, pi(g)c〉,
and the fact that Ho is dense in H. 
(31.9). Definition (indecomposable positive linear functionals). Let
ϕ be a Hermitian positive linear functional of finite variation on A. The
functional ϕ is called indecomposable if every other Hermitian positive
linear functional of finite variation on A, which is subordinate to ϕ, is
a multiple of ϕ.
(31.10). Theorem. Let pi be a cyclic representation of A in H and let
c be a cyclic vector for pi. Consider the positive linear functional ϕ on
A defined by
ϕ(a) := 〈pi(a)c, c〉 (a ∈ A).
Then pi is irreducible if and only if ϕ is indecomposable.
Proof. Assume that pi is irreducible and let ϕ1 be a Hermitian positive
linear functional of finite variation subordinate to ϕ. There exists b ∈
pi′+ with ϕ1(a) = 〈bpi(a)c, c〉 for all a ∈ A. Since pi is irreducible, it
follows that b = λ1 for some λ ≥ 0, so that ϕ1 = λϕ. Conversely,
let ϕ be indecomposable and let p denote the projection on a closed
invariant subspace of pi. We then have p ∈ pi′+, cf. (23.5), so that the
Hermitian positive linear functional ϕ1 of finite variation defined by
ϕ1(a) := 〈ppi(a)c, c〉 (a ∈ A), is subordinate to ϕ, whence ϕ1 = λϕ
for some λ ∈ R. Since p is uniquely determined by ϕ1, it follows
that p = λ1, but then λ = 0 or 1 as p is a projection, and so pi is
irreducible. 
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§ 32. Normed ∗-Algebras: Pure States
Throughout this paragraph, let A be a normed ∗-algebra, and
assume that ψ is a state on A.
(32.1). Definition (pure states, PS(A)). One says that ψ is a
pure state on A if it is an extreme point of the convex set S(A) of
states on A, cf. (25.3). The set of pure states on A is denoted by
PS(A).
(32.2). Lemma. Let ψo be the state on C
∗(A) corresponding to ψ. Then
ψ is indecomposable precisely when ψo is so.
Proof. The representation pi(ψo) is spatially equivalent to (piψ)o, cf.
(28.19). Therefore pi(ψo) is irreducible precisely when (piψ)o is. Now
(piψ)o is irreducible if and only if piψ is irreducible, as is shown by
(28.12) (iii). 
(32.3). Theorem. The state ψ is indecomposable if and only if it is a
pure state.
Proof. We shall first prove this if A has continuous involution and
a bounded left approximate unit. Let the state ψ be indecomposable.
Assume that ψ = λ1ψ1 + λ2ψ2 where λ1, λ2 > 0, λ1 + λ2 = 1 and
ψ1, ψ2 ∈ S(A). Since λkψk is subordinate to ψ, we have λkψk = µkψ
for some µk ≥ 0. We obtain λk = v(λkψk) = v(µkψ) = µk so that
ψk = ψ for k = 1, 2. Therefore ψ is an extreme point of S(A). Let next
the state ψ be pure. Consider a Hermitian positive linear functional
ψ1 of finite variation on A subordinate to ψ. Then ψ1 is bounded on
Asa by applying (31.8) to piψ. But then ψ1 and ψ are bounded as the
involution in A is continuous by assumption. It must be shown that ψ1
is a multiple of ψ. Assume without loss of generality that ψ1 ∈ S(A).
There then exists λ > 0 such that ψ − λψ1 =: ψ′ is a positive linear
functional. This functional is continuous and thus has finite variation
because by assumption A has continuous involution and a bounded left
approximate unit, cf. (26.7). It must be shown that ψ1 is a multiple
of ψ. Assume that ψ′ 6= 0. Put ψ2 := ψ′/µ where µ := v(ψ′) > 0 as
ψ′ 6= 0. Then ψ2 is a state on A with ψ = λψ1 + µψ2. It follows that
1 = λ + µ by additivity of the variation, cf. (24.18). Since λ, µ > 0, it
follows that ψ1 = ψ2 = ψ because ψ is an extreme point of S(A), and in
particular ψ1 is a multiple of ψ. This proves the theorem in presence of
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a continuous involution and a bounded left approximate unit. We shall
pull down the general case from C∗(A). Since the bijection ψ 7→ ψo is
affine, ψ is a pure state precisely when ψo is a pure state. Moreover,
by (32.2), ψ is indecomposable if and only if ψo is indecomposable. 
(32.4). Theorem. The following conditions are equivalent.
(i) piψ is irreducible,
(ii) ψ is indecomposable,
(iii) ψ is a pure state.
Proof. (31.10) and (32.3). 
(32.5). Theorem. If A is commutative, then PS(A) = ∆∗bsa(A).
Proof. (31.4) and (30.1). 
(32.6). Proposition. The affine homeomorphism ψ 7→ ψo (28.17)
from S(A) onto S
(
C∗(A)
)
restricts to a homeomorphism from PS(A)
onto PS
(
C∗(A)
)
.
Proof. (32.2) and (32.3). (Recall (28.17).) 
(32.7). Theorem. The set of pure states on A parametrises the class
of irreducible σ-contractive representations of A in Hilbert spaces up
to spatial equivalence. More precisely, if ψ is a pure state on A, then
piψ is an irreducible σ-contractive representation of A. Conversely, if
pi is an irreducible σ-contractive representation of A in a Hilbert space,
there exists a pure state ψ on A such that pi is spatially equivalent to
piψ. (Cf. (25.9).)
Remark however that (31.5) implies that if pi is a multi-dimensional
irreducible σ-contractive representation of a (necessarily non-commut-
ative) normed ∗-algebra, there exists a continuum of pure states ϕ such
that pi is spatially equivalent to piϕ.
(32.8). Proposition. The set of extreme points of the non-empty
compact convex set QS(A) is PS(A) ∪ {0}. Cf. (25.3) & (25.7).
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Proof. It shall first be shown that 0 is an extreme point of QS(A).
So suppose that 0 = λϕ1 + (1 − λ)ϕ2 with 0 < λ < 1 and ϕ1, ϕ2 ∈
QS(A). For a ∈ A, we then have ϕk(a∗a) = 0 by ϕk(a∗a) ≥ 0, and so
ϕk(a) = 0 by |ϕk(a) |2 ≤ v(ϕk)ϕk(a∗a). It shall next be shown that
each ψ ∈ PS(A) is an extreme point of QS(A). So let ψ ∈ PS(A),
ψ = λϕ1 + (1 − λ)ϕ2, where 0 < λ < 1 and ϕ1, ϕ2 ∈ QS(A). By
additivity of the variation (24.18), we have 1 = λ v(ϕ1) + (1−λ) v(ϕ2),
whence v(ϕ1) = v(ϕ2) = 1, so that ϕ1 and ϕ2 are states, from which
it follows that ψ = ϕ1 = ϕ2. It remains to be shown that ϕ ∈ QS(A)
with 0 < v(ϕ) < 1 is not an extreme point of QS(A). This is so because
then ϕ = v(ϕ) · (v(ϕ)−1ϕ)+ (1− v(ϕ)) · 0. 
(32.9). Corollary. The non-empty compact convex set QS(A) is the
closed convex hull of PS(A) ∪ {0}.
Proof. The Kre˘ın-Milman Theorem says that a non-empty compact
convex set in a separated locally convex topological vector space is the
closed convex hull of its extreme points. 
(32.10). Corollary. If a normed ∗-algebra has a state, then it has a
pure state.
(32.11). Theorem. The state ψ is in the closed convex hull of PS(A).
Proof. The state ψ is in the closed convex hull of PS(A) ∪ {0}, so
that ψ is the limit of a net (ϕi)i∈I where each ϕi (i ∈ I) is of the form
λ · 0 +
n∑
j=1
λj · ψj
with
λ+
n∑
j=1
λj = 1, λ ≥ 0, λj ≥ 0, ψj ∈ PS(A) (j = 1, . . . , n).
We then have
v(ϕi) =
n∑
j=1
λj ≤ 1,
so lim sup v(ϕi) ≤ 1. We shall show that lim inf v(ϕi) ≥ 1, from which
lim v(ϕi) = 1. Assume that α := lim inf v(ϕi) < 1. By going over to a
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subnet, we can then assume that α = lim v(ϕi). For a ∈ A, one would
have
|ψ(a) | 2 = lim |ϕi(a) | 2 ≤ lim v(ϕi)ϕi(a∗a) = αψ(a∗a),
which would imply v(ψ) ≤ α < 1, a contradiction. We have thus
shown that lim v(ϕi) = 1. In particular, by going over to a subnet, we
may assume that v(ϕi) 6= 0 for all i ∈ I. The net (v(ϕi)−1ϕi)i∈I then
converges to ψ, and consists of convex combinations of pure states. 
(32.12).Definition (the spectrum Â). We shall say that two states on
A are spatially equivalent if their corresponding GNS representations
are spatially equivalent. This defines an equivalence relation on S(A).
We define the spectrum Â of A as the set of spatial equivalence classes
of PS(A).
Please note that if A is commutative, then Â may be identified with
∆∗bsa(A), cf. (32.5).
(32.13). Definition. We shall say that (ψλ)λ ∈ Â is a choice function
if ψλ ∈ λ for each λ ∈ Â. There exists a choice function (ψλ)λ ∈ Â by
the axiom of choice (cf. (32.10)).
(32.14). Definition (the reduced atomic representation, pira). If
(ψλ)λ ∈ Â is a choice function, we define
pira := ⊕ λ ∈ Â piψλ .
One says that pira is a reduced atomic representation of A. Any two
reduced atomic representations of A are spatially equivalent, so that
one speaks of “the” reduced atomic representation of A.
Our next aim is theorem (32.17).
(32.15). Theorem. If A is a Hermitian Banach ∗-algebra and if B be
a closed ∗-subalgebra of A, then every pure state on B can be extended
to a pure state on A.
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Proof. Let ϕ be a pure state on B. Let K be the set of states on A
which extend ϕ, cf. (29.2). Then K is a non-empty compact convex
subset of S(A). (Indeed every adherence point of K is a quasi-state
extending ϕ, hence a state too.) It follows that K has an extreme
point, ψ, say. It shall be shown that ψ is a pure state. So let ψ =
λψ1 + (1 − λ)ψ2 with 0 < λ < 1 and ψ1, ψ2 ∈ S(A). We then also
have ψ|B = λψ1|B + (1 − λ)ψ2|B, so that ψ1|B = ψ2|B = ψ|B = ϕ. It
follows that ψ1, ψ2 belong to K. As ψ is an extreme point of K, one
has ψ1 = ψ2, and so ψ is a pure state. 
(32.16). Theorem. If A is a Hermitian Banach ∗-algebra and if a is
a Hermitian element of A, then the following properties are equivalent.
(i) a ≥ 0,
(ii) pira(a) ≥ 0,
(iii) ψ(a) ≥ 0 for all ψ ∈ PS(A).
Proof. This follows in the same way as (29.3). 
(32.17). Theorem. For all a ∈ A we have
‖ pira(a) ‖ = ‖ a ‖o.
Proof. Assume first that A is a Hermitian Banach ∗-algebra. As
in (29.4), it follows that ‖ pira(a) ‖ = ‖ a ‖o = rσ(a). If A is merely a
normed ∗-algebra, we pull down the result from the enveloping
C*-algebra. For a ∈ A, we have
‖ a ‖o = ‖ j(a) ‖ = ‖ j(a) ‖o = ‖ pira
(
j(a)
) ‖ = ‖ pira(a) ‖,
where we have used the Gelfand-Na˘ımark Theorem (29.5) as well as
(32.2). 
(32.18). Theorem. The following statements are equivalent.
(i) A is ∗-semisimple,
(ii) pira is faithful,
(iii) the irreducible σ-contractive representations of A in Hilbert
spaces separate the points of A.
Proof. The proof is left to the reader. 
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§ 33. The Left Spectrum in a Hermitian Banach ∗-Algebra
In this paragraph, let A be a Hermitian Banach ∗-algebra.
(33.1). Proposition. If A is unital, then for a proper left ideal I in
A, there exists a state ϕ on A such that
ϕ(a∗a) = 0 for all a ∈ I.
Proof. Let Mo denote the real subspace of Asa spanned by e and the
Hermitian elements of I. Define a linear functional fo on Mo by
fo(λe+ y) := λ (λ ∈ R, y∗ = y ∈ I).
Please note here that e /∈ I, cf. (14.6) (i). Let C denote the convex cone
A+ in Asa, cf. (17.7). We have Mo +C = Asa because for a ∈ Asa one
has rλ(a)e+a ≥ 0. Furthermore fo(x) ≥ 0 for all x ∈Mo∩C. Indeed, if
x = λe+y ∈Mo∩C with y∗ = y ∈ I, then λe−x = −y is a Hermitian
element of I, which is a proper left ideal, so that λe − x is not left
invertible by (14.6) (ii), which implies that fo(x) = λ ∈ sp(x) ⊂ [0,∞[.
It follows from (29.1) that fo has a linear extension f to Asa such that
f(x) ≥ 0 for all x ∈ C = A+. Then f(a∗a) ≥ 0 for all a ∈ A by the
Shirali-Ford Theorem (17.14). The linear extension ϕ of f from Asa
to A satisfies the requirement, cf. (26.3). 
(33.2). Proposition. If ϕ is a state on a unital normed ∗-algebra B,
then
M := { b ∈ B : ϕ(b∗b) = 0 }
is a proper left ideal of B.
Proof. Let 〈·, ·〉ϕ denote the positive Hilbert form induced by ϕ, cf.
(24.2). An element b of B is in M if and only if 〈b, c〉ϕ = 0 for all c ∈ B
by the Cauchy-Schwarz inequality. So M is the isotropic subspace of
〈·, ·〉ϕ, and thus a left ideal in B, cf. (24.4). The left ideal M is proper
as ϕ(e∗e) = ϕ(e) = 1, cf. (26.1). 
(33.3). Proposition. If A is unital, then for a maximal left ideal M
in A there exists a state ϕ on A such that
M = { a ∈ A : ϕ(a∗a) = 0 }.
Proof. There exists a state ϕ on A such that ϕ(a∗a) = 0 for all a ∈M ,
cf. (33.1). The set { a ∈ A : ϕ(a∗a) = 0 } is a proper left ideal in A
containing M , cf. (33.2) and thus equal to M by maximality of M . 
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See also (33.5) below.
(33.4). Theorem. If A is unital, then an element a of A is left inver-
tible if and only if
ϕ(a∗a) > 0 for all states ϕ on A.
Proof. Let a ∈ A. If a is not left invertible, then a lies in a proper
left ideal by (14.6) (ii), which is contained in a maximal left ideal by
(14.7), so that ϕ(a∗a) = 0 for some state ϕ on A by proposition (33.3).
Conversely, if ϕ(a∗a) = 0 for some state ϕ on A, then a lies in the
proper left ideal { b ∈ A : ϕ(b∗b) = 0 }, cf. proposition (33.2), so that a
cannot be left invertible by (14.6) (ii). 
(33.5). Theorem. If A is unital, then for a maximal left ideal M in
A, there exists a pure state ψ on A such that
M = { a ∈ A : ψ(a∗a) = 0 }.
Proof. The set K of those states ϕ on A with
M = { a ∈ A : ϕ(a∗a) = 0 }
is non-empty by (33.3). Furthermore, K is a compact convex subset
of the state space of A. (Indeed, if ` is in the closed convex hull of K,
then ` is a state (as A is unital) with
M ⊂ { a ∈ A : ` (a∗a) = 0 }.
But the set on the right hand side is a proper left ideal, and therefore
equal to M , by maximality of M .) Thus K has an extreme point, ψ
say. It remains to be shown that the state ψ is pure. So let
ψ = λϕ1 + µϕ2
with ϕ1, ϕ2 states on A and λ, µ ∈ ]0, 1[, λ + µ = 1. For i ∈ { 1, 2 },
we then have
M ⊂ { a ∈ A : ϕi(a∗a) = 0 }
by positivity of ϕi. As above, it follows that both sets are equal, i.e.
ϕi ∈ K, which implies ψ = ϕ1 = ϕ2. 
(33.6). Theorem. If A is unital, then an element a of A is left inver-
tible if and only if
ψ(a∗a) > 0 for all pure states ψ on A.
Proof. In the proof of (33.4), replace “state” by “pure state”. 
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A similar characterisation for the right invertible elements holds as
well, and thus we obtain:
(33.7). Corollary. A normal element of a unital Hermitian Banach
∗-algebra is left invertible if and only if it it is right invertible.
(33.8). Definition (E(b)). Let B be a normed ∗-algebra, and let
b ∈ B. We shall consider the set E(b) defined as the set of those pure
states ψ on B, for which cψ is an eigenvector of piψ(b) to the eigenvalue
ψ(b). That is,
E(b) := {ψ ∈ PS(B) : piψ(b)cψ = ψ(b)cψ }.
We have the following characterisation of E(b):
(33.9). Proposition. For an element b of a normed ∗-algebra B, we
have
E(b) = {ψ ∈ PS(B) : |ψ(b) | 2 = ψ(b∗b) }.
Proof. For a state ψ on B, we calculate
‖ (piψ(b)− ψ(b))cψ ‖ 2
= 〈(piψ(b)− ψ(b))cψ, (piψ(b)− ψ(b))cψ〉ψ
= ‖ piψ(b)cψ ‖ 2 + ‖ψ(b)cψ ‖ 2 − 2 Re
(
ψ(b)〈piψ(b)cψ, cψ〉ψ
)
= ψ(b∗b)− |ψ(b) | 2. 
(33.10). Definition (the left spectrum, lspB(b)). If b is an element
of an algebra B, we define the left spectrum of b as the set lspB(b) of
those complex numbers λ for which λe − b is not left invertible in B˜.
We shall also abbreviate lsp(b) := lspB(b).
(33.11). Theorem. If A is unital, then for an element a of A, we have
lspA(a) = {ψ(a) : ψ ∈ E(a) }.
In particular, each point in the left spectrum is an eigenvalue in some
irreducible representation.
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Proof. Let a ∈ A, λ ∈ C and put b := λe− a. For a pure state ψ on
A, we compute
ψ(b∗b) = |λ | 2 + ψ(a∗a)− 2 Re (λψ(a))
= |λ− ψ(a) | 2 + ψ(a∗a)− |ψ(a) | 2.
Now
ψ(a∗a)− |ψ(a) | 2 ≥ 0
as v(ψ) = 1. Therefore ψ(b∗b) vanishes if and only if both λ = ψ(a)
and |ψ(a) | 2 = ψ(a∗a). The statement follows now from the results
(33.6) and (33.9). 
(33.12). Theorem. If A is unital, then for an element a of A, we have
lspA(a) = lspC∗(A)
(
j(a)
)
.
Here, the left spectrum can be replaced with the right spectrum and with
the spectrum.
Proof. The bijection ψo 7→ ψo ◦ j from PS
(
C∗(A)
)
to PS(A), cf.
(32.6), restricts to a bijection from E
(
j(a)
)
to E(a). The statement
concerning the right spectrum follows by changing the multiplication
in A to (a, b) 7→ ba. The statement concerning the spectrum follows
from (4.1). 
Now for non-unital algebras.
(33.13). Theorem. For an element a of A, we have
lspA(a) \ {0} = {ψ(a) : ψ ∈ E(a) } \ {0}.
Proof. The inclusion “⊃” follows from (26.5), (33.11), and (4.6).
Conversely, let 0 6= λ ∈ lspA(a). We then also have 0 6= λ ∈ lsp eA(a) by
(4.6). Hence there exists a pure state ψ˜ on A˜ with 0 6= λ = ψ˜(a) and
| ψ˜(a) | 2 = ψ˜(a∗a), cf. (33.11) & (33.9). The restriction ψ of ψ˜ to A
then is a quasi-state with 0 6= λ = ψ(a), and |ψ(a) | 2 = ψ(a∗a). The
fact that 0 6= |ψ(a) | 2 = ψ(a∗a) implies that ψ actually is a state. The
state ψ is pure because every state ϕ on A˜ satisfies ϕ(e) = 1, cf. (26.1).
This makes that ψ ∈ E(a), cf. (33.9). 
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(33.14). Theorem. For an element a of A, we have
lspA(a) \ {0} = lspC∗(A)
(
j(a)
) \ {0}.
Here, the left spectrum can be replaced with the right spectrum and with
the spectrum.
Proof. The proof is the same as that of (33.12). 
It is not very far from here to Ra˘ıkov’s Criterion (29.4).
(33.15). Theorem. For an element a of A, we have
lspA(a) \ {0} = lsp
(
piu(a)
) \ {0} = lsp(pira(a)) \ {0},
and the latter two sets consist entirely of eigenvalues.
Proof. This follows now from (33.13), (33.8), and from the fact that
lsp
(
pi(a)
) \ {0} ⊂ lsp(a) \ {0}
for an algebra homomorphism pi, cf. the proof of (4.9). 

Part 3
Spectral Theory of Representations

CHAPTER 8
Representations by Normal Bounded Operators
§ 34. Spectral Measures
(34.1). Definition (spectral measures). Let H 6= {0} be a Hilbert
space, and let E be a σ-algebra on a set Ω 6= ∅. Then a spectral measure
defined on E and acting on H is a map
P : E → B(H)
such that
(i) P (ω) is a projection in H for each ω ∈ E ,
(ii) P (Ω) = 1,
(iii) for all x ∈ H, the function
〈Px, x〉 : E → R+
ω 7→ 〈P (ω)x, x〉 = ‖P (ω)x ‖ 2
is a measure.
One notes that if x is a unit vector then 〈Px, x〉 is a probability
measure. For x, y ∈ H arbitrary, one defines a bounded complex
measure 〈Px, y〉 on Ω by polarisation:
〈Px, y〉 := 1
4
4∑
k=1
ik 〈P (x+ iky), (x+ iky)〉.
We then have 〈Px, y〉(ω) = 〈P (ω)x, y〉 for all ω ∈ E , and all x, y ∈ H.
By abuse of notation, one also puts
P := {P (ω) ∈ B(H) : ω ∈ E }.
For the remainder of this paragraph, let H 6= {0} denote a Hilbert
space, let E denote a σ-algebra on a set Ω 6= ∅, and let P denote a
spectral measure defined on E and acting on H.
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(34.2). Proposition. The following statements hold.
(i) P is finitely additive, i.e. if D is a finite collection of mutually
disjoint sets in E, then
P
( ⋃
ω ∈ D
ω
)
=
∑
ω ∈ D
P (ω),
(ii) P is orthogonal, i.e. if ω1, ω2 ∈ E and ω1 ∩ ω2 = ∅, then
P (ω1)P (ω2) = 0,
(iii) the events in E are independent, i.e. for ω1, ω2 ∈ E, we have
P (ω1 ∩ ω2) = P (ω1)P (ω2).
In particular P (ω1) and P (ω2) commute.
Proof. (i): For all x, y ∈ H, we have
〈P
( ⋃
ω ∈ D
ω
)
x, y〉 =
∑
ω ∈ D
〈P (ω)x, y〉 = 〈
∑
ω ∈ D
P (ω)x, y〉.
(ii): Let ω1, ω2 ∈ E with ω1 ∩ ω2 = ∅. By (i), we have
P (ω1) + P (ω2) = P (ω1 ∪ ω2),
which says that P (ω1) + P (ω2) is a projection. It follows
P (ω1) + P (ω2) =
(
P (ω1) + P (ω2)
)2
= P (ω1) + P (ω2) + P (ω1)P (ω2) + P (ω2)P (ω1).
This implies
P (ω1)P (ω2) + P (ω2)P (ω1) = 0.
Multiplication from the left and from the right with P (ω2) yields
P (ω2)P (ω1)P (ω2) + P (ω2)P (ω1)P (ω2) = 0,
and so
P (ω2)P (ω1)P (ω2) = 0.
The C*-property (2.8) implies
‖P (ω1)P (ω2) ‖ 2 = ‖P (ω2)P (ω1)P (ω2) ‖ = 0,
that is
P (ω1)P (ω2) = 0.
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(iii): This follows from (i) and (ii) in the following way.
P (ω1)P (ω2)
= P
(
(ω1 ∩ ω2) ∪ (ω1 \ ω2)
) · P((ω2 ∩ ω1) ∪ (ω2 \ ω1))
=
(
P (ω1 ∩ ω2) + P (ω1 \ ω2)
) · (P (ω2 ∩ ω1) + P (ω2 \ ω1))
= P (ω1 ∩ ω2). 
(34.3). Definition (IP ). Let IP be the linear map on the complex
vector space of E-step functions with IP (1ω) = P (ω) for all ω ∈ E .
That is, if
h =
∑
ω ∈ D
αω 1ω
is an E-step function with D ⊂ E a finite partition of Ω, then
IP (h) :=
∑
ω ∈ D
αω P (ω).
This map IP is a representation of the ∗-algebra of E-step functions in
H by the preceding proposition. Here IP stands for “integral”.
(34.4). Proposition. For an E-step function h, we have
〈IP (h)x, x〉 =
∫
h d〈Px, x〉.
Proof. Indeed, if
h =
∑
ω ∈ D
αω 1ω
is a E-step function with D ⊂ E a finite partition of Ω, then
〈IP (h)x, x〉 = 〈
∑
ω ∈ D
αω P (ω)x, x 〉
=
∑
ω ∈ D
αω 〈P (ω)x, x〉
=
∑
ω ∈ D
αω
∫
1ω d 〈Px, x〉 =
∫
h d〈Px, x〉. 
(34.5). Definition (Mb(E)). We shall denote by Mb(E) the C*-al-
gebra of bounded complex-valued E-measurable functions equipped
with the supremum norm | · |∞, cf. the appendix (46.5).
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(34.6). Definition (spectral integrals). Let f ∈ Mb(E) and a ∈
B(H). One writes
a =
∫
f dP (weakly)
if
〈ax, x〉 =
∫
f d〈Px, x〉 for all x ∈ H.
We then also have
〈ax, y〉 =
∫
f d〈Px, y〉 for all x, y ∈ H,
so that then a is uniquely determined by f and P .
We shall write
a =
∫
f dP (in norm)
if for every E-step function h one has
‖ a− IP (h) ‖ ≤ | f − h |∞.
(34.7). Proposition. Let f ∈Mb(E) and a ∈ B(H). If
a =
∫
f dP (in norm)
then also
a =
∫
f dP (weakly).
In particular, a then is uniquely determined by f and P .
Proof. Since the E-measurable function f is bounded, there exists a
sequence (hn) of E-step functions converging uniformly to f . From
a =
∫
f dP (in norm)
we have
‖ a− IP (hn) ‖ ≤ | f − hn |∞ → 0,
that is,
a = lim
n→∞
IP (hn).
With (34.4) we get for all x ∈ H:
〈ax, x〉 = lim
n→∞
〈IP (hn)x, x〉 = lim
n→∞
∫
hn d〈Px, x〉 =
∫
f d〈Px, x〉,
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which is the same as
a =
∫
f dP (weakly). 
(34.8). Theorem (piP (f)). For f ∈ Mb(E) there exists a (necessarily
unique) operator piP (f) ∈ B(H) such that
piP (f) =
∫
f dP (in norm).
The map
piP :Mb(E)→ B(H)
f 7→ piP (f)
then defines a representation piP of Mb(E) in H.
Proof. Let S(E) denote the complex vector space of E-step functions.
For h ∈ S(E), we may write
h =
∑
ω ∈ D
αω 1ω
where D ⊂ E is a finite partition of Ω. We obtain
IP (h) =
∑
ω ∈ D
αω P (ω).
In order to show that the representation IP is contractive:
‖ IP (h) ‖ ≤ |h |∞,
we note that for x ∈ H, we have
‖ IP (h)x ‖ 2 =
∑
ω ∈ D
|αω | 2 ‖P (ω)x ‖ 2
≤ |h |∞ 2
∑
ω ∈ D
‖P (ω)x ‖ 2 = |h |∞ 2 ‖x ‖ 2.
Let S(E) denote the closure of S(E) in the C*-algebra `∞(Ω). We have
S(E) ⊂ Mb(E) as pointwise limits of sequences of E-measurable func-
tions are E-measurable. Also, Mb(E) ⊂ S(E) because every bounded
E-measurable function is the uniform limit of a sequence of E-step func-
tions. We obtain the equality Mb(E) = S(E). It then follows that the
mapping
IP : h 7→ IP (h)
(
h ∈ S(E))
156 8. REPRESENTATIONS BY NORMAL BOUNDED OPERATORS
has a unique extension to a continuous mapping
piP :Mb(E)→ B(H)
This mapping then is a contractive representation (since IP is so), from
which it follows that
piP (f) =
∫
f dP (in norm)
for each f ∈Mb(E). 
(34.9). Proposition. Let a be a bounded linear operator in H such
that
a =
∫
f dP (weakly)
for some f ∈Mb(E). We then also have
a =
∫
f dP (in norm).
Proof. We have a = piP (f) by piP (f) =
∫
f dP (weakly) as well. 
(34.10). Proposition. For f ∈Mb(E) and x ∈ H, we have
‖ piP (f)x ‖ = ‖ f ‖〈Px, x〉, 2 =
(∫
| f | 2 d〈Px, x〉
)1/2
.
Proof. One calculates
‖ piP (f)x ‖ 2 = 〈piP
( | f | 2 )x, x〉 = ∫ | f | 2 d〈Px, x〉. 
(34.11). Theorem. We have
R(piP ) = span(P ).
It follows that R(piP ) is the C*-subalgebra of B(H) generated by P .
Proof. By (22.20) it follows that R(piP ) is a C*-algebra and so a
closed subspace of B(H), containing span(P ) as a dense subset. 
(34.12). Corollary. We have piP
′ = P ′, cf. (23.4).
(34.13). Definition (P -a.e.). A property applicable to the points in Ω
is said to hold P -almost everywhere (P -a.e.) if it holds 〈Px, x〉-almost
everywhere for all x ∈ H.
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(34.14). Definition (N(P )). We denote by N(P ) the closed ∗-stable
ideal in Mb(E) consisting of the functions in Mb(E) which vanish
P -almost everywhere.
(34.15). Proposition. We have N(P ) = ker piP .
Proof. This follows from (34.10). 
(34.16). Theorem. Every projection in R(piP ) is of the form P (ω) for
some ω ∈ E.
Proof. Let f ∈ Mb(E) be such that piP (f) = piP (f) 2. We obtain
f = f 2 P -a.e. It follows that f is P -a.e. equal to either 0 or 1. Then,
with ω = f−1(1) ∈ E , we have f = 1ω P -a.e. and thus piP (f) =
piP (1ω) = P (ω). 
(34.17). Theorem. For f ∈Mb(E), we have
piP (f) ≥ 0⇔ f ≥ 0 P -a.e.
Proof. We have
piP (f) ≥ 0⇔ piP (f) =
∣∣ piP (f) ∣∣
⇔ piP (f) = piP
( | f | )⇔ f = | f | P -a.e.
We used that piP
( | f | ) = ∣∣ piP (f) ∣∣, cf. (19.9) & the proof of (19.17). 
(34.18). Theorem (the Dominated Convergence Theorem). If (fn) is
a norm-bounded sequence in Mb(E) which converges pointwise P -a.e.
to a function f ∈Mb(E), then
lim
n→∞
piP (fn)x = piP (f)x for all x ∈ H.
Proof. This follows from Lebesgue’s Dominated Convergence Theo-
rem because by (34.10) we have
‖ piP (f)x− piP (fn)x ‖ =
(∫
| f − fn | 2 d〈Px, x〉
)1/2
→ 0. 
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(34.19). Corollary (strong σ-additivity). If (ωn) is a sequence of
pairwise disjoint sets in E, then
P
(⋃
n
ωn
)
x =
∑
n
P (ωn)x for all x ∈ H.
(34.20). Corollary (strong σ-continuity). If (ωn) is an increasing
sequence of sets in E, then
P
(⋃
n
ωn
)
x = lim
n→∞
P (ωn)x for all x ∈ H.
(34.21). Theorem (the Monotone Convergence Theorem). If (fn) is a
norm-bounded sequence in Mb(E)sa such that fn ≤ fn+1 P -a.e. for all
n, then
sup
n
∫
fn dP =
∫
sup
n
fn dP.
Proof. This follows from (34.18) and (19.20). 
(34.22). Definition (L∞(P )). We denote
L∞(P ) :=Mb(E)/N(P ),
which is a commutative C*-algebra, cf. (21.8).
(34.23). Proposition. The representation piP factors to an isomor-
phism of C*-algebras from L∞(P ) onto R(piP ).
Proof. This follows from (34.15) and (22.20). 
(34.24). Definition (image of a spectral measure). Let E ′ be a
σ-algebra on a set Ω′ 6= ∅, and let f : Ω → Ω′ be an E-E ′ measur-
able function. Then
f(P ) : E ′ → B(H)+
ω′ 7→ P(f−1(ω′))
defines a spectral measure f(P ) = P ◦ f−1 defined on E ′, called the
image of P under f . For g ∈Mb(E ′), one has∫
g d f(P ) =
∫
(g ◦ f) dP.
See the appendix (46.5) - (46.8).
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§ 35. Spectral Theorems
(35.1). Definition (resolution of identity). Let Ω 6= ∅ be a locally
compact Hausdorff space. Then a resolution of identity on Ω is a
spectral measure P , defined on the Borel σ-algebra of Ω and acting
on a Hilbert space H 6= {0}, such that for all unit vectors x in H, the
Borel probability measure 〈Px, x〉 is inner regular, cf. the appendix
(46.1) & (46.3).
(35.2). Definition (the support). Let P be a resolution of identity
on a locally compact Hausdorff space Ω 6= ∅. If there exists a largest
open subset ω of Ω with P (ω) = 0, then Ω \ ω is called the support of
P . The support of P exists, as the union O of all open subsets ω of Ω
with P (ω) = 0 satisfies P (O) = 0, by a compactness argument and by
inner regularity. The support of P is denoted by supp(P ).
Please note that if the support of P is all of Ω, then Cb(Ω) is imbed-
ded in L∞(P ) as two continuous functions differ on an open subset.
This imbedding is isometric by (21.5).
(35.3). Theorem (the Spectral Theorem, archetypal form). For a
commutative C*-algebra B of bounded linear operators acting non-
degenerately on a Hilbert space H 6= {0}, there exists a unique
resolution of identity P on ∆(B), acting on H, such that
b =
∫
b̂ dP (in norm) for all b ∈ B.
One says that P is the spectral resolution of B. We have
B′ = P ′,
and the support of P is all of ∆(B).
Proof. If x is a unit vector in H, then
b 7→ 〈bx, x〉
is a state on B, cf. (25.4). It follows that there is a unique inner regular
Borel probability measure 〈Px, x〉 on ∆(B) such that
〈bx, x〉 =
∫
b̂ d〈Px, x〉 for all b ∈ B,
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cf. (26.17). Polarisation yields complex measures 〈Px, y〉 on ∆(B) such
that
〈bx, y〉 =
∫
b̂ d〈Px, y〉
for all x, y ∈ H and all b ∈ B. For a Borel set ω in ∆(B), consider the
positive semidefinite sesquilinear form ϕ defined by
ϕ(x, y) :=
∫
1ω d〈Px, y〉 (x, y ∈ H).
Since ϕ(x, x) ≤ 1 for all x in the unit ball of H, there exists a unique
operator P (ω) ∈ B(H)+ such that
ϕ(x, y) = 〈P (ω)x, y〉 for all x, y ∈ H,
cf. (31.6). In other words
〈P (ω)x, y〉 =
∫
1ω d〈Px, y〉 (x, y ∈ H).
In order to show that P : ω 7→ P (ω) is a spectral measure and hence a
resolution of identity, it suffices to prove that each P (ω) is an idempot-
ent. We shall prove more.
Let ω, ω′ be Borel subsets of ∆(B). We shall show that P (ω)P (ω′) =
P (ω ∩ ω′). Let x, y ∈ H. For a, b ∈ B, we have∫
â b̂ d〈Px, y〉 = 〈abx, y〉 =
∫
â d〈Pbx, y〉. (∗)
Now { â : a ∈ B } = Co
(
∆(B)
)
, see the Commutative Gelfand-Na˘ımark
Theorem (15.8). It follows that
b̂ · 〈Px, y〉 = 〈Pbx, y〉
in the sense of equality of complex measures. The integrals in (∗)
therefore remain equal if â is replaced by 1ω. Hence∫
1ω b̂ d〈Px, y〉 =
∫
1ω d〈Pbx, y〉
= 〈P (ω)bx, y〉
= 〈bx, P (ω)y〉 =
∫
b̂ d〈Px, P (ω)y〉. (∗∗)
§ 35. SPECTRAL THEOREMS 161
The same reasoning as above shows that the integrals in (∗∗) remain
equal if b̂ is replaced by 1ω′ . Consequently we have
〈P (ω ∩ ω′)x, y〉 =
∫
1ω ∩ ω′ d〈Px, y〉
=
∫
1ω1ω′ d〈Px, y〉
=
∫
1ω′ d〈Px, P (ω)y〉
= 〈P (ω′)x, P (ω)y〉 = 〈P (ω)P (ω′)x, y〉,
so that P (ω∩ω′) = P (ω)P (ω′) indeed, which finishes the proof that P
is a resolution of identity.
From
〈bx, y〉 =
∫
b̂ d〈Px, y〉
it follows that
b =
∫
b̂ dP (weakly),
whence also
b =
∫
b̂ dP (in norm),
cf. (34.9).
Uniqueness follows from { b̂ : b ∈ B } = Co
(
∆(B)
)
, cf. the Commu-
tative Gelfand-Na˘ımark Theorem (15.8).
It shall now be shown that the support of P is all of ∆(B), i.e.
∅ is the largest open subset ω of ∆(B) with P (ω) = 0. Let ω be
a non-empty open subset of ∆(B) and let x ∈ ω. There then exists
f ∈ Cc(∆(B) such that
0 ≤ f ≤ 1, f(x) = 1, supp(f) ⊂ ω.
Let b ∈ B with b̂ = f . We then have b 6= 0, as well as b ≥ 0 by (19.18).
Since f ≤ 1ω, it follows by (34.17):
0  b = piP
(
b̂
)
= piP (f) ≤ piP (1ω) = P (ω),
whence P (ω) 6= 0.
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It shall next be shown that B′ = P ′. For a ∈ B(H), the following
statements are equivalent.
a ∈ P ′,
P (ω)a = aP (ω) for all Borel sets ω,
〈P (ω)ax, y〉 = 〈aP (ω)x, y〉 for all Borel sets ω, for all x, y ∈ H,
〈P (ω)ax, y〉 = 〈P (ω)x, a∗y〉 for all Borel sets ω, for all x, y ∈ H,
〈Pax, y〉 = 〈Px, a∗y〉 for all x, y ∈ H,∫
b̂ d〈Pax, y〉 =
∫
b̂ d〈Px, a∗y〉 for all b ∈ B, for all x, y ∈ H,
〈bax, y〉 = 〈bx, a∗y〉 for all b ∈ B, for all x, y ∈ H,
〈bax, y〉 = 〈abx, y〉 for all b ∈ B, for all x, y ∈ H,
ba = ab for all b ∈ B,
a ∈ B′.
The proof is complete. 
Our next aim is the Spectral Theorem for a normal bounded linear
operator (35.5). We shall need the following result.
(35.4). Theorem (Fuglede - Putnam - Rosenblum). Let A be a
pre-C*-algebra. Let n1, n2 be normal elements of A. Let a ∈ A and
assume that an1 = n2a. We then also have an1
∗ = n2∗a.
In particular, if n is a normal bounded linear operator on a Hilbert
space, then {n}′ = {n∗}′.
Proof. We may assume that A is a C*-algebra. Please note that it
follows from the hypothesis that an1
k = n2
ka for all integers k ≥ 0, so
if p ∈ C[z], then ap(n1) = p(n2)a. It follows that
a exp(izn1) = exp(izn2) a
for all z ∈ C, or equivalently
a = exp(izn2) a exp(−izn1).
Since exp(x+y) = exp(x) exp(y) when x and y commute, the normality
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of n1 and n2 implies
exp
(
izn2
∗) a exp(−izn1∗)
= exp
(
izn2
∗) exp(izn2) a exp(−izn1) exp(−izn1∗)
= exp
(
i(zn2
∗ + zn2)
)
a exp
(−i(zn1 + zn1∗))
The expressions zn2
∗ + zn2 and zn1 + zn1∗ are Hermitian, and hence
exp
(
i(zn2
∗ + zn2)
)
and exp
(−i(zn1 + zn1∗)) are unitary. This implies
‖ exp(izn2∗) a exp(−izn1∗) ‖ ≤ ‖ a ‖
for all z ∈ C. However
z 7→ exp(izn2∗) a exp(−izn1∗)
is an entire function, hence constant by Liouville’s Theorem, so that
exp
(
izn2
∗) a = a exp(izn1∗)
for all z ∈ C. By equating the coefficients for z we obtain n2∗a =
an1
∗. 
We remark that the above result immediately carries over to ∗-semi-
simple normed ∗-algebras, cf. (28.23).
(35.5). Theorem (the Spectral Theorem for normal bounded linear
operators). Let b be a normal bounded linear operator on a Hilbert
space H 6= {0}. There then is a unique resolution of identity P on
sp(b), acting on H, such that
b =
∫
sp(b)
idsp(b) dP (in norm).
This is usually written as
b =
∫
z dP (z).
One says that P is the spectral resolution of b. We have
{ b }′ = P ′,
and the support of P is all of sp(b).
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Proof. Let B be the C*-subalgebra of B(H) generated by b, b∗, and
1. It is commutative as b is normal. By (15.9), we may identify ∆(B)
with sp(b) in such a way that b̂ becomes idsp(b), and existence follows.
On the other hand, if Q is another resolution of identity on sp(b) with
b =
∫
z dQ(z),
then
p(b, b∗) =
∫
p(z, z) dQ(z)
for all p ∈ C[z, z]. Uniqueness follows then from the Stone-Weierstrass
Theorem, cf. the appendix (45.10). The statement concerning the
commutants follows from the preceding theorem. 
(35.6). Addendum. Let b be a normal bounded linear operator on a
Hilbert space H 6= {0}. Let P be the spectral resolution of b. The map
L∞(P )→ B(H)
f +N(P ) 7→ piP (f)
extends the operational calculus for b (15.10):
C
(
sp(b)
)→ B(H)
f 7→ f(b).
(35.7). Remark. The range of the operational calculus for b is the
C*-subalgebra of B(H) generated by b, b∗, and 1. We shall give a
similar characterisation of the range of the extended map, see (39.12)
below.
(35.8). Proposition. Let b be a normal bounded linear operator on
a Hilbert space H 6= {0}. Let P be its spectral resolution. A complex
number λ ∈ sp(b) is an eigenvalue of b if and only if P({λ }) 6= 0,
i.e. if P has an atom at λ, in which case the range of P
({λ }) is the
eigenspace corresponding to the eigenvalue λ.
Hence an isolated point of the spectrum of b is an eigenvalue of b.
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Proof. Assume first that P
({λ }) 6= 0, and let 0 6= x ∈ H with
P
({λ })x = x. For such x, we have
b x =
∫
z dP (z)x =
∫
z dP (z)P ({λ })x
=
[∫
sp(b) \ {λ }
z dP (z) +
∫
{λ }
z dP (z)
]
· P ({λ })x
= λP
({λ })2 x = λP({λ })x = λx,
so that x is an eigenvector of b to the eigenvalue λ. Conversely, let
x 6= 0 be an eigenvector of b to the eigenvalue λ. For n ≥ 1, consider
the function fn given by fn(z) = (λ−z)−1 if |λ−z | > 1n , and fn(z) = 0
if |λ− z | ≤ 1
n
. We get
piP (fn)(λ1− b) = piP
(
fn(λ− id)
)
= P
({
z : | z − λ | > 1
n
})
.
Since (λ1− b)x = 0, we have
P
({
z : | z − λ | > 1
n
})
x = 0.
Letting n → ∞, we obtain P({ z : z 6= λ })x = 0, cf. (34.20), whence
P ({λ })x = x. The last statement follows from the fact that the
support of P is all of sp(b). 
(35.9). Definition (∆∗(A)). If A is a ∗-algebra, we denote the set of
Hermitian multiplicative linear functionals on A by ∆∗(A) and equip
it with the weak* topology, cf. the appendix (45.3).
(35.10). Definition (sp(pi), pi∗). Let A be a commutative ∗-algebra.
Let pi be a non-zero representation of A in a Hilbert space H 6= {0}.
Let B denote the closure of R(pi) in B(H). We define
sp(pi) := { τ ◦ pi ∈ CA : τ ∈ ∆(B) }.
Then sp(pi) is a subset of ∆∗(A) with sp(pi) ∪ {0} weak* compact.
Hence sp(pi) is a closed and locally compact subset of ∆∗(A). The func-
tions â|sp(pi) (a ∈ A) are dense in Co
(
sp(pi)
)
by the Stone-Weierstrass
Theorem, cf. the appendix (45.10). The “adjoint” map
pi∗ : ∆(B)→ sp(pi)
τ 7→ τ ◦ pi
is a homeomorphism.
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Proof. For τ ∈ ∆(B), the functional τ ◦ pi is non-zero by density of
R(pi) in B. We have sp(pi) ⊂ ∆∗(A) by (14.19). Extend the “adjoint”
map pi∗ to a map ∆(B)∪{0} → sp(pi)∪{0}, taking 0 to 0. The extended
map is bijective and continuous by the universal property of the weak*
topology, cf. the appendix (45.3). Since the domain ∆(B) ∪ {0} is
compact (15.3), and the range sp(pi)∪ {0} is Hausdorff, it follows that
the extended map is a homeomorphism, cf. the appendix (45.7). In
particular, sp(pi) ∪ {0} is compact, whence the statement. 
(35.11). Remark. Assume that furthermore A is a normed ∗-algebra.
Since a multiplicative linear functional on a Banach algebra is con-
tractive (14.2), we have the following facts. If pi is weakly continuous
on Asa, then each τ ∈ sp(pi) is contractive on Asa, cf. (22.5), (22.7).
Also, if pi is weakly continuous, then each τ ∈ sp(pi) is contractive, cf.
(22.12).
(35.12). Proposition. Let A be a commutative ∗-algebra. Let pi be a
non-zero representation of A in a Hilbert space. Then
sp
(
pi(a)
) \ {0} = â (sp(pi)) \ {0} for all a ∈ A,
whence, by (7.6),
‖ pi(a) ‖ = ∣∣ â|sp(pi) ∣∣∞ for all a ∈ A.
Proof. If B denotes the closure of R(pi), and a ∈ A, then
sp
(
pi(a)
) \ {0} = pi(a) (∆(B)) \ {0} by (14.14)
= â
(
sp(pi)
) \ {0}. 
(35.13). Theorem (the Spectral Theorem for representations). Let pi
be a non-degenerate representation of a commutative ∗-algebra A in a
Hilbert space H 6= {0}. There then exists a unique resolution of identity
P on sp(pi), acting on H, such that
pi(a) =
∫
sp(pi)
â|sp(pi) dP (in norm) for all a ∈ A.
One says that P is the spectral resolution of pi. We have
pi′ = P ′,
and the support of P is all of sp(pi).
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Proof. Uniqueness follows from the fact that the functions â|sp(pi)
(a ∈ A) are dense in Co
(
sp(pi)
)
, cf. (35.10). For existence, consider
the closure B of R(pi). It is a commutative C*-algebra acting non-
degenerately on H. The spectral resolution Q of B is a resolution of
identity on ∆(B) such that
b =
∫
b̂ dQ for all b ∈ B,
B′ = Q′,
and such that the support of Q is all of ∆(B). Let P be the image of
Q under the “adjoint” map
pi∗ : ∆(B)→ sp(pi)
τ 7→ τ ◦ pi,
which is a homeomorphism, cf. (35.10). (For the notion of an image of
a spectral measure, recall (34.24), and see the appendix (46.5) - (46.8).)
For a ∈ A, we have∫
sp(pi)
â|sp(pi) dP =
∫
pi(a) dQ = pi(a),
cf. e.g. the appendix (46.8). Since R(pi) is dense in B, we have
pi′ = B′ = Q′ = P ′.
Since the “adjoint” map pi∗ is a homeomorphism, it is clear that the
support of P is all of sp(pi). 
The uniqueness statement above presupposes that the resolution of
identity lives on sp(pi). A stronger uniqueness statement goes like this:
(35.14). Addendum. Let pi be a non-degenerate representation of a
commutative ∗-algebra A in a Hilbert space H 6= {0}. Let P be the
spectral resolution of pi. Assume that S is a subset of ∆∗(A) with
S ∪ {0} weak* compact, and that Q is a resolution of identity on S,
acting on H, with
pi(a) =
∫
S
â|S dQ (in norm) for all a ∈ A.
Assume also that the support of Q is all of S. Then S = sp(pi) and
Q = P .
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Proof. Let a ∈ A. Then ‖ pi(a) ‖ = ‖ piQ( â|S) ‖ equals the quotient
norm of â|S in the quotient C*-algebra L∞(Q), cf. (34.23). Hence, for
any α > ‖ pi(a) ‖, we have Q-almost everywhere that ∣∣ â|S ∣∣ ≤ α, by
definition of the quotient norm, see the appendix (44.1). (It is used
that for X ⊂ R and α ∈ R one has inf X < α if and only if there exists
x ∈ X with x < α. The “if” part is trivial. Conversely, if α ≤ x for all
x ∈ X, then α is a lower bound of X, and therefore α ≤ inf X as inf X
is the greatest lower bound of X.) Since â|S is continuous, the set
T :=
{
σ ∈ S : ∣∣ â|S(σ) ∣∣ > ‖ pi(a) ‖}
is an open subset of S with Q(T ) = 0, by (34.20). Since by assumption
the support of Q is all of S, it follows that actually T = ∅. In other
words ∣∣σ(a) ∣∣ = ∣∣ â|S(σ) ∣∣ ≤ ‖pi(a) ‖ (∗)
holds for all σ ∈ S and all a ∈ A. Consider any σ ∈ S. It is a Hermitian
multiplicative linear functional on A, which vanishes on kerpi, as is
seen from (∗). Thus σ factors to a Hermitian multiplicative linear
functional ϕ on R(pi) such that ϕ
(
pi(a)
)
= σ(a) for all a ∈ A. (The
functional ϕ is not identically zero because σ isn’t.) The inequality (∗)
implies that ϕ is contractive, and so ϕ has a unique continuation to a
Hermitian multiplicative linear functional τ on the closure of R(pi) in
B(H). It is immediate that τ ◦ pi = σ, and consequently σ ∈ sp(pi).
We have shown that S ⊂ sp(pi). We also have that S is a closed
subset of sp(pi). We thus may consider Q as a resolution of identity
on sp(pi), whose support is S. Then Q = P by the fact that the
functions â|sp(pi) (a ∈ A) are dense in Co
(
sp(pi)
)
, cf. (35.10). Hence
also S = supp(Q) = supp(P ) = sp(pi). 
We remark that we cannot take all of ∆∗(A) as the space of decom-
position, as it can fail to be locally compact.
The hurried reader can go from here to chapter 10 on unbounded
self-adjoint operators.
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§ 36. Von Neumann Algebras
Let throughout H denote a Hilbert space.
We now come to commutants and second commutants in B(H),
which we encountered in the preceding paragraphs, especially § 13 and
§ 23.
(36.1). Definition. Let S ⊂ B(H). The set of all operators in B(H)
which commute with every operator in S is called the commutant of S
and is denoted by S ′. Please note that S ⊂ S ′′.
(36.2). Proposition. For two subsets S, T of B(H), we have
T ⊂ S ⇒ S ′ ⊂ T ′.
(36.3). Theorem. For a subset S of B(H), we have
S ′′′ = S ′.
Proof. From S ⊂ S ′′ it follows that (S ′′)′ ⊂ S ′. Also S ′ ⊂ (S ′)′′. 
Recall that we called a subset of a ∗-algebra ∗-stable (or self-
adjoint), if with each element a, it also contains the adjoint a∗, cf.
(13.1).
(36.4). Proposition. Let S be a subset of B(H). If S is ∗-stable,
then S ′ is a C*-algebra.
(36.5). Definition. A von Neumann algebra or W*-algebra on H is
a subset of B(H) which is the commutant of a ∗-stable subset of B(H).
(36.6). Proposition. If H 6= {0}, then each von Neumann algebra
on H is a unital C*-subalgebra of B(H).
(36.7). Example. B(H) is a von Neumann algebra because B(H) =
(C1)′. If pi is a representation of a ∗-algebra in a Hilbert space, then
pi′ is a von Neumann algebra.
(36.8). Remark. The term “W*-algebra” is also used in a wider sense
for a C*-algebra which is isomorphic (as a C*-algebra) to a von
Neumann algebra, see [64, vol. I, Def. III.3.1, p. 130].
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Von Neumann algebras come in pairs:
(36.9). Theorem. If M is a von Neumann algebra, then
(i) M ′ is a von Neumann algebra,
(ii) M ′′ =M .
The property in the following theorem is often taken as the defini-
tion of von Neumann algebras.
(36.10). Theorem. A C*-subalgebra A of B(H) is a von Neumann
algebra if and only if A′′ = A.
For two vectors x, y ∈ H, we shall denote by x  y the bounded
operator of rank one on H given by (x y) z := 〈z, y〉x (z ∈ H).
(36.11). Proposition. Let {xi }i∈I be an orthonormal basis of H. If
a ∈ B(H) commutes with all the bounded operators xi  xj (i, j ∈ I),
then a is a scalar multiple of the unit operator on H.
Proof. If a commutes with each xi  xj (i, j ∈ I), we get
〈az, xj〉xi = 〈z, xj〉 axi for all z ∈ H, i, j ∈ I.
Especially for z = xk (k ∈ I), we obtain
〈axk, xj〉xi = 〈xk, xj〉 axi = δkjaxi.
In particular we have
〈axk, xj〉 = 0 for all k, j ∈ I, k 6= j
and
〈axj, xj〉xi = axi for all i, j ∈ I.
It follows that there exists some λ ∈ C such that
〈axj, xj〉 = λ for all j ∈ I.
Thus
〈axi, xj〉 = λ δij for all i, j ∈ I. 
(36.12). Corollary. We have B(H)′ = C1. In particular, C1 is a
von Neumann algebra.
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(36.13). Proposition. If S is a ∗-stable subset of B(H), then the set
S ′′ is the smallest von Neumann algebra containing S.
Proof. By the above, S ′′ is a von Neumann algebra containing S.
If M is a von Neumann algebra containing S, then S ⊂ M whence
M ′ ⊂ S ′ and thus S ′′ ⊂M ′′ =M . 
(36.14). Definition. If S is an arbitrary subset of B(H), we denote
by W ∗(S) the smallest von Neumann algebra containing S. Obviously
W ∗(S) = (S∪S∗)′′. One says that W ∗(S) is the von Neumann algebra
generated by S. If pi is a representation of a ∗-algebra in a Hilbert
space, we denote W ∗(pi) := W ∗
(
R(pi)
)
, so that W ∗(pi) = R(pi)′′ = (pi′)′.
(36.15). Proposition. The von Neumann algebra generated by a
normal subset (13.1) of B(H) is commutative.
Proof. See (13.5). 
(36.16). Proposition. Let pi be a non-degenerate representation of a
commutative ∗-algebra in a Hilbert space 6= {0}. Let P be the spectral
resolution of pi. We then have R(piP ) ⊂ W ∗(pi). In particular, for the
spectral projections, we have P ⊂ W ∗(pi).
Proof. We have
piP
′ = P ′ = pi′,
see (34.12) & (35.13), whence
R(piP ) ⊂ R(piP )′′ = (piP ′)′ = (pi′)′ = W ∗(pi). 
(36.17). Proposition. Let pi be a non-degenerate representation of a
commutative ∗-algebra in a Hilbert space 6= {0}. Let P be the spectral
resolution of pi. Then piP and pi generate the same von Neumann
algebra. Furthermore we have W ∗(pi) = W ∗(P ).
Proof. This follows again from piP
′ = P ′ = pi′. 
Please note that R(piP ) is merely the C*-algebra generated by P , cf.
(34.11). On a non-separable Hilbert space, it can happen that W ∗(pi)
is strictly larger than R(piP ), cf. (39.11) below.
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(36.18). Theorem. Let M be a commutative von Neumann algebra
on a Hilbert space 6= {0}. Let P be the spectral resolution of M . We
then have M = R(piP ).
Proof. By the Spectral Theorem we haveM ⊂ R(piP ), and by (36.16)
we also have R(piP ) ⊂ W ∗(M ) =M . 
(36.19). Definition (P(M )). For a von Neumann algebra M , we
denote by P(M ) the set of projections in M .
(36.20). Proposition. Let M be a commutative von Neumann alge-
bra on a Hilbert space 6= {0}. Let P be the spectral resolution of M .
We then have P(M ) = P and M = span
(
P(M )
)
.
Proof. This follows from M = R(piP ) = span(P ), cf. (36.18) &
(34.11), and from the fact that every projection in R(piP ) is of the
form P (ω), cf. (34.16). 
(36.21). Theorem. A von Neumann algebra M satisfies
M = span
(
P(M )
)
.
For emphasis: a von Neumann algebra is the closed linear span of its
projections.
Proof. Let c ∈ M . Then c can be decomposed as c = a + ib with
a, b ∈Msa. It now suffices to consider the commutative von Neumann
algebras W ∗(a),W ∗(b) ⊂M , cf. (36.15). 
The above theorem is of fundamental importance for representation
theory. With its help, questions concerning a von Neumann algebraM
can be transferred to questions concerning the setP(M ) of projections
in M . E.g. Schur’s Lemma (31.3) appears trivial in this light.
(36.22). Corollary. A von Neumann algebra M satisfies
M ′ =P(M )′,
whence also M = W ∗
(
P(M )
)
.
A nice observation is the following one:
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(36.23). Proposition. Let M be a commutative von Neumann alge-
bra on a Hilbert space 6= {0}. Let P be the spectral resolution of M .
The imbedding of C
(
∆(M )
)
into L∞(P ) then is an isomorphism of
C*-algebras. In particular, for a bounded Borel function f on ∆(M ),
there exists a unique continuous function which is P -a.e. equal to f .
Proof. The mapping in question is an imbedding indeed as the sup-
port of P is all of ∆(M ), cf. (35.3). It is surjective by M = R(piP ),
cf. (36.18). It thus is a ∗-algebra isomorphism, and therefore isometric,
cf. (8.5). 
We shall need the following technical lemma.
(36.24). Lemma. Let pi be a representation of a ∗-algebra in H. Let
b ∈ W ∗(pi). We then also have ⊕n b ∈ W ∗(⊕n pi). Furthermore, if x ∈
⊕nH, and M := R (⊕n pi)x, then the closed subspace M is invariant
under ⊕n b, and (⊕n b)|M ∈ W ∗
(
(⊕n pi)|M
)
. (Here, ⊕n is shorthand
for ⊕∞n=1.)
Proof. The first statement follows from the fact that each element
c of (⊕n pi)′ has a “matrix representation” (cmn)m,n with each cmn ∈
pi′. Clearly M is a closed subspace of ⊕nH, invariant under ⊕n pi.
With p denoting the projection on M , it follows that p ∈ (⊕n pi)′, cf.
(23.5). From the first statement, we have ⊕n b ∈ W ∗(⊕n pi), so that
⊕n b commutes with p, which in turn implies that M is invariant under
⊕n b, by (23.5) again. But then also (⊕n b)|M ∈ W ∗
(
(⊕n pi)|M
)
. 
The remainder of this paragraph won’t be used in the sequel, though
it is of considerable importance. We shall need the following somewhat
lengthy definition.
(36.25). Definition. The strong operator topology on B(H) is the
locally convex topology induced by the seminorms
a 7→ ‖ ax ‖ (x ∈ H).
The weak operator topology on B(H) is the locally convex topology
induced by the linear functionals
a 7→ 〈ax, y〉 (x, y ∈ H).
The weak operator topology on B(H) is weaker than the strong
operator topology on B(H) which in turn is weaker than the norm
topology.
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The σ-strong topology on B(H) is the locally convex topology
induced by the seminorms
a 7→
(∑
n
‖ axn ‖ 2
)1/2
with (xn) any sequence in H such that
( ‖xn ‖ ) ∈ ` 2.
The σ-weak topology on B(H) is the locally convex topology
induced by the linear functionals
a 7→
∑
n
〈axn, yn〉
with (xn), (yn) any sequences in H such that
( ‖xn ‖ ), ( ‖ yn ‖ ) ∈ ` 2.
The σ-weak topology is weaker than the σ-strong topology which
in turn is weaker than the norm topology.
Also, the weak operator topology is weaker than the σ-weak topo-
logy, and similarly the strong operator topology is weaker that the
σ-strong topology.
(36.26). Theorem (von Neumann’s Bicommutant Theorem). Let pi be
a non-degenerate representation of a ∗-algebra in H. Then W ∗(pi) is the
closure of R(pi) in any of the four topologies: strong operator topology,
weak operator topology, σ-strong topology, and σ-weak topology.
Proof. It is easily seen that a von Neumann algebra is closed in the
weak operator topology, and hence in all of the four topologies, because
the weak operator topology is the weakest among them. Since the
σ-strong topology is the strongest of these topologies, it suffices to
prove that R(pi) is σ-strongly dense in W ∗(pi). Let b ∈ W ∗(pi). Let
ε > 0 and let (xn) be a sequence in H with
( ‖xn ‖ ) ∈ ` 2. It suffices
to show that there exists an element a of the ∗-algebra such that(∑
n
∥∥ ( b− pi(a) )xn ∥∥ 2) 1/2 < ε.
Consider x := ⊕n xn ∈ ⊕nH and put M := R (⊕n pi)x. Now M is a
closed subspace invariant and cyclic under ⊕n pi, with cyclic vector x,
cf. (23.8). The closed subspace M is invariant under ⊕n b by lemma
(36.24). Since then (⊕n b)x ∈ M , there exists by definition of M an
element a of the ∗-algebra with∥∥ (⊕n b )x− (⊕n pi (a) )x ∥∥ < ε. 
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(36.27). Corollary. Let A be a ∗-subalgebra of B(H) acting non-
degenerately on H. Then W ∗(A) is the closure of A in any of the four
topologies: strong operator topology, weak operator topology, σ-strong
topology, and σ-weak topology.
(36.28). Corollary. The von Neumann algebras on H are precisely
the C*-subalgebras of B(H) acting non-degenerately on H which are
closed in any, hence all, of the four topologies: strong operator topology,
weak operator topology, σ-strong topology, and σ-weak topology.
(36.29). Remark. Some authors define von Neumann algebras as
C*-algebras of bounded operators on a Hilbert space, which are closed
in the strong operator topology, say. This is a more inclusive defi-
nition than ours, but one can always put oneself in our situation by
considering a smaller Hilbert space, cf. (23.6).
We mention here that among the four topologies considered above,
the σ-weak topology is of greatest interest, because it actually is a
weak* topology resulting from a predual of B(H), namely the Banach
∗-algebra of trace class operators on H, equipped with the trace-norm.

CHAPTER 9
Multiplication Operators and their Applications
§ 37. Multiplication Operators
(37.1). Definition (M1(Ω)). If Ω 6= ∅ is a locally compact Hausdorff
space, one denotes by M1(Ω) the set of inner regular Borel probability
measures on Ω, cf. the appendix (46.1) & (46.3).
(37.2). Theorem (multiplication operators). Let Ω 6= ∅ be a locally
compact Hausdorff space, and let µ ∈M1(Ω). If g is a fixed µ-measur-
able function on Ω, one defines
D(g) := { f ∈ L2(µ) : gf ∈ L2(µ) }
as well as
Mµ(g) : D(g)→ L2(µ)
f 7→ gf.
One says that Mµ(g) is the multiplication operator with g. Then Mµ(g)
is bounded if and only if g ∈ L ∞(µ), in which case
‖Mµ(g) ‖ = ‖ g ‖µ,∞.
For Mµ(g) to be bounded, it suffices to be bounded on Cc(Ω).
Proof. If g ∈ L ∞(µ), one sees that ‖Mµ(g) ‖ ≤ ‖ g ‖µ,∞. The
converse inequality is established as follows. Assume that
‖ gh ‖µ,2 ≤ c ‖h ‖µ,2 for all h ∈ Cc(Ω).
It shall be proved that ‖ g ‖µ,∞ ≤ c. Let A := { t ∈ Ω : | g(t) | > c },
which is a µ-measurable set, and thus µ-integrable. We have to show
that A is a µ-null set. For this it is enough to show that each compact
subset of A is a µ-null set. (By inner regularity of the completion of µ.)
So let K be a compact subset of A. For h ∈ Cc(Ω) with 1K ≤ h ≤ 1,
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we get ∫
| g | 2 1K dµ ≤
∫
| g h 1/2 | 2 dµ = ‖ g h 1/2 ‖µ,2 2
≤ c 2 ‖h 1/2 ‖µ,2 2 = c 2
∫
h dµ.
Thus, by taking the infimum over all such functions h, we obtain∫
| g | 2 1K dµ ≤ c 2 µ(K).
Since | g | > c on K, the set K must be µ-null, whence A is a µ-null
set. We have shown that ‖ g ‖µ,∞ ≤ c. 
(37.3). Lemma. Let µ ∈ M1(Ω), where Ω 6= ∅ is a locally compact
Hausdorff space. If a bounded linear operator b on L2(µ) commutes with
every Mµ(f) with f ∈ Cc(Ω), then b = Mµ(g) for some g ∈ L ∞(µ).
Proof. Please note first that 1Ω ∈ L 2(µ). For every f ∈ Cc(Ω) we
have
bf = b
(
Mµ(f)1Ω
)
= Mµ(f)(b1Ω) = Mµ(f)g
with g := b1Ω ∈ L 2(µ). We continue to compute
Mµ(f)g = fg = gf = Mµ(g)f.
Thus the operators b and Mµ(g) coincide on Cc(Ω). Then Mµ(g) is
bounded by the last statement of the preceding theorem, and so g ∈
L ∞(µ). By density of Cc(Ω) in L2(µ), cf. (46.9), it follows that b and
Mµ(g) coincide everywhere. 
(37.4). Definition (maximal commutative ∗-subalgebras). If H is a
Hilbert space, then a maximal commutative ∗-subalgebra of B(H) is a
commutative ∗-subalgebra of B(H) which is not properly contained in
any other commutative ∗-subalgebra of B(H).
(37.5). Proposition. If H is a Hilbert space, then a ∗-subalgebra A
of B(H) is maximal commutative if and only if A′ = A.
Proof. For a = a∗ ∈ A′, the ∗-subalgebra generated by A and a is a
commutative ∗-subalgebra of B(H). 
In particular maximal commutative ∗-subalgebras of B(H) are von
Neumann algebras.
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(37.6). Corollary. Let µ ∈ M1(Ω), with Ω 6= ∅ a locally compact
Hausdorff space. The mapping
L∞(µ)→ B(L2(µ))
g 7→Mµ(g)
establishes an isomorphism of C*-algebras onto a maximal commutative
∗-subalgebra of B(L2(µ)). In short, one speaks of the maximal
commutative von Neumann algebra L∞(µ).
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§ 38. The Spectral Representation
In this paragraph, we shall consider a fixed cyclic representation pi
of a commutative ∗-algebra A in a Hilbert space H 6= {0}. We shall
denote by P the spectral resolution of pi.
(38.1). Theorem. If c is a unit cyclic vector for pi, there exists a
unique measure µ ∈M1
(
sp(pi)
)
such that
〈pi(a)c, c〉 =
∫
â dµ for all a ∈ A,
namely µ = 〈Pc, c〉. The representation pi then is spatially equivalent
to the so-called spectral representation piµ, given by
piµ : A→ B
(
L2(µ)
)
a 7→Mµ(â).
The philosophy is that the spectral representation piµ is particularly
simple as it acts through multiplication operators.
Proof. Uniqueness follows from the fact that { â|sp(pi) : a ∈ A } is
dense in Co
(
sp(pi)
)
, cf. (35.10). Let ψ be the positive linear functional
on A defined by
ψ(a) := 〈pi(a)c, c〉 (a ∈ A).
Putting µ := 〈Pc, c〉, it is clear that
ψ(a) =
∫
sp(pi)
â|sp(pi) dµ for all a ∈ A.
Now consider the dense subspace
Ho := { pi(a)c ∈ H : a ∈ A }
of H. An isometry V : Ho → L2(µ) is constructed in the following way:
For x = pi(a)c ∈ Ho, define V x := â ∈ L2(µ). It has to be verified that
this is well-defined. So let pi(b)c = pi(a)c. For d ∈ A we obtain
ψ(db) = 〈pi(d)pi(b)c, c〉 = 〈pi(d)pi(a)c, c〉 = ψ(da),
whence ∫
d̂ b̂ dµ =
∫
d̂ â dµ for all d ∈ A,
which implies∫
f b̂ dµ =
∫
f â dµ for all f ∈ Co
(
sp(pi)
)
.
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This means that the measures b̂ · µ and â · µ are equal, whence
b̂ = â µ-a.e.
It shall next be shown that the mapping V defined so far is isometric.
For a ∈ A we have
‖ pi(a)c ‖ 2 = ψ(a∗a) =
∫
| â | 2 dµ = ‖ â ‖µ,2 2.
It shall now be proved that
V pi(a) = piµ(a)V on Ho
for all a ∈ A. So let a ∈ A be fixed. For x = pi(b)c we have
piµ(a)V x = Mµ
(
â
)
V x = Mµ
(
â
)
b̂ = â b̂
as well as
V pi(a)x = V pi(ab)c = (̂ab) = â b̂.
The closure of V then is a unitary operator which intertwines pi and
piµ, cf. (23.14). 
(38.2). Proposition. If A furthermore is a commutative normed
∗-algebra, if ψ is a state on A, and if in the above we choose pi := piψ,
c := cψ, then the measure obtained is essentially the same as the one
provided by the abstract Bochner Theorem (30.7), cf. (35.11).
(38.3). Theorem. Let c be a unit cyclic vector for pi, and let µ =
〈Pc, c〉 ∈M1
(
sp(pi)
)
. For a Borel set ω in sp(pi) one defines
Pµ(ω) := Mµ(1ω) ∈ B
(
L2(µ)
)
.
The map
Pµ : ω 7→ Pµ(ω) = Mµ(1ω)
then is a resolution of identity on sp(pi). Indeed we have
〈Pµx, y〉 = x y · µ for all x, y ∈ L2(µ).
The resolution of identity Pµ is the spectral resolution of piµ. For every
bounded Borel function f on sp(pi), we have
piPµ(f) = Mµ(f).
It follows that the C*-algebra R(piPµ) is equal to the maximal com-
mutative von Neumann algebra L∞(µ) (37.6). Indeed a function f ∈
L ∞(µ) is µ-a.e. equal to a bounded Borel (even Baire) function, cf.
the appendix (46.10).
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Proof. For a Borel set ω in sp(pi) and x, y in L2(µ), we have
〈Pµ(ω)x, y〉 = 〈Mµ(1ω)x, y〉 =
∫
1ω x y dµ,
whence
〈Pµ x, y〉 = x y · µ.
It follows that for each x ∈ H, the measure 〈Pµx, x〉 is an inner regular
Borel measure on sp(pi), so that Pµ is a resolution of identity on sp(pi).
Next, for a ∈ A, we have
〈piµ(a)x, y〉 = 〈Mµ
(
â
)
x, y〉 =
∫
â x y dµ =
∫
â d〈Pµx, y〉
for all x, y ∈ L2(µ), which says that
piµ(a) =
∫
sp(pi)
â|sp(pi) dPµ =
∫
sp(piµ)
â|sp(piµ) dPµ (weakly).
(Please note here that sp(piµ) = sp(pi) as both representations are
spatially equivalent.) This implies that Pµ is the spectral resolution of
piµ. For a bounded Borel function f on sp(pi), we have
piPµ(f) =
∫
f dPµ (weakly),
so that for x, y ∈ L2(µ) we get
〈piPµ(f)x, y〉 =
∫
f d〈Pµx, y〉 =
∫
f x y dµ = 〈Mµ(f)x, y〉.
This shows that
piPµ(f) = Mµ(f). 
(38.4). Theorem. Let Q be the restriction of P to the Baire sets. Then
R(piQ) = R(piP ) = W
∗(pi) = pi′
is a maximal commutative von Neumann algebra.
Proof. Let c be a cyclic unit vector for pi and let µ be the measure
〈Pc, c〉. Then pi is spatially equivalent to piµ, cf. (38.1). Let S denote
the restriction of Pµ to the Baire sets. The equalities
R(piS) = R(piPµ) = W
∗(piµ) = piµ′
follow from the fact that R(piS) is a maximal commutative von Neu-
mann algebra, cf. the last two statements of the preceding theorem
(38.3). 
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Please note that if pi is not necessarily cyclic, we merely have the
inclusions
R(piQ) ⊂ R(piP ) ⊂ W ∗(pi) ⊂ pi′.
The last inclusion holds by commutativity of W ∗(pi), cf. (36.15).
(38.5). Corollary (reducing subspaces). A closed subspace M of H
reduces pi if and only if M is the range of some P (ω), where ω is a
Borel (or even Baire) subset of sp(pi).
Proof. Let Q be the restriction of P to the Baire sets. Let M be
a closed subspace of H and let p denote the projection on M . The
subspace M reduces pi if and only if p ∈ pi′ = R(piQ), cf. (23.5) and the
preceding theorem. However a projection in R(piQ) is of the form Q(ω)
for some Baire subset ω of sp(pi), cf. (34.16). 
Please note that the above statement does not explicitly involve
any specific cyclic vector.
(38.6). Remark. Let pi be a non-degenerate representation of a com-
mutative ∗-algebra in a Hilbert space 6= {0}. Then pi is the direct sum
of cyclic subrepresentations as has been shown in (23.13). Hence pi is
spatially equivalent to a direct sum of spectral representations. Using
some care, one can even give the operators in R(pi) a representation as
multiplication operators, but then these multiplication operators will
in general live on a space larger than sp(pi). What is more, the measure
won’t be bounded in general. We refer the reader to Mosak [49, Thm.
(7.11) p. 104]. We shall bypass this construction, and show instead that
in the case of a separable Hilbert space (the case of interest), we can
give the C*-algebra W ∗(pi) a faithful representation by multiplication
operators living on sp(pi), see (39.1). However this new representation
won’t be implemented by a unitary operator like in a spatial equi-
valence; it will only be a C*-algebra isomorphism. This may not be
acceptable from the operator theoretic point of view, but it may still
be so from the algebraic point of view.
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§ 39. Separability: the Range
(This paragraph and the next one can be skipped as a whole.)
In this paragraph, let H be a Hilbert space 6= {0}.
(39.1). Introduction. Let pi be a non-degenerate representation of a
commutative ∗-algebra in H, and let P be the spectral resolution of pi.
The representation piP factors to an isomorphism of C*-algebras from
L∞(P ) onto R(piP ), cf. (34.23). It shall be shown in this paragraph that
ifH is separable, then (on the side of the range of the factored map), the
C*-algebra R(piP ) is all of the von Neumann algebra W
∗(pi), cf. (36.16).
It shall be shown in the next paragraph that if H is separable, then
(on the side of the domain of the factored map), the C*-algebra L∞(P )
can be identified with the maximal commutative von Neumann alge-
bra L∞(〈Px, x〉) for some unit vector x ∈ H. Thus, in the case of a
separable Hilbert space, the representation piP factors to a C*-algebra
isomorphism of von Neumann algebras. This C*-algebra isomorphism
L∞(〈Px, x〉) → W ∗(pi) is called the L∞ functional calculus. The in-
verse of this map faithfully represents W ∗(pi) by multiplication opera-
tors living on sp(pi). (So much for the titles of these two paragraphs.)
(39.2). Theorem. Let pi be a non-degenerate representation of a com-
mutative ∗-algebra in H. Let P be the spectral resolution of pi, and let
b ∈ W ∗(pi). Then for any sequence (xn) in H, there exists a bounded
Baire function f on sp(pi) with
b xn = piP (f)xn for all n.
Proof. We can assume that
( ‖xn ‖ ) ∈ ` 2. Let x := ⊕nxn ∈ ⊕nH,
and put M := R(⊕npi)x. Then M is a closed subspace invariant and
cyclic under ⊕npi, with cyclic vector x, cf. (23.8). Let Q denote the
spectral resolution of the cyclic representation (⊕npi)|M . Let S denote
the restriction of Q to the Baire sets. We have W ∗
(
(⊕npi)|M
)
= R(piS)
by (38.4). By Lemma (36.24), the closed subspace M is invariant under
⊕nb, and (⊕nb)|M ∈ W ∗
(
(⊕npi)|M
)
. It follows that (⊕nb)|M ∈ R(piS),
and so there exists a bounded Baire function f on sp(pi) with (⊕nb)|M =
piS(f). Since piQ = (⊕npiP )|M by the uniqueness property of the spectral
resolution, it follows that b xn = piP (f)xn for all n. 
An immediate consequence is:
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(39.3). Theorem. Let pi be a non-degenerate representation of a com-
mutative ∗-algebra in H. Let P be the spectral resolution of pi, and let
Q be the restriction of P to the Baire sets. If H is separable, then
W ∗(pi) = R(piP ) = R(piQ).
(39.4). Definition (function of a normal bounded operator). Let b
be a normal bounded linear operator on H. Let P be its spectral
resolution. If f is a bounded Borel function on sp(b), one writes
f(b) := piP (f) =
∫
f dP (in norm),
and one says that f(b) is a bounded Borel function of b.
Please note that the spectral projections P (ω) with ω a Borel subset
of sp(b), are bounded Borel functions of b, as P (ω) = piP (1ω) = 1ω(b).
(39.5). Theorem (von Neumann). Let b be a normal bounded linear
operator on H. If H is separable, then a bounded linear operator on H
is a bounded Borel function of b if and only if it commutes with every
bounded linear operator in H which commutes with b.
With a little effort, we can improve on (39.3), see (39.10) below.
(39.6). Definition (Borel ∗-algebras [62, 4.5.5]). A Borel ∗-algebra
on H is a C*-subalgebra B of B(H) such that Bsa contains the supre-
mum in B(H)sa of each increasing sequence in Bsa which is upper
bounded in B(H)sa. (Cf. (19.20).)
(39.7). Example. When P is a spectral measure, then R(piP ) is a
commutative Borel ∗-algebra containing 1. (Use (19.4) & (34.21).)
Since the intersection of Borel ∗-algebras on H is a Borel ∗-algebra,
questions can be raised on the Borel ∗-algebra generated by a set of
operators.
(39.8). Theorem. Let A be a commutative C*-subalgebra of B(H)
containing 1. Let P be the spectral resolution of A, and let Q be the
restriction of P to the Baire sets. Then R(piQ) is the Borel ∗-algebra
generated by A.
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Proof. By the preceding example, R(piQ) is a Borel ∗-algebra con-
taining A. It shall be shown that R(piQ) is the smallest Borel ∗-algebra
containing A. For this purpose, let C be any other Borel ∗-algebra
containing R(pi). It then suffices to show that piP (f) ∈ C whenever f
is a bounded Baire function. It is enough to show this for f of the form
f = 1ω where ω is a Baire set. (This is so because every bounded Baire
function is the uniform limit of Baire step functions.) But then it suf-
fices to show that piP (f) ∈ C whenever f is of the form f = 1{ g = 0 }
for some g ∈ C(∆(A)). This is so because the Baire σ-algebra is gener-
ated by the sets of the form { g = 0 } where g runs through C(∆(A)),
cf. the appendix (46.1). One then concludes with
1{ g = 0 } = 1− ∨n≥1
(
1 ∧ n | g | ). 
(39.9). Corollary. A commutative Borel ∗-algebra B containing 1
and acting on a separable Hilbert space is a von Neumann algebra.
Proof. Let P be the spectral resolution ofB and let Q be the restric-
tion of P to the Baire sets. We then have W ∗(B) = R(piQ) = B, cf.
(39.3) and (39.8). 
(39.10). Theorem. If P is a spectral measure acting on a separable
Hilbert space, then R(piP ) is a von Neumann algebra.
(39.11). Remark. The theorem of von Neumann (39.5), and with it
(39.3) and (39.10), fail to hold in non-separable Hilbert spaces, cf.
Folland [66, page 29].
Next three miscellaneous results on Borel ∗-algebras.
(39.12). Theorem. Let b be a normal bounded linear operator on H.
Let P be its spectral resolution. Then R(piP ) is the Borel ∗-algebra
generated by b, b∗ and 1. See also (35.7).
Proof. As sp(b) is a metric space, the Borel and Baire σ-algebras on
sp(b) coincide, cf. the appendix (46.2). 
The next corollary explains the name “Borel ∗-algebra”.
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(39.13). Corollary. Let B be a Borel ∗-algebra containing 1. If b is
a normal operator in B, then every bounded Borel function of b lies in
B. In particular the spectral resolution of b takes values in B.
Proof. By the preceding theorem, a bounded Borel function of b lies
in the Borel ∗-algebra generated by b, b∗ and 1, which is contained in
B. 
One says that Borel ∗-algebras containing 1 have a Borel functional
calculus.
(39.14). Corollary. A Borel ∗-algebra containing 1 is the closed
linear span of its projections.
Proof. This is proved like (36.21). 
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§ 40. Separability: the Domain
(This paragraph can be skipped at first reading.)
Let throughout H denote a Hilbert space 6= {0}, and let A be a
∗-subalgebra of B(H).
(40.1). Definition (separating vectors and cyclic vectors). A vector
x ∈ H is called separating for A, whenever ax = 0 for some a ∈ A
implies a = 0. A vector x ∈ H is called cyclic under A if Ax is dense
in H, and in this case the ∗-algebra A is called cyclic.
(40.2). Proposition. A vector x ∈ H is cyclic under A if and only if
it is separating for A′.
Proof. Assume that x is cyclic under A, and let b ∈ A′ with bx = 0.
Then for a ∈ A, we have bax = abx = 0, whence b = 0 as Ax is dense
in H. Next assume that x is separating for A′. With p denoting the
projection on the closed subspace Ax, we have p ∈ A′ by (23.5), as well
as px = x by (23.8). Thus 1− p ∈ A′ and (1− p)x = 0, which implies
1 − p = 0 as x is separating for A′. Hence p = 1, so x is cyclic under
A. 
(40.3).Corollary. If A is a commutative cyclic ∗-subalgebra of B(H)
with cyclic vector c, then c also is a separating vector for A.
Proof. Since A is commutative, we have A ⊂ A′. 
(40.4). Theorem. If A is commutative and if H is separable, then A
has a separating vector.
Proof. Let A be commutative and H separable. Then H is the
countable direct sum of closed subspaces Hn (n ≥ 1) invariant
under A, and such that for each n ≥ 1, the subspace Hn contains
a unit cyclic vector cn under A|Hn cf. (23.13). It shall be shown that
the vector x :=
∑
n≥1 2
−n/2cn ∈ H is a separating vector for A. So let
a ∈ A with ax = 0. With pn denoting the projection on the closed
invariant subspace Hn, we have pn ∈ A′, cf. (23.5), and so
aAcn = aApnx = Aapnx = Apnax = {0},
which implies that a vanishes on Hn, hence everywhere. We have shown
that x is separating for A. 
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(40.5). Theorem. Let pi be a non-degenerate representation of a
∗-algebra in H. Assume that the ∗-algebra is commutative, and that
H is separable. Then pi is cyclic if and only if pi′ is commutative.
This gives a characterisation of cyclicity in terms of only the
algebraic structure of the commutant.
Proof. The “only if” part holds without the assumption of separa-
bility on H, cf. (38.4). The “if” part holds without the assumption
of commutativity on the ∗-algebra, as we shall show next. If pi′ is
commutative, then since H is separable, pi′ has a separating vector,
which will be cyclic under pi. 
(40.6). Definition (spatial equivalence). Two von Neumann algebras
M1 andM2 acting on Hilbert spaces H1 and H2 respectively, are called
spatially equivalent, if there exists a unitary operator U : H1 → H2
such that UM1U−1 =M2.
(40.7). Theorem. For a commutative von Neumann algebra M on a
separable Hilbert space 6= {0}, the following statements are equivalent.
(i) M is maximal commutative,
(ii) M is cyclic,
(iii) M is spatially equivalent to the maximal commutative von
Neumann algebra L∞(µ) for some inner regular Borel prob-
ability measure µ on a locally compact Hausdorff space 6= ∅.
Proof. (i) ⇒ (ii): (37.5) and (40.5). (ii) ⇒ (iii): (36.18), (38.1) and
(38.3). (iii) ⇒ (i): (37.6). 
We see that on separable Hilbert spaces 6= {0}, the prototypes
of the maximal commutative von Neumann algebras are the maximal
commutative von Neumann algebras L∞(µ) with µ an inner regular
Borel probability measure on a locally compact Hausdorff space.
(40.8). Definition (scalar spectral measure). Let P be a spectral
measure, defined on a σ-algebra E . Then a probability measure µ,
defined on E , is called a scalar spectral measure for P , if for ω ∈ E ,
one has P (ω) = 0 precisely when µ(ω) = 0. That is, P and µ should
be mutually absolutely continuous.
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We restrict the definition of scalar spectral measures to probability
measures for the reason that the applications - foremostly the crucial
item (40.11) below - require bounded measures.
The following two results deal with the existence of scalar spectral
measures.
(40.9). Proposition (separating vectors for spectral measures). Let
P be a spectral measure, defined on a σ-algebra E, and acting on H.
Then for a unit vector x ∈ H, the probability measure 〈Px, x〉 is a
scalar spectral measure for P if and only if x is separating for P . (In
the obvious extended sense that for ω ∈ E, one has P (ω)x = 0 only
when P (ω) = 0.)
Proof. For x ∈ H and ω ∈ E , we have
‖P (ω)x ‖ 2 = 〈Px, x〉(ω),
so P (ω)x = 0 if and only if 〈Px, x〉(ω) = 0. Therefore x is separating
for P if and only if ω ∈ E and 〈Px, x〉(ω) = 0 imply P (ω) = 0, i.e. if
and only if 〈Px, x〉 is a scalar spectral measure. 
(40.10). Theorem. Let P be a spectral measure acting on H. If H is
separable, then there exists a unit vector x ∈ H such that the probability
measure 〈Px, x〉 is a scalar spectral measure for P . The vector x can
be chosen to be any unit separating vector for P , for example any unit
separating vector for R(piP ).
Proof. The range R(piP ) has a separating vector by (40.4). 
The next two results exhibit the purpose of scalar spectral measures.
(40.11). Theorem. Let P be a spectral measure, defined on a σ-algebra
E. If P admits a probability measure µ, defined on E, as a scalar spectral
measure, then we may identify the C*-algebras L∞(P ) and L∞(µ).
Proof. Assume that some probability measure µ, defined on E , is
a scalar spectral measure for P . A function f in L ∞(µ) then is
µ-a.e. equal to a function g ∈ Mb(E), cf. the appendix (46.12), and
the function f is µ-a.e. zero if and only if the function g is P -a.e.
zero. 
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(40.12). Theorem. Let P be a spectral measure, defined on a σ-algebra
E. If P admits a probability measure µ, defined on E, as a scalar
spectral measure, then piP factors to a C*-algebra isomorphism from
L∞(µ) onto R(piP ).
Proof. This follows now from (34.23). 
(40.13). Theorem. Let P be a spectral measure acting on H. If H
is separable, there exists a unit vector x ∈ H such that piP factors to
a C*-algebra isomorphism from L∞(〈Px, x〉) onto W ∗(P ). The vector
x can be chosen to be any unit vector in H, such that the probability
measure 〈Px, x〉 is a scalar spectral measure for P , for example any
unit separating vector for P , or even W ∗(P ).
Proof. SinceH is separable, we know from (39.10) thatR(piP ) is a von
Neumann algebra, namely W ∗(piP ), which equals W ∗(P ) by (34.12).
The statement follows now from (40.10) and (40.12). 
(40.14). Theorem (the L∞ functional calculus). Let pi be a non-degen-
erate representation of a commutative ∗-algebra in H, and let P be the
spectral resolution of pi. If H is separable, there exists a unit vector
x ∈ H such that the probability measure 〈Px, x〉 is a scalar spectral
measure for P , and in this case piP factors to a C*-algebra isomorphism
from L∞(〈Px, x〉) onto W ∗(pi). The vector x can be chosen to be any
unit separating vector for P , for example any unit separating vector for
W ∗(pi).
Proof. This follows from (39.3), (40.10) and (40.12). The result also
follows from the preceding one together with (36.17). 
We also obtain the following representation theorem for commut-
ative von Neumann algebras on separable Hilbert spaces 6= {0}.
(40.15). Theorem. A commutative von Neumann algebra M on a
separable Hilbert space 6= {0} is isomorphic as a C*-algebra to L∞(µ)
for some inner regular Borel probability measure µ on the compact
Hausdorff space ∆(M ). The measure µ can be chosen to be any inner
regular Borel probability measure µ on ∆(M ) which is a scalar spectral
measure for the spectral resolution of M . In this case, the support of
µ is all of ∆(M ), and every function in L ∞(µ) is µ-a.e. equal to a
unique continuous function on ∆(M ).
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Proof. See (36.23) and the appendix (46.10). 
Please note that here we only have a C*-algebra isomorphism, while
in (40.7), we have a spatial equivalence of von Neumann algebras, which
is a stronger condition.
CHAPTER 10
Single Unbounded Self-Adjoint Operators
§ 41. Spectral Integrals of Unbounded Functions
In this paragraph, let E be a σ-algebra on a set Ω 6= ∅, let H 6= {0}
be a Hilbert space, and let P be a spectral measure defined on E and
acting on H.
We first have to extend the notion of “linear operator”.
(41.1). Definition (linear operator in H). By a linear operator in H
we mean a linear operator defined on a subspace of H, taking values in
H. We stress that we then say: linear operator in H; not on H. The
domain (of definition) of such a linear operator a is denoted by D(a).
(41.2). Definition (M(E)). We shall denote by M(E) the set of
complex-valued E-measurable functions on Ω, cf. the appendix, (46.5).
We shall associate with each f ∈ M(E) a linear operator in H,
defined on a dense subspace Df of H. Next the definition of Df .
(41.3). Proposition (Df ). Let f ∈M(E). One defines
Df := {x ∈ H : f ∈ L 2(〈Px, x〉) }.
The set Df is a dense subspace of H.
Proof. For x, y ∈ H and ω ∈ E , we have (the parallelogram identity):
‖P (ω)(x+ y) ‖ 2 + ‖P (ω)(x− y) ‖ 2 = 2 ( ‖P (ω)x ‖ 2 + ‖P (ω)y ‖ 2 ),
whence
〈P (ω)(x+ y), (x+ y)〉 ≤ 2 ( 〈P (ω)x, x〉+ 〈P (ω)y, y〉 ),
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so that Df is closed under addition. It shall next be proved that Df is
dense in H. For n ≥ 1 let ωn := { |f | < n }. We have Ω = ∪nωn as f
is complex-valued. Let ω ∈ E . For z in the range of P (ωn), we have
P (ω)z = P (ω)P (ωn)z = P (ω ∩ ωn)z,
so that
〈Pz, z〉(ω) = 〈Pz, z〉(ω ∩ ωn),
and therefore∫
| f | 2 d〈Pz, z〉 =
∫
| f | 2 1ωn d〈Pz, z〉 ≤ n 2 ‖ z ‖ 2 <∞.
This shows that the range of P (ωn) is contained in Df . We have
y = lim
n→∞
P (ωn)y
for all y ∈ H by Ω = ∪nωn and by (34.20). This says that Df is dense
in H. 
(41.4). Definition (spectral integrals). Consider a linear operator a :
H ⊃ D(a) → H, defined on a subspace D(a) of H. Let f ∈ M(E).
We write
a =
∫
f dP (pointwise)
if D(a) = Df and if for all x ∈ Df and all h ∈Mb(E) one has
‖ (a− piP (h))x ‖ = ‖ f − h ‖〈Px, x〉,2 = (∫ | f − h | 2 d〈Px, x〉)1/2.
One writes
a =
∫
f dP (weakly)
if D(a) = Df and
〈ax, x〉 =
∫
f d〈Px, x〉
for all x ∈ Df . Then a is uniquely determined by f and P .
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(41.5). Proposition. Let f ∈M(E) and let a be a linear operator in
H. Assume that
a =
∫
f dP (pointwise).
We then also have
a =
∫
f dP (weakly).
In particular, a is uniquely determined by f and P .
Proof. For n ≥ 1, put fn := f 1{ | f | < n } ∈ Mb(E). For x ∈ Df , we
get
ax = lim
n→∞
piP (fn)x
by the Lebesgue Dominated Convergence Theorem, whence, by the
same theorem,
〈ax, x〉 = lim
n→∞
〈piP (fn)x, x〉 = lim
n→∞
∫
fn d〈Px, x〉 =
∫
f d〈Px, x〉. 
(41.6). Theorem (ΨP (f)). For f ∈ M(E) there exists a (necessarily
unique) linear operator ΨP (f) in H such that
ΨP (f) =
∫
f dP (pointwise).
Proof. Let x ∈ Df be fixed. Look at Mb(E) as a subspace of
L 2(〈Px, x〉). Consider the map
Ix : L
2(〈Px, x〉) ⊃Mb(E)→ H, h 7→ piP (h)x.
Since Mb(E) is dense in L 2(〈Px, x〉), and since Ix is an isometry
by (34.10), it follows that Ix has a unique continuation to an iso-
metry L2(〈Px, x〉) → H, which shall also be denoted by Ix. Putting
ΨP (f)x := Ix(f), we obtain that ΨP (f) is an operator in H with do-
main Df . It shall be proved that
ΨP (f) =
∫
f dP (pointwise).
Let x ∈ Df . For h ∈Mb(E), we then have
‖ (ΨP (f)− piP (h))x ‖ = ‖ Ix(f − h) ‖ = ‖ f − h ‖〈Px, x〉, 2
because Ix is an isometry. Also ΨP (f) is linear because it is pointwise
approximated by linear operators piP (h). 
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(41.7). Corollary. Let f ∈ M(E). Let a be a linear operator in H
such that
a =
∫
f dP (weakly).
We then also have
a =
∫
f dP (pointwise).
Proof. We have a = ΨP (f) by ΨP (f) =
∫
f dP (weakly) as well. 
(41.8). Proposition. Let f ∈M(E). For x ∈ Df , we then have
‖ΨP (f)x ‖ = ‖ f ‖〈Px, x〉, 2 =
(∫
| f | 2 d〈Px, x〉
)1/2
.
Proof. Put h := 0 in ΨP (f) =
∫
f dP (pointwise). 
(41.9). Lemma. Let g ∈M(E) and x ∈ Dg. For y := ΨP (g)x, we then
have
〈Py, y〉 = | g | 2 · 〈Px, x〉.
Moreover, for h ∈Mb(E), we have
piP (h)y = ΨP (hg)x.
Proof. With gn := g 1{ | g | < n } for all n ≥ 1, we have
y = ΨP (g)x = lim
n→∞
piP (gn)x.
For h ∈Mb(E), we obtain
piP (h)y = piP (h)ΨP (g)x = lim
n→∞
piP (h)piP (gn)x
= lim
n→∞
piP (hgn)x = ΨP (hg)x.
The last equality follows from Dhg ⊃ Dg by boundedness of h. In
particular, from (41.8) we get∫
|h | 2 d〈Py, y〉 = ‖ piP (h)y ‖ 2 = ‖ΨP (hg)x ‖ 2 =
∫
|hg | 2 d〈Px, x〉
for all h ∈Mb(E). This means that
〈Py, y〉 = | g | 2 · 〈Px, x〉. 
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We need some notation:
(41.10). Definition (extension). If a and b are linear operators in H
with respective domains D(a) and D(b), one writes a ⊂ b, if b is an
extension of a, i.e. if D(a) ⊂ D(b) and ax = bx for all x ∈ D(a).
(41.11). Theorem (Addition and Multiplication Theorems). For f, g
in M(E) we have
ΨP (f) + ΨP (g) ⊂ ΨP (f + g),
ΨP (f) ΨP (g) ⊂ ΨP (fg).
The precise domains are given by
D
(
ΨP (f) + ΨP (g)
)
= D| f |+| g |,
D
(
ΨP (f) ΨP (g)
)
= Dfg ∩ Dg.
Proof. We shall first prove the part of the statement relating to ad-
dition. Let f, g ∈ M(E). If x ∈ D(ΨP (f) + ΨP (g)) := D(ΨP (f)) ∩
D
(
ΨP (g)
)
, then f, g ∈ L 2(〈Px, x〉), whence f + g ∈ L 2(〈Px, x〉), so
that x ∈ Df+g. It follows that
ΨP (f + g)x = ΨP (f)x+ ΨP (g)x
because ΨP is pointwise approximated by the linear map piP . We have
D
(
ΨP (f) + ΨP (g)
)
= D| f |+| g |.
Indeed, if x ∈ H, then for the complex-valued E-measurable functions
f and g, we have that both f, g ∈ L 2(〈Px, x〉) if and only if | f |+| g | ∈
L 2(〈Px, x〉).
We shall now prove the part of the statement relating to composi-
tion. Let g ∈ M(E), x ∈ Dg, and put y := ΨP (g)x. Let f ∈ M(E).
Lemma (41.9) shows that y ∈ Df if and only if x ∈ Dfg, and so
D
(
ΨP (f) ΨP (g)
)
= Dfg ∩ Dg (f, g ∈M(E)).
For n ≥ 1 define fn := f 1{ | f | < n }. If x ∈ Dfg ∩ Dg, then fng → fg
in L 2(〈Px, x〉) and so fn → f in L 2(〈Py, y〉) by (41.9). Applying
(41.9) with h := fn, we obtain
ΨP (f)ΨP (g)x = ΨP (f)y = lim
n→∞
piP (fn)y
= lim
n→∞
ΨP (fng)x = ΨP (fg)x. 
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(41.12). Definition (self-adjoint linear operators). Let a be a linear
operator in H defined on a dense subspace D(a). One defines
D(a∗) := { y ∈ H : there exists y∗ ∈ H with
〈ax, y〉 = 〈x, y∗〉 for all x ∈ D(a) },
which is a subspace of H. The associated y∗ is determined uniquely
because D(a) is dense in H. Thus
a∗y := y∗
(
y ∈ D(a∗))
determines a linear operator a∗ with domain D(a∗) in H. The operator
a∗ is called the adjoint of a. The operator a is called self-adjoint if
a = a∗, and symmetric if a ⊂ a∗.
(41.13). Definition (closed operators). A linear operator a in H with
domain D(a) ⊂ H, is called closed, if its graph is closed in H ×H.
(41.14). Proposition. The adjoint of a densely defined linear opera-
tor in H is closed.
Proof. Let a be a densely defined linear operator in H. Let (yn) be a
sequence in D(a∗) such that yn → y, and a∗yn → z in H. For x ∈ D(a)
we get
〈ax, y〉 = lim
n→∞
〈ax, yn〉 = lim
n→∞
〈x, a∗yn〉 = 〈x, z〉,
whence y ∈ D(a∗) and a∗y = z. 
(41.15). Corollary. A self-adjoint linear operator in H is closed.
(41.16). Proposition. If a, b are densely defined linear operators in
H, and if ab is densely defined as well, then
b∗a∗ ⊂ (ab)∗.
Proof. Let x ∈ D(ab) and y ∈ D(b∗a∗). We get
〈abx, y〉 = 〈bx, a∗y〉
because bx ∈ D(a) and y ∈ D(a∗). Similarly we have
〈bx, a∗y〉 = 〈x, b∗a∗y〉
because x ∈ D(b) and a∗y ∈ D(b∗). It follows that
〈abx, y〉 = 〈x, b∗a∗y〉,
whence y ∈ D((ab)∗) and (ab)∗y = b∗a∗y. 
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(41.17). Theorem. For f ∈M(E), the following statements hold:
(i) ΨP (f)
∗ = ΨP (f),
(ii) ΨP (f) is closed,
(iii) ΨP (f)
∗ΨP (f) = ΨP
( | f | 2 ) = ΨP (f) ΨP (f) ∗.
Proof. (i): For x ∈ Df , and y ∈ Df = Df we have
〈ΨP (f)x, y〉 =
∫
f d〈Px, y〉 =
∫
f d〈Py, x〉
= 〈ΨP (f)y, x〉 = 〈x,ΨP (f)y〉,
so that y ∈ D(ΨP (f) ∗) and ΨP (f) ⊂ ΨP (f) ∗. In order to prove the
reverse inclusion, consider the truncations hn := 1{ | f | < n } for n ≥ 1.
The Multiplication Theorem (41.11) gives
ΨP (f) piP (hn) = piP (fhn).
One concludes with the help of (41.16) that
piP (hn) ΨP (f)
∗ ⊂ [ ΨP (f)piP (hn) ] ∗ = piP (fhn) ∗ = piP (fhn).
For z ∈ D (ΨP (f) ∗ ) and v = ΨP (f) ∗ z it follows
piP (hn)v = piP (fhn)z.
Hence ∫
| fhn | 2 d〈Pz, z〉 =
∫
hn d〈Pv, v〉 ≤ 〈v, v〉
for all n ≥ 1, so that z ∈ Df .
(ii) follows from (i) together with (41.14).
(iii) follows now from the Multiplication Theorem (41.11) because
Dff ⊂ Df by the Cauchy-Schwarz inequality:∣∣∣∣ ∫ | f | 2 d〈Px, x〉 ∣∣∣∣ 2 ≤ ∫ | f | 4 d〈Px, x〉 · ∫ 1 2 d〈Px, x〉. 
(41.18). Corollary. If f is a real-valued function in M(E), then
ΨP (f) is a self-adjoint linear operator in H.
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§ 42. The Spectral Theorem for Self-Adjoint Operators
In this paragraph, let a : H ⊃ D(a) → H be a self-adjoint linear
operator in a Hilbert space H 6= {0}, defined on a dense subspace D(a)
of H.
(42.1). Definition (the spectrum). One says that λ ∈ C is a regular
value of the self-adjoint linear operator a, if λ1− a is injective as well
as surjective onto H, and if its left inverse is bounded. The spectrum
sp(a) of a is defined as the set of those complex numbers which are not
regular values of a.
(42.2). Theorem. The spectrum of the self-adjoint operator a is real.
Proof. Let λ ∈ C \ R and let λ =: α + iβ with α and β real. For
x ∈ D(a), we get
‖ ((α1− a) + iβ1)x ‖ 2 = ‖ (α1− a)x ‖ 2 + β 2 ‖x ‖ 2 ≥ β 2 ‖x ‖ 2,
which shows that λ1 − a has a bounded left inverse. It remains to
be shown that this left inverse is everywhere defined. It shall first be
shown that the range R(λ1 − a) is closed. Let (yn) be a sequence in
R(λ1 − a) which converges to an element y ∈ H. There then exists a
sequence (xn) in D(a) such that yn = (λ1 − a)xn for all n. Next we
have
‖xn − xm ‖ ≤ | β | −1 · ‖ (λ1− a)(xn − xm) ‖ = | β | −1 · ‖ yn − ym ‖,
so that (xn) is Cauchy and thus converges to some x ∈ H. Since a is
closed (41.15), this implies that x ∈ D(a) and y = (λ1 − a)x, so that
y ∈ R(λ1−a), which shows that R(λ1−a) is closed. It shall be shown
that R(λ1− a) = H. Let y ∈ H be orthogonal to R(λ1− a). We have
to show that y = 0. We get
〈(λ1− a)x, y〉 = 0 = 〈x, 0〉 for all x ∈ D(a),
which means that (λ1 − a)∗y = (λ1 − a)y exists and equals zero. It
follows that y = 0 because λ1− a is injective by the above. 
(42.3). Definition (the Cayley transform). The operator
u := (a− i1)(a+ i1)−1
is called the Cayley transform of a.
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(42.4). Proposition. The Cayley transform u of a is unitary and 1
is not an eigenvalue of u.
Proof. For x ∈ D(a) we have
‖ (a− i1)x ‖ 2 = ‖ ax ‖ 2 + ‖x ‖ 2 = ‖ (a+ i1)x ‖ 2,
so that
‖ (a− i1)(a+ i1)−1y ‖ = ‖ y ‖ for all y ∈ D(u),
which shows that u is isometric. It follows from the preceding theorem
that u is bijective, hence unitary. Next, let x ∈ D(a) and y := (a+i1)x.
We then have uy = (a− i1)x. By subtraction we obtain (1−u)y = 2ix,
so that if (1 − u)y = 0, then x = 0, whence y = 0, which shows
injectivity of 1− u. 
(42.5). Proposition. Let
u := (a− i1)(a+ i1)−1
be the Cayley transform of a. For λ ∈ R, consider
ν := (λ− i)(λ+ i)−1.
Then λ ∈ sp(a) if and only if ν ∈ sp(u).
Proof. We have
u− ν1
=
[
(a− i1)− λ− i
λ+ i
(a+ i1)
]
· (a+ i1)−1
=
1
λ+ i
[
(λ+ i) (a− i1)− (λ− i) (a+ i1)
]
· (a+ i1)−1
=
2i
λ+ i
(a− λ1) · (a+ i1)−1.
This shows that u− ν1 is injective precisely when a− λ1 is so. Also,
for the ranges, we have R(u− ν1) = R(a− λ1), so that the statement
follows from the Closed Graph Theorem. (A left invertible operator is
closed if and only if its left inverse is closed.) 
(42.6). Corollary. The spectrum of a is a non-empty closed subset
of the real line. In particular, it is locally compact.
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Proof. The Moebius transformation λ 7→ ν of the preceding proposi-
tion (42.5) maps R ∪ {∞} homeomorphically onto the unit circle, the
point ∞ being mapped to 1. Now the spectrum of a unitary operator
in a Hilbert space is a non-empty compact subset of the unit circle, cf.
(11.12) and (5.6). If a had empty spectrum, then the spectrum of its
Cayley transform would consist of 1 alone, which would therefore be
an eigenvalue, cf. (35.8), in contradiction with (42.4). 
(42.7). Proposition. Let b, c be two densely defined linear operators
in H such that b ⊂ c. Then c∗ ⊂ b∗.
Proof. For x ∈ D(b), and y ∈ D(c∗), we have
〈bx, y〉 = 〈x, c∗y〉
because b ⊂ c. It follows that y ∈ D(b∗) and b∗y = c∗y, so c∗ ⊂ b∗. 
(42.8). Definition (maximal symmetric operators). A symmetric
operator in a Hilbert space is called maximal symmetric if it has no
proper symmetric extension.
(42.9). Proposition. The self-adjoint linear operator a is maximal
symmetric.
Proof. Suppose that b is a symmetric extension of a. By proposition
(42.7) above, we then have
b ⊂ b∗ ⊂ a∗ = a ⊂ b,
so that a = b. 
(42.10). Definition. A bounded linear operator c on H is said to
commute with a if D(a) is invariant under c and cax = acx for all
x ∈ D(a).
(42.11). Proposition. A bounded linear operator c on H commutes
with a if and only if ca ⊂ ac.
(42.12). Definition. The set of bounded linear operators on H
commuting with a is denoted by {a}′.
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(42.13). Theorem (the Spectral Theorem for unbounded self-adjoint
operators). For the self-adjoint linear operator a in H, there exists a
unique resolution of identity P on sp(a), acting on H, such that
a =
∫
sp(a)
idsp(a) dP (pointwise).
This is usually written as
a =
∫
λ dP (λ).
One says that P is the spectral resolution of a. We have
{a}′ = P ′,
and the support of P is all of sp(a).
We split the proof into two lemmata.
(42.14). Lemma. Let u denote the Cayley transform of a. Let Ω :=
sp(u) \ {1}. The function
κ : λ 7→ (λ− i)(λ+ i)−1
maps sp(a) homeomorphically onto Ω, cf. (42.5). Let Q be the spectral
resolution of u. Then Q({1}) = 0, so that also
u =
∫
Ω
idΩ dQ =
∫
id d(Q|Ω) (pointwise).
Let P := κ−1(Q|Ω) be the image of Q|Ω under κ−1. Then P is a spectral
resolution on sp(a) such that
a =
∫
sp(a)
idsp(a) dP (pointwise).
Let conversely P be a resolution of identity on sp(a) such that
a =
∫
sp(a)
idsp(a) dP (pointwise).
The image κ(P ) of P under κ then is Q|Ω.
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Proof. We have Q({1}) = 0 as 1 is not an eigenvalue of u, see (42.4)
and (35.8). Hence also
u =
∫
id dQ =
∫
Ω
idΩ dQ =
∫
id d(Q|Ω).
As in (34.24) and the appendix (46.7) below, let
P := κ−1(Q|Ω)
be the image of Q|Ω under κ−1 and consider
b := ΨP (id) =
∫
id dP =
∫
id d
(
κ−1(Q|Ω)
)
.
By the appendix (46.8) below, we have
b =
∫
Ω
κ−1 dQ =
∫
Ω
i
1 + id
1− id dQ.
It shall be shown that b = a. Since
1− u =
∫
Ω
(1− id) dQ,
the Multiplication Theorem (41.11) gives
b (1− u) =
∫
i (1 + id) dQ = i (1+ u), (i)
and in particular
R(1− u) ⊂ D(b). (ii)
On the other hand, for x ∈ D(a), put
(a+ i1)x =: z.
We then have
(a− i1)x = uz,
so
(1− u) z = 2ix (iii)
(1+ u) z = 2ax,
whence
a (1− u) z = a2ix = i2ax = i (1+ u) z (iv)
for all z ∈ R(a + i1), which is equal to H as sp(a) is real, cf. (42.2).
From (ii) and (iii) we have
D(a) = R(1− u) ⊂ D(b). (v)
From (i) and (iv) it follows now that b is a self-adjoint extension of a.
Since a is maximal symmetric (42.9), this implies that a = b = ΨP (id).
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Let conversely P be a resolution of identity on sp(a) such that
a =
∫
sp(a)
idsp(a) dP.
Let R := κ(P ) be the image of P under κ and put
v := ΨR(id) =
∫
id dR =
∫
id d
(
κ(P )
)
.
By the appendix (46.8) again, we find
v =
∫
κ dP =
∫
id− i
id + i
dP,
so that the Multiplication Theorem (41.11) gives
v (a+ i1) = a− i1,
or
v = (a− i1)(a+ i1)−1 = u.
By the uniqueness of the spectral resolution, we must have
κ(P ) = R = Q|Ω. 
(42.15). Lemma. If u is the Cayley transform of a, then
{a}′ = {u}′.
Proof. If c ∈ {a}′ then
c (a± i1) ⊂ (a± i1) c,
whence
(a± i1)−1 c = c (a± i1)−1.
It follows that c u = u c.
Conversely, let c ∈ {u}′. From the formulae (iv) and (v) of the
preceding lemma, 1− u has range D(a), and
a (1− u) = i (1+ u).
Therefore we have
c a (1− u) = i c (1+ u)
= i (1+ u) c
= a (1− u) c = a c (1− u),
whence c ∈ {a}′. 
206 10. SINGLE UNBOUNDED SELF-ADJOINT OPERATORS
(42.16). Definition (function of a self-adjoint operator). Let P be
the spectral resolution of the self-adjoint linear operator a. If f is a
complex-valued Borel function on sp(a), one writes
f(a) := ΨP (f) =
∫
f dP (pointwise),
and one says that f(a) is a function of a.
We have actually shown the following:
(42.17). Addendum. The Cayley transform
u := (a− i1)(a+ i1)−1
is the function κ(a) with
κ : sp(a) → C
λ 7→ (λ− i)(λ+ i)−1.
Proof. See the proof of the converse part of lemma (42.14). 
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§ 43. Application: an Initial Value Problem
In this paragraph, let H be a Hilbert space 6= {0}.
(43.1). Definition. A function
R→ B(H)
t 7→ Ut
is called a strongly continuous one-parameter unitary group, if
(i) Ut is unitary for all t ∈ R,
(ii) Ut+s = Ut Us for all s, t ∈ R, (the group property)
(iii) for all x ∈ H, the function t 7→ Ut x is continuous on R.
(43.2). Definition (infinitesimal generator). If t 7→ Ut is a strongly
continuous one-parameter unitary group in H, one says that the
infinitesimal generator of t 7→ Ut is the linear operator a in H, with
domain D(a) ⊂ H, characterised by
x ∈ D(a), y = ax ⇔ −1
i
d
dt
∣∣∣
t = 0
Ut x exists and equals y.
This is also written as
−1
i
d
dt
∣∣∣
t = 0
Ut = a (pointwise).
(43.3). Theorem. Let a be a self-adjoint linear operator in H, and let
P be its spectral resolution. For t ∈ R, we denote by Ut the bounded
linear operator on H given by
Ut := exp(−ita) =
∫
sp(a)
exp(−itλ) dP (λ) (pointwise).
(Cf. (42.16).) Then t 7→ Ut is a strongly continuous one-parameter
unitary group with infinitesimal generator a. One actually has
−1
i
d
dt
∣∣∣
t = s
Ut x = aUs x
for all s ∈ R and all x ∈ D(a), i.e. t 7→ Ut x is a solution to the initial
value problem
−1
i
d
dt
u(t) = a u(t), u(0) = x.
Please note that t 7→ Ut is the Fourier transform of P .
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Proof. The spectral resolution P of a lives on the spectrum of a,
which is a subset of the real line, cf. (42.2). The fact that piP is a
representation in H implies therefore that Ut is unitary for all t ∈ R,
and that Ut+s = Ut Us for all s, t ∈ R. Furthermore, the function t 7→
Ut x is continuous on R for all x ∈ H by the Dominated Convergence
Theorem (34.18). Thus t 7→ Ut (t ∈ R) is a strongly continuous one-
parameter unitary group. We shall show that a is the infinitesimal
generator of t 7→ Ut. For x ∈ D(a) and t ∈ R, we have∥∥∥ − 1
it
(Ut x− x)− ax
∥∥∥ 2 = ∫ | ft | 2 d〈Px, x〉,
with
ft(λ) = − 1
it
(
exp(−itλ)− 1 + itλ) (λ ∈ R).
By power series expansion of exp(−itλ), one sees that ft → 0 pointwise
as t→ 0. We have | exp(is)− 1 | ≤ | s | for all real s (as chord length is
smaller than arc length). It follows that | ft(λ) | ≤ 2 |λ | for all t ∈ R.
Since λ 7→ 2 |λ | is a function inL 2(〈Px, x〉), the Lebesgue Dominated
Convergence Theorem implies that
lim
t→0
− 1
it
(Ut x− x) = ax for all x ∈ D(a).
Thus, if b denotes the infinitesimal generator of t 7→ Ut, we have shown
that b is an extension of a. Now b is symmetric because for x, y ∈ D(b)
one has
〈− 1
it
(Ut x− x), y 〉 = 〈− 1
it
(Ut − 1)x, y 〉 = 〈x, 1
it
(U−t y − y) 〉.
It follows that b = a because a is maximal symmetric, cf. (42.9). The
second statement follows from the group property of t 7→ Ut and from
the fact that Ut commutes with a by (42.13) and (34.12). Please note
also that D(a) is invariant under Ut, cf. (42.10) 
This result is of prime importance for quantum mechanics, where
the initial value problem is the Schro¨dinger equation for the evolution
in time of the quantum mechanical state described by the vector Ut x.
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Appendix
§ 44. Quotient Spaces
(44.1). Reminder. Let (A, | · |) be a normed space and B a closed
subspace of A. The quotient space A/B is defined as
A/B := {a+B ⊂ A : a ∈ A}.
The canonical projection (here denoted by an underscore)
: A → A/B
a 7→ a+B =: a
is a linear map from A onto A/B. The definition
| a | := inf { | c | : c ∈ a } ( a ∈ A/B )
then defines a norm on A/B. It is called the quotient norm on A/B.
(44.2). Theorem. Let (A, | · |) be a normed space and let B be a closed
subspace of A. If A is a Banach space, then A/B is a Banach space.
If both A/B and B are Banach spaces, then A is a Banach space.
Proof. Assume first that A is complete. Let (ck)k≥0 be a Cauchy
sequence in A/B. We can then find a subsequence (dn)n≥0 of (ck)k≥0
such that
| dn+1 − dn | < 2−(n+1)
for all n ≥ 0. We construct a sequence (an)n≥0 in A such that
an = dn
and
| an+1 − an | < 2−(n+1)
for all n ≥ 0. This is done as follows. Let ao ∈ do. Suppose that an
has been constructed and let dn+1 ∈ dn+1. We obtain
inf { | dn+1 − an + b | : b ∈ B } = | dn+1 − an | = | dn+1 − dn | < 2−(n+1)
so that there exists bn+1 ∈ B such that
| dn+1 − an + bn+1 | < 2−(n+1).
We then put an+1 := dn+1+bn+1 ∈ dn+1. This achieves the construction
of (an)n≥0 as required. But then (an)n≥0 is a Cauchy sequence in A and
converges in A by assumption. By continuity of the projection, (dn)n≥0
converges in A/B, so that also (ck)k≥0 converges in A/B.
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Assume now that both A/B and B are complete. Let (an)n≥0 be
a Cauchy sequence in A. Then (an)n≥0 is a Cauchy sequence in A/B
because the projection is contractive. By assumption, there exists a ∈
A such that
a = lim
n→∞
an.
For n ≥ 0, we can find bn ∈ B such that
| (a− an) + bn | < | a− an |+ 1
n
.
But then
| bm − bn | =
∣∣ [ (a− am) + bm ]− [ (a− an) + bn ] + (am − an) ∣∣
≤ | a− am |+ 1
m
+ | a− an |+ 1
n
+ | am − an |,
from which we see that (bn)n≥o is a Cauchy sequence in B and conse-
quently convergent to some element b in B. Finally we have
| (a+ b)− an | ≤ | (a− an) + bn |+ | b− bn |
which implies that
lim
n→∞
an = a+ b. 
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§ 45. Reminder on Topology
We gather here the topological ingredients of the Commutative
Gelfand-Na˘ımark Theorem.
(45.1). Theorem (the weak topology). Let X be a set. Let {Yi}i∈I
be a family of topological spaces, and let {fi}i∈I be a family of func-
tions fi : X → Yi (i ∈ I). Among the topologies on X for which all
the functions fi (i ∈ I) are continuous, there exists a coarsest topo-
logy. It is the topology generated by the base consisting of all the
sets of the form
⋂
t∈T ft
−1(Ot), where T is a finite subset of I and
Ot is an open subset of Yt for all t ∈ T . This topology is called the
weak topology induced by {fi}i∈I . It is also called the initial topology
induced by {fi}i∈I .
Proof. We refer the reader to [6, Prop. 1.4.8 p. 31]. 
The philosophy is, that the weaker a topology is, the more quasi-
compact subsets it has.
(45.2). Theorem (the universal property). Let X be a topological
space carrying the weak topology induced by a family {fi}i∈I . The
following property is called the universal property of the weak topo-
logy induced by {fi}i∈I . A function g from a topological space to X is
continuous if and only if the compositions fi ◦ g are continuous for all
i ∈ I.
Proof. We refer the reader to [6, Prop. 1.4.9 p. 31]. 
(45.3). Definition (the weak* topology). Let A be a real or complex
vector space, and let A∗ be its dual space. The weak* topology on A∗
is the weak topology induced by the evaluations â at elements a ∈ A:
â : A∗ → R or C
` 7→ â(`) := `(a).
In particular, the evaluations â (a ∈ A) are continuous in the weak*
topology, and the weak* topology is the coarsest topology on A∗ such
that these evaluations are continuous. The universal property of the
weak* topology says that a function g from a topological space to A∗
is continuous with respect to the weak* topology on A∗, if and only if
the compositions â ◦ g (a ∈ A) are continuous.
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(45.4).Definition (separating the points). Let F be a set of functions
defined on a set Ω. The set F is said to separate the points of Ω, if
for x, y ∈ Ω with x 6= y, there exists a function f ∈ F such that
f(x) 6= f(y).
(45.5). Proposition. Let X be a topological space carrying the weak
topology induced by a family {fi}i∈I of functions fi : X → Yi (i ∈ I).
If the set { fi : i ∈ I } separates the points of X, and if all the spaces
Yi (i ∈ I) are Hausdorff, then X is Hausdorff.
Proof. The proof is very easy and left as an exercise. Otherwise, see
e.g. [8, Prop. 1.5.3 pp. 23 f.]. 
In particular, the weak* topology is Hausdorff.
The importance of the weak* topology stems for a large part from
the following compactness result.
(45.6). Theorem (Alaoglu’s Theorem). Let A be a (possibly real)
normed space, and let A′ be its dual normed space. The closed unit
ball in A′ then is a compact Hausdorff space in the weak* topology.
Proof. See e.g. [8, Thm. 2.5.2 p. 69]. 
(45.7). Theorem. Let f be a continuous function from a quasi-
compact space Ω to a Hausdorff space. Then f is a closed function
(in the sense that f maps closed sets to closed sets). If f is injective,
then f is an imbedding. If f is bijective, then f is a homeomorphism.
Proof. A closed subset ω of the quasi-compact space Ω is quasi-
compact, and so is its continuous image f(ω). The set f(ω) then is
closed, as a quasi-compact subset of a Hausdorff space is closed. If
f is injective, then f : Ω → f(Ω) is an open function (in the sense
that f maps open sets to open sets). Indeed, if ω is an open subset of
Ω, then f(Ω) \ f(ω) = f(Ω \ ω) is closed in f(Ω). This implies that
f : Ω→ f(Ω) is a homeomorphism. That is, f is an imbedding. 
(45.8). Corollary. The topology of a compact Hausdorff space can-
not be strengthened without losing the quasi-compactness property, and
it cannot be weakened without losing the Hausdorff property.
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(45.9). Definition (vanishing nowhere). Let F be a set of functions
defined on a set Ω. The set F is said to vanish nowhere on Ω, if the
functions in F have no common zero on Ω.
(45.10). Theorem (the Stone-Weierstrass Theorem). Let Ω be a
locally compact Hausdorff space. A ∗-subalgebra of Co(Ω), which
separates the points of Ω, and which vanishes nowhere on Ω, is dense
in Co(Ω).
Proof. We refer the reader to [8, Cor. 4.3.5 p. 146]. 
Please note that we need not only a subalgebra, but a ∗-subalgebra.
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§ 46. Complements to Integration Theory
(46.1). Definition (the Borel and Baire σ-algebras). Let Ω be a
Hausdorff space. The σ-algebra of Borel sets is defined as the σ-algebra
generated by the open subsets of Ω. The σ-algebra of Baire sets is
defined as the σ-algebra generated by the sets { f = 0 }, with f ∈ C(Ω).
(46.2). Proposition. Every Baire set is a Borel set. On a metric
space, the Baire and Borel sets coincide. (Distance function from a
point to a fixed closed set.)
(46.3). Definition (inner regular Borel probability measure). Let Ω
be a Hausdorff space 6= ∅. A Borel probability measure on Ω is a
probability measure defined on the Borel sets of Ω. A Borel probability
measure µ on Ω is called inner regular, if for every Borel set ω ⊂ Ω,
one has
µ(ω) = sup {µ(K) : K is a compact subset of ω }.
We shall use the Riesz Representation Theorem in the following
form. The proof follows easily from other versions of the Theorem.
(46.4). Theorem (the Riesz Representation Theorem). Let Ω 6= ∅
be a locally compact Hausdorff space. Let ` be a linear functional on
Cc(Ω), which is positive in the sense that `(f) ≥ 0 for every f ∈ Cc(Ω)
with f ≥ 0 pointwise. Assume that ` is bounded with norm 1 on the
pre-C*-algebra Cc(Ω). There then exists a unique inner regular Borel
probability measure µ on Ω such that
`(f) =
∫
f dµ for every f ∈ Cc(Ω).
(46.5). Definition (measurability). Let E , E ′ be two σ-algebras on
two non-empty sets Ω, Ω′ respectively. A function f : Ω→ Ω′ is called
E- E ′ measurable if f−1(ω′) ∈ E for all ω′ ∈ E ′. A complex-valued
function on Ω is called E-measurable, if it is E-Borel measurable. A
complex-valued function on Ω is E-measurable if and only if its real and
imaginary parts are, cf. [14, Cor. 2.5 p. 45]. A real-valued function f
on Ω is E-measurable if and only if { f < α } ∈ E for all α ∈ R, cf.
[14, Prop. 2.3 p. 44]. A complex-valued function on a Hausdorff space
is called a Borel function, if it is Borel-measurable, and it is called a
Baire function, if it is Baire-measurable.
§ 46. COMPLEMENTS TO INTEGRATION THEORY 215
(46.6). Proposition. Every continuous complex-valued function is a
Baire function. Every Baire function is a Borel function.
Proof. The first statement follows from
{Re (f) < α } = { (Re (f)− α)+ = 0 } \ {Re (f)− α = 0 }. 
(46.7). Definition (image measure). Let (Ω, E , µ) be a probability
space. Let E ′ be a σ-algebra on a set Ω′. Let f : Ω → Ω′ be an
E- E ′ measurable function. The image measure f(µ) is defined as the
measure
f(µ) : E ′ → [0, 1]
ω′ 7→ µ(f−1(ω′)).
That is, f(µ) = µ ◦ f−1. If f has the meaning of a random variable on
(Ω, E , µ), then f(µ) is the distribution of the random variable f .
(46.8). Theorem. Let (Ω, E , µ) be a probability space. Let E ′ be a
σ-algebra on a set Ω′. Let f : Ω→ Ω′ be an E- E ′ measurable function.
For an E ′-measurable function g, we have
g ∈ L 1(f(µ)) ⇔ g ◦ f ∈ L 1(µ)
⇒
∫
g d f(µ) =
∫
(g ◦ f) dµ.
Proof. Approximate positive E ′-measurable functions by increasing
sequences of E ′-step functions and apply the Beppo Levi Principle. 
The next result is well known.
(46.9). Theorem. Let µ be an inner regular Borel probability measure
on a locally compact Hausdorff space Ω. For a function f ∈ L p (µ)
with 1 ≤ p <∞, there exists a sequence { fn } in Cc(Ω) which converges
to f in L p (µ) and µ-almost everywhere.
For a proof, see e.g. [12, Thm. 6.15 p. 204].
(46.10). Corollary. Let µ be an inner regular Borel probability
measure on a locally compact Hausdorff space Ω. Then a function in
L ∞(µ) is µ-a.e. equal to a bounded Baire function on Ω.
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Proof. Let f ∈ L ∞(µ). As µ is a probability measure, we have
L ∞(µ) ⊂ L 1(µ), so we apply the preceding theorem with p = 1.
Let { fn } be a sequence as described. The trimmed function
lim sup
n→∞
{ [
Re (fn) ∧ ‖Re (f) ‖µ,∞ 1 Ω
] ∨ [−‖Re (f) ‖µ,∞ 1 Ω ] }
is a bounded Baire function which is µ-a.e. equal to Re (f). 
We also have the similar result (46.12). For the proof, we need the
following theorem, which is well known.
(46.11). Theorem. Let (Ω, E , µ) be a probability space. Then a func-
tion in L p (µ) with 1 ≤ p < ∞ is µ-a.e. equal to a complex-valued
E-measurable function on Ω.
For a proof, see e.g. [11, Thm. 3.2.13 p. 480].
(46.12). Corollary. Let (Ω, E , µ) be a probability space. Then a func-
tion in L ∞ (µ) is µ-a.e. equal to a bounded E-measurable function on
Ω.
Proof. Let f ∈ L ∞(µ). As µ is a probability measure, we have
L ∞(µ) ⊂ L 1(µ), so we apply the preceding theorem with p = 1.
There exists a real-valued E-measurable function g on Ω, which is
µ-a.e. equal to Re (f). The trimmed function[
g ∧ ‖Re (f) ‖µ,∞ 1 Ω
] ∨ [−‖Re (f) ‖µ,∞ 1 Ω ]
then is a bounded E-measurable function on Ω, which is µ-a.e. equal
to Re (f). 
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