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Abstract
Motivated by the increasing integration among electricity markets, in this paper we propose two different
methods to incorporate market integration in electricity price forecasting and to improve the predictive
performance. First, we propose a deep neural network that considers features from connected markets to
improve the predictive accuracy in a local market. To measure the importance of these features, we propose
a novel feature selection algorithm that, by using Bayesian optimization and functional analysis of variance,
evaluates the effect of the features on the algorithm performance. In addition, using market integration, we
propose a second model that, by simultaneously predicting prices from two markets, improves the forecasting
accuracy even further. As a case study, we consider the electricity market in Belgium and the improvements
in forecasting accuracy when using various French electricity features. We show that the two proposed
models lead to improvements that are statistically significant. Particularly, due to market integration, the
predictive accuracy is improved from 15.7% to 12.5% sMAPE (symmetric mean absolute percentage error).
In addition, we show that the proposed feature selection algorithm is able to perform a correct assessment,
i.e. to discard the irrelevant features.
Keywords: Electricity Price Forecasting, Electricity Market Integration, Deep Neural Networks,
Functional ANOVA, Bayesian Optimization
1. Introduction
As a result of the liberalization and deregulation
of the electricity markets in the last two decades,
the dynamics of electricity trade have been com-
pletely reshaped. In particular, electricity has be-
come a commodity that displays a set of charac-
teristics that are uncommon to other markets: a
constant balance between production and consump-
tion, load and generation that are influenced by ex-
ternal weather conditions, and dependence of the
consumption on the hour of the day, day of the
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week, and time of the year [1]. Due to these facts,
the dynamics of electricity prices exhibit behavior
unseen in other markets, e.g. sudden and unex-
pected price peaks or seasonality of prices at three
different levels (daily, weekly, and yearly) [1].
As a result of this unique behavior, electricity
markets have become a central point of research
in the energy sector and accurate electricity price
forecasting has emerged as one of the biggest chal-
lenges faced by the different market entities. The
usual motivation behind these efforts is a purely
economic one: as forecasting accuracy increases,
the negative economic effects of price uncertainty
are mitigated and the market players make an eco-
nomic profit. In addition, another important fact to
consider is that electricity markets are established
to keep the grid stable. In particular, as prices be-
come more volatile, the balance of the grid is com-
promised, strategic reserves may have to be used,
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and the risk of a blackout increases. Therefore,
by accurately forecasting electricity prices, not only
economic profits can be made, but also the system
stability is improved.
Due to the above motivations, electricity price
forecasting has been continuously developed and
improved for the last decades, and as a result, the
literature comprises a large variety of distinctive ap-
proaches, e.g. see the literature review [1]. Never-
theless, to the best of our knowledge, a topic that
has been not yet addressed is the influence of neigh-
boring and connected markets, i.e. market integra-
tion, on the forecast accuracy. In particular, as dif-
ferent areas in the world, e.g. the European Union
[2], are enforcing a larger level of integration across
national electricity markets, it is sensible to assume
that neighboring markets might play a role in the
forecasting efficiency. To address this scientific gap,
this paper proposes a modeling framework that is
able to improve predictive accuracy by exploiting
the relations across electricity markets. In particu-
lar, by modeling market integration in two different
ways, the proposed framework is shown to obtain
statistically significant improvements.
The paper is organized as follows: Section 2
starts by presenting the literature review, motiva-
tion, and contributions. Next, Section 3 and 4 re-
spectively describe the methods and data that are
used in the research. Then, Section 5 defines the
proposed modeling framework. Next, Section 6 de-
rives a novel approach for feature selection and uses
it to select the optimal features in the case study.
Finally, Section 7 evaluates the proposed model-
ing framework by means of predictive accuracy, and
Section 8 summarizes and concludes the paper.
2. Literature Survey and Contributions
In this section, we present the literature review of
three topics that are relevant for the research: elec-
tricity price forecasting, market integration, and
feature selection. Based on that, we motivate our
work and explain our contributions.
2.1. Electricity Price Forecasting
The price forecasting literature is typically di-
vided into five areas: (1) multi-agent or game
theory models simulating the operation of market
agents, (2) fundamental methods employing physi-
cal and economic factors, (3) reduced-form models
using statistical properties of electricity trade for
risk and derivatives evaluation, (4) statistical mod-
els comprising time series and econometric models,
and (5) artificial intelligence methods [1]. For fore-
casting day-ahead prices, or in general any other
type of electricity spot prices, statistical and artifi-
cial intelligence methods have showed to yield the
best results [1]. As a result, they are the main focus
of this review.
Typical statistical methods are: AR and ARX
models [3], ARIMA models [4, 5], dynamic re-
gression [6], transfer functions [6], double sea-
sonal Holtz-Winter model [7], TARX model [8],
semi/non-parametric models [3], or GARCH-based
models [9]. In addition, within the same class of
methods, different hybrid models have been also ap-
plied, e.g. wavelet-based models [5, 10, 11].
Statistical models are usually linear forecasters,
and as such, they are successful in the areas where
the frequency of the data is low, e.g. for weekly
patterns. However, for hourly values, the nonlinear
behavior of the data might be too complicated to
predict [12]. As a result, motivated by the need for
forecasters that are able to predict the nonlinear
behavior of hourly prices, several artificial intelli-
gence methods have been proposed. Among these
methods, artificial neural networks [13–16], support
vector regressors [17], radial basis function networks
[18], and fuzzy networks [19] are among the most
commonly used. A recent study [20] showed that
Deep Neural Networks (DNNs) can also be a suc-
cessful alternative.
The results comparing the accuracy of the men-
tioned models have however produced unclear con-
clusions [14]. In general, the effectiveness of each
model seems to depend on the market under study
and on the period considered.
2.2. Market Integration
In the last decades, the EU has passed several
laws trying to achieve a single and integrated Euro-
pean electricity market [2, 21]. At the moment,
while a single market is far from existing, there
is evidence suggesting that the level of integration
across the different regional markets has been in-
creasing over time [22]. In particular, evidence sug-
gests that in the case of Belgium and France, the
spot prices share strong common dynamics [23].
While some researchers have evaluated the level
of integration of the European markets [22–24], and
others have proposed statistical models to evalu-
ate the probability of spike transmissions across EU
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markets [25], the literature regarding market inte-
gration to improve forecasting accuracy is rather
scarce. To the best of our knowledge, only two
other works have taken into account some sort of
market integration, namely [26] and [27].
In particular, [26] analyzes the effect of using the
day-ahead prices of the Energy Exchange Austria
(EXAA) on a given day to forecast the prices of
other European markets on the same day. Using the
fact that for the EXAA market the clearing prices
are released before the closure of other European
markets, [26] models the price dynamics of several
European markets and considers the EXAA prices
of the same day as part of these models. It is shown
that, for certain European markets, using the avail-
able prices from the EXAA improves the forecasting
accuracy in a statistically significant manner.
Similarly, [27] considers external price forecasts
from other European markets as exogenous inputs
of an artificial neural network to predict Italian day-
ahead prices. [27] shows that using the given fore-
casts the accuracy of their network can be improved
from 19.08% to 18.40% mean absolute percentage
error (MAPE).
2.3. Feature Selection
Feature selection is defined as the process to se-
lect, for a given model, the subset of important
and relevant input variables, i.e. features. Typi-
cally, three families of methods to perform feature
selection exist: filter, wrapper, and embedded meth-
ods [28]. Filter methods apply some statistical mea-
sure to assess the importance of features [29]. Their
main disadvantage is that, as the specific model
performance is not evaluated and the relations be-
tween features are not considered, they may select
redundant information or avoid selecting some im-
portant features. Their main advantage is that, as
a model does not have to be estimated, they are
very fast. By contrast, wrapper methods perform
a search across several feature sets, evaluating the
performance of a given set by first estimating the
prediction model and then using the predictive ac-
curacy of the model as the performance measure of
the set [29]. Their main advantage is that they con-
sider a more realistic evaluation of the performance
and interrelations of the features; their drawback is
a long computation time. Finally, embedded meth-
ods, e.g. regularization [30, Chapter 7], learn the
feature selection at the same time the model is es-
timated. Their advantage is that, while being less
computationally expensive than wrapper methods,
they still consider the underlying model. However,
as a drawback, they are specific to a learning algo-
rithm, and thus, they cannot always be applied.
Approaches for feature selection in the electricity
price forecasting literature vary according to the
prediction model used. For time series methods us-
ing only prices, e.g. ARIMA, autocorrelation plots
[10] or the Akaike information criterion [31] have
been commonly used. In the case of forecasters with
explanatory variables, e.g. neural networks, most
researchers have used trial and error or filter meth-
ods based on linear analysis techniques: statistical
sensitivity analysis [7, 13], correlation analysis [32],
or principal component analysis [33]. Since prices
display nonlinear dynamics, the mentioned tech-
niques might be limited [34]; to address this, nonlin-
ear filter methods such as the relief algorithm [35] or
techniques based on mutual information [34, 36, 37]
have been proposed. More recently, a hybrid non-
linear filter-wrapper method, which uses mutual in-
formation and information content as a first filter
step and a real-coded genetic algorithm as a second
wrapper step, has been proposed [38].
2.4. Motivation and Contributions
While the effects of market integration can dra-
matically modify the dynamics of electricity prices,
there is a lack of a general modeling framework that
could model this effect and analyze its impact on
the electricity market. To address this gap, in this
paper we provide general models to identify these
relations and a technique to quantify the impor-
tance of market integration. As we will show, un-
derstanding these relations is key to improve the
accuracy of forecasting models, and thus, to obtain
energy systems that are economically more efficient.
The two available papers on market integration
in price forecasting, [26, 27], are both limited to
the case where the day-ahead prices of neighboring
markets are known in advance. While these papers
provide a first modeling approach for market inte-
gration, the methodologies are very specific and can
only be applied in limited situations. In particu-
lar, most European electricity markets release their
day-ahead prices at the same time, and thus, the
prices of neighboring markets cannot be obtained
in advance. The only exception to this rule is the
EXAA market, which was the object of study of
[26]. In addition to this limitation, neither [26] nor
[27] analyzed the relevance of market integration.
In contrast to [26, 27], we propose a general mod-
eling framework that is able to model and analyze
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market integration for any given market. In par-
ticular, we propose a modeling framework based
on DNNs that considers market integration fea-
tures that are available beforehand in all European
markets. Using past prices and publicly available
load/generation forecasts in neighboring markets,
we propose a first forecaster that models market
integration effects on price dynamics. Next, we
propose a second forecaster that further generalizes
market integration: besides modeling market inte-
gration using input features, the second forecaster
also includes the effect in the output space. By si-
multaneously predicting prices in multiple markets,
the proposed forecaster is able to improve the pre-
dictive accuracy.
Finally, we also contribute to the field of feature
selection algorithms. More specifically, while the
feature selection methods for electricity price fore-
casting proposed in the literature provide good and
fast algorithms, they suffer from three main draw-
backs: (1) They all [7, 10, 13, 32–36, 38] perform a
filter step where the model performance is not di-
rectly considered; therefore, the resulting selected
features might be redundant or incomplete. (2) In
the case of the algorithms for nonlinear models [34–
36, 38], the inputs have to be transformed to lower-
dimensional spaces; as a result, feature information
might be lost. (3) While they provide a selection
of features, none of these methods computes the
relative importance of each feature.
To address these issues, we propose a wrapper se-
lection algorithm based on functional ANOVA that
directly selects features using nonlinear models and
without any feature transformation. While the pro-
posed approach is computationally more expensive
than previously proposed methods, it can perform a
more accurate feature selection as it avoids transfor-
mations, selects the features based on the original
model, and computes the individual performance of
each feature.
3. Preliminaries
In this section we introduce the theoretical con-
cepts and algorithms that are used and/or modified
later on in the paper.
3.1. Day-ahead Forecasting
The day-ahead electricity market is a type of
power exchange widely used in several regions of the
world. In its most general format, producers and
consumers have to submit bids for the 24 hours of
day d before some deadline on day d−1 (in most Eu-
ropean markets, this deadline occurs at 11:00 am or
12:00 am). Except for some markets, these bids are
typically defined per hour, i.e. every market player
has to submit 24 bids.
After the deadline, the market operator takes
into account all the bids and computes the mar-
ket clearing price for each of the 24 hours. Then,
consumer/producer bids larger/lower or equal than
the market clearing prices are approved, and a con-
tract is established.
A useful forecaster of the day ahead market
should thus be able to predict the set of 24 market
clearing prices of day d based on the information
available before the deadline of day d− 1.
3.2. Deep Learning and DNNs
During the last decade, the field of neural net-
works has gone trough some major innovations that
have lead to what nowadays is known as deep learn-
ing [30]. Specifically, the term deep refers to the fact
that, thanks to the novel developments of recent
years, we can now train different neural network
configurations whose depth is not just limited to a
single hidden layer (as in the traditional multilayer
perceptron), and which have systemically showed
better generalization capabilities [30].
While there are different DNN architectures,
e.g. convolutional networks or recurrent networks,
in this paper we consider a standard DNN, i.e. a
multilayer perceptron with more than a single hid-
den layer.
3.2.1. Representation
Defining by X = [x1, . . . , xn]
> ∈ Rn the input
of the network, by Y = [y1, y2, . . . , ym]
> ∈ Rm the
output of the network, by nk the number of neurons
of the kth hidden layer, and by zk = [zk1, . . . , zknk ]
>
the state vector in the kth hidden layer, a general
DNN with two hidden layers can be represented as
in Figure 1.
In this representation, the parameters of the
model are represented by the set of weights W that
establish the mapping connections between the dif-
ferent neurons of the network [30].
3.2.2. Training
The process of estimating the model weights W is
usually called training. In particular, given a train-
ing set ST =
{
(Xk,Yk)
}N
k=1
with N data points,
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Figure 1: Example of a DNN.
the network training is done by solving a general
optimization problem with the following structure:
minimize
W
N∑
k=1
gk
(
Yk, F (Xk,W)
)
, (1)
where F : Rn → Rm is the neural network map, and
gk is the problem-specific cost function, e.g. the Eu-
clidean norm or the average cross-entropy. Tradi-
tional methods to solve (1) include gradient descent
or the Levenberg–Marquardt algorithm [1]. How-
ever, while these methods work well for small sized-
networks, they display computational and scalabil-
ity issues for DNNs. In particular, better alterna-
tives for DNNs are the stochastic gradient descent
and all its variants [39].
It is important to note that (1) is an approxima-
tion of the real problem we wish to minimize. Par-
ticularly, in an ideal situation, we would minimize
the cost function w.r.t. to the underlying data dis-
tribution; however, as the distribution is unknown,
the problem has to be approximated by minimizing
the cost function over the finite training set. This
is especially relevant for neural networks, where a
model could be overfitted and have a good perfor-
mance in the training set, but perform badly in
the test set, i.e. a set with a different data dis-
tribution. To avoid this situation, the network is
usually trained in combination with regularization
techniques, e.g. early stopping, and using out-of-
sample data to evaluate the performance [30].
3.2.3. Network Hyperparameters
In addition to the weights, the network has sev-
eral parameters that need to be selected before the
training process. Typical parameters include the
number of neurons of the hidden layers, the number
of hidden layers, the type of activation functions, or
the learning rate of the stochastic gradient descent
method. To distinguish them from the main param-
eters, i.e. the network weights, they are referred to
as the network hyperparameters.
3.3. Hyperparameter Selection
In order to perform the selection of model hyper-
parameters, papers in the field of electricity price
forecasting have traditionally defined a number of
configurations and chosen the one with the best per-
formance [7, 14, 27, 32, 34]. Another approach, yet
less usual, has been the use of evolutionary opti-
mization algorithms in order to select the best net-
work configuration [40]. However, while these ap-
proaches might work under some conditions, they
have some flaws. In particular, while the first
method implements fast decision-making, it does
not provide an optimal selection of hyperparame-
ters. Similarly, while the second method optimizes
the selection, it evaluates a very large number of
points in the hyperparameter space. As a result,
if the function to be evaluated is costly, e.g. when
training a DNN, the second method requires a large
computation time.
An alternative to tackle these issues is Bayesian
optimization [41], a family of algorithms for op-
timizing black-box functions that require a lower
number of function evaluations than evolutionary
optimization techniques. In particular, their work-
ing principle is to sequentially evaluate new samples
in the function space, drawing new samples by using
the information obtained in the previously explored
samples as a prior belief. Based on that, they re-
duce the number of evaluated sample points and
lead to a more efficient optimization.
3.3.1. Hyperparameter Optimization
We consider a Bayesian optimization algorithm
that has been widely used in the machine learn-
ing community. In particular, we use the Tree-
Structured Parzen Estimator (TPE) [42], an op-
timization algorithm within the family of sequen-
tial model-based optimization methods [43]. The
basic principle of a sequential model-based opti-
mization algorithm is to optimize a black-box func-
tion, e.g. the performance of a neural network as
a function of the hyperparameters, by iteratively
estimating an approximation of the function and
exploring the function space using the local min-
ima of the approximation. At any given iteration
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i, the algorithm evaluates the black-box function
at a new point θi. Next, it estimates an approxi-
mation M of the black-box function by fitting the
previously sampled points to the obtained function
evaluations. Then, it selects the next sample point
θi+1 by numerically optimizing M and starts the
next iteration. Finally, after a maximum number of
iterations T have been performed, the algorithm se-
lects the best configuration. Algorithm 1 represents
an example of a sequential model-based optimiza-
tion algorithm for hyperparameter selection.
Algorithm 1 Hyperparameter Optimization
1: procedure SMBO(T,θ0)
2: θi ← θ0
3: H ← ∅
4: for i = 1, . . . , T do
5: pi ← TrainNetwork(θi)
6: H ← H∪ {(pi,θi)}
7: if i < T then
8: Mi(θ)← EstimateModel(H)
9: θi ← argmaxθ Mi(θ)
10: end if
11: end for
12: θ∗ ← BestHyperparameters(H)
13: return θ∗
14: end procedure
3.3.2. Hyperparameter Analysis
An optional step after hyperparameter optimiza-
tion is to perform an analysis of the hyperparam-
eter importance. In particular, while the optimal
hyperparameter configuration has been already ob-
tained, it is unknown how much each hyperparam-
eter contributes to the overall performance. Inves-
tigating this is specially relevant in order to avoid
unnecessary model complexities; e.g. while the op-
timal number of neurons might be large, reducing
the number of neurons might barely affect the per-
formance.
Functional ANOVA
An approach for carrying on such an analysis is pro-
posed in [44], where a novel method based on ran-
dom forests and functional ANOVA is introduced.
In particular, [44] considers the generic case of hav-
ing z hyperparameters with domains Θ1, . . . ,Θz,
and defines the following concepts:
• Hyperparameter set Z = {1, . . . , z}.
• Hyperparameter space Θ : Θ1 × . . .×Θz.
• Hyperparameter instantiation θ = [θ1, . . . ,
θz]
>.
• Hyperparameter subset U = {u1, . . . , uq} ⊆ Z
and associated partial hyperparameter instan-
tiation θU = [θu1 , . . . , θuq ]
>.
Then, given a set H = {(θk, pk)}Tk=1 of hyper-
parameter realizations, the proposed method fits a
random forest model MRF(θ) to build a predictor
of the performance p as a function of the hyperpa-
rameter vector θ.
Then, usingMRF, the method defines a marginal
performance predictor aˆ(θU ) as a forecaster of the
performance of any partial hyperparameter instan-
tiation θU . In particular, given a subset U ⊆ Z,
aˆ(θU ) provides an estimation of the average perfor-
mance across the hyperparameter space Z \U when
the hyperparameters of U are fixed at θU .
Finally, using the marginal performance predic-
tor aˆ(θU ), the algorithm carries out a functional
ANOVA analysis to estimate the importance of
each hyperparameter. Particularly, defining the to-
tal variance across the performance by V, the algo-
rithm partitions V as a sum of individual variance
contributions of subsets U ⊆ Z to V :
V =
∑
U⊆Z
VU , (2)
where VU is the contribution of subset U to the
total variance. Then, the importance FU of each
subset U is computed based on the subset contri-
bution to the total performance variance:
FU =
VU
V
. (3)
For the particular case of the hyperparameter im-
portance, the algorithm just evaluates FU for each
subset U = {i} composed of a single hyperparam-
eter. As in [44], we refer to the variance contribu-
tions FU of single hyperparameters as main effects
and to the rest as interaction effects.
It is important to note that, in addition to the im-
portance FU , the algorithm also provides, for each
partial hyperparameter instantiation θU , the pre-
diction of the marginal performance aˆ(θU ) and an
estimation of its standard deviation σθU .
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3.4. Performance Metrics
In order to evaluate the accuracy of the pro-
posed models, we need a performance metric. In
this paper, as motivated below, we use the symmet-
ric mean absolute percentage error (sMAPE) [45].
Given a vector Y = [y1, . . . , yN ]
> of real outputs
and a vector Yˆ = [yˆ1, . . . , yˆN ]
> of predicted out-
puts, the sMAPE metric can be computed as:
sMAPE =
100
N
N∑
k=1
|yk − yˆk|
(|yk|+ |yˆk|)/2 . (4)
The reason for selecting the sMAPE instead of the
more traditional MAPE is the fact that the MAPE
is affected by different issues [45]. Particularly, for
our application, the MAPE becomes sensitive to
values close to zero. When an output yi gets close
to zero, the corresponding MAPE contribution be-
comes very large and it dominates the final value.
3.5. Diebold-Mariano (DM) Test
The sMAPE metric defined above only provides
an assessment of which model has, for the data
use, a better accuracy. While the accuracy of a
model can be higher, the difference in performance
might be not significant enough to establish that
the model is really better. To assess the statistical
significance in the difference of predictive accuracy
performance, a commonly used tool is the Diebold-
Mariano test [46].
Given a time series vector Y = [y1, . . . , yN ]
>
to be forecasted, two prediction models M1 and
M2, and the associated forecasting errors ε
M1 =
[εM11 , . . . , ε
M1
N ]
> and εM2 = [εM21 , . . . , ε
M2
N ]
>, the
DM test evaluates whether there is a significant dif-
ference in performance accuracy based on an error
loss function L(εMik ). In particular, the DM test
builds a loss differential function as:
dM1,M2k = L(ε
M1
k )− L(εM2k ), (5)
and then, it tests the null hypothesis H0 of both
models having equal accuracy, i.e. equal expected
loss, against the alternative hypothesis H1 of the
models having different accuracy, i.e.:
Two-sided
DM test
{
H0 : E(dM1,M2k ) = 0,
H1 : E(dM1,M2k ) 6= 0,
(6)
with E representing the expected value. Similar to
the standard two-sided test, a one-sided DM test
can be built by testing the null hypothesis that the
accuracy of M1 is equal or worse than the accu-
racy of M2 versus the alternative hypothesis of the
accuracy of M1 being better:
One-sided
DM test
{
H0 : E(dM1,M2k ) ≥ 0,
H1 : E(dM1,M2k ) < 0.
(7)
While the loss function L can be freely chosen, it
has to ensure that the resulting loss differential is
covariance stationary. A loss function that is typi-
cally used is:
L(εMik ) = |εMik |p, (8)
where usually p ∈ {1, 2}.
4. Data
In this section, the data used for the research is
introduced.
4.1. Data Selection and Motivation
In general, when looking at the day-ahead fore-
casting literature, many inputs have been proposed
as meaningful explanatory variables, e.g. tempera-
ture, gas and coal prices, grid load, available gen-
eration, or weather [1].
To make our selection, we try to make sure that
the selected data is not only related to the price
dynamics, but also fulfills some minimum require-
ments. More specifically, we only choose data that
is freely available for most European markets so
that the proposed models can easily be exported to
other EU markets. Moreover, we ensure that the
data represents market integration, i.e. that comes
from two connected markets. In particular, we se-
lect the period from 01/01/2010 to 31/11/2016 as
the time range of study, and we consider the follow-
ing data:
1. Day-ahead prices from the EPEX-Belgium and
EPEX-France power exchanges. They are re-
spectively denoted as pB and pF.
2. Day-ahead forecasts of the grid load and gen-
eration capacity in Belgium and France. Like
in other European markets, these forecasts are
available before the bid deadline on the website
of the transmission system operators (TSOs):
ELIA for Belgium and RTE for France. They
are respectively denoted as lB and gB for Bel-
gium, and as lF and gF for France.
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3. Calendar of public holidays HF and HB in
France and Belgium in the defined time range.
While it could be argued that different weather
data could also be easily accessible and important
for the forecasting, for our research, we have de-
cided to disregard them for two main reasons:
1. Weather factors are already indirectly taken
into account in the grid load and generation
forecasts provided by the TSO. In particular,
the generation forecast has to consider weather
information regarding wind speed and solar ra-
diation. Likewise, load forecasts also need to
consider temperature and other weather vari-
ables to obtain the electricity consumption.
2. Weather data are local phenomena, and as
such, they can greatly vary from one part of
a country to another. As a result, unlike the
grid load or generation data, it is not possible
to select a single value of the temperature or
any other weather data for a given time inter-
val.
4.2. Data Processing
It is important to note that the data used is
mostly unprocessed. In particular, as we intend
to forecast and detect spikes, price outliers are
not eliminated. The only data transformation is a
price interpolation and elimination every year cor-
responding respectively to the missing and extra
values due to the daylight saving. In addition, while
all the metrics and tests are computed using the
real prices, the training of the neural networks is
done with data normalized to the interval [−1, 1].
This last step is necessary because the input fea-
tures have very different ranges; therefore, if the
data is not normalized, the training time increases
and the final result is a network that displays, in
general, worse performance [47].
4.3. Data Division
To perform the different experiments, we divide
the data into three sets:
1. Training set (01/01/2010 to 31/11/2014):
These data are used for training and estimat-
ing the different models.
2. Validation set (01/11/2014 to 31/11/2015): A
year of data is used to conduct early-stopping
to ensure that the model does not overfit and to
select optimal hyperparameters and features.
3. Test set (01/11/2015 to 31/11/2016): A year of
data, which is not used at any step during the
model estimation process, is employed as the
out-of-sample dataset to compare and evaluate
the models.
4.4. Data Access
For the sake of reproducibility, we have only used
publicly available data. In particular, the load and
generation day-ahead forecasts are available on the
webpages of RTE [48] and Elia [49], the respective
TSOs in France and Belgium. In the case of the
prices, they can be obtained from the ENTSO-E
transparency platform [50].
5. Modeling Framework
In this section, two different models are proposed
to include market integration in day-ahead forecast-
ing. The two models are similar to each other as
both of them try to forecast the full set of day-
ahead prices. However, they differ from each other
in the number and type of prices that they pre-
dict; in particular, while the first model predicts
the day-ahead prices of a single market, the sec-
ond model combines a dual market prediction into
a single model.
5.1. Single-Market Day-Ahead Forecaster
The basic model for predicting day-ahead prices
uses a DNN in order to forecast the set of 24 day-
ahead prices.
5.1.1. Conceptual Idea
Based on the results of [20], we select a DNN
with two hidden layers as forecasting model. Defin-
ing the input of the model as the relevant data
X = [x1, . . . , xn]
> ∈ Rn available at day d − 1
in the local and neighboring markets, and let-
ting n1 and n2 be the number of neurons of the
first and the second hidden layer respectively, and
p = [p1, p2, . . . , p24]
> ∈ R24 the set of 24 day-ahead
prices to be forecasted, the proposed model can be
represented as in Figure 2.
5.1.2. Model Parameters
The parameters of the DNN are represented by
the set of weights that establish the mapping con-
nections between the different neurons of the net-
work:
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Figure 2: DNN to forecast day-ahead prices.
• Wi,i: the vector of weights between the input
X and the neuron i of the first hidden layer.
• Wh,i: the vector of weights between the first
hidden layer and the neuron i of the second
hidden layer.
• Wo,i: the vector of weights between the second
hidden layer and the output price vector p.
• bk = [bk1, . . . , bknk ]>: the vector of bias
weights in the kth hidden layer, with k = 1, 2.
• bo = [bo,1 . . . , bo,24]>: the vector of bias
weights in the output layer.
5.1.3. Model Equations
Using the above definitions, the equations of the
DNN can be defined as:
z1i = f1i
(
W>i,i ·X + b1i
)
, for i = 1, . . . n1, (9a)
z2i = f2i
(
W>h,i · z1 + b2i
)
, for i = 1, . . . n2, (9b)
pi = fo,i
(
W>o,i · z2 + bo,i
)
, for i = 1, . . . 24, (9c)
where f1i and f2i respectively represent the acti-
vation function of neuron i in the first and second
hidden layer, and where fo,i is the activation func-
tion of neuron i in the output layer.
5.1.4. Network Structure
The rectified linear unit [51] is selected as the
activation function of the two hidden layers. How-
ever, as the prices are real numbers, no activation
function is used for the output layer.
To select the dimension n of the network input
and the dimensions n1 and n2 of the hidden layers, a
feature selection and hyperparameter optimization
are performed.
5.1.5. Training
The DNN is trained by minimizing the mean
absolute error. In particular, given the training
set ST =
{
(Xk,pk)
}N
k=1
, the optimization prob-
lem that is solved to train the neural network is:
minimize
W
N∑
k=1
‖pk − F (Xk,W)‖1, (10)
where F : Rn → R24 is the neural network map.
The selection of the mean absolute error instead of
the more traditional root mean square error is done
for a simple reason: as the electricity prices have
very large spikes, the Euclidean norm would put
too much importance on the spiky prices.
The optimization problem is initialized via single-
start with the Glorot initialization [52] and solved
using Adam [53], a version of the stochastic gradi-
ent descent method that computes adaptive learn-
ing rates for each model parameter. Adam is se-
lected for a clear reason: as the learning rate is au-
tomatically computed, the time needed to tune the
learning rate is smaller in comparison with other
optimization methods. Together with Adam, the
forecaster also considers early stopping [54] to avoid
overfitting.
5.2. Dual Market Day-Ahead Forecaster
A possible variant of the single-market model is
a forecaster that predicts the prices of two markets
in a single model. While this might seem counter-
intuitive at first, i.e. adding extra outputs to the
model could compromise its ability to forecast the
set of 24 prices that we are really interested in, this
approach can, in fact, lead to neural networks that
are able to generalize better.
5.2.1. Conceptual Idea
The general idea behind forecasting two markets
together is that, as we expect prices in both mar-
kets to be interrelated and to have similar dynam-
ics, by forecasting both time series in a single model
we expect the neural network to learn more accu-
rate relations. In particular, it has been empirically
shown that DNNs can learn features that can, to
some extent, generalize across tasks [55]. Similarly,
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it has also been shown that, by forcing DNNs to
learn auxiliary related tasks, the performance and
learning speed can be improved [56, 57].
There are some possible hypotheses that can ex-
plain why training with multiple outputs can help
to improve the performance:
1. The simplest explanation is the amount of
data: as more data is available, the neural net-
work can learn more relevant features. More-
over, as the tasks are related, the neural net-
work has more data to learn features that are
common to all tasks.
2. A second reason is regularization: By solving
different tasks, the network is forced to learn
features useful for all tasks and to not overfit
to the data of a single task.
5.2.2. Model Implementation
Consider an electricity market B and a sec-
ond electricity market F that is connected to B.
Then, defining the output of the network by p =
[pB1 , . . . , pB24 , pF1 , . . . , pF24 ]
> ∈ R48, i.e. the set of
48 day-ahead prices from markets B and F, and
keeping the rest of the DNN parameter definitions
the same, the new DNN structure can be repre-
sented as in Figure 3. In addition, as both mod-
els only differ in the output size, the implementa-
tion details are exactly the same as defined for the
single-market model in Section 5.1.5.
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Figure 3: DNN to simultaneously forecast day-ahead prices
in two markets.
6. Feature Selection Algorithm
As explained in the introduction, while the fea-
ture selection methods for electricity price forecast-
ing proposed in the literature provide good and fast
algorithms, they have two drawbacks:
1. They perform a filter step where the model per-
formance is not considered.
2. For the nonlinear methods, the different inputs
have to be transformed, i.e. the selection is not
done over the original feature set, and thus,
some feature information might be lost.
Therefore, we propose a nonlinear wrapper
method that directly evaluates the features on the
prediction model; in particular, while the approach
is more computationally demanding, it can provide
a better selection as it uses the real predictive per-
formance without any data transformations.
6.1. Algorithm Definition
In Section 3.3 we have introduced the TPE algo-
rithm, a method for hyperparameter optimization,
together with functional ANOVA, an approach for
assessing hyperparameter importance. In this sec-
tion, we combine both methods to build a feature
selection algorithm that consists of four steps:
1. Model the features as hyperparameters.
2. Optimize the hyperparameters/features.
3. Analyze the results.
4. Select the important features.
6.1.1. Features as Hyperparameters
The first step of the algorithm is to model the
selection of features as model hyperparameters. In
particular, we consider two types of features:
1. Binary features θB , whose selection can be
done through a binary variable, i.e. θB ∈
{0, 1}, where θB = 0 would represent feature
exclusion and θB = 1 feature inclusion. Binary
features represent the type of features consid-
ered by traditional algorithms. An example
would be whether to include holidays data or
whether to select a specific lag in an ARIMA
model.
2. Integer features θI , which not only can model
the inclusion-exclusion of an input, but also se-
lect some associated size or length, i.e. θI ∈ Z,
where θI = 0 represents exclusion. Examples
would be the number of past days of price data
or the maximum lag of an ARIMA model.
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Given these definitions, the binary features are
modeled as hyperparameters using the hyperpa-
rameter space ΘB and the hyperparameter set
B = {1, . . . , nB}. Likewise, the integer features
are modeled by the hyperparameter space ΘI and
the hyperparameter set I = {nB + 1, . . . , nB +nI}.
Finally, the full hyperparameter space is defined
by Θ = ΘB ∪ΘI and the hyperparameter set by
Z = B ∪ I.
6.1.2. Feature Optimization
The second step of the algorithm is to perform a
TPE optimization over the hyperparameter-feature
space. The result of the algorithm is the opti-
mal feature selection θ∗ together with the set H ={
(θk, pk)
}T
k=1
of feature-performance pairs, where
pk represents the model predictive accuracy when
using the feature selection θk.
The fact that a feature is part of θ∗, does not
guarantee that the feature is relevant; specifically,
a feature might have little or no effect in the per-
formance, and still, as long as it does not have a
negative effect, it might appear in the optimal con-
figuration. As a result, if no further processing is
considered, the algorithm might select redundant
features, and in turn, lead to more computationally
expensive models and increase the risk of overfit.
6.1.3. Feature Analysis
To solve the problem of detecting unnecessary
features, the algorithm comprises a third step where
feature importance is analyzed. In particular, us-
ing the functional ANOVA methodology proposed
in [44], the algorithm analyzes H and provides the
importance of each feature i and each pairwise in-
teraction {i, j} as the percentage-wise contribution
to the performance variance V. Using the defini-
tions given in Section 3.3.2 and (2)-(3), the algo-
rithm computes the importance of feature Θi and
each pairwise interaction Θi ×Θj by:
F{i} =
V{i}
V
, F{i,j} =
V{i,j}
V
. (11)
In addition, for each feature i ∈ Z and feature
instantiation θi ∈ Θi, the algorithm also provides
the predicted marginal performance aˆ(θi).
6.1.4. Feature Selection
The fourth and final algorithm step is the selec-
tion itself. In particular, making use of the obtained
F{i}, F{i,j} and aˆ(θi), the selection procedure per-
forms the following steps:
1. Define a threshold parameter  ∈ (0, 1].
2. Make a pre-selection by discarding features
that do not improve nor decrease the perfor-
mance. In particular, regard features i whose
importance F{i} is larger than :
U∗1 = {i ∈ Z | F{i} > }, (12a)
or features i that have at least one pairwise
contribution F{i,j} larger than :
U∗2 = {i ∈ Z | ∃ j ∈ Z \ {i} : F{i,j} > }.
(12b)
3. With the remaining features in U∗1 ∪ U∗2 ,
perform a second selection U∗ by discarding
those features whose predicted marginal per-
formance aˆ(θi) is lower when being included
than when being excluded, i.e.:
U∗ = {i ∈ U∗1 ∪U∗2 | ∃ θi ∈ Θi : µθi,0 < aˆ(θi)},
(12c)
where µθi,0 represents the marginal perfor-
mance aˆ(θi = 0) of excluding feature i.
4. Finally, the set of selected binary features can
be obtained by:
U∗B = U
∗ ∩B. (12d)
Similarly, for the set of optimal integer features
U∗I , the selection is done in terms of the fea-
ture itself and the instantiation with the best
performance:
U∗I =
{{i, θ∗i } | i ∈ U∗ ∩ I, θ∗i = argmax
θi
aˆ(θi)
}
.
(12e)
6.2. Case Study
To evaluate the proposed algorithm, we use it to
select the features for predicting Belgian prices and
to obtain a first assessment of the effect of mar-
ket integration, i.e. the effect of French features in
forecasting Belgian prices. To perform the analysis,
we consider the first and simpler DNN proposed in
Section 5.
6.2.1. Feature Definition
In order to perform the feature selection, we first
need to model each possible input as either a bi-
nary or an integer feature. As described in Section
4, the available features are the day ahead prices
pB and pF, the day-ahead forecasts lB and lF of
the grid load, the day-ahead forecasts gB and gF of
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the available generation, and the calendar of public
holidays HB and HF.
Considering that, given the market at time
h, we aim at forecasting the time series vector
pBh = [pBh+1 , . . . , pBh+24 ]
> of Belgian day-ahead
prices, the use of the day-ahead loads lBh =
[lBh+1 , . . . , lBh+24 ]
> and lFh = [lFh+1 , . . . , lFh+24 ]
>,
and the use of the day-ahead capacity gener-
ations gBh = [gBh+1 , . . . , gBh+24 ]
> and gFh =
[gFh+1 , . . . , gFh+24 ]
>, should be modeled as binary
features θlB , θlF , θgB , and θgF .
Similarly, for the public holidays, the features can
also be modeled as binary variables θHB and θHF .
In particular, as the set of 24 hours of a day is
either a holiday or not, the holidays are defined as
model inputs XHB , XHF ∈ {0, 1}, with 0 and 1
representing respectively no holiday and holiday.
To model the Belgian prices, we need to use an
integer feature to select the number of the consid-
ered past values. In particular, as the prices display
daily and weekly seasonality, we have to use two
integer features: θpB,d ∈ {1, 2, . . . , 6} as the fea-
ture modeling the number of past days during the
last week (daily seasonality) and θpB,w ∈ {1, 2, 3} as
the feature modeling the number of days at weekly
lags (weekly seasonality). Based on the selection of
θpB,d and θpB,w , the considered EPEX-Belgium past
prices can be decomposed as the price inputs XdpB,h
at daily lags and the price inputs XwpB,h at weekly
lags:
XdpB,h =
[
pBh−i1 , . . . , pBh−iNd
]>
, (13a)
XwpB,h =
[
pBh−j1 , . . . , pBh−jNw
]>
, (13b)
where:
{i1, . . . , iNd} = {i | 0 ≤ i ≤ 24 · θpB,d − 1} (13c)
{j1, . . . , jNw} = {j | 1 ≤ k ≤ θpB,w , (13d)
k · 168 · θpB,d ≤ j ≤ k · 192 · θpB,d − 1}
It is important to note that, as this is the time series
to be predicted, we disregard the cases where no
daily nor weekly seasonality is used, i.e. θpB,d = 0
or θpB,w = 0.
Finally, for the EPEX-France prices we could use
the same integer features as for EPEX-Belgium.
However, for simplicity, we directly consider the
same lags for both time series and model the French
prices as a binary feature θpF . It is important to
note that, despite having the same length, the se-
lection of both time series is still independent; par-
ticularly, the lags are only defined for Belgium, and
the French prices are just excluded or included. The
modeled input features are summarized in Table 1.
Feature Domain Definition
θpB,d {1, . . . , 6}
Number of past days
for input price sequence
θpB,w {1, . . . , 3}
Days at weekly lags
for input price sequence
θpF {0, 1} Day-ahead price in France
θlB {0, 1} Load in Belgium
θlF {0, 1} Load in France
θgB {0, 1} Generation in Belgium
θgF {0, 1} Generation in France
θHB {0, 1} Holiday in Belgium
θHF {0, 1} Holiday in France
Table 1: Definition of the modeled input features.
6.2.2. Hyperparameter Optimization
In order to guarantee that the network is adapted
according to the input size, we simultaneously op-
timize the hyperparameters of the DNN, i.e. the
number of neurons n1 and n2. In particular, as the
feature selection method is based on a hyperparam-
eter optimization, we directly include the number
of neurons as integer hyperparameters that are op-
timized together with the features. We set the do-
main of n1 as the set of integers {100, 101, . . . , 400}
and the one of n2 as {0} ∪ {48, 49, . . . , 360}, where
n2 = 0 represents removing the second hidden layer
and using a network of depth one.
6.2.3. Experimental Setup
In order to use the proposed algorithm, we first
need to define the threshold  for the minimum vari-
ance contribution; in our case, we select  = 0.5 %.
In addition, we also need to select the maximum
number of iterations T of the TPE algorithm; we
found T = 1000 to offer a good trade-off between
performance and accuracy. Particularly, consider-
ing that training a single model takes 2 min, the full
feature selection requires 30 h. While this might
seem a long time, this step is only performed af-
ter some periodic time, e.g. a month, to reassess
feature dependencies; therefore, the proposed ap-
proach and settings yield a feasible and accurate
method for the time scale of day-ahead prices.
For implementing the functional analysis of vari-
ance, we use the python library fANOVA developed
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by the authors of [44]. Likewise, for implementing
the TPE algorithm, we use the python library hy-
peropt [58].
6.2.4. Results
In a first conducted experiment, we obtained an
unexpected result: inclusion/exclusion of the gen-
eration capacity in Belgium gB accounts for roughly
75% of the performance variance V, with inclusion
of gB dramatically decreasing the predictive accu-
racy. Since the generation capacity has been suc-
cessfully used by other authors as a market driver
[1], this result requires some explanation. From Fig-
ure 4, which displays the time series of gB, we can
comprehend the result: right before the transition
from the training to the validation set, the average
gB suffers a major change and drops from approx-
imately 14 GW to 9 GW. Because of the drastic
drop, it is likely that some relations that are learned
based on the training set, do not hold in the vali-
dation set, and that as a result, the predictive per-
formance in the validation set worsens when gB is
considered.
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Figure 4: Generation in Belgium in the considered period.
This regime change in gB violates the assump-
tion that conditions in the training, validation, and
test sets are equal. Therefore, to perform a correct
feature selection and to guarantee that the three
datasets hold similar conditions, the experimental
setup should disregard θgB . It is important to note
that, before taking this decision, we have consid-
ered shuffling the data to ensure homogeneous con-
ditions between the three sets. However, this alter-
native was avoided for two reasons:
1. As the output prices in some samples are the
input features in others, data has to be dis-
carded in order to avoid data contamination
between the three sets. As a result, since the
larger the dataset the better the DNN can gen-
eralize, this implementation could potentially
decrease the predictive accuracy of the model.
2. Since the end goal of the model is to forecast
recent prices, it is meaningless to try to model
an input-output relation that no longer holds.
Considering these facts, a correct feature selec-
tion is performed without θgB . As depicted in Ta-
ble 2, the first result to be noted from the new ex-
perimental results is that, as gB is a big source of
error, the variance Vˆ of the sMAPE performance is
reduced by a factor of 5. In addition, as it could
Vˆ
Feature selection with gB 0.58 %
2
Feature selection without gB 0.12 %
2
Table 2: Performance variance with and without gB.
be expected, the results obtained in this new ex-
periment display a more distributed contribution
among the different features. In particular, in the
first experiment, gB was responsible for 75% of the
performance variance. Now, as depicted in Table
3, French prices and load account for roughly 50 %
of the total performance variance, and the available
generation in France, the load in Belgium, and the
number of past days play a minor role.
Contribution to V
All main effects 64.9%
French load 28.4%
French prices 25.7%
French generation 4.78%
Belgium load 1.0%
Past days number 0.8%
Table 3: Variance contribution of single features for the sec-
ond feature selection experiment.
Based on the above results, we can make a first
selection and remove from the set of possible inputs
the public holidays θHB and θHF as both seem not
to be decisive. Similarly, we can select θpB,w = 1 as
the number of days at weekly lags seems to be non-
critical. Finally, to complete the feature selection,
we should use the marginal performances of the five
important features represented in Figure 5; based
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on them, it is clear that we should select the price,
load and generation in France, discard the grid load
in Belgium, and use two days of past price data.
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(e) Number of days of past prices in the last week.
Figure 5: Marginal performance on the validation set of the
five most important features.
Together with the features, we have also opti-
mized the hyperparameters of the model. The re-
sults show that the suitable numbers of neurons are
n2 = 200 and n1 = 320.
6.3. Discussion
Based on the results of the feature selection algo-
rithm, we should include the following features as
model inputs:
1. Day-ahead load and generation in France:
2. Last two days of Belgian and French prices:
3. Belgian and French prices a week before:
In addition, while it seems that the different
French market features, i.e. market integration fea-
tures, play a large role in the forecasting accuracy,
the results are only enough to have a general idea
of the importance of French data; particularly, a
statistical analysis is required before making any
further conclusion.
Finally, while we have used the proposed algo-
rithm to select the input features, we have not yet
provided an evaluation of its accuracy. In par-
ticular, to assess its performance, we could com-
pare models using only optimally selected features
against models using also features that have been
discarded; more specifically, we could evaluate the
difference in predictive accuracy by means of hy-
pothesis testing (see Section 7.2.4).
7. Evaluation of Market Integration and
Modeling Framework
The analysis provided by the feature selection al-
gorithm is based on the validation set; while this
dataset is not used for training the network, it is
employed for early stopping and hyperparameter
optimization. Therefore, to have a fully fair and un-
biased evaluation, we need an extra comparison us-
ing unseen data to the full training process. More-
over, as the feature selection results were obtained
using the first proposed model, results for the sec-
ond model are also required. Finally, to have a
meaningful assessment, the statistical significance
of the results should be computed. To fulfill the
requirements, the goal of this section is twofold:
1. Provide statistical significance of the improve-
ments of using French market data, i.e. market
integration, by performing a DM test on the
out-of-sample data represented by the test set.
2. Based on the same statistical test, demonstrate
how a dual-market forecaster can provide sig-
nificant improvements in predictive accuracy.
7.1. Diebold-Mariano Test
To assess the statistical significance in the dif-
ference of predictive accuracy, we use the DM test
as defined by (5)-(8). Since the neural network is
trained using the absolute mean error, we choose to
use also the absolute error to build the loss differ-
ential:
dM1,M2k = |εM1k | − |εM2k |. (14)
In addition, we follow the same procedure as in
[26] and we perform an independent DM test for
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each of the 24 time series representing the differ-
ent hours of a day. The reason for this is that, as
we use the same information to forecast the set of
24 prices, the forecast errors within the same day
would exhibit a high correlation. Moreover, to have
an assessment of the whole error sequence, we also
perform the DM test considering serial correlation
of order k in the error sequence. Particularly, re-
calling that optimal k-step-ahead forecast errors are
at most (k − 1)-dependent [46], we perform a DM
test on the full loss differential considering serial
correlation of order 23.
In the various experimental setups of this case
study, we employ the one-sided DM test given by
(7) at the 95% confidence level. This selection is
done because we want to assess whether the perfor-
mance of a forecaster A is statistically significantly
better than a forecaster B, not whether the perfor-
mances of forecasters A and B are significantly dif-
ferent (like it would be the case in the two-sided DM
test). In more detail, for each hour h = 1, . . . , 24 of
the day, we test the null hypothesis of a model M1
that uses French data having the same or worse ac-
curacy than a model M2 that uses no French data.
More specifically, we perform the following tests:
{
H0 : E(dM1,M2hk ) ≥ 0,
H1 : E(dM1,M2hk ) < 0,
for h = 1, . . . 24, (15)
where [dh1 , . . . , dhN/24 ]
> represents the vector se-
quence of loss differentials of hour h. In addition,
we perform the same test but considering the full
loss differential sequence and assuming serial corre-
lation: {
H0 : E(dM1,M2k ) ≥ 0,
H1 : E(dM1,M2k ) < 0.
(16)
7.2. French Market Data: Statistical Significance
In Section 6.2-6.3, we have showed that using
market data from connected markets can help to
improve the performance. In this section, we ex-
tend the analysis by directly comparing a model
that includes this type of data against a model that
excludes it, and then, performing a DM test to an-
alyze the statistical significance.
7.2.1. Experimental Setup
The model used to perform the evaluation is
the single-market forecaster employed for the fea-
ture selection. In particular, based on the ob-
tained hyperparameter results, we select n1 = 320
and n2 = 200; similarly, considering the optimized
prices lags obtained in the feature selection, we con-
sider, as input sequence for the model, the Belgium
prices during the last two days and a week before.
Then, we discard as input features the capacity gen-
eration in Belgium as well as the holidays in both
countries. Then, in order to compare the effect of
French data, we consider the remaining features as
possible inputs for the model, i.e. we compare the
first model excluding all the French data and only
considering Belgian prices with respect to the sec-
ond model including the French data. We respec-
tively refer to these two models as MNoFR and MFR.
In addition, while the load in Belgium lB appears
to be non-relevant, we decided to repeat the previ-
ous experiment but including lB in both models.
The reason for this is twofold:
1. By adding the Belgian load, we ensure that the
good results of using French data are not due
to the fact that the model does not include
specific Belgian regressors.
2. Furthermore, with this experiment, we can also
validate the results of the feature selection al-
gorithm. In particular, as the load does not
seem to play a big role, we expect the per-
formance difference between models with and
without lB to be insignificant.
Similar as before, we refer to these models by
MNoFR,lB and MFR,lB .
7.2.2. Case 1: Models Without lB
In this experiment, we compare MNoFR against
MFR by evaluating their performance on the year of
yet unused data represented by the test set. As in a
real-world application, to account for the last avail-
able information, the two models are re-estimated
after a number days/weeks. In our application, con-
sidering that a model takes around 2 minutes to be
trained on the GPU, we decide to re-estimate them
using the smallest possible period of a day.
A first comparison of the models is listed in Table
4 by means of sMAPE. From this first evaluation,
we can see that including the French data seems to
really enhance the performance of the forecaster.
To provide statistical significance to the above re-
sult, we perform a DM test as described in Section
7.1. The obtained results are depicted in Figure 6,
where the test statistic is represented for each of the
24 hours of a day and where the points above the
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Model MNoFR MFR
sMAPE 16.0% 13.2%
Table 4: Performance comparison between MNoFR and MFR
in the out-of-sample data in terms of sMAPE.
dashed line accept, with a 95 % confidence level, the
alternative hypothesis of MFR having better perfor-
mance accuracy. As we can see from the plot, the
forecast improvements of the model MFR including
French data are statistically significant for each one
of the 24 day-ahead prices.
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Figure 6: DM test results when comparingMNoFR andMFR.
Values above the dashed line reject the null hypothesis with
a 95 % confidence level, and in turn, represent cases where
the accuracy of MFR is significantly better.
When the DM test is performed on the full loss
differential and taking into account serial correla-
tion, the obtained metrics completely agree with
the results obtained for the individual 24 hours. In
particular, the obtained p-value is 1.2 ·10−11, which
confirms the strong statistical significance of using
the French data in the prediction model.
7.2.3. Case 2: Models with lB
Using the same procedure, we compare MNoFR,lB
against MFR,lB . From Table 5 we can see how,
as before, the model including French data outper-
forms the alternative.
Model MNoFR,lB MFR,lB
sMAPE 15.7% 13.1%
Table 5: Performance comparison between MNoFR,lB and
MFR,lB in the out-of-sample data in terms of sMAPE.
To provide statistical significance to the obtained
accuracy difference we again perform the DM tests.
The obtained results are illustrated in Figure 7;
as before, including French data leads to improve-
ments in accuracy that are statistically significant
for the 24 predicted values. As before, when we
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Figure 7: DM test results when comparing MNoFR,lB and
MFR,lB . Values above the dashed line reject the null hy-
pothesis at a 5% significance level, and in turn, represent
cases where the accuracy of MFR,lB is significantly better.
consider the DM test for the full loss differential
with serial correlation, the p-value is 1.6 · 10−12, a
value that agrees with Figure 7 and confirms once
more that the improvements of using French data
are statistically significant.
7.2.4. Accuracy of the Feature Selection
Using the results of the previous two sections,
we can illustrate the accuracy of the proposed fea-
ture selection algorithm in Section 6. In particu-
lar, when performing the feature selection, we have
observed that the contribution of the Belgian load
lB was rather insignificant and even slightly nega-
tive; this led to discard lB as an input feature. In
this section, to verify that the selection algorithm
performed the right choice, we perform DM tests
to compare MNoFR,lB against MNoFR and MFR,lB
against MFR. In particular, we perform a two-sided
DM test per model pair with the null hypothesis of
the models having equal accuracy.
For the sake of simplicity, we avoid depicting the
DM test results for each individual hour; instead we
directly illustrate the p-values of the DM test when
considering the whole loss differential sequence with
serial correlation. As can be seen from Table 6,
the obtained p-values for both tests are above 0.05,
and as a result, the null hypothesis of equal accu-
racy cannot be rejected, i.e. there is no statistical
evidence of the models using Belgian load having
different accuracy than the models without it.
Based on the obtained results, it is clear that
using lB is not relevant, and thus, that the choice
performed by the feature selection algorithm is cor-
rect. In particular, while this experiment does not
analyze the performance of the feature selection on
all the inputs, it does consider the most problem-
atic feature. More specifically, as many researchers
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Model Pair p-value
MFR,lB vs MFR 0.435
MNoFR,lB vs MNoFR 0.275
Table 6: p-values for DM test with the null hypothesis of
models with lB having equal accuracy as models without it.
have successfully used the load as an explanatory
variable [6–8, 27, 34] and as the load itself does not
display any regime change in the considered time in-
terval, it is rather striking to see its minimal effect
on the performance. Therefore, by demonstrating
that the algorithm is correct when discarding the
load, we obtain an assessment of its general accu-
racy, and we can conclude that the algorithm per-
forms a correct feature selection.
7.3. Evaluation of a Dual-Market Forecaster
In this section, we evaluate the possible im-
provements of using the dual-market forecaster
and multi-tasking by comparing the single-market
model against the dual-market forecaster predicting
the day-ahead prices in Belgium and France. The
models are denoted by MSingle and MDual and they
both use the optimal features and hyperparameters
obtained for the single-market model in Section 6.
It is important to note that, while in an ideal exper-
iment the hyperparameters of the dual-market fore-
caster should be re-estimated, for simplicity we de-
cided to directly use the hyperparameters obtained
for the single-market forecaster.
The initial comparison is listed in Table 7. From
this first evaluation it seems that using dual-market
forecasts can improve the performance.
Model MSingle MDual
sMAPE 13.2% 12.5%
Table 7: Performance comparison between the single and
dual-market forecasters in terms of sMAPE.
To provide statistical significance to these results,
we again perform the DM test for each of the 24
hours of a day. The obtained statistics are depicted
in Figure 8; as before, the points above the upper
dashed line accept, with a 95 % confidence level,
the alternative hypothesis of MDual having a bet-
ter performance accuracy. In addition, as not every
hourly forecast is statistically significant, we repre-
sent in the same figure the alternative DM test with
the null hypothesis of MSingle having equal or lower
accuracy than MDual. This test is characterized by
the lower dashed line and any point below this line
accepts, with a 95 % confidence level, that MSingle
has better performance accuracy.
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Figure 8: DM test results when comparing MSingle and
MDual. Values above the top dashed line represent cases
where, with a 95 % confidence level, MDual is significantly
better. Similarly, values below the lower dashed line ac-
cept, with a 95 % confidence level, that MDual is significantly
worse.
As we can see from the plot, the forecast improve-
ments of the dual-market forecaster are statistically
significant in 7 of the 24 day-ahead prices. In ad-
dition, the single-market forecaster is not signifi-
cantly better in any of the remaining 17 day-ahead
prices. Therefore, as MDual is approximately better
for a third of the day-ahead prices and not worse for
the remaining two-thirds, we can conclude that the
dual-market forecaster is a statistically significant
better forecaster.
Finally, we also perform the DM test on the full
loss differential considering serial correlation. Once
again, the obtained metrics agree with the results
obtained for the individual 24 hours: with a p-value
of 9.5 ·10−03, the test results confirm the statistical
significance of the difference in predictive accuracy
when using the dual-market forecaster.
7.4. Analysis and Discussion
To understand and explain the obtained results,
we have to note that, as introduced in Section 2.4,
market integration across European electricity mar-
kets has been increasing over the years due to EU
regulations. This highly nonlinear and complex
effect dramatically modifies the dynamics of elec-
tricity prices and is behind the obtained improve-
ments of our models. In particular, our forecasters
use this effect to outperform alternative techniques
that have traditionally ignored it: the first fore-
caster proposed, which models market integration
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in the input space, obtains statistically significant
improvements w.r.t. to model counterparts that dis-
regard market integration. The second proposed
forecaster, which goes one step further by modeling
market integration in the output space, is shown
to be crucial to obtain further significant improve-
ments. For our case study, this translates to the
following conclusions:
1. Using features from the French market signif-
icantly enhances the predictive accuracy of a
model forecasting Belgian prices. The results
are statistically significant and independent of
whether Belgian features are considered or not.
2. A dual-market forecaster simultaneously pre-
dicting prices in France and Belgium can im-
prove the predictive accuracy. In particular,
by solving two related tasks, it is able to learn
more useful features, to better generalize the
price dynamics, and to obtain improvements
that are statistically significant.
3. The proposed feature selection algorithm is
able to perform a correct assessment of the im-
portance of features.
In addition, it is interesting to see how explana-
tory variables from the EPEX-Belgium, e.g. load
and generation, have almost no influence in the day-
ahead prices. In fact, from the obtained results, it
is surprising to observe how French factors play a
larger role in Belgian prices than the local Belgian
features.
As a final discussion, it is necessary to indicate
why, while being neighboring countries of Belgium,
The Netherlands and Germany and their respec-
tive markets have not been considered in the study.
The reason for not considering The Netherlands is
the fact that the amount of available online data
is smaller than in France and Belgium, and thus,
training the DNNs can be harder. In the case of
Germany, the reason for not considering it is that,
at the moment, there is not a direct interconnec-
tion of the electrical grid between Belgium and Ger-
many.
7.5. Practical Applications
As a last remark, it is important to point out
the different practical applications that these re-
sults have. Particularly, there are two main obvious
applications where this research can be highly ben-
eficial. The first and most important application
is its usage by utility companies to increase their
economic profit. More specifically, a 1% improve-
ment in the MAPE of the forecasting accuracy re-
sults in about 0.1%-0.35% cost reduction [59]. For
a medium-size utility company with a peak load of
5 GW, this translates to saving approximately $1.5
million per year [60, 61].
In addition, improvements in forecasting accu-
racy are key to have a stable electrical grid. Par-
ticularly, as the integration of renewable energy
sources increases, so do the imbalances in the elec-
trical grid due to mismatches between generation
and consumption. To tackle this issue demand re-
sponse methods [62–64] have been traditionally ap-
plied. By accurate forecasting electricity prices it is
also possible to improve the situation. In particu-
lar, prices are usually low (high) when generation is
larger (lower) than consumption. Therefore, given
the right forecasts, market agents have economic
incentives to buy (sell) energy when prices are low
(high), and in turn, to reduce the grid imbalances.
Therefore, using accurate price forecasting, market
agents can steered and motivated so that grid im-
balances are reduced.
8. Conclusions
We have analyzed how market integration can
be used to enhance the predictive accuracy of day-
ahead price forecasting in electricity markets. In
particular, we have proposed a first model that, by
considering features from connected markets, im-
proves the predictive performance. In addition, we
have proposed a dual-market forecaster that, by
multitasking and due to market integration, can
further improve the predictive accuracy. As a case
study, we have considered the electricity markets in
Belgium and France. Then, we have showed how,
considering market integration, the proposed fore-
casters lead to improvements that are statistically
significant. Additionally, we have proposed a novel
feature selection algorithm and using the same case
study, we have shown how the algorithm correctly
assesses feature importance.
In view of these results, it is clear that market in-
tegration can play a large role in electricity prices.
In particular, the influence of neighboring markets
seems to be important enough to build statistically
significant differences in terms of forecasting accu-
racy. As a consequence, as the EU has implemented
regulations to form an integrated EU market but
there is still little insight in the outcome of such
regulations, these results are important in terms of
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policy making. In particular, the fact that market
integration largely modifies the price dynamics be-
tween Belgium and France is an indicator that the
regulations that were put in place are working. As
a result, using the proposed methodology, policy
makers can benefit from a general tool to evaluate
the market integration regulations in other EU re-
gions.
In addition, these results are also of high impor-
tance in terms of grid stability and economic profit
of market agents. In particular, as the knowledge
of the dynamics of electricity prices increases, the
grid operator might be able to better prevent some
of the grid imbalances characterized by large price
peaks. The increased knowledge is also economi-
cally beneficial for market agents: a 1 % improve-
ment in MAPE accuracy translates to savings of
$1.5 million per year for a medium-size utility com-
pany.
As a first step to help policy markets, in future
work the performed experiments will be expanded
to the other European markets.
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