統計的性質に基づく文字の高精度認識に関する研究 by 勝山  裕
統計的性質に基づく文字の高精度認識に関する研究




博 士 学 位 論 文
論文題目 統計的性質に基づく文字の高精度認識に
関する研究




　 応 用 情 報 科 学 　
A 9 I D 4 0 0 3




第 1章 序論 1
1.1 文字認識による人類への貢献 . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 文字取り込み装置の発展（1800年代後半） . . . . . . . . . . . . . 3
1.1.2 最初の OCRの概念（1900年～1930年頃） . . . . . . . . . . . . . 3
1.1.3 OCRの始まり（1940年頃～1960年頃） . . . . . . . . . . . . . . . 5
1.1.4 第１世代の OCR（1960年頃～1965年頃） . . . . . . . . . . . . . 7
1.1.5 第２世代の OCR（1965年頃～1970年代中盤） . . . . . . . . . . . 8
1.1.6 第３世代の OCR（1960年代後半年～1980年代） . . . . . . . . . . 10
1.1.7 その後の OCR（1980年代中盤～2000年代） . . . . . . . . . . . . 11
1.1.8 最近の OCR（2000年代以降） . . . . . . . . . . . . . . . . . . . . 12
1.2 文字認識に関連する業界の研究状況、解くべき課題と解決方法の概略 . . . 16
1.3 本論文の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .19
第 2章 文字認識技術の基礎知識、主要な概念 23
2.1 文字認識技術の基礎知識 . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 高精度文字認識の基礎知識 . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.1 類似度、距離値を使う手法 . . . . . . . . . . . . . . . . . . . . . . 27
2.2.2 カテゴリ間の識別境界を使う手法 . . . . . . . . . . . . . . . . . . . 30
2.3 従来の高精度認識手法の課題 . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4 高速化の基礎知識 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .35
2.5 省メモリ化の基礎知識 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.6 従来技術の課題と本論文のアプローチ . . . . . . . . . . . . . . . . . . . . 36
第 3章 高速化のための研究成果 39
ii 目次
3.1 はじめに . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .39
3.2 Margin Added Hashing (MAH) . . . . . . . . . . . . . . . . . . . . . . . .46
3.3 評価実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .49
3.4 考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .53
3.5 結論と今後について . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
第 4章 省メモリ化のための研究成果 63
4.1 はじめに . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .63
4.2 MQDF手法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .64
4.3 Compact MQDF手法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4 Hybrid Compact MQDF手法 . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5 評価実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .75
4.5.1 hybrid Compact MQDF辞書のパラメータ . . . . . . . . . . . . . . 75
4.5.2 学習用文字 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .76
4.5.3 評価対象文字 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.5.4 比較実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .77
4.5.5 DQ と Lを固定した場合の評価 . . . . . . . . . . . . . . . . . . . 77
4.5.6 thdと Lを固定した場合の評価 . . . . . . . . . . . . . . . . . . . 77
4.5.7 thdと DQ を固定した場合の評価 . . . . . . . . . . . . . . . . . . 78
4.6 考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .78
4.6.1 DQ と Lを固定した場合 . . . . . . . . . . . . . . . . . . . . . . . 78
4.6.2 thdと Lを固定した場合 . . . . . . . . . . . . . . . . . . . . . . . 81
4.6.3 thdと DQ を固定した場合 . . . . . . . . . . . . . . . . . . . . . . 82
4.7 結論 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .83
第 5章 作成した認識技術を使用して映像中のテロップ認識への応用結果 85
5.1 はじめに . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .85
5.2 提案手法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .88
5.2.1 色分解２値画像レイヤーの作成 . . . . . . . . . . . . . . . . . . . . 89
5.2.2 使用する OCRエンジンと、OCRの確信度 . . . . . . . . . . . . . 90
5.2.3 ノイズ除去 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .91
5.2.4 文字列行領域抽出 . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
iii
5.2.5 各レイヤー、各文字列行においての黒画素連結領域抽出と文字認識 93
5.2.6 キー文字矩形抽出 . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2.7 文字候補矩形抽出と認識 . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2.8 ダイナミック・プログラミング手法による文字候補矩形の選択 . . . 94
5.2.9 文字ストローク画像生成 . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2.10 文字認識 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .98
5.3 評価実験と考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .98
5.3.1 OCRエラー . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.3.2 色クラスタリング・エラー . . . . . . . . . . . . . . . . . . . . . .100
5.3.3 DPエラー . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .100
5.3.4 文字候補矩形抽出エラー . . . . . . . . . . . . . . . . . . . . . . . .100
5.4 結論と今後について . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .101







1.1 Tausheckの特許 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 文字認識処理フロー . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 １文字認識処理フロー . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 加重方向ヒストグラム特徴作成フロー . . . . . . . . . . . . . . . . . . . . 27
2.4 ニューラルネットワーク . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5 SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .32
2.6 Ada Boostの学習過程 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.7 Ada Boostの識別過程 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.8 ２段階選抜方式 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .35
3.1 ２段階選抜方式 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .40
3.2 ＶＱクラスタリング手法の例 . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3 ANN手法の例 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .43
3.4 LSH手法の例 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .44
3.5 AM手法の例 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .45
3.6 MAH手法の辞書 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .47
3.7 MAH手法の例 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .50
3.8 認識処理全体の処理時間と分類エラー率の関係 . . . . . . . . . . . . . . . 53
3.9 カテゴリ選択率と分類エラー率の関係 . . . . . . . . . . . . . . . . . . . . 54
3.10 大分類処理だけの処理時間と分類エラー率の関係 . . . . . . . . . . . . . . 55
3.11 VQクラスタリング法が選択失敗して、MAH 法が成功する例 . . . . . . . 56
3.12 ANN法が選択失敗して、MAH 法が成功する例 . . . . . . . . . . . . . . 57
3.13 各手法での選択エラー文字数 . . . . . . . . . . . . . . . . . . . . . . . . . 58
vi 図目次
3.14 AM法が選択失敗して、MAH 法が成功する例 . . . . . . . . . . . . . . . 59
4.1 MQDF辞書 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .67
4.2 Compact MQDF法の Codebookと Indices . . . . . . . . . . . . . . . . . 68
4.3 Compact MQDF手法の辞書 . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.4 カテゴリ代表ベクトルのクラスタリング結果 . . . . . . . . . . . . . . . . 72
4.5 提案手法の辞書 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .73
4.6 提案手法の認識処理 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.7 データセット１の評価結果, DQ=4,L=50 Fix. . . . . . . . . . . . . . . . . 78
4.8 データセット２の評価結果, DQ=4,L=50 Fix. . . . . . . . . . . . . . . . . 79
4.9 データセット１の評価結果, thd=600,L=50 Fix. . . . . . . . . . . . . . . 80
4.10 データセット２の評価結果, thd=600,L=50 Fix. . . . . . . . . . . . . . . 81
4.11 データセット１の評価結果, thd=600,DQ=4 Fix. . . . . . . . . . . . . . . 82
4.12 データセット２の評価結果, thd=600,DQ=4 Fix. . . . . . . . . . . . . . . 83
5.1 ＳＶＭ手法で文字ストローク画像抽出に失敗する例 . . . . . . . . . . . . 87
5.2 提案手法のフローチャート . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.3 入力カラーテロップ画像と色分解レイヤーの各２値画像 . . . . . . . . . . 90
5.4 ノイズ除去後の各レイヤーの２値画像 . . . . . . . . . . . . . . . . . . . . 92
5.5 各レイヤーの黒画素連結領域 . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.6 各レイヤーのキー文字矩形 . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.7 文字候補矩形抽出と文字認識 . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.8 各レイヤーの文字候補矩形 . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.9 レイヤーをまたいだＤＰ処理による文字ストローク画像抽出と文字認識 . 97
5.10 ＤＰ処理に使用される隣接３矩形の関係 . . . . . . . . . . . . . . . . . . . 97
5.11 選択された文字ストローク画像 . . . . . . . . . . . . . . . . . . . . . . . 97
5.12 色クラスタリングエラー . . . . . . . . . . . . . . . . . . . . . . . . . . .100
vii
表目次
3.1 従来手法の３要件の評価比較 . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2 記号の意味 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .47
3.3 比較手法における正しく選択できた文字数 . . . . . . . . . . . . . . . . . 60
3.4 各手法の辞書サイズ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.1 テスト１の評価結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2 テスト２の評価結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99























































































4 第 1章 序論
図 1.1 Tausheckの特許









































1951年に最初の商業コンピュータ UNIVAC I が稼働した後、コンピュータを使用した
様々な手法が提案されていく。
1953年、David H. Shepardは特許（アメリカ合衆国特許第 2,663,758号）を取得 [9]。
Gismoは、英語のアルファベットのうち 23文字を読み取ることができ、モールス符号を
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理解し、楽譜を読みとることができ、活字のページを読み上げることができ、タイプされ
たページを読みとってプリンターで複製することができた。David H. Shepardはその後




















また、1957年に、イギリスの Solatron Electronics Group Ltd.が、peephole法に基づい
















の数を特徴とした cross counting法を開発した。1956年　 Johnson [14]と Dimond [15]
が、snode（ゾンデ法）法による特徴量抽出を開発した。これは、画像の定点にノード
をおいて、その間に黒画素と交差する数を特徴量としたものである。このゾンデ法は、







登場した NCR420である [18]。これは、NOFまたは bicodesと呼ばれる、数字と５つ
の記号のための特別なフォントを使っていた。次の典型的なものは、ファーリントン
Electronics株式会社のファーリントン 3010だった [19]。仕組みは、NCRの OCRと同じ
で、Selfchek12F,7Bと呼ばれる、特別なフォントが使用された。また、OCRがコンピュー
タのための非常に重要な入力装置であると認めて、IBM も OCRの開発に非常に活動的
だった。IBM で最初の商品化された OCRは IBM1418だった [20] [21]。この装置は、特




OCRの第一世代のものを発表した。たとえば、富士通の Facom 6300Aや、日立の H-852
である。両方ともストローク分析法を使用する。他方、NECの N240D1は、IBM1417と
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類似していて、407フォント文字を対象文字とした。










































イギリスの郵便局だった。イギリスでは 1965年、郵便貯金に相当する National Girobank























に Watanabeや、1972年の福永らによって KL 展開を文字認識に応用する研究が行われ
た [33] [34]。1971年に野口、飯島は、この手法で印刷カタカナデータで実験を行った。
1967年から 1972年にかけて、部分空間法 [35] [36]が発表された。また、テンプレート
マッチングと構造解析法の中間の手法として、1968年、NECが「画像を縦横に分割し、
各分割ブロック毎に４方向の方向特徴を求める特徴量」の技術を開発し、特許をイギリス
で取得した [37]。類似アイデアは、Munson [38]も提案し、有名な OCRである IBM1287





























された [40] [41] [42]。また、字種の拡大、自体の自由化、書体の自由化で研究が行われ
た [43] [44] [45]。手書き漢字認識では、文字ストロークを抽出してモデルと比較する構
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ア OmniPageを販売した。1988年、富士電機がマルチフォント活字漢字 OCR XP-70S
を発表 [54]。三洋電機が 8086マイクロプロセッサを使用した漢字 OCR CLL-2000を発
売 [55]。1990年代中ごろ、アメリカ合衆国エネルギー省 (DOE)は情報科学研究所 (ISRI)
に印刷文書の認識技術育成という使命を与えた。それにより 5年間に渡って Annual Test




























米 Microsoft社は、Windowsでの文書検索の一環として、 Microsoft Office Document


























いる [59] [60] [65]。これらを分類すると、以下に分類できる。
・カメラベースの文書認識技術の研究 [66] [67]
・カメラベースの情景画像中の文字認識の研究 [68] [69] [70] [71] [72]











には、カラー文書まで対象を広げた研究も行われている [77] [78] [79]。
手書き文字認識に関する研究では、より自由な書体に向けて、文字の変形の吸収の新し
いアプローチとして２次元 DPによるマッチング [80]や、サインの照合 [81] [82]、郵便























































































































































































































































































































































|xi − µCi | (2.1)
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ここで、
xi : 入力文字の d次元特徴ベクトルの第 i要素







(xi − µCi ) (2.2)
ここで、
xi : 入力文字の d次元特徴ベクトルの第 i要素









(ϕi · (x− µC))2 (2.3)
ここで、
x : 入力文字の d次元特徴ベクトル
µC : 辞書内のカテゴリ C の d次元代表ベクトル
λi :カテゴリ C の共分散行列の第 i番目の固有値 (i = 1, 2, · · · , d)























log λi + (d− k) log h2
ここで、
x :入力文字の d次元特徴ベクトル
µC :辞書内のカテゴリ C の d次元代表ベクトル
λi : カテゴリ C の共分散行列の第 i番目の固有値 (i = 1, 2, · · · , d)
ϕi :カテゴリ C の共分散行列の第 i番目の d次元固有ベクトル (i = 1, 2, · · · , d)










x : 入力文字の d次元特徴ベクトル
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x : 入力文字の d次元特徴ベクトル
λi :カテゴリ C の共分散行列の第 i番目の固有値 (i = 1, 2, · · · , d)







(ϕi · x)2 (2.7)
ここで、
x : 入力文字の d次元特徴ベクトル
ϕi : カテゴリ C の共分散行列の第 i番目の d次元固有ベクトル (i = 1, 2, · · · , d)
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[99] [100] [101]、R-tree [99] [100] [102]、SR-tree [99] [103]、Sp-tree [104]、MPA [105]、












Locality-Sensitive Hashing（LSH）手法 [100] [101] [108] [109] [110] [111] [112] [113]
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図 3.4 LSH手法の例
表 3.1 従来手法の３要件の評価比較
Methods VQ Clustering ANN LSH AM
分類正解率 △ ○ ○ ○
大分類処理時間 △ × ○ ○






















る。この Margin Added Hashingのアイデアは、以前発行された文献 [115]に記述がある
が、本論文では、詳細なパラメータを用いた LSH、ANN との新しい比較評価と詳細な考
察を行った。
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ある。本論文では、マージン値は定数を使用している。図 3.6で、bit1ωk 配列は、式 3.1，






ωk}2, · · · , {b
j
















B = {0, 1}
u = (u1, u2, · · · , un) ∈ Bn,
v = (v1, v2, · · · , vn) ∈ Bn
(3.4)




ϕk 第 k 番目の軸の固有ベクトル
ω カテゴリ, ω = 1, 2, · · · ,max category.
xjω カテゴリ ω の第 j 番目の学習サンプルの特徴ベクトル
Nω カテゴリ ω の学習サンプルの特徴ベクトル数




u ∨ v = (u1 ∨ v1, u2 ∨ v2, · · · , un ∨ vn)
u ∧ v = (u1 ∧ v1, u2 ∧ v2, · · · , un ∧ vn)
(3.5)
であり、式 3.4の、要素が０または１である論理ベクトル u と v について、式 3.5に
示す様な２つの演算を定義する。即ち、演算 ’∨’ は、２つの論理ベクトル間のビット OR
演算を表す。この演算では、２つのベクトルの対応する要素間のビット OR演算が行われ
る。演算 ’∧’ は、２つの論理ベクトル間のビット AND 演算を表し、同様に、この演算で
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は、２つのベクトルの対応する要素間のビット AND 演算が行われる。本論文では、論理
ベクトルをビット配列としてみなしている。
bit1jωk は、カテゴリ ω の第 j 番目の学習サンプルベクトル x
j
ω の第 k 軸でのビット配
列を表している。カテゴリ ωの学習サンプル xjω が入力された場合、これは第 k軸の上の
⌊(xjω · ϕk)⌋の値に投影される。次に、ビット配列 bit1
j
ωk の ⌊(xjω · ϕk)⌋ −marginから
⌊(xjω · ϕk)⌋+marginの範囲の間の全てのビットが’１’に設定される。この範囲の外側
のビットは全て’０’に設定される。カテゴリ ωの各学習サンプルベクトルの各ビット配
列は、論理 OR演算でマージされ、第 k軸のカテゴリ ω のビット配列 bit1ωk がハッシュ







xが入力されると、第 k 軸の ⌊(x · ϕk)⌋の値に投影される。第 k 軸の上で、この値を持つ
カテゴリの集合は、各ビットが１つのカテゴリに対応するビット配列 bit2⌊(x·ϕk)⌋ で表さ
れる（図 3.6を参照）。ここで、 {b⌊(x·ϕk)⌋}i は、ビット配列 bit2⌊(x·ϕk)⌋ の上で、入力ク
エリベクトルが投影された第 k 軸上の点 ⌊(x · ϕk)⌋の第 i番目のカテゴリを表すビットで
ある。MAH 法の最終的な大分類結果は、式 3.6，3.7に示す様に、各軸の bit2⌊(x·ϕk)⌋ 配
列の論理 AND 演算の結果として求められる。即ち、 Output bit配列の中のビット’１’
で示されるカテゴリが最終的な MAH 法の大分類結果出力である。
bit2⌊(x·ϕk)⌋ = ({b⌊(x·ϕk)⌋}1, {b⌊(x·ϕk)⌋}2, · · · , {b⌊(x·ϕk)⌋}max category) ∈ B
max category
(3.6)






































































SR = NasNcd (3.9)
ここで、Nas は、選択出力されたカテゴリ数の平均値であり、Ncd は辞書の中の全カテ
ゴリ数で 5225である。
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果とした。事前実験によって、Nc は５とした。MAH 手法と AM 手法では、マージンの
値がパラメータになるが、マージン値を振らせて、よい性能を提示するマージン値を探し
た。ANN 法では、ライブラリ [107]で提供される k-nearest neighbor探索を使用した。こ





時間も ANN の処理時間の中に含んで計測した。LSH法では、本論文では E2LSH(Exact












3.8は示している。MAH 手法と AM 手法では、パラメータはマージン値であり、これは、
図 3.8では m として表記されている。VQ クラスタリング手法では、パラメータは、ク
ラスタ数 n である。ANN 手法では、パラメータは eps と k である。いずれもライブラ























































らに、AM 法と MAH 法は、LSH法で使われるランダムな軸より効率のよい直交軸を使
用していることから処理時間が短くなる。
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図 3.11 VQクラスタリング法が選択失敗して、MAH 法が成功する例
図 3.8に示されるトータルな認識処理の性能をみると、MAH 法が最もよい手法である
といえる。さらに、図 3.9と図 3.10によって、MAH 法は、短い処理時間で、高精度な分
類精度を維持したまま選択カテゴリ数を相対的に小さくすることができることがわかる。








数を 100とした。ANN 法では、epsを 3.0、k を 1000に設定し、LSH法では、Lが 20，







































図 3.8において、全体の認識処理時間がおよそ 90msec.のあたりを見ると、AM 法の
マージン値が 10であるのに対し、MAH 法はマージン値が 20となっている。この場合、
図 3.14に示す様に、入力クエリベクトルが AM 法の範囲の外で、かつ、MAH 法の範囲の
中にプロットされることが可能となる。このような場合によって、AM 法と比較した場合
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なる。この現象を、マージン値 10と 20の AM 法と、マージン値が 20のMAH 法を比較
して実験で確かめた。両方の手法でマージン値 20を使用した場合の結果を図 3.13の (b)
に示す。AM 法だけ選択エラーとなる文字数はゼロである。これは、AM 法の各カテゴリ
の範囲がMAH 法での各カテゴリの範囲を完全に包含していることを表す。AM 法でマー
ジン値を 10とした場合の結果は、図 3.13の (c)に示される。この場合は、AM 法だけ選
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表 3.3 比較手法における正しく選択できた文字数
Methods LSH AM VQ Clustering ANN





以外の 64文字について、今後 MAH 法をさらに改良できるヒントを得るために、分析を























Methods LSH AM MAH VQ Clustering ANN


















































































, i = 1, 2, · · · ,M (4.1)
ここで、M は、カテゴリの数、P (ωi)は、カテゴリ ωi の事前確率、 p(x|ωi)はカテゴ
リ ωi の確率密度関数、p(x)は混合確率密度関数である。p(x)は、カテゴリに依存しない
ため、式 4.1の分子部分は、式 4.2のように判別関数として分類に使用することができる。




























ここで、 λij , j=1,2,· · · , D は、カテゴリ ωi の共分散行列 Σi の固有値で、大きさの降
順に並べたもの。Λi=diag [ λi1, λi2, · · · , λiD ] は、固有値を対角成分とする行列。ϕij ,
j=1,2,· · · ,Dは、カテゴリ ωi の共分散行列 Σi の固有ベクトルで、固有値 λij に対応する
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散行列 Σi の上位K 個の固有値 λi 、固有ベクトル ϕi などのベクトル情報を辞書として用
意する必要がある（図 4.1）。MQDF辞書の大きさは、１つのカテゴリにおいて、カテゴリ
のインデックスまたは文字コードを表す１次元の要素の他に、 µi がD次元、 λi がK 次
元、 ϕi がK × D 次元が必要である。この内、MQDF辞書の中で圧倒的な部分を占める








Q個の部分ベクトルに分割し、DQ 次元のサブベクトル ϕij1, ϕij2, · · · , ϕijQ を生成する。
ここで D=DQ × Qという関係となる。
次に、すべてのカテゴリから生成された部分ベクトルを１つの集合に入れ、この部分
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図 4.2 Compact MQDF法の Codebookと Indices
ベクトルの集合を対象とした LBGクラスタリング [122]を行う。その結果、 L個のクラ
スタが作成され、クラスタリング前の部分ベクトル ϕijq , (i=1, · · · , M , j=1, · · · , K, q=1,
· · · , Q )は、小さな L個のDQ 次元の部分ベクトルのプロトタイプにクラスタリングされ
る。生成された各クラスタにはクラスタ番号を付け、DQ 次元の部分ベクトルの代表ベク
トルを求めておく。












スタのインデックス番号 (1～ L )である。
DQ 次元部分ベクトルの１つの要素を表現するビット幅を r と定義すると、 L が２の
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イトの unsigned shortで表現できるため、2× Q×K ×M バイトとなる。
例えば、D=288，K=10，M=3700、DQ =4，Q=72，L=500の場合は、図 4.3のCodebook
のサイズは、4× 4× 500＝ 8Kバイト、Indicesのサイズは、2× 72× 10× 3700＝約
5.3Mバイトで、Codebookと Indicesを合計したサイズでも約 5.3Mバイトとなり、元の
MQDF辞書を使用する場合の１／９程度と大幅に圧縮できることが分かる。


















であることになり、このカテゴリだけを対象に Longらの Compact MQDFの処理を行い、
近似固有ベクトルを使用した認識を行う。類似カテゴリ集合に所属するカテゴリは、高精
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のカテゴリの固有ベクトルを Q個に分割し、それぞれ DQ 次元の部分ベクトルを作成す
る。この部分ベクトルが所属するクラスタを求め、そのクラスタのインデックス番号で置
き換える。この結果、このカテゴリの固有ベクトルは、元の D 次元から、 Q次元に圧縮
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図 4.5 提案手法の辞書
される。また、オリジナルの MQDF辞書の１つのカテゴリが、類似カテゴリに入ってい




× DQ × Lバイトとなる。
また、Indicesのサイズは、クラスタのインデックス番号の最大値 L は２バイトの
unsigned shortで表現できるため、類似カテゴリに入らないカテゴリでは、１カテゴリあ
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たり 2× Q× K バイトとなり、類似カテゴリに入るカテゴリでは、１カテゴリあたり 4
× D × K となる。全 M 個のカテゴリの中で、類似カテゴリに入らないカテゴリが N
個（0≦ N ＜M )とすると、Indices全体のサイズは、識別フラグの要素サイズを１とし
て、N × 2× Q×K バイト＋（M － N）× 4×D×K ＋M バイトとなる。D=288，
K=10，M=3700、DQ =4，Q=72，L=500、N=1500の場合は、提案手法の固有ベクトル
のサイズは全体で、4× 4× 500＋ 1500× 2× 72× 10＋（3700－ 1500）× 4× 288







提案手法の Hybrid Compact MQDFでは、D 次元の合成固有ベクトル領域 ϕを用意して
おき、その場で固有ベクトルを合成しながら計算を進める（図 4.6を参照）。提案手法の







具体的には、Q次元のインデックス番号のベクトルの第 i目の要素の値が Ii の場合、こ
れを Codebookのインデックスとして使用して、Codebookの第 Ii 番目の DQ 次元の部
分ベクトルを参照し、これを、D 次元の合成固有ベクトル領域 ϕの先頭から第 ( Ii -1)×















4.5.1 hybrid Compact MQDF辞書のパラメータ
パラメータとして、以下のものを使用した。
１）類似カテゴリのクラスタリングにおけるクラスタ間の距離 thd
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図 4.7 データセット１の評価結果, DQ=4,L=50 Fix.
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図 4.9 データセット１の評価結果, thd=600,L=50 Fix.
書サイズと認識精度は、オリジナルMQDF法に近づく。














図 4.10 データセット２の評価結果, thd=600,L=50 Fix.
データセット２の結果も、データセット１の結果と同様で、提案手法は、文字認識精度
をオリジナル MQDF手法からあまり低下させずに Compact MQDF手法よりも高精度認
識を実現できることを示している。
4.6.2 thdと Lを固定した場合
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図 4.11 データセット１の評価結果, thd=600,DQ=4 Fix.






















である Compact MQDF手法をベースとして、Compact MQDF手法とオリジナル MQDF
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ならないが、一般的なストローク画像抽出手法 [125] [126] [127] [128] [129] [130] [131]
は、テロップ文字列が単一文字色であることを仮定している。



































































































ここで、 vi=1/di 、また、di は、OCR結果の中で i番目の候補の距離値を意味する。次
に、事前に収集した学習用の約 22万文字に対する評価によって、正しく認識された文字
と、正しく認識できなかった文字に対する r 値のヒストグラムが、それぞれ求められる。
ここで、インデックス値 r について、正しく認識できた文字の頻度を Nc( r )、誤認識
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位として求められる。また、この候補の距離値を dj とする。インデックス sを使用して、





























































96 第 5章 作成した認識技術を使用して映像中のテロップ認識への応用結果
図 5.8 各レイヤーの文字候補矩形
Wd は 400にセットされている。






(Wp - | Y minL -Y minC |)＋ (Wp - | Y maxL -Y maxC | )+









































ＯＣＲエラー 色クラスタ ＤＰ処理 文字候補矩形 その他の 合計
リングエラー エラー 抽出エラー エラー
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