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Abstract. The present contribution is the ®rst of four
parts. It considers the precision of the ¯oated and the
®xed baseline. A measure is introduced for the gain in
baseline precision which is experienced when the carrier
phase double-dierenced ambiguities are treated as
integers instead of as reals. The properties of this
measure are analyzed, and it is shown by means of
principal angles how it relates to the change over time of
the relative receiver-satellite geometry. We also present
canonical forms of the baseline variance matrices for
dierent measurement scenarios. These canonical forms
make the relation between the various variance matrices
transparent and thus present a simple way of studying
their relative merits.
1 Introduction
As witnessed by the enormous GPS literature available,
there exists a great variety in GPS models currently in
use. They may range from single-site models used for
local monitoring purposes to multi-baseline models used
as a tool for studying geodynamic phenomena, or from
supershort multi-baseline models used for local attitude
determination to wide-area models for transmitting
dierential corrections. Depending on the application
at hand, each one of these models may dier in the way
the observed signals are linked, in the way the reference
systems and the orbits are treated, or in the way the
receiver and propagation delays are modelled. An
overview of these and other GPS models, together with
their applications in surveying, navigation, and geodesy,
can be found in textbooks such as Borre (1995),
Hofmann-Wellenhof et al. (1994), Kleusberg and
Teunissen (1996), Leick (1995), Parkinson et al. (1996),
or Seeber (1993).
In this contribution, which consists of four parts, we
will only consider a small segment out of the rich variety
of existing GPS models. The models considered are of
the single-baseline type, using two stationary receivers
separated by a short distance only. The term `short'
refers to the assumptions that the double-dierenced
GPS observables are suciently insensitive to orbital
uncertainties in the ®xed orbits and to residual iono-
spheric and tropospheric delays. Hence, it will be as-
sumed that the receiver-satellite ranges and the carrier
phase ambiguities are the only unknown parameters
appearing in the double-dierenced observation equa-
tions. Within this class of GPS models, one can dis-
criminate between three dierent single-baseline models.
They are:
1. the geometry-free model,
2. the time-averaged model,
3. the geometry-based model.
A precise de®nition of each of these three models will be
given in the following section. It is the aim of the present
contribution to give a detailed analysis of the qualities of
each of these three models and to compare their relative
merits. In order to provide a deeper understanding, the
emphasis will be on presenting analytical results and,
where possible, closed form formulae, such that a
qualitative rather than a quantitative description of the
intrinsic structures of both model and estimators can be
given. At times however, the closed form formulae
presented are also of relevance for numerical implemen-
tation.
All the analytical results are proved and summarized
in theorems or corollaries. In order not to be distracted
by the details of the proofs, all major proofs are col-
lected in the Appendix. The theory to be presented is
divided into four separate parts. They have been given
the subtitles
I. The baseline precision,
II. The ambiguity precision and correlation,
III. The geometry of the ambiguity search space,
IV. Precision versus reliability.
Each of these four parts focusses on one major aspect of
the whole process of baseline and ambiguity estimation
and validation. But in all four parts, the three mentioned
single-baseline models are considered. A continuous
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thread that runs through the four parts is provided by
the gain-number concept introduced in Part I. In this
®rst part, it is the precision of both the `¯oated' and the
`®xed' baseline which is analyzed. It is shown how the
gain in baseline precision due to ambiguity ®xing can be
used to present the various baseline variance-covariance
matrices in canonical form. Part II focusses on the
ambiguities themselves; it presents an analysis of the
precision and correlation of the double-dierenced
ambiguities as well as of the widelane ambiguities. It is
shown that the ®rst transformation of the sequence of
transformations that built up the decorrelating ambi-
guity transformation is always given by the widelane
transformation. The ambiguity search space, which is of
relevance for both the estimation and the validation of
the integer ambiguities, is the topic of Part III. A
complete description of the size, shape, and orientation
of the ambiguity search space is given. Finally Part IV
considers the precision of the baseline in relation to the
reliability of the ambiguities. It is shown how and to
what extent an improvement in the gain in baseline
precision takes place at the cost of the reliability of the
ambiguities, and vice versa. Also, a measure for the
ambiguity dilution of precision is introduced and closed
form formulae for it are given.
The material of Part I is given in the present contri-
bution. In Sect. 2 the three single-baseline models are
introduced. For these models, the ¯oated-baseline pre-
cision and the ®xed-baseline precision are discussed in
Sect. 3. In this section we also present an easy-to-
compute second-order approximation to the baseline
precision. It shows how the baseline precision depends
on the observation time-span and on the sampling rate.
In Sect. 4 we introduce our gain-number concept. The
gain numbers measure the gain in baseline precision
which is experienced when one considers the ambiguities
to be integers instead of reals. It is shown how the gain
numbers can be computed and how they can be inter-
preted as a measure for the change in relative receiver-
satellite geometry. Finally in Sect. 5 we show how the
gain-number concept can be used to formulate canonical
forms for the various baseline variance matrices. These
canonical forms make the relation between the various
variance matrices transparent and thus allow one to
study their relative merits. In support of this, we also
present a commutative diagram of the GPS baseline
precision of before and after ambiguity ®xing.
2 The single-baseline model
In this section we will introduce the three single-baseline
models that form the basis of our study: the geometry-
based model, the geometry-free model and the time-
averaged model. It will be assumed that double-dier-
enced (DD) phase data are available, either on L1 only
or on both L1 and L2. Also, the possibility of having
code data available on either L1 or on both L1 and L2 is
included. Furthermore it is assumed that the separation
between the two GPS receivers is such that the
DD observables are suciently insensitive to orbital
uncertainties in the ®xed orbits and to residual iono-
spheric and tropospheric delays. In order to facilitate
our analysis, we will also assume that during the
observation time-span, the same number m of satellites
is tracked. This assumption is realistic for relatively
short time-spans, as is the case when fast ambiguity
®xing methods are applied.
2.1 Geometry-based model
Based on the earlier assumptions, the linear(ized) model
of DD observation equations reads
DT /ji  DT Aib kjaj ;
DT pji  DT Aib ;
1
with j  1; 2 and where i  1; . . . ; k denotes the epoch
number and k equals the total number of epochs; /1, /2,
p1, and p2 are the m-vectors containing the (observed
minus computed) metric single-dierenced (SD) phase
and code observables on L1 and L2; DT is the
mÿ 1  m DD matrix operator; Ai is the m 3 SD
design matrix that captures the relative receiver-satellite
geometry at epoch i; b is the 3-vector that contains the
unknown increments of the three-dimensional baseline;
k1 and k2 are the wavelengths of L1 and L2; and a1 and a2
are the two mÿ 1-vectors that contain the unknown
integer DD ambiguities; they are obtained from the SD
ambiguities using the DD matrix operator already given.
The model of Eq. (1) is referred to as the geometry-
based model, since the receiver-satellite geometry, as
captured by the matrices Ai, plays a prominent role in it.
This model forms the common mode of operation in
most GPS surveying applications. Typical examples can
be found in Remondi (1985), Frei and Beutler (1990),
WuÈ bbena (1991), Teunissen (1993), Tiberius and de
Jonge (1995), or Goad (1996).
Note that in our description of the single-baseline
model, we have explicitly shown the presence of the DD
matrix operator. The reason for doing so lies in the fact
that it will aid us in constructing the various canonical
forms. Furthermore, the presence of the DD matrix
operator will also immediately show which of the results
in our analysis are reference satellite dependent and
which are not.
In our analysis we assume time correlation to be
absent and the time-invariant weight matrix (inverse
variance matrix) at epoch i, to be given as the block
diagonal matrix





' denotes the Kronecker product. The scalars
a1, a2, b1, and b2 are the weights of the L1 and L2 phase
and code observables. Hence, by setting them to zero,
we can short-circuit the presence of any one of these
four types of observables. This will become very useful
later on in the sequel, since it will allow us to use our
analytical results also in situations where only a
particular subset of the observables is used.
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2.2 Geometry-free model
The geometry-free model follows from the geometry-
based model if we disregard the presence of the receiver-
satellite geometry. Hence, it follows if we replace Aib in
Eq. (1) by the SD range vector ri. The model therefore
reads
DT /ji  DT ri  kjaj ;
DT pji  DT ri ;
3
with j  1; 2. Although this model is not of much use for
determining the baseline, it is still a model on which one
can base strategies for determining the integer ambigu-
ities. In fact, this is the simplest approach to integer
ambiguity estimation. The code data are almost directly
used to determine the unknown integer ambiguities of
the observed phase data. Examples of such approaches
can be found in Hatch (1982), Euler and Goad (1990),
Dedes and Goad (1994), Euler and Hatch (1994), and
Teunissen (1996).
2.3 Time-averaged model
The time-averaged model follows from taking the time
average of the vectorial observation equations of Eq. (1).
It reads
DT /j  DT Ab kjaj ;
DT pj  DT Ab ;
4
with j  1; 2 and where /j and pj are the time averages
of the SD phase and code data, and A is the time average
of Ai.
Our motivation for including the geometry-free
model and the time-averaged model in our present study
is twofold. First, both these models are of practical
relevance. The practical relevance of the geometry-free
model has already been proven by the many applica-
tions of it. This is not yet true however for the time-
averaged model. Still, it is our belief that also this model
warrants a closer study in view of practical applications.
The model is simpler to work with than the geometry-
based model, while at the same time still relating to the
baseline. Also, since the GPS receiver-satellite geometry
is known to change slowly with time, the results that
hold true for the time-averaged model should not dier
too much from the results that hold true for the
geometry-based model.
The second reason for including the geometry-free
model and the time-averaged model in the present study
has to do with their close relation to the geometry-based
model. In fact, once we have obtained the analytical
results that hold true for the geometry-based model,
only minor changes have to be made in order to obtain
the corresponding results that hold true for either the
geometry-free model or the time-averaged model. This
will therefore allow us to compare the relative merits of
the three models.
One can rank the three models according to the
precision of their least-squares estimators of the ambi-
guities. The best possible precision will be obtained with
the geometry-based model and the poorest precision
with the geometry-free model. The precision of the
ambiguities based on the time-averaged model will
generally be poorer than when using the geometry-based
model, but better than when using the geometry-free
model. The results of the geometry-based model become
identical to those of the time-averaged model when there
is no change in time of the receiver-satellite geometry.
That is, when Ai  A, for all i. This shows that by simply
substituting Ai  A, for all i in all the results that hold
true for the geometry-based model, we obtain the cor-
responding results for the time-averaged model. It also
shows that the two models are identical for the single-
epoch case. In the single-epoch case, k  1, the time-
averaged model also becomes identical to the geometry-
free model, when satellite redundancy is absent; that is
when m  4. Hence, this also gives us a way, free of
charge, to obtain the results for the geometry-free model
from those of the time-averaged model. One can also
obtain the results for the geometry-free model from the
results of the geometry-based model. To see this, con-
sider the relation between the DD range vector DT ri and
the baseline b: DT ri  DT Aib, for i  1; . . . ; k. Now
simply think of vector b as an mÿ 1 k-vector, such that
a one-to-one relation is established between b and the
k mÿ 1-vectors DT ri. In that case, the results of the
geometry-based model also reduce to that of the geo-
metry-free model.
In the present paper we will focus our attention on
the geometry-based model, including its relation with
the time-averaged model. The geometry-free model will
not be further considered in this part, because of its
parametrization in terms of the range vectors instead of
the baseline. It will reappear however in Part II, when
we start our study of the least-squares ambiguities.
3 The baseline precision
In this section we will present the variance matrices of
the dierent least-squares estimators of the baseline
vector b. Various cases will be discriminated. First, we
will discriminate between the so-called `¯oat' and `®xed '
solution. The least-squares estimate of the ¯oated
baseline will be denoted as b̂ and the least-squares
estimate of the ®xed baseline will be denoted as b.
The `¯oat' solution follows from solving the single-
baseline model in a least-squares sense, assuming that
the DD ambiguities are unknown and real valued. The
`®xed' solution on the other hand, follows from solving
the model in a least-squares sense, assuming that the
DD ambiguities are known integers. The precision of the
¯oated baseline will be discussed in Sect. 3.1 and the
precision of the ®xed baseline in Sect. 3.2.
We also discriminate between phase-only and code-
only solutions. For the geometry-based model, the least-
squares estimate of the ¯oated phase-only baseline will
be denoted as b̂/ and that of the ¯oated code-only
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baseline as b̂ p. The least-squares estimate of the
¯oated baseline which is based on both phase and code
data will be denoted as b̂/; p. The corresponding ®xed-
baseline solutions are denoted as b/ and b/; p,
respectively. The estimate `b p' does not exist of course,
since ambiguities are absent in the code-only case.
For the time-averaged model, no ¯oated phase-only
baseline exists. The code-only solution is denoted as
b̂ p. The ®xed-baseline solution based on phase data
only is denoted as b/ and the ®xed-baseline solution
based on both phase and code data is denoted as b/; p.
Based on the results of the ®rst two subsections, a
second-order approximation to the baseline precision is
developed in Sect. 3.3. Apart from being a viable and
easy-to-compute alternative to the actual variance
matrix of the baseline, our approximation also shows
the main contributing factors to the baseline precision.
3.1 Before ®xing
We consider the precision of the geometry-based
baseline estimators b̂/, b̂ p, and b̂/; p, and the
precision of the time-averaged baseline estimator b̂ p.
It will be clear that the three types of ¯oated baseline
estimates b̂/, b̂ p, and b̂/; p must be related, since
they are based on the same model and are estimates of
the same unknown baseline vector b. In fact, since b̂/
and b̂ p are uncorrelated, it follows that b̂/; p equals
the matrix-vector form of the weighted average of the
two. This weighted average can be written in the
following two ways
b̂/; p  b̂/  K/; p b̂ p ÿ b̂/
h i




The two gain matrices K/; p  Qb̂/; pQb̂ pÿ1 and
K p;/Qb̂/; pQb̂/ÿ1 can be interpreted as preci-
sion gain matrices, since they measure the precision of
the individual solutions b̂ p and b̂/ relative to the
precision of the overall solution b̂/; p. Thus if K/; p
is `small', then Qb̂ p is `large' with respect to Qb̂/; p
and one can expect the contribution of b̂ p to be
small; thus b̂/; p ' b̂/. Likewise, if K p;/ is
`small', then Qb̂/ is `large' with respect to Qb̂/; p
and one can expect the impact of b̂/ to be small; thus
b̂/; p ' b̂ p.
It will be one of our goals in this contribution to
formulate, in a qualitative sense, precisely on which
factors the stated gain matrices depend. In order to
do so, we ®rst need the solutions for these variance
matrices. For the geometry-based model, they are given
in the following theorem.
Theorem 1 (Floated-baseline precision)
The variance matrices of, respectively, the ¯oated,
phase-only, code-only, and phase-and-code baseline solu-





















with A  1k
Pk
i1 Ai and P  DDT Dÿ1DT .
Proof: see Appendix. (
Note that these results can also be used to determine
the variance matrix of the ¯oated baseline for the single-
frequency cases. For the L1 phase-only case, we take
Qb̂/ and set a2  0. For the L1 code-only case, we take
Qb̂ p and set b2  0 and for the phase-and-code
L1-only case, we take Qb̂/; p and set a2  0 and b2  0.
Also note that in the variance matrices three dierent
averaging operations are involved. Namely:
 a weighted average
 a satellite average
 a time average
The weighted average manifests itself through the scale
factor 1=a1  a2 in Qb̂/. It is due to the weighted
average that is taken in the adjustment of the L1 and L2
phase data: /w  a1/1  a2/2=a1  a2. The same
can be said of the scale factor 1=b1  b2 in the
variance matrix of the code-only solution.
The second average involved is a satellite average. It
is due to the presence of the matrix P and thus a con-
sequence of the DD nature of the observables. The
matrix P is an orthogonal projector, that projects ortho-
gonally onto the range space of D. It can be represented
in the following two ways
P  DDT Dÿ1DT  Im ÿ eeT eÿ1eT ; 7
with the m-vector e  1; . . . ; 1T and the m m unit
matrix Im. This second representation shows that with
matrix P , residuals are formed with respect to the
average taken over all satellites. Thus with Ai  a1ti;
. . . amtiT and A  a1; . . . ; amT , the jth row of
P Ai ÿ A reads as
ajti ÿ ajT ÿ 1m
Pm
j1
ajti ÿ ajT ;
in which the second term consists of the average over all
m satellite channels. Note that this representation of the
projector also makes quite clear that P is independent of
the matrix representation which is chosen for D. It is
thus also independent of the choice of reference satellite.
Finally, the third type of average is a time average. It
manifests itself in the average over time of the individual
receiver-satellite con®gurations, thus producing A. This
average is due to the presence of the time-invariant
ambiguities in the phase observation equations. Note
that the matrix sum of squares in the variance matrix of
the phase-only solution consists of dierences between
the design matrices of the individual receiver-satellite
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con®gurations and their time-averaged counterpart.
This is in contrast to the variance matrix of the code-
only solution, in which these dierences are absent. This
shows that the variance matrix of the phase-only
solution depends on the change in time of the receiver-
satellite geometry, whereas the variance matrix of the
code-only solution depends on the receiver-satellite
geometries at the individual time epochs themselves. This
implies, when there would not be a change in time of the
receiver-satellite geometry ± thus when k  1 or when
Ai  A, for all i ± that Qb̂/  1, but that Qb̂p would
still exist.
In case of GPS, the relative receiver-satellite geo-
metries change rather slowly due to the high-altitude
orbits of the satellites. Hence, for a small observation
time-span one would have Ai ' A. This would make the
matrix
Pk
i1Ai ÿ AT PAi ÿ A near rank defect, thus
posing potential problems in the inversion process. One
should, however, not too hastily conclude from this that
it implies poor estimability of the baseline. There is still
the scale factor 1=a1  a2, which is very small due to
the very high precision of the phase data. Hence, as to
the estimability of the baseline, we see here that data
precision competes with the change in time of the
satellite geometry. But of course, one can bring the
matrix
Pk
i1Ai ÿ AT P Ai ÿ A arbitrarily close to a
rank-defect matrix by shortening the observation time-
span. And in that case the baseline will have a poor
estimability indeed.
The variance matrix of the baseline when using the
time-averaged model and its relation to the baseline
variance matrices of the geometry-based model can be
obtained directly from Theorem 1 by assuming that the
individual receiver-satellite geometries coincide with
their time average. The results are summarized in the
following corollary.
Corollary 1 (Floated-baseline precision)
The ¯oated-baseline variance matrix of the time-
averaged model and its relation to the ¯oated-baseline




A T P A
 ÿ1
;
Qb̂ p  Qb̂ pÿ1  Qb̂/ÿ1
h iÿ1
;




with the weight ratio   b1  b2=a1  a2.
Proof: The ®rst expression follows from substituting
Ai  A, for all i, in the expression for Qb̂ p of
Theorem 1. The last two expressions make use of the
fact that
Pk




i P Ai ÿ k A T
P A. (
Note that a phase-only solution does not exist in case
of the time-averaged model. The reason is of course due
to the lack of a change in time of the receiver-satellite
geometry. For the same reason, no phase-only solution
exists in case of the geometry-based model, when only
one epoch is taken into account.
The corollary shows that the estimators b̂ p and
b̂/; p are indeed more precise, or at the most equally
precise as the estimator b̂ p. Equality in precision only
holds when the receiver satellite fails to change in time.
Still one can expect the suboptimal estimator b̂ p to be
close to optimal when the receiver-satellite geometry has
changed only a little over time. To what extent this is
true, will be made clear in the sections following.
3.2 After ®xing
We will now consider the ®xed-baseline solution. From
the preceding discussion it will be clear that it is the
presence of the unknown but time-constant ambiguities
which prevents one, in case of phase data only, to
determine the baseline with sucient precision if only a
short observation time-span is used. One may therefore
expect a signi®cant improvement in baseline precision if
the ambiguities can be treated as known quantities. If we
denote the 2mÿ 1-vector of integer ambiguities as a,
the general relation between the ®xed and ¯oated least-
squares estimates of the baseline can be expressed as
b  b̂ÿ Qb̂âQÿ1â âÿ a : 9
An application of the error propagation law then gives
Qb  Qb̂ ÿ Qb̂âQÿ1â Qâb̂ ; 10
which shows that Qb < Qb̂. Note that in the application
of the error propagation law, the integer ambiguities
have been treated as nonstochastic variables. Thus the
given matrix is a conditional variance matrix. That is, it
is the variance matrix of the baseline, conditioned on the
assumption that the ambiguities are known and non
stochastic. But actually, the computed ambiguities are
not nonstochastic. The fact that the ambiguity ®xing
process produces an ambiguity vector which is integer,
does not imply that it is nonstochastic. Hence, in order
to obtain the theoretically correct variance matrix of b,
the stochasticity of the integer ambiguity vector a should
be taken into account when applying the error propa-
gation law to Eq. (9). This is a nontrivial problem and
one that has not yet been solved satisfactorily from a
theoretical point of view. Fortunately, the practical
relevance of this problem diminishes when a sound
procedure has been used for the validation of a. One of
the features of a proper validation procedure should
namely be to verify whether or not sucient probability
mass is located at a single grid point in the space of
integers. Only when this can be assured to a sucient
degree will it be realistic to consider Eq. (10) as the
variance matrix of the ®xed baseline. In this, Part I, it
will be assumed that this is indeed the case.
As in the case of the ¯oated baseline, the phase-only
and code-only solutions can be combined to give the
solution based on both phase and code data. The
324
matrix-vector form of the weighted average can be
written in the following two ways
b/; p  b/  L/; p b̂ p ÿ b/
h i




Again the gain matrices L/; p  Qb/; pQb̂ pÿ1 and
L p;/  Qb/; pQb/ÿ1 can be seen as matrices that
measure the gain experienced in baseline precision. The
variance matrices on which they depend are given in the
following theorem.
Theorem 2 (Fixed-baseline precision)
The variance matrices of the ®xed phase-only and ®xed















Proof: see Appendix. (
Comparing the results of this theorem with those of
Theorem 1 shows the impact of ambiguity ®xing. In
particular, note that the matrix residuals Ai ÿ A which
are present in Qb̂/, are absent in Qb/. In fact Qb/
has become a downscaled version of the code-only
variance matrix Qb̂p.
We will now consider the ®xed-baseline estimator
based on the time-averaged model and its relation with
the corresponding estimators of the geometry-based
model. As we have seen, the ¯oated baseline of the time-
averaged model was independent of the phase data. In
the ®xed case however, the phase data will be able to
contribute to the solution of the baseline. This is due to
the fact that once the ambiguities are assumed known,
the phase data start to act as if they were code data.
Thus b/ exists, whereas b̂/ does not. Since the time-
averaged phase data do not correlate with the ¯oated
phase-only solution b̂/, again a matrix-vector form of
weighted averages can be formulated. It can be repre-
sented in the following two ways:
b/  b/  G/ b̂/ ÿ b/
h i




with the gain matrices G/  Qb/Qb̂/ÿ1 and
H/  Qb/Qb/ÿ1. Also b/ and b̂/; p are un-
correlated, giving the updates
b/; p  b/  G/; p b̂/; p ÿ b/
h i




with the gain matrices G/; p  Qb/; pQb̂/; pÿ1 and
H/; p  Qb/; pQb/ÿ1. The two G matrices
measure the gain that is experienced due to ambiguity
®xing and the two H matrices measure the gain in
precision between the suboptimal ®xed baseline and its
optimal counterpart. The variance matrices that deter-
mine these gains are given in the following corollary.
Corollary 2 (Fixed-baseline precision)
The variance matrices of the ®xed phase-only and ®xed
phase and code solution of the time-averaged model and
their relation to their counterparts of the geometry-




A T P A
 ÿ1
;
Qb/; p  Qb̂ pÿ1  Qb/ÿ1
h iÿ1
;
Qb/  Qb/ÿ1  Qb̂/ÿ1
h iÿ1
;




Proof: Assuming the ambiguities to be known, the ®rst
two variance matrices follow from a least-squares
adjustment of the model of Eq. (4), and the third and
fourth from using the results of Theorems 1 and 2. (
If we compare the phase-only, but ®xed-baseline
variance matrix of the time-averaged model with the
code-only, but ¯oated-baseline variance matrix given in
Corollary 1, we clearly see that after ambiguity ®xing the
carrier phase data start to act as if they were very precise
code data. The last two equations of the corollary show
how the ®xed phase-only variance matrix of the time-
averaged model determines the dierences between the
®xed- and ¯oated-baseline variance matrices of the
geometry-based model.
3.3 A second-order approximation of the baseline
precision
Up to this point, we have made use of the epoch number
i as a way of indexing all time-dependent variables.
However, indexing with the epoch number does not
make explicit the relation that exists between the epoch
number and the argument of time itself. In order to
make this relation explicit, we will derive in this section a
second-order approximation of the precision of the
baseline. It provides a way of showing how the baseline
precision depends on the chosen sampling rate and the
chosen observation time-span. For suciently short
observation time-spans, our approximation may also be
used as an easy to compute alternative to the actual
variance matrix of the baseline. This may in particular
be helpful for design computations.
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Theorem 3 (Baseline-precision to second order)
Let the two matrices _A   _a1tc; . . . ; _amtcT and
A  a1tc; . . . ; amtcT be the ®rst-order and second-
order time derivatives of the SD design matrix
Ai  a1ti;. . . ; amtiT , evaluated at the central time
epoch tc  1k
Pk




a1  a2k 







1 1=1ÿ 1=k2kT 2 ;
c2  1
60
1ÿ 2=k2kT 2 :
Proof: see Appendix. (
Note that the acceleration term is absent in Eq. (16)
when k  2, and that both the velocity and acceleration
terms are absent when k  1. Also note that each of the
three matrices in the sum of Eq. (16) is symmetric. That
is, `cross products' like _AT P A, are absent. This is due to
the symmetric expansion around the central epoch tc.
`Cross products' containing the acceleration term will
appear however, when A is developed around tc. But
they disappear when one is willing to neglect the accel-
eration; and in that case the variance matrix Qb̂/; p
becomes rather straightforward to compute. It will then
only depend on the receiver-satellite geometry through
the two matrices Atc and _Atc.
The theorem gives an approximation to the precision
of the baseline before ambiguity ®xing. The result
Eq. (16) can however also be used, together with
Corollary 2, to obtain the corresponding approximation
to the precision of the baseline after ambiguity ®xing.
Also, the corresponding approximation to the precision
of the ¯oated baseline, based on phase data only, fol-
lows directly from the theorem. We therefore have the
following corollary:
Corollary 3 (Phase-only case)
The variance matrix of the ¯oated baseline, based on
phase data only, reads to a second order as
Qb̂/
: c _AT P _A kT 260 1ÿ 2k2 AT P A
h iÿ1
; 17
with c  12= kT 2k ÿ 1ka1  a2
n o
.
Proof: simply set b1  0 and b2  0 in order to obtain
Eq. (17) from Eq. (16). (
Based on this result, a number of remarks can be
made. First note that it is indeed the change in time of
the receiver-satellite geometry and not the instantaneous
geometry itself which determines the precision of the
¯oated phase-only baseline. Secondly, note that the
time-dependent parameters in Eq. (17) appear as scale
factors when the acceleration term is neglected. Hence,
in this case the structure of the variance matrix becomes
time invariant and the time-dependent part acts in the
same way as a variance factor of unit weight would. This
shows that the correlation between the baseline com-
ponents is approximately constant, but that the level of
the baseline precision is governed by the time-dependent
scale factor
c  12k ÿ 1T 2a1  a2
k ÿ 1
kk  1 :
This also implies that the time-dependent behavior of all
diagnostic quantities which are based on Qb̂/, such as
the eigenvalues, the determinant or the dilution of
precision (DOP) factors, are governed by c as well.
The corollary also makes quite clear how the baseline
precision behaves as function of both the sampling rate
and the length of the observation time-span. In order to
study the eect of the sampling rate, one should con-
sider a constant observation time-span. Thus in this case
k varies, while k ÿ 1T stays constant. However, in
order to study the eect of the observation time-span,
one should consider a constant sampling rate. Hence, in
this case, k ÿ 1T varies, while k stays constant. With
this in mind, it follows from Eq. (17) that
Qb̂/  k ÿ 1=kk  1 (sampling rate) ;
Qb̂/  1=k ÿ 1T 2 (time-span) :
This result shows that an increase in the observation
time-span is more eective in getting the variances of the
baseline down to smaller values, than an increase in the
sampling rate.
When code data are included as well, the situation
changes. This is due to the additional term  A T P A in the
normal matrix. The signi®cance of this change depends
on how large the phase-code variance ratio  is. We
return to this matter in Sect. 5.
Finally note that since the c-coecient acts as a scale
factor and since the baseline precision will be poor when
the observation time-span is short, it is advisable, when
inverting the actual normal matrix in order to obtain the
variance matrix, to treat the above c-coecient just as
one would treat the variance factor of unit weight. If this
precaution is not taken, one runs the risk, in particular
with short observation time-spans, that rounding errors
will destroy the inversion process.
4 The gain in baseline precision
The sole purpose of ambiguity ®xing is to be able, via
the inclusion of the integer constraints on the ambi-
guities, to improve upon the precision of the baseline.
The impact of the integer constraints on the ambiguities
manifests itself therefore in the change in baseline
precision, when going from the `¯oat' situation to the
`®xed' situation. In the present section we will make a
start with our study of this gain in baseline precision. In
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Sect. 4.1 we will introduce our concept of gain numbers
and study some of its characteristics. In Sect. 4.2, the
gain numbers will be interpreted geometrically, and in
Sect. 4.3, we study the time-dependent behavior of the
gain numbers. Finally, in Sect. 4.4, we present a simple
way of computing the gain numbers.
4.1 Gain numbers and gain vectors
In this section we introduce our concept of gain
numbers and gain vectors. Gain numbers measure the
gain in baseline precision due to ambiguity ®xing. The
corresponding gain vectors describe the direction in
which the gain in baseline precision is experienced.
Recall that b̂ and b are the least-squares estimates of the
baseline before and after ambiguity ®xing, respectively.
The corresponding least-squares estimates of the base-
line component f T b then read: ĥ  f T b̂ and h  f T b.
Since the variance ratio r2
ĥ
=r2h measures the im-
provement in precision when replacing the estimate ĥ
by h, we introduce the following de®nition for the gain
numbers and the gain vectors.
De®nition
Gain numbers are given as the ratio




and the corresponding vectors f 2 R3 are called gain
vectors.
Note that we have de®ned the gain numbers for the
phase-only case. It will be clear that we could have
equally well de®ned the gain numbers for the case that
phase-and-code data are used. In that case, the variance
matrices in Eq. (18) would have to be replaced by
Qb̂/; p and Qb/; p, respectively. The reason for using
the de®nition given here though, is that it results in gain
numbers that are independent of the observation weights
used. Hence, the gain number c f  becomes solely
dependent on the receiver-satellite geometry. This will
therefore allow us in our further analysis clearly to
separate the impact of the observation weights from the
impact of the receiver-satellite geometry.
Since the gain numbers are de®ned as ratios, they are
dimensionless. Also note that the gain numbers are in-
variant to a reparametrization of the baseline. Hence,
one will obtain identical gain numbers when using, for
instance, a local fNorth, East, Upg-frame or a global
geocentric frame.
The stationary values of the ratio Eq. (18) correspond
with the roots of the characteristic equation j Qb̂/ÿcQb/ j 0. In particular, let c1  c2  c3 denote the
roots of this characteristic equation and let fi; i  1; 2; 3;
denote the corresponding eigenvectors. Then
c1  c f1  min
f 60
c f  ;
c3  c f3  max
f 60
c f  :
This shows that the maximum improvement in precision
due to ambiguity ®xing equals c3 and is experienced in
the direction f3. Similarly, the precision improvement is
minimally c1 and it is experienced in the direction f1.
We also have the following minimax characterization













c f ; f 6 0
is the maximum gain in baseline precision, that when
one particular component of the baseline is ®xed, c2 is
the minimum value of all such gains for all possible one-
dimensional constraints on the baseline. Hence, if for
instance the height component of the baseline is ®xed,
then the corresponding maximum gain experienced will
be larger than or equal to c2.
The two gain numbers c1 and c3 can also be used to
put bounds on the ratio of the position dilution of
precision (PDOP), before and after ®xing. By de®nition
we have f T Qb̂/f  c3f T Qb/f , for all f . Therefore,
trace Qb̂/  c3 trace Qb/. Similarly, we have for the
smallest gain number the inequality trace Qb̂/  c1





This shows that the ratio of the average baseline
precision of before and after ®xing will never be smaller
than the smallest gain and also never larger than the
largest gain.
Gain numbers cannot take on arbitrary values. The
following theorem shows the range of values the gain
numbers may take.
Theorem 4 (Range of gain numbers)
All gain numbers c f  are larger than or equal to one:
i c f   1; for all f 2 R3 ;
one or more of the gain numbers ci, i  1; 2; 3 is equal to
one if the null space of matrix A T P A is not empty:
ii ci  1; i  1; . . . ; d , dim N A T P A  d ;
the gain numbers ci; i  1; 2; 3 become in®nite when the
receiver-satellite geometry fails to change with time:
iii ci  1; i  1; 2; 3 , Ai  A; i  1; . . . ; k :
Proof: see Appendix. (
327
It will be intuitively clear that the gain numbers must
be larger than or equal to one, since the whole purpose
of ambiguity ®xing is to improve upon the baseline
precision. It may happen, however, that the ambiguity
®xing fails to have an eect on the precision of some of
the baseline components. In that case one or more of the
gain numbers is equal to one. This occurs when the time-
averaged DD design matrix DT A is not of full rank.
Hence, in that case there exists a con®guration defect in
the time-averaged receiver-satellite geometry. Also note
that then Qb̂ p and Qb/ will fail to exist.
4.2 Gain and principal angles
In the remaining of this, Part I, we will refer to the three
stationary values ci, i  1; 2; 3; of c f , simply as the
gain numbers. We have seen that these gain numbers
take on values in the interval 1;1. In some way, the
actual receiver-satellite con®gurations over the observa-
tion time-span, must have a decisive impact in this
respect. It is therefore to be expected that the gain
numbers are closely linked to these receiver-satellite
con®gurations. The following theorem, which gives a
geometric interpretation of the gain numbers, makes this
dependency precise.
Theorem 5 (Gain numbers and principal angles)
Let RU;RV   Rmk be the range spaces spanned by
the columns of the two matrices
U 
P A1 ÿ A
..
.
P Ak ÿ A
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; i  1; 2; 3; 19
where hi, i  1; 2; 3, are the principal angles between the
subspaces RU and RV , with 0  h1  h2  h3  p=2.
Proof: see Appendix. (
Note that the matrices U and V can be interpreted as
being the design matrices of before and after ambiguity
®xing. Matrix U corresponds then to the design matrix
before ambiguity ®xing, but after the ambiguity
parameters have been eliminated and matrix V to the
corresponding design matrix after ambiguity ®xing. The
theorem shows, therefore, that the gain numbers are a
direct measure for the amount of obliquity between the
range spaces of the two design matrices U and V .
The geometric interpretation of the gain numbers can
be completed by introducing the orthogonal comple-
ment of the range space of U within the space spanned
by the columns of U and V . Let P?U be the orthogonal
projector that projects onto the orthogonal complement
of the range space of U . Then the range space of P?U V is
the required orthogonal complement. From
W  P?U V with W  P AT ; . . . ; P AT T
it follows that this orthogonal complement is given by
the range space of matrix W . Note that this matrix may
be interpreted as being the design matrix of our
suboptimal baseline estimators b̂ p and b/; those
which are based on the time-averaged model.
In Fig. 1, the relation between the three range spaces
of U , V , and W is shown. It follows from this geometry
that if the principal angles hi are close to zero, the gain
numbers are close to their minimum value of one and
RV  is close to being orthogonal to RW .
On the other hand, if the principal angles are large,
then the experienced gain in baseline precision is large
and RV  is close to being coincident with RW , in
which case there is almost no dierence between the
geometry-based model and the time-averaged model. In
the intermediate case, when the principal angles are close
to p=4, then the gain numbers are close to 2 and the two
variance matrices Qb̂/ and Qb/ are almost identical.
4.3 Gain and time
In the previous subsection we have seen, from a
geometric point of view, that the gain numbers measure
how much the individual receiver-satellite geometries
dier from their mean. In this subsection we will
continue this analysis, but now we will also include the
argument of time.
As a preliminary step, we will ®rst consider the scalar
case and consider the `angle' 12 pÿ h between two arbit-
rary but smooth functions vt and wt. The square of
the cosine of this angle, for a time-interval 2T with

















This de®nition is motivated by the fact that the
complements of the principal angles, 12 pÿ hi, are the
angles between the two subspaces V and W . Thus if we
take wt  1, we are measuring how much the function




















Fig. 1. The principal angles hi and the range spaces of U ; V ; and W
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This is the square of a mean, divided by the mean of a
square. In order to obtain the local behavior of the angle
as function of the integration interval T , we develop the
function vt in its Taylor series around the midpoint tc
and perform the integration. As a result we get for
tan2h, the compact expression





1 OT 2 : 20
The angle between two constant functions is of course
zero. Thus h  12p and tanh  1 when _vtc  0. The
angle also goes to zero when vt is not constant, but
when the integration interval T goes to zero. Thus, the
smaller the integration interval becomes, the less h will
dier from 12p. And Eq. (20) clearly shows at what rate
this happens. Based on this result we can expect that
also the gain numbers themselves will get larger for
smaller observation time-spans, with a rate that is
proportional to the inverse-square of the time-span. This
is made precise in the following theorem.
Theorem 6 (Gain, sampling rate, and time-span)
Let li, i  1; 2; 3, be the eigenvalues in ascending order
of j AT P Aÿ l _AT P _A j 0. Then to a ®rst-order approx-
imation
ci ÿ 1 
12li
T 2k2 ÿ 1 ; i  1; 2; 3; 21
from which it follows that
ci ÿ 1  tan2hi 
k ÿ 1
k  1 (sampling rate)
ci ÿ 1  tan2hi  1=k ÿ 1T 2 (time-span) :
8>><>>:
Proof: see Appendix. (
It is very useful to know the time dependency of the
gain numbers, since many of our results, both in this
contribution as in the three parts following, will be ex-
pressed in them. The theorem shows that since the gain
numbers will be much larger than one for short time-
spans, they themselves approximately follow an inverse-
square law in the observation time-span.
Figure 2 shows a typical example of the three gain
numbers ci; i  1; 2; 3; as function of the sampling rate
and as function of the observation time-span. For a ®xed
time-span of 300 s, Fig. 2 (top) shows the square roots
of the three gain numbers as function of k. Note that the
gain numbers get larger when the sampling rate in-
creases and that we have an excellent agreement with the
kÿ1
k1-law of the previous theorem. It shows that the
maximum factor by which the gain numbers can be
enlarged through an increase in the sampling rate
equals 3.
Figure 2 (bottom) shows the square roots of the three
gain numbers as function of the observation time-span
k ÿ 1T for a ®xed number of observation epochs of
k  2. Again we have an excellent agreement with the
®rst-order approximation of the previous-theorem. Also
note that the gain numbers remain signi®cantly larger
than one for a rather broad range of time-spans. This
implies that within this range one will always bene®t
from ®xing the carrier phase ambiguities.
4.4 On the computation of the gain
For the numerical evaluation of ci; i  1; 2; 3; one may
use any one of the existing general-purpose algorithms
for solving generalized symmetric eigenvalue problems.
See, e.g., Golub and van Loan, (1989). However, since
the variance matrices of the baseline are only of order 3,
a more direct method of solution is also possible. This
method is worked out in this subsection.
The gain numbers are given by the roots of the
characteristic equation Qb̂/ ÿ cQb/
   0. Since
Qb/ is positive de®nite, this is equivalent to









2 100 200 301
Fig. 2. The square-root gain numbers as function of k for
k ÿ 1T  300 s (top); The square-root gain numbers as function
of k ÿ 1T for k  2 (bottom)
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j Qb̂/Qÿ1b / ÿ cI3 j 0 :
Using the Laplace expansion for determinants, the
characteristic polynomial is obtained as
c3 ÿ c1c2  c2cÿ c3  0 ; 22
with the coecients










c3  Qb̂/Qÿ1b /
  ;
8>><>>: 23
where Qb̂/Qÿ1b /ii is the cofactor of the ith-diagonal
element of Qb̂/Qÿ1b /; thus, it is the determinant of
the matrix of order two formed by deleting row i and
column i of Qb̂/Qÿ1b /. The roots of the cubic
Eq. (22) can now be obtained as follows. Let





p 1=3 ; z2  qÿ

r
p 1=3 ; 25
with
r  p3  q2 :
Then the three roots of Eq. (22) are given as








z1 ÿ z2  13c1 ;




z1 ÿ z2  13c1 :
8>><>>: 26
If the `discriminant' r is positive, there will be one real
root and a pair of complex conjugate roots. If r  0,
there will be three real roots, of which two at least are
equal, and if r is negative, there will be three real
unequal roots. In our case, we have r  0. A further
simpli®cation of Eq. (26) is then possible. Writing z1
and z2 of Eq. (25) as z1  q i
ÿrp 1=3 and
z2  qÿ i
ÿrp 1=3, it follows using Euler's relation
and r  p3  q2 that
z1  ÿp1=2 expix=3 ; z2  ÿp1=2 expÿix=3 ; 27
with
cosx  q=ÿp3=2 : 28
Substitution of Eq. (27) into Eq. (26) then gives
c1  2ÿp1=2 cosx=3  13c1 ;
c2  2ÿp1=2 cosx 2p=3  13c1 ;
c3  2ÿp1=2 cosx 4p=3  13c1 :
8><>: 29
The steps for computing the gain numbers are therefore
as follows. First compute the c-coecients according to
Eq. (23). These computations are rather straight-
forward, since the variance matrices are only of order
three. Then obtain the angle x using Eqs. (24) and (28).
The gain numbers ci; i  1; 2; 3; then follow from
substituting the angle x, the coecient c1 and the
variable p into Eq. (29). As a ®nal check on the
computations one may use the following root-coecient
relations of the polynomial Eq. (22)
c1  c1  c2  c3 ;
c2  c1c2  c1c3  c2c3 ;
c3  c1c2c3 :
8><>: 30
Once the gain numbers are obtained, the corresponding
gain vectors fi follow from solving the homogeneous
equations Qb̂/ ÿ ciQb/fi  0; i  1; 2; 3.
5 The canonical decomposition of the baseline precision
In this section we will use the results of the previous
section to develop canonical decompositions for the
variance matrices of the baseline before and after
ambiguity ®xing. This will be done for the geometry-
based model as well as the time-averaged model. In total
we have eight baseline variance matrices to consider.
They are the two code-only variance matrices Qb̂ p and
Qb̂ p, the three phase-only variance matrices Qb̂/,
Qb/ and Qb/, and the three phase-and-code variance
matrices Qb̂/; p; Qb/; p; and Qb/; p. The two
variance matrices Qb̂ p and Qb̂/; p are of course
identical, since with the time-averaged model the phase
data do not contribute to the ¯oated-baseline solution.
These two matrices are therefore not treated separately.
The following theorem gives the canonical decom-
positions of each of these eight variance matrices. It is
also at this point that we can take advantage of the fact
that we have de®ned the gain numbers to be dependent
on only the receiver-satellite geometry and thus inde-
pendent of the observation weights used.
Theorem 7 (Canonical decomposition)
Let the gain numbers and gain vectors be collected in the
two 3 3 matrices C and F as
C  diagc1; c2; c3 and F   f1; f2; f3 :
Then F may be normalized such that for the code-only
case
(i) Qb̂p  FF T
 ÿ1
;
(ii) Qb̂p  F I3 ÿ Cÿ1F T
 ÿ1
;
and for the phase-only case
(iii) Qb/  FF T
 ÿ1
;
(iv) Qb̂/  F Cÿ1F T
 ÿ1
;




and for the phase-and-code case
(vi) Qb/; p  1 FF T
 ÿ1
;
(vii) Qb̂/; p  F  I3  Cÿ1F T
 ÿ1
;
(viii) Qb/; p  1 F I3 ÿ Cÿ1F T
 ÿ1
;
with the condition that N A T P A  f;g holds for the
second, ®fth, and eighth equality.
Proof: see the Appendix. (
The importance of the given matrix decompositions
is that they simultaneously diagonalize the eight variance
matrices with respect to the same frame F . Hence, all
eight variance matrices follow once F and C are known.
Also, the relation among these variance matrices is now
directly clear, thus allowing one to study the respective
gain matrices.
In order to facilitate our discussion of the results of
this theorem, the variance matrices and their interrela-
tions are shown in the commutative diagram of Fig. 3.
The variance matrices are ordered columnwise as to
their use of the receiver-satellite geometry and rowwise
as to their dependency on the observed data. The ®rst
column of the diagram shows the variance matrices that
depend only on the mean of the receiver-satellite
geometry A. Hence, they are the ones that follow from
the time-averaged model. The second column shows the
variance matrices that depend on the individual receiver-
satellite geometries Ai and not explicitly on A. Finally,
the third column shows the variance matrices that de-
pend both on Ai and A. Rowwise, we have, from bottom
to top, the variance matrices that are based on code-only
data, phase-only data, and phase-and-code data,
respectively.
All the arrows shown in the diagram point in the
direction in which the precision of the baseline im-
proves, assuming of course that the code data are less
precise than the phase data and thus that the weight
ratio is less than one,  < 1. Thus the variance matrix
Qb̂ p corresponds with the poorest baseline precision
and the variance matrix Qb/; p with the best possible
baseline precision.
The matrices shown along the arrows are the mat-
rices with which the variance matrix at the foot of the
arrow has to be premultiplied in order to obtain the
variance matrix to which the arrow points. Since all
arrows point in the direction in which the precision
improves, all eigenvalues of the matrices along the ar-
rows are smaller than, or at the most equal to one. These
eigenvalues can be obtained directly from the matrices
shown.
In order to discuss the results, we will ®rst compare
baseline estimators of which it is known a priori that one
of the two always has a better precision than the other.
Since the precision of the code data is much poorer than
that of the phase data, we observe a tremendous im-
provement in baseline precision when going from the
code-only solution to the ®xed phase-only solution. This
is of course also what ambiguity ®xing is all about. The
gain in precision for the time-averaged model is identical
to the gain in precision for the geometry-based model.
The gains are also identical for these two models when
one goes from the ®xed phase-only case to the ®xed
Fig. 3. Commutative diagram of GPS baseline precision, before and after ambiguity ®xing
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phase-and-code case. In this case however the gain is
close to one, since  is close to zero. This shows that once
one computes a ®xed baseline, the contribution of the
code data is very marginal, precision wise.
When we compare the variance matrices of the time-
averaged model with their counterparts of the geometry-
based model, we observe that the precision of the
geometry-based baseline is better by a factor that is
the same for all three levels. This gain is independent of
the observation weights and thus solely driven by the
receiver-satellite geometry. It shows that although the
time-averaged based results are suboptimal, they are
very close to optimal when the gain numbers ci are large.
In the case of the geometry-based model, we have
already noted that the inclusion of code data when
computing the ®xed baseline does not improve the pre-
cision of the baseline by much. When computing the
¯oated baseline however, we have a quite dierent sit-
uation. In this case the precision improvement not only
depends on the observation weights, but also on the
receiver-satellite geometry. It depends on how large the
product ci is. Thus here we see data precision compet-
ing with the receiver-satellite geometry. The precision
improvement is marginal when the ci are small. Thus
when computing the ¯oated baseline, the inclusion of
code data for improving the baseline precision only
makes sense when the gain numbers are suciently
large. In fact, since  is very small, the ¯oat solution
stops having advantage from the code data for still
reasonably large values of the gain numbers. This situ-
ation will of course change when the code data become
more precise. That is, the larger  gets, the smaller the
gain numbers need to be in order for the impact of the
code data to remain marginal.
For the geometry-based model, there are two cases
for which we can compare the ¯oat solution with the
®xed solution; they are the phase-only solutions and the
phase-and-code solutions. In the phase-only case only
the receiver-satellite geometry counts, whereas in the
phase-and-code case both the receiver-satellite geometry
and the weight ratio count. In both cases the gain in
precision is absent when the gain numbers are equal to
one. And since  is small, the gain will also be large in
both cases when the gain numbers are large. For su-
ciently large gain numbers the gain of the phase-and-
code case can be approximated by 1 1=. Note that the
gain of the phase-and-code case is smaller than the gain
of the phase-only case. The dierence between these two
gains will get smaller however, the smaller the weight
ratio  becomes and/or the smaller the gain numbers get.
Some of the results of the preceding discussion may
also be looked at in combination. For instance, since
 < 1, ci !1 implies that ci !1. It therefore follows
from the diagram that if phase data fails to contribute
signi®cantly to the ¯oat solution of the geometry-based
model, one might as well consider the suboptimal code-
only baseline b̂ p instead of its optimal counterpart
b̂ p.
So far we discussed pairs of estimators for which it is
known a priori that one of the two always has a better
precision. The diagram can also be used however, to
identify pairs of baseline estimators for which this is not
the case. Which of the two estimators has a better pre-
cision depends then on the actual receiver-satellite
geometry itself or on its relation with the observation
weights. We will discuss some of these pairs. First we
will compare the optimal code-only solution with the
optimal phase-only ¯oat solution and with the sub-
optimal, but ®xed phase-only solution. Then we will
compare the optimal ®xed phase-only solution with the
optimal phase-and-code ¯oat solution and with the
suboptimal, but ®xed phase-and-code solution.
The baseline b̂/ is only better than b̂ p when
ci < 1=. Thus in order for the ¯oated phase-only solu-
tion to be better than the code-only solution, we need a
not-too-short observation time-span; and this time-span
needs to be longer the more precise the code data
become. The baseline b/ is only better than b̂ p when
ci > 1=1ÿ . Since  is small, this will always be the
case in practice for not-too-long observation time-spans.
If we combine the results of these two pairs, it follows
that b/ is only better than b̂/ when ci > 2. In this
case it is only the receiver-satellite geometry that counts.
Note that the principal angles are equal to 14 p when
ci  2. In that case the relation between the three range
spaces of U , V , and W of the previous section is such that
the subspace RV  is `halfway' in between RU and
RW . This is thus the `turning point' in the receiver-
satellite geometry, where the suboptimal but ®xed base-
line b/ becomes better than the optimal, but ¯oated
baseline b̂/. In practice this will usually be the case,
since one would need a rather long observation time-
span to get the gain numbers down to such a small value.
Finally we compare the optimal ®xed phase-only
solution with the optimal phase-and-code, ¯oat solution
and with the suboptimal, but ®xed phase-and-code
solution. The baseline b̂/; p is better than b/ when
ci < 1=1ÿ . In practice however, this will not happen,
since with the present precision of the code data it would
require a very long observation time-span. The baseline
b/; p is better than b/ when ci < 1 1=. This shows
that the suboptimal phase and code solution can even be
better than the optimal phase-only solution when the
gain numbers are not too large. But since  is small, the
gain numbers may still be quite large for all practical
purposes.
6 Summary
In this ®rst part of our contribution we studied the
precision of the baseline before and after ambiguity
®xing. This was done for the time-averaged model and
for the geometry-based model, where we discriminated
between the phase-only case, the code-only case, and the
phase-and-code case. Based on the assumption that the
relative receiver-satellite geometry changes smoothly
with time, a second-order approximation was given of
the baseline variance matrices.
Motivated by the purpose of ambiguity ®xing, which
is to improve upon the precision of the baseline, we
introduced a measure for the gain in baseline precision
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and showed how it relates to the change over time of the
receiver-satellite geometry. The gain numbers which
measure the improvement in baseline precision lie in the
interval 1;1. They become in®nite in case of instan-
taneous positioning, they are large for short observation
time-spans and they get smaller as time progresses. It
was shown that the gain numbers follow an inverse
square law in the observation time-span and that they
can be enlarged by a factor of at most 3, through an
increase in the sampling rate.
The gain-number concept also allowed us to formu-
late canonical forms of the various baseline variance
matrices. Since they provide for a simultaneous diago-
nalization of the variance matrices, they give a direct
and transparant way of comparing the properties of the
baseline precision; not only when dierent measurement
scenarios are used, but also when using either the
geometry-based model or the time-averaged model.
They also revealed how the change in the receiver-sat-
ellite geometry competes with the phase-code variance
ratio.
In Part II we will focus our attention on the second
set of parameters in the single-baseline model, the car-
rier phase ambiguities. This is done for the geometry-
free model, the time-averaged model, and the geometry-
based model. We will study the precision and correlation
of both the DD ambiguities and the widelane ambigui-
ties. And as it turns out, it is again the gain numbers
which allow us to describe the intrinsic characteristics of
the ambiguity precision and correlation.
Appendix
Proof of Theorem 1 (Floated-baseline precision)
With the geometry-based single-baseline model of
















Nba  k a1k1 A T DT ; a2k2 A T DT
 
;
Na  k diaga1k21; a2k22 






ra  k a1/T1DT ; a2/T2DT
 T
;
di  a1  a2/wi  b1  b2pwi ;


















and where D is the pseudo-inverse of D. Note that Nb
and rb are independent of the chosen reference satellite.
Since the weight matrix of the ¯oated baseline reads as
Qb̂/; pÿ1  Nb ÿ NbaNÿ1a Nab ;





k A T P A 1 1=
Xk
i1




with   b1  b2=a1  a2. The variance matrix Qb̂/
follows then from setting b1  0 and b2  0, and the
variance matrix Qb̂p from setting a1  0 and a2  0.
End of proof. (
Proof of Theorem 2 ( Fixed-baseline precision)
Since the weight matrix of the ®xed baseline reads as
Qb/; pÿ1  Nb







it follows by setting b1  b2  0 that












of Theorem 1, shows that
Qb/; p  Qb̂ pÿ1  Qb/ÿ1
h iÿ1
:
End of proof. (
Proof of Theorem 3 (Baseline precision to second order)
It follows from taking the time average of the second-
order approximation
ajti : ajtc  _ajtcti ÿ tc  12ajtcti ÿ tc2
that
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aj : ajtc  12ajtc1k
Xk
i1
ti ÿ tc2 :
The dierence of these two equations gives
ajti ÿ aj : _ajtcpi  ajtcqi
or
Ai ÿ A : _Api  Aqi ; 34
with










With Eq. (34), we have the approximation
Ai ÿ AT P Ai ÿ A:





















kk  12k  13k2  3k ÿ 1 ;
it follows with ti  t0  iT , tc  1k
Pk






kT 2k2 ÿ 1 ;
Xk
i1






kT 4k2 ÿ 1k2 ÿ 4 :
Using this result together with Eq. (36), shows that
Ai ÿ AT P Ai ÿ A:
1
12
kT 2k2 ÿ 1 _AT P _A 1
60




The theorem now follows from substituting Eq. (37) into
the expression for Qb̂/; p of Corollary 1.
End of proof. (
Proof of Theorem 4 (Range of gain numbers)
Case (i): We will assume that the variance matrices of
the baseline are positive de®nite, both for the ¯oat and
for the ®xed solution. Thus Qb̂/ > 0 and Qb/ > 0.
The positive gain numbers ci > 0; i  1; 2; 3; therefore
satisfy
0  j Qb̂/ ÿ ciQb/ j
 j ÿciQb̂/ jj Qÿ1b̂ / ÿ
1
ci
Qÿ1b / jj Qb/ j ;













for some bi 6 0. Substitution of
Qÿ1
b̂
/  Qÿ1b / ÿ a1  a2k A T P A
gives







This shows, since A T P A is positive semi de®nite, that
ci  1 and therefore that c f   1, for all f 2 R3.
Case (ii): From the above equation, it also follows that
ci > 1 and therefore that cf  > 1, for all f 2 R3, if and
only if N A T P A  f;g. Hence, ci reaches its smallest
possible value of 1 if and only if bi 2 N A T P A, which
shows that the number of gain numbers that equal one is
given by the dimension of the nullspace N A T P A.
Case (iii): When Ai  A for i  1; . . . ; k; Qb/ÿ1 a1  a2k AT P A, showing with the above equation that
ci  1, i  1; 2; 3. The reverse follows likewise, since the
vectors bi are eigenvectors and thus linear independent.
End of proof. (
Proof of Theorem 5 (Gain numbers and principal angles)
The principal angles hi 2 0; p=2 between the subspaces
RU and RV  are de®ned recursively as














uT uj  0 j  1; . . . ; iÿ 1
vT vj  0 j  1; . . . ; iÿ 1 :
(
From the de®ning equations for U and V it follows that
a1  a2UT U  Qÿ1b̂ / ;
a1  a2UT V  Qÿ1b̂ / ;
a1  a2V T V  Qÿ1b / :
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uT u  aT a ;
uT v  aT Qb̂/ÿ1Qb/1=2b ;










This shows that the principal angles between RU and
RV  follow from solving

















aT aj  0 j  1; . . . ; iÿ 1 ;
bT bj  0 j  1; . . . ; iÿ 1 :
(
Since c1  c2  c3 are the three eigenvalues of
Qb̂/Qb/ÿ1, their square roots are the singular values
of Qb̂/1=2Qb/ÿ1=2, from which it follows that
coshi  1= cip .
End of proof. (
Proof of Theorem 6 (Gain, sampling rate, and time-span)
From the de®nition of the gain numbers, it follows that
Qb/ÿ1 ÿ ciQb̂/ÿ1
   0 :
Substitution of
Qb/ÿ1  a1  a2
Xk
i1
ATi P Ai ;
Qb̂/ÿ1  a1  a2
Xk
i1
Ai ÿ AT P Ai ÿ A ;
gives
k A T P Aÿ ci ÿ 1
Xk
i1
Ai ÿ AT PAi ÿ A

  0 :
Substitution of the ®rst-order approximation
Xk
i1
Ai ÿ AT P Ai ÿ A  1
12
kT 2k 2 ÿ 1 _AT P _A
which follows from Eq. (37), ®nally gives
A T P Aÿ li _AT P _A
   0 ;
with
ci ÿ 1 
12li
T 2k2 ÿ 1 :
End of proof. (
Proof of Theorem 7 (Canonical decomposition)
Of the eight cases we only prove the three phase-only
cases iii, iv, and v. With the help of Theorems 1 and
2, and the Corollaries 1 and 2, the proofs of the other
cases go along similar lines.
Case (iii): The gain numbers and gain vectors are related
in matrix form as
Qb̂/F  Qb/F C : 38
Premultiplication with F T gives
F T Qb̂/F  F T Qb/F C : 39
In order to prove iii, it suces to show that F can be
chosen such that F T Qb/F  I. It will be clear that the
columns of F can always be normalized such that the
diagonal terms of F T Qb/F equal one. It therefore
remains to be shown that the columns of F are
Qb/-orthogonal. It follows from the de®nition of
the gain numbers that








This shows that f Ti Qb/fj  0 if ci 6 cj. Thus in this
case the vectors fi and fj are Qb/-orthogonal. In case
ci  cj, any linear combination of fi and fj is again a
gain vector that corresponds with ci  cj. It is therefore
always possible to ®nd a linear combination of fi and fj
that is Qb/-orthogonal to either fi or fj. Hence, also
for the case where gain numbers are identical, cor-
responding gain vectors can be found that are
Qb/-orthogonal. This shows that F can be chosen
such that F T Qb/F  I or Qb/  FF T ÿ1 holds.
Case (iv): This result simply follows from
F T Qb/F  I3 and Eq. (39).
Case (v): Since Qb/  a1  a2k AT P Aÿ1, this matrix
exists only when N AT P A  f;g. From Corollary 2
follows that
Qb/  Qÿ1b / ÿ Qÿ1b̂ /
h iÿ1
:
Substitution of iii and iv of Theorem 7 into this
expression, proves v.
End of proof. (
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