ボラティリティ変動モデルを用いた収益率のボラティリティの推定および予測について by Chao Lu
 i 
 
 
 
 
Estimation and Prediction of Financial Return 
Volatilities Using Dynamic Volatility Models 
 
 
  
  
    
A thesis submitted in partial fulfillment of the requirements for the degree of 
Doctor of Philosophy 
 
 
 
Chao Lu 
 
 
 
Waseda University 
Graduate School of Commerce 
 
 
April 2019 
 ii 
  
 iii 
Abstract 
The objective of this dissertation is to apply the daily returns and realized volatilities data of 
EURO STOXX 50 index, Nasdaq 100 index and Nikkei 225 to estimate the hidden variable of 
volatility using GARCH-type and SV-type models including the generalized autoregressive 
conditional heteroskedasticity (GARCH) model, the exponential GARCH (EGARCH) model, 
the realized GARCH (RGARCH) model, the stochastic volatility (SV) model and the realized 
SV (RSV) model. Evaluation of predictive ability on volatility and quantile forecasts is also 
given to make comparison between the investigated models. On account that the maximum 
likelihood estimation (MLE), which is generally used in the estimation of the GARCH-type 
models, is no longer adaptable for estimating the SV-type models, the Bayesian based 
simulation methods referred to as Markov chain Monte Carlo (MCMC) and particle filter are 
chosen alternatively.  
 The MCMC, however, is not an efficient algorithm for filtering sequential states for that the 
algorithm needs to be restarted at each time point and the dimension of the vector to be 
simulated increases with time. Conversely, the particle filter allows sequential updating of the 
posterior distribution but has problems in handling unknown static parameters. To account for 
both the sequential updating and static parameters learning, this dissertation proposes a semi-
online algorithm that incorporates the MCMC and particle filter algorithms simultaneously. In 
general, by applying the current data to the offline MCMC method, the associated latent 
volatilities with static parameters can be estimated, and, based on that, new volatilities will be 
obtained with the online particle filter method when the latest observations are added to the 
dataset. In view of degeneracy and outlier problems, an auxiliary particle filter (APF) proposed 
by Pitt and Shephard (1999) is chosen for estimation. 
 It is pointed out that the basic assumption that volatility at day 𝑡 + 1 is a deterministic 
function of known variable at day 𝑡 in a GARCH-type model is inconsistent with the situations 
of real financial market so that the SV-type model is preferable in practice. Also, many 
empirical studies show that with the introduction of high frequency intraday returns data, the 
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extended models that incorporate the realized data perform better over the fundamental models 
in which only daily returns data are used. The simplification of model specification and the 
difference in data selection, however, should also be taken into consideration. 
  According to the estimation results, several conclusions can be drawn: 1). the RGARCH (1,1) 
and RSV model can further estimate the biases of realized volatilities due to the market 
microstructure noise and non-trading hours; 2). the sophisticated models do not always improve 
the predictive performance and therefore which model fits the data better is best decided on a 
case by case basis; 3). empirical evidence argues that the semi-online algorithm is more flexible 
and less-time consuming than the traditional MCMC method when it comes to online 
simulation and should be applied in preference to MCMC when handling frequently updated 
data in real financial markets. 
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Chapter 1. Introduction 
1.1 Background 
Early research on mathematical finance usually started with certain ideal and static assumptions 
in order to make the financial data easier to be worked with, whereas the outcomes will be 
severely limited by such impractical presumption. From a modern perspective, the arise of 
inaccuracy in terms of practical estimation, to a large extent, may attribute the less attention 
given to the dynamic property in traditional financial modeling. 
The awareness of the essentialness of modeling dynamics has been strengthened in recent 
years. Work on variables changing over time is motivated by more advanced theories as well 
as technical support. Typically, it is natural to consider the return volatility defined as the return 
variance or standard deviation as a time-varying variable since it changes daily with the arrival 
of plenty of new information and sources. Consequently, volatilities during the whole sample 
period are required to be estimated, which makes the estimation process much more 
complicated than the traditional characterizations where volatilities are considered to be 
invariant across the entire duration. 
With the representative autoregressive conditional heteroskedasticity (ARCH) model 
originally proposed by Engle (1982), a great variety of extensions are developed in succession 
to describe the dynamic property of volatility. Meanwhile, a potentially more sensible 
construction referred to as SV models that underlining the hidden nature of volatility is further 
proposed, even though its applicability is highly limited by the intensive computing 
requirements. 
This computationally intensive issue is now being resolved contributed to the rapid 
technical development. Various statistical tools designed for data analysis enable us to conduct 
empirical research more effectively and efficiently, among which the Matlab software, which 
stands for Matrix Laboratory, is broadly implemented in areas such as engineering, 
mathematics, science and econometrics. Although the toolboxes collected in the libraries of 
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Matlab can provide a good coverage of the functions for financial applications, programs 
designed for estimating the extended volatility dynamic models such as the RGARCH and RSV 
models this dissertation used has not yet been developed to the best of my knowledge. 
 
1.2 Motivation 
The last decades have witnessed remarkable growth in creating new models and tools in 
financial markets. It is widely recognized the importance of the use of dynamic models for 
variables such as volatility of financial return. Financial data are usually assumed to be a linear 
form in traditional econometric methods, which is simple to analyze but may turns out to be 
not agree with experimental evidences. With the development of computer technology, 
nonlinear models become generally applied in many areas such as asset pricing, risk 
management and financial consulting. 
   This dissertation focuses on applied topics. The purpose of this dissertation is to estimate 
the time-varying return volatility by using some nonlinear dynamic models. Volatility can be 
estimated from high-frequency intraday returns data by nonparametric methods and from daily 
returns data by parametric methods, whilst the latter include ARCH-type and SV-type models. 
Hansen et al. (2011) and Takahashi et al. (2009) further extended the basic GARCH and SV 
models respectively by incorporating the nonparametric estimator as well. Despite that SV-type 
is considered superior than ARCH-type due to the reason that volatility in which is taken as a 
hidden state variable, this dissertation is concerned about both simplicity and sophistication. 
This is conducted by estimating volatility from both types and making comparison among the 
investigated models. 
   Further, since the MLE is no longer applicable in SV frameworks, Bayesian-based 
simulation methods are generally used for estimation. This dissertation draws samples of 
volatilities with different simulation methods to explore that to what extent will the results 
depend on estimation methods. 
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1.3 Contributions 
The main contributions of this dissertation are as follows. 
   This dissertation compares different types of dynamic volatility models including GARCH, 
EGARCH, RGARCH, SV and RSV models. Although superior performances of the extended 
models using high frequency data have been suggested in many empirical studies, the 
comparison between RGARCH and RSV models has not yet been investigated. The model 
fitting is evaluated by comparing the predictability for models of interested. 
   Also, a semi-online algorithm that combines both the offline MCMC and online particle 
filter approaches is developed to improve the simulation efficiency of SV models, which is 
essential from a practical perspective. Empirical results on three stock indices, including the 
EURO STOXX50 stock index composed with 50 representative stocks from Eurozone 
countries, the Nasdaq 100 index made up of 100 of the largest domestic and international non-
financial companies listed on the Nasdaq Stock Market, and the Nikkei 225 comprised of 225 
stocks selected from domestic stocks in the 1st section of the Tokyo Stock Exchange, are used 
to test the applicability of such algorithm. 
Furthermore, this dissertation provides programs for estimating: 1). typical GARCH models 
with the skewed student’s t-distribution; 2). several extended models such as RGARCH (1,1), 
SV and RSV models; 3). MCMC samples and particle filter samples; 4). k-day-ahead volatility 
forecast and risk measures such as value-at-risk and expected shortfall. 
 
1.4 Organization 
This dissertation is organized as in Figure 1.1. 
 Literature review is given in Chapter 2. The model specifications, estimation approaches 
and empirical analysis for GARCH and SV models are explained in Chapters 3 and 4, 
respectively. Chapter 5 illustrates the semi-online algorithm in details. Chapter 6 evaluates and 
compares the respective models and algorithms. Chapter 7 concludes the dissertation. 
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Figure 1.1: Outline of the dissertation 
 
   Chapter 2 reviews the previous works on dynamic volatility specifications and Bayesian 
simulation methods. The historical development of estimating the dynamic variable is 
introduced in Section 2.1. To be specific, Section 2.2 shows some researches on typical 
parametric methods including the classes of ARCH-type and SV-type models, along with 
several nonparametric methods including the realized volatility, the realized kernel and the 
scaled realized measures. Literature focuses on the methodology of estimation approaches, 
especially on how to deal with nonlinear and dynamically specified hidden variable, is 
overviewed in Section 2.3. Section 2.4 briefly summarizes this chapter. 
   Chapter 3 focuses on the definitions and specifications of the GARCH models applied in 
this dissertation. Specifically, the expressions of the GARCH (1,1), EGARCH (1,1) and 
RGARCH (1,1) models are shown in Sections 3.1 and the MLE for the respective models is 
interpreted in Section 3.2. Empirical analysis on three stock indices is displayed in Section 3.3. 
   Chapter 4 introduces the SV and RSV models. Section 4.1 gives the model specifications 
and Section 4.2 explains the MCMC algorithm for SV models in details, based on which the 
empirical results are given in Section 4.3. 
On account that the full MCMC is only effective and efficient in handling offline situations, 
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a novel approach referred to as semi-online algorithm which combines the offline MCMC and 
online particle filter for broader application is proposed and explained in Chapter 5. The 
auxiliary particle filter this dissertation applied is introduced Section 5.1. Section 5.2 interprets 
the methodology of semi-online algorithm. To test whether this new algorithm works well for 
specific data, simulation experiment is performed in Section 5.3. Section 5.4 analyses the 
empirical results. 
Thereafter, to evaluate and compare the predictive performance of the investigated models 
and simulation methods, k-day-ahead volatility, VaR and ES forecasts are computed and 
evaluated in Chapter 6. Specifically, comparison among GARCH models and between SV 
models with different algorithms are given in Section 6.1 and Section 6.2, respectively. Section 
6.3 compares GARCH and SV models. 
   Chapter 7 concludes this dissertation by summarizing the findings of current work and 
suggesting several remaining challenges for future research in this area. 
 6 
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Chapter 2. Literature Review 
2.1 Introduction 
In the area of financial risk management, quantile forecasts such as value-at-risk (VaR) and 
expected shortfall (ES) are broadly computed to quantify the risk for certain asset or portfolio. 
Return volatility defined as the standard deviation or variance of daily return, is essential in the 
estimation of VaR and ES.  
 It is well known that the unobserved time-varying return volatility can be evaluated by 
model-free and model-based methods. In the former case, the realized volatility proposed by 
Andersen and Bollerslev (1998) and Barndorff-Nielsen and Shephard (2001) is widely used in 
the estimation of volatility. In the ideal market, this measure could be considered a consistent 
estimator of the latent volatility. However, the influence of the non-trading hour and market 
microstructure noise (MMN) in the real market may cause realized volatility to be a biased 
estimator. 
 Specifically, the non-trading hour problem will lead to an underestimation of true volatility, 
since the variance of the limited opening hours is taken as the one-day volatility. In addition, 
the MMN, which is caused by many factors, such as discrete trading, bid-ask spread and 
variation in trade sizes (O’Hara, 1995; Hasbrouck, 2007), will become more significant as the 
time interval approaches zero. 
 To cope with these problems, Hansen and Lunde (2005) proposed to scale the realized 
volatility to avoid the underestimation, while Barndorff-Nielsen et al. (2008) introduce the 
realized kernel to account for MMN. 
 In the case of model-based methods, a number of approaches have been suggested to 
estimate parameters and volatilities by applying financial daily returns data, among which the 
ARCH family and the SV family are established as two general classes. The distinctive 
difference between ARCH-type models and SV-type models is that whether volatility is taken 
as an unknown parameter. Volatility of date 𝑡 is assumed to be a deterministic function of the 
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known variable of date 𝑡 − 1 in ARCH-type models, such as the underlying ARCH model 
proposed by Engle (1982), the GARCH model proposed by Bollerslev (1986) and a variety of 
other extension models. This assumption, however, is not in agreement with the real market 
situations, SV models are more theoretically sensible and precise for estimating the volatility. 
It is notable that only the financial daily returns data are used either in an ARCH or a SV process, 
and thus some intraday information may be lost in such models. 
   To account for the information loss of daily returns and the bias of realized measure caused 
by non-trading hours and MMN, Hansen et al. (2011) proposed to model the daily returns and 
realized volatilities data simultaneously to a RGARCH framework, while Takahashi et al. (2009) 
developed the RSV model in which these two kinds of data are also incorporated. To integrate 
theoretical and empirical issues, five typical models including the GARCH, the EGARCH, the 
RGARCH, the SV and the RSV models are selected for empirical analysis in this dissertation. 
Each individual model is applied to data of several stock indices to explore the model fitting. 
 Although the MLE is usually utilized to estimate the parameters in ARCH-type models, the 
unknown and nonlinear specified volatility in the SV models makes the likelihood difficult to 
calculate. Alternatively, the MCMC technique is adopted for such models, where a linear 
Gaussian state-space representation is established to explore the posterior mode of the 
volatilities and the block sampler (Omori and Watanabe, 2008) is taken to generate the 
volatilities. 
 In terms of estimating the return volatility from given observations such as daily returns, 
attention is focused on such MCMC algorithm that effective in offline estimation when 
handling models with hidden state variables. In the real financial markets where data are 
constantly updated, however, the full MCMC is no longer efficient over time because 
computational problem arises with the increasing dimension of the posterior distribution. 
   The particle filter method, in contrast, allows sequential updating of the posterior 
distribution. However, it does not work well with unknown static parameters due to the 
problems of impoverishment and handling of outliers. Although some techniques such as 
converting these parameters to dynamic parameters by including them in the state-space vector 
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and adding random noise to the particles are proposed to solve such problems (See Liu and 
West, 2001; Gordon et. al, 1993), they are not in keeping with the non-dynamic set of 
parameters in the state-space models. Further, Storvik (2002) suggested the marginalization of 
static parameters out of the posterior distribution so that particle filters can be used for certain 
models with unknown static parameters and dynamic state variables. 
 
2.2 Dynamic Volatility Models 
Suppose that the price of a specific asset of day 𝑡 − 1  and day 𝑡  are 𝑝𝑡−1  and 𝑝𝑡 , 
respectively. Then, without considering the dividend, return of day 𝑡 can be calculated by 
 
𝑦𝑡 =
𝑝𝑡 − 𝑝𝑡−1
𝑝𝑡−1
× 100. (2.1) 
   Volatility of day 𝑡 is defined as the variance or the standard deviation of 𝑦𝑡. In traditional 
econometric models, financial volatility is commonly assumed as a constant. Nevertheless, 
numerous studies show that volatility changes over time in the real markets and therefore it is 
more natural to consider volatility as a dynamic variable. 
   
2.2.1 Development of ARCH-type Models 
2.2.1.1 ARCH (q) Model 
To generalize the implausible assumption on volatility, a new class of stochastic processes 
called ARCH processes are introduced by Engle (1982). These are mean zero, serially 
uncorrelated processes with non-constant variances conditional on the past, but constant 
unconditional variances. 
   Let 𝜎𝑡
2 and 𝜀𝑡
∗2 represent the volatility and the square of unpredictable shock in return at 
day 𝑡, respectively. Then, the ARCH (q) model takes the form of 
 𝜎𝑡
2 = 𝜔 + 𝛼1𝜀𝑡−1
∗2 + 𝛼2𝜀𝑡−2
∗2 +⋯+ 𝛼𝑞𝜀𝑡−𝑞
∗2 , (2.2) 
with the restrictions of 𝜔 > 0, 𝛼𝑗 ≥ 0 where 𝑗 = 1,⋯ , 𝑞. This expression describes the linear 
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relationship of volatility 𝜎𝑡
2 and the past shocks. Parameters (𝜔, 𝛼1,⋯ , 𝛼𝑞) can be easily 
estimated from MLE. The shocks until lag 𝑞 are taken into consideration to account for the 
volatility clustering property. This phenomenon suggests that large and small shocks have the 
tendency to cluster together, so that large or small volatility will persist during a certain period. 
In addition, the non-negative restrictions for parameters in ARCH model is to ensure that 
volatility is also non-negative.  
   According to Engle (1982), the ARCH regression model has a variety of characteristics 
which make it attractive for econometric applications. Econometric forecasters have found that 
their ability to predict the future varies from one period to another. In monetary theory and the 
theory of finance, by the simplest assumptions, portfolios of financial assets are held as 
functions of the expected means and variances of the rates of return. Any shifts in asset demand 
must be associated with changes in expected means and variances of the rates of return. If the 
mean is assumed to follow a standard regression or time-series model, the variance is 
immediately constrained to be constant over time. The use of an exogenous variable to explain 
changes in variance is usually not appropriate.  
   Engle (1982) also mentioned that the ARCH regression model is an approximation to a 
more complex regression which has non-ARCH disturbances. The ARCH specification might 
then be picking up the effect of variances omitted from the estimated model. The existence of 
an ARCH effect would be interpreted as evidence of misspecification, either by omitted 
variables or through structural change. If this is the case, ARCH may be a better approximation 
to reality than making standard assumptions about the disturbances, but trying to find the 
omitted variable or determine the nature of the structural change would be even better. 
 
2.2.1.2 GARCH (p, q) Model 
In empirical applications of the ARCH model, a relatively long lag in the conditional variance 
equation is often called for, and to avoid problems with negative variance parameter estimates, 
a fixed lag structure is typically imposed. In this light it is of interested to extend the ARCH 
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class of models with a longer memory and a more flexible lag structure. A natural generalization 
of the ARCH process to allow for past conditional variances in the current conditional variance 
equation is a class of GARCH models proposed by Bollerslev (1986). The extension of the 
ARCH process to the GARCH process bears much resemblance to the extension of the standard 
time series AR process to the general ARMA process and permits a more parsimonious 
description in many situations. 
  The GARCH (p, q) process proposed by Bollerslev (1986) is given by 
 𝜀𝑡
∗|𝑰𝑡−1~𝑁(0, 𝜎𝑡
2), (2.3) 
 
𝜎𝑡
2 = 𝜔 +∑𝛽𝑖𝜎𝑡−𝑖
2
𝑝
𝑖=1
+∑𝛼𝑗𝜀𝑡−𝑗
∗2
𝑞
𝑗=1
,  (2.4) 
where 𝜀𝑡
∗ and 𝑰𝑡−1 denote a real-valued discrete-time stochastic process and the information 
set of all information through time 𝑡 − 1. Non-negative restrictions for parameters are also 
required in GARCH form such that 𝜔 > 0, 𝛽𝑖, 𝛼𝑗 ≥ 0 where 𝑖 = 1,⋯ , 𝑝 and 𝑗 = 1,⋯ , 𝑞. 
The process reduces to the ARCH (q) process in the case that 𝑝 = 0. In the ARCH (q) process, 
the conditional variance is specified as a linear function of past sample variances only, whereas 
the GARCH (p, q) process allows lagged conditional variances to enter as well (Bollerslev, 
1986). 
 
2.2.1.3 EGARCH (p, q) Model 
Whereas, the following major drawbacks, as pointed out by Nelson (1991), limits the 
application of GARCH processes: (i) unable to account for the negative correlation between 
current returns and future returns volatility; (ii) impose parameter restrictions that are often 
violated by estimated coefficients and that may unduly restrict the dynamics of the conditional 
variance process; (iii) difficult in measuring persistence. 
   Nelson (1991) characterized the following exponential ARCH (E-ARCH) model to deal 
with such problems. 
 
log𝜎𝑡
2 = 𝜔 +∑𝛼𝑗𝑔(𝜀𝑡−𝑗)
𝑞
𝑗=1
, 𝛼1 ≡ 1, (2.5) 
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where 𝜀𝑡  is the unpredictable shock 𝜀𝑡
∗  normalized by root of volatility 𝜎𝑡 , that is, 𝜀𝑡 =
𝜀𝑡
∗ 𝜎𝑡⁄ . A necessary condition for a stochastic process 𝜎𝑡
2 to be well defined as a conditional 
variance for the innovations of another process is that 𝜎𝑡
2 be non-negative for all 𝑡. Working 
in logarithms ensures this property.  
Nelson (1991) states that to accommodate the asymmetric relation between stock returns 
and volatility changes, the value of 𝑔(𝜀𝑡) must be a function of both the magnitude and the 
sign of 𝑧𝑡. One choice is to make 𝑔(𝜀𝑡) a linear combination of 𝜀𝑡 and |𝜀𝑡|: 
 𝑔(𝜀𝑡) ≡ 𝜃𝜀𝑡 + 𝛾[|𝜀𝑡| − 𝐸(|𝜀𝑡|)],  (2.6) 
   By construction, {𝑔(𝜀𝑡)}𝑡=−∞,∞  is a zero-mean, i.i.d. random sequence. The two 
components of 𝑔(𝜀𝑡) are 𝜃𝜀𝑡 and 𝛾[|𝜀𝑡| − 𝐸(|𝜀𝑡|)], each with mean zero. If the distribution 
of 𝜀𝑡 is symmetric, the two components are orthogonal, though they are not independent. Over 
the range 0 < 𝜀𝑡 < ∞, 𝑔(𝜀𝑡) is a linear in 𝜀𝑡 with slope 𝜃 + 𝛾, and over the range −∞ <
𝜀𝑡 ≤ 0 , 𝑔(𝜀𝑡)  is linear with slope 𝜃 − 𝛾 . Thus, 𝑔(𝜀𝑡)  allows the conditional variance 
process {𝜎𝑡
2}  to respond asymmetrically to rises and falls in stock price. The term 
𝛾[|𝜀𝑡| − 𝐸(|𝜀𝑡|)] represents a magnitude effect of the GARCH models, assume for the moment 
that 𝛾 > 0  and 𝜃 = 0 . The innovation in log𝜎𝑡+1
2  is then positive (negative) when the 
magnitude of 𝜀𝑡 is larger (smaller) than its expected value. Suppose now that 𝛾 = 0 and 𝜃 <
0. The innovation in conditional variance is now positive (negative) when returns innovations 
are negative (positive). 
   This model can also be extended to the following exponential GARCH (EGARCH) form: 
 
log𝜎𝑡
2 = 𝜔 +∑𝛽𝑖log𝜎𝑡−𝑖
2
𝑝
𝑖=1
+∑𝛾𝑗[|𝜀𝑡−𝑗| − 𝐸(|𝜀𝑡−𝑗|)]
𝑞
𝑗=1
+∑𝜃𝑗𝜀𝑡−𝑗
𝑞
𝑗=1
. (2.7) 
   Note the fact that 𝐸(|𝜀𝑡|) = √2 𝜋⁄  if 𝜀𝑡  is Gaussian. In (2.7) there are no inequality 
constraints as appeared in the GARCH models, and that cycling is permitted, since the 𝛽𝑖, 𝛾𝑗 
and 𝜃𝑗 terms can be negative or positive.  
   In an EGARCH model, log𝜎𝑡
2 is a linear process, and its stationarity (covariance or strict) 
and ergodicity are easily checked. These properties solve the problem of difficulty to evaluate 
whether shocks to variance “persist” or not in GARCH models (Nelson, 1991). 
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2.2.1.4 GJR (p, q) Model 
Glosten et al. (1993) considered another specification that incorporates a dummy variable to 
capture the relationship between the conditional mean and conditional volatility of the excess 
return on stocks, and describes the dynamic volatilities by the following defined GJR (p, q) 
model: 
 
𝜎𝑡
2 = 𝜔 +∑𝛽𝑖𝜎𝑡−𝑖
2
𝑝
𝑖=1
+∑(𝛼𝑗𝜀𝑡−𝑗
∗2 + 𝛾𝑗𝐷𝑡−𝑗𝜀𝑡−𝑗
∗2 )
𝑞
𝑗=1
,  (2.8) 
with restrictions that 
 𝜔 > 0, 𝛽𝑖, 𝛼𝑗, 𝛾𝑗 ≥ 0, where 𝑖 = 1,⋯ , 𝑝 and 𝑗 = 1,⋯ , 𝑞.  
   It is assumed that the shock of 𝜀𝑡−1
∗2  on conditional variance 𝜎𝑡
2 is different when 𝜀𝑡−1
∗  is 
positive (i.e., when the dummy variable 𝐷𝑡−1 is 1) than when 𝜀𝑡−1
∗  is negative (i.e., when 
𝐷𝑡−1 is 0). This assumption allows positive and negative unanticipated returns to have different 
shocks on the conditional variance. Glosten et al. (1993) found a negative relation between the 
conditional mean and the conditional variance of the excess return on stocks. 
   Besides the above mentioned models, a variety of other specifications such as the nonlinear 
GARCH (NGARCH) (Engle and Bollerslev, 1986; Higgins and Bera, 1992), the integrated 
GARCH (IGARCH) (Engle and Bollerslev, 1986), the threshold GARCH (TGARCH) (Zakoian, 
1994), the quadratic GARCH (QGARCH) (Sentana, 1995) have been proposed.1 
 
2.2.2 Development of SV-type Models 
In an ARCH-type model, the absence of innovation term allows volatility of day 𝑡 to be a 
deterministic function of variables of which values are known at day 𝑡 − 1, so that likelihood 
can be easily calculated in models of such type.  
An alternative approach is to set up a model containing an unobserved variance component, 
the logarithm of which is modeled directly as a linear stochastic process, such as an 
                                            
1 See Bollerslev, Chou and Kroner (1992) for an extensive survey of ARCH-type models. 
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autoregression. Models of this kind are called SV models. They are natural discrete-time 
versions of the continuous-time models upon which much of modern finance theory (Harvey 
et al., 1994). The SV models are usually assumed to take a stationary AR (1) process: 
 log𝜎𝑡
2 − 𝜇 = 𝜙(log𝜎𝑡−1
2 − 𝜇) + 𝜂𝑡 , (2.9) 
where 𝜂𝑡~𝑖. 𝑖. 𝑑. 𝑁(0, 𝜎𝜂
2). This linear and Gaussian form is the simplest state-space model. 
Volatility is specified to the log form to ensure the volatility be non-negative for all 𝑡 . 
Parameter 𝜙 describes the persistence of shocks. Because the existence of the innovation term 
𝜂𝑡, volatility of day 𝑡 is therefore an unknown variable.  
   Estimation methods with respect to the inference of state latent volatility such as 
generalized method of moments (GMM) (Melino and Turnbull, 1990), quasi-maximum 
likelihood estimation (QMLE) (Harvey et al., 1994), nonlinear filtering maximum likelihood 
estimation (NFMLE) (Kitagawa, 1987; Fridman and Harris, 1998; Watanabe, 1999), simulated 
maximum likelihood estimation (SMLE) (Danielsson and Richard, 1993; Danielsson, 1994a), 
MCMC (Jacquier et al., 1994; Omori et al., 2007) and particle filter (Liu and West, 2001; 
Gordon et al., 1993; Storvik, 2002) have been proposed. The following part gives a literature 
survey on characterization and estimation of the SV models. 
   The mixture-of-distribution hypothesis (MDH) originally proposed by Clark (1973), posits 
that trading volumes respond to changes in the speed with which new information reaches the 
market, and to changes in the dispersion of traders’ opinions about the implications of this 
information for the underlying values of the assets they trade (Carroll and Kearney (2015)). 
The number of individual effects added together to give the price change during a day is 
considered as a random variable. Under this hypothesis, Clark (1973) used the SV model to 
specify the volatility process. By assuming this dynamic latent variable to be an i.i.d. log-
normal process, a superior performance than other distributions such as Poisson distribution 
was found. 
   Whereas, Tauchen and Pitts (1983) found that the model proposed by Clark (1973) is yet 
incomplete major in two aspects. First, it works with the conditional distribution of the squared 
return over a short interval of time given the volume of trading of the same time interval, and 
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requires investigator to specify in advance or discover by nonlinear regression the functional 
form of the conditional expectation. Second, the increase of price variability with the growth 
in the trading volume is not taken into consideration. Tauchen and Pitts (1983) therefore derived 
and estimated a more general model that concerns the relationship between the variability of 
the daily return and the daily trading volume on the speculative markets, concluding that it is 
possible to derive from economic theory the joint probability distribution of the return and the 
trading volume over any interval of time within the trading day. 
   Melino and Turnbull (1990) focused on models that price the foreign currency options and 
find the then current models perform poorly in prediction. The presence of stochastic volatility, 
as reported by Melino and Turnbull (1990), has important implications for option pricing. Many 
researches have examined the effects of stochastic volatility upon stock option prices and 
argued that the results are sensitive to the parameters of the stochastic process describing 
changes in volatility and the correlation between changes in volatility and stock price.  
   By assuming that volatility is stochastic, Melino and Turnbull (1990) estimated the 
parameters of the stochastic process describing changes in exchange rates and volatility, and 
examined whether the consideration of stochastic volatility translates into important differences 
in the implied option prices. Moreover, the correlation between 𝜖𝑡−1 and  𝜂𝑡 was introduced 
to describe the asymmetric property of the dynamically changed volatility. Their empirical 
evidence suggests that the predicted foreign currency option prices provided by the stochastic 
volatility model provide a striking improvement for all categories of option over the predictions 
of the standard model, so that the stochastic volatility model dominates the standard one and 
does a superior job of matching the empirical exchange rate distribution as well as corrects 
many of the observed biases in predicted option prices. 
   Although the stochastic volatility model derived by Clark (1973) where information flow 
is assumed as log-normal is found fit the data better than simple estimation, Danielsson (1994a) 
argued that it is not an unqualified success in estimating asset prices. Information is specified 
as a “static” variable in the sense that current information and asset price changes do not depend 
on past information. Under that assumption, it is possible to integrate information sequentially 
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out of the density for each period. The assumption of no serial dependence in information is 
quite restrictive and inconsistent with most research of asset prices. A natural extension of the 
SV model is to allow for conditional heteroskedasticity and conditional dependence of higher-
order moments.  
   Danielsson (1994a) used the SMLE for estimation. This method is designed to estimate 
dynamic latent variable models, whereby one uses Monte Carlo methods to integrate latent 
variables out of the joint density of the latent and observable variables to obtain marginal 
densities of the observable variables. Empirical application on S&P 500 demonstrated that 
variables were well-estimated and the dynamic structure of asset prices can be captured by the 
SV model. It was also suggested in the paper that SML was feasible for estimating dynamic 
latent variable models. 
   Harvey et al. (1994) generalized the univariate form of (2.9) to multivariate SV models. 
The statistical treatment for such models were discussed as well. Considering that the kurtosis 
in many financial series is greater than that results from incorporating conditional 
heteroskedasticity into a Gaussian process, they further generalized the distribution of 
unpredictable shock 𝜖𝑡  normalized by root of volatility 𝜎𝑡  to a student 𝑡 -distribution. 
Harvey et al. (1994) concluded that the multivariate SV model has a natural interpretation and 
is relatively parsimonious. The parameters can be estimated without too much difficulty by 
QMLE, and the movements in volatility can be estimated by smoothing. The extension to 
heavier tailed distributions can be carried out very easily using the 𝑡-distribution. The model 
fits well to exchange rates and is able to capture common movements in volatility. 
   From a market microstructure perspective, price movements are caused primarily by the 
arrival of new information and the process that incorporates this information into market prices. 
Theory suggests that variables such as the trading volume, the number of transactions, the bid-
ask spread, or the market liquidity are related to the return volatility process. Anderson (1996) 
proposed an empirical return volatility-trading volume model from a microstructure framework 
in which informational asymmetries and liquidity needs motivate trade in response to 
information arrivals. A modified MDH representation is developed in the article, which is found 
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to vastly outperform the standard one by Clark (1973). Andersen (1996) demonstrated that a 
SV representation of the information arrival process results in a dynamic specification of the 
joint system that is consistent with the main contemporaneous as well as dynamic features of 
the data. The simultaneous incorporation of returns and volume data results in a significant 
reduction in the estimated volatility persistence relative to the usual results obtained from 
univariate return series. 
 
2.2.3 Overview of Typical Nonparametric Estimators 
Nonparametric methods usually use high-frequency intraday returns data for estimation, which 
are completely different with the consideration of the parametric processes. Several typical 
realized estimators are introduced in this subsection, i.e., realized volatility, realized kernel and 
scaled realized measure. 
 
2.2.3.1 Realized Volatility 
Numerous researches have discussed the estimation of volatility using the classes of ARCH-
type and SV-type models. Notwithstanding the highly significant in-sample parameter 
estimates of the models, documented by Andersen and Bollerslev (1996), a large number of 
existing studies find that standard volatility models explain little of the variability in ex-post 
squared returns. Having this problem, Andersen and Bollerslev (1996) proposed new methods 
on how high-frequency intraday data may be used constructively in forming more accurate and 
meaningful ex-post intraday volatility measurements. 
   For continuous sample path of volatility, the return volatility of date 𝑡 is represented as the 
integral of the instantaneous volatility 𝜎2(𝑠) over the interval (𝑡, 𝑡 + 1): 
 
𝜎𝑡
2 = ∫ 𝜎2(𝑠)𝑑𝑠
𝑡+1
𝑡
. (2.10) 
If the discretely sampled returns are serially uncorrelated, it follows by the theory of quadratic 
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variation2 that 
 
plim∫ 𝜎2(𝑠)𝑑𝑠
𝑡+1
𝑡
= plim
𝑛→∞
∑𝑟𝑡,𝑖
2
𝑛−1
𝑖=0
. (2.11) 
where {𝑟𝑡,𝑖}𝑖=0
𝑛−1
 represents the intraday returns data of date 𝑡. This result shows that volatility 
is in principle observable from the sample path realization of the returns process. Although the 
limiting result cannot apply literally due to the difficulty in calculating the continuous process, 
it suggests that the cumulative sum of squared intraday returns may greatly improve the ex-post 
volatility measurement, in turn resulting in more meaningful volatility forecast evaluations 
(Anderson and Bollerslev, 1998). Then, the realized volatility (RV) is proposed, which is 
analogous to the sum of squared intraday returns over day 𝑡, 
 
𝑅𝑉𝑡 = ∑𝑟𝑡,𝑖
2
𝑛−1
𝑖=0
. (2.12) 
   This nonparametric estimator would be identical with latent volatility under ideal 
circumstances where the non-trading hours and MMN are completely absent. 
 
2.2.3.2 Realized Kernel 
Considering the weakness that RV is sensitive to market frictions when applied to returns 
recorded over short time intervals such as one-minute or even less, Barndorff-Nielsen et al. 
(2008) designed the class of realized kernel (RK) estimators of quadratic variation. These 
estimators are proved efficient and can be made robust to dynamics in the noise process, to 
endogenous market frictions and to endogenous spacing in the timing of the data. The 
specification of RK at day 𝑡 is defined as: 
 
𝑅𝐾𝑡 = ∑ 𝑘 (
ℎ
𝐻 + 1
)𝛾ℎ
𝐻
ℎ=−𝐻
. (2.13) 
where 𝑘( ) represents the kernel weight function. Barndorff-Nielsen et al. (2008) tested 3 
types of kernel functions and found the modified Tukey-Hanning kernel defined as follows 
                                            
2 See Karatzas and Shreve (1996). 
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outperforms the others. 
 
𝑘(𝑥) = sin2 {
𝜋
2
(1 − 𝑥)𝑝}. (2.14) 
This form will reduce to the normal Tukey-Hanning kernel in the case that 𝑝 = 1. Another 
commonly used window function is the Parzen kernel function: 
 
𝑘(𝑥) = {
1 − 6𝑥2 + 6𝑥3        0 ≤ 𝑥 ≤ 1 2⁄
2(1 − 𝑥)3                 1 2⁄ ≤ 𝑥 ≤ 1
0                                               𝑥 > 1
. (2.15) 
 This function satisfies the smoothness conditions, 𝑘′(0) = 𝑘′(1) = 0, and is guaranteed 
to produce a non-negative estimate (Barndorff-Nielsen et al. (2009)).  
 The term γh represents the autocovariance at lag ℎ with high frequency data {𝑟𝑗}: 
 
𝛾ℎ = ∑ 𝑟𝑗𝑟𝑗−|ℎ|
𝑛
𝑗=|ℎ|+1
, (2.16) 
 Let 𝛿 be the time gap where 𝛿 > 0. Then, the number of observations 𝑛 during day 𝑡 
is 𝑛 = 𝑡 𝛿⁄ . Barndorff-Nielsen et al. (2008) also suggested the choice of bandwidth 𝐻 to be 
𝐻 = 𝑐0𝑛
1 2⁄  so that the resulting estimator can converge at a fast rate.  
 
2.2.3.3 Scaled Realized Measures 
Hansen and Lunde (2005a) compared volatility models using a scaled realized measure (SRM, 
i.e., scaled realized volatility/kernel). Since this precise measure of volatility makes it easier to 
evaluate the performance of the individual models, it also becomes easier to compare different 
models. If some models are better than others in terms of their predictive ability, then it should 
be easier to determine tis superiority, because the noise in the evaluation is reduced. Hansen 
and Lunde (2005a) also considered that an hour in which the market is open should not be 
weighted equally to an hour in which the market is closed. Therefore, the scaled estimator that 
takes the effect of non-trading hours into account is designed as the product of the realized 
measure and the ratio of the variance of the daily return to the mean of realized measure. 
 
𝑆𝑅𝑀𝑡 = 𝑐𝑅𝑀𝑡, 𝑐 =
∑ (𝑦𝑡 − ?̅?)
2𝑇
𝑡=1
∑ 𝑅𝑀𝑡
𝑇
𝑡=1
 (2.17) 
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2.3 Literature Reviews on Methodologies 
Regarding to models with an ARCH-specification, volatility 𝜎𝑡
2  is accessible at day 𝑡 
because it is assumed as a deterministic function of known variable before day 𝑡 . Thus, 
traditional estimation methods such as MLE can be easily applied for estimating parameters as 
well as volatilities.  
   An important limitation for practical applications of models involving hidden state variable, 
by contrast, is the difficulty in computing the likelihood, which makes SV models less attractive 
in financial utilization. Thanks to the rapid development of computational tools recently, it 
becomes available for faster data analysis and for running complicate algorithms. Rather than 
calculating the likelihood, the Bayesian statistical methods, which aims to simulate samples of 
parameters or variables of interest from the conditional posterior distribution, are generally 
implemented for state inference. The detailed interpretation of Bayesian techniques will be 
given in the following subsections.  
 
2.3.1 Bayes’ Theorem 
Let 𝜽 represent the parameter vector to be estimated from a set of observations 𝒚, where 𝒚 =
(𝒚1, 𝒚2,⋯ ). Then, by the definition of conditional probability, the joint density of 𝒚 and 𝜽 
can be expressed as: 
 𝑝(𝒚, 𝜽) = 𝑙(𝒚|𝜽)𝑝(𝜽) = 𝑝(𝜽|𝒚)𝑚(𝒚), (2.18) 
where 𝑙(𝒚|𝜽)  is the conditional likelihood and 𝑝(𝜽)  is the prior density. In Bayesian 
statistics, 𝜽 is considered as a random variable and takes the form of statements of probability. 
In view of the fact that  
 
𝑚(𝒚) = ∫ 𝑝(𝒚, 𝜽)𝑑𝜽
∞
−∞
, (2.19) 
the posterior density 𝑝(𝜽|𝒚) can be written as: 
 
𝑝(𝜽|𝒚) =
𝑙(𝒚|𝜽)𝑝(𝜽)
∫ 𝑙(𝒚|𝜽)𝑝(𝜽)𝑑𝜽
∞
−∞
. (2.19) 
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This equation is known as Bayes’s theorem. Here the marginal likelihood 𝑚(𝒚)  is the 
normalizing constant of the density, therefore (2.19) is proportional to the product of 
conditional likelihood and prior density: 
 𝑝(𝜽|𝒚) ∝ 𝑙(𝒚|𝜽)𝑝(𝜽), (2.20) 
where ∝ is the symbol for proportionality. The objective is to simulate samples from this 
posterior distribution (or target distribution).  
 
2.3.2 The Application of MCMC to State-space Models 
One of the broadly applied techniques for Bayesian analysis is the MCMC. Chib (2001) stated 
that “Within the Bayesian framework where both parameters and data are treated as random 
variables and inferences about the parameters are conducted conditioned on the data, the 
posterior distribution of the parameters provides a natural target for MCMC methods. 
Sometime the target distribution is the posterior distribution of the parameters augmented by 
latent data, in which case the MCMC scheme operates on a space that is considerably larger 
than the parameter space. This strategy allows one to conduct the MCMC simulation without 
having to evaluate the likelihood function of the parameters, which is of considerable 
importance especially when the model of interest has a complicated likelihood function and 
likelihood based inference is difficult. Admittedly, in standard problems such as the linear 
regression model, there may be little to be gained by utilizing MCMC methods or in fact by 
adopting the Bayesian approach, but the important point is that MCMC methods provide a 
complete computational toolkit for conducting Bayesian inference in models that are both 
simple and complicated. This is the central reason for the current growing appeal of Bayesian 
methods in theoretical and practical work and this appeal is likely to increase once MCMC 
Bayesian software, presently under development at various sites, becomes readily available.” 
   The class of MCMC methods is to sample a given multivariate distribution by constructing 
a suitable Markov chain with the property that its limiting and invariant distribution is the target 
distribution. In most problems of interest, the target distribution is continuous and the theory of 
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MCMC methods is based on that of Markov chains on continuous state-spaces outlined. 
Basically, the goal of the analysis is to specify conditions under which the constructed Markov 
chain converges to the invariant distribution, and conditions under which sample path averages 
based on the output of the Markov chain satisfy a law of large numbers and a central limit 
theorem (Chib, 2001). 
   This method assumes that the state variable (e.g., volatility in a SV system) is characterized 
by a stochastic process {𝑺𝑡}𝑡=1
∞  consisting of random variables and forms a Markov chain.  
   Here, the state of a stochastic dynamic system described by Haykin (2009), is the minimal 
amount of information about the effects of past inputs applied to the system that is sufficient to 
completely describe the future behavior of the system. The feature of such unobservable state 
is usually described by a state equation: 
 𝒔𝑡+1 = 𝑝(𝒔𝑡 , 𝜼𝑡), (2.21) 
where 𝒔𝑡 denotes the vector of current values of the states and 𝜼𝑡 denotes dynamic noise. In 
this characterization, the evolution of the state is formulated as a first-order Markov chain. 
   Specially, we say a process is Markov chain, as displayed in equation (2.21), if the structure 
of the stochastic process is such that the dependence of state value 𝒔𝑡 on the entire past is 
completely captured by the dependence on the last sample 𝒔𝑡−1 (Haykin, 2009). 
 𝑝(𝒔𝑡|𝒔𝑡−1,⋯ , 𝒔1) = 𝑝(𝒔𝑡|𝒔𝑡−1). (2.22) 
   Then, the joint density of (𝒔1,⋯ , 𝒔𝑡) can be expressed as: 
 𝑝(𝒔1,⋯ , 𝒔𝑡) = 𝑝(𝒔𝑡|𝒔𝑡−1)𝑝(𝒔𝑡−1|𝒔𝑡−2)⋯𝑝(𝒔1)
= 𝑝(𝒔1)∏𝑝(𝒔𝑘|𝒔𝑘−1)
𝑡
𝑘=2
, 
(2.23) 
   Under the Markov property, instead of computing 𝑝(𝒔𝑡) from the multivariable calculus 
of 
 
𝑝( 𝒔𝑡) = ∫⋯∫∫𝑝(𝒔1, ⋯ , 𝒔𝑡−1, 𝒔𝑡)𝑑𝒔1⋯𝑑𝒔𝑡−1. (2.24) 
This density can be obtained from (2.25) recursively, 
 
𝑝( 𝒔𝑡) = ∫𝑝(𝒔𝑡−1)𝑝(𝒔𝑡|𝒔𝑡−1)𝑑𝒔𝑡−1. (2.25) 
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   In the Markov chain process, 𝑝(𝒔𝑡|𝒔𝑡−1) is referred to as transition kernel or transition-
state distribution of the current state 𝒔𝑡 . Suppose we have 𝑀  Month Carlo samples 
(𝒔𝑡−1
1 ,⋯ , 𝒔𝑡−1
𝑀 ) simulated from 𝑝(𝒔𝑡−1). Then, based on the law of large numbers, the left 
side of (2.26) will converge almost surely to the right as 𝑀 → ∞, 
 1
𝑀
∑𝑝(𝒔𝑡|𝒔𝑡−1
𝑖 )
𝑀
𝑖=1
𝑎.𝑠.
→ ∫𝑝(𝒔𝑡−1)𝑝(𝒔𝑡|𝒔𝑡−1)𝑑𝒔𝑡−1. (2.26) 
   Therefore, the integration formula 𝑝( 𝒔𝑡) can be estimated numerically by 
 
?̂?( 𝒔𝑡) =
1
𝑀
∑𝑝(𝒔𝑡|𝒔𝑡−1
𝑖 )
𝑀
𝑖=1
. (2.27) 
   In practice, MCMC algorithms are applied in many ways, to name some of the classical 
methods, the Gibbs sampler (Geman and Geman, 1984; Gelfand and Smith, 1990; Casella and 
George, 1992), the sampling/importance resampling (Rubin, 1987), the data augmentation 
(Tanner and Wong, 1987) and the Metropolis-Hastings (Metropolis et al., 1953; Hastings, 1970). 
In particular, the remaining of this subsection will introduce the representative Gibbs sampler 
and Metropolis-Hastings algorithm as for instance. 
 
2.3.2.1 Gibbs Sampler 
The Gibbs sampler is a technique based on Markov chain properties for generating random 
variables from a (marginal) distribution indirectly, without having to calculate the density 
(Casella and George, 1992). This method was developed and has mainly been applied in the 
context of complex stochastic models involving very large numbers of variables, such as image 
reconstruction, neural networks and expert system. In these cases, direct specification of a joint 
distribution is typically not feasible. Instead, the set of full conditionals is specified, usually by 
assuming that an individual full conditional distribution only depends on some “neighborhood” 
subset of the variables (Gelfand and Smith, 1990). 
   Suppose that the parameter vector to be estimated is 𝜽 = (𝜽1, 𝜽2,⋯ , 𝜽𝑝), and the set of 
full conditional distributions is: 
 {𝑝(𝜽1|𝜽2, 𝜽3, ⋯ , 𝜽𝑝), 𝑝(𝜽2|𝜽1, 𝜽3, ⋯ , 𝜽𝑝),⋯ , 𝑝(𝜽𝑝|𝜽1, 𝜽2,⋯ , 𝜽𝑝−1)}.  
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   Then, for the 𝑟th cycle where 𝑟 = 1,⋯ , 𝑅 , samples of (𝜽1
𝑟 , 𝜽2
𝑟 , ⋯ , 𝜽𝑝
𝑟) are simulated 
from the respective distributions, with the conditioning variables updated recursively as one 
moves through each distribution. Hence, for 𝑗 = 1,⋯ , 𝑝, the transition of 𝜽𝑗
𝑟 to 𝜽𝑗
𝑟+1 is by 
taking a draw of latter from the conditional distribution 
  𝑝(𝜽𝑗|𝜽1
𝑟+1, 𝜽2
𝑟+1, ⋯ , 𝜽𝑗−1
𝑟+1, 𝜽𝑗+1
𝑟 , ⋯ , 𝜽𝑝
𝑟).  
   In specification, the algorithm for Gibbs sampler with 𝑝 fixed order is given by 
 
Algorithm 2.1: Gibbs sampler 
Step 1. Initialization. 
Set initial values for parameters as 𝜽1 = (𝜽1
1, 𝜽2
1 ,⋯ , 𝜽𝑝
1). 
Step 2. Iteration. For 𝑟 = 1,⋯ , 𝑅: 
Simulate 𝜽1
𝑟+1~𝑝(𝜽1|𝜽2
𝑟 , 𝜽3
𝑟 , ⋯ , 𝜽𝑝
𝑟). 
Simulate 𝜽2
𝑟+1~𝑝(𝜽2|𝜽1
𝑟+1, 𝜽3
𝑟 , ⋯ , 𝜽𝑝
𝑟). 
               ⋮ 
Simulate 𝜽𝑗
𝑟+1~𝑝(𝜽𝑗|𝜽1
𝑟+1, 𝜽2
𝑟+1,⋯ , 𝜽𝑗−1
𝑟+1, 𝜽𝑗+1
𝑟 ,⋯ , 𝜽𝑝
𝑟). 
               ⋮ 
Simulate 𝜽𝑝
𝑟+1~𝑝(𝜽𝑝|𝜽1
𝑟+1, 𝜽2
𝑟+1,⋯ , 𝜽𝑝−1
𝑟+1). 
 
Notice that 𝜽𝑗 could be one variable or multiple. The latter is the version of Gibbs sampler 
with 𝑝 blocks instead of 𝑝 variables. One drawback of the block Gibbs sampler algorithm is 
that autocorrelation of the simulated samples becomes larger along with the increase of 
dimensions of the block. 
 
2.3.2.2 Metropolis-Hastings Algorithm 
In most practical cases, it is not allowed to produce samples directly from the target distribution. 
Alternatively, a candidate of the sample is usually drawn from an important distribution, which 
is an approximation of the target distribution. 
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   The Metropolis-Hastings (M-H) method is to determine if it is appropriate to take the 
candidate as a sample from the posterior distribution. This is conducted by calculating the 
probability of move based on the ration of the target density (evaluated at the candidate in the 
numerator and the current value in the denominator) times the ratio of the importance density 
(at the current value in the numerator and the candidate in the denominator). Because ratios of 
the target density are involved, knowledge of the normalizing constant of the target density is 
not required. The method is extremely general and powerful, it being possible in principle to 
view almost any MCMC algorithm, in one way or another, as variant of the M-H algorithm 
(Chib, 2001). 
   Let 𝑝(𝜽) and 𝑞(𝜽, 𝜽∗) represent the target density and candidate generating density, 
respectively. Then, the simulation procedure based on M-H algorithm is briefly summarized as 
follows. 
 
Algorithm 2.2: Metropolis-Hastings algorithm 
Step 1. Initialization. Set 𝜽 = 𝜽1. 
Step 2. For 𝑟 = 1,⋯ , 𝑅: 
Simulate a candidate 𝜽∗~𝑞(𝜽𝑟 , 𝜽∗) and compute the acceptance probability by 
𝛼(𝜽𝑟, 𝜽∗) = min {
𝑝(𝜽∗)𝑞(𝜽∗, 𝜽𝑟)
𝑝(𝜽𝑟)𝑞(𝜽𝑟 , 𝜽∗)
, 1}. 
Step 3. Draw a uniformly distributed random variable 𝑈 falls within the interval [0,1].  
Step 4. The new sample 𝜽𝑟+1 is determined by 
𝜽𝑟+1 = {
𝜽∗, 𝑖𝑓 𝑈 ≤ 𝛼(𝜽𝑟, 𝜽∗),
𝜽𝑟 ,                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 
  
   One should observe that, as demonstrated by Chib (2001), the target density appears as a 
ratio in the probability of 𝛼(𝜽𝑟 , 𝜽∗) and therefore the algorithm can be implemented without 
knowledge of the normalizing constant of 𝑝(𝜽). Furthermore, if the candidate generating 
density is symmetric, i.e., 𝑞(𝜽, 𝜽∗) = 𝑞(𝜽∗, 𝜽), the acceptance probability only contains the 
ratio 𝑝(𝜽∗) 𝑝(𝜽)⁄ ; hence, if 𝑝(𝜽∗) ≥ 𝑝(𝜽), the chain moves to 𝜽∗, otherwise it moves with 
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probability given by 𝑝(𝜽∗) 𝑝(𝜽)⁄ . The latter is the algorithm originally proposed by 
Metropolis et al. (1953). 
 
2.3.3 The Mechanism of Particle Filter Methods 
Basically, a dynamic system also embodies a measurement equation formulated as: 
 𝒚𝑡 = 𝑝(𝒔𝑡 , 𝜺𝑡), (2.28) 
where 𝒚𝑡  and 𝜺𝑡  denote the vectors of observations and measurement noises at day 𝑡 , 
respectively. Figure 2.1 shows the evolution of state-space model across time. In this generic 
model, the observable 𝒚𝑡 is a function of the hidden state, while the latter is characterized by 
(2.21) as a state equation contaminated with volatility noise (dynamic noise). 
 
Figure 2.1: Evaluation of state-space model 
 
   Nonlinear and non-Gaussian form is allowed in such dynamic system consisting of (2.21) 
and (2.28). The Kalman filters (Kalman, 1960) are appropriate for the simplest linear and 
Gaussian model, where the dynamic noise 𝜼𝑡 and measurement noise 𝜺𝑡 are both additive 
and assumed to be statistically independent zero-mean Gaussian processes. In the linear and 
non-Gaussian model, 𝜼𝑡 and 𝜺𝑡 are now assumed to be additive, statistically independent and 
non-Gaussian processes, the extended application of Kalman filter by using the Gaussian-sum 
approximation is required for state estimation. Meanwhile, there are basically two radically 
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different approaches to deal with the class of nonlinear and Gaussian models whose noises are 
addictive and Gaussian – local approximation using Kalman filter (i.e., extended Kalman filter) 
and global approximation using Bayesian estimation framework (i.e., particle filters) to 
nonlinear filtering. Lastly, regarding to characterizations with nonlinear and non-Gaussian, 
where dynamic and measurement noises are not only non-Gaussian, but may also be non-
additive, particle filters are currently the method of choice, but not necessarily the only method 
for solving the sequential state estimation problem (Haykin, 2009). 
   Specially, the state and measurement equations are specified with linear and nonlinear 
forms respectively in the SV models. This dissertation is concerned about the cases with 
assumptions that the volatility noise and observation noise are both Gaussian processes. 
   So far we have the MCMC methods for offline estimation. The interest might be on state 
𝒔𝑡 itself (or a function of 𝒔𝑡), or 𝒔𝑡 is a tool for making prediction on 𝒚𝑡. Given data 𝒚1:𝑇 ≡
(𝒚1,⋯ , 𝒚𝑇), estimation of 𝒔1:𝑇 is usually referred to as offline estimation, whereas online 
estimation is sequential estimation of 𝒔𝑡  based on 𝒚1:𝑡  for 𝑡 = 1, 2,⋯ . Despite the 
effectiveness for offline estimation, MCMC procedures encounter problems in the case of 
online estimation, since the algorithm needs to be restarted at each time point and the dimension 
of the vector to be simulated increases with time (Storvik, 2002).  
   An alternative to the traditional MCMC approach is the particle filters, which are designed 
for sequential inference with cycling procedures involving time update and measurement 
update steps. In the realistic financial applications where new observations arrive frequently, 
these Bayesian filters have been extensively applied for real-time estimation or prediction. 
   In specification, the time update step computes the conditional predictive distribution of 𝒔𝑡 
by 
 
𝑝(𝒔𝑡|𝒚1:𝑡−1) = ∫𝑝(𝒔𝑡|𝒔𝑡−1)𝑝(𝒔𝑡−1|𝒚1:𝑡−1)𝑑𝒔𝑡−1. (2.29) 
Then, given the new observation 𝒚𝑡, the target distribution, that is, the updated posterior 
distribution 𝑝(𝒔𝑡|𝒚1:𝑡), is computed in the measurement update step: 
 
𝑝(𝒔𝑡|𝒚1:𝑡) =
𝑝(𝒔𝑡|𝒚1:𝑡−1)𝑙(𝒚𝑡|𝒔𝑡)
∫ 𝑝(𝒔𝑡|𝒚1:𝑡−1)𝑙(𝒚𝑡|𝒔𝑡)𝑑𝒔𝑡
. (2.30) 
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   Equation (2.30) holds because the observations are defined as the function of hidden states 
as described in (2.28) so that 𝑝(𝒚𝑡|𝒔𝑡 , 𝒚1:𝑡−1) = 𝑙(𝒚𝑡|𝒔𝑡). Figure 2.2 gives the image of the 
particle filters.  
 
 
Figure 2.2: Flow diagram of particle filters 
 
With the updated posterior, the Bayes estimator of an arbitrary function of the state 𝒔𝑡 is 
defined by the ensemble average of this function: 
 
𝔼𝑝(𝒔𝑡|𝒚1:𝑡)
[𝐠(𝒔𝑡)] = ∫𝐠(𝒔𝑡)𝑝(𝒔𝑡|𝒚1:𝑡)𝑑𝒔𝑡 , (2.31) 
where 𝔼𝑝(𝒔𝑡|𝒚1:𝑡)
[ ] is the expectation operator with respect to the posterior distribution. For 
the special case of a dynamic system described by the linear, Gaussian model, the recursive 
solution of equation (2.31) is realized exactly through the Kalman filter. However, when the 
dynamic system is nonlinear or non-Gaussian, or both, then the product distribution constituting 
the integrand of (2.31) is no longer Gaussian, which makes computation of the optimal Bayes 
estimator ℎ̂(𝒔𝑡) a difficult proposition. In situations of this latter kind, we have no option but 
to abandon the notation of optimality in the Bayesian sense and seek an approximate estimator 
that is computationally feasible (Haykin, 2009). 
   As aforementioned, there are local and global numerical approximations for nonlinear 
filtering. The former is a direct approach that builds on Kalman filter theory, whereas the latter 
is indirect that charts a path of its own by departing from that theory. Generally speaking, 
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according to Haykin (2009), the globally indirect approach to nonlinear filtering is more 
demanding in computational terms than the locally direct approach. 
   Particle filters are typical examples of the global approach. These methods rely on a 
technique called the sequential Monte Carlo (SMC) method, which uses a set of randomly 
chosen samples with associated weights to approximate the posterior distribution 𝑝(𝒔𝑡|𝒚1:𝑡). 
As the sample size becomes larger, the Monte Carlo computation of the posterior distribution 
becomes more accurate, which is a desirable objective. 
   To be specific, the main idea behind particle filters is to represent the posterior distribution 
𝑝(𝒔𝑡−1|𝒚1:𝑡−1) through a finite set of samples or particles that can be used to estimate any 
property of 𝑝(𝒔𝑡−1|𝒚1:𝑡−1) in an ordinary Monte Carlo estimation framework. When a new 
observation 𝒚𝑡 arrives, the particles are updated in order to represent the updated posterior 
𝑝(𝒔𝑡|𝒚1:𝑡) (Storvik (2002)).  
The following part reviews several commonly used particle filters, in addition to 
interpreting the methodologies on how to filtering theoretically.3 
 
2.3.3.1 Importance Sampling (IS) 
In most cases, it is not feasible to obtain random samples directly from the conditional joint 
posterior distribution 𝑝(𝒔1:𝑡|𝒚1:𝑡) due to the existence of hidden variables. To get around this 
practical difficulty, another distribution 𝑞(𝒔𝑡|𝒔1:𝑡−1, 𝒚1:𝑡), from which samples are easy to be 
drawn, is introduced as proposal, instrumental, or importance distribution. Naturally, a broader 
support of 𝑞(𝒔𝑡|𝒔1:𝑡−1, 𝒚1:𝑡) than that of 𝑝(𝒔𝑡|𝒔1:𝑡−1, 𝒚1:𝑡) should have in order to ensure 
that this distribution to be an effective replacement for the posterior distribution. 
   Suppose we have a set of 𝑀 i.i.d. samples at time 𝑡 denoted by 𝒔𝑡
𝑖  where 𝑖 = 1,⋯ ,𝑀 
that are randomly drawn from the importance distribution 𝑞(𝒔𝑡|𝒔1:𝑡−1, 𝒚1:𝑡).  
Starting from the initial to time 𝑡, the samples also referred to as particles here, trace 
individual “trajectories” of their own in the state-space in accordance with the importance 
                                            
3 See Haykin (2001) and Haykin (2009) for more detailed description. 
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distribution 𝑞(𝒔𝑡|𝒔1:𝑡−1, 𝒚1:𝑡). Then, the Bayes estimator of (2.31) can be rewritten by a more 
general form for joint distribution: 
 
𝔼𝑝(𝒔1:𝑡|𝒚1:𝑡)
[𝐠(𝒔1:𝑡)] = ∫𝐠(𝒔1:𝑡) [
𝑝(𝒔1:𝑡|𝒚1:𝑡)
𝑞(𝒔1:𝑡|𝒚1:𝑡)
] 𝑞(𝒔1:𝑡|𝒚1:𝑡)𝑑𝒔1:𝑡. (2.32) 
where  
 
𝑞(𝒔1:𝑡|𝒚1:𝑡) = 𝑞(𝒔1)∏𝑞(𝒔𝑘|𝒔1:𝑘−1, 𝒚1:𝑘)
𝑡
𝑘=1
. (2.33) 
   For 𝑖 = 1,⋯ ,𝑀, define the importance weights by 
 
𝑤𝑡
𝑖 =
𝑝(𝒔1:𝑡
𝑖 |𝒚1:𝑡)
𝑞(𝒔1:𝑡
𝑖 |𝒚1:𝑡)
, (2.34) 
and normalize these weights so that they sum to unity:  
 
?̃?𝑡
𝑖 =
𝑤𝑡
𝑖
∑ 𝑤𝑡
𝑗𝑀
𝑗=1
. (2.35) 
   By implementing the IS to the Bayes estimator (2.32), the corresponding Monte Carlo 
estimator is then: 
 
?̂?(𝒔1:𝑡) =∑?̃?𝑡
𝑖𝐠(𝒔1:𝑡
𝑖 )
𝑀
𝑖=1
, (2.36) 
the value of which will converge to the Bayes estimator under the condition that 𝑀 is a 
sufficiently large number, that is, 
 ?̂?(𝒔1:𝑡) → 𝔼𝑝(𝒔1:𝑡|𝒚1:𝑡)
[𝐠(𝒔1:𝑡)],   𝑎𝑠 𝑀 → ∞. (2.37) 
   In the IS algorithm, 𝑀 such sequences are simulated in parallel, giving a weighted particle 
set {𝒔1:𝑡
𝑖 , ?̃?𝑡
𝑖}
𝑖=1
𝑀
 at each time point 𝑡. 
 
2.3.3.2 Sampling Importance Resampling (SIR) 
Rubin (1988) proposed to add a resampling stage followed with the IS algorithm to improve on 
the method of the latter. In the resampling stage of the SIR method, a second set of samples 
denoted by ?̃?1:𝑡
𝑗
 where 𝑗 = 1,⋯ , 𝐿 are drawn with probabilities (?̃?𝑡
1,⋯ , ?̃?𝑡
𝑀). For which the 
normalized importance weight ?̃?𝑡
𝑗
 is large, is most likely to be under the joint posterior 
distribution 𝑝(𝒔1:𝑡|𝒚1:𝑡); such a sample should therefore be selected with higher probability 
 31 
than a sample for which the normalized importance weight is small. Basically, an adapted SIR 
contains three steps displayed in the following Algorithm: 
 
Algorithm 2.3: SIR 
Step 1. Set the initial importance weights (𝑤1
1,⋯ ,𝑤1
𝑀) = 1 𝑀⁄ . 
Randomly simulate 𝑀 samples {𝒔1
𝑖 }
𝑖=1
𝑀
 from the given prior 𝑞(𝒔1|𝒚1). 
Step 2. For 𝑘 = 2,⋯ , 𝑡 : draw 𝑀  samples {𝒔𝑘
𝑖 }
𝑖=1
𝑀
 from the importance distribution 
𝑞(𝒔𝑘|𝒔1:𝑘−1, 𝒚1:𝑘).  
Step 3. Compute the importance weights from equation (2.34) and normalize them to 
{?̃?𝑡
𝑖}
𝑖=1
𝑀
 by equation (2.35). 
Step 4. 
For 𝑘 = 2,⋯ , 𝑡 : resample 𝐿 (𝐿 ≤ 𝑀) samples {?̃?𝑘
𝑗
}
𝑗=1
𝐿
 among {𝒔𝑘
𝑖 }
𝑖=1
𝑀
 with 
probabilities {?̃?𝑡
𝑖}
𝑖=1
𝑀
. 
 
Although this algorithm looks attractive for a particle filter, equation (2.36) implies we must 
at least evaluate 𝑀 × 𝑡 densities to generate 𝑀 samples from 𝑝(𝒔1:𝑡|𝒚1:𝑡). Given that 𝑀 
and 𝑡 are typically very large, this implies that adaption is not generally feasible for SIR-based 
particle filters (Pitt and Shephard, 1999). Haykin (2009) further summarized several typical 
limitations in terms of the use of resampling as follows: 
 Resampling limits the scope of parallel implementation of particle filters, due to the 
very nature of the process. 
 Particles associated with large importance weights are selected several times in the 
course of resampling, which results in weight degeneracy (or sample 
impoverishment). When, for example, the dynamic noise in the state-space model is 
relatively small, all the particles may lose the diversity and end up collapsing to a 
single one in a matter of few iterations, which is obviously undesirable. 
 Invariably, resampling increases the variance of the Monte Carlo estimator. 
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2.3.3.3 Sequential Importance Sampling (SIS) 
While implementing the methods of IS and SIR, the importance weights {?̃?𝑡
𝑖}
𝑖=1
𝑀
 over the 
entire state sequence 𝒔1:𝑡  are required as each new observation 𝒚𝑡  arrives and the 
computational complexity of the IS process would have to continue increasing with time, 
thereby a SIS, which is the sequential implementation of IS, is designed to overcome the 
computational difficulty caused by the need of the entire observation sequence. 
   Based on the two-stage update of equations (2.29) and (2.30), substituting the conditional 
predictive distribution, we have the updated posterior distribution: 
 𝑝(𝒔1:𝑡|𝒚1:𝑡) ∝ 𝑙(𝒚𝑡|𝒔𝑡)𝑝(𝒔1:𝑡|𝒚1:𝑡−1)
= 𝑙(𝒚𝑡|𝒔𝑡)∫𝑝(𝒔𝑡|𝒔𝑡−1)𝑝(𝒔1:𝑡−1|𝒚1:𝑡−1)𝑑𝒔1:𝑡−1    
= ∫𝑝(𝒔𝑡|𝒔𝑡−1)𝑙(𝒚𝑡|𝒔𝑡)𝑝(𝒔1:𝑡−1|𝒚1:𝑡−1)𝑑𝒔1:𝑡−1
= ∫𝑝(𝒔𝑡|𝒔𝑡−1)𝑙(𝒚𝑡|𝒔𝑡)
𝑝(𝒔1:𝑡−1|𝒚1:𝑡−1)
𝑞(𝒔1:𝑡|𝒚1:𝑡)
𝑞(𝒔1:𝑡|𝒚1:𝑡)𝑑𝒔1:𝑡−1
= ∫𝑝(𝒔𝑡|𝒔𝑡−1)𝑙(𝒚𝑡|𝒔𝑡)
𝑝(𝒔1:𝑡−1|𝒚1:𝑡−1)
𝑞(𝒔1:𝑡−1|𝒚1:𝑡−1)𝑞(𝒔𝑡|𝒔𝑡−1, 𝒚1:𝑡)
𝑞(𝒔1:𝑡|𝒚1:𝑡)𝑑𝒔1:𝑡−1
= ∫
𝑝(𝒔1:𝑡−1|𝒚1:𝑡−1)
𝑞(𝒔1:𝑡−1|𝒚1:𝑡−1)
𝑝(𝒔𝑡|𝒔𝑡−1)𝑙(𝒚𝑡|𝒔𝑡)
𝑞(𝒔𝑡|𝒔1:𝑡−1, 𝒚1:𝑡)
𝑞(𝒔1:𝑡|𝒚1:𝑡)𝑑𝒔1:𝑡−1, 
 
where the updated sequence of samples from the importance distribution 𝑞(𝒔1:𝑡|𝒚1:𝑡)  is 
obtained simply by augmenting the old sequence of samples drawn from the importance 
distribution 𝑞(𝒔1:𝑡−1|𝒚1:𝑡−1) with a sequence of samples drawn from the new importance 
distribution 𝑞(𝒔𝑡|𝒔1:𝑡−1, 𝒚1:𝑡), receipt upon the new observation 𝒚𝑡. Thus, a sequential update 
to the importance weights is achieved by using this decomposition structure of the proposal 
distribution that 𝑞(𝒔1:𝑡|𝒚1:𝑡) = 𝑞(𝒔1:𝑡−1|𝒚1:𝑡−1)𝑞(𝒔𝑡|𝒔1:𝑡−1, 𝒚1:𝑡): 
 
𝑤𝑡 ∝
𝑝(𝒔1:𝑡−1|𝒚1:𝑡−1)
𝑞(𝒔1:𝑡−1|𝒚1:𝑡−1)
×
𝑝(𝒔𝑡|𝒔𝑡−1)𝑙(𝒚𝑡|𝒔𝑡)
𝑞(𝒔𝑡|𝒔1:𝑡−1, 𝒚1:𝑡)
. (2.38) 
   Practically, the new importance distribution may be set as 
 𝑞(𝒔𝑡|𝒔1:𝑡−1, 𝒚1:𝑡) = 𝑞(𝒔𝑡|𝒔𝑡−1, 𝒚1:𝑡), (2.39) 
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which is analogous to the Markovian assumption of the states that 𝑝(𝒔𝑡|𝒔1:𝑡−1) = 𝑝(𝒔𝑡|𝒔𝑡−1). 
Further, in view that the term 𝑝(𝒔1:𝑡−1|𝒚1:𝑡−1) 𝑞(𝒔1:𝑡−1|𝒚1:𝑡−1)⁄  of equation (2.38) takes the 
expression of the old importance weight 𝑤𝑡−1 of equation (2.34), (2.38) can be rewritten as 
 
𝑤𝑡 ∝ 𝑤𝑡−1 ×
𝑝(𝒔𝑡|𝒔𝑡−1)𝑙(𝒚𝑡|𝒔𝑡)
𝑞(𝒔𝑡|𝒔𝑡−1, 𝒚1:𝑡)
. (2.40) 
   This formula provides a mechanism to sequentially update the importance weights given 
an appropriate choice of importance distribution 𝑞(𝒔𝑡|𝒔1:𝑡−1, 𝒚1:𝑡). Since we can sample from 
the importance distribution and evaluate transition-state distribution 𝑝(𝒔𝑡|𝒔𝑡−1)  and the 
likelihood 𝑙(𝒚𝑡|𝒔𝑡), all we need to do is to generate a prior set of samples and iteratively 
compute the importance weights (Haykin, 2001). This procedure then allows us to evaluate the 
Monte Carlo estimator that approximate to the expectations of interest by 
 
𝔼𝑝(𝒔1:𝑡|𝒚1:𝑡)
[𝐠(𝒔1:𝑡)] ≈∑?̃?𝑡
𝑖𝐠(𝒔1:𝑡
𝑖 )
𝑀
𝑖=1
, (2.41) 
where ?̃?𝑡
𝑖 is the importance weights normalized by (2.35). The following table describes how 
to filtering via SIS algorithm. 
 
Algorithm 2.4: SIS 
Step 1. Set the initial importance weights (𝑤1
1,⋯ ,𝑤1
𝑀) = 1 𝑀⁄ . 
Randomly simulate 𝑀 samples {𝒔1
𝑖 }
𝑖=1
𝑀
 from the given prior 𝑞(𝒔1|𝒚1). 
Step 2. For 𝑘 = 2,⋯ , 𝑡 : draw 𝑀  samples {𝒔𝑘
𝑖 }
𝑖=1
𝑀
 from the importance distribution 
𝑞(𝒔𝑘|𝒔1:𝑘−1
𝑖 , 𝒚1:𝑘).  
Step 3. Compute the importance weights by 
𝑤𝑡
𝑖 = 𝑤𝑡−1
𝑖 ×
𝑝(𝒔𝑡
𝑖 |𝒔𝑡−1
𝑖 )𝑙(𝒚𝑡|𝒔𝑡
𝑖)
𝑞(𝒔𝑡
𝑖 |𝒔𝑡−1
𝑖 , 𝒚1:𝑡)
. 
Step 4. Normalize the importance weights to ?̃?𝑡
𝑖 = 𝑤𝑡
𝑖 ∑ 𝑤𝑡
𝑗𝑀
𝑗=1⁄ . 
 
   However, the variance of the importance weights 𝑤𝑡
𝑖  increase over time due to the 
difference between the importance distribution 𝑞(𝒔1:𝑡|𝒚1:𝑡)  and the posterior distribution 
𝑝(𝒔1:𝑡|𝒚1:𝑡). SIS algorithm has the fundamental question of weight degeneracy. 
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2.3.3.4 Drawbacks and Solutions of Applying Particle Filters 
For an intuitive explanation of the weight degeneracy problem, consider a set of particles 𝒔1:𝑡
𝑖  
with a small normalized importance weight ?̃?𝑡
𝑖 at time 𝑡. By definition, a small weight implies 
that ?̃?𝑡
𝑖 has been drawn from the importance distribution 𝑞(𝒔1:𝑡|𝒚1:𝑡) a good distance away 
from the main body of the posterior distribution 𝑝(𝒔1:𝑡|𝒚1:𝑡), which therefore means that the 
contribution of this particular particle to the Monte Carlo estimator is rather ineffective (Haykin, 
2009). Typically, after a few iterations, one of the normalized importance weights tends to unity, 
while the remaining weights tend to zero. A large number of samples are thus effectively 
removed from the sample set because their importance weight become numerically 
insignificant (Haykin, 2001). Liu (1996) has suggested an estimate of effective sample size 
defined by 
 
𝑀∗ =
1
∑ (?̃?𝑡
𝑖)
2𝑀
𝑖=1
 (2.42) 
to measure the magnitude of weight degeneracy. 𝑀∗ lies inside the range [1,𝑀], a small value 
of which implies a severe case of weight degeneracy.  
   This degeneracy problem can be limited by incorporating a resampling step to SIS, where 
a prescribed threshold is introduced as a sign of starting the resampling step. Typically, this SIS 
algorithm with resampling referred to as SISR, can be repeated with the following procedures 
until the filtering is terminated: when the effective sample size 𝑀∗ drops below the threshold, 
the SIS procedure is momentarily stopped and a resampling step is applied, after which the SIS 
procedure is resumed.  
   The selection of the importance function which minimizes the variance of the importance 
weights, on the other hand, is also vital in dealing with particle degeneracy. The transition-state 
distribution 𝑝(𝒔𝑡|𝒔𝑡−1)  has been used as the importance function 𝑞(𝒔𝑡|𝒔1:𝑡−1, 𝒚1:𝑡) (See 
Tanner and Wong, 1987; Gelfand and Smith, 1990; Chen and Liu, 1996). It is also set in the 
resampling stage that the importance weights ?̃?𝑡−1
𝑖  equals to 1 𝑀⁄  to eliminate the need for 
an accumulation over time of the incremental correction factor in equation (2.40), which 
accordingly makes the formula to 
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 𝑤𝑡 ∝ 𝑙(𝒚𝑡|𝒔𝑡). (2.43) 
   It is noticeable that the information about the state 𝒔𝑡 to observation 𝒚𝑡 is completely 
ignored in this simplified form of importance weights. Following Doucet et al. (2000), SIS 
algorithm with resampling is presented as follows: 
 
Algorithm 2.5: SISR 
Step 1. Initialization. 
 Set the initial importance weights 𝑤1
1 = 1 𝑀⁄  for 𝑖 = 1,⋯ ,𝑀. 
Randomly simulate 𝑀 samples {𝒔1
𝑖 }
𝑖=1
𝑀
 from the given prior 𝑝(𝒔1). 
Step 2. Importance sampling. For 𝑘 = 2,⋯ , 𝑡: 
Step 2a. Draw 𝑀 samples {𝒔𝑘
𝑖 }
𝑖=1
𝑀
 from the importance distribution 𝑝(𝒔𝑘|𝒔𝑘−1
𝑖 ). 
Step 2b. Evaluate the importance weights by 𝑤𝑡
𝑖 = 𝑙(𝒚𝑡|𝒔𝑡
𝑖). 
Step 2c. Normalize the importance weights to ?̃?𝑡
𝑖 = 𝑤𝑡
𝑖 ∑ 𝑤𝑡
𝑗𝑀
𝑗=1⁄ . 
Step 2d. Compute the effective sample size 𝑀∗  using (2.42) and move to the 
resampling step if 𝑀∗ is greater than the threshold. 
Step 3. Resampling. For 𝑘 = 2,⋯ , 𝑡: 
Step 3a. 
Resample 𝐿 (𝐿 ≤ 𝑀)  samples {?̃?𝑘
𝑗
}
𝑗=1
𝐿
 among {𝒔𝑘
𝑖 }
𝑖=1
𝑀
 with probabilities 
{?̃?𝑡
𝑖}
𝑖=1
𝑀
. 
Step 3b. Set 𝑤𝑘
𝑖 = 1 𝑀⁄  for 𝑖 = 1,⋯ ,𝑀. 
 
   Except for the weight degeneracy issue, the presence of outliers is another difficulty to be 
worked with while applying the particle filter based on SIR. When there is an outlier, the 
weights ?̃?𝑡
𝑖 will be very unevenly distributed and so it will require an extremely large value 
of 𝑀 for the draws to be close to samples from the importance distribution.  
   To reduce these problems, Pitt and Shephard (1999) performed the particle filter methods 
in a higher dimension. Generic particle filters of this type is called auxiliary particle filter (APF) 
since the typical characteristics of this approach is the introduction of the auxiliary variable. 
Algorithms such as SIR, rejection sampling or MCMC can be used for simulation, which makes 
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APF adaptable and flexible.  
   Although particle filters have been successful in many simulation experiments and in 
analysis of real data, a main problem with such an approach is how to handle the presence of 
unknown static parameters. Berzuini et al. (1997) included the parameters as part of the state-
space variable, while Gordon et al. (1993) and Liu and West (2001) introduced diversity in the 
set of particles by adding random noise to the particles. These approaches, however, assume 
the nonparametric parameters as changing dynamic ones, which is not in line with the nature 
of the non-dynamic parameters. Storvik (2002) then proposed to marginalizing the static 
parameters out of the posterior distribution such that only the state vector needs to be considered. 
Following Pitt and Shephard (1999) and Storvik (2002), this dissertation applies the APF 
algorithm that combines unknown static parameters to the SV models for sequential state 
inference. The detailed mechanism of the algorithm will be illustrated in Chapter 4. 
 
2.4 Summary 
A large literature has suggested that volatility estimates based on certain models provide poor 
volatility forecasts, contrary to this perception, as demonstrated by Andersen and Bollerslev 
(1998), for empirically relevant specifications, the volatility forecasts correlate closely with the 
future latent volatility factor that is of interest in most practical applications, and therefore 
dynamic volatility models do provide good volatility forecasts. Despite that the realized 
estimators cannot be applied to predict the future volatility, they can provide effective and 
efficient current volatilities and can be used as robust volatility proxy for model comparison 
and performance evaluation. 
   A dynamic volatility model usually takes either an ARCH or a SV form, the fundamental 
difference between which is whether the dynamic variables are considered as a stochastic 
process. The predetermined assumption about the volatilities in the ARCH-type models makes 
the estimation easy and fast, while it is more sensible to treat the volatilities as hidden variables 
in the SV-type models. 
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   As alternative approaches to the MLE, the Bayesian based simulation methods are generally 
applied in the latter cases where unknown variables exist. The full MCMC has broad 
applications in the cases of offline estimation, whereas the efficiency will be lost for online 
situations due to the increasing dimension of the vector to be simulated over time. 
 Particle filters, generally applied in a variety of fields, have become an important tool for 
solving nonlinear and sequential filtering problems. Although several drawbacks including 
weight degeneracy and difficulty in dealing with outliers and static parameters, have limited 
the applicability of the particle filters, these problems can be solved by some advanced filtering 
methods such as SISR and APF. 
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Chapter 3. Specifications and Estimation of 
GARCH Models 
The objective of this chapter is to introduce the characterizations and estimation methods 
regarding to the three GARCH models this dissertation applied. Section 3.1 explains the 
specifications of the GARCH (1,1), the EGARCH (1,1) and the RGARCH (1,1) models, while 
Section 3.2 describes how to estimate such models via MLE. 
   Let E(𝑅𝑡|𝑰𝑡−1) be the conditional expectation of daily return, where 𝑰𝑡−1 denotes the 
information up to day 𝑡 − 1. Then, the daily return 𝑦𝑡 is described as 
 𝑦𝑡 = E(𝑦𝑡|𝑰𝑡−1) + 𝜀𝑡
∗, (3.1) 
where the error term 𝜀𝑡
∗ is specified as the product of root volatility 𝜎𝑡 and random variable 
𝜀𝑡~𝑖. 𝑖. 𝑑. (0,1). 
 𝜀𝑡
∗ = 𝜎𝑡𝜀𝑡. (3.2) 
 It is also assumed that E(𝑦𝑡|𝑰𝑡−1) = 0 due to the null hypothesis of zero mean and no 
autocorrelations with regard to returns are not rejected practically. Then, equation (3.1) can be 
rewritten as follows. 
 𝑦𝑡 = 𝜎𝑡𝜀𝑡 ,   𝜀𝑡~𝑖. 𝑖. 𝑑. (0,1). (3.3) 
 Since the integrated volatility cannot be observed or computed using an analytical method, 
some substitute approaches introduced in Chapter 2 are developed to obtain the numerical 
solution. The following section focuses on the model-based methods and introduces several 
advanced models that incorporate realized data as well. 
   Parametric methods including the classes of ARCH-type and SV-type models, aim to 
establish typical models to estimate the static parameters and the dynamic volatilities. The 
following sections of this chapter illustrate the specifications of three GARCH models which 
are frequently applied in practice. 
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3.1 GARCH Model Specifications 
Bollerslev (1986) proposes a GARCH process with p lags of GARCH terms 𝜎2 and q lags of 
ARCH terms 𝜀∗2 to estimate this latent volatility. As mentioned in Chapter 2, the GARCH (p, 
q) model is defined as 
 
𝜎𝑡
2 = 𝜔 +∑𝛽𝑖𝜎𝑡−𝑖
2
𝑝
𝑖=1
+∑𝛼𝑗𝜀𝑡−𝑗
∗2
𝑞
𝑗=1
,   𝜔 > 0,   𝛽𝑖, 𝛼𝑗 ≥ 0. (3.4) 
 The restrictions of 𝜔 > 0,   𝛽𝑖, 𝛼𝑗 ≥ 0 are provided to keep the volatility 𝜎𝑡
2 to be positve. 
This dissertation focuses on the simplest GARCH (1,1) model given by 
 
Model 1. GARCH (1,1) model 
 𝑦𝑡 = 𝜎𝑡𝜀𝑡,   𝜀𝑡~𝑖. 𝑖. 𝑑. (0,1).  
 𝜎𝑡
2 = 𝜔 + 𝛽𝜎𝑡−1
2 + 𝛼𝜀𝑡−1
∗2 ,   𝜔 > 0, 𝛽, 𝛼 ≥ 0. (3.5) 
 
Parameters (𝜔, 𝛽, 𝛼) , however, should be positive or non-negative in this underlying 
structure of GARCH models to ensure 𝜎𝑡
2 to be estimated as a positive value. To avoid such 
constrictions, this dissertation also estimates the generally applied EGARCH model proposed 
by Nelson (1991). Let ℎ𝑡  represent the logarithm of 𝜎𝑡
2, as a simple version of (2.7), the 
EGARCH (1,1) model takes the form of: 
 
Model 2. EGARCH (1,1) model 
 𝑦𝑡 = exp(ℎ𝑡 2⁄ )𝜀𝑡,   𝜀𝑡~𝑖. 𝑖. 𝑑. 𝑁(0,1).  
 ℎ𝑡 = 𝜔 + 𝛽ℎ𝑡−1 + 𝜃𝜀𝑡−1 + 𝛾[|𝜀𝑡−1| − 𝐸(|𝜀𝑡−1|)]. (3.6) 
 
 The release of non-negative constraints in terms of the parameters allows broader 
applications of this model than the underlying GARCH specification. Further, by introducing 
leverage term into the model, asymmetric relation between return and volatility can be captured 
as well.  
In addition to the above-mentioned two GARCH structures, this dissertation also estimates 
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the RGARCH model proposed by Hansen et al. (2011) considering that the loss of intraday 
information may bring about inaccurate estimation results in the type of models where only 
daily returns data are used. In the RGARCH specification, an additional equation that describes 
the log-linear relationship between realized volatility and latent volatility is added in and the 
basic RGARCH (1,1) model can be written as 
 
Model 3. RGARCH (1,1) model 
 𝑦𝑡 = exp(ℎ𝑡 2⁄ )𝜀𝑡,   𝜀𝑡~𝑖. 𝑖. 𝑑. (0,1), (3.7) 
 ℎ𝑡 = 𝜔 + 𝛽ℎ𝑡−1 + 𝛾𝑥𝑡−1, (3.8) 
 𝑥𝑡 = 𝜁 + 𝜑ℎ𝑡 + 𝜏(𝜀𝑡) + 𝜐𝑡,   𝜐𝑡~𝑖. 𝑖. 𝑑. 𝑁(0, 𝜎𝜐
2), (3.9) 
 𝜏(𝜀𝑡) = 𝜏1𝜀𝑡 + 𝜏2(𝜀𝑡
2 − 1),  (3.10) 
 
where 𝑥𝑡  is the log of realized measure. The function 𝜏(𝜀𝑡)  introduced to capture the 
leverage effect between ℎ𝑡 and 𝑦𝑡+1, is a simple quadratic form constructed from Hermite 
polynomials: 
 𝜏(𝜀𝑡) = 𝜏1𝜀𝑡 + 𝜏2(𝜀𝑡
2 − 1) + 𝜏3(𝜀𝑡
3 − 3𝜀𝑡) + 𝜏4(𝜀𝑡
4 − 6𝜀𝑡
2 + 3) +⋯,   
which ensures that E[𝜏(𝜀𝑡)] = 0 for any distribution with mean 0 and variance 1. This form 
is convenient here to normalize function (3.10). 
   We can easily obtain the derivative of such leverage function as 𝜏′(𝜀𝑡) = 𝜏1 + 2𝜏2𝜀𝑡. To 
explain how this function works, consider the situations when 𝜀𝑡 < 0. The sign of 𝜏
′(𝜀𝑡) is 
controlled by those of 𝜏1 and 𝜏2, i.e., 
 
Case 1: 𝜏1 > 0, 𝜏2 < 0 → 𝜏
′(𝜀𝑡) > 0. 
Case 2: 𝜏1 > 0, 𝜏2 > 0 → 𝜏
′(𝜀𝑡) > 0 or < 0. 
Case 3: 𝜏1 < 0, 𝜏2 < 0 → 𝜏
′(𝜀𝑡) > 0 or < 0. 
Case 4: 𝜏1 < 0, 𝜏2 > 0 → 𝜏
′(𝜀𝑡) > 0. 
 
Notice that only in Case 4, 𝜏(𝜀𝑡) can be ensured as a decrease function of 𝜀𝑡 , so that 
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volatility at day 𝑡 + 1 is supposed to be larger after a decrease happened in daily return at day 
𝑡. Similar results can be concluded with respect to 𝑔(𝜀𝑡) ≡ 𝜃𝜀𝑡 + 𝛾[|𝜀𝑡| − 𝐸(|𝜀𝑡|)] in the 
EGARCH (1,1) model on account that the form of 𝑔(𝜀𝑡) is within the above-mentioned class 
of leverage functions. 
In such RGARCH structure, 𝜎𝑡
2 is provided to be a deterministic function of the previous 
known variable and takes the form of the first-order autoregressive process simply by 
substituting (3.9) into (3.8), 
 ℎ𝑡 = 𝜔 + 𝛾𝜁 + (𝛽 + 𝛾𝜑)ℎ𝑡−1 + 𝛾𝜏(𝜀𝑡−1) + 𝛾𝜐𝑡 , (3.11) 
where 𝛽 + 𝛾𝜑 describes the persistence of volatility. The measurement equation (3.8) shows 
the log-linear relationship between latent volatility and RV. In the ideal markets, RV should be 
consistent with latent volatility and therefore 𝜁 = 0, 𝜑 = 1. 
 Nevertheless, this realized measure usually turns out to be a biased estimator in practice 
due to the existence of MMN and non-trading hours. Moreover, the leverage function of 
equation (3.10) is introduced to the measurement equation to explain the asymmetric response 
in return of day 𝑡 to volatility of day 𝑡 + 1. 
 
3.2 MLE for GARCH Models 
3.2.1 GARCH Models with Gaussian Distribution 
Let 𝝑𝐺  represents the parameter vector (𝜔, 𝛽, 𝛼)
′  of GARCH model, 𝝑𝐸𝐺 represents  
(𝜔, 𝛽, 𝜃, 𝛾)′of EGARCH model and 𝝑𝑅𝐺 represents  (𝜔, 𝛽, 𝛾, 𝜁, 𝜑, 𝜏1, 𝜏2, 𝜎𝜐
2)′of RGARCH 
model, and 𝒙1:𝑡  and 𝒚1:𝑡  denote the series (𝑥1, ⋯ , 𝑥𝑡) and (𝑦1, ⋯ , 𝑦𝑡) for 𝑡 = 1,⋯ , 𝑇, 
respectively. Given daily returns and realized volatilities data, the conditional joint likelihood 
of GARCH (1,1), EGARCH (1,1) and RGARCH (1,1) models are evaluated by 
 
𝐿𝐺(𝒚1:𝑇; 𝝑𝐺) =∏𝑓(𝑦𝑡|𝝑𝐺)
𝑇
𝑡=1
, (3.12) 
 
𝐿𝐸𝐺(𝒚1:𝑇; 𝝑𝐸𝐺) =∏𝑓(𝑦𝑡|𝝑𝐸𝐺)
𝑇
𝑡=1
, (3.13) 
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𝐿𝑅𝐺(𝒚1:𝑇, 𝒙1:𝑇; 𝝑𝑅𝐺) =∏𝑓(𝑦𝑡|𝒙1:𝑡−1, 𝝑𝑅𝐺)𝑓(𝑥𝑡|𝒙1:𝑡−1, 𝑦𝑡 , 𝝑𝑅𝐺)
𝑇
𝑡=1
, (3.14) 
where 𝑓(𝑦𝑡|𝝑𝐺) , 𝑓(𝑦𝑡|𝝑𝐸𝐺)  and 𝑓(𝑦𝑡|𝒙1:𝑡−1, 𝝑𝑅𝐺)  in expressions (3.12) - (3.14) are 
determined by the distribution of 𝜀𝑡 . 𝑓(𝑥𝑡|𝒙1:𝑡−1, 𝑦𝑡 , 𝝑𝑅𝐺)  in (3.14) takes the Gaussian 
distribution with mean 𝜁 + 𝜑ℎ𝑡 + 𝜏1𝜀𝑡 + 𝜏2(𝜀𝑡
2 − 1)  and variance 𝜎𝜐
2  (Watanabe(2012)). 
Basically, the following log forms are usually computed in alternative to (3.12) - (3.14): 
log𝐿𝐺(𝒚1:𝑇; 𝝑𝐺) =∑log𝑓(𝑦𝑡|𝝑𝐺)
𝑇
𝑡=1
, (3.15) 
log𝐿𝐸𝐺(𝒚1:𝑇; 𝝑𝐸𝐺) =∑log𝑓(𝑦𝑡|𝝑𝐸𝐺)
𝑇
𝑡=1
, (3.16) 
log𝐿𝑅𝐺(𝒚1:𝑇, 𝒙1:𝑇; 𝝑𝑅𝐺) =∑[log𝑓(𝑦𝑡|𝒙1:𝑡−1, 𝝑𝑅𝐺) + log𝑓(𝑥𝑡|𝒙1:𝑡−1, 𝑦𝑡 , 𝝑𝑅𝐺)]
𝑇
𝑡=1
. (3.17) 
With the assumptions of Gaussian specification for 𝜀𝑡 and 𝜐𝑡, these log-likelihoods can 
be expressed as 
log𝐿𝐺(𝒚1:𝑇; 𝝑𝐺) = −
1
2
∑[log(2𝜋) + ℎ𝑡 +
𝑦𝑡
2
exp(ℎ𝑡)
]
𝑇
𝑡=1
, (3.18) 
log𝐿𝐸𝐺(𝒚1:𝑇; 𝝑𝐸𝐺) = −
1
2
∑[log(2𝜋) + ℎ𝑡 +
𝑦𝑡
2
exp(ℎ𝑡)
]
𝑇
𝑡=1
, (3.19) 
log𝐿𝑅𝐺(𝒚1:𝑇 , 𝒙1:𝑇; 𝝑𝑅𝐺) = −
1
2
∑[2log(2𝜋) + ℎ𝑡 +
𝑦𝑡
2
exp(ℎ𝑡)
+ log(𝜎𝜐
2) +
𝜐𝑡
2
𝜎𝜐
2]
𝑇
𝑡=1
. (3.20) 
   The initial values of log volatilities ℎ0 are set to be their unconditional means, which equal 
to log[𝜔 (1 − 𝛼 − 𝛽)⁄ ] , 𝜔 (1 − 𝛽)⁄  and (𝜔 + 𝛾𝜁) (1 − 𝛽 − 𝛾𝜑)⁄  regarding to GARCH, 
EGARCH and RGARCH models, respectively. For 𝑡 = 1,⋯ , 𝑇, given 𝒚1:𝑇, 𝒙1:𝑇 and ℎ0, 
ℎ𝑡  can be calculated easily by equations (3.5), (3.6) and (3.8) recursively and 𝜀𝑡  can be 
obtained by 𝜀𝑡 = 𝑦𝑡exp(−ℎ𝑡 2⁄ ). 
 
3.2.2 GARCH Models with Student’s t Distribution and Skewed 
Student’s t Distribution 
A more flexible extension of the GARCH models allowing for skewness and heavy-tail is to 
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letting observation noise 𝜀𝑡 follow the skewed student’s t distribution. This dissertation uses 
the pdf of the following standardized version of the skewed student’s t distribution proposed by 
Fernandez and Steel (1998): 
𝑓𝑠𝑘𝑡(𝜀𝑡|𝜆, 𝜈) = {
2𝜆
𝜆2 + 1
𝑠𝑓𝑡[𝜆(𝑠𝜀𝑡 +𝑚)], 𝑖𝑓 𝜀𝑡 < −
𝑚
𝑠
,
2𝜆
𝜆2 + 1
𝑠𝑓𝑡[(𝑠𝜀𝑡 +𝑚) 𝜆⁄ ], 𝑖𝑓 𝜀𝑡 ≥ −
𝑚
𝑠
,
 (3.21) 
where 𝜆 and 𝜈 are the skewness parameter and the degree of freedom. The skewness of 𝜀𝑡 
is zero if 𝜆 = 1, while the positive or negative skewness is indicated by a value of 𝜆 that 
higher or lower than one. 𝑓𝑡(∙) represents the pdf of standard student’s t distribution with 𝜈, 
where parameters 𝑚 and 𝑠 are the mean and standard deviation of the skewed student’s t 
distribution. In general, 
 𝜆 > 0, (3.22) 
 𝜈 > 2, (3.23) 
 
𝑚 =
Γ(
𝜈 − 1
2 )√𝜈 − 2
√𝜋Γ (
𝜈
2)
(𝜆 −
1
𝜆
), (3.24) 
 
𝑠 = √𝜆2 +
1
𝜆2
− 1 −𝑚2, (3.25) 
 
𝑓𝑡(𝑡) =
Γ (
𝜈 + 1
2 )
√𝜈𝜋Γ (
𝜈
2)
(1 +
𝑡2
𝜈
)
−
𝜈+1
2
. (3.26) 
𝜈 controls the kurtosis of 𝜀𝑡 . The kurtosis decreases as 𝜈 increases. Then, 𝑓(𝑦𝑡|𝝑𝐺), 
𝑓(𝑦𝑡|𝝑𝐸𝐺) and 𝑓(𝑦𝑡|𝒙1:𝑡−1, 𝝑𝑅𝐺) in equations (3.12) - (3.14) can be written as follows. 
𝑓𝑠𝑘𝑡(𝑦𝑡| ∙)
=
{
  
 
  
 2𝜆𝑠
𝜆2 + 1
Γ (
𝜈 + 1
2 )
√𝜈𝜋Γ (
𝜈
2)
(1 +
𝜆2(𝑠𝜀𝑡 +𝑚)
2
𝜈
)
−
𝜈+1
2
exp (−
ℎ𝑡
2
) , 𝑖𝑓 𝜀𝑡 < −
𝑚
𝑠
,
2𝜆𝑠
𝜆2 + 1
Γ (
𝜈 + 1
2 )
√𝜈𝜋Γ(
𝜈
2)
(1 +
(𝑠𝜀𝑡 +𝑚)
2 𝜆2⁄
𝜈
)
−
𝜈+1
2
exp (−
ℎ𝑡
2
) , 𝑖𝑓 𝜀𝑡 ≥ −
𝑚
𝑠
,
 
 
(3.27) 
where 𝐽 = |𝜕𝜀𝑡 𝜕𝑦𝑡⁄ | = exp(−ℎ𝑡 2⁄ )  is for change of variables. Therefore, under the 
assumption of skewed student’s t distribution for 𝜀𝑡, the log-likelihoods take the forms of 
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If 𝜀𝑡 < −𝑚 𝑠⁄ : 
log𝐿𝐺(𝒚1:𝑇; 𝝑𝐺) 
= 𝑇log [
2𝜆𝑠
𝜆2 + 1
Γ (
𝜈 + 1
2 )
√𝜈𝜋Γ (
𝜈
2)
] −
𝜈 + 1
2
∑log [1 +
𝜆2(𝑠𝜀𝑡 +𝑚)
2
𝜈
]
𝑇
𝑡=1
−
1
2
∑(ℎ𝑡)
𝑇
𝑡=1
, 
 
(3.28) 
log𝐿𝐸𝐺(𝒚1:𝑇; 𝝑𝐺) 
= 𝑇log [
2𝜆𝑠
𝜆2 + 1
Γ (
𝜈 + 1
2 )
√𝜈𝜋Γ (
𝜈
2)
] −
𝜈 + 1
2
∑log [1 +
𝜆2(𝑠𝜀𝑡 +𝑚)
2
𝜈
]
𝑇
𝑡=1
−
1
2
∑(ℎ𝑡)
𝑇
𝑡=1
, 
 
(3.29) 
log𝐿𝑅𝐺(𝒚1:𝑇, 𝒙1:𝑇; 𝝑𝑅𝐺) = 𝑇log [
2𝜆𝑠
𝜆2 + 1
Γ (
𝜈 + 1
2 )
√𝜈𝜋Γ (
𝜈
2)
] −
𝑇
2
log(2𝜋𝜎𝜐
2) 
−
𝜈 + 1
2
∑log [1 +
𝜆2(𝑠𝜀𝑡 +𝑚)
2
𝜈
]
𝑇
𝑡=1
−∑(
ℎ𝑡
2
+
𝜐𝑡
2
𝜎𝜐
2)
𝑇
𝑡=1
, 
 
 
(3.30) 
If 𝜀𝑡 ≥ −𝑚 𝑠⁄ : 
log𝐿𝐺(𝒚1:𝑇; 𝝑𝐺) 
= 𝑇log [
2𝜆𝑠
𝜆2 + 1
Γ(
𝜈 + 1
2 )
√𝜈𝜋Γ(
𝜈
2)
] −
𝜈 + 1
2
∑log [1 +
(𝑠𝜀𝑡 +𝑚)
2 𝜆2⁄
𝜈
]
𝑇
𝑡=1
−
1
2
∑(ℎ𝑡)
𝑇
𝑡=1
, 
 
(3.31) 
log𝐿𝐸𝐺(𝒚1:𝑇; 𝝑𝐸𝐺) 
= 𝑇log [
2𝜆𝑠
𝜆2 + 1
Γ(
𝜈 + 1
2 )
√𝜈𝜋Γ(
𝜈
2)
] −
𝜈 + 1
2
∑log [1 +
(𝑠𝜀𝑡 +𝑚)
2 𝜆2⁄
𝜈
]
𝑇
𝑡=1
−
1
2
∑(ℎ𝑡)
𝑇
𝑡=1
, 
 
(3.32) 
log𝐿𝑅𝐺(𝒚1:𝑇, 𝒙1:𝑇; 𝝑𝑅𝐺) = 𝑇log [
2𝜆𝑠
𝜆2 + 1
Γ (
𝜈 + 1
2 )
√𝜈𝜋Γ (
𝜈
2)
] −
𝑇
2
log(2𝜋𝜎𝜐
2) 
−
𝜈 + 1
2
∑log [1 +
(𝑠𝜀𝑡 +𝑚)
2 𝜆2⁄
𝜈
]
𝑇
𝑡=1
−∑(
ℎ𝑡
2
+
𝜐𝑡
2
𝜎𝜐
2)
𝑇
𝑡=1
, 
 
 
(3.33) 
where parameters (𝜆, 𝜈) can be estimated jointly with other parameters by MLE. The above-
mentioned densities reduce to the underlying student’s t distribution without skewness simply 
by setting 𝜆 = 1. 
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3.3 Empirical Analysis 
This section applies daily returns (in percentage) and 5-minute realized volatilities data of the 
EURO STOXX 50 index (STOXX50E), the Nasdaq 100 index (NDX) and the Nikkei225 
(N225) provided by the Oxford-Man Institute’s Realized Library (Heber et al. 2009), to the 
GARCH models introduced in Section 3.2 to estimate the static parameters and dynamic 
volatilities. The results of this dissertation are conducted via the MATLAB_R2015b software. 
 
3.3.1 Data and Descriptive Statistics 
The datasets are during the periods of 2002/04/30–2017/12/29 (STOXX50E), 2002/02/01–
2017/12/29 (NDX) and 2001/08/21–2017/12/29 (N225), respectively. The sample sizes are all 
4000. Figure 3.1 plots the returns and realized volatilities data, where the logarithm of RV is 
denoted by logRV. 
Figure 3.1a: Daily returns, realized volatilities and log realized volatilities (STOXX50E) 
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Figure 3.1b: Daily returns, realized volatilities and log realized volatilities (NDX) 
 
Figure 3.1c: Daily returns, realized volatilities and log realized volatilities (N225) 
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Table 3.1 summarizes the descriptive statistics of daily returns (%), RVs and logRVs, 
respectively. 𝐿𝐵(𝑚)  represents the p value of the Ljung-Box (LB) statistic, whose null 
hypothesis is no autocorrelation up to 𝑚 lags. Following Diebold (1988), the LB(10) statistics 
modified for heteroscedasticity is described as 
 
𝐿𝐵(𝑚) = 𝑇(𝑇 + 2)∑(
?̂?4
?̂?4 + 𝛾𝑅2(𝑘)
)
?̂?2(𝑘)
𝑇 − 𝑘
𝑚
𝑘=1
, (3.34) 
where ?̂?4  is the squared sample variance of daily returns, and 𝛾𝑅2(𝑘) is the 𝑘-th order 
autocovariance of sequence {(𝑦𝑡 − ?̅?)
2}𝑡=1
𝑇 . This statistic is asymptotic to a 𝜒2(𝑚) 
distribution on the condition that the null hypothesis is true. 
 
Table 3.1: Descriptive statistics 
 mean stdev skew kurt min max LB(10) 
STOXX50E 
return −0.0218 1.3006 −0.2104 8.6199 −9.3456 8.2666 0.18 
RV 1.6349 3.3358 13.2969 317.5421 0.0005 108.2672 0.00 
logRV −0.1342 1.0522 0.1249 4.7822 −7.6613 4.6846 0.00 
NDX 
return 0.0052 1.1197 −0.2127 7.3776 −7.2440 6.9333 0.66 
RV 0.9323 1.7128 8.7109 120.6170 0.0266 37.9071 0.00 
logRV −0.6457 0.9874 0.4517 3.4158 −3.6268 3.6351 0.00 
N225 
return -0.0278 1.1449 −0.6290 15.4270 −10.5634 11.6581 0.43 
RV 1.0299 1.7464 8.4637 105.9816 0.0395 32.2885 0.00 
logRV −0.4623 0.9226 0.3274 3.5598 −3.2308 3.4747 0.00 
NOTE: Sample period 2002/04/30–2017/12/29 (STOXX50E), 2002/02/01–2017/12/29 (NDX) and 2001/08/21–
2017/12/29 (N225), respectively. Sample sizes are 4000. LB(10) shows the p value of the Ljung-Box statistic up to 
10 lags for the returns and realized measures where the heteroskedasticity is corrected following Diebold (1988). 
  
The means of daily returns are not statistically significant from zero, and the LB(10) statistics 
do not reject the null hypothesis of no autocorrelation at the 5% significance level, so the 
adjustment of means and autocorrelations for the daily returns is not required. In contrast, the 
null hypothesis that no autocorrelation exists at the 1% significance level is rejected for the RVs 
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and logRVs data, which suggests the high serial correlation in logarithm of latent volatilities.  
In addition, the pdfs of the observation noise 𝜀𝑡 is depicted in Figure 3.2, including the 
standard normal distribution, the student’s t distribution and the skewed student’s t distribution. 
Specially, the degree of freedom 𝜈 in the student’s t distribution and (𝜆, 𝜈) in the skewed 
student’s t distribution are set equal to the corresponding estimates of RGARCH (1,1) model. 
The small difference among the three distributions may allow a normal assumption of 𝜀𝑡 in 
the investigated models. 
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Figure 3.2: PDFs of standard normal, student’s t distribution and skewed student’s t distribution 
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3.3.2 Estimation Results of GARCH Models 
Estimates of log volatilities based on the three GARCH models (solid lines) are depicted in the 
following figures, in addition to plotting the log realized volatilities (dotted lines) for 
comparison. 
As shown in these figures, the data are appropriately described by the three investigated 
GARCH models even for the periods when volatilities changing dramatically. 
 
 
Figure 3.3a: Estimated log volatilities and log realized volatilities (STOXX50E) 
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Figure 3.3b: Estimated log volatilities and log realized volatilities (NDX) 
 
 
Figure 3.3c: Estimated log volatilities and log realized volatilities (N225) 
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Tables 3.2-3.4 show the estimation results of parameters and standard deviations (in 
brackets), and Table 3.5 computes the log likelihood for the respective models and indices. 𝜀𝑡 
is assumed to be Gaussian and student’s t distributed in this dissertation. Notations G, t and Skt 
represent the standard normal, the student’s t and the skewed student’s t distributions, 
respectively. Specifically, the former adopts the standard normal distribution, while the latter 
applies the standard student’s t distribution and the skewed student’s t distribution proposed by 
Fernandez and Steel (1998).  
 
Table 3.2: Estimation results of GARCH (1,1) model 
 𝜔 𝛽 𝛼 𝜐 𝜆 
STOXX50E 
G 0.0166 
(0.0024) 
 
0.8975 
(0.0063) 
0.0937 
(0.0055) 
  
t 0.0115 
(0.0031) 
 
0.9125 
(0.0088) 
0.0826 
(0.0089) 
6.8741 
(0.0089) 
 
skt 0.0084 
(0.0025) 
0.9117 
(0.0102) 
0.0598 
(0.0075) 
7.1077 
(0.7801) 
0.9203 
(0.0197) 
NDX 
G 0.0135 
(0.0020) 
 
0.9041 
(0.0080) 
0.0829 
(0.0071) 
  
t 0.0082 
(0.0023) 
 
0.9106 
(0.0094) 
0.0843 
(0.0092) 
9.9013 
(0.0092) 
 
skt 0.0062 
(0.0021) 
0.9119 
(0.0110) 
0.0690 
(0.0089) 
10.8052 
(1.6366) 
0.8230 
(0.0182) 
N225 
G 0.0303 
(0.0032) 
 
0.8553 
(0.0088) 
0.1258 
(0.0066) 
  
t 0.0149 
(0.0036) 
 
0.8962 
(0.0104) 
0.0950 
(0.0102) 
5.9902 
(0.0102) 
 
skt 0.0105 
(0.0029) 
0.8939 
(0.0127) 
0.0655 
(0.0088) 
6.2497 
(0.5946) 
0.9268 
(0.0204) 
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Table 3.3: Estimation results of EGARCH (1,1) model 
 𝜔 𝛽 𝜃 𝛾 𝜐 𝜆 
STOXX50E 
G 0.0024 
(0.0011) 
 
0.9810 
(0.0017) 
−0.1382 
(0.0096) 
0.1163 
(0.0069) 
  
t −0.0015 
(0.0016) 
 
0.9816 
(0.0023) 
−0.1457 
(0.0142) 
0.1098 
(0.0109) 
8.4856 
(0.9707) 
 
skt −0.0139 
(0.0026) 
0.9807 
(0.0029) 
−0.1311 
(0.0125) 
0.0992 
(0.0125) 
8.9815 
(1.1896) 
0.8979 
(0.0198) 
NDX 
G −0.0008 
(0.0015) 
 
0.9800 
(0.0023) 
−0.0833 
(0.0111) 
0.1262 
(0.0078) 
  
t −0.0028 
(0.0018) 
 
0.9865 
(0.0026) 
−0.0872 
(0.0147) 
0.1295 
(0.0100) 
9.9248 
(1.4189) 
 
skt −0.0109 
(0.0024) 
0.9871 
(0.0027) 
−0.0825 
(0.0090) 
0.1152 
(0.0146) 
11.5172 
(1.7693) 
0.8044 
(0.0181) 
N225 
G 0.0063 
(0.0017) 
 
0.9651 
(0.0028) 
−0.0714 
(0.0097) 
0.2250 
(0.0047) 
  
t −0.0053 
(0.0024) 
 
0.9799 
(0.0037) 
−0.0773 
(0.0168) 
0.1611 
(0.0116) 
6.3237 
(0.4902) 
 
skt −0.0274 
(0.0039) 
0.9794 
(0.0040) 
−0.0655 
(0.0099) 
0.1349 
(0.0149) 
6.6579 
(0.6556) 
0.9220 
(0.0205) 
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Table 3.4: Estimation results of RGARCH (1,1) model 
 𝜔 𝛽 𝛾 𝜁 𝜑 𝜏1 𝜏2 𝜎𝜐
2 𝜐 𝜆 
STOXX50E 
G 
0.0717 
(0.0084) 
 
0.6558 
(0.0146) 
0.3181 
(0.0132) 
−0.2226 
(0.0216) 
1.0014 
(0.0205) 
−0.1008 
(0.0091) 
0.1243 
(0.0056) 
0.3062 
(0.0069) 
  
t 
−0.0282 
(0.0137) 
 
0.6392 
(0.0166) 
0.3407 
(0.0157) 
0.0338 
(0.0346) 
0.9804 
(0.0214) 
−0.0872 
(0.0079) 
0.0922 
(0.0050) 
0.3057 
(0.0068) 
7.9210 
(0.9713) 
 
skt 
−0.0227 
(0.0134) 
0.6398 
(0.0165) 
0.3406 
(0.0156) 
0.0204 
(0.0339) 
0.9793 
(0.0212) 
−0.0876 
(0.0080) 
0.0936 
(0.0051) 
0.3057 
(0.0068) 
8.3485 
(1.0319) 
0.9004 
(0.0049) 
NDX 
G 
0.1858 
(0.0142) 
 
0.5159 
(0.0179) 
0.4405 
(0.0182) 
−0.4397 
(0.0223) 
1.0159 
(0.0225) 
−0.1058 
(0.0077) 
0.0991 
(0.0052) 
0.2192 
(0.0069) 
  
t 
−0.0282 
(0.0137) 
 
0.6392 
(0.0166) 
0.3407 
(0.0157) 
0.0338 
(0.0346) 
0.9804 
(0.0214) 
−0.0872 
(0.0079) 
0.0922 
(0.0050) 
0.3057 
(0.0068) 
7.9210 
(0.9713) 
 
skt 
−0.0227 
(0.0134) 
0.6398 
(0.0165) 
0.3406 
(0.0156) 
0.0204 
(0.0339) 
0.9793 
(0.0212) 
−0.0876 
(0.0080) 
0.0936 
(0.0051) 
0.3057 
(0.0068) 
8.3485 
(1.0319) 
0.9004 
(0.0198) 
N225 
G 
0.1274 
(0.0111) 
 
0.5901 
(0.0163) 
0.3666 
(0.0162) 
−0.3609 
(0.0227) 
1.0187 
(0.0283) 
−0.0429 
(0.0080) 
0.0716 
(0.0032) 
0.2328 
(0.0052) 
  
t 
−0.0302 
(0.0163) 
 
0.5841 
(0.0171) 
0.3832 
(0.0188) 
0.0073 
(0.0383) 
0.9899 
(0.0318) 
−0.0353 
(0.0066) 
0.0478 
(0.0026) 
0.2332 
(0.0052) 
6.5719 
(0.6249) 
 
skt 
−0.0260 
(0.0163) 
0.5838 
(0.0171) 
0.3825 
(0.0187) 
−0.0021 
(0.0381) 
0.9919 
(0.0317) 
−0.0354 
(0.0067) 
0.0483 
(0.0026) 
0.2332 
(0.0052) 
6.7955 
(0.6683) 
0.9380 
(0.0210) 
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Table 3.5 Results of log likelihoods 
Model Dist. STOXX50E NDX N225 
GARCH G −5931.65 −5366.55 −5541.80 
 t −5853.59 −5335.04 −5379.53 
 skt −5931.65 −5294.46 −5372.61 
EGARCH G −5820.98 −5336.97 −5503.99 
 t −5762.90 −5300.73 −5346.77 
 skt −5753.35 −5252.60 −5339.47 
RGARCH G −9154.12 −7915.71 −8233.37 
 t −9088.94 −7911.31 −8074.48 
 skt −9077.27 −7844.06 −8070.33 
 
Except for some constant terms which do not cause any problem for the analysis of the 
empirical results, the parameters are statistically significant even at 10% significance level.  
According to Table 3.5, the distributions of 𝜀𝑡  sort by priority are skewed student’s t 
distribution, student’s t distribution and Gaussian distribution with respect to the investigated 
models and indices, while the smaller log likelihoods of EGARCH (1,1) model than the 
underlying GARCH model demonstrates a better performance of the former model. 
In the GARCH (1,1) model, the persistence in volatilities is described by 𝛼 + 𝛽. As shown 
in Table 3.6, the estimates of this parameter are very close to one with respect to the investigated 
distributions and indices.  
 
Table 3.6 Results of 𝛼 + 𝛽 
Dist. STOXX50E NDX N225 
G 0.9912 0.9870 0.9811 
t 0.9911 0.9949 0.9912 
skt 0.9715 0.9808 0.9594 
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In the EGARCH model, the leverage effect between return at day 𝑡 and volatility at day 
𝑡 + 1 can be accounted by parameters 𝜃  and 𝛾 . Specifically, let 𝑔(𝜀𝑡) ≡ 𝜃𝜀𝑡 + 𝛾[|𝜀𝑡| −
𝐸(|𝜀𝑡|)]. In the case that 𝜀𝑡 < 0, which also means 𝑦𝑡 < 0 since 𝑦𝑡 = exp(ℎ𝑡 2⁄ )𝜀𝑡, the first 
derivation of function 𝑔(𝜀𝑡) is 𝑔
′(𝜀𝑡) = 𝜃 − 𝛾. By substituting the estimation results of 𝜃 
and 𝛾 into the derivation function, we can see that 𝑔′(𝜀𝑡) < 0 holds when the value of 𝜀𝑡 is 
negative (see Table 3.7), meaning that 𝑔(𝜀𝑡) is a decreasing function of 𝜀𝑡. Therefore, 𝑔(𝜀𝑡) 
becomes greater as 𝜀𝑡 moves from 0 to −∞. As a result, log volatility of day 𝑡 + 1 also has 
a tendency to be larger due to equation (3.6). 
 
Table 3.7 Results of  𝜃 − 𝛾 
Dist. STOXX50E NDX N225 
G −0.2545 −0.2095 −0.2964 
t −0.2555 −0.2167 −0.2384 
skt −0.2303 −0.1977 −0.2005 
 
In the RGARCH model, RV is shown to be an inconsistent estimator of true volatility on 
the grounds that the estimation results of 𝜁 and 𝜑 are statistically significant below zero and 
one (except for the case of the skewed student’s t distribution). The estimate of 𝜏1 < 0 
suggests that log RV of day 𝑡 + 1 has a tendency to be larger if 𝜀𝑡 < 0 than if 𝜀𝑡 > 0, which 
is in line with the negative correlation between 𝑦𝑡 and 𝜎𝑡+1
2 . Moreover, the estimates of 𝛽 +
𝛾𝜑 of equation (3.11) equal given in Table 3.8, which are all very close to 1, demonstrates the 
existence of high persistence in volatilities. 
 
Table 3.7 Results of  𝛽 + 𝛾𝜑 
Dist. STOXX50E NDX N225 
G 0.9743 0.9634 0.9635 
t 0.9732 0.9826 0.9634 
skt 0.9734 0.9667 0.9633 
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Chapter 4. Specifications and Estimation of SV 
Models via MCMC 
This chapter interprets two SV models including the underlying SV model and the extended 
RSV model, along with estimation approaches of the corresponding models. Specifically, 
model characterizations are displayed in Section 4.1. The Bayesian based MCMC simulation 
method for RSV model is given in details in Section 4.2. Section 4.3 summarizes this chapter. 
 
4.1 SV Models 
The SV model with leverage specified as follows is established to estimate the latent volatility: 
 
Model 4. SV model 
 𝑦𝑡 = exp(ℎ𝑡 2⁄ )𝜀𝑡 ,    𝑡 = 1,⋯ , 𝑇, (4.1) 
 ℎ𝑡+1 = 𝜇 + 𝜙(ℎ𝑡 − 𝜇) + 𝜂𝑡 ,    𝑡 = 1,⋯ , 𝑇 − 1, (4.2) 
 
(
𝜀𝑡
𝜂𝑡
)~𝑁(𝟎, 𝜮),   𝜮 = (
1 𝜌𝜎𝜂
𝜌𝜎𝜂 𝜎𝜂
2 ). 
 
 
   Suppose that (ℎ𝑡 − 𝜇) follows a stationary AR(1) process with |𝜙| < 1 and the initial 
value ℎ1 follows a Gaussian distribution with an unconditional mean and variance of ℎ𝑡, that 
is, ℎ1~𝑁(𝜇, 𝜎𝜂
2 (1 − 𝜙2)⁄ ). This dissertation also assumes that 𝜀𝑡 and 𝜂𝑡 follow a bivariate 
normal distribution. 𝜌 , which represents the correlation coefficient of 𝑦𝑡  and ℎ𝑡+1 , can 
explain the asymmetric phenomenon and usually evaluated to be negative mainly due to the 
leverage effect and the volatility feedback effect. 
 Likewise, it is suggested by Takahashi et al. (2009) to incorporate realized volatilities with 
daily returns into the dataset so that the information loss of daily return and non-trading hours 
and MMN of realized volatility can be taken into consideration simultaneously in a RSV form. 
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This is done by adding another equation to the underlying SV model: 
 𝑥𝑡 = 𝜉 + ℎ𝑡 + 𝑢𝑡 ,  
where 𝑥𝑡  denotes the logarithm of realized volatility of date 𝑡. The sign of 𝜉  shows the 
dominant effect of MMN and non-trading hours. Basically, non-trading hours will lead to a 
negative bias since volatility will be underestimated without considering the existence of 
periods when trading is not conducted during a day. In the meanwhile, the bias caused by MMN 
can be either positive or negative. Estimation result of 𝜉 will not be a positive value unless 
there is a positive effect due to MMN dominates over the negative bias led by non-trading hours. 
Also, 𝑢𝑡 is assumed to be independent of other innovations. In general, the RSV framework 
proposed by Takahashi et al. (2009) is expressed as follows. 
  
Model 5. RSV model 
 𝑦𝑡 = exp(ℎ𝑡 2⁄ )𝜀𝑡 ,    𝑡 = 1,⋯ , 𝑇, (4.3) 
 ℎ𝑡+1 = 𝜇 + 𝜙(ℎ𝑡 − 𝜇) + 𝜂𝑡 ,    𝑡 = 1,⋯ , 𝑇 − 1, (4.4) 
 𝑥𝑡 = 𝜉 + ℎ𝑡 + 𝑢𝑡,    𝑡 = 1,⋯ , 𝑇, (4.5) 
 
(
𝜀𝑡
𝜂𝑡
𝑢𝑡
)~𝑁(𝟎, 𝜮),   𝜮 = (
1 𝜌𝜎𝜂 0
𝜌𝜎𝜂 𝜎𝜂
2 0
0 0 𝜎𝑢
2
). 
 
 
 
   Although the state variable takes a linear and Gaussian form in these specifications, the 
nonlinear specified measurement equations (4.1) and (4.3) will cause the likelihood of the 
model becomes difficult to calculate. Instead of MLE, the Bayesian based methods such as 
MCMC are generally implemented for simulating the samples of parameters and volatilities. 
 
4.2 MCMC Simulation Method for SV Models 
In the SV-type framework, samples of parameters and volatilities can be drawn recursively 
from the joint conditional posterior density via the Bayesian-based MCMC simulation 
algorithm. In the following part of this subsection, the offline MCMC approach for RSV model 
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is introduced in detail, the simplified version of which without considering realized measure is 
also available for the SV model. 
 
4.2.1 Prior and Posterior Densities 
Provided that the prior distributions of parameters are the following: 
 
𝜇~𝑁(𝜇0, 𝜎0
2),
𝜙 + 1
2
~𝐵𝑒𝑡𝑎(𝑎𝜙, 𝑏𝜙),
𝜌 + 1
2
~𝐵𝑒𝑡𝑎(𝑎𝜌, 𝑏𝜌), 
 
   𝜎𝜂
2~𝐼𝐺(𝛼𝜂 , 𝛽𝜂), 𝜉~𝑁(𝜇𝜉 , 𝜎𝜉
2), 𝜎𝑢
2~𝐼𝐺(𝛼𝑢, 𝛽𝑢).  
(𝜙 + 1) 2⁄  follows a beta distribution, which ensures the stationarity assumption that |𝜙| <
1 . 𝐼𝐺(𝛼, 𝛽)  denotes an inversed gamma distribution with shape parameter 𝛼  and scale 
parameter 𝛽. 
 Let 𝜽  be the parameter vector (𝜇, 𝜙, 𝜌, 𝜎𝜂
2, 𝜉, 𝜎𝑢
2)
′
, and 𝑓(𝒚1:𝑇 , 𝒙1:𝑇|𝒉1:𝑇 , 𝜽)  be the 
conditional joint probability density function where 𝒉1:𝑇 = (ℎ1, ℎ2,⋯ , ℎ𝑇)
′ . Let 𝜋(𝜽) 
represents the prior probability density function of parameters. Suppose that 𝜋(𝜽) satisfies 
 𝜋(𝜽) = 𝜋(𝜇)𝜋(𝜙)𝜋(𝜌)𝜋(𝜎𝜂
2)𝜋(𝜉)𝜋(𝜎𝑢
2). (4.6) 
 Then, the conditional joint posterior density of 𝜽 and 𝒉1:𝑇 is 
𝜋(𝜽, 𝒉1:𝑇|𝒚1:𝑇 , 𝒙1:𝑇) ∝ 𝑓(𝒚1:𝑇 , 𝒙1:𝑇 , 𝒉1:𝑇|𝜽)𝜋(𝜽) 
        ∝ exp {−
1
2
∑[ℎ𝑡 + 𝑦𝑡
2exp(−ℎ𝑡)]
𝑇
𝑡=1
} × (𝜎𝑢
2)−
𝑇
2exp {−∑
(𝑥𝑡 − 𝜉 − ℎ𝑡)
2
2𝜎𝑢
2
𝑇
𝑡=1
} 
             × √1 − 𝜙2(𝜎𝜂
2)
−
𝑇
2(1 − 𝜌2)−
𝑇−1
2  
             × exp {−
(1 − 𝜙2)(ℎ1 − 𝜇)
2
2𝜎𝜂
2 −∑
[ℎ𝑡+1 − (1 − 𝜙)𝜇 − 𝜙ℎ𝑡 − 𝜌𝜎𝜂exp(−ℎ𝑡 2⁄ )𝑦𝑡]
2
2𝜎𝜂
2(1 − 𝜌2)
𝑇−1
𝑡=1
} 
            × exp {−
(𝜇 − 𝜇0)
2
2𝜎0
2 } × (
1 + 𝜙
2
)
𝑎𝜙−1
(
1 − 𝜙
2
)
𝑏𝜙−1
 
          × (
1 + 𝜌
2
)
𝑎𝜌−1
(
1 − 𝜌
2
)
𝑏𝜌−1
× (𝜎𝜂
2)
−(𝛼𝜂+1)exp(−
𝛽𝜂
𝜎𝑢
2) 
          × exp {−
(𝜉 − 𝜇𝜉)
2
2𝜎𝜉
2 } × (𝜎𝑢
2)−(𝛼𝑢+1)exp(−
𝛽𝑢
𝜎𝑢
2). 
 
 
(4.7) 
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The derivation of this posterior density is exhibited in Appendix B. Substituting 𝛼𝑡 ≡ ℎ𝑡 −
𝜇, 𝜎𝑒 ≡ exp(𝜇 2⁄ ), 𝑐 ≡ 𝜉 + 𝜇 into (4.3) – (4.5), such the RSV model could be equivalently 
expressed as 
 𝑦𝑡 = exp(𝛼𝑡 2⁄ )𝑒𝑡, (4.8) 
 𝛼𝑡+1 = 𝜙𝛼𝑡 + 𝜂𝑡 , (4.9) 
 𝑥𝑡 = 𝑐 + 𝛼𝑡 + 𝑢𝑡 , (4.10) 
 
(
𝑒𝑡
𝜂𝑡
𝑢𝑡
)~𝑁(𝟎, 𝜮), 𝜮 = (
𝜎𝑒
2 𝜌𝜎𝑒𝜎𝜂 0
𝜌𝜎𝑒𝜎𝜂 𝜎𝜂
2 0
0 0 𝜎𝑢
2
). 
 
   In the light of the work discussed in Omori and Watanabe (2008), this specification will 
facilitate the generation steps through generating the latent 𝛼𝑡 instead of ℎ𝑡 on the condition 
that 𝜌 ≠ 0. 
 
4.2.2 MCMC Algorithm 
Let 𝜶1:𝑇 = (𝛼1, 𝛼2, ⋯ , 𝛼𝑇)
′. Given the observations and prior distributions, samples of the 
parameters and latent volatilities can be drawn recursively from the respective posterior 
distributions via MCMC method as follows: 
 
Algorithm 4.1: MCMC algorithm for RSV model: 
Step 1. Generate 𝒉1:𝑇 from 𝜋(𝒉1:𝑇|𝜽, 𝒚1:𝑇 , 𝒙1:𝑇). 
Step 2. Generate 𝜙 from 𝜋(𝜙|𝜇, 𝜌, 𝜎𝜂
2, 𝒉1:𝑇 , 𝒚1:𝑇). 
Step 3. Generate (𝜇, 𝜌, 𝜎𝜂
2) from 𝜋(𝜞|𝜙, 𝒉1:𝑇, 𝒚1:𝑇). 
Step 4. Generate 𝜉 from 𝜋(𝜉|𝜎𝑢
2, 𝒉1:𝑇 , 𝒙1:𝑇). 
Step 5. Generate 𝜎𝑢
2 from 𝜋(𝜎𝑢
2|𝜉, 𝒉1:𝑇 , 𝒙1:𝑇). 
 
where 𝜞 represents the 2 × 2 variance-covariance matrix of 𝑒𝑡 and 𝜂𝑡, 
 
𝜞 = (
𝜎𝑒
2 𝜌𝜎𝑒𝜎𝜂
𝜌𝜎𝑒𝜎𝜂 𝜎𝜂
2 ), (4.11) 
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   The generation methods for ( 𝜉, 𝜎𝑢
2) are straightforward in view of the natural conjugate 
of prior distributions. 𝜙  and 𝜞 are generated by applying the Metropolis-Hastings (MH) 
algorithm. Since the existence of high autocorrelation in the latent volatilities may bring about 
inefficient MCMC samples, the block sampler is applied to improve generation efficiency, and 
a linear Gaussian state-space representation is established to explore the posterior mode of the 
volatilities. The specific simulation algorithm for RSV model is given as follows. This 
algorithm is also available for the SV model with the simplified simulation processes of Steps 
1-3. 
 
Step 1. Simulation of 𝒉1:𝑇 
Since the existence of high autocorrelation in the latent variables 𝜶, using single-move sampler, 
where only one 𝛼𝑡 is simulated at one time from full conditional distribution given all the 
other parameters, may bring about inefficient MCMC samples, this paper applies block sampler 
developed by Omori and Watanabe (2008) to improve the generation efficiency. 
 Equation (4.12) shows the operation of how to divide (𝛼1, 𝛼2, ⋯ , 𝛼𝑇) into 𝐾 + 1 blocks 
by selecting 𝐾 knots randomly in accordance with Shephard and Pitt (1997): 
 𝑘𝑖 = 𝑖𝑛𝑡{𝑇 × (𝑖 + 𝑈𝑖) (𝐾 + 2)⁄ },   𝑖 = 1, 2,⋯ , 𝐾, (4.12) 
where 𝑖𝑛𝑡(𝑥) rounds 𝑥  to the nearest integer number and 𝑈𝑖  is a uniformly distributed 
random number in the interval (0,1). 
 Suppose that there are m elements 𝜶(𝑖) = (𝛼𝑠+1, 𝛼𝑠+2,⋯ , 𝛼𝑠+𝑚) 
′ included in the 𝑖-th 
block. Given 𝛼𝑠  and 𝛼𝑠+𝑚+1 , to generate the normalized 𝜼
(𝑖) = (𝜂𝑠, 𝜂𝑠+1,⋯ , 𝜂𝑠+𝑚−1)
′ , 
which are easier to work with, is equivalent to generate the dependent (𝛼𝑠+1, 𝛼𝑠+2,⋯ , 𝛼𝑠+𝑚)  
due to expression (4.9). 
 The logarithm of conditional joint posterior density of 𝜼(𝑖) (ignore the constant term) is 
 
log𝑓(𝜼(𝑖)|𝛼𝑠, 𝛼𝑠+𝑚+1, 𝑦𝑠, ⋯ , 𝑦𝑠+𝑚, 𝑥𝑠, ⋯ , 𝑥𝑠+𝑚, 𝜽) = −
1
2𝜎𝜂
2 ∑ 𝜂𝑡
2
𝑠+𝑚−1
𝑡=𝑠
+ 𝐿, (4.13) 
where 
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𝐿 =
{
 
 
 
 ∑ 𝑙𝑡
𝑠+𝑚
𝑡=𝑠+1
−
1
2𝜎𝜂
2 (𝛼𝑠+𝑚+1 −𝜙𝛼𝑠+𝑚)
2,             𝑠 + 𝑚 < 𝑇,
∑ 𝑙𝑡
𝑠+𝑚
𝑡=𝑠+1
,                                                               𝑠 + 𝑚 = 𝑇,
 (4.14) 
 
           𝑙𝑡 ≡ log𝑓(𝑦𝑡 , 𝑥𝑡|𝛼𝑡 , 𝜽) = −
𝛼𝑡
2
−
(𝑦𝑡 − 𝜇𝑡)
2
2𝜎𝑡
2 −
(𝑥𝑡 − 𝑐 − 𝛼𝑡)
2
2𝜎𝑢
2 , (4.15) 
 
𝜇𝑡 = {
𝜌𝜎𝑒𝜎𝜂
−1(𝛼𝑡+1 − 𝜙𝛼𝑡)exp (
𝛼𝑡
2
) ,                              𝑡 < 𝑇,
0,                                                                                      𝑡 = 𝑇,
 (4.16) 
 
𝜎𝑡
2 = {
(1 − 𝜌2)𝜎𝑒
2exp(𝛼𝑡),                                                   𝑡 < 𝑇,
𝜎𝑒
2exp(𝛼𝑇),                                                                   𝑡 = 𝑇.
 (4.17) 
 Consider that 𝐿 is a continuously differentiable function of 𝛼𝑡 , a (𝑚 × 1) vector 𝒅 =
(𝑑𝑠+1, 𝑑𝑠+2,⋯ , 𝑑𝑠+𝑚)
′ is the first derivatives of 𝐿 and a positive definite (m ×m) matrix 
𝑸 is −1 times the matrix of second derivatives of 𝐿 with respect to 𝛼𝑡. Let?̂?, ?̂? and ?̂? 
represent 𝐿 ,  𝒅  and 𝑸  evaluated at 𝜶(𝑖) = ?̂?(𝑖) , respectively. Approximate log𝑓(𝜼(𝑖)| ∙) 
with a second-order Taylor expansion around the mode ?̂?(𝑖) (or, equivalently, around ?̂?(𝑖)) is: 
log𝑓(𝜼(𝑖)|𝛼𝑠, 𝛼𝑠+𝑚+1, 𝑦𝑠, ⋯ , 𝑦𝑠+𝑚, 𝑥𝑠, ⋯ , 𝑥𝑠+𝑚, 𝜽) 
             ≅ −
1
2𝜎𝜂
2 ∑ 𝜂𝑡
2
𝑠+𝑚−1
𝑡=𝑠
+ ?̂? +
𝜕𝐿
𝜕𝜼(𝑖)
′|
𝜼(𝑖)=?̂?(𝑖)
(𝜼(𝑖) − ?̂?(𝑖)) 
                  +
1
2
(𝜼(𝑖) − ?̂?(𝑖))
′
𝐸 [
𝜕2𝐿
𝜕𝜼(𝑖)𝜕𝜼(𝑖)
′]|
𝜼(𝑖)=?̂?(𝑖)
(𝜼(𝑖) − ?̂?(𝑖)) 
             = −
1
2𝜎𝜂
2 ∑ 𝜂𝑡
2
𝑠+𝑚−1
𝑡=𝑠
+ ?̂? + ?̂?′(𝜶(𝑖) − ?̂?(𝑖)) −
1
2
(𝜶(𝑖) − ?̂?(𝑖))
′
?̂?(𝜶(𝑖) − ?̂?(𝑖)) 
           ≡ log𝑔(𝜼(𝑖)|𝛼𝑠, 𝛼𝑠+𝑚+1, 𝑦𝑠, ⋯ , 𝑦𝑠+𝑚, 𝑥𝑠, ⋯ , 𝑥𝑠+𝑚, 𝜽), (4.18) 
where 𝑔(𝜼(𝑖)| ∙) is the proposal density function and 
 
𝑑𝑡 =
𝜕𝐿
𝜕𝛼𝑡
= −
1
2
+
(𝑦𝑡 − 𝜇𝑡)
2
2𝜎𝑡
2 +
𝑦𝑡 − 𝜇𝑡
𝜎𝑡
2
𝜕𝜇𝑡
𝜕𝛼𝑡
+
𝑦𝑡−1 − 𝜇𝑡−1
𝜎𝑡−1
2
𝜕𝜇𝑡−1
𝜕𝛼𝑡
+
𝑥𝑡 − 𝑐 − 𝛼𝑡
𝜎𝑢
2 + 𝜅(𝛼𝑡), 
 
(4.19) 
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𝑸 =
(
 
 
𝐴𝑠+1 𝐵𝑠+2 0 ⋯ 0
𝐵𝑠+2 𝐴𝑠+2 𝐵𝑠+3 ⋯ 0
0 𝐵𝑠+3 𝐴𝑠+3 ⋯ ⋮
⋮ ⋱ ⋱ ⋱ 𝐵𝑠+𝑚
0 ⋯ 0 𝐵𝑠+𝑚 𝐴𝑠+𝑚)
 
 
, (4.20) 
 𝜕𝜇𝑡
𝜕𝛼𝑡
= {
𝜌𝜎𝑒
𝜎𝜂
(−𝜙 +
𝛼𝑡+1 − 𝜙𝛼𝑡
2
) exp (
𝛼𝑡
2
) ,        𝑡 < 𝑇,
0,                                                                      𝑡 = 𝑇,
 (4.21) 
 𝜕𝜇𝑡−1
𝜕𝛼𝑡
= {
0,                                  𝑡 = 1,
𝜌𝜎𝑒
𝜎𝜂
exp (
𝛼𝑡−1
2
) ,       𝑡 > 1, (4.22) 
 
𝜅(𝛼𝑡) = {
𝜙(𝛼𝑡+1 − 𝜙𝛼𝑡)
𝜎𝜂
2 ,            𝑡 = 𝑠 + 𝑚 < 𝑇,
0,                                              𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,
 (4.23) 
 
𝐴𝑡 = −𝐸 [
𝜕2𝐿
𝜕𝛼𝑡
2] 
      =
1
2
+
1
𝜎𝑡
2 (
𝜕𝜇𝑡
𝜕𝛼𝑡
)
2
+
1
𝜎𝑡−1
2 (
𝜕𝜇𝑡−1
𝜕𝛼𝑡
)
2
+
1
𝜎𝑢
2 + 𝜅
′(𝛼𝑡), 
 
(4.24) 
 
𝐵𝑡 = −𝐸 [
𝜕2𝐿
𝜕𝛼𝑡𝜕𝛼𝑡−1
] =
1
𝜎𝑡−1
2
𝜕𝜇𝑡−1
𝜕𝛼𝑡−1
𝜕𝜇𝑡−1
𝜕𝛼𝑡
, (4.25) 
 
𝜅′(𝛼𝑡) = {
𝜙2
𝜎𝜂
2 , 𝑡 = 𝑠 + 𝑚 < 𝑇,
0,                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 (4.26) 
 The expectations are taken with respect to 𝑦𝑡’s conditional on 𝛼𝑡’s. Hence the logarithm 
of proposal density function log𝑔(𝜼(𝑖)| ∙) can be written as 
log𝑔(𝜼(𝑖)|𝛼𝑠, 𝛼𝑠+𝑚+1, 𝑦𝑠, ⋯ , 𝑦𝑠+𝑚, 𝑥𝑠, ⋯ , 𝑥𝑠+𝑚, 𝜽) 
      = −
1
2𝜎𝜂
2 ∑ 𝜂𝑡
2
𝑠+𝑚−1
𝑡=𝑠
+ ?̂? + ∑ (𝛼𝑡 − ?̂?𝑡)?̂?𝑡
𝑠+𝑚
𝑡=𝑠+1
 
           −
1
2
{ ∑ (𝛼𝑡 − ?̂?𝑡)
2?̂?𝑡
𝑠+𝑚
𝑡=𝑠+1
+ 2 ∑ (𝛼𝑡 − ?̂?𝑡)(𝛼𝑡−1 − ?̂?𝑡−1)?̂?𝑡
𝑠+𝑚
𝑡=𝑠+2
}, 
 
 
(4.27) 
where ?̂?𝑡  and ?̂?𝑡  are values of 𝐴𝑡  and 𝐵𝑡  evaluated at 𝛼𝑡 = ?̂?𝑡 . The details about the 
derivation of equation (4.27) are given in Appendix C. 
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Step 1-1. Simulation of ?̂?(𝑖) 
Omori and Watanabe (2008) proposed to apply the Kalman filter (Anderson and Moore (1979), 
de Jong (1991)) and disturbance smoother (Koopman (1993)) to the linear Gaussian state-space 
model to find the posterior modes of ?̂?(𝑖) and ?̂?(𝑖). This segment explicates the computation 
procedures by iterating the following algorithm several times until ?̂?(𝑖)  converge to the 
posterior modes. 
For 𝑡 = 𝑠 + 1,⋯ , 𝑠 + 𝑚: 
Step 1-1a.  Initialize ?̂?𝑡. 
Step 1-1b.  Compute ?̂?𝑡, ?̂?𝑡, ?̂?𝑡 at 𝛼𝑡 = ?̂?𝑡. 
Step 1-1c.  Calculate the following variables: 
 
𝐸𝑡 = {
?̂?𝑡 ,                                                                      𝑡 = 𝑠 + 1,
?̂?𝑡 − 𝐸𝑡−1
−1 ?̂?𝑡
2,                               𝑡 = 𝑠 + 2,⋯ , 𝑠 + 𝑚,
 (4.28) 
 𝐹𝑡 = √𝐸𝑡 , (4.29) 
 
𝑀𝑡 = {
0,                                                  𝑡 = 𝑠 + 1, 𝑠 + 𝑚 + 1,
?̂?𝑡𝐹𝑡−1
−1 ,                                         𝑡 = 𝑠 + 2,⋯ , 𝑠 + 𝑚,
 (4.30) 
 
𝑏𝑡 = {
?̂?𝑡 ,                                                                      𝑡 = 𝑠 + 1,
?̂?𝑡
(𝑗) −𝑀𝑡𝐹𝑡−1
−1 𝑏𝑡−1,                    𝑡 = 𝑠 + 2,⋯ , 𝑠 + 𝑚,
 (4.31) 
 𝛾𝑡 = ?̂?𝑡 + 𝐹𝑡
−1𝑀𝑡+1?̂?𝑡+1, (4.32) 
 ?̂?𝑡 = 𝛾𝑡 + 𝐸𝑡
−1𝑏𝑡, (4.33) 
 
Step 1-1d.  The linear Gaussian state-space representation is given by 
 ?̂?𝑡 = 𝑍𝑡𝛼𝑡 + 𝑮𝑡𝝊𝑡, (4.34) 
 𝛼𝑡+1 = 𝜙𝛼𝑡 +𝑯𝑡𝝊𝑡, (4.35) 
 𝝊𝑡~𝑖. 𝑖. 𝑑. 𝑁(𝟎, 𝑰),  
where 𝑰 is a 2 × 2 identity matrix and 
𝑍𝑡 = 1 + 𝐹𝑡
−1𝑀𝑡+1𝜙,    𝑮𝑡 = [𝐹𝑡
−1, 𝐹𝑡
−1𝑀𝑡+1𝜎𝜂],    𝑯𝑡 = [0, 𝜎𝜂]. 
(1). Apply the Kalman filter to (3.29) and (3.30), and generate the series 
{𝑎𝑡}𝑡=𝑠+1
𝑠+𝑚  and {𝑃𝑡}𝑡=𝑠+1
𝑠+𝑚  recursively: 
 
𝑎𝑡+1 = {
0,                                                                     𝑡 = 𝑠,
𝜙𝑎𝑡 + 𝐾𝑡𝜁𝑡 ,               𝑡 = 𝑠 + 1,⋯ , 𝑠 + 𝑚 − 1,
 (4.36) 
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𝑃𝑡+1 = {
𝜎𝜂
2,                                                                  𝑡 = 𝑠,
𝜙𝑃𝑡𝐿𝑡 +𝑯𝑡𝑱𝑡
′ ,         𝑡 = 𝑠 + 1,⋯ , 𝑠 +𝑚 − 1,
 (4.37) 
where 
 𝜁𝑡 = ?̂?𝑡 − 𝑍𝑡𝛼𝑡, (4.38) 
 𝐷𝑡 = 𝑍𝑡
2𝑃𝑡 + 𝑮𝑡𝑮𝑡
′ , (4.39) 
 𝐾𝑡 = (𝜙𝑃𝑡𝑍𝑡 +𝑯𝑡𝑮𝑡
′)𝐷𝑡
−1, (4.40) 
 𝐿𝑡 = 𝜙 − 𝐾𝑡𝑍𝑡 , (4.41) 
 𝑱𝑡 = 𝑯𝑡 − 𝐾𝑡𝑮𝑡. (4.42) 
(2). Compute the sequences {𝑟𝑡}𝑡=𝑠
𝑠+𝑚−1  and {𝑈𝑡}𝑡=𝑠
𝑠+𝑚−1  in succession by 
backward starting based on the disturbance smoother method: 
 
𝑟𝑡−1 = {
0,                                                            𝑡 = 𝑠 + 𝑚,
𝑍𝑡𝐷𝑡
−1𝜁𝑡 + 𝐿𝑡𝑟𝑡,                𝑡 = 𝑠 +𝑚 − 1,⋯ , 𝑠,
 (4.43) 
 
𝑈𝑡−1 = {
0,                                                            𝑡 = 𝑠 + 𝑚,
𝑍𝑡
2𝐷𝑡
−1 + 𝐿𝑡
2𝑈𝑡 ,                 𝑡 = 𝑠 + 𝑚 − 1,⋯ , 𝑠.
 (4.44) 
Then, 𝝊𝑡|𝜽, 𝒚1:𝑇 , 𝒙1:𝑇~𝑁(𝐸[𝝊𝑡|𝜽, 𝒚1:𝑇 , 𝒙1:𝑇], 𝑉𝑎𝑟[𝝊𝑡|𝜽, 𝒚1:𝑇 , 𝒙1:𝑇]), 
where 
 𝐸[𝝊𝑡|𝜽, 𝒚1:𝑇, 𝒙1:𝑇] = 𝑮𝑡
′𝐷𝑡
−1𝜁𝑡 + 𝑱𝑡
′𝑟𝑡, (4.45) 
 𝑉𝑎𝑟[𝝊𝑡|𝜽, 𝒚1:𝑇 , 𝒙1:𝑇] =  𝑰 − 𝑮𝑡
′𝑮𝑡𝐷𝑡
−1 − 𝑱𝑡
′𝑱𝑡𝑈𝑡. (4.46) 
Thus, the state variables (?̂?𝑠+1, ?̂?𝑠+2 , ⋯ , ?̂?𝑠+𝑚)
′ given the initial ?̂?𝑠 are: 
 ?̂?𝑡+1 = 𝜙?̂?𝑡 +𝑯𝑡(𝑮𝑡
′𝐷𝑡
−1𝜁𝑡 + 𝑱𝑡
′𝑟𝑡). (4.47) 
 
Step 1-1e.  Go to Step 5-1b. 
 
Step 1-2. Generation of 𝜼(𝑖) 
Reserve {𝑮𝑡, 𝑱𝑡 , 𝐷𝑡, 𝑍𝑡 , 𝐿𝑡, 𝜁𝑡}𝑡=𝑠
𝑠+𝑚−1 and generate 𝜼(𝑖) from the joint posterior distribution of 
(4.44) with the following generation algorithm: 
Step 5-2a. Set 𝑟𝑠+𝑚
∗ = 0, Us+m
∗ = 0.  
Calculate the sequences {𝐶𝑡, 𝜅𝑡 , 𝑉𝑡, 𝑟𝑡
∗, 𝑈𝑡
∗, 𝜂𝑡
∗}𝑡=𝑠
𝑠+𝑚−1  by backward starting 
with 𝑡 = 𝑠 +𝑚: 
 𝐶𝑡 = 𝑯𝑡(𝑰 − 𝑮𝑡
′𝑮𝑡𝐷𝑡
−1 − 𝑱𝑡
′ 𝑱𝑡𝑈𝑡
∗)𝑯𝑡
′ , (4.48) 
 68 
 𝜅𝑡~𝑁(0, 𝐶𝑡), (4.49) 
 𝑉𝑡 = 𝑯𝑡(𝑮𝑡
′𝐷𝑡
−1𝑍𝑡 + 𝑱𝑡
′𝑈𝑡
∗𝐿𝑡), (4.50) 
 𝑟𝑡−1
∗ = 𝑍𝑡𝐷𝑡
−1𝜁𝑡 + 𝐿𝑡𝑟𝑡 − 𝑉𝑡𝐶𝑡
−1𝜅𝑡, (4.51) 
 𝑈𝑡−1
∗ = 𝑍𝑡
2𝐷𝑡
−1 + 𝐿𝑡
2𝑈𝑡
∗ + 𝑉𝑡
2𝐶𝑡
−1, (4.52) 
 𝜂𝑡
∗ = 𝑯𝑡(𝑮𝑡
′𝐷𝑡
−1𝜁𝑡 + 𝑱𝑡
′𝑟𝑡
∗) + 𝜅𝑡. (4.53) 
 
Step 1-2b. Let 𝜼∗(𝑖) = (𝜂𝑠
∗, 𝜂𝑠+1
∗ ,⋯ , 𝜂𝑠+𝑚−1
∗ )′  be the samples of proposal density 
function 𝑔(𝜼(𝑖)| ∙) and accept it with probability 
 
𝑚𝑖𝑛{
𝑓(𝜼∗(𝑖)| ∙)𝑔(𝜼(𝑖)| ∙)
𝑓(𝜼(𝑖)| ∙)𝑔(𝜼∗
(𝑖)| ∙)
, 1}. 
 
(4.54) 
 
 
Step 2. Simulation of 𝜙 
The conditional posterior density of 𝜙 is 
𝜋(𝜙|𝜇, 𝜌, 𝜎𝜂
2, 𝜶1:𝑇 , 𝒚1:𝑇) 
         ∝  𝜋(𝜙)√1 − 𝜙2exp {−
(1 − 𝜙2)𝛼1
2
2𝜎𝜂
2 −
∑ [𝛼𝑡+1 − 𝜙𝛼𝑡 − 𝜌𝜎𝜂𝜎𝑒
−1exp(−𝛼𝑡 2⁄ )𝑦𝑡]
2𝑇−1
𝑡=1
2𝜎𝜂
2(1 − 𝜌2)
} 
       ∝ (1 + 𝜙)𝑎𝜙−1(1 − 𝜙)𝑏𝜙−1√1− 𝜙2exp {−
(𝜙 − 𝜇𝜙)
2
2𝜎𝜙
2 }, (4.55) 
where 
 
𝜇𝜙 =
∑ [𝛼𝑡+1 − 𝜌𝜎𝜂𝜎𝑒
−1exp(−𝛼𝑡 2⁄ )𝑦𝑡]𝛼𝑡
𝑇−1
𝑡=1
𝜌2𝛼1
2 +∑ 𝛼𝑡
2𝑇−1
𝑡=2
, (4.56) 
 
𝜎𝜙
2 =
𝜎𝜂
2(1 − 𝜌2)
𝜌2𝛼1
2 + ∑ 𝛼𝑡
2𝑇−1
𝑡=2
. (4.57) 
 The M-H algorithm is applied due to the samples of 𝜙 are not easy to obtain from this 
conditional posterior density of (4.55). Specifically, the candidate 𝜙∗  is generated from 
𝑇𝑁(−1,1)(𝜇𝜙
∗ , 𝜎∗𝜙
2 )  in consideration of the restriction that |𝜙| < 1 , where 𝑇𝑁(𝑎,𝑏)(𝜇, 𝜎
2) 
represents a truncated normal distribution within the interval(𝑎, 𝑏). Given the current value 𝜙, 
we accept 𝜙∗ with probability 
 
𝑚𝑖𝑛
{
 
 (1 + 𝜙∗)𝑎𝜙−1(1 − 𝜙∗)𝑏𝜙−1√1− 𝜙∗2
(1 + 𝜙)𝑎𝜙−1(1 − 𝜙)𝑏𝜙−1√1− 𝜙2
, 1
}
 
 
. (4.58) 
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Step 3. Simulation of (𝜇, 𝜌, 𝜎𝜂
2) 
The logarithm of conditional posterior density about 𝜞 is 
log𝜋(𝜞|𝜙, 𝜶1:𝑇, 𝒚1:𝑇) = 𝑐𝑜𝑛𝑠𝑡 − log𝜎𝜂 −
𝛼1
2(1 − 𝜙2)
2𝜎𝜂
2 − log𝜎𝑒 −
𝑦𝑇
2
2𝜎𝑒
2exp(𝛼𝑇)
 
−
𝜈1 + 3
2
log|𝜞| −
1
2
𝑡𝑟(𝜞−1𝜞1
−1), 
 
 
(4.59) 
where 
 𝜈1 = 𝜈0 + 𝑇 − 1, (4.60) 
 
𝜞1
−1 = 𝜞0
−1 +∑𝝉𝑡𝝉𝑡
′
𝑇−1
𝑡=1
, (4.61) 
 
𝝉𝑡 = (
𝑦𝑡exp(−𝛼𝑡 2⁄ )
𝛼𝑡+1 − 𝜙𝛼𝑡
). (4.62) 
 Simulate the candidate matrix 𝜞∗−1~𝑊(𝜞1, 𝜈1) , where 𝑊(𝑆, 𝜈)  denotes a Wishart 
distribution with parameters (𝑆, 𝜈), and accept it with probability 
 
𝑚𝑖𝑛
{
 
 
 
 𝜎𝜂𝜎𝑒exp [−
(1 − 𝜙2)𝛼1
2
2𝜎𝜂
∗2
−
𝑦𝑇
2
2𝜎𝑒
∗2exp(𝛼𝑇)
]
𝜎𝜂
∗𝜎𝑒
∗exp [−
(1 − 𝜙2)𝛼1
2
2𝜎𝜂
2 −
𝑦𝑇
2
2𝜎𝑒
2exp(𝛼𝑇)
]
, 1
}
 
 
 
 
. (4.63) 
 If 𝚪∗−1  is accepted, new draws of 𝜎𝑒
∗2 , 𝜌∗ , 𝜎𝜂
∗2  are obtained from 𝚪∗  and therefore 
𝜇∗ = log𝜎𝑒
∗2; else, samples will stay as the previous 𝜎𝑒
2, 𝜌, 𝜎𝜂
2,  𝜇. 
 
Step 4. Simulation of 𝜉 
The conditional posterior distribution of  𝜉  is Gaussian with mean 𝜇𝜉
∗  and variance 𝜎∗𝜉
2
 
where 
 
𝜇𝜉
∗ =
𝜎𝜉
2∑ (𝑥𝑡 − ℎ𝑡)
𝑇
𝑡=1 + 𝜎𝑢
2𝜇𝜉
𝑇𝜎𝜉
2 + 𝜎𝑢
2 , (4.64) 
 
𝜎∗𝜉
2 =
𝜎𝜉
2𝜎𝑢
2
𝑇𝜎𝜉
2 + 𝜎𝑢
2. (4.65) 
Simulate 𝜉~𝑁(𝜇𝜉
∗ , 𝜎∗𝜉
2). 
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Step 5. Simulation of 𝜎𝑢
2 
It is also straightforward to draw 𝜎𝑢
2 from the conditional posterior distribution 𝐼𝐺(𝛼𝑢
∗ , 𝛽𝑢
∗) 
where 
 
𝛼𝑢
∗ = 𝛼𝑢 +
𝑇
2
, (4.66) 
 
𝛽𝑢
∗ = 𝛽𝑢 +
1
2
∑(𝑥𝑡 − 𝜉 − ℎ𝑡)
2
𝑇
𝑡=1
. (4.67) 
   Despite its positive performance in the application of offline situations, MCMC is not an 
effective option in dealing with online estimation. Alternatively, sequential updating of the 
posterior distributions is allowed in the class of particle filter procedures. 
 
4.3 Estimation Results of SV Models Using MCMC 
Algorithm 
Figures 4.1 and 4.2 depict the MCMC samples and their densities for the respective parameters 
drawn from SV and RSV models. The results are based on 𝑁 = 5000 samples generated from 
the respective posterior distributions of the parameters after discarding 5000 samples of the 
very beginning as the burn-in period. 
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Figure 4.1: Parameter samples of SV model 
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Figure 4.2a: Parameter samples of RSV model (STOXX50E) 
 
 
Figure 4.2b: Parameter samples of RSV model (NDX) 
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Figure 4.2c: Parameter samples of RSV model (N225) 
 
The sample paths appear to be stable with respect to all parameters, implying appropriate 
and credible estimation results based on SV models with MCMC algorithm. 
   Tables 4.1-4.2 describe the posterior means, the standard deviations of the posterior means, 
the 95% Bayesian credible intervals, the p values of the convergence diagnostic (CD) statistic, 
and the inefficiency factors (IF) of the SV model and RSV model based on the MCMC 
algorithm. 
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Table 4.1: MCMC results of SV model 
 mean stdev 95% interval CD IF 
STOXX50E 
𝜇 0.4577 0.0224 [0.4130, 0.5012] 0.26 1.19 
𝜙 0.9624 0.0001 [0.9622, 0.9626] 0.66 1.63 
𝜌 −0.5192 0.0118 [−0.5422, −0.4959] 0.75 1.22 
𝜎𝜂
2 0.1210 0.0027 [0.1159, 0.1267] 0.88 1.06 
NDX 
𝜇 0.8206 0.0596 [0.6984, 0.9283] 0.49 13.21 
𝜙 0.9912 0.0005 [0.9900, 0.9919] 0.66 3.44 
𝜌 −0.4223 0.0239 [−0.4691, −0.3772] 0.67 17.24 
𝜎𝜂
2 0.0433 0.0012 [0.0409, 0.0458] 0.18 6.36 
N225 
𝜇 0.6167 0.0585 [0.4904, 0.7195] 0.87 5.74 
𝜙 0.9942 0.0008 [0.9922, 0.9955] 0.91 1.82 
𝜌 −0.3640 0.0259 [−0.4147, −0.3129] 0.77 20.44 
𝜎𝜂
2 0.0265 0.0009 [0.0246, 0.0283] 0.82 2.22 
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Table 4.2: MCMC results of RSV model 
 mean stdev 95% interval CD IF 
STOXX50E 
𝜇 0.1798 0.0283 [0.1241, 0.2339] 0.48 2.20 
𝜙 0.9760 0.0006 [0.9748, 0.9771] 0.77 9.00 
𝜌 −0.5109 0.0177 [−0.5447, −0.4756] 0.61 7.88 
𝜎𝜂
2 0.0565 0.0015 [0.0537, 0.0594] 0.70 4.57 
𝜉 −0.1018 0.0195 [−0.1396, −0.0641] 0.74 2.57 
𝜎𝑢
2 0.3690 0.0114 [0.3474, 0.3914] 0.74 4.33 
NDX 
𝜇 0.9835 0.0391 [0.9073, 1.0584] 0.54 5.59 
𝜙 0.9933 0.0001 [0.9929, 0.9935] 0.20 5.73 
𝜌 −0.2837 0.0289 [−0.3412, −0.2276] 0.27 12.04 
𝜎𝜂
2 0.0369 0.0013 [0.0344, 0.0395] 0.55 6.40 
𝜉 −0.4768 0.0253 [−0.5262, −0.4266] 0.47 2.30 
𝜎𝑢
2 0.5610 0.0242 [0.5131, 0.6077] 0.31 5.05 
N225 
𝜇 0.5790 0.0325 [0.5139, 0.6440] 0.94 2.50 
𝜙 0.9921 0.0004 [0.9913, 0.9927] 0.61 3.14 
𝜌 −0.4414 0.0193 [−0.4769, −0.4007] 0.61 9.70 
𝜎𝜂
2 0.0333 0.0011 [0.0314, 0.0356] 0.24 3.46 
𝜉 −0.2700 0.0247 [−0.3176, −0.2215] 0.76 1.97 
𝜎𝑢
2 0.4552 0.0171 [0.4213, 0.4889] 0.13 2.86 
 
 Geweke (1992) specified the CD statistic to test whether the samples converge to an 
invariant distribution after the burn-in period. Set 𝑁1 = 0.1𝑁  and 𝑁2 = 0.5𝑁 , let the 
sequence {𝜃𝑛
𝑖 }
𝑛=1
𝑁
 be the samples of the 𝑖-th element of 𝜽, the vectors 𝜽ℎ𝑒𝑎𝑑
𝑖  and 𝜽𝑡𝑎𝑖𝑙
𝑖  be 
the first 𝑁1  samples (𝜃1
𝑖 , 𝜃2
𝑖 ,⋯ , 𝜃𝑁1
𝑖 )
′
 and the last 𝑁2  samples 
(𝜃𝑁−𝑁2+1
𝑖 , 𝜃𝑁−𝑁2+2
𝑖 ,⋯ , 𝜃𝑁
𝑖 )
′
, so the means of 𝜽ℎ𝑒𝑎𝑑
𝑖  and 𝜽𝑡𝑎𝑖𝑙
𝑖  are ?̅?ℎ𝑒𝑎𝑑
𝑖 =
1
𝑁1
∑ 𝜃𝑛
𝑖𝑁1
𝑛=1  and 
?̅?𝑡𝑎𝑖𝑙
𝑖 =
1
𝑁2
∑ 𝜃𝑛
𝑖𝑁
𝑛=𝑁−𝑁2+1 , then the CD statistic is interpreted as 
 
𝐶𝐷 =
?̅?ℎ𝑒𝑎𝑑
𝑖 − ?̅?𝑡𝑎𝑖𝑙
𝑖
√𝑉𝑎?̂?(?̿?ℎ𝑒𝑎𝑑
𝑖 ) + 𝑉𝑎?̂?(?̿?𝑡𝑎𝑖𝑙
𝑖 )
, 
(4.68) 
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where 𝑉𝑎?̂?(?̿?ℎ𝑒𝑎𝑑
𝑖 ) and 𝑉𝑎?̂?(?̿?𝑡𝑎𝑖𝑙
𝑖 ) are the estimations of batch variance for 𝜽ℎ𝑒𝑎𝑑
𝑖  and 
𝜽𝑡𝑎𝑖𝑙
𝑖  respectively. By dividing 𝜽ℎ𝑒𝑎𝑑
𝑖  into 𝑝  groups and 𝜽𝑡𝑎𝑖𝑙
𝑖  into 𝑞  groups, these 
estimates are calculated as follows: 
 
𝑉𝑎?̂?(?̿?ℎ𝑒𝑎𝑑
𝑖 ) =
1
𝑝
∑ (?̅?ℎ𝑒𝑎𝑑,𝑗
𝑖 − ?̿?𝑝
𝑖 )
2𝑝
𝑗=1
𝑝 − 1
, ?̿?𝑝
𝑖 =
1
𝑝
∑?̅?ℎ𝑒𝑎𝑑,𝑗
𝑖
𝑝
𝑗=1
, (4.69) 
 
𝑉𝑎?̂?(?̿?𝑡𝑎𝑖𝑙
𝑖 ) =
1
𝑞
∑ (?̅?𝑡𝑎𝑖𝑙,𝑗
𝑖 − ?̿?𝑞
𝑖 )
2𝑞
𝑗=1
𝑞 − 1
, ?̿?𝑞
𝑖 =
1
𝑞
∑?̅?𝑡𝑎𝑖𝑙,𝑗
𝑖
𝑞
𝑗=1
, (4.70) 
where ?̿?𝑝
𝑖  and ?̿?𝑞
𝑖  represent the means of the individual group means, respectively.  
   Another approach applied to compute the sample variance is a normalized spectral density 
at frequency zero using the Parzen window. However, this estimation varies in value in response 
to differing bandwidth. The CD statistic converges in distribution to the standard normal when 
the sequence {𝜃𝑛
𝑖 }
𝑛=1
𝑁
 is stationary. 
 The IF which quantifies the relative efficiency loss is defined as 1 + 2∑ 𝜌(𝑘)∞𝑘=1 , where 
𝜌(𝑘) is the sample autocorrelation at lag 𝑘 corresponds to the ratio of the numerical variance 
of posterior sample mean to the variance of the sample mean based on independent draws (Chib 
(2001)). For instance, the value of IF equals to 𝑀 means that 𝑀 times of the samples should 
be drawn to keep the equivalent precision to the independent samples. 
 During the sample period, the p values of the CD statistic demonstrate that the null 
hypothesis that the samples of the posterior distribution is converged after burn-in period is not 
rejected at the 10% significance level for all parameters. The low IFs (less than 10) suggest that 
the full MCMC generation method is quite efficient. Some other generation methods exist such 
as the Gibbs Sampler – the IFs for which are usually supposed to be multiple times larger. 
 The posterior means and 95% credible intervals of the persistence parameter 𝜙 is close to 
1, which indicate a high persistence of latent volatility. The negative results of 𝜌 explain the 
negative correlation between the return at date 𝑡 and the volatility at date 𝑡 + 1.  
   The posterior means of 𝜎𝜂
2, which is the volatility of log-volatility, are larger for the SV 
model than for the RSV model. The smaller 𝜎𝜂
2 of the RSV model implies a smaller variance 
of volatility estimates than those obtained from the SV model. 
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Figure 4.3: MCMC samples of log volatilities and log realized volatilities 
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The 95% Bayesian credible interval of bias-correction term 𝜉 of the RSV model provides 
the necessary information to judge whether realized volatility is a well-adjusted estimator of 
latent volatility. Concretely, a well-adjusted estimator of realized volatility should result in a 
zero-contained interval, while a negative interval implies an underestimation and a positive 
interval suggests an overestimation.  
   According to the results of Table 4.2, the synergy of MMN and non-trading hours leads the 
5-minute RV to be an underestimated measure. In addition, the relatively large estimates of 
variance 𝜎𝑢
2 indicate a high level of noise in the realized volatilities. 
   The figure below further shows the estimates of log volatilities along with the log realized 
volatilities, from which we can see the dynamically changed volatilities are also well-described 
in the SV models. 
 
4.4 Summary 
Models 1-5 this dissertation used to describe the dynamically changing property of volatility, 
are the simplest and mostly adopted versions among their generic models. Although the more 
complicate a model is characterized to, the more properties of the variables may be captured, 
consistency and efficiency are also important for model characterization. 
Typically, it is reported by Watanabe (2012) that RGARCH (1,2), RGARCH (2,1) and 
RGARCH (2,2) do not change the performance so much. Similarly, this dissertation also 
checked the GARCH (1,2), GARCH (2,1) and GARCH (2,2) models and found that there are 
no improvements by using such models. Thus, following Watanabe (2012), this dissertation 
uses the GARCH (1,1), the EGARCH (1,1) and RGARCH (1,1) for estimation. 
In addition, to describe the long range dependence of the volatility process, Koopman and 
Scharth (2013) extended the SV model by providing that the realized volatilities are superposed 
with a selected number of ARMA processes. 
   The RSV model with long memory (RSV-LM) is also estimated in this dissertation. The 
simulation algorithm and empirical results of the RSV-LM model are given in Appendix A. 
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Nevertheless, this model is not practically useful in empirical analysis mainly due to two 
reasons. First, it requires much more simulation time in comparison to the SV and RSV models. 
Second, evaluation results of this model do not show superior performance than the others with 
relatively simple structures. Consequently, although it has been suggested in many articles that 
the long memory property of the volatilities should be taken into account, simplicity is also 
important for model specification.  
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Chapter 5. Semi-online Simulation Algorithm 
The interpretation of the methodology of semi-online simulation method designed for more 
flexible sequential estimation is given in this Chapter. This new method associates the MCMC 
with the particle filter algorithm. The reason of adopting both offline and online approaches is 
to balance the effectiveness and efficiency simultaneously by obtaining stable parameter 
samples from the MCMC stage and thereafter getting in the particle filter stage to speed up the 
simulation process. 
Starting with the introduction of a typical particle filter−the APF algorithm in Section 5.1, 
the theoretical mechanism of semi-online method is explicated in Section 5.2. To investigate 
whether such approach could be functioning well, a simulation experiment is conducted in 
Section 5.3 in advance before using the real data for empirical applications. 
 
5.1 APF Algorithm 
An important task when analyzing data by SV models with dynamic state-space structure in 
which contains state and observation processes, is estimation of the underlying state process 
based on measurements from the observation process. The interest, as stated by Storvik (2002), 
might be on state ℎ𝑡 itself or ℎ𝑡 is a tool for making prediction on 𝑦𝑡. Given data 𝒙1:𝑇 and 
𝒚1:𝑇, estimation of 𝒉1:𝑇 is usually referred to as offline estimation, whereas online estimation 
is sequential estimation of ℎ𝑡 based on 𝒙1:𝑡 and 𝒚1:𝑡 for 𝑡 = 1, 2, 3,⋯. 
The class of nonlinear filter Bayesian simulation-based inference for conducting the hidden 
states are particle filters, which exceed the traditional MCMC in filtering sequential states, 
given that updated observations come in regularly.  
To describe the basic idea behind the particle filter procedures, suppose that the evolution 
of the state is Markovian, the posterior distribution 𝑝(ℎ𝑡−1|𝒚1:𝑡−1, 𝒙1:𝑡−1, 𝜽) is computed via 
a two-stage procedure that involves both prediction and Bayesian update. Then, the new 
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posterior 𝑝(ℎ𝑡|𝒚1:𝑡, 𝒙1:𝑡, 𝜽) will be updated when new observations of 𝑦𝑡 and 𝑥𝑡 arrive. In 
particular, 
1. Prediction stage. Given the parameters vector 𝜽 and observations sequences 𝒚1:𝑡−1 
and 𝒙1:𝑡−1 , the predictive distribution of ℎ𝑡  associated with the transition-state 
distribution 𝑝(ℎ𝑡|ℎ𝑡−1, 𝜽) and the old posterior distribution 𝑝(ℎ𝑡−1|𝒚1:𝑡−1, 𝒙1:𝑡−1, 𝜽) 
is expressed as 
 𝑝(ℎ𝑡|𝒚1:𝑡−1, 𝒙1:𝑡−1, 𝜽)
= ∫𝑝(ℎ𝑡|ℎ𝑡−1, 𝜽)𝑝(ℎ𝑡−1|𝒚1:𝑡−1, 𝒙1:𝑡−1, 𝜽)𝑑ℎ𝑡−1, 
(5.1) 
2. Bayesian update stage. Applying the Bayes theorem, the new posterior distribution 
𝑝(ℎ𝑡|𝒚1:𝑡, 𝒙1:𝑡, 𝜽) involves 𝑦𝑡  and 𝑥𝑡 , and is updated as (5.2) where 𝑙(𝑦𝑡 , 𝑥𝑡|ℎ𝑡, 𝜽) 
represents the conditional likelihood. 
 
𝑝(ℎ𝑡|𝒚1:𝑡, 𝒙1:𝑡, 𝜽) =
𝑙(𝑦𝑡 , 𝑥𝑡|ℎ𝑡 , 𝜽)𝑝(ℎ𝑡|𝒚1:𝑡−1, 𝒙1:𝑡−1, 𝜽)
∫ 𝑙(𝑦𝑡 , 𝑥𝑡|ℎ𝑡, 𝜽)𝑝(ℎ𝑡|𝒚1:𝑡−1, 𝒙1:𝑡−1, 𝜽)𝑑ℎ𝑡
∝ 𝑙(𝑦𝑡 , 𝑥𝑡|ℎ𝑡 , 𝜽)𝑝(ℎ𝑡|𝒚1:𝑡−1, 𝒙1:𝑡−1, 𝜽). (5.2) 
   Techniques such as the rejection sampling, the sequential importance sampling, the 
sampling/importance resampling (SIR) can be applied for such update procedures. 
   However, several practical problems may arise while performing particle filter 
implementation. Take the celebrated SIR proposed by Gordon, Salmond and Smith (1993) for 
instance, where weight degeneracy and fragility toward outliers will lead such process to be 
very imprecise. Pitt and Shephard (1999) proposed to reduce the fundamental problems of the 
difficulty on adapting the SIR, rejection, or MCMC sampling methods without greatly slowing 
the running of the filter by performing particle filtering in a higher dimension. 
  Regarding to the RSV model, the conditional probability densities of the observations and 
states are 
𝑙(𝑦𝑡 , 𝑥𝑡|ℎ𝑡 , 𝜽) =
1
2𝜋𝜎𝑢
exp [−
1
2
ℎ𝑡 −
1
2
𝑦𝑡
2exp(−ℎ𝑡) −
1
2𝜎𝑢
2
(𝑥𝑡 − 𝜉 − ℎ𝑡)
2], (5.3) 
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𝑝(ℎ𝑡|ℎ𝑡−1, 𝜽) =
1
2𝜋√𝜎𝜂
2(1 − 𝜌2)
exp [−
(ℎ𝑡 − 𝜇𝑡)
2
2𝜎𝜂
2(1 − 𝜌2)
], 
(5.4) 
where 𝜇𝑡 = 𝜇 + 𝜙(ℎ𝑡−1 − 𝜇) + 𝜌𝜎𝜂exp(−ℎ𝑡−1 2⁄ )𝑦𝑡−1 . On account that the analytical 
solution of 𝑝(ℎ𝑡|𝒚1:𝑡−1, 𝒙1:𝑡−1, 𝜽) is not possible to access, it is also essential to compute 
𝑞(ℎ𝑡|𝒚1:𝑡−1, 𝒙1:𝑡−1, 𝜽) as an discrete approximation of the density: 
 
𝑞(ℎ𝑡|𝒚1:𝑡−1, 𝒙1:𝑡−1, 𝜽) =∑𝑝(ℎ𝑡|ℎ𝑡−1
𝑖 , 𝜽)𝜋𝑡
𝑖
𝑁
𝑖=1
. (5.5) 
  New particles {ℎ𝑡
1,⋯ , ℎ𝑡
𝑁} with associated weights {𝜋𝑡
1,⋯ , 𝜋𝑡
𝑁} are produced from this 
density. Specifically, define 
 𝑝(ℎ𝑡 , 𝑘(𝑖)|𝒚1:𝑡, 𝒙1:𝑡, 𝜽) ∝ 𝑝 (ℎ𝑡|ℎ𝑡−1
𝑘(𝑖), 𝜽) 𝜋𝑡
𝑘(𝑖)𝑙(𝑦𝑡 , 𝑥𝑡|ℎ𝑡 , 𝜽). (5.6) 
  The objective is to generate from equation (5.6), where the index 𝑘(𝑖) is an auxiliary 
variable. The generic particle filters incorporating such auxiliary variable is referred to as the 
auxiliary particle filter (APF). The joint density of (5.6) can be approximated by 
 𝑞(ℎ𝑡 , 𝑘(𝑖)|𝒚1:𝑡, 𝒙1:𝑡, 𝜽) ∝ 𝑝 (ℎ𝑡|ℎ𝑡−1
𝑘(𝑖), 𝜽) 𝜋𝑡
𝑘(𝑖)𝑝 (𝑦𝑡 , 𝑥𝑡|𝜇𝑡
𝑘(𝑖), 𝜽). (5.7) 
where 
𝑝 (𝑦𝑡 , 𝑥𝑡|𝜇𝑡
𝑘(𝑖), 𝜽) =
1
2𝜋𝜎𝑢
exp [−
1
2
𝜇𝑡
𝑘(𝑖) −
1
2
𝑦𝑡
2exp(−𝜇𝑡
𝑘(𝑖)) −
1
2𝜎𝑢
2 (𝑥𝑡 − 𝜉 − 𝜇𝑡
𝑘(𝑖))
2
]. 
  Samples from 𝑞(ℎ𝑡 , 𝑘(𝑖)|𝒚1:𝑡, 𝒙1:𝑡, 𝜽)  are drawn by simulating 𝑘(𝑖)  with probability 
𝜆𝑡
𝑘(𝑖)
, which is proportional to 𝑞(𝑘(𝑖)|𝒉1:𝑡−1, 𝒚1:𝑡, 𝒙1:𝑡, 𝜽), where 
 𝑞(𝑘(𝑖)|𝒉1:𝑡−1, 𝒚1:𝑡, 𝒙1:𝑡 , 𝜽) ∝ 𝜋𝑡
𝑘(𝑖)𝑝 (𝑦𝑡 , 𝑥𝑡|𝜇𝑡
𝑘(𝑖), 𝜽). (5.8) 
and simulating ℎ𝑡  from 𝑝 (ℎ𝑡|ℎ𝑡−1
𝑘(𝑖), 𝜽) . With particles {ℎ𝑡
1,⋯ , ℎ𝑡
𝑁}  and their associated 
weights {𝜋𝑡
1,⋯ , 𝜋𝑡
𝑁}, APF scheme performs a reweighting step by updating the weights to 
 
𝜋𝑡
𝑖 =
𝑙(𝑦𝑡 , 𝑥𝑡|ℎ𝑡
𝑖 , 𝜽) 𝑝 (𝑦𝑡 , 𝑥𝑡|𝜇𝑡
𝑘(𝑖), 𝜽)⁄
∑ [𝑙(𝑦𝑡 , 𝑥𝑡|ℎ𝑡
𝑗, 𝜽) 𝑝 (𝑦𝑡 , 𝑥𝑡|𝜇𝑡
𝑘(𝑗), 𝜽)⁄ ]𝑁𝑗=1
 , (5.9) 
for 𝑖 = 1,⋯ ,𝑁. The index will be dropped thereafter so that samples of ℎ𝑡 from the posterior 
density (5.2) are produced. 
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5.2 Methodology of Semi-online Algorithm 
The weakness of the generic sequential filtering methods when being applied on dynamic state-
space models is the difficulty in handling the unknown non-dynamic parameters, owing to 
which an extended particle filter procedure incorporating parameter learning is required. 
Several proposals on which have been reviewed in Chapter 2, whereas most of which may be 
inadequate for accurate estimation due to the abandonment of the non-dynamic feature by 
including the static parameters as part of the state vector or approximating them to be slowly 
changing dynamic ones. This will cause the set of distinct 𝜽 values impoverish since some of 
the values become very unlikely when new observations arrive. 
An alternative approach marginalizing the static parameters out of the posterior distribution 
is suggested by Storvik (2002). To be specific, the conditional joint posterior density of 𝒉1:𝑡 
and 𝜽 can be written as: 
𝑝(𝒉1:𝑡, 𝜽|𝒚1:𝑡, 𝒙1:𝑡) 
∝ 𝑝(𝒉1:𝑡, 𝜽, 𝒚1:𝑡−1, 𝒙1:𝑡−1|𝒚1:𝑡−1, 𝒙1:𝑡−1) = 𝑝(𝒉1:𝑡−1, ℎ𝑡 , 𝜽, 𝑦𝑡 , 𝑥𝑡|𝒚1:𝑡−1, 𝒙1:𝑡−1)
= 𝑝(𝑦𝑡 , 𝑥𝑡|𝒉1:𝑡−1, ℎ𝑡, 𝜽, 𝒚1:𝑡−1, 𝒙1:𝑡−1)𝑝(𝒉1:𝑡−1, ℎ𝑡 , 𝜽|𝒚1:𝑡−1, 𝒙1:𝑡−1)
= 𝑝(𝑦𝑡 , 𝑥𝑡|𝒉1:𝑡, 𝜽, 𝒚1:𝑡−1, 𝒙1:𝑡−1)𝑝(ℎ𝑡|𝒉1:𝑡−1, 𝜽, 𝒚1:𝑡−1, 𝒙1:𝑡−1)𝑝(𝒉1:𝑡−1, 𝜽|𝒚1:𝑡−1, 𝒙1:𝑡−1)
= 𝑝(𝑦𝑡 , 𝑥𝑡|𝒉1:𝑡, 𝜽, 𝒚1:𝑡−1, 𝒙1:𝑡−1)𝑝(ℎ𝑡|𝒉1:𝑡−1, 𝜽, 𝒚1:𝑡−1, 𝒙1:𝑡−1)
× 𝑝(𝜽|𝒉1:𝑡−1, 𝒚1:𝑡−1, 𝒙1:𝑡−1)𝑝(𝒉1:𝑡−1|𝒚1:𝑡−1, 𝒙1:𝑡−1)
= 𝑙(𝑦𝑡 , 𝑥𝑡|ℎ𝑡 , 𝜽)𝑝(ℎ𝑡|𝒉1:𝑡−1, 𝜽)𝑝(𝜽|𝒉1:𝑡−1, 𝒚1:𝑡−1, 𝒙1:𝑡−1)𝑝(𝒉1:𝑡−1|𝒚1:𝑡−1, 𝒙1:𝑡−1). 
    Samples from this distribution can be performed via the following simulation: 
 𝒉1:𝑡−1~𝑝(𝒉1:𝑡−1|𝒚1:𝑡−1, 𝒙1:𝑡−1),  
 𝜽~𝑝(𝜽|𝒉1:𝑡−1, 𝒚1:𝑡−1, 𝒙1:𝑡−1),  
 ℎ𝑡~𝑝(ℎ𝑡|𝒉1:𝑡−1, 𝜽).  
These samples will be accepted with probability proportional to 𝑙(𝑦𝑡 , 𝑥𝑡|ℎ𝑡, 𝜽) . The 
impoverish problem is avoided in such approach since parameters 𝜽 drawn at time 𝑡 do not 
depend on values drawn at previous time points. In practice, any technique such as SIR, MCMC 
or SIS is adaptable, which allows broadening the scope of application in response to different 
simulation requirements. 
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Simulation experiments on several different Gaussian-based system processes tested by 
Storvik (2002) suggest the estimates obtained from the approach incorporating parameter 
learning are almost identical to the ones by running full MCMC at each time point. Nevertheless, 
one common problem of this particle filter algorithm is how to get stable samples at the early 
stage. 
It is known that with sufficient enough data comes the close distribution that can 
approximate to the conditional posterior one. Since the sequential simulation usually starts with 
only small amount of data, the estimation results of the parameters might be very different with 
the true values at the beginning of the simulation process. 
To resolve the problems of sequential updating and static parameters estimation together, 
this dissertation considers a semi-online algorithm, which is the combination of MCMC and 
particle filter algorithms. The reason of using both offline and online simulation methods is to 
take advantages of each approach by drawing stable samples via the MCMC stage before the 
particle filter stage. Specially, the APF is chosen to reduce the common problems of weight 
degeneracy and fragility toward outliers usually arising in some other particle filter methods. 
   Methodologically, by applying the offline MCMC method to the current data (i.e., data up 
to date 𝑇𝑐), the associated latent volatilities along with the static parameters can be estimated. 
Based on that, new volatilities will be obtained with the online APF method when later 
observations are added to the dataset. The semi-online algorithm with regard to the RSV model 
is stated in Algorithm 5.1. The main advantage of this semi-online algorithm is that after the 
MCMC step, and samples can be generated rapidly only through the APF step. 
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Algorithm 5.1: Semi-online algorithm for RSV model: 
Step 1. MCMC Step. For 𝑡 = 1,⋯ , 𝑇𝑐: 
Step 1-1. Set prior distributions and initial values for 𝒉1:𝑇𝑐 and 𝜽. 
Step 1-2. Simulate samples of 𝒉1:𝑇𝑐  and 𝜽 from the conditional posterior distribution 
with full MCMC. 
 a. Generate 𝜙 from 𝜋(𝜙|𝜇, 𝜌, 𝜎𝜂
2, 𝜶1:𝑇𝑐 , 𝒚1:𝑇𝑐).  
b. Generate (𝜇, 𝜌, 𝜎𝜂
2) from 𝜋(𝜞|𝜙, 𝜶1:𝑇𝑐 , 𝒚1:𝑇𝑐). 
c. Generate 𝜉 from 𝜋(𝜉|𝜎𝑢
2, 𝒉1:𝑇𝑐 , 𝒙1:𝑇𝑐). 
d. Generate 𝜎𝑢
2 from 𝜋(𝜎𝑢
2|𝜉, 𝒉1:𝑇𝑐 , 𝒙1:𝑇𝑐). 
e. Generate 𝒉1:𝑇𝑐 from 𝜋(𝒉1:𝑇𝑐|𝜽, 𝒚1:𝑇𝑐 , 𝒙1:𝑇𝑐). 
Step 2. APF Step. For 𝑡 = 𝑇𝑐 + 1,⋯ , 𝑇: 
Step 2-1. Initialization. For 𝑡 = 𝑇𝑐: 
 For 𝑖 = 1,⋯ ,𝑁: 
Set 𝜋1
𝑖 = 1 𝑁⁄  and simulate particles ℎ𝑇𝑐
𝑖 ~𝑁(𝜇, 𝜎𝜂
2 (1 − 𝜙2)⁄ ). 
Set 𝑡 = 𝑡 + 1. 
Step 2-2. Recursion. For 𝑖 = 1,⋯ ,𝑁: 
  a. Calculate 𝜇𝑡
𝑖 = 𝜇 + 𝜙(ℎ𝑡−1
𝑖 − 𝜇) + 𝜌𝜎𝜂exp(−ℎ𝑡−1
𝑖 2⁄ )𝑦𝑡−1. 
 b. Compute the first stage weight 𝜆𝑡
𝑖  proportional to 𝑞(𝑖|𝒉1:𝑡−1, 𝒚1:𝑡, 𝒙1:𝑡, 𝜽), 
 where 𝑔(𝑖|𝒉1:𝑡−1, 𝒚1:𝑡, 𝒙1:𝑡, 𝜽) ∝ 𝜋𝑡−1
𝑖 𝑝(𝑦𝑡 , 𝑥𝑡|𝜇𝑡
𝑖 , 𝜽). 
 c. Simulate indicator 𝑘(𝑖)~{1,⋯ ,𝑁} with probability 𝜆𝑡
𝑘(𝑖)
 
 d. Simulate new particle of the state ℎ𝑡
𝑖~𝑝(ℎ𝑡|ℎ𝑡−1
𝑘(𝑖), 𝜽). 
 e. Update particle weight 𝑤𝑡
𝑖 =
𝑙(𝑦𝑡 , 𝑥𝑡|ℎ𝑡
𝑖 , 𝜽)
𝑝(𝑦𝑡 , 𝑥𝑡|𝜇𝑡
𝑘(𝑖), 𝜽)
 and normalize it to a second 
 stage weight of 𝜋𝑡
𝑖 = 𝑤𝑡
𝑖 ∑ 𝑤𝑡
𝑗𝑁
𝑗=1⁄ . 
 f. Estimate the log volatility as ℎ̂𝑡 = ∑ 𝜋𝑡
𝑖ℎ𝑡
𝑖𝑁
𝑖=1 . 
Step 2-3. Set 𝑡 = 𝑡 + 1, return to Step 2 until 𝑡 = 𝑇. 
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5.3 Simulation Experiments 
In this section, simulation experiments on estimation and evaluation of Gaussian-based SV 
model will be explored to test the robustness of the semi-online simulation method. 
The total number of the data used for such experiments which follows the standard SV 
process is 2,000, where the innovations are generated from the bivariate normal distribution 
with the parameters by setting 𝜇 = 0.3,𝜙 = 0.95, 𝜌 = −0.6, 𝜎𝜂
2 = 0.1. 
Figure 5.1 plots the 1,000 semi-online samples of volatilities after the MCMC step, in 
comparison to which are the corresponding true volatilities (solid line). This figure shows very 
convincing results of the semi-online samples. 
 
 
Figure 5.1: Semi-online samples and true volatilities 
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5.3.1 Measures for Evaluation 
This subsection explains how to predict and evaluate the future volatility and quantile forecasts 
to make comparison among the investigated models. 
Given the estimation results of parameters and current volatilities, it is also possible to 
predict future volatility. The k-day-ahead volatility forecast 𝜎𝑡+𝑘|𝑡
2 , for instance, can be 
calculated by 
 𝜎𝑡+𝑘|𝑡
2 = 𝜔 + 𝛽𝜎𝑡+𝑘−1|𝑡
2 + 𝛼𝜀𝑡+𝑘−1|𝑡
∗2  (5.10) 
in GARCH (1,1) model and by 
 𝜎𝑡+𝑘|𝑡
2 = exp(ℎ𝑡+𝑘|𝑡). (5.11) 
in the others. Specifically, the k-day-ahead log volatility forecast ℎ𝑡+𝑘|𝑡 can be obtained from 
EGARCH (1,1) and RGARCH (1,1) models by computing 
ℎ𝑡+𝑘|𝑡 = 𝜔 + 𝛽ℎ𝑡+𝑘−1|𝑡 + 𝜃𝜀𝑡+𝑘−1 + 𝛾[|𝜀𝑡+𝑘−1| − 𝐸(|𝜀𝑡+𝑘−1|)], (5.12) 
ℎ𝑡+𝑘|𝑡 = 𝜔 + 𝛽ℎ𝑡+𝑘−1|𝑡 + 𝛾𝑥𝑡+𝑘−1, (5.13) 
respectively, and from SV and RSV models by simulating 
 ℎ𝑡+𝑘|𝑡|∙~𝑁(𝜇𝑡+𝑘, 𝜎𝑡+𝑘
2 ), (5.14) 
where 𝜇𝑡+𝑘 = 𝜇 + 𝜙(ℎ𝑡+𝑘−1 − 𝜇) + 𝜌𝜎𝜂𝑦𝑡+𝑘−1exp(−ℎ𝑡+𝑘−1 2⁄ ) and 𝜎𝑡+𝑘
2 = 𝜎𝜂
2(1 − 𝜌2). 
 
5.3.1.1 Quantile Forecasts 
A typical application of the above models is that they provide estimates of volatility for quantile 
forecasts such as VaR and ES, whose estimates of day 𝑡 + 𝑘  under the condition of 
information up to day 𝑡 with probability 𝛼 are defined as 
 Pr(𝑦𝑡+𝑘 < 𝑉𝑎𝑅𝑡+𝑘(𝛼)|𝑰𝑡) = 𝛼, (5.15) 
 𝐸𝑆𝑡+𝑘(𝛼) = 𝐸[𝑦𝑡+𝑘|𝑦𝑡+𝑘 < 𝑉𝑎𝑅𝑡+𝑘(𝛼), 𝑰𝑡]. (5.16) 
   As shown in Figure 5.2, VaR fails to capture the tail information in view that this measure 
is only concerned about the quantile value. ES, in contrast, is designed to calculate the 
conditional expectation of returns distribution that beyond the VaR, which is more sensible for 
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quantifying the financial risk. Algorithm 5.2 shows how to predict {𝑉𝑎𝑅𝑡+𝑘}𝑡=𝑇0
𝑇  and 
{𝐸𝑆𝑡+𝑘}𝑡=𝑇0
𝑇  based on the respective models. 
 
 
Figure 5.2: Image of VaR 
 
Algorithm 5.2: Estimation of k-day-ahead volatility, VaR and ES forecasts 
Step 1. Set 𝑡 = 𝑇0. 
Step 2. Estimate GARCH (1,1), EGARCH (1,1), RGARCH (1,1), SV and RSV models 
with the associate methods, respectively. 
Step 3. Estimate the k-day-ahead volatility forecast 𝜎𝑡+𝑘|𝑡
2  for GARCH (1,1) by (5.10) 
and for the other models by (5.11). 
Step 4. Compute 𝑉𝑎𝑅𝑡+𝑘(𝛼) = 𝜎𝑡+𝑘|𝑡
2 𝜀𝑡+𝑘(𝛼), where 𝜀𝑡+𝑘(𝛼) is the 𝛼-quantile of the 
returns distribution. 
Step 5. Randomly generate 𝑀 samples of 𝜀𝑡+𝑘 from the returns distribution, where 𝑀 
is set to be a sufficiently large enough number, and compute the corresponding 
{𝑦𝑡+𝑘
𝑚 }𝑚=1
𝑀  using 𝑦𝑡+𝑘 = 𝜎𝑡+𝑘|𝑡
2 𝜀𝑡+𝑘. 
Step 6. Calculate 𝐸𝑆𝑡+𝑘(𝛼) = 𝐸[𝑦𝑡+𝑘|𝑦𝑡+𝑘
𝑚 < 𝑉𝑎𝑅𝑡+𝑘(𝛼), 𝑰𝑡+𝑘−1]. 
Step 7. Set 𝑡 = 𝑡 + 1 and return to Step 1 until 𝑡 = 𝑇. 
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5.3.1.2 Evaluation of Volatilities and Quantile Forecasts 
This dissertation uses the mean squared error (MSE) and the quasi-likelihood (QLIKE), which 
are two loss functions that are robust to noise in the volatility proxy4 (Patton (2011)), to 
evaluate the precision of the volatility forecasts. Equations (5.17) and (5.18) specify the MSE 
and QLIKE given the volatility proxy of day 𝑡 + 𝑘 (𝑉𝑡+𝑘) during the period from 𝑇0 to 𝑇: 
 
𝑀𝑆𝐸 =
1
𝑇 − 𝑇0
∑
(𝑉𝑡+𝑘 − 𝜎𝑡+𝑘|𝑡
2 )
2
2
𝑇−1
𝑡=𝑇0
, (5.17) 
 
𝑄𝐿𝐼𝐾𝐸 =
1
𝑇 − 𝑇0
∑ (
𝑉𝑡+𝑘
𝜎𝑡+𝑘|𝑡
2 − log
𝑉𝑡+𝑘
𝜎𝑡+𝑘|𝑡
2 − 1)
𝑇−1
𝑡=𝑇0
. (5.18) 
   The likelihood ratio (LR) statistic (Kupiec (1995)) and the measure 𝐷(𝛼) (Embrechts et 
al. (2005)) can be computed to backtest the VaR and ES, respectively, whose forecasts are 
acquired from Algorithm 5.2. 
   In specification, let 𝑇𝑓 and 𝑇𝑣 be the number of the VaR forecasts and the number of the 
violated VaR forecasts, respectively. Then, the empirical failure rate is 𝐸𝐹𝑅 = 𝑇𝑣 𝑇𝑓⁄ . The 
likelihood ratio (LR) statistic (Kupiec (1995)) is calculated to test the null hypothesis of 
𝐸𝐹𝑅 = 𝛼. 
 𝐿𝑅 = 2{log[𝐸𝐹𝑅𝑇𝑣(1 − 𝐸𝐹𝑅)𝑇𝑓−𝑇𝑣] − log[𝛼𝑇𝑣(1 − 𝛼)𝑇𝑓−𝑇𝑣]}. (5.19) 
   This statistic is asymptotically distributed as a 𝜒2(1) under the condition that the null 
hypothesis is true. 
   As mentioned above, the estimate of VaR is not sensitive to the shape of the tail since this 
measure only focuses on the quantile of the distribution. On the other hand, the ES defined as 
the conditional expectation of the return that falls below the quantile, can provide further 
information about the VaR which are violated.  
   To evaluate the predictive performance of the models, Embrechts et al. (2005) propose to 
use the measure 𝐷(𝛼) to backtest the predicted ES values. Specifically, define 𝛿𝑡(𝛼) = 𝑦𝑡 −
𝐸𝑆𝑡(𝛼) and denote 𝑞(𝛼) as the empirical 𝛼-quantile of 𝛿𝑡(𝛼). Let 𝜅1(𝛼) and 𝜅2(𝛼) be 
                                            
4 Both MSE and QLIKE are normalized to be the robust and homogeneous loss functions following 
Takahashi et al. (2016). 
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the sets of time points for which 𝛿𝑡(𝛼) < 0 occurs and 𝛿𝑡(𝛼) < 𝑞(𝛼) occurs, respectively. 
Suppose that the number of 𝜅1(𝛼) and 𝜅2(𝛼)  are counted to be 𝐾1  and 𝐾2 ; then, the 
measure is written as 
 
𝐷(𝛼) =
1
2
(|𝐷1(𝛼)| + |𝐷2(𝛼)|), (5.20) 
where 
 
𝐷1(𝛼) =
1
𝐾1
∑ 𝛿𝑡(𝛼)
𝑡∈𝜅1(𝛼) 
, (5.21) 
 
𝐷2(𝛼) =
1
𝐾2
∑ 𝛿𝑡(𝛼)
𝑡∈𝜅2(𝛼)
. (5.22) 
   This measure considers averaging the absolute value of the standard back-testing measure 
𝐷1(𝛼) and a penalty term 𝐷2(𝛼). A lower value of 𝐷(𝛼) indicates better ES estimates. 
 
5.3.1.3 Evaluation Results 
Based on 500 k-day-ahead volatility, VaR and ES forecasts where k = 1, 5, 10, 15, 20, Tables 
5.1-5.2 compute the loss functions and back-testing results introduced above to compare the 
predictability between MCMC and semi-online simulation approaches.  
 
Table 5.1: Results for k-day-ahead volatility forecasts 
 MCMC Semi 
 MSE QLIKE MSE QLIKE 
k=1 6.38 0.35 0.85 0.17 
k=5 6.71 0.47 1.87 0.42 
k=10 6.48 0.70 2.93 0.68 
k=15 6.55 0.93 4.07 0.73 
k=20 6.65 1.13 4.46 0.85 
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Table 5.2: Results for k-day-ahead VaR and ES forecasts 
 MCMC Semi 
𝛼 1% 5% 10% 1% 5% 10% 
LR 
k=1 0.01** 0.05** 0.10** 0.01** 0.05** 0.10** 
k=5 0.01** 0.05** 0.10** 0.01** 0.04** 0.09** 
k=10 0.01** 0.05** 0.11** 0.01** 0.05** 0.10** 
k=15 0.01** 0.05** 0.10** 0.01** 0.05** 0.10** 
k=20 0.01** 0.05** 0.09** 0.01** 0.06** 0.11** 
𝐷(𝛼) 
k=1 0.19 0.24 0.24 0.13 0.21 0.19 
k=5 0.10 0.27 0.24 0.13 0.21 0.19 
k=10 0.14 0.30 0.26 0.12 0.17 0.18 
k=15 0.18 0.21 0.24 0.09 0.20 0.15 
k=20 0.25 0.18 0.27 0.14 0.17 0.19 
 
The null hypothesis of LR test is not rejected even at the 10% significance level with respect 
to all the cases. Moreover, the smaller values of MSE, QLIKE and 𝐷(𝛼) of semi-online results 
suggests that such new algorithm has potential for providing superior volatility and risk 
measure forecasts. Besides, the program of semi-online algorithm only takes 3919.58s to run, 
which is much shorter when comparing to that of MCMC program whose running time is 
7682.91s. 
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5.4 Estimation Results of SV Models using Semi-online 
Algorithm 
This subsection shows the semi-online results by implementing Algorithm 5.1 given in Section 
5.2. Tables 5.3-5.4 summarizes the results of the offline MCMC step, in which the first 2000 
data are applied for estimation. 
 
Table 5.3: Estimation results of MCMC step (SV model) 
 mean stdev 95% interval CD IF 
STOXX50E 
𝜇 0.5628 0.0425 [0.4763, 0.6431] 0.76 1.59 
𝜙 0.9857 0.0008 [0.9840, 0.9869] 0.42 1.09 
𝜌 −0.4911 0.0222 [−0.5333, −0.4463] 0.86 5.91 
𝜎𝜂
2 0.0547 0.0018 [0.0513, 0.0584] 0.78 1.28 
NDX 
𝜇 0.6352 0.0517 [0.5330, 0.7350] 0.76 1.88 
𝜙 0.9930 0.0009 [0.9907, 0.9943] 0.82 1.16 
𝜌 −0.3068 0.0321 [−0.3673, −0.2412] 0.49 9.80 
𝜎𝜂
2 0.0234 0.0011 [0.0212, 0.0258] 0.81 1.12 
N225 
𝜇 0.8109 0.0466 [0.7184, 0.8993] 0.88 1.48 
𝜙 0.9932 0.0005 [0.9918, 0.9940] 0.94 1.19 
𝜌 −0.4004 0.0216 [−0.4424, −0.3563] 0.95 2.17 
𝜎𝜂
2 0.0275 0.0010 [0.0256, 0.0296] 0.81 1.06 
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Table 5.4: Estimation results of MCMC step (RSV model) 
 mean stdev 95% interval CD IF 
STOXX50E 
𝜇 0.5475 0.1023 [0.3170, 0.7155] 0.55 1.69 
𝜙 0.99880 0.0029 [0.9791, 0.9909] 0.12 3.66 
𝜌 −0.6539 0.0505 [−0.7315, −0.5262] 0.79 3.39 
𝜎𝜂
2 0.0267 0.0039 [0.0227, 0.0376] 0.15 1.55 
𝜉 −0.1784 0.0869 [−0.3572, −0.0079] 0.99 1.78 
𝜎𝑢
2 0.4513 0.0816 [0.3552, 0.6121] 0.66 2.72 
NDX 
𝜇 0.7961 0.0535 [0.6903, 0.9001] 0.15 2.29 
𝜙 0.9942 0.0003 [0.9934, 0.9947] 0.91 1.34 
𝜌 −0.2135 0.0461 [−0.3011, −0.1186] 0.77 16.20 
𝜎𝜂
2 0.0225 0.0011 [0.0204, 0.0246] 0.80 7.13 
𝜉 −0.5379 0.0376 [−0.6124, −0.4645] 0.13 2.18 
𝜎𝑢
2 0.5141 0.0408 [0.4293, 0.5914] 0.93 3.96 
N225 
𝜇 0.5651 0.0328 [0.4993, 0.6290] 0.24 1.38 
𝜙 0.9901 0.0001 [0.9899, 0.9903] 0.77 1.15 
𝜌 −0.3550 0.0197 [−0.3932, −0.3156] 0.70 2.02 
𝜎𝜂
2 0.0293 0.0009 [0.0275, 0.0312] 0.12 1.20 
𝜉 −0.3948 0.0330 [−0.4596, −0.3297] 0.20 1.49 
𝜎𝑢
2 0.7294 0.0238 [0.6842, 0.7760] 0.64 1.07 
 
   The stable estimates from the MCMC step provide ideal conditions for running the APF 
step using the remaining 2000 data because the offline estimation results are given as initial 
values of such an online step. 
The estimates of log latent volatilities in contrast with log realized volatilities are depicted 
with real lines and dotted lines in Figure 5.3. The upper and lower part are semi-online samples 
simulated from SV and RSV models, respectively. Specifically, each chart contains two generic 
samples. The first 2,000 volatility samples are obtained from the MCMC step, while the last 
2,000 ones are drawn from the APF step. 
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Figure 5.3: Semi-online samples of log volatilities and log realized volatilities 
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Chapter 6. Evaluation and Comparison 
6.1 Evaluation and Comparison of GARCH Models 
By applying the previous 3001 − 𝑘  observations to the GARCH (1,1), EGARCH (1,1), 
RGARCH (1,1), SV and RSV models recursively, k-day-ahead volatility (𝑘 = 1, 5, 10, 15, 20)  
during the period of 𝑡 = 3001,⋯ ,4000 are drawn from the respective posterior predictive 
distributions, on the basis of which k-day-ahead VaR forecasts {𝑉𝑎𝑅𝑡}𝑡=3001
4000  and k-day-ahead 
ES forecasts {𝐸𝑆𝑡}𝑡=3001
4000  are computed through Algorithm 5.2. 
   Tables 6.1-6.6 computes the loss functions MSE and QLIKE to evaluate the predictability 
of the volatility forecasts drawn from GARCH. The scaled realized measures proposed Hansen 
and Lunde (2005a) are selected as the volatility proxy in this dissertation, where 𝑉𝑝𝑟𝑜𝑥𝑦1 and  
𝑉𝑝𝑟𝑜𝑥𝑦2 represent the scaled 10-minute realized volatility and the scaled realized kernel using 
non-flat parzen window. The characterizations of such scaled realized measures are introduced 
in Chapter 2. 
The results of MSE and QLIKE of RGARCH (1,1) model are smaller than those of GARCH 
(1,1) and EGARCH (1,1) models with very few exceptions, indicating the incorporation of 
high-frequency realized volatilities does improve the predictability of the GARCH-type models. 
Even though it may not be the premium choice of considering the observation noise 𝜀𝑡 to 
follow the standard normal distribution in some cases of NDX, it does not improve the 
predictive performance by assuming 𝜀𝑡 following the student’s t distribution or the skewed 
student’s t distribution in most of the cases in terms of STOXXX50E and N225, which is 
consistent with the aforementioned point that the normal assumption with respect to 𝜀𝑡  is 
sufficient for data fitting. In addition, although the prediction accuracy decreases as the time 
period k becomes longer, the values only change in small ranges, suggesting an excellent 
predictability of such GARCH models on k-day-ahead volatility forecasts. 
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Table 6.1: MSE results of GARCH (1,1) model 
MSE 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 
Dist. G t Skt G t Skt 
STOXX50E 
k=1 2.22 2.17 2.17 4.56 4.53 4.52 
k=5 2.39 2.42 2.35 4.80 4.78 4.70 
k=10 2.42 2.49 2.39 4.82 4.85 4.76 
k=15 2.59 2.48 2.58 4.94 4.83 4.92 
k=20 2.66 2.75 2.67 5.00 5.08 5.02 
NDX 
k=1 0.24 0.23 0.23 0.40 0.39 0.39 
k=5 0.32 0.31 0.30 0.48 0.47 0.46 
k=10 0.35 0.34 0.36 0.51 0.50 0.52 
k=15 0.37 0.40 0.39 0.53 0.57 0.55 
k=20 0.39 0.40 0.42 0.55 0.56 0.58 
N225 
k=1 1.86 1.69 1.69 2.32 2.11 2.11 
k=5 1.99 1.89 1.97 2.40 2.29 2.35 
k=10 2.13 1.94 1.91 2.53 2.33 2.29 
k=15 2.13 1.95 2.63 2.53 2.34 3.03 
k=20 2.10 2.20 2.22 2.49 2.60 2.60 
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Table 6.2: MSE results of EGARCH (1,1) model 
MSE 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 
Dist. G t Skt G t Skt 
STOXX50E 
k=1 2.23 2.18 2.19 4.58 4.53 4.55 
k=5 2.62 2.39 2.41 5.02 4.76 4.78 
k=10 2.73 2.72 2.66 5.05 5.10 5.03 
k=15 2.65 2.64 2.86 4.96 4.99 5.21 
k=20 2.90 2.84 2.72 5.27 5.19 5.06 
NDX 
k=1 0.22 0.21 0.22 0.38 0.37 0.39 
k=5 0.31 0.28 0.30 0.38 0.45 0.47 
k=10 0.35 0.36 0.36 0.56 0.53 0.53 
k=15 0.40 0.41 0.40 0.56 0.59 0.57 
k=20 0.43 0.41 0.42 0.61 0.58 0.59 
N225 
k=1 1.76 1.64 1.64 2.22 2.06 2.06 
k=5 1.97 1.74 1.80 2.37 2.15 2.18 
k=10 2.00 1.88 1.90 2.40 2.26 2.29 
k=15 2.07 1.88 1.87 2.47 2.27 2.27 
k=20 2.09 1.94 2.08 2.52 2.33 2.46 
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Table 6.3: MSE results of RGARCH (1,1) model 
MSE 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 
Dist. G t Skt G t Skt 
STOXX50E 
k=1 2.14 2.14 2.15 4.49 4.50 4.50 
k=5 2.29 2.49 2.29 4.64 4.86 4.64 
k=10 2.31 2.34 2.32 4.66 4.68 4.68 
k=15 2.40 2.37 2.53 4.75 4.73 4.91 
k=20 2.38 2.34 2.39 4.74 4.68 4.75 
NDX 
k=1 0.26 0.24 0.24 0.43 0.41 0.41 
k=5 0.33 0.33 0.33 0.49 0.50 0.49 
k=10 0.35 0.39 0.37 0.51 0.56 0.54 
k=15 0.38 0.34 0.38 0.55 0.51 0.55 
k=20 0.37 0.38 0.40 0.53 0.55 0.57 
N225 
k=1 1.66 1.66 1.66 2.11 2.09 2.08 
k=5 1.72 1.76 1.76 2.11 2.15 2.15 
k=10 1.77 1.83 1.82 2.17 2.21 2.21 
k=15 1.83 1.84 1.82 2.22 2.22 2.19 
k=20 1.86 1.85 1.86 2.25 2.23 2.25 
 
 
 
 
 
 
 
 101 
Table 6.4: QLIKE results of GARCH (1,1) model 
QLIKE 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 
Dist. G t Skt G t Skt 
STOXX50E 
k=1 0.29 0.33 0.33 0.42 0.47 0.46 
k=5 0.36 0.41 0.43 0.48 0.54 0.56 
k=10 0.39 0.50 0.51 0.51 0.63 0.67 
k=15 0.45 0.52 0.57 0.58 0.66 0.70 
k=20 0.49 0.60 0.61 0.62 0.74 0.75 
NDX 
k=1 0.32 0.28 0.29 0.33 0.30 0.30 
k=5 0.43 0.40 0.41 0.45 0.43 0.44 
k=10 0.45 0.45 0.46 0.46 0.47 0.49 
k=15 0.50 0.52 0.51 0.53 0.56 0.53 
k=20 0.51 0.51 0.52 0.53 0.53 0.55 
N225 
k=1 0.44 0.43 0.42 0.56 0.55 0.55 
k=5 0.57 0.56 0.61 0.68 0.68 0.72 
k=10 0.62 0.68 0.73 0.73 0.80 0.85 
k=15 0.75 0.79 0.74 0.87 0.90 0.83 
k=20 0.76 0.84 0.79 0.87 0.93 0.88 
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Table 6.5: QLIKE results of EGARCH (1,1) model 
QLIKE 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 
Dist. G t Skt G t Skt 
STOXX50E 
k=1 0.29 0.34 0.34 0.42 0.47 0.47 
k=5 0.38 0.49 0.44 0.51 0.62 0.59 
k=10 0.44 0.60 0.60 0.56 0.75 0.74 
k=15 0.53 0.65 0.68 0.65 0.78 0.81 
k=20 0.62 0.66 0.78 0.77 0.76 0.89 
NDX 
k=1 0.30 0.26 0.26 0.31 0.27 0.27 
k=5 0.42 0.39 0.39 0.43 0.42 0.41 
k=10 0.49 0.41 0.46 0.51 0.43 0.48 
k=15 0.49 0.50 0.42 0.51 0.53 0.59 
k=20 0.51 0.55 0.56 0.52 0.57 0.59 
N225 
k=1 0.41 0.43 0.42 0.53 0.56 0.56 
k=5 0.59 0.67 0.61 0.70 0.79 0.73 
k=10 0.61 0.70 0.81 0.72 0.81 0.92 
k=15 0.67 0.80 0.82 0.78 0.89 0.93 
k=20 0.75 0.94 0.96 0.86 1.09 1.06 
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Table 6.6: QLIKE results of RGARCH (1,1) model 
QLIKE 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 
Dist. G t Skt G t Skt 
STOXX50E 
k=1 0.29 0.34 0.33 0.42 0.48 0.47 
k=5 0.36 0.44 0.42 0.50 0.58 0.55 
k=10 0.44 0.50 0.53 0.57 0.62 0.68 
k=15 0.51 0.64 0.66 0.64 0.80 0.83 
k=20 0.54 0.56 0.64 0.67 0.67 0.79 
NDX 
k=1 0.27 0.26 0.26 0.29 0.28 0.28 
k=5 0.42 0.40 0.39 0.43 0.42 0.39 
k=10 0.48 0.48 0.52 0.49 0.50 0.55 
k=15 0.49 0.47 0.48 0.49 0.48 0.49 
k=20 0.53 0.51 0.51 0.57 0.53 0.53 
N225 
k=1 0.38 0.41 0.42 0.50 0.54 0.54 
k=5 0.53 0.65 0.63 0.65 0.76 0.74 
k=10 0.61 0.74 0.67 0.72 0.85 0.79 
k=15 0.64 0.71 0.67 0.73 0.80 0.76 
k=20 0.69 0.73 0.77 0.81 0.84 0.88 
 
Tables 6.7-6.12 show the results of empirical failure rate (EFR) for the VaR forecasts and 
evaluation criteria 𝐷(𝛼) at 𝛼 = 1%,5%, 10%, where * and ** mark the values which are not 
rejected by the null hypothesis of 𝐸𝐹𝑅 = 𝛼 at the 5% significance level. 
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Table 6.7: Results of EFR (GARCH model) 
Dist. Gaussian Student’s t Skewed student’s t 
𝛼 1% 5% 10% 1% 5% 10% 1% 5% 10% 
STOXX50E 
k=1 0.01** 0.05** 0.10** 0.01** 0.05** 0.09** 0.01** 0.06** 0.10** 
k=5 0.01** 0.05** 0.11** 0.01** 0.05** 0.11** 0.01** 0.05** 0.10** 
k=10 0.01** 0.05** 0.09** 0.01** 0.05** 0.11** 0.01** 0.05** 0.10** 
k=15 0.01** 0.05** 0.11** 0.01** 0.05** 0.09** 0.01** 0.04** 0.09** 
k=20 0.01** 0.05** 0.09** 0.01** 0.05** 0.10** 0.02** 0.06** 0.12** 
NDX 
k=1 0.01** 0.05** 0.09** 0.01** 0.06** 0.11** 0.01** 0.05** 0.10** 
k=5 0.01** 0.05** 0.10** 0.01** 0.05** 0.09** 0.01** 0.05** 0.10** 
k=10 0.01** 0.05** 0.10** 0.01** 0.04** 0.10** 0.01** 0.05** 0.09** 
k=15 0.01** 0.06** 0.10** 0.01** 0.05** 0.10** 0.01** 0.05** 0.09** 
k=20 0.01** 0.05** 0.11** 0.01** 0.04** 0.10** 0.01** 0.06** 0.11** 
N225 
k=1 0.01** 0.05** 0.12** 0.01** 0.06** 0.10** 0.01** 0.05** 0.11** 
k=5 0.01** 0.05** 0.11** 0.01** 0.05** 0.11** 0.01** 0.05** 0.11** 
k=10 0.01** 0.05** 0.09** 0.01** 0.06** 0.11** 0.01** 0.05** 0.10** 
k=15 0.01** 0.05** 0.08** 0.01** 0.05** 0.11** 0.01** 0.05** 0.10** 
k=20 0.01** 0.05** 0.11** 0.01** 0.04** 0.10** 0.02** 0.04** 0.10** 
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Table 6.8: Results of EFR (EGARCH model) 
Dist. Gaussian Student’s t Skewed student’s t 
𝛼 1% 5% 10% 1% 5% 10% 1% 5% 10% 
STOXX50E 
k=1 0.01** 0.04** 0.10** 0.01** 0.05** 0.11** 0.01** 0.06** 0.10** 
k=5 0.01** 0.05** 0.09** 0.01** 0.04** 0.09** 0.01** 0.06** 0.11** 
k=10 0.01** 0.06** 0.12** 0.01** 0.05** 0.10** 0.01** 0.04** 0.09** 
k=15 0.01** 0.05** 0.11** 0.02** 0.06** 0.11** 0.01** 0.05** 0.11** 
k=20 0.01** 0.05** 0.09** 0.01** 0.06** 0.10** 0.02** 0.06** 0.12** 
NDX 
k=1 0.01** 0.04** 0.09** 0.01** 0.06** 0.11** 0.01** 0.06** 0.12** 
k=5 0.01** 0.06** 0.11** 0.01** 0.06** 0.10** 0.01** 0.05** 0.10** 
k=10 0.01** 0.05** 0.11** 0.01** 0.05** 0.10** 0.01** 0.06** 0.11** 
k=15 0.01** 0.05** 0.09** 0.01** 0.04** 0.09** 0.01** 0.05** 0.10** 
k=20 0.01** 0.05** 0.10** 0.01** 0.05** 0.12** 0.01** 0.05** 0.11** 
N225 
k=1 0.01** 0.05** 0.09** 0.01** 0.05** 0.10** 0.01** 0.06** 0.09** 
k=5 0.02** 0.05** 0.11** 0.01** 0.04** 0.09** 0.02** 0.06** 0.12** 
k=10 0.01** 0.06** 0.10** 0.01** 0.06** 0.10** 0.01** 0.05** 0.10** 
k=15 0.01** 0.05** 0.09** 0.01** 0.05** 0.09** 0.01** 0.05** 0.10** 
k=20 0.01** 0.05** 0.11** 0.01** 0.04** 0.09** 0.01** 0.06** 0.12** 
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Table 6.9: Results of EFR (RGARCH model) 
Dist. Gaussian Student’s t Skewed student’s t 
𝛼 1% 5% 10% 1% 5% 10% 1% 5% 10% 
STOXX50E 
k=1 0.01** 0.06** 0.10** 0.01** 0.04** 0.09** 0.01** 0.04** 0.09** 
k=5 0.01** 0.05** 0.11** 0.01** 0.05** 0.09** 0.01** 0.05** 0.10** 
k=10 0.01** 0.05** 0.10** 0.01** 0.05** 0.11** 0.01** 0.05** 0.09** 
k=15 0.01** 0.05** 0.12** 0.01** 0.05** 0.11** 0.01** 0.05** 0.09** 
k=20 0.01** 0.05** 0.09** 0.01** 0.04** 0.09** 0.01** 0.05** 0.09** 
NDX 
k=1 0.01** 0.05** 0.10** 0.01** 0.05** 0.11** 0.01** 0.06** 0.10** 
k=5 0.01** 0.05** 0.11** 0.01** 0.04** 0.09** 0.01** 0.05** 0.10** 
k=10 0.02** 0.05** 0.10** 0.01** 0.05** 0.10** 0.01** 0.05** 0.09** 
k=15 0.01** 0.05** 0.11** 0.01** 0.06** 0.11** 0.01** 0.05** 0.11** 
k=20 0.02** 0.06** 0.11** 0.01** 0.05** 0.09** 0.02** 0.06** 0.10** 
N225 
k=1 0.01** 0.06** 0.11** 0.01** 0.06** 0.11** 0.01** 0.05** 0.09** 
k=5 0.01** 0.05** 0.09** 0.02** 0.05** 0.11** 0.02** 0.05** 0.10** 
k=10 0.01** 0.05** 0.10** 0.01** 0.05** 0.10** 0.01** 0.06** 0.11** 
k=15 0.01** 0.06** 0.11** 0.02** 0.06** 0.09** 0.01** 0.06** 0.11** 
k=20 0.01** 0.05** 0.09** 0.01** 0.05** 0.09** 0.01** 0.05** 0.11** 
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Table 6.10: Results of 𝐷(𝛼) (GARCH model) 
Dist. Gaussian Student’s t Skewed student’s t 
𝛼 1% 5% 10% 1% 5% 10% 1% 5% 10% 
STOXX50E 
k=1 0.12 0.18 0.17 0.24 0.29 0.25 0.19 0.25 0.26 
k=5 0.18 0.12 0.16 0.42 0.37 0.30 0.30 0.17 0.21 
k=10 0.10 0.17 0.12 0.64 0.30 0.24 0.66 0.41 0.39 
k=15 0.12 0.20 0.20 0.16 0.22 0.23 0.20 0.28 0.24 
k=20 0.30 0.12 0.17 0.28 0.25 0.29 0.39 0.31 0.26 
NDX 
k=1 0.11 0.13 0.11 0.25 0.14 0.16 0.18 0.21 0.15 
k=5 0.19 0.21 0.14 0.13 0.21 0.17 0.08 0.15 0.14 
k=10 0.10 0.12 0.11 0.16 0.23 0.15 0.14 0.16 0.17 
k=15 0.19 0.13 0.14 0.17 0.20 0.15 0.55 0.21 0.22 
k=20 0.15 0.13 0.13 0.25 0.19 0.15 0.20 0.22 0.19 
N225 
k=1 0.15 0.15 0.16 0.25 0.29 0.16 0.45 0.29 0.25 
k=5 0.15 0.12 0.13 0.15 0.29 0.23 0.16 0.27 0.27 
k=10 0.16 0.15 0.12 0.27 0.29 0.29 0.16 0.24 0.20 
k=15 0.26 0.19 0.21 0.85 0.35 0.24 0.45 0.20 0.21 
k=20 0.13 0.18 0.17 0.55 0.60 0.38 0.47 0.30 0.25 
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Table 6.11: Results of 𝐷(𝛼) (EGARCH model) 
Dist. Gaussian Student’s t Skewed student’s t 
𝛼 1% 5% 10% 1% 5% 10% 1% 5% 10% 
STOXX50E 
k=1 0.08 0.20 0.18 0.46 0.30 0.22 0.66 0.26 0.19 
k=5 0.25 0.19 0.15 0.48 0.31 0.20 0.91 0.54 0.46 
k=10 0.47 0.26 0.16 0.59 0.41 0.32 0.16 0.27 0.20 
k=15 0.17 0.21 0.18 0.25 0.28 0.32 0.21 0.25 0.25 
k=20 0.16 0.16 0.14 0.62 0.23 0.30 0.65 0.38 0.29 
NDX 
k=1 0.12 0.13 0.13 0.11 0.15 0.10 0.10 0.14 0.13 
k=5 0.08 0.07 0.09 0.55 0.25 0.18 0.20 0.19 0.19 
k=10 0.19 0.08 0.12 0.14 0.13 0.12 0.21 0.14 0.14 
k=15 0.05 0.18 0.17 0.18 0.20 0.15 0.18 0.16 0.15 
k=20 0.14 0.19 0.14 0.17 0.19 0.17 0.23 0.15 0.16 
N225 
k=1 0.12 0.11 0.14 0.21 0.20 0.19 0.44 0.32 0.31 
k=5 0.23 0.19 0.14 0.38 0.17 0.19 0.27 0.38 0.30 
k=10 0.13 0.14 0.17 0.26 0.23 0.19 0.38 0.35 0.25 
k=15 0.21 0.22 0.13 0.24 0.22 0.17 0.28 0.18 0.20 
k=20 0.17 0.18 0.19 0.20 0.22 0.21 0.31 0.42 0.31 
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Table 6.12: Results of 𝐷(𝛼) (RGARCH model) 
Dist. Gaussian Student’s t Skewed student’s t 
𝛼 1% 5% 10% 1% 5% 10% 1% 5% 10% 
STOXX50E 
k=1 0.08 0.13 0.11 0.34 0.26 0.22 0.25 0.31 0.24 
k=5 0.08 0.11 0.14 0.16 0.27 0.20 0.21 0.25 0.27 
k=10 0.10 0.16 0.17 0.32 0.31 0.25 0.19 0.32 0.20 
k=15 0.26 0.25 0.19 0.20 0.25 0.25 0.49 0.30 0.24 
k=20 0.11 0.12 0.16 0.24 0.33 0.29 0.44 0.31 0.19 
NDX 
k=1 0.06 0.12 0.12 0.16 0.13 0.14 0.22 0.20 0.21 
k=5 0.11 0.14 0.11 0.15 0.20 0.15 0.20 0.18 0.16 
k=10 0.24 0.25 0.20 0.38 0.22 0.20 0.26 0.21 0.21 
k=15 0.11 0.11 0.10 0.26 0.20 0.23 0.15 0.18 0.16 
k=20 0.13 0.22 0.21 0.18 0.18 0.21 0.18 0.27 0.23 
N225 
k=1 0.19 0.15 0.13 0.21 0.25 0.16 0.32 0.20 0.17 
k=5 0.19 0.17 0.12 0.29 0.36 0.24 0.91 0.37 0.27 
k=10 0.25 0.19 0.16 0.33 0.27 0.21 0.56 0.21 0.16 
k=15 0.15 0.14 0.17 0.32 0.31 0.34 0.14 0.25 0.17 
k=20 0.12 0.14 0.17 0.26 0.28 0.23 0.31 0.33 0.26 
 
According to the evaluation results, the empirical failure rate is not significantly different 
from the probability 𝛼 at the 5% significance level with respect to all cases, which exhibits 
excellent predictability of GRACH models on the estimation of the k-day-ahead VaR forecasts. 
In terms of the evaluation results for ES forecasts, it is suggested by most of the cases that 
neither the fat-tailed distribution nor the heavy-tailed distribution show superior performance 
on account that the values of 𝐷(𝛼) based on such distributions are greater than those based on 
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the standard normal distribution. Therefore, this dissertation does not apply the standard 
student’s t distribution and the skewed student’s t distribution for SV models. 
 
6.2 Evaluation and Comparison of SV Models 
Tables 6.13-6.14 display the results of MSE and QLIKE based on SV and RSV models, where 
both MCMC and semi-online algorithms are used for estimation. 
Similarly, RSV model incorporating the realized volatilities data show better performance 
than the SV model, regardless of which algorithm is applied. Further, the smaller results based 
on semi-online algorithm demonstrate a potentially powerful predictability on future volatilities 
of such simulation method. 
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Table 6.13: Results of MSE and QLIKE (SV model) 
 MCMC Semi-online 
 MSE QLIKE MSE QLIKE 
 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 
STOXX50E 
k=1 2.62 4.85 1.33 1.10 2.60 4.96 0.42 0.57 
k=5 2.89 5.17 0.82 0.92 2.78 5.14 0.58 0.71 
k=10 3.05 5.38 0.84 0.98 2.98 5.34 0.60 0.73 
k=15 3.48 5.82 0.84 0.97 3.33 5.70 0.64 0.78 
k=20 3.65 6.02 0.87 1.08 3.63 5.95 0.71 0.83 
NDX 
k=1 1.91 2.04 0.43 0.44 0.27 0.44 0.39 0.42 
k=5 1.47 1.63 0.53 0.53 0.43 0.60 0.55 0.59 
k=10 1.89 2.05 0.63 0.64 0.53 0.69 0.62 0.63 
k=15 2.64 2.81 0.69 0.72 0.53 0.70 0.62 0.64 
k=20 2.01 2.19 0.78 0.81 0.69 0.83 0.64 0.66 
N225 
k=1 1.96 2.40 0.49 0.61 2.04 2.48 0.53 0.66 
k=5 2.18 2.62 0.57 0.68 2.15 2.53 0.73 0.84 
k=10 2.26 2.69 0.70 0.82 2.26 2.67 0.71 0.84 
k=15 2.42 2.84 0.82 0.93 2.31 2.72 0.72 0.80 
k=20 2.60 3.03 0.89 1.01 2.53 2.95 0.81 0.94 
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Table 6.14: Results of MSE and QLIKE (RSV model) 
 MCMC Semi-online 
 MSE QLIKE MSE QLIKE 
 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 
STOXX50E 
k=1 2.89 5.20 0.92 0.80 2.14 4.46 0.29 0.41 
k=5 2.84 5.20 1.03 1.09 2.38 4.73 0.37 0.49 
k=10 2.73 5.08 0.70 0.88 2.49 4.80 0.41 0.53 
k=15 2.89 5.18 0.58 0.66 2.53 4.84 0.44 0.55 
k=20 2.73 5.05 0.55 0.64 2.62 4.90 0.44 0.55 
NDX 
k=1 1.25 1.39 0.35 0.37 0.26 0.41 0.32 0.35 
k=5 1.04 1.20 0.54 0.56 0.42 0.59 0.56 0.58 
k=10 1.28 1.44 0.68 0.70 0.43 0.59 0.58 0.60 
k=15 1.22 1.38 0.69 0.72 0.53 0.69 0.61 0.63 
k=20 1.42 1.59 0.72 0.77 0.63 0.79 0.62 0.65 
N225 
k=1 1.62 2.04 0.38 0.48 1.87 2.33 0.49 0.64 
k=5 1.85 2.27 0.61 0.72 1.90 2.29 0.61 0.71 
k=10 1.97 2.37 0.74 0.85 1.93 2.34 0.66 0.77 
k=15 1.93 2.33 0.94 1.03 1.93 2.36 0.71 0.82 
k=20 2.19 2.61 0.97 1.10 2.08 2.51 0.69 0.78 
 
Tables 6.15-6.18 compute the EFR and 𝐷(𝛼) for SV and RSV models. The results based 
on MCMC and semi-online algorithms are given respectively to make comparison between the 
two simulation approaches. 
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Table 6.15: Results of EFR (SV model) 
Method MCMC Semi-online 
𝛼 1% 5% 10% 1% 5% 10% 
STOXX50E 
k=1 0.01** 0.05** 0.11** 0.01** 0.05** 0.10** 
k=5 0.01** 0.05** 0.09** 0.02** 0.05** 0.11** 
k=10 0.01** 0.05** 0.09** 0.02** 0.06** 0.11** 
k=15 0.02** 0.05** 0.11** 0.01** 0.05** 0.10** 
k=20 0.01** 0.05** 0.10** 0.02** 0.06** 0.11** 
NDX 
k=1 0.01** 0.04** 0.09** 0.01** 0.04** 0.10** 
k=5 0.02** 0.05** 0.11** 0.01** 0.05** 0.11** 
k=10 0.01** 0.04** 0.08** 0.01** 0.05** 0.10** 
k=15 0.01** 0.05** 0.09** 0.01** 0.06** 0.10** 
k=20 0.01** 0.05** 0.10** 0.01** 0.06** 0.10** 
N225 
k=1 0.01** 0.04** 0.10** 0.01** 0.05** 0.09** 
k=5 0.01** 0.05** 0.10** 0.01** 0.06** 0.10** 
k=10 0.01** 0.05** 0.09** 0.02** 0.06** 0.11** 
k=15 0.02** 0.05** 0.09** 0.01** 0.05** 0.10** 
k=20 0.01** 0.04** 0.09** 0.01** 0.05** 0.10** 
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Table 6.16: Results of EFR (RSV model) 
Method MCMC Semi-online 
𝛼 1% 5% 10% 1% 5% 10% 
STOXX50E 
k=1 0.02** 0.05** 0.10** 0.01** 0.05** 0.11** 
k=5 0.01** 0.04** 0.09** 0.01** 0.05** 0.10** 
k=10 0.01** 0.06** 0.11** 0.01** 0.05** 0.11** 
k=15 0.01** 0.04** 0.09** 0.01** 0.05** 0.10** 
k=20 0.01** 0.04** 0.09** 0.01** 0.04** 0.09** 
NDX 
k=1 0.01** 0.06** 0.10** 0.01** 0.06** 0.10** 
k=5 0.01** 0.05** 0.09** 0.01** 0.04** 0.09** 
k=10 0.01** 0.06** 0.11** 0.01** 0.05** 0.10** 
k=15 0.01** 0.04** 0.10** 0.01** 0.06** 0.11** 
k=20 0.01** 0.05** 0.09** 0.01** 0.05** 0.09** 
N225 
k=1 0.01** 0.04** 0.09** 0.01** 0.04** 0.10** 
k=5 0.02** 0.05** 0.10** 0.01** 0.05** 0.09** 
k=10 0.01** 0.04** 0.10** 0.01** 0.05** 0.10** 
k=15 0.01** 0.05** 0.09** 0.02** 0.06** 0.10** 
k=20 0.01** 0.05** 0.12** 0.01** 0.05** 0.10** 
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Table 6.17: Results of 𝐷(𝛼) (SV model) 
Method MCMC Semi-online 
𝛼 1% 5% 10% 1% 5% 10% 
STOXX50E 
k=1 0.12 0.12 0.15 0.14 0.12 0.16 
k=5 0.26 0.27 0.23 0.18 0.19 0.15 
k=10 0.11 0.23 0.22 0.09 0.16 0.16 
k=15 0.32 0.24 0.20 0.18 0.14 0.14 
k=20 0.36 0.22 0.20 0.16 0.18 0.16 
NDX 
k=1 0.24 0.10 0.10 0.11 0.05 0.08 
k=5 0.34 0.25 0.13 0.17 0.17 0.12 
k=10 0.22 0.24 0.19 0.17 0.15 0.11 
k=15 0.27 0.15 0.13 0.08 0.13 0.15 
k=20 0.27 0.14 0.13 0.17 0.13 0.13 
N225 
k=1 0.22 0.17 0.15 0.11 0.11 0.09 
k=5 0.08 0.09 0.10 0.08 0.08 0.09 
k=10 0.31 0.23 0.13 0.12 0.14 0.12 
k=15 0.14 0.19 0.18 0.07 0.14 0.15 
k=20 0.18 0.17 0.12 0.13 0.09 0.12 
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Table 6.18: Results of 𝐷(𝛼) (RSV model) 
Method MCMC Semi-online 
𝛼 1% 5% 10% 1% 5% 10% 
STOXX50E 
k=1 0.11 0.16 0.13 0.16 0.23 0.18 
k=5 0.33 0.12 0.14 0.13 0.16 0.21 
k=10 0.42 0.19 0.15 0.11 0.14 0.17 
k=15 0.16 0.11 0.15 0.15 0.20 0.20 
k=20 0.32 0.15 0.15 0.10 0.15 0.19 
NDX 
k=1 0.13 0.17 0.20 0.12 0.11 0.09 
k=5 0.15 0.14 0.11 0.07 0.11 0.11 
k=10 0.13 0.15 0.13 0.06 0.10 0.10 
k=15 0.22 0.17 0.12 0.07 0.14 0.09 
k=20 0.27 0.15 0.11 0.18 0.15 0.11 
N225 
k=1 0.10 0.11 0.10 0.20 0.12 0.09 
k=5 0.20 0.19 0.15 0.06 0.11 0.10 
k=10 0.14 0.14 0.12 0.19 0.11 0.11 
k=15 0.15 0.17 0.13 0.13 0.19 0.19 
k=20 0.27 0.24 0.14 0.20 0.18 0.17 
 
The null hypothesis that empirical failure rate equals to probability 𝛼 is not rejected at the 
5% significance level regarding to all the cases, providing solid evidence in support of the 
predictive ability of SV models on quantile forecasts. Also, it is noticeable that semi-online 
algorithm outperforms MCMC algorithm, indicating the former is more powerful in dealing 
with potential impact of tail risks.  
Moreover, as exhibited in Table 6.19, the MCMC algorithm is more time-consuming than 
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the semi-online algorithm. Consequently, semi-online should be adopted for broader 
applications, especially when working on the aspects of the real financial data which are 
updated constantly.  
 
Table 6.19: Total simulation time 
 MCMC Semi-online 
 SV RSV SV RSV 
STOXX50E 15347.29s 15588.86s 7887.17s 8203.06s 
NDX 14733.65s 15106.01 s 7984.97s 8474.06s 
N225 15302.82s 14554.41 s 9097.61s 7820.23s 
 
6.3 Evaluation and Comparison of GARCH and SV Models 
Empirical analysis given in Sections 6.1 and 6.2 argue that models incorporating realized 
volatilities data, on the whole, can provide relatively better evaluation results. Besides, the 
semi-online algorithm proposed in this dissertation is shown to be well-performed in the aspects 
of both estimating the current states and predicting the future risk measures. This section 
therefore focuses on the comparison of the evaluation results between RGARCH model and 
RSV model based on semi-online algorithm. Specifically, the results of loss functions, EFR and 
𝐷(𝛼) of these two models are summarized in Tables 6.20 - 6.22. 
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Table 6.20: Comparison 1 (MSE and QLIKE) 
 RGARCH RSV 
 MSE QLIKE MSE QLIKE 
 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 𝑉𝑝𝑟𝑜𝑥𝑦1 𝑉𝑝𝑟𝑜𝑥𝑦2 
STOXX50E 
k=1 2.14 4.49 0.29 0.42 2.14 4.46 0.29 0.41 
k=5 2.29 4.64 0.36 0.50 2.38 4.73 0.37 0.49 
k=10 2.31 4.66 0.44 0.57 2.49 4.80 0.41 0.53 
k=15 2.40 4.75 0.51 0.64 2.53 4.84 0.44 0.55 
k=20 2.38 4.74 0.54 0.67 2.62 4.90 0.44 0.55 
NDX 
k=1 0.26 0.43 0.27 0.29 0.26 0.41 0.32 0.35 
k=5 0.33 0.49 0.42 0.43 0.42 0.59 0.56 0.58 
k=10 0.35 0.51 0.48 0.49 0.43 0.59 0.58 0.60 
k=15 0.38 0.55 0.49 0.49 0.53 0.69 0.61 0.63 
k=20 0.37 0.53 0.53 0.57 0.63 0.79 0.62 0.65 
N225 
k=1 1.66 2.11 0.38 0.50 1.87 2.33 0.49 0.64 
k=5 1.72 2.11 0.53 0.65 1.90 2.29 0.61 0.71 
k=10 1.77 2.17 0.61 0.72 1.93 2.34 0.66 0.77 
k=15 1.83 2.22 0.64 0.73 1.93 2.36 0.71 0.82 
k=20 1.86 2.25 0.69 0.81 2.08 2.51 0.69 0.78 
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Table 6.21: Comparison 2 (EFR) 
Method RGARCH RSV 
𝛼 1% 5% 10% 1% 5% 10% 
STOXX50E 
k=1 0.01** 0.06** 0.10** 0.01** 0.05** 0.11** 
k=5 0.01** 0.05** 0.11** 0.01** 0.05** 0.10** 
k=10 0.01** 0.05** 0.10** 0.01** 0.05** 0.11** 
k=15 0.01** 0.05** 0.12** 0.01** 0.05** 0.10** 
k=20 0.01** 0.05** 0.09** 0.01** 0.04** 0.09** 
NDX 
k=1 0.01** 0.05** 0.10** 0.01** 0.06** 0.10** 
k=5 0.01** 0.05** 0.11** 0.01** 0.04** 0.09** 
k=10 0.02** 0.05** 0.10** 0.01** 0.05** 0.10** 
k=15 0.01** 0.05** 0.11** 0.01** 0.06** 0.11** 
k=20 0.02** 0.06** 0.11** 0.01** 0.05** 0.09** 
N225 
k=1 0.01** 0.06** 0.11** 0.01** 0.04** 0.10** 
k=5 0.01** 0.05** 0.09** 0.01** 0.05** 0.09** 
k=10 0.01** 0.05** 0.10** 0.01** 0.05** 0.10** 
k=15 0.01** 0.06** 0.11** 0.02** 0.06** 0.10** 
k=20 0.01** 0.05** 0.09** 0.01** 0.05** 0.10** 
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Table 6.22: Comparison 3 (𝐷(𝛼)) 
Method RGARCH RSV 
𝛼 1% 5% 10% 1% 5% 10% 
STOXX50E 
k=1 0.08 0.13 0.11 0.16 0.23 0.18 
k=5 0.08 0.11 0.14 0.13 0.16 0.21 
k=10 0.10 0.16 0.17 0.11 0.14 0.17 
k=15 0.26 0.25 0.19 0.15 0.20 0.20 
k=20 0.11 0.12 0.16 0.10 0.15 0.19 
NDX 
k=1 0.06 0.12 0.12 0.12 0.11 0.09 
k=5 0.11 0.14 0.11 0.07 0.11 0.11 
k=10 0.24 0.25 0.20 0.06 0.10 0.10 
k=15 0.11 0.11 0.10 0.07 0.14 0.09 
k=20 0.13 0.22 0.21 0.18 0.15 0.11 
N225 
k=1 0.19 0.15 0.13 0.20 0.12 0.09 
k=5 0.19 0.17 0.12 0.06 0.11 0.10 
k=10 0.25 0.19 0.16 0.19 0.11 0.11 
k=15 0.15 0.14 0.17 0.13 0.19 0.19 
k=20 0.12 0.14 0.17 0.20 0.18 0.17 
 
According to the comparison results, only small differences between the two realized 
models imply the excellent performance of both models on the practical application. Admittedly, 
there are several values of 𝐷(𝛼) in RGARCH model are larger than those in RSV model, 
especially in the cases of NDX. Overall, more situations show the RGARCH model perform 
better than the RSV model even comparing to those using the semi-online algorithm. Hence, 
the later does not show remarkable improvement on the prediction of the k-day-ahead volatility, 
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VaR and ES estimates. From a general perspective, the characterizations of SV models 
established on more sensible and rational assumptions comparing to the GARCH models, do 
not always contribute to the predictive ability.  
 
  
 122 
  
 123 
Chapter 7. Conclusions and Future Work 
This dissertation estimated the dynamic volatilities as well as the static parameters for EURO 
STOXX 50 index, Nasdaq 100 index and Nikkei 225 during the periods from April 30, 2002 to 
December 29, 2017, February 1, 2002 to December 29, 2017, and Augest 21, 2002 to December 
29, 2017, respectively. ARCH-type models including the GARCH (1,1), the EGARCH (1,1) 
and the RGARCH (1,1) models, along with the SV-type models involving the SV and the RSV 
models are adopted and compared. Since the MLE applied to estimate the GARCH-type models 
is no longer adaptable for SV-type models due to the existence of unobservable state variables, 
an alternative approach called MCMC is generally used for simulating samples from the 
posterior distribution of interest. 
   Furthermore, a new simulation method referred to as semi-online, which is inspired by the 
offline MCMC and online particle filter approaches, is developed to cope with the inefficiency 
problem of MCMC in dealing with online estimation. 
   To make comparisons among the investigated models and simulation methods, k-day-ahead 
volatilities where k = 1, 5, 10, 15, 20, respectively, are drawn from the conditional posterior 
predictive distributions, based on which several return quantiles (k-day-ahead VaR and ES) and 
loss functions (MSE and QLIKE) are computed to evaluate the predictive ability. 
   Empirical studies show that the asymmetric phenomenon between return at day 𝑡 and 
volatility at day 𝑡 + 1 can be explained by the EGARCH (1,1), RGARCH (1,1), SV and RSV 
models. By modeling daily returns and realized volatilities simultaneously, the RGARCH (1,1) 
and RSV model can further estimate the biases of realized volatilities due to the market 
microstructure noise and non-trading hours. Moreover, in GARCH models, the return 
innovations are assumed to follow the standard normal, the student’s t and the skewed student’s 
t distributions, respectively. However, the standard student’s t and the skewed student’s t 
distributions do not improve the predictive performance much in most cases and the standard 
normal distribution showcases its robustness on the aspects of predicting the k-day-ahead ES 
forecasts. With regarding to the SV models, the RSV model with long memory is also estimated 
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for model comparison. Whereas, this model does not improve the performance significantly 
and it requires much longer time for running the program. Further, empirical evidence also 
shows that RGARCH model would be preferable in terms of predicting the future volatilities 
and quantile forecasts, and therefore SV models established on more reasonable assumptions 
do not always improve the performance. Consequently, which model fits the data better is best 
decided on a case by case basis. Consideration should be given to both simplicity and 
comprehensiveness for the above optional models. 
   On the other hand, empirical evidence argues that the semi-online algorithm developed in 
this dissertation, is more flexible and less time-consuming than the traditional MCMC method 
when it comes to online simulation, because it does not require restarting the algorithm from 
the beginning when new data enter. Therefore, the semi-online approach should be applied in 
preference to MCMC when handling frequently updated data in real financial markets. 
In this dissertation, the loss functions, the LR test and 𝐷(𝛼) are used to evaluate the 
forecasts of k-day-ahead volatilities, VaRs and ES, respectively. Future research will focus on 
several other measures, as mentioned in Takahashi et. al. (2016), which can also be applied for 
evaluation.  
In terms of SV models, other non-Gaussian distributed assumptions on return innovations 
await future research. Another open question with respect to the RSV model, is the ignoring of 
the dependence between 𝜀𝑡 and 𝑢𝑡. In spite of the inconsistence with the realistic situations, 
the error term 𝑢𝑡 is still assumed to be independent with the other two innovations in previous 
studies, mainly due to the complexity in dealing with model incorporating an additional 
correlation. The exploration of correlation between 𝜀𝑡 and 𝑢𝑡 will be left for future work. 
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Appendix A. MCMC Algorithm for RSV Model 
with Long Memory 
A.1 Model Specification 
The previous studies have shown that the superpositions of two or three autoregressive 
processes are adequate to describe the long memory property of realized volatility. To balance 
the efficiency and comprehensiveness of the model, this paper uses an asymmetric RSV 
framework with long memory, which involves binary stationary AR(1) processes (which is 
referred to as a RSV-LM model in what follows) to evaluate the latent volatilities and 
parameters. Following Koopman and Scharth (2013), the RSV-LM model is defined as: 
 
Model 6. RSV-LM model 
 
𝑦𝑡 = exp (
ℎ1𝑡 + ℎ2𝑡
2
) 𝜀𝑡 , 𝑡 = 1,⋯ , 𝑇, (A.1) 
 ℎ1,𝑡+1 = 𝜇 + 𝜙1(ℎ1𝑡 − 𝜇) + 𝜂1𝑡 , 𝑡 = 1,⋯ , 𝑇 − 1, (A.2) 
 ℎ2,𝑡+1 = 𝜙2ℎ2𝑡 + 𝜂2𝑡, 𝑡 = 1,⋯ , 𝑇 − 1, (A.3) 
 𝑥𝑡 = 𝜉 + ℎ1𝑡 + ℎ2𝑡 + 𝑢𝑡 , 𝑡 = 1,⋯ , 𝑇, (A.4) 
 ℎ11~𝑁(𝜇, 𝜎𝜂1
2 (1 − 𝜙1
2)⁄ ), ℎ21~𝑁(0, 𝜎𝜂2
2 (1 − 𝜙2
2)⁄ ),  
 
(
𝜀𝑡
𝜂1𝑡
𝜂2𝑡
𝑢𝑡
)~𝑁(𝟎, 𝚺),   𝚺 =
(
 
 
1 𝜌1𝜎𝜂1 𝜌2𝜎𝜂2 0
𝜌1𝜎𝜂1 𝜎𝜂1
2 0 0
𝜌2𝜎𝜂2 0 𝜎𝜂2
2 0
0 0 0 𝜎𝑢
2
)
 
 
. 
 
 
where the logarithm of volatility is considered as superpositions of ℎ1𝑡 and ℎ2𝑡 to account 
for the long range dependence. 𝜌1  and 𝜌2  with constraint 𝜌1
2 + 𝜌2
2 < 1  capture the 
correlations of (𝜀𝑡 , 𝜂1𝑡) and (𝜀𝑡 , 𝜂2𝑡), respectively. The persistence coefficients are assumed 
to be |𝜙1| < |𝜙2| < 1 to ensure that (3.18) and (3.19) are stationary processes. 
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A.2 Simulation Algorithm 
This section introduces the generation techniques for the RSV-LM model, which can also be 
extended to a RSV model with superposition of multiple AR(1) processes. In particular, 
volatilities with single AR(1) process is taken as the basic RSV framework and thus this 
algorithm is also available for such a model.  
  Let 𝜽𝐿𝑀  denote the parameter vector (𝜇, 𝜙1, 𝜙2, 𝜌1, 𝜌2, 𝜎𝜂1
2 , 𝜎𝜂2
2 , 𝜉, 𝜎𝑢
2)
′
. Then, 
specification (A.1) – (A.4) can be rewritten to the following form with substitution of 𝛼1𝑡 ≡
ℎ1𝑡 − 𝜇, 𝛼2𝑡 ≡ ℎ2𝑡, 𝜎𝑒 ≡ exp(𝜇 2⁄ ), 𝑒𝑡 ≡ 𝜎𝑒𝜀𝑡, 𝑐 ≡ 𝜉 + 𝜇,  
 
𝑦𝑡 = exp (
𝛼1𝑡 + 𝛼2𝑡
2
) 𝑒𝑡 , 𝑡 = 1,⋯ , 𝑇. 
 
(A.5) 
 𝛼1,𝑡+1 = 𝜙1𝛼1𝑡 + 𝜂1𝑡 , 𝑡 = 1,⋯ , 𝑇 − 1. (A.6) 
 𝛼2,𝑡+1 = 𝜙2𝛼2𝑡 + 𝜂2𝑡 , 𝑡 = 1,⋯ , 𝑇 − 1. (A.7) 
 𝑥𝑡 = 𝑐 + 𝛼1𝑡 + 𝛼2𝑡 + 𝑢𝑡 , 𝑡 = 1,⋯ , 𝑇. (A.8) 
   It has been investigated that this specification is less complicated to work with by generating 
the latent 𝛼1𝑡 and 𝛼2𝑡 instead of generating the latent ℎ1𝑡 and ℎ2𝑡 with respect to 𝜌𝑖 ≠
0 where 𝑖 = 1,2. Algorithm A.1 briefly displays the MCMC procedures for RSV-LM model. 
 
Algorithm A.1: MCMC algorithm for RSV-LM model: 
Step 1. Generate 𝜙1 from 𝜋(𝜙1|𝜇, 𝜌1, 𝜎𝜂1
2 , 𝜶1:𝑇, 𝒚1:𝑇). 
Step 2. Generate 𝜙2 from 𝜋(𝜙2|𝜇, 𝜌2, 𝜎𝜂2
2 , 𝜶2:𝑇 , 𝒚1:𝑇). 
Step 3. Generate (𝜇, 𝜌1, 𝜎𝜂1
2 ) from 𝜋(𝜞|𝜙1, 𝜶1:𝑇, 𝒚1:𝑇). 
Step 4. Generate (𝜌2, 𝜎𝜂2
2 ) from 𝜋(𝜌2, 𝜎𝜂2
2 |𝜙2, 𝜌1, 𝜎𝑒
2, 𝜶2, 𝒚1:𝑇) 
Step 5. Generate 𝜉 from 𝜋(𝜉|𝜎𝑢
2, 𝒉1:𝑇 , 𝒙1:𝑇). 
Step 6. Generate 𝜎𝑢
2 from 𝜋(𝜎𝑢
2|𝜉, 𝒉1:𝑇 , 𝒙1:𝑇). 
Step 7. Generate 𝒉1,1:𝑇 from 𝜋(𝒉1,1:𝑇|𝜽, 𝒚1:𝑇 , 𝒙1:𝑇). 
Step 8. Generate 𝒉2,1:𝑇 from 𝜋(𝒉2,1:𝑇|𝜽, 𝒚1:𝑇 , 𝒙1:𝑇). 
 
where 𝜞 represents the 2 × 2 variance-covariance matrix of 𝑒𝑡 and 𝜂1𝑡, 
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𝜞 = (
𝜎𝑒
2 𝜌𝜎𝑒𝜎𝜂1
𝜌𝜎𝑒𝜎𝜂1 𝜎𝜂1
2 ),  
   The specific algorithm is given as follows.  
 
1. Simulation of 𝜽𝐿𝑀 
Set the prior distributions of parameters as follows. 
𝜇~𝑁(𝜇0, 𝜎0
2),
𝜙1 + 1
2
~𝐵𝑒𝑡𝑎(𝑎𝜙1 , 𝑏𝜙1),
𝜙2 + 1
2
~𝐵𝑒𝑡𝑎(𝑎𝜙2 , 𝑏𝜙2), 
𝜌1 + 1
2
~𝐵𝑒𝑡𝑎(𝑎𝜌1 , 𝑏𝜌1),
𝜌2 + 1
2
~𝐵𝑒𝑡𝑎(𝑎𝜌2 , 𝑏𝜌2), 𝜎𝜂1
2 ~𝐼𝐺(𝛼𝜂1 , 𝛽𝜂1), 
𝜎𝜂2
2 ~𝐼𝐺(𝛼𝜂2 , 𝛽𝜂2), 𝜉~𝑁(𝜇𝜉 , 𝜎𝜉
2), 𝜎𝑢
2~𝐼𝐺(𝛼𝑢, 𝛽𝑢). 
 
(1). Simulation of 𝜙1 and 𝜙2 
Let 𝜶1 = (𝛼11,⋯ , 𝛼1𝑇)
′  and 𝜶2 = (𝛼21,⋯ , 𝛼2𝑇)
′ . The respective conditional posterior 
density of 𝜙𝑖 (𝑖 = 1,2) can be expressed as 
 𝜋(𝜙𝑖| 𝜌𝑖, 𝜎𝜂𝑖
2 , 𝜶𝑖, 𝒚1:𝑇)  
∝ (1 + 𝜙𝑖)
𝑎𝜙𝑖−1(1 − 𝜙𝑖)
𝑏𝜙𝑖−1√1− 𝜙𝑖
2exp {−
(𝜙𝑖 − 𝜇𝜙𝑖)
2
2𝜎𝜙𝑖
2 } 
(A.9) 
where 
 
𝜇𝜙𝑖 =
∑ {𝛼𝑖,𝑡+1 − 𝜌𝑖𝜎𝜂𝑖𝜎𝑒
−1exp[− (𝛼1𝑡 + 𝛼2𝑡) 2⁄ ]𝑦𝑡}𝛼𝑖𝑡
𝑇−1
𝑡=1
𝜌𝑖
2𝛼𝑖1
2 + ∑ 𝛼𝑖𝑡
2𝑇−1
𝑡=2
, 
 
 
𝜎𝜙𝑖
2 =
𝜎𝜂𝑖
2 (1 − 𝜌𝑖
2)
𝜌𝑖
2𝛼𝑖1
2 +∑ 𝛼𝑖𝑡
2𝑇−1
𝑡=2
. 
 
   Candidate 𝜙1
∗  is simulated from 𝑇𝑁(−1,1)(𝜇𝜙1 , 𝜎𝜙1
2 )  while 𝜙2
∗  is simulated from 
𝑇𝑁(−1,|𝜙1|)(𝜇𝜙1 , 𝜎𝜙1
2 )  in consideration of the restriction that  |𝜙2| < |𝜙1| < 1 . 
𝑇𝑁(𝑎,𝑏)(𝜇, 𝜎
2) represents a truncated normal distribution within the interval (𝑎, 𝑏). Given the 
current value 𝜙𝑖, accept 𝜙𝑖
∗ with probability 
 
𝑚𝑖𝑛
{
 
 (1 + 𝜙𝑖
∗)𝑎𝜙𝑖−1(1 − 𝜙𝑖
∗)𝑏𝜙𝑖−1√1− 𝜙𝑖
∗2
(1 + 𝜙𝑖)
𝑎𝜙𝑖−1(1 − 𝜙𝑖)
𝑏𝜙𝑖−1√1− 𝜙𝑖
2
, 1
}
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(2). Simulation of 𝚪 
The logarithm of conditional posterior density of 𝚪 is 
log𝜋(𝚪|𝜙1, 𝜶1, 𝒚1:𝑇)
= 𝑐𝑜𝑛𝑠𝑡 − log𝜎𝜂1 −
𝛼11
2 (1 − 𝜙1
2)
2𝜎𝜂1
2 − log𝜎𝑒
−
𝑦𝑇
2
2𝜎𝑒
2exp(𝛼1𝑇 + 𝛼2𝑇)
−
𝜈1 + 3
2
log|𝚪| −
1
2
𝑡𝑟(𝚪1
−1𝚪−1) 
(A.10) 
where 
𝜈1 = 𝜈0 + 𝑇 − 1, 𝚪1
−1 = 𝚪0
−1 +∑𝝉𝑡𝝉𝑡
′
𝑇−1
𝑡=1
, 𝝉𝑡 = (
𝑦𝑡exp[− (𝛼1𝑡 + 𝛼2𝑡) 2⁄ ]
𝛼1,𝑡+1 −𝜙1𝛼1𝑡
). 
    Simulate the candidate matrix 𝚪∗−1~𝑊(𝚪1, 𝜈1), and accept it with probability 
 
𝑚𝑖𝑛
{
 
 
 
 𝜎𝜂1𝜎𝑒exp [−
(1 − 𝜙1
2)𝛼11
2
2𝜎𝜂1
∗ 2
−
𝑦𝑇
2
2𝜎𝑒
∗2exp(𝛼1𝑇 + 𝛼2𝑇)
]
𝜎𝜂1
∗ 𝜎𝑒
∗exp [−
(1 − 𝜙1
2)𝛼11
2
2𝜎𝜂1
2 −
𝑦𝑇
2
2𝜎𝑒
2exp(𝛼1𝑇 + 𝛼2𝑇)
]
, 1
}
 
 
 
 
.  
  If 𝚪∗−1  is accepted, new draws 𝜎𝑒
∗2 ,  𝜌1
∗ , 𝜎𝜂1
∗ 2  are obtained by computing 𝚪∗  and 
therefore 𝜇∗ = log𝜎𝑒
∗2; else, remain the previous 𝜎𝑒
2, 𝜌1, 𝜎𝜂1
2 ,  𝜇. 
 
(3). Simulation of (𝜌2, 𝜎𝜂2
2 ) 
Let 𝜹 = (𝜌2, 𝜎𝜂2
2 )
′
. The joint conditional posterior density of 𝜹 is 
 
𝜋(𝜹|𝜙2, 𝜌1, 𝜎𝑒
2, 𝜶2, 𝒚1:𝑇) 
∝ (1 + 𝜌2)
𝑎𝜌2−1(1 − 𝜌2)
𝑏𝜌2−1(𝜎𝜂2
2 )
−(𝛼𝜂2+1)exp(−
𝛽𝜂2
𝜎𝜂2
2 ) × (𝜎𝜂2
2 )
−
𝑇
2(1 − 𝜌2
2)−
𝑇−1
2  
× exp {−
(1 − 𝜙2
2)𝛼21
2
2𝜎𝜂2
2
−∑
[𝛼2,𝑡+1 − 𝜙2𝛼2𝑡 − 𝜌2𝜎𝜂2𝜎𝑒
−1exp[− (𝛼1𝑡 + 𝛼2𝑡) 2⁄ ]𝑦𝑡]
2
2𝜎𝜂2
2 (1 − 𝜌2
2)
𝑇−1
𝑡=1
}. 
(A.11) 
   Set 𝜁1 = log𝜎𝜂2
2  and 𝜁2 = 𝑙𝑜𝑔 (√1 − 𝜌1
2 + 𝜌2) − 𝑙𝑜𝑔 (√1 − 𝜌1
2 − 𝜌2)  to satisfy the 
restrictions that 𝜎𝜂2
2 > 0  and 𝜌1
2 + 𝜌2
2 < 1 . Via change of variables, the logarithm of 
conditional posterior density about 𝛇 = (𝜁1, 𝜁2)
′ can be written as 
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log𝜋(𝛇|𝜙2, 𝜌1, 𝜎𝑒
2, 𝜶2, 𝒚1:𝑇) 
 = 𝑐𝑜𝑛𝑠𝑡. +(𝑎𝜌2 − 1)log [1 + √1 − 𝜌1
2
exp(𝜁2) − 1
exp(𝜁2) + 1
] 
       +(𝑏𝜌2 − 1)log [1 − √1 − 𝜌1
2
exp(𝜁2) − 1
exp(𝜁2) + 1
] − (𝛼𝜂2 + 1 +
𝑇
2
) 𝜁1 
       −
𝛽𝜂2
exp(𝜁1)
−
𝑇 − 1
2
log {1 − [√1 − 𝜌1
2
exp(𝜁2) − 1
exp(𝜁2) + 1
]
2
} −
(1 − 𝜙2
2)𝛼21
2
2exp(𝜁2)
 
−∑
𝛼2,𝑡+1 −𝜙2𝛼2𝑡 −√1 − 𝜌1
2exp (−
𝛼1𝑡 + 𝛼2𝑡
2 )𝑦𝑡exp(
𝜁1
2 )
exp(𝜁2) − 1
exp(𝜁2) + 1
2exp(𝜁2) {1 − [√1 − 𝜌1
2 exp(𝜁2) − 1
exp(𝜁2) + 1
]
2
}
𝑇−1
𝑡=1
 
        +(𝜁1 + 𝜁2) − 2log[exp(𝜁2) + 1]. (A.12) 
   The simulation algorithm for 𝜌2 and 𝜎𝜂2
2  is then 
 
Step1. Compute the numerical solutions of mode ?̂? = (?̂?2, ?̂?𝜂2
2 )
′
 for expression (A.7). 
Step2. Compute ?̂? = (𝜁1, 𝜁2)
′
 with 𝜁1 = log?̂?𝜂2
2  and 𝜁2 = log (√1 − 𝜌1
2 + ?̂?2) −
log (√1 − 𝜌1
2 − ?̂?2). 
Step3. Simulate the candidate 𝜻∗~N(𝝁𝜁 , 𝛀𝜁) where 
𝝁𝜁 = ?̂? + 𝛀𝜁
𝜕log𝜋(𝛇| ∙)
𝜕𝜻
|
𝜻=?̂?
, 𝛀𝜁
−1 = −
𝜕2log𝜋(𝛇| ∙)
𝜕𝜻𝜕𝜻′
|
𝜻=?̂?
 
Step4. Accept 𝜻∗ with probability 
min {
𝜋(𝜹∗| ∙)𝑓𝑁(𝛇|𝝁𝜁 , 𝛀𝜁)|𝑱|
𝜋(𝜹| ∙)𝑓𝑁(𝛇
∗|𝝁𝜁 , 𝛀𝜁)|𝑱∗|
, 1}. 
 
where 𝑓𝑁(𝛇|𝝁𝜁 , 𝛀𝜁) is a bivariate normal distribution with mean vector 𝝁𝜁  and variance-
covariance matrix 𝛀𝜁, and |𝑱| represents the determinant of Jacobian matrix for change of 
variables from 𝜻 to 𝜹. 
 
(4). Simulation of 𝜉 and 𝜎𝑢
2 
Simulate 𝜉|𝜎𝑢
2, 𝒉1:𝑇 , 𝒙1:𝑇~𝑁(𝜇𝜉
∗ , 𝜎∗𝜉
2) and 𝜎𝑢
2|𝜉,𝒉1:𝑇 , 𝒙1:𝑇~𝐼𝐺(𝛼𝑢
∗ , 𝛽𝑢
∗) where 
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𝜇𝜉
∗ =
𝜎𝜉
2∑ (𝑥𝑡 − ℎ1𝑡 − ℎ2𝑡)
𝑇
𝑡=1 + 𝜎𝑢
2𝜇𝜉
𝑇𝜎𝜉
2 + 𝜎𝑢
2 , 𝜎
∗
𝜉
2 =
𝜎𝜉
2𝜎𝑢
2
𝑇𝜎𝜉
2 + 𝜎𝑢
2,  
 
𝛼𝑢
∗ = 𝛼𝑢 +
𝑇
2
, 𝛽𝑢
∗ = 𝛽𝑢 +
1
2
∑(𝑥𝑡 − 𝜉 − ℎ1𝑡 − ℎ2𝑡)
2
𝑇
𝑡=1
.  
 
2. Simulation of 𝒉1 and 𝒉2 
This dissertation considers 𝒉2 as constants while generating the samples of 𝒉1 and vice versa. 
The simulation algorithm is analogous to that of RSV model, where block sampler (Omori and 
Watanabe (2008)), which provides an efficient simulation technique, is applied to obtain the 
samples of latent volatilities. 
 
Step1. Divide 𝜼𝑖 into 𝐾 + 1 blocks by selecting 𝐾 knots randomly following Shephard 
and Pitt (1997). For the 𝑘 − 𝑡ℎ block (𝑘 = 1,⋯ ,𝐾 + 1), define the vectors of 
disturbance terms and latent variables as 𝜼𝑖
(𝑘) = (𝜂𝑖,𝑠, ⋯ , 𝜂𝑖,𝑠+𝑚−1)
′
 and 𝜶𝑖
(𝑘) =
(𝛼𝑖,𝑠+1,⋯ , 𝛼𝑖,𝑠+𝑚)
′
.  
Step2. Iterate the smoothing algorithm (Omori and Watanabe (2008)) several times to 
explore the posterior modes ?̂?𝑖
(𝑘)
 and ?̂?𝑖
(𝑘)  for respective blocks. 
Step3. Define the logarithm of proposal density function log𝑔 (𝜼𝑖
(𝑘)| ∙) approximates to 
log𝑓 (𝜼𝑖
(𝑘)| ∙) with a second-order Taylor expansion around the modes ?̂?𝑖
(𝑘)
. 
Step4. Generate a candidate 𝜼𝑖
∗(𝑘) from 𝑔 (𝜼𝑖
(𝑘)| ∙) using a simulation smoother, given 
the current value 𝜼𝑖
(𝑘)
 and accept it with probability 
𝑚𝑖𝑛 {
𝑓(𝜼𝑖
∗(𝑘)
|∙)𝑔(𝜼𝑖
(𝑘)
|∙)
𝑓(𝜼𝑖
(𝑘)
|∙)𝑔(𝜼𝑖
∗(𝑘)
|∙)
, 1}. 
 
A.3 Empirical Results 
This Section applies returns and realized volatilities data of STOXX50E with the same sample 
period to the RSV-LM model. Figure A.1 depicts the parameter samples and their distributions 
and Table A.1 describes the estimation results. 
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Figure A.1: Parameter samples of RSV-LM model 
    
According to the estimation results, the null hypothesis that the recorded samples converge 
to the posterior distribution is not rejected at the 5% significance level for all parameters, and 
meantime the values of IF are small, which exhibit a robust and efficient generation method 
applied in this dissertation. 
 
Table A.1: MCMC results of RSV-LM model 
 mean stdev 95% interval CD IF 
RSV-LM model 
𝜇 0.2335 0.0224 [0.1901, 0.2782] 0.92 1.00 
𝜙1 0.9405 0.0001 [0.9403, 0.9407] 0.29 1.16 
𝜙2 0.9022 0.0012 [0.8999, 0.9045] 0.79 1.30 
𝜌1 −0.8691 0.0039 [−0.8766, −0.8616] 0.71 1.01 
𝜌2 −0.8355 0.0427 [−0.9208, −0.7528] 0.91 1.22 
𝜎𝜂1
2  0.0022 0.0001 [0.0021, 0.0023] 0.72 1.05 
𝜎𝜂2
2  0.1414 0.0031 [0.1354, 0.1476] 0.90 1.74 
𝜉 −0.0024 0.0224 [−0.0471, 0.0410] 0.86 1.00 
𝜎𝑢
2 0.1525 0.0034 [0.1458, 0.1591] 0.63 1.00 
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   The posterior means of parameter 𝜙1 is estimated to be close to 1, indicating the existence 
of high persistence of volatilities. Even though the posterior means of 𝜙2 is smaller than 𝜙1, 
it still displays high persistence of the second AR(1) process. The asymmetric phenomenon 
between return at day 𝑡 and log volatility at day 𝑡 + 1, is explained by the negative correlation 
coefficients 𝜌1 and 𝜌2.  
   Additionally, the estimation results of 𝜎𝜂2
2  are much larger than 𝜎𝜂1
2  for the investigated 
indices, which demonstrates a larger variance in the estimation of ℎ2𝑡 than ℎ1𝑡. These results 
imply that as the superposed AR processes grow in number, the variances of which may also 
increase accordingly. Hence, it is necessary to select the AR processes with appropriate number 
in order to refrain from redundant modelling. 
   The estimated log volatilities in comparison to log realized volatilities is shown in Figure 
A.2.  
 
 
Figure A.2: Log volatility samples from RSV-LM model in comparison to log realized 
volatilities 
 
   The evaluation results are shown in Tables A.2 – A.3. Even though the long memory 
property of the volatilities can be captured in this RSL-LM model, it takes much longer time 
for simulation and does not provide better volatility and quantile forecasts than the SV and RSV 
models.  
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Table A.2: Evaluation results of RSV-LM model (MSE and QLIKE) 
 MSE QLIKE 
  𝑉𝑝𝑟𝑜𝑥𝑦1  𝑉𝑝𝑟𝑜𝑥𝑦2  𝑉𝑝𝑟𝑜𝑥𝑦1  𝑉𝑝𝑟𝑜𝑥𝑦2 
k=1 2.08 4.62 0.46 0.60 
k=5 2.08 4.63 0.46 0.61 
k=10 2.09 4.63 0.47 0.61 
k=15 2.10 4.64 0.48 0.62 
k=20 2.09 4.64 0.47 0.61 
 
Table A.3: Evaluation results of RSV-LM model (EFR and 𝐷(𝛼)) 
 EFR 𝐷(𝛼) 
𝛼 1% 5% 10% 1% 5% 10% 
k=1 0.02** 0.04** 0.08* 1.70 1.45 1.16 
k=5 0.02** 0.05** 0.08* 1.66 1.14 1.08 
k=10 0.02* 0.04** 0.08* 1.73 1.36 1.14 
k=15 0.02* 0.05** 0.08** 1.55 1.35 1.11 
k=20 0.02* 0.05** 0.08** 1.74 1.39 1.13 
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Appendix B. Derivation of the Joint Conditional 
Posterior Distribution 
The initial value of the states ℎ1  is assumed to follow a Gaussian distribution with an 
unconditional mean 𝜇 and unconditional variance 𝜎𝜂
2 (1 − 𝜙2)⁄ , that is, 
 
𝑓(ℎ1|𝜽) =
√1 − 𝜙2
√2𝜋𝜎𝜂
exp {−
(1 − 𝜙2)(ℎ1 − 𝜇)
2
2𝜎𝜂
2 }. (B.1) 
   Consider that (𝜀𝑡 , 𝜂𝑡) follows a bivariate normal distribution: 
𝑓𝜀𝑡,𝜂𝑡(𝜀𝑡, 𝜂𝑡) =
1
2𝜋 ∙ |
1 𝜌𝜎𝜂
𝜌𝜎𝜂 𝜎𝜂
2 |
1
2
exp {−
1
2
[𝜀𝑡 , 𝜂𝑡] [
1 𝜌𝜎𝜂
𝜌𝜎𝜂 𝜎𝜂
2 ]
−1
[
𝜀𝑡
 𝜂𝑡
]}
=
1
2𝜋𝜎𝜂√1 − 𝜌2
exp {−
1
2
1
𝜎𝜂
2(1 − 𝜌2)
[𝜀𝑡 , 𝜂𝑡] [
𝜎𝜂
2 −𝜌𝜎𝜂
−𝜌𝜎𝜂 1
] [
𝜀𝑡
 𝜂𝑡
]}
=
1
2𝜋𝜎𝜂√1 − 𝜌2
exp {−
1
2
1
𝜎𝜂
2(1 − 𝜌2)
[𝜀𝑡𝜎𝜂
2 − 𝜂𝑡𝜌𝜎𝜂 , −𝜀𝑡𝜌𝜎𝜂 + 𝜂𝑡] [
𝜀𝑡
 𝜂𝑡
]}
=
1
2𝜋𝜎𝜂√1 − 𝜌2
exp {−
𝜀𝑡
2𝜎𝜂
2 − 2𝜀𝑡𝜂𝑡𝜌𝜎𝜂 + 𝜂𝑡
2
2𝜎𝜂
2(1 − 𝜌2)
}. 
(B.2) 
   Rewrite the equations (4.3) and (4.4) to 
 𝜀𝑡 = exp(−ℎ𝑡 2⁄ )𝑦𝑡, (B.3) 
 𝜂𝑡 = ℎ𝑡+1 − 𝜇 − 𝜙(ℎ𝑡 − 𝜇). (B.4) 
   By substituting (B.3) and (B.4) to (B.2), the term 𝜀𝑡
2𝜎𝜂
2 − 2𝜀𝑡𝜂𝑡𝜌𝜎𝜂 + 𝜂𝑡
2  of the joint 
distribution of (𝜀𝑡 , 𝜂𝑡) can be expressed as: 
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𝜀𝑡
2𝜎𝜂
2 − 2𝜀𝑡𝜂𝑡𝜌𝜎𝜂 + 𝜂𝑡
2 
= exp(−ℎ𝑡)𝑦𝑡
2𝜎𝜂
2 − 2exp (−
ℎ𝑡
2
)𝑦𝑡[ℎ𝑡+1 − 𝜇 − 𝜙(ℎ𝑡 − 𝜇)]𝜌𝜎𝜂 + [ℎ𝑡+1 − 𝜇 − 𝜙(ℎ𝑡 − 𝜇)]
2 
= ℎ𝑡+1 − (1 − 𝜙)𝜇 − 𝜙ℎ𝑡
2 − 2[ℎ𝑡+1 − (1 − 𝜙)𝜇 − 𝜙ℎ𝑡]𝜌𝜎𝜂exp (−
ℎ𝑡
2
)𝑦𝑡
+ [𝜌𝜎𝜂exp (−
ℎ𝑡
2
)𝑦𝑡]
2
− [𝜌𝜎𝜂exp(−
ℎ𝑡
2
)𝑦𝑡]
2
+ exp(−ℎ𝑡)𝑦𝑡
2𝜎𝜂
2 
= [ℎ𝑡+1 − (1 − 𝜙)𝜇 − 𝜙ℎ𝑡 − 𝜌𝜎𝜂exp(−
ℎ𝑡
2
)𝑦𝑡]
2
+ 𝜎𝜂
2(1 − 𝜌2)exp(−ℎ𝑡)𝑦𝑡
2. 
(B.5) 
   The Jacobian for change of variables is 
 
𝐽 = ||
𝜕𝜀𝑡
𝜕𝑦𝑡
𝜕𝜀𝑡
𝜕ℎ𝑡+1
𝜕𝜂𝑡
𝜕𝑦𝑡
𝜕𝜂𝑡
𝜕ℎ𝑡+1
|| = |
exp (−
ℎ𝑡
2
) 0
0 1
| = exp (−
ℎ𝑡
2
). (B.6) 
For 𝑡 = 1,⋯ , 𝑇 − 1, via change of variables, the joint posterior of (𝑦𝑡 , 𝑥𝑡 , ℎ𝑡+1) given 𝜽 is 
𝑓(𝑦𝑡 , 𝑥𝑡 , ℎ𝑡+1|𝜽) = 𝑓(𝑦𝑡 , ℎ𝑡+1|𝜽)𝑓( 𝑥𝑡|𝜽)
=
1
2𝜋𝜎𝜂√1− 𝜌2
exp {−
1
2𝜎𝜂
2(1 − 𝜌2)
{[ℎ𝑡+1 − (1 − 𝜙)𝜇 − 𝜙ℎ𝑡
− 𝜌𝜎𝜂exp (−
ℎ𝑡
2
)𝑦𝑡]
2
+ 𝜎𝜂
2(1 − 𝜌2)exp(−ℎ𝑡)𝑦𝑡
2}}
× exp (−
ℎ𝑡
2
) ×
1
√2𝜋𝜎𝑢
exp [−
1
2
(𝑥𝑡 − 𝜉 − ℎ𝑡)
2]. 
(B.7) 
   The joint posterior density of (𝒚1:𝑇 , 𝒙1:𝑇 , 𝒉1:𝑇) takes the multiple form such that 
 
𝑓(𝒚1:𝑇 , 𝒙1:𝑇, 𝒉1:𝑇|𝜽) = 𝑓(ℎ1|𝜽)∏𝑓(𝑦𝑡 , 𝑥𝑡 , ℎ𝑡+1|𝜽)
𝑇−1
𝑡=1
. (B.8) 
   It is also assumed in the model that the prior distributions of 𝜽 are independent to each 
other so that 𝜋(𝜽)  satisfies equation (4.6). These assumptions in terms of the prior 
distributions of the parameters suggest the fact that 
 
𝜋(𝜇) =
1
√2𝜋𝜎0
exp {−
(𝜇 − 𝜇0)
2
2𝜎0
2 }, (B.9) 
 
𝜋 (
𝜙 + 1
2
) =
(
𝜙 + 1
2 )
𝑎𝜙−1
(1 −
𝜙 + 1
2 )
𝑏𝜙−1
𝐵(𝑎𝜙 , 𝑏𝜙)
, (B.10) 
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𝜋 (
𝜌 + 1
2
) =
(
𝜌 + 1
2 )
𝑎𝜌−1
(1 −
𝜌 + 1
2 )
𝑏𝜌−1
𝐵(𝑎𝜌, 𝑏𝜌)
, (B.11) 
 
𝜋(𝜎𝜂
2) =
𝛽𝜂
𝛼𝜂
Γ(𝛼𝜂)
(𝜎𝜂
2)
−(𝛼𝜂+1)exp(−
𝛽𝜂
𝜎𝜂
2), (B.12) 
 
𝜋(𝜉) =
1
√2𝜋𝜎𝜉
exp {−
(𝜉 − 𝜇𝜉)
2
2𝜎𝜉
2 }, (B.13) 
 
𝜋(𝜎𝑢
2) =
𝛽𝑢
𝛼𝑢
Γ(𝛼𝑢)
(𝜎𝑢
2)−(𝛼𝑢+1)exp(−
𝛽𝑢
𝜎𝑢
2). (B.14) 
where Γ(∙) is the gamma function takes the expression of 
 
Γ(𝑛) = {
(𝑛 − 1)!                                 𝑖𝑓 𝑛 𝑖𝑠 𝑎𝑛 𝑒𝑣𝑒𝑛 𝑖𝑛𝑡𝑒𝑔𝑒𝑟,
√𝜋 (
𝑛
2
− 1) !      𝑖𝑓 𝑛 𝑖𝑠 𝑎𝑛 𝑜𝑑𝑑 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 𝑎𝑛𝑑 𝑛 ≠ 1,
√𝜋                                                                        𝑖𝑓 𝑛 = 1,
 (B.15) 
and B(∙) denotes the beta function relating to the gamma function 
 
B(𝑎, 𝑏) =
Γ(𝑎)Γ(𝑏)
Γ(𝑎 + 𝑏)
. (B.16) 
   Thus, the conditional joint posterior density of parameters and volatilities 
𝜋(𝜽, 𝒉1:𝑇|𝒚1:𝑇 , 𝒙1:𝑇) can be deduced to 
𝜋(𝜽, 𝒉1:𝑇|𝒚1:𝑇 , 𝒙1:𝑇) ∝ 𝑓(𝒚1:𝑇 , 𝒙1:𝑇 , 𝒉1:𝑇|𝜽)𝜋(𝜽) 
        ∝ exp {−
1
2
∑[ℎ𝑡 + 𝑦𝑡
2exp(−ℎ𝑡)]
𝑇
𝑡=1
} × (𝜎𝑢
2)−
𝑇
2exp {−∑
(𝑥𝑡 − 𝜉 − ℎ𝑡)
2
2𝜎𝑢
2
𝑇
𝑡=1
} 
             × √1 − 𝜙2(𝜎𝜂
2)
−
𝑇
2(1 − 𝜌2)−
𝑇−1
2  
             × exp {−
(1 − 𝜙2)(ℎ1 − 𝜇)
2
2𝜎𝜂
2 −∑
[ℎ𝑡+1 − (1 − 𝜙)𝜇 − 𝜙ℎ𝑡 − 𝜌𝜎𝜂exp(−ℎ𝑡 2⁄ )𝑦𝑡]
2
2𝜎𝜂
2(1 − 𝜌2)
𝑇−1
𝑡=1
} 
            × exp {−
(𝜇 − 𝜇0)
2
2𝜎0
2 } × (
1 + 𝜙
2
)
𝑎𝜙−1
(
1 − 𝜙
2
)
𝑏𝜙−1
 
          × (
1 + 𝜌
2
)
𝑎𝜌−1
(
1 − 𝜌
2
)
𝑏𝜌−1
× (𝜎𝜂
2)
−(𝛼𝜂+1)exp(−
𝛽𝜂
𝜎𝑢
2) 
          × exp {−
(𝜉 − 𝜇𝜉)
2
2𝜎𝜉
2 } × (𝜎𝑢
2)−(𝛼𝑢+1)exp(−
𝛽𝑢
𝜎𝑢
2). 
 
 
(B.17) 
which is identity to equation (4.7). 
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Appendix C. Derivation of the Logarithm of 
Proposal Density log𝑔(𝜼(𝒊)| ∙) 
The log proposal density function log𝑔(𝜼(𝑖)| ∙)  in equation (4.13) is obtained by 
approximating log𝑓(𝜼(𝑖)| ∙) with a second-order Taylor expansion around the mode ?̂?(𝑖) . 
From equation (4.27) we have 
log𝑔(𝜼(𝑖)|𝛼𝑠, 𝛼𝑠+𝑚+1, 𝑦𝑠, ⋯ , 𝑦𝑠+𝑚, 𝑥𝑠, ⋯ , 𝑥𝑠+𝑚, 𝜽) 
= −
1
2𝜎𝜂
2 ∑ 𝜂𝑡
2
𝑠+𝑚−1
𝑡=𝑠
+ ?̂? + ?̂?′(𝜶(𝑖) − ?̂?(𝑖)) −
1
2
(𝜶(𝑖) − ?̂?(𝑖))
′
?̂?(𝜶(𝑖) − ?̂?(𝑖)). 
(C.1) 
   Rewrite the third term of the right side to 
 
?̂?′(𝜶(𝑖) − ?̂?(𝑖)) = (?̂?𝑠+1,⋯ , ?̂?𝑠+𝑚) [
𝛼𝑠+1 − ?̂?𝑠+1
⋮
𝛼𝑠+𝑚 − ?̂?𝑠+𝑚
]
= ∑ ?̂?𝑡(𝛼𝑡 − ?̂?𝑡)
𝑠+𝑚
𝑡=𝑠+1
. 
(C.2) 
   According to the knowledge of Chapter 4, ?̂? represents 𝑸 evaluated at 𝜶(𝑖) = ?̂?(𝑖) such 
that 
 
?̂? =
(
 
 
 
 
?̂?𝑠+1 ?̂?𝑠+2 0 ⋯ 0 0
?̂?𝑠+2 ?̂?𝑠+2 ?̂?𝑠+3 ⋯ 0 0
0 ?̂?𝑠+3 ?̂?𝑠+3 ⋯ 0 0
⋮ ⋮ ⋮ ⋱ ⋮ ⋮
0 0 0 ⋯ ?̂?𝑠+𝑚−1 ?̂?𝑠+𝑚
0 0 0 ⋯ ?̂?𝑠+𝑚 ?̂?𝑠+𝑚)
 
 
 
 
, (C.3) 
   Then the term (𝜶(𝑖) − ?̂?(𝑖))
′
?̂?(𝜶(𝑖) − ?̂?(𝑖)) can be deduced to 
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(𝜶(𝑖) − ?̂?(𝑖))
′
?̂?(𝜶(𝑖) − ?̂?(𝑖)) 
= (𝛼𝑠+1 − ?̂?𝑠+1, 𝛼𝑠+2 − ?̂?𝑠+2, 𝛼𝑠+3 − ?̂?𝑠+3,⋯ , 𝛼𝑠+𝑚−1 − ?̂?𝑠+𝑚−1, 𝛼𝑠+𝑚 − ?̂?𝑠+𝑚)
×
[
 
 
 
 
 
 
?̂?𝑠+1 ?̂?𝑠+2 0 ⋯ 0 0
?̂?𝑠+2 ?̂?𝑠+2 ?̂?𝑠+3 ⋯ 0 0
0 ?̂?𝑠+3 ?̂?𝑠+3 ⋯ 0 0
⋮ ⋮ ⋮ ⋱ ⋮ ⋮
0 0 0 ⋯ ?̂?𝑠+𝑚−1 ?̂?𝑠+𝑚
0 0 0 ⋯ ?̂?𝑠+𝑚 ?̂?𝑠+𝑚]
 
 
 
 
 
 
[
 
 
 
 
 
𝛼𝑠+1 − ?̂?𝑠+1
𝛼𝑠+2 − ?̂?𝑠+2
𝛼𝑠+3 − ?̂?𝑠+3
⋮
𝛼𝑠+𝑚−1 − ?̂?𝑠+𝑚−1
𝛼𝑠+𝑚 − ?̂?𝑠+𝑚 ]
 
 
 
 
 
 
= [(𝛼𝑠+1 − ?̂?𝑠+1)?̂?𝑠+1 + (𝛼𝑠+2 − ?̂?𝑠+2)?̂?𝑠+2, (𝛼𝑠+1 − ?̂?𝑠+1)?̂?𝑠+2 + (𝛼𝑠+2 − ?̂?𝑠+2)?̂?𝑠+2
+ (𝛼𝑠+3 − ?̂?𝑠+3)?̂?𝑠+3, (𝛼𝑠+2 − ?̂?𝑠+2)?̂?𝑠+3 + (𝛼𝑠+3 − ?̂?𝑠+3)?̂?𝑠+3
+ (𝛼𝑠+4 − ?̂?𝑠+4)?̂?𝑠+4,⋯ , (𝛼𝑠+𝑚−2 − ?̂?𝑠+𝑚−2)?̂?𝑠+𝑚−1
+ (𝛼𝑠+𝑚−1 − ?̂?𝑠+𝑚−1)?̂?𝑠+𝑚−1
+ (𝛼𝑠+𝑚 − ?̂?𝑠+𝑚)?̂?𝑠+𝑚, (𝛼𝑠+𝑚−1 − ?̂?𝑠+𝑚−1)?̂?𝑠+𝑚 + (𝛼𝑠+𝑚 − ?̂?𝑠+𝑚)?̂?𝑠+𝑚]
×
[
 
 
 
 
 
𝛼𝑠+1 − ?̂?𝑠+1
𝛼𝑠+2 − ?̂?𝑠+2
𝛼𝑠+3 − ?̂?𝑠+3
⋮
𝛼𝑠+𝑚−1 − ?̂?𝑠+𝑚−1
𝛼𝑠+𝑚 − ?̂?𝑠+𝑚 ]
 
 
 
 
 
 
= (𝛼𝑠+1 − ?̂?𝑠+1)
2?̂?𝑠+1 + (𝛼𝑠+1 − ?̂?𝑠+1)(𝛼𝑠+2 − ?̂?𝑠+2)?̂?𝑠+2
+ (𝛼𝑠+1 − ?̂?𝑠+1)(𝛼𝑠+2 − ?̂?𝑠+2)?̂?𝑠+2 + (𝛼𝑠+2 − ?̂?𝑠+2)
2?̂?𝑠+2
+ (𝛼𝑠+2 − ?̂?𝑠+2)(𝛼𝑠+3 − ?̂?𝑠+3)?̂?𝑠+3 + (𝛼𝑠+2 − ?̂?𝑠+2)(𝛼𝑠+3 − ?̂?𝑠+3)?̂?𝑠+3
+ (𝛼𝑠+3 − ?̂?𝑠+3)
2?̂?𝑠+3 + (𝛼𝑠+3 − ?̂?𝑠+3)(𝛼𝑠+4 − ?̂?𝑠+4)?̂?𝑠+4 +⋯
+ (𝛼𝑠+𝑚−2 − ?̂?𝑠+𝑚−2)(𝛼𝑠+𝑚−1 − ?̂?𝑠+𝑚−1)?̂?𝑠+𝑚−1
+ (𝛼𝑠+𝑚−1 − ?̂?𝑠+𝑚−1)
2?̂?𝑠+𝑚−1
+ (𝛼𝑠+𝑚−2 − ?̂?𝑠+𝑚−2)(𝛼𝑠+𝑚−1 − ?̂?𝑠+𝑚−1)?̂?𝑠+𝑚−1
+ (𝛼𝑠+𝑚−1 − ?̂?𝑠+𝑚−1)(𝛼𝑠+𝑚 − ?̂?𝑠+𝑚)?̂?𝑠+𝑚 + (𝛼𝑠+𝑚 − ?̂?𝑠+𝑚)
2?̂?𝑠+𝑚 
= ∑ (𝛼𝑡 − ?̂?𝑡)
2?̂?𝑡
𝑠+𝑚
𝑡=𝑠+1
+ 2 ∑ (𝛼𝑡 − ?̂?𝑡)(𝛼𝑡−1 − ?̂?𝑡−1)?̂?𝑡−1
𝑠+𝑚
𝑡=𝑠+2
. (C.4) 
   Hence, it can be concluded that 
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log𝑔(𝜼(𝑖)|𝛼𝑠, 𝛼𝑠+𝑚+1, 𝑦𝑠, ⋯ , 𝑦𝑠+𝑚, 𝑥𝑠, ⋯ , 𝑥𝑠+𝑚, 𝜽) 
= −
1
2𝜎𝜂
2 ∑ 𝜂𝑡
2
𝑠+𝑚−1
𝑡=𝑠
+ ?̂? + ?̂?′(𝜶(𝑖) − ?̂?(𝑖)) −
1
2
(𝜶(𝑖) − ?̂?(𝑖))
′
?̂?(𝜶(𝑖) − ?̂?(𝑖)) 
          = −
1
2𝜎𝜂
2 ∑ 𝜂𝑡
2
𝑠+𝑚−1
𝑡=𝑠
+ ?̂? + ∑ ?̂?𝑡(𝛼𝑡 − ?̂?𝑡)
𝑠+𝑚
𝑡=𝑠+1
−
1
2
{ ∑ (𝛼𝑡 − ?̂?𝑡)
2?̂?𝑡
𝑠+𝑚
𝑡=𝑠+1
+ 2 ∑ (𝛼𝑡 − ?̂?𝑡)(𝛼𝑡−1 − ?̂?𝑡−1)?̂?𝑡
𝑠+𝑚
𝑡=𝑠+2
}. 
(C.5) 
as claimed. 
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Appendix D. Programming Codes for 
Estimation and Evaluation 
This appendix exhibits several representative programming codes implemented in this 
dissertation. Specifically, Sections D.1 and D.2 provide codes for estimating the parameters and 
volatilities using GARCH models with error terms assumed following the i.i.d. normal and 
skewed student’s t-distributions, respectively. The subordinate functions followed by the main 
programs are functions used in the latter. Program of MCMC algorithm and APF step of semi-
online algorithm for RSV model are displayed in Sections D.3 and D.4, respectively. The last 
Section D.5 is designed for evaluating the predictability of the forecasts. 
 
D.1 GARCH Models with Gaussian Distribution 
1. Main Program 
clc;clear all; 
  
Ret = xlsread('DATA.xlsx','B2:B4001'); %Read the returns data. 
Xt = xlsread('DATA.xlsx','G2:G4001'); %Read the log realized volatilities data. 
T = length(Ret) - 1; 
  
%Estimate GARCH(1,1) 
model_G = garch('GARCHLags',1,'ARCHLags',1); 
[estMdl_G, estparamCov_G, logL_G] = estimate(model_G, Ret); 
condVol_G = infer(estMdl_G, Ret);  %CondVol_G: volatility estimates. 
logV_G = log(condVol_G); 
 
ParamG = estMdl_G.Constant; 
StdevG = sqrt(estparamCov_G(1,1)); 
ParamG(end+1) = cell2mat(estMdl_G.GARCH); 
StdevG(end+1) = sqrt(estparamCov_G(2,2)); 
ParamG(end+1) = cell2mat(estMdl_G.ARCH); 
StdevG(end+1) = sqrt(estparamCov_G(3,3)); 
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estG = [ParamG;StdevG]';   %Show the estimates of parameters and their standard deviations. 
%Estimate EGARCH(1,1) 
model_EG = egarch('GARCHLags',1,'ARCHLags',1,'LeverageLags',1); 
[estMdl_EG, estparamCov_EG, logL_EG] = estimate(model_EG, Ret); 
condVol_EG = infer(estMdl_EG, Ret); 
logV_EG = log(condVol_EG); 
  
ParamEG = estMdl_EG.Constant; 
StdevEG = sqrt(estparamCov_EG(1,1)); 
ParamEG(end+1) = cell2mat(estMdl_EG.GARCH); 
StdevEG(end+1) = sqrt(estparamCov_EG(2,2)); 
ParamEG(end+1) = cell2mat(estMdl_EG.Leverage); 
StdevEG(end+1) = sqrt(estparamCov_EG(3,3)); 
ParamEG(end+1) = cell2mat(estMdl_EG.ARCH); 
StdevEG(end+1) = sqrt(estparamCov_EG(4,4)); 
estEG = [ParamEG;StdevEG]';   %Show the estimates of parameters and their standard deviations. 
  
%Estimate RGARCH(1,1) 
h0 = log(condVol_G);   %Set initial values for log volatilities. 
X1trans = [ones([1,T]);(h0(1:T))';(Xt(1:T))']; 
X1 = X1trans.'; 
y1 = h0(2:T+1); 
b1 = regress(y1,X1); 
z1 = normrnd(0,1,T+1,1); 
z2 = z1.^2-1; 
  
X2trans = [ones([1,T]);(h0(2:T+1))';(z1(2:T+1))';(z2(2:T+1))']; 
X2 = X2trans.'; 
y2 = Xt(1:T,1); 
[b2,b2int,r] = regress(y2,X2); 
b2(5) = std(r); 
options = optimset('Display','off','MaxIter',10000,'TolX',10^-30,'TolFun',10^-30); 
theta0 = [b1(1),b1(2),b1(3),b2(1),b2(2),b2(3),b2(4),b2(5)];   %Set initial values for parameters. 
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data = [(Ret(1:T+1))',(Xt(1:T+1))']; 
[theta,fval,exitflag,output,grad,hessian] = fminunc('logf_RG',theta0,options,data); 
var = diag(inv(hessian),0); 
std_err = (var.^(1/2))'; 
estRG(:,1) = theta'; 
estRG(:,2) = std_err;   %Show estimation results. 
  
omega = theta(1);   bet = theta(2);   gam = theta(3);   mu = theta(4); 
phi = theta(5);   tao1 = theta(6);   tao2 = theta(7);   sigmau = theta(8); 
log_RG = 0; 
logV_RG(1) = 1/T * sum(Ret.^2); 
for t = 1:1:T 
    z1(t) = Ret(t) / sqrt(exp(logV_RG(t))); 
    z2(t) = z1(t)^2 - 1; 
    u(t) = Xt(t) - mu - phi * logV_RG(t) - tao1 * z1(t) - tao2 * z2(t); 
    log_RG = log_RG - 1/2 * (2*log(2*pi) + logV_RG(t) + Ret(t)^2/exp(logV_RG(t)) + log(sigmau) 
+ u(t)^2 /sigmau); 
    logV_RG(t+1,1) = omega + bet * logV_RG(t) + gam * Xt(t);  
%↑Estimate log volatilities recursively. 
end 
  
figure(1);   %Plot the log volatilities estimated from the respective models. 
subplot(3,1,1); plot(Xt,'-.','Color',[0.39 0.47 0.64],'LineWidth',0.1); hold on; plot(h0,'Color',[0.85 0.33 
0.1],'LineWidth',0.1); legend('logRV','log volatility-GARCH'); hold on; xlim([0,4000]); hold on; 
ylim([-4 6]); hold on; title('STOXX50E'); 
subplot(3,1,2); plot(Xt,'-.','Color',[0.39 0.47 0.64],'LineWidth',0.1); hold on; 
plot(logV_EG,'Color',[0.85 0.33 0.1],'LineWidth',0.1); legend('logRV','log volatility-EGARCH'); hold 
on; xlim([0,4000]); hold on; ylim([-4 6]); 
subplot(3,1,3); plot(Xt,'-.','Color',[0.39 0.47 0.64],'LineWidth',0.1); hold on; 
plot(logV_RG,'Color',[0.85 0.33 0.1],'LineWidth',0.1); legend('logRV','log volatility-RGARCH'); hold 
on; xlim([0,4000]); hold on; ylim([-4 6]); 
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2. Subordinate Function 
function logf = logf_RG(theta,data) 
 T = 1/2 * length(data) - 1;  Ret = data(1:T+1);  Xt = data(T+2:(2*(T+1))); 
 h = 1/T * sum(data(2:T+1).^2);  logf = 0; 
for t = 2:1:T+1 
    h = theta(1) + theta(2) * h + theta(3) * Xt(t-1); 
    z1(t) = Ret(t) / sqrt(exp(h)); 
    z2(t) = z1(t)^2 - 1; 
    u(t) = Xt(t) - theta(4) - theta(5) * h - theta(6) * z1(t) - theta(7) * z2(t); 
    logf = logf + log(2 * pi) + 1/2 * (h + Ret(t)^2/exp(h) + log(theta(8)) + u(t)^2 / theta(8)); 
end 
 
D.2 GARCH Models with Student’s t-Distribution 
1. Main Program 
clc;clear all; 
 
Ret = xlsread('DATA.xlsx','B2:B4001'); 
Xt = xlsread('DATA.xlsx','G2:G4001'); 
T = length(Ret) - 1; 
  
%Estimate GARCH-t 
model_Gt = garch('GARCHLags',1,'ARCHLags',1); 
model_Gt.Distribution = 't'; 
[estMdl_Gt, estparamCov_Gt, logL_Gt] = estimate(model_Gt, Ret); 
condVol_Gt = infer(estMdl_Gt, Ret); 
  
ParamGt = estMdl_Gt.Constant; 
StdevGt = sqrt(estparamCov_Gt(1,1)); 
ParamGt(end+1) = cell2mat(estMdl_Gt.GARCH); 
StdevGt(end+1) = sqrt(estparamCov_Gt(2,2)); 
ParamGt(end+1) = cell2mat(estMdl_Gt.ARCH); 
StdevGt(end+1) = sqrt(estparamCov_Gt(3,3)); 
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frd_Gt = struct2cell(estMdl_Gt.Distribution); 
ParamGt(end+1) = cell2mat(frd_Gt(2)); 
StdevGt(end+1) = sqrt(estparamCov_Gt(3,3)); 
estGt = [ParamGt;StdevGt]'; 
  
%Estimate EGARCH-t 
model_EGt = 
egarch('GARCHLags',1,'ARCHLags',1,'LeverageLags',1,'Distribution',struct('Name','t','DoF',
NaN)); 
[estMdl_EGt, estparamCov_EGt, logL_EGt] = estimate(model_EGt, Ret); 
condVol_EGt = infer(estMdl_EGt, Ret); 
  
ParamEGt = estMdl_EGt.Constant; 
StdevEGt = sqrt(estparamCov_EGt(1,1)); 
ParamEGt(end+1) = cell2mat(estMdl_EGt.GARCH); 
StdevEGt(end+1) = sqrt(estparamCov_EGt(2,2)); 
ParamEGt(end+1) = cell2mat(estMdl_EGt.Leverage); 
StdevEGt(end+1) = sqrt(estparamCov_EGt(3,3)); 
ParamEGt(end+1) = cell2mat(estMdl_EGt.ARCH); 
StdevEGt(end+1) = sqrt(estparamCov_EGt(4,4)); 
frd_EGt = struct2cell(estMdl_EGt.Distribution); 
ParamEGt(end+1) = cell2mat(frd_EGt(2)); 
StdevEGt(end+1) = sqrt(estparamCov_EGt(5,5)); 
estEGt = [ParamEGt;StdevEGt]'; 
  
vol_EGt(1) = 1/T * sum(Ret.^2); 
logV_EGt(1) = log (vol_EGt(1)); 
 for t = 1:1:T 
    logV_EGt(t+1,1) = ParamEGt(1) + ParamEGt(2) * logV_EGt(t) + ParamEGt(3) * 
(Ret(t) / sqrt(vol_EGt(t)) ) + ParamEGt(4) * ( abs( Ret(t) / sqrt(vol_EGt(t)) ) - sqrt(2/pi) ); 
    vol_EGt(t+1,1) = exp (logV_EGt(t+1,1)); 
 end 
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%Estimate RGARCH-t 
T = length(Ret) - 1; 
logV_Gt = log(condVol_Gt); 
 
X1trans = [ones([1,T]);(logV_Gt(1:T))';(Xt(1:T))']; 
X1 = X1trans.'; 
y1 = logV_Gt(2:T+1); 
b1 = regress(y1,X1); 
for t = 1:1:T+1 
   z1(t,1) = Ret(t) / exp (logV_Gt(t)/2); 
   z2(t,1) = z1(t)^2-1; 
end 
 
X2trans = [ones([1,T]);(logV_Gt(2:T+1))';(z1(2:T+1))';(z2(2:T+1))']; 
X2 = X2trans.'; 
y2 = Xt(2:T+1,1); 
[b2,b2int,r] = regress(y2,X2); 
b2(5) = std(r); 
  
xi = 1; 
pd = fitdist(z1,'t'); 
nu = pd.Params(3); 
options = optimset('Display','off','MaxIter',10000,'TolX',10^-30,'TolFun',10^-30); 
theta0 = [b1(1),b1(2),b1(3),b2(1),b2(2),b2(3),b2(4),b2(5),nu]; 
data = [(Ret(1:T+1))',(Xt(1:T+1))']; 
[theta,fval,exitflag,output,grad,hessian] = fminunc('tpdf_RG',theta0,options,data); 
var = diag(inv(hessian),0); 
std_err = (var.^(1/2))'; 
estRGt(:,1) = theta'; 
estRGt(:,2) = std_err; 
  
omega = theta(1);   bet = theta(2);   gam = theta(3);   mu = theta(4);   phi = theta(5); 
tao1 = theta(6);   tao2 = theta(7);   sigmau = theta(8);   nu = theta(9); 
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m = gamma((nu-1)/2) * sqrt(nu-2) / (sqrt(pi) * gamma(nu/2)) * (xi - 1/xi); 
s = sqrt(xi^2 + 1/(xi^2) -1 - m^2); 
 
log_RGt1 = T * log( 2*xi/(xi^2+1) * s * gamma((nu+1)/2)/ ( sqrt(nu*pi) * gamma(nu/2) ) ) - 
T/2 * log(2*pi*sigmau); 
log_RGt2 = 0; 
  
logV_RGt(1) = (omega + gam * mu) / (1 - bet - gam * phi); 
for t = 1:1:T 
    logV_RGt(t+1,1) = omega + bet * logV_RGt(t) + gam * Xt(t); 
    z1(t) = Ret(t) / exp(logV_RGt(t)/2); 
    z2(t) = z1(t)^2 - 1; 
    u(t) = Xt(t) - mu - phi * logV_RGt(t) - tao1 * z1(t) - tao2 * z2(t); 
    if z1(t) < -m/s 
      log_RGt2 = log_RGt2 - (nu+1)/2 * log(1 + xi^2 * (s*z1(t)+m)^2 / nu) - 1/2 * 
(logV_RGt(t) + u(t)^2 / sigmau); 
    else 
      log_RGt2 = log_RGt2 - (nu+1)/2 * log(1 + ( (s*z1(t)+m)^2 / xi^2 ) / nu) - 1/2 * 
(logV_RGt(t) + u(t)^2 / sigmau); 
    end 
    log_RGt = log_RGt1 + log_RGt2; 
end 
  
figure(1);   %Plot the log volatilities estimated from the respective models. 
subplot(3,1,1); plot(Xt,'-.','Color',[0.39 0.47 0.64],'LineWidth',0.1); hold on; 
plot(logV_Gt,'Color',[0.85 0.33 0.1],'LineWidth',0.1); legend('logRV','log volatility-
GARCH'); hold on; xlim([0,4000]); hold on; ylim([-4 6]); hold on; title('STOXX50E'); 
subplot(3,1,2); plot(Xt,'-.','Color',[0.39 0.47 0.64],'LineWidth',0.1); hold on; 
plot(logV_EGt,'Color',[0.85 0.33 0.1],'LineWidth',0.1); legend('logRV','log volatility-
EGARCH'); hold on; xlim([0,4000]); hold on; ylim([-4 6]); 
subplot(3,1,3); plot(Xt,'-.','Color',[0.39 0.47 0.64],'LineWidth',0.1); hold on; 
plot(logV_RGt,'Color',[0.85 0.33 0.1],'LineWidth',0.1); legend('logRV','log volatility-
RGARCH'); hold on; xlim([0,4000]); hold on; ylim([-4 6]); 
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2. Subordinate Function 
function logpdf = tpdf_RG(theta,data) 
  
 omega = theta(1);   bet = theta(2);   gam = theta(3);   mu = theta(4);   phi = theta(5); 
 tao1 = theta(6);   tao2 = theta(7);   sigmau = theta(8);   xi = 1;   nu = theta(9); 
  
 T = 1/2 * length(data) -1; 
 Ret = data(1:T+1); 
 Xt = data(T+2:(2*(T+1))); 
 h = (omega + gam * mu) / (1 - bet - gam * phi); 
 
 m = gamma((nu-1)/2) * sqrt(nu-2) / (sqrt(pi) * gamma(nu/2)) * (xi - 1/xi); 
 s = sqrt(xi^2 + 1/(xi^2) -1 - m^2); 
  
 logpdf1 = T * log( 2*xi/(xi^2+1) * s * gamma((nu+1)/2)/( sqrt(nu*pi) * gamma(nu/2) ) ) - 
T/2 * log( 2*pi*sigmau ); 
 logpdf2 = 0; 
for t = 2:1:T+1 
    h = omega + bet * h + gam * Xt(t-1); 
    z1(t) = Ret(t) / sqrt(exp(h)); 
    z2(t) = z1(t)^2 - 1; 
    u(t) = Xt(t) - mu - phi * h - tao1 * z1(t) - tao2 * z2(t); 
    if z1(t) < (-m/s) 
      logpdf2 = logpdf2 - (nu+1)/2 * log(1 + xi^2 * (s*z1(t)+m)^2 / nu) - 1/2 * (h + u(t)^2 / 
sigmau); 
    else 
    logpdf2 = logpdf2 - (nu+1)/2 * log(1 + ( (s*z1(t)+m)^2 / xi^2 ) / nu) - 1/2 * (h + u(t)^2 / 
sigmau); 
    end 
end 
logpdf = - logpdf1 - logpdf2; 
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D.3 GARCH Models with Skewed Student’s t-Distribution 
1. Main Program 
clc;clear all; 
  
Ret = xlsread('DATA.xlsx','B2:B4001'); 
Xt = xlsread('DATA.xlsx','G2:G4001'); 
T = length(Ret) - 1; 
  
%Estimate GARCH-skewt 
model_G = garch('GARCHLags',1,'ARCHLags',1); 
[estMdl_G, estparamCov_G, logL_G] = estimate(model_G, Ret); 
condVol_G = infer(estMdl_G, Ret); 
theta0_Gskt = estMdl_G.Constant; 
theta0_Gskt(end+1) = cell2mat(estMdl_G.GARCH); 
theta0_Gskt(end+1) = cell2mat(estMdl_G.ARCH); 
for t = 1:1:T+1     
   z1(t,1) = Ret(t) / sqrt(condVol_G(t)); 
end 
theta0_Gskt(end+1) = 1; 
pd = fitdist(z1,'t'); 
theta0_Gskt(end+1) = pd.Params(3); 
 
options_Gskt = optimset('Display','off','MaxIter',10000,'TolX',10^-30,'TolFun',10^-30); 
data_Gskt = [(Ret(1:T+1))']; 
[theta_Gskt,fval_Gskt,exitflag_Gskt,output_Gskt,grad_Gskt,hessian_Gskt] = 
fminunc('tpdf_G',theta0_Gskt,options_Gskt,data_Gskt); 
  
var_Gskt = diag(inv(hessian_Gskt),0); 
std_err_Gskt = (var_Gskt.^(1/2))'; 
estG_skt(:,1) = theta_Gskt'; 
estG_skt(:,2) = std_err_Gskt; 
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omega_Gskt = theta_Gskt(1); 
bet_Gskt = theta_Gskt(2); 
alp_Gskt = theta_Gskt(3); 
xi_Gskt = theta_Gskt(4); 
nu_Gskt = theta_Gskt(5); 
  
m_Gskt = gamma((nu_Gskt - 1) / 2) * sqrt(nu_Gskt - 2) / (sqrt(pi) * gamma(nu_Gskt / 2)) * 
(xi_Gskt - 1 / xi_Gskt); 
s_Gskt = sqrt(xi_Gskt^2 + 1 / (xi_Gskt^2) -1 - m_Gskt^2); 
  
log_Gskt1 = T * log( 2 * xi_Gskt / (xi_Gskt^2 + 1) * s_Gskt * gamma((nu_Gskt + 1) / 2) / 
( sqrt(nu_Gskt * pi) * gamma(nu_Gskt / 2) ) ); 
log_Gskt2 = 0; 
 
Ret2(1:T+1,1) = Ret.^2; 
Vol_Gskt(1) = 1/T * sum(Ret.^2); 
for t = 1:1:T  
    Vol_Gskt(t+1,1) = omega_Gskt + bet_Gskt * Vol_Gskt(t) + alp_Gskt * Ret2(t); 
    logV_Gskt(t+1,1) = log(Vol_Gskt(t+1)); 
    z1(t) = Ret(t) / sqrt(Vol_Gskt(t)); 
    if z1(t) < - m_Gskt / s_Gskt 
      log_Gskt2 = log_Gskt2 - (nu_Gskt + 1) / 2 * log(1 + xi_Gskt^2 * (s_Gskt * z1(t) + 
m_Gskt)^2 / nu_Gskt) - 1/2 * logV_Gskt(t); 
    else 
      log_Gskt2 = log_Gskt2 - (nu_Gskt + 1) / 2 * log(1 + ( (s_Gskt * z1(t) + m_Gskt)^2 / 
xi_Gskt^2 ) / nu_Gskt) - 1/2 * logV_Gskt(t); 
    end 
    log_Gskt = log_Gskt1 + log_Gskt2; 
end 
  
%Estimate EGARCH-skewt 
model_EGt = egarch 
('GARCHLags',1,'ARCHLags',1,'LeverageLags',1,'Distribution',struct('Name','t','DoF',NaN)); 
 153 
[estMdl_EGt, estparamCov_EGt, logL_EGt] = estimate(model_EGt, Ret); 
condVol_EGt = infer(estMdl_EGt, Ret); 
  
theta0_EGskt(1) = estMdl_EGt.Constant; 
theta0_EGskt(end+1) = cell2mat(estMdl_EGt.GARCH); 
theta0_EGskt(end+1) = cell2mat(estMdl_EGt.Leverage); 
theta0_EGskt(end+1) = cell2mat(estMdl_EGt.ARCH); 
theta0_EGskt(end+1) = 1; 
frd_EGskt = struct2cell(estMdl_EGt.Distribution); 
theta0_EGskt(end+1) = cell2mat(frd_EGskt(2)); 
for t = 1:1:T+1     
   z1(t,1) = Ret(t) / sqrt(condVol_EGt(t)); 
   z2(t,1) = z1(t)^2 - 1; 
end 
options_EGskt = optimset('Display','off','MaxIter',10000,'TolX',10^-30,'TolFun',10^-30); 
data_EGskt = [(Ret(1:T+1))']; 
[theta_EGskt,fval_EGskt,exitflag_EGskt,output_EGskt,grad_EGskt,hessian_EGskt] = 
fminunc('tpdf_EG',theta0_EGskt,options_EGskt,data_EGskt); 
var_EGskt = diag(inv(hessian_EGskt),0); 
std_err_EGskt = (var_EGskt.^(1/2))'; 
estEG_skt(:,1) = theta_EGskt'; 
estEG_skt(:,2) = std_err_EGskt; 
  
omega_EGskt = theta_EGskt(1); 
bet_EGskt = theta_EGskt(2); 
thet_EGskt = theta_EGskt(3); 
gam_EGskt = theta_EGskt(4); 
xi_EGskt = theta_EGskt(5); 
nu_EGskt = theta_EGskt(6); 
  
m_EGskt = gamma((nu_EGskt - 1) / 2) * sqrt(nu_EGskt - 2) / (sqrt(pi) * gamma(nu_EGskt / 
2)) * (xi_EGskt - 1 / xi_EGskt); 
s_EGskt = sqrt(xi_EGskt^2 + 1 / (xi_EGskt^2) -1 - m_EGskt^2); 
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log_EGskt1 = T * log( 2 * xi_EGskt / (xi_EGskt^2 + 1) * s_EGskt * gamma((nu_EGskt + 1) 
/ 2)/ ( sqrt(nu_EGskt * pi) * gamma(nu_EGskt / 2) ) ); 
log_EGskt2 = 0; 
  
logV_EGskt(1) = 1/T * sum(Ret.^2); 
for t = 1:1:T 
    z1(t) = Ret(t) / exp(logV_EGskt(t)/2); 
    logV_EGskt(t+1,1) = omega_EGskt + bet_EGskt * logV_EGskt(t) + thet_EGskt * z1(t) 
+ gam_EGskt * ( abs( z1(t) ) - sqrt(2/pi) ); 
    if z1(t) < - m_EGskt / s_EGskt 
       log_EGskt2 = log_EGskt2 - (nu_EGskt + 1) / 2 * log(1 + xi_EGskt^2 * (s_EGskt * 
z1(t) + m_EGskt)^2 / nu_EGskt) - 1/2 * logV_EGskt(t); 
    else 
       log_EGskt2 = log_EGskt2 - (nu_EGskt + 1) / 2 * log(1 + ( (s_EGskt * z1(t) + 
m_EGskt)^2 / xi_EGskt^2 ) / nu_EGskt) - 1/2 * logV_EGskt(t); 
    end  
    log_EGskt = log_EGskt1 + log_EGskt2;  
end 
  
%Estimate RGARCH-skewt 
model_Gt = garch('GARCHLags',1,'ARCHLags',1); 
model_Gt.Distribution = 't'; 
[estMdl_Gt, estparamCov_Gt, logL_Gt] = estimate(model_Gt, Ret); 
condVol_Gt = infer(estMdl_Gt, Ret); 
h0 = log(condVol_Gt); 
X1trans = [ones([1,T]);(h0(1:T))';(Xt(1:T))']; 
X1 = X1trans.'; 
y1 = h0(2:T+1); 
b1 = regress(y1,X1); 
for t = 1:1:T+1 
   z1(t,1) = Ret(t) / exp (h0(t)/2); 
   z2(t,1) = z1(t)^2-1; 
end 
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X2trans = [ones([1,T]);(h0(2:T+1))';(z1(2:T+1))';(z2(2:T+1))']; 
X2 = X2trans.'; 
y2 = Xt(2:T+1,1); 
[b2,b2int,r] = regress(y2,X2); 
b2(5) = std(r); 
  
xi_RGskt = 1; 
pd = fitdist(z1,'t'); 
nu_RGskt = pd.Params(3); 
options_RGskt = optimset('Display','off','MaxIter',10000,'TolX',10^-30,'TolFun',10^-30); 
theta0_RGskt = [b1(1),b1(2),b1(3),b2(1),b2(2),b2(3),b2(4),b2(5),xi_RGskt,nu_RGskt]; 
data_RGskt = [(Ret(1:T+1))',(Xt(1:T+1))']; 
[theta_RGskt,fval_RGskt,exitflag_RGskt,output_RGskt,grad_RGskt,hessian_RGskt] = 
fminunc('tpdf_RG',theta0_RGskt,options_RGskt,data_RGskt); 
 
var_RGskt = diag(inv(hessian_RGskt),0); 
std_err_RGskt = (var_RGskt.^(1/2))'; 
estRGskt(:,1) = theta_RGskt'; 
estRGskt(:,2) = std_err_RGskt; 
  
omega_RGskt = theta_RGskt(1);   bet_RGskt = theta_RGskt(2); 
gam_RGskt = theta_RGskt(3);     mu_RGskt = theta_RGskt(4); 
phi_RGskt = theta_RGskt(5);      tao1_RGskt = theta_RGskt(6); 
tao2_RGskt = theta_RGskt(7);     sigmau_RGskt = theta_RGskt(8); 
xi_RGskt = theta_RGskt(9);       nu_RGskt = theta_RGskt(10); 
  
m_RGskt = gamma((nu_RGskt - 1) / 2) * sqrt(nu_RGskt - 2) / (sqrt(pi) * gamma(nu_RGskt / 
2)) * (xi_RGskt - 1 / xi_RGskt); 
s_RGskt = sqrt(xi_RGskt^2 + 1 / (xi_RGskt^2) - 1 - m_RGskt^2); 
log_RGskt1 = T * log( 2 * xi_RGskt / (xi_RGskt^2 + 1) * s_RGskt * gamma((nu_RGskt + 1) 
/ 2) / ( sqrt(nu_RGskt * pi) * gamma(nu_RGskt / 2) ) ) - T/2 * log(2 * pi * sigmau_RGskt); 
log_RGskt2 = 0; 
 
 156 
logV_RGskt(1) = (omega_RGskt + gam_RGskt * mu_RGskt) / (1 - bet_RGskt - gam_RGskt 
* phi_RGskt); 
for t = 1:1:T  
    logV_RGskt(t+1,1) = omega_RGskt + bet_RGskt * logV_RGskt(t) + gam_RGskt * 
Xt(t); 
    z1(t) = Ret(t) / exp(logV_RGskt(t)/2); 
    z2(t) = z1(t)^2 - 1; 
    u_RGskt(t) = Xt(t) - mu_RGskt - phi_RGskt * logV_RGskt(t) - tao1_RGskt * z1(t) - 
tao2_RGskt * z2(t); 
    if z1(t) < - m_RGskt / s_RGskt 
       log_RGskt2 = log_RGskt2 - (nu_RGskt + 1) / 2 * log(1 + xi_RGskt^2 * (s_RGskt * 
z1(t) + m_RGskt)^2 / nu_RGskt) - 1/2 * (logV_RGskt(t) + u_RGskt(t)^2 / sigmau_RGskt); 
    else 
       log_RGskt2 = log_RGskt2 - (nu_RGskt + 1) / 2 * log(1 + ( (s_RGskt * z1(t) + 
m_RGskt)^2 / xi_RGskt^2 ) / nu_RGskt) - 1/2 * (logV_RGskt(t) + u_RGskt(t)^2 / 
sigmau_RGskt); 
    end  
    log_RGskt = log_RGskt1 + log_RGskt2; 
end 
  
figure(1);   %Plot the log volatilities estimated from the respective models. 
subplot(3,1,1); plot(Xt,'-.','Color',[0.39 0.47 0.64],'LineWidth',0.1); hold on; 
plot(logV_Gskt,'Color',[0.85 0.33 0.1],'LineWidth',0.1); legend('logRV','log volatility-
GARCH'); hold on; xlim([0,4000]); hold on;ylim([-4 6]); hold on; title('STOXX50E'); 
subplot(3,1,2); plot(Xt,'-.','Color',[0.39 0.47 0.64],'LineWidth',0.1); hold on; 
plot(logV_EGskt,'Color',[0.85 0.33 0.1],'LineWidth',0.1); legend('logRV','log volatility-
EGARCH'); hold on; xlim([0,4000]); hold on; ylim([-4 6]); 
subplot(3,1,3); plot(Xt,'-.','Color',[0.39 0.47 0.64],'LineWidth',0.1); hold on; 
plot(logV_RGskt,'Color',[0.85 0.33 0.1],'LineWidth',0.1); legend('logRV','log volatility-
RGARCH'); hold on; xlim([0,4000]); hold on; ylim([-4 6]); 
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2. Subordinate Functions 
%Function of tpdf_G 
function logpdf_G = tpdf_G(theta,data) 
 omega = theta(1);  bet = theta(2);  alp = theta(3);  xi = theta(4);  nu = theta(5); 
 T = length(data) -1; 
 Ret = data(1:T+1); 
 Vol = 1/T * sum(Ret.^2); 
 m = gamma((nu-1)/2) * sqrt(nu-2) / (sqrt(pi) * gamma(nu/2)) * (xi - 1/xi); 
 s = sqrt(xi^2 + 1/(xi^2) -1 - m^2); 
  
 logpdf1 = T * log( 2*xi/(xi^2+1) * s * gamma((nu+1)/2)/( sqrt(nu*pi) * gamma(nu/2) ) ); 
 logpdf2 = 0; 
for t = 2:1:T+1 
    Vol = omega + bet * Vol + alp * Ret(t-1)^2; 
    z1(t) = Ret(t) / sqrt(Vol); 
    if z1(t) < (-m/s) 
       logpdf2 = logpdf2 - (nu+1)/2 * log(1 + xi^2 * (s*z1(t)+m)^2 / nu) - 1/2 * log(Vol); 
    else 
       logpdf2 = logpdf2 - (nu+1)/2 * log(1 + ( (s*z1(t)+m)^2 / xi^2 ) / nu) - 1/2 * log(Vol); 
    end 
end 
logpdf_G = - logpdf1 - logpdf2; 
 
%Function of tpdf_EG 
function logpdf = tpdf_EG(theta,data) 
 omega = theta(1);   bet = theta(2);   thet = theta(3); 
 gam = theta(4);   xi = theta(5);   nu = theta(6); 
  
 T = length(data) -1; 
 Ret = data(1:T+1); 
 h = 1/T * sum(Ret.^2); 
 m = gamma((nu-1)/2) * sqrt(nu-2) / (sqrt(pi) * gamma(nu/2)) * (xi - 1/xi); 
 s = sqrt(xi^2 + 1/(xi^2) -1 - m^2); 
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 logpdf1 = T * log( 2*xi/(xi^2+1) * s * gamma((nu+1)/2)/( sqrt(nu*pi) * gamma(nu/2) ) ); 
 logpdf2 = 0; 
for t = 2:1:T+1 
    z1(t) = Ret(t) / sqrt(exp(h)); 
    h = omega + bet * h + thet * z1(t) + gam * ( abs( z1(t) ) - sqrt(2/pi) ); 
    if z1(t) < (-m/s) 
       logpdf2 = logpdf2 - (nu+1)/2 * log(1 + xi^2 * (s*z1(t)+m)^2 / nu) - 1/2 * h; 
    else 
       logpdf2 = logpdf2 - (nu+1)/2 * log(1 + ( (s*z1(t)+m)^2 / xi^2 ) / nu) - 1/2 * h; 
    end 
end 
logpdf = - logpdf1 - logpdf2; 
 
%Function of tpdf_RG 
function logpdf = tpdf_RG(theta,data) 
 omega = theta(1);  bet = theta(2);  gam = theta(3);  mu = theta(4);  phi = theta(5); 
 tao1 = theta(6);  tao2 = theta(7);  sigmau = theta(8);  xi = theta(9);  nu = theta(10); 
  
 T = 1/2 * length(data) -1; 
 Ret = data(1:T+1); 
 Xt = data(T+2:(2*(T+1))); 
 h = (omega + gam * mu) / (1 - bet - gam * phi); 
 m = gamma((nu-1)/2) * sqrt(nu-2) / (sqrt(pi) * gamma(nu/2)) * (xi - 1/xi); 
 s = sqrt(xi^2 + 1/(xi^2) -1 - m^2); 
  
 logpdf1 = T * log( 2*xi/(xi^2+1) * s * gamma((nu+1)/2)/( sqrt(nu*pi) * gamma(nu/2) ) ) - 
T/2 * log( 2*pi*sigmau ); 
 logpdf2 = 0; 
for t = 2:1:T+1 
    h = omega + bet * h + gam * Xt(t-1); 
    z1(t) = Ret(t) / sqrt(exp(h)); 
    z2(t) = z1(t)^2 - 1; 
    u(t) = Xt(t) - mu - phi * h - tao1 * z1(t) - tao2 * z2(t); 
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    if z1(t) < (-m/s) 
       logpdf2 = logpdf2 - (nu+1)/2 * log(1 + xi^2 * (s*z1(t)+m)^2 / nu) - 1/2 * (h + u(t)^2 
/ sigmau); 
    else 
       logpdf2 = logpdf2 - (nu+1)/2 * log(1 + ( (s*z1(t)+m)^2 / xi^2 ) / nu) - 1/2 * (h + 
u(t)^2 / sigmau); 
    end 
end 
logpdf = - logpdf1 - logpdf2; 
    
D.4 Estimating RSV Model Via MCMC Simulation Method 
%Estimate the parameters and volatilities for logRV using MCMC 
clc; clear all; 
Ret = xlsread('DATA.xlsx','B2:B4001'); 
Xt= xlsread('DATA.xlsx','G2:G4001'); %Read the returns and logRV data. 
%Set values of parameters essential for prior distributions: 
mu0 = 0; sigma0 = 1; beta1phi = 20; beta2phi = 1.5; muxi0 = 0; sigmaxi0 = 1; 
beta1ro = 1; beta2ro = 2; gamma1 = 2.5; gamma2 = 0.025;  
nu0 = 5; T = length(EURet) - 1; nu1 = nu0 + T - 2; 
N = 10000; Nb = 5000; %N:number of total samples; Nb: number of burn-in-period. 
I = eye(2);  
%Set initial values for parameters 
mu(1) = 0; phi(1) = 0.9; xi(1) = 0; ro(1) = -0.3; c(1) = xi(1) + mu(1); 
sigmaeta(1) = 0.05; sigmau(1) = 0.3; sigmaepsilon(1) = exp(mu0); 
sigmauinv(1) = 1/sigmau(1); 
SIGMA(1,1,1) = nu0 * sigmaepsilon(1);  
%↑SIGMA: variance-covariance matrix of e_t and eta_t. 
SIGMA(1,2,1) = nu0 * ro(1) * sqrt(sigmaepsilon(1)) * sqrt(sigmaeta(1)); 
SIGMA(2,1,1) = nu0 * ro(1) * sqrt(sigmaepsilon(1)) * sqrt(sigmaeta(1)); 
SIGMA(2,2,1) = nu0 * sigmaeta(1); 
SIGMA0inv(1:2,1:2) = SIGMA(1:2,1:2,1); 
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%Set initial values for h,Ap and tao 
h(1:T+1,1) = Xt(1:T+1,1); %Set initial values for log volatility (h). 
Ap(1:T+1,1) = Xt(1:T+1,1) - mu(1); %Set initial values for alpha where alpha(t) = h(t) - mu. 
Apnew(1:T+1,1) = Ap(1:T+1,1); %Set initial values for the new values of alpha. 
Apmode(1:T+1,1) = Ap(1:T+1); %Set initial values for the mode of alpha. 
eta(1:T) = Ap(2:T+1) - phi(1) * Ap(1:T); eta2(1:T) = eta(1:T).^2; 
%Separate alpha(1:T) into kn blocks using stochastic knots: 
kn = round(T/20);  k(1) = 1;  k(kn+1) = T; 
for j = 2:1:kn 
    l = 1;    
    while l < 2  
    uk(j) = unifrnd(0,1,1); 
    if uk(j) == 0 
       uk(j) = []; 
    elseif uk(j) == 1; 
        uk(j) = []; 
    else 
        uk(j); l = l + 1; 
    end 
   end 
    k(j) = round(T * (j + uk(j)) / (kn + 1)); 
end 
i = 1; 
while i < N + 1 
    u(i) = unifrnd(0,1,1); 
    if u(i) == 0 
       u(i) = []; 
    elseif u(i) == 1; 
        u(i) = []; 
    else 
        u(i); i = i + 1; 
    end 
end    
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for i = 1:1:N 
n = 1; 
while n < 6 
for j = 1:1:kn  %Find posterior modes of eta 
  for s = k(j)+1:1:k(j+1) 
      if s == T 
        mutm(s) = 0; dmutm(s) = 0; 
        dmut1m(s) = ro(i) * sqrt(sigmaepsilon(i)) / sqrt(sigmaeta(i)) * exp(Apmode(s-1)/2); 
        sigmatm(s) = sigmaepsilon(i) * exp(Apmode(s)); 
      else 
        mutm(s) = ro(i) * sqrt(sigmaepsilon(i)) / sqrt(sigmaeta(i)) * (Apmode(s+1) -phi(i) * 
Apmode(s)) * exp(Apmode(s)/2); 
        dmutm(s) = ro(i) * sqrt(sigmaepsilon(i)) / sqrt(sigmaeta(i)) * (-phi(i) + 
(Apmode(s+1) -phi(i) * Apmode(s)) / 2) * exp(Apmode(s) / 2); 
        dmut1m(s) = ro(i) * sqrt(sigmaepsilon(i)) / sqrt(sigmaeta(i)) * exp(Apmode(s-1)/2); 
        sigmatm(s) = (1 - ro(i)^2) * sigmaepsilon(i) * exp(Apmode(s)); 
      end  
 
      switch s 
        case 2  
            dm(s) = -1/2 + (Ret(s) - mutm(s))^2 / (2 * sigmatm(s)) + (Ret(s) -mutm(s)) / 
sigmatm(s) * dmutm(s) + (Xt(s) - c(i) - Apmode(s)) / sigmau(i); 
            Am(s) = 1/2 + sigmatm(s)^(-1) * dmutm(s)^2 + sigmau(i)^(-1); 
            Bm(s) = 0; 
        case T 
            dm(s) = -1/2 + Ret(s)^2 / (2 * sigmatm(s)) + (Ret(s-1) - mutm(s-1)) / 
sigmatm(s-1) * dmut1m(s) + (Xt(s) - c(i) - Apmode(s)) / sigmau(i); 
            Am(s) = 1/2 + sigmatm(s-1)^(-1) * dmut1m(s)^2 + sigmau(i)^(-1); 
            Bm(s) = sigmatm(s-1)^(-1) * dmutm(s-1) * dmut1m(s); 
        case k(j+1) 
             dm(s) = -1/2 + (Ret(s) - mutm(s))^2 / (2 * sigmatm(s)) + (Ret(s) -mutm(s)) / 
sigmatm(s) * dmutm(s) + (Ret(s-1) - mutm(s-1)) / sigmatm(s-1) * dmut1m(s) + (Xt(s) - c(i) - 
Apmode(s)) / sigmau(i) + phi(i) * (Apmode(s+1) - phi(i) * Apmode(s)) / sigmaeta(i); 
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             Am(s) = 1/2 + sigmatm(s)^(-1) * dmutm(s)^2 + sigmatm(s-1)^(-1) * 
dmut1m(s)^2 + sigmau(i)^(-1) + phi(i)^2 / sigmaeta(i); 
             Bm(s) = sigmatm(s-1)^(-1) * dmutm(s-1) * dmut1m(s); 
        otherwise 
            dm(s)= -1/2 + (Ret(s) - mutm(s))^2 / (2 * sigmatm(s)) + (Ret(s) -mutm(s)) / 
sigmatm(s) * dmutm(s) + (Ret(s-1) - mutm(s-1)) / sigmatm(s-1) * dmut1m(s) + (Xt(s) - c(i) - 
Apmode(s)) / sigmau(i); 
            Am(s) = 1/2 + sigmatm(s)^(-1) * dmutm(s)^2 + sigmatm(s-1)^(-1) * 
dmut1m(s)^2 + sigmau(i)^(-1); 
            Bm(s) = sigmatm(s-1)^(-1) * dmutm(s-1) * dmut1m(s); 
      end 
  end 
for s = k(j)+1:1:k(j+1) 
   Jm(k(j+1)+1) = 0; 
      if s == 2 
        am(s) = 0;  Pm(s) = sigmaeta(i);  Dm(s) = Am(s);  Km(s) = sqrt(Dm(s)); 
        Jm(s) = 0;  Jm(s+1) = Bm(s+1) * Km(s)^(-1);  bm(s) = dm(s);  
        gamm(s) = Apmode(s) + Km(s)^(-1) * Jm(s+1) * Apmode(s+1); 
        ym(s) = gamm(s) + Dm(s)^(-1) * bm(s);  Zm(s) = 1 + Km(s)^(-1) * Jm(s+1) * 
phi(i);          
Gm(s,1:2) = Km(s)^(-1) * [1, Jm(s+1) * sqrt(sigmaeta(i))];  
Hm(s,1:2) = [0, sqrt(sigmaeta(i))]; 
        em(s) = ym(s) - Zm(s) * am(s); 
        Em(s) = Zm(s)^2 * Pm(s) + Gm(s,1:2) * (Gm(s,1:2))'; 
        Fm(s) = (phi(i) * Pm(s) * Zm(s) + Hm(s,1:2) * (Gm(s,1:2))') * Em(s)^(-1); 
        Lm(s) = phi(i) - Fm(s) * Zm(s); 
        Mm(s,1:2) = Hm(s,1:2) - Fm(s) * Gm(s,1:2); 
  elseif  s == k(j)+1 
        am(s) = 0;  Pm(s) = sigmaeta(i);  Dm(s) = Am(s);  Km(s) = sqrt(Dm(s)); 
        Jm(s)=0;  bm(s) = dm(s);  
gamm(s) = Apmode(s) + Km(s)^(-1) * Jm(s+1) * Apmode(s+1); 
        ym(s) = gamm(s) + Dm(s)^(-1) * bm(s);   
Zm(s) = 1 + Km(s)^(-1) * Jm(s+1) * phi(i); 
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        Gm(s,1:2) = Km(s)^(-1) * [1, Jm(s+1) * sqrt(sigmaeta(i))]; 
        Hm(s,1:2) = [0,sqrt(sigmaeta(i))]; 
        em(s) = ym(s) - Zm(s) * am(s); 
        Em(s) = Zm(s)^2 * Pm(s) + Gm(s,1:2) * (Gm(s,1:2))'; 
        Fm(s) = (phi(i) * Pm(s) * Zm(s) + Hm(s,1:2) * (Gm(s,1:2))') * Em(s)^(-1); 
        Lm(s) = phi(i) - Fm(s) * Zm(s); 
        Mm(s,1:2) = Hm(s,1:2) - Fm(s) * Gm(s,1:2); 
    else 
        am(s) = phi(i) * am(s-1) + Fm(s-1) * em(s-1); 
        Pm(s) = phi(i) * Pm(s-1) * Lm(s-1) + Hm(s-1,1:2) * (Mm(s-1,1:2))';  
        Dm(s) = Am(s) - Dm(s-1)^(-1) * Bm(s)^2;  Km(s) = sqrt(Dm(s)); 
        Jm(s) = Bm(s) * Km(s-1)^(-1);  bm(s) = dm(s) - Jm(s) * Km(s-1)^(-1) * bm(s-1); 
        gamm(s) = Apmode(s) + Km(s)^(-1) * Jm(s+1) * Apmode(s+1); 
      ym(s) = gamm(s) + Dm(s)^(-1) * bm(s);  Zm(s) = 1 + Km(s)^(-1) * Jm(s+1) * phi(i); 
        Gm(s,1:2) = Km(s)^(-1) * [1, Jm(s+1) * sqrt(sigmaeta(i))]; 
        Hm(s,1:2) = [0, sqrt(sigmaeta(i))]; 
        em(s) = ym(s) - Zm(s) * am(s); 
        Em(s) = Zm(s)^2 * Pm(s) + Gm(s,1:2) * (Gm(s,1:2))'; 
        Fm(s) = (phi(i) * Pm(s) * Zm(s) + Hm(s,1:2) * (Gm(s,1:2))') * Em(s)^(-1); 
        Lm(s) = phi(i) - Fm(s) * Zm(s); 
        Mm(s,1:2) = Hm(s,1:2) - Fm(s) * Gm(s,1:2); 
      end 
  end 
    
  rm(k(j+1)) = 0;  Um(k(j+1)) = 0; 
  for s = k(j+1):-1:k(j)+1 
     rm(s-1) = Zm(s) * Em(s)^(-1) * em(s) + Lm(s) * rm(s); 
     Um(s-1) = Zm(s)^2 * Em(s)^(-1) + Lm(s)^2 * Um(s); 
  end 
       
Apmode(k(j)+1) = Ap(k(j)+1); 
  for s = k(j)+1:1:k(j+1) 
     uhat(1:2,s) = (Gm(s,1:2))' .* Em(s)^(-1) * em(s) + (Mm(s,1:2))' * rm(s); 
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     etamode(s) = sqrt(sigmaeta(i)) * uhat(2,s); 
     Apmode(s+1) = phi(i) * Apmode(s) + etamode(s); 
  end 
end 
   n = n+1; 
end 
  
%Simulate candidates of eta and alpha using the modes above 
for j = 1:1:kn 
 J(k(j+1)+1) = 0; 
 for s = k(j)+1:1:k(j+1) 
      if s == T 
        mut(s)=0;  dmut(s)=0; 
        dmut1(s) = ro(i) * sqrt(sigmaepsilon(i)) / sqrt(sigmaeta(i)) * exp(Apmode(s-1) / 2); 
        sigmat(s) = sigmaepsilon(i) * exp(Apmode(s)); 
      else 
        mut(s) = ro(i) * sqrt(sigmaepsilon(i)) / sqrt(sigmaeta(i)) * (Apmode(s+1) -phi(i) * 
Apmode(s)) * exp(Apmode(s) / 2); 
        dmut(s) = ro(i) * sqrt(sigmaepsilon(i)) / sqrt(sigmaeta(i)) * (-phi(i) + (Apmode(s+1) 
-phi(i) * Apmode(s)) / 2) * exp(Apmode(s) / 2); 
        dmut1(s) = ro(i) * sqrt(sigmaepsilon(i)) / sqrt(sigmaeta(i)) * exp(Apmode(s-1) / 2); 
        sigmat(s) = (1 - ro(i)^2) * sigmaepsilon(i) * exp(Apmode(s)); 
      end  
  
      switch s 
        case 2  
            d(s) = -1/2 + (Ret(s) - mut(s))^2 / (2 * sigmat(s)) + (Ret(s) -mut(s)) / sigmat(s) 
* dmut(s) + (Xt(s) - c(i) - Apmode(s)) / sigmau(i); 
            A(s) = 1/2 + sigmat(s)^(-1) * dmut(s)^2 + sigmau(i)^(-1); 
            B(s) = 0; 
        case T 
            d(s) = -1/2 + Ret(s)^2 / (2 * sigmat(s)) + (Ret(s-1) - mut(s-1)) / sigmat(s-1) * 
dmut1(s) + (Xt(s) - c(i) - Apmode(s)) / sigmau(i); 
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            A(s) = 1/2 + sigmat(s-1)^(-1) * dmut1(s)^2 + sigmau(i)^(-1); 
            B(s) = sigmat(s-1)^(-1) * dmut(s-1) * dmut1(s); 
        case k(j+1) 
            d(s) = -1/2 + (Ret(s) - mut(s))^2 / (2 * sigmat(s)) + (Ret(s) -mut(s)) / sigmat(s) 
* dmut(s) + (Ret(s-1) - mut(s-1)) / sigmat(s-1) * dmut1(s) + (Xt(s) - c(i) - Apmode(s)) / 
sigmau(i) + phi(i) * (Apmode(s+1) - phi(i) * Apmode(s)) / sigmaeta(i); 
            A(s) = 1/2 + sigmat(s)^(-1) * dmut(s)^2 + sigmat(s-1)^(-1) * dmut1(s)^2 + 
sigmau(i)^(-1) + phi(i)^2 / sigmaeta(i); 
            B(s) = sigmat(s-1)^(-1) * dmut(s-1) * dmut1(s); 
        Otherwise 
            d(s) = -1/2 + (Ret(s) - mut(s))^2 / (2 * sigmat(s)) + (Ret(s) -mut(s)) / sigmat(s) 
* dmut(s) + (Ret(s-1) - mut(s-1)) / sigmat(s-1) * dmut1(s) + (Xt(s) - c(i) - Apmode(s)) / 
sigmau(i); 
            A(s) = 1/2 + sgmat(s)^(-1) * dmut(s)^2 + sigmat(s-1)^(-1) * dmut1(s)^2 + 
sigmau(i)^(-1); 
            B(s) = sigmat(s-1)^(-1) * dmut(s-1) * dmut1(s); 
      end 
 end 
  
 for  s = k(j)+1:1:k(j+1) 
     J(k(j+1)+1) = 0; 
      if s == 2 
        a(s)=0;  P(s) = sigmaeta(i);  D(s) = A(s);  K(s) = sqrt(D(s)); 
        J(s)=0;  J(s+1) = B(s+1) * K(s)^(-1);  b(s) = d(s);  
        gam(s) = Apmode(s) + K(s)^(-1) * J(s+1) * Apmode(s+1); 
        y(s) = gam(s) + D(s)^(-1) * b(s);  Z(s) = 1 + K(s)^(-1) * J(s+1) * phi(i); 
        G(s,1:2) = K(s)^(-1) * [1, J(s+1) * sqrt(sigmaeta(i))]; 
        H(s,1:2) = [0, sqrt(sigmaeta(i))]; 
        e(s) = y(s) - Z(s) * a(s);  E(s) = Z(s)^2 * P(s) + G(s,1:2) * (G(s,1:2))'; 
        F(s) = (phi(i) * P(s) * Z(s) + H(s,1:2) * (G(s,1:2))') * E(s)^(-1); 
        L(s) = phi(i) - F(s) * Z(s);  M(s,1:2) = H(s,1:2) - F(s) * G(s,1:2); 
  elseif  s==k(j)+1 
        a(s) = 0;  P(s) = sigmaeta(i);   
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D(s) = A(s);  K(s) = sqrt(D(s));  J(s) = 0;  b(s) = d(s); 
        gam(s) = Apmode(s) + K(s)^(-1) * J(s+1) * Apmode(s+1); 
        y(s) = gam(s) + D(s)^(-1) * b(s);  Z(s) = 1 + K(s)^(-1) * J(s+1) * phi(i); 
        G(s,1:2) = K(s)^(-1) * [1, J(s+1) * sqrt(sigmaeta(i))]; 
        H(s,1:2) = [0, sqrt(sigmaeta(i))]; 
        e(s) = y(s) - Z(s) * a(s);  E(s) = Z(s)^2 * P(s) + G(s,1:2) * (G(s,1:2))'; 
        F(s) = (phi(i) * P(s) * Z(s) + H(s,1:2) * (G(s,1:2))') * E(s)^(-1); 
        L(s) = phi(i) - F(s) * Z(s);  M(s,1:2) = H(s,1:2) - F(s) * G(s,1:2); 
    else 
        a(s) = phi(i) * a(s-1) + F(s-1) * e(s-1); 
        P(s) = phi(i) * P(s-1) * L(s-1) + H(s-1,1:2) * (M(s-1,1:2))';  
        D(s) = A(s) - D(s-1)^(-1) * B(s)^2;  K(s) = sqrt(D(s)); 
        J(s) = B(s) * K(s-1)^(-1);  b(s) = d(s) - J(s) * K(s-1)^(-1) * b(s-1); 
        gam(s) = Apmode(s) + K(s)^(-1) * J(s+1) * Apmode(s+1); 
        y(s) = gam(s) + D(s)^(-1) * b(s);  Z(s) = 1 + K(s)^(-1) * J(s+1) * phi(i); 
        G(s,1:2) = K(s)^(-1) * [1, J(s+1) * sqrt(sigmaeta(i))];   
H(s,1:2) = [0, sqrt(sigmaeta(i))]; 
        e(s) = y(s) - Z(s) * a(s);  E(s) =Z (s)^2 * P(s) + G(s,1:2) * (G(s,1:2))'; 
        F(s) = (phi(i) * P(s) * Z(s) + H(s,1:2) * (G(s,1:2))') * E(s)^(-1); 
        L(s) = phi(i) - F(s) * Z(s); 
        M(s,1:2) = H(s,1:2) - F(s) * G(s,1:2); 
      end 
end 
      r(k(j+1)) = 0;  U(k(j+1)) = 0; 
  for  s = k(j+1):-1:k(j)+1   
      C(s) = H(s,1:2) * (I - (G(s,1:2))' * G(s,1:2) .* E(s)^(-1) -(M(s,1:2))' * M(s,1:2) .* U(s)) 
* (H(s,1:2))'; 
      kapa(s) = normrnd(0,C(s),1); 
      V(s) = H(s,1:2) * ((G(s,1:2))' .* E(s)^(-1) * Z(s) + (M(s,1:2))' .* U(s) * L(s)); 
      r(s-1) = Z(s) * E(s)^(-1) * e(s) + L(s) * r(s) - V(s) * C(s)^(-1) * kapa(s); 
      U(s-1) = Z(s)^2 * E(s)^(-1) + L(s)^2 * U(s) + V(s)^2 * C(s)^(-1);     
  end 
  Apnew(k(j)+1) = Ap(k(j)+1); 
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  for s = k(j)+1:1:k(j+1) 
      etanew(s) = H(s,1:2) * ((G(s,1:2))' * E(s)^(-1) * e(s) + (M(s,1:2))' * r(s)) + kapa(s); 
      eta2new(s) = etanew(s)^2;  Apnew(s+1) = phi(i) * Apnew(s) + etanew(s); 
      %Calculate L(alpha) of eq.(4.26) 
      if s == T 
        mutA(1,s) = 0;  mutA(2,s) = 0; 
        sigmatA(1,s) = sigmaepsilon(i) * exp(Ap(T)); 
        sigmatA(2,s) = sigmaepsilon(i) * exp(Apnew(T)); 
      else 
        mutA(1,s) = ro(i) * sqrt(sigmaepsilon(i)) / sqrt(sigmaeta(i)) * (Ap(s+1) -phi(i) * 
Ap(s)) * exp(Ap(s) / 2); 
        mutA(2,s) = ro(i) * sqrt(sigmaepsilon(i)) / sqrt(sigmaeta(i)) * (Apnew(s+1) -phi(i) * 
Apnew(s)) * exp(Apnew(s) / 2); 
        sigmatA(1,s) = (1 - ro(i)^2) * sigmaepsilon(i) * exp(Ap(s)); 
        sigmatA(2,s) = (1 - ro(i)^2) * sigmaepsilon(i) * exp(Apnew(s)); 
      end 
        
     %Simulate the posterior distribution of eta using AR-MH algorithm    
        lt(s) = -Ap(s) / 2 - (Ret(s) - mutA(1,s))^2 / (2 * sigmatA(1,s)) - (Xt(s) - c(i) -
Ap(s))^2 / (2 * sigmau(i)); 
        ltnew(s) = -Apnew(s) / 2 - (Ret(s) - mutA(2,s))^2 / (2 * sigmatA(2,s)) - (Xt(s) - c(i) 
-Apnew(s))^2 / (2 * sigmau(i)); 
        ltm(s) = -Apmode(s) / 2 - (Ret(s) - mut(s))^2 / (2 * sigmat(s)) - (Xt(s) - c(i) -
Apmode(s))^2 / (2 * sigmau(i)); 
        %Define the log of proposal density function c*g  
        Lt1(s) = d(s) * (Ap(s) - Apmode(s));   
Lt2A(s) = (Ap(s) - Apmode(s))^2 * A(s); 
        bLt1(s) = d(s) * (Apnew(s) - Apmode(s));   
bLt2A(s) = (Apnew(s) - Apmode(s))^2 *A(s); 
      if s == k(j)+1 
        Lt2B(s) = 0;  bLt2B(s) = 0; 
      else 
        Lt2B(s) = (Ap(s) - Apmode(s)) * (Ap(s-1) - Apmode(s-1)) * B(s); 
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        bLt2B(s) = (Apnew(s) - Apmode(s)) * (Apnew(s-1) - Apmode(s-1)) * B(s); 
      end 
      Lt2(s) = Lt2A(s) + 2 * Lt2B(s); 
      bLt2(s) = bLt2A(s) + 2 * bLt2B(s); 
  end 
      if j == kn 
        Lt(j) = sum(lt(k(j)+1:k(j+1))); 
        Ltnew(j) = sum(ltnew(k(j)+1:k(j+1))); 
        Ltm(j) = sum(ltm(k(j)+1:k(j+1))); 
      else 
        Lt(j) = sum(lt(k(j)+1:k(j+1))) - 1/(2*sigmaeta(i))*(Ap(k(j+1)+1) - 
phi(i)*Ap(k(j+1)))^2; 
        Ltnew(j) = sum(ltnew(k(j)+1:k(j+1))) – 1 / (2 * sigmaeta(i)) * (Apnew(k(j+1)+1) -
phi(i) * Apnew(k(j+1)))^2; 
        Ltm(j) = sum(ltm(k(j)+1:k(j+1))) – 1 / (2 * sigmaeta(i)) * (Apmode(k(j+1)+1) -
phi(i) * Apmode(k(j+1)))^2; 
      end 
      logf1(j) = -1 / (2 * sigmaeta(i)) * sum(eta2(k(j):k(j+1)-1)) + Lt(j); 
      logf2(j) = -1 / (2 * sigmaeta(i)) * sum(eta2new(k(j):k(j+1)-1)) + Ltnew(j); 
      logg1(j) = -1 / (2 * sigmaeta(i)) * sum(eta2(k(j):k(j+1)-1)) + Ltm(j) + 
sum(Lt1(k(j)+1:k(j+1))) - 1/2 * sum(Lt2(k(j)+1:k(j+1))); 
      logg2(j) = -1 / (2 * sigmaeta(i)) * sum(eta2new(k(j):k(j+1)-1)) + Ltm(j) + 
sum(bLt1(k(j)+1:k(j+1))) - 1/2 * sum(bLt2(k(j)+1:k(j+1))); 
  
 probu(j) = exp(logf2(j)) * exp(logg1(j)) / (exp(logf1(j)) * exp(logg2(j))); 
      if u(i) < probu(j) 
        eta(k(j):k(j+1)-1) = etanew(k(j):k(j+1)-1);  
        eta2(k(j):k(j+1)-1) = eta2new(k(j):k(j+1)-1);  
        Ap(k(j)+1:k(j+1)) = Apnew(k(j)+1:k(j+1));  
      else 
        eta(k(j):k(j+1)-1);  eta2(k(j):k(j+1)-1);  Ap(k(j)+1:k(j+1));             
      end 
end   
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Apnew(1:T+1) = Ap(1:T+1);  Apmode(1:T+1) = Ap(1:T+1);   
h(1:T+1) = Ap(1:T+1) + mu(i);  
  
%Simulate phi 
priorphi(1,i) = (1 + phi(i)) ^ (beta1phi - 1) * (1 - phi(i)) ^ (beta2phi - 1); 
for t = 2:T-1 
   muphisub1(t) = (Ap(t+1) - ro(i) * sqrt(sigmaeta(i)) / sqrt(sigmaepsilon(i)) * exp(-Ap(t) / 
2) * Ret(t)) * Ap(t); 
end 
for t = 3:T-1 
   muphisub2(t) = Ap(t)^2; 
end 
   muphi1(i) = sum(muphisub1(2:T-1)); 
   muphi2(i) = sum(muphisub2(3:T-1)); 
   muphi(i) = muphi1(i) / (ro(i)^2 * Ap(2)^2 + muphi2(i)); 
   sigmaphi(i) = sigmaeta(i) * (1 - ro(i)^2) / (ro(i)^2 * Ap(2)^2 + muphi2(i)); 
     
   p = 1; 
   while p < 2 
        phi(i+1,1) = normrnd(muphi(i), sqrt(sigmaphi(i)), 1); 
        if  (phi(i+1) > 1) || (phi(i+1) < -1) 
            clear phi(i+1); 
        else 
            phi(i+1,1);  p = p + 1; 
         end 
    end 
    priorphi(2,i) = (1 + phi(i+1)) ^ (beta1phi - 1) * (1 - phi(i+1)) ^ (beta2phi - 1); 
    probphi(i) = (priorphi(2,i) * sqrt(1 - phi(i+1)^2)) / (priorphi(1,i) * sqrt(1 - phi(i)^2)); 
    if  u(i) < probphi(i) 
       phi(i+1); 
    else 
       phi(i+1) = phi(i); 
    end 
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%Simulate mu,ro,sigmaeta  
  for t = 2:T-1 
     zt(1:2,t) = [Ret(t) * exp(-Ap(t) / 2); Ap(t+1) - phi(i+1) * Ap(t)]; 
     Zt(1,1,t) = zt(1,t) * zt(1,t);  Zt(1,2,t) = zt(1,t) * zt(2,t); 
     Zt(2,1,t) = Zt(1,2,t);  Zt(2,2,t) = zt(2,t) * zt(2,t); 
  end 
     Zsum(1,1) = sum(Zt(1,1,2:T-1));  Zsum(1,2) = sum(Zt(1,2,2:T-1)); 
     Zsum(2,1) = Zsum(1,2);  Zsum(2,2) = sum(Zt(2,2,2:T-1)); 
  SIGMA1inv(1:2,1:2) = SIGMA0inv(1:2,1:2) + Zsum(1:2,1:2); 
  SIGMA1(1:2,1:2) = inv(SIGMA1inv(1:2,1:2)); 
  SIGMAinv(1:2,1:2,2) = wishrnd(SIGMA1(1:2,1:2),nu1); 
  SIGMA(1:2,1:2,2) = inv(SIGMAinv(1:2,1:2,2)); 
  
  prob1(i) = (SIGMA(2,2,1))^(-1/2) * (SIGMA(1,1,1))^(-1/2) * exp(-Ap(2)^2 * (1 -
phi(i+1)^2) / (2 * SIGMA(2,2,1)) - Ret(T)^2 / (2 * SIGMA(1,1,1) * exp(Ap(T)))); 
  prob2(i) = (SIGMA(2,2,2))^(-1/2) * (SIGMA(1,1,2))^(-1/2) * exp(-Ap(2)^2 * (1 -
phi(i+1)^2) / (2 * SIGMA(2,2,2)) - Ret(T)^2 / (2 * SIGMA(1,1,2) * exp(Ap(T)))); 
  probSIGMA(i) = prob2(i) / prob1(i); 
    if  u(i) < probSIGMA(i) 
       SIGMA(1:2,1:2,2); 
    else 
       SIGMA(1:2,1:2,2) = SIGMA(1:2,1:2,1); 
    end 
  sigmaepsilon(i+1,1) = SIGMA(1,1,2); 
  mu(i+1,1) = log(sigmaepsilon(i+1)); 
  sigmaeta(i+1,1) = SIGMA(2,2,2); 
  ro(i+1,1) = SIGMA(1,2,2) / sqrt(sigmaepsilon(i+1) * sigmaeta(i+1)); 
  SIGMA(1:2,1:2,1) = SIGMA(1:2,1:2,2); 
  
%Simulate xi 
  muxi1sum(i) = sum(Xt(2:T)-h(2:T)); 
  muxi1(i) = (sigmaxi0 * muxi1sum(i) + sigmau(i) * muxi0) / ((T-1) * sigmaxi0+sigmau(i)); 
  sigmaxi1(i) = sqrt(sigmaxi0 * sigmau(i) / ((T-1) * sigmaxi0 + sigmau(i))); 
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  xi(i+1,1) = normrnd(muxi1(i), sqrt(sigmaxi1(i)), 1); 
  c(i+1,1) = xi(i+1) + mu(i+1); 
   
%Simulate sigmau 
  gammau1 = gamma1 + (T - 1) / 2; 
  for t = 2:1:T 
     gammau2sub(t) = (Xt(t) - xi(i+1) - h(t))^2; 
  end 
  gammau2(i) = gamma2 + 1/2 * sum(gammau2sub(2:T)); 
  sigmauinv(i+1) = gamrnd(gammau1, 1/gammau2(i), 1); 
  sigmau(i+1,1) = 1 / sigmauinv(i+1); 
end 
    
%Estimate the mean, standard deviation, 95% Bayesian credible interval, p-value of the CD 
statistic, and IF of the parameters 
mu(1:Nb+1) = [];  phi(1:Nb+1) = [];  sigmaepsilon(1:Nb+1) = [];  ro(1:Nb+1) = []; 
sigmaeta(1:Nb+1) = []; xi(1:Nb+1) = []; sigmau(1:Nb+1)=[];  
%↑Discard the burn-in-period samples. 
  
n1 = (N - Nb) * 0.1;  n2 = (N - Nb) * 0.5 + 1;  n3 = N - Nb; 
  
k1 = 10; k2 = 50; 
for  j1 = 1:1:k1 
    MUg1meansub(j1) = mean(mu((j1-1)*(n1/k1)+1 : j1*(n1/k1))); 
    PHIg1meansub(j1) = mean(phi((j1-1)*(n1/k1)+1 : j1*(n1/k1))); 
    ROg1meansub(j1) = mean(ro((j1-1)*(n1/k1)+1 : j1*(n1/k1))); 
    XIg1meansub(j1) = mean(xi((j1-1)*(n1/k1)+1 : j1*(n1/k1))); 
    SIGMAETAg1meansub(j1) = mean(sigmaeta((j1-1)*(n1/k1)+1 : j1*(n1/k1))); 
    SIGMAUg1meansub(j1) = mean(sigmau((j1-1)*(n1/k1)+1 : j1*(n1/k1))); 
end 
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for  j2 = 1:1:k2 
    MUg2meansub(j2) = mean(mu((j2-1)*((n3-n2+1)/k2)+n2 : j2*((n3-n2+1)/k2)+n2-1)); 
    PHIg2meansub(j2) = mean(phi((j2-1)*((n3-n2+1)/k2)+n2 : j2*((n3-n2+1)/k2)+n2-1)); 
    ROg2meansub(j2) = mean(ro((j2-1)*((n3-n2+1)/k2)+n2 : j2*((n3-n2+1)/k2)+n2-1)); 
    XIg2meansub(j2) = mean(xi((j2-1)*((n3-n2+1)/k2)+n2 : j2*((n3-n2+1)/k2)+n2-1)); 
SIGMAETAg2meansub(j2) = mean(sigmaeta((j2-1)*((n3-n2+1)/k2)+n2 : j2*((n3-
n2+1)/k2)+n2-1)); 
SIGMAUg2meansub(j2) = mean(sigmau((j2-1)*((n3-n2+1)/k2)+n2 : j2*((n3-
n2+1)/k2)+n2-1)); 
end 
 
MUg1mean = (1/k1) * sum(MUg1meansub(1:k1)); 
PHIg1mean = (1/k1) * sum(PHIg1meansub(1:k1)); 
ROg1mean = (1/k1) * sum(ROg1meansub(1:k1)); 
XIg1mean = (1/k1) * sum(XIg1meansub(1:k1)); 
SIGMAETAg1mean = (1/k1) * sum(SIGMAETAg1meansub(1:k1)); 
SIGMAUg1mean = (1/k1) * sum(SIGMAUg1meansub(1:k1)); 
  
MUg2mean = (1/k2) * sum(MUg2meansub(1:k2)); 
PHIg2mean = (1/k2) * sum(PHIg2meansub(1:k2)); 
ROg2mean = (1/k2) * sum(ROg2meansub(1:k2)); 
XIg2mean = (1/k2) * sum(XIg2meansub(1:k2)); 
SIGMAETAg2mean = (1/k2) * sum(SIGMAETAg2meansub(1:k2)); 
SIGMAUg2mean = (1/k2) * sum(SIGMAUg2meansub(1:k2)); 
  
for  j1 = 1:1:k1 
    MUg1varsub(j1) = (MUg1meansub(j1) - MUg1mean)^2; 
    PHIg1varsub(j1) = (PHIg1meansub(j1) - PHIg1mean)^2; 
    ROg1varsub(j1) = (ROg1meansub(j1) - ROg1mean)^2; 
    XIg1varsub(j1) = (XIg1meansub(j1) - XIg1mean)^2; 
    SIGMAETAg1varsub(j1) = (SIGMAETAg1meansub(j1) - SIGMAETAg1mean)^2; 
    SIGMAUg1varsub(j1) = (SIGMAUg1meansub(j1) - SIGMAUg1mean)^2; 
end 
 173 
for  j2 = 1:1:k2 
    MUg2varsub(j2) = (MUg2meansub(j2) - MUg2mean)^2; 
    PHIg2varsub(j2) = (PHIg2meansub(j2) - PHIg2mean)^2; 
    ROg2varsub(j2) = (ROg2meansub(j2) - ROg2mean)^2; 
    XIg2varsub(j2) = (XIg2meansub(j2) - XIg2mean)^2; 
    SIGMAETAg2varsub(j2) = (SIGMAETAg2meansub(j2) - SIGMAETAg2mean)^2; 
    SIGMAUg2varsub(j2) = (SIGMAUg2meansub(j2) - SIGMAUg2mean)^2; 
end 
MUg1var = sum(MUg1varsub(1:k1)) / (k1*(k1-1)); 
PHIg1var = sum(PHIg1varsub(1:k1)) / (k1*(k1-1)); 
ROg1var = sum(ROg1varsub(1:k1)) / (k1*(k1-1)); 
XIg1var = sum(XIg1varsub(1:k1)) / (k1*(k1-1)); 
SIGMAETAg1var = sum(SIGMAETAg1varsub(1:k1)) / (k1*(k1-1)); 
SIGMAUg1var = sum(SIGMAUg1varsub(1:k1)) / (k1*(k1-1)); 
  
MUg2var = sum(MUg2varsub(1:k2)) / (k2*(k2-1)); 
PHIg2var = sum(PHIg2varsub(1:k2)) / (k2*(k2-1)); 
ROg2var = sum(ROg2varsub(1:k2)) / (k2*(k2-1)); 
XIg2var = sum(XIg2varsub(1:k2)) / (k2*(k2-1)); 
SIGMAETAg2var = sum(SIGMAETAg2varsub(1:k2)) / (k2*(k2-1)); 
SIGMAUg2var = sum(SIGMAUg2varsub(1:k2)) / (k2*(k2-1)); 
  
MU = mean(mu);  MUstd = std(mu);  MUp1 = prctile(mu,2.5);  MUp2 = prctile(mu,97.5); 
MUg1 = mean(mu(1:n1));  MUg2 = mean(mu(n2:n3)); 
MUcd = (MUg1 - MUg2) / sqrt(MUg1var + MUg2var); 
MUcdp = 2 * (1 - normcdf(abs(MUcd), 0, 1)); 
MUacf = autocorr(mu, 1);  MUif = 1 + 2 * (sum(MUacf) - 1); 
 
PHI = mean(phi);  PHIstd = std(phi);  PHIp1 = prctile(phi,2.5);  PHIp2 = prctile(phi,97.5); 
PHIg1 = mean(phi(1:n1));  PHIg2 = mean(phi(n2:n3)); 
PHIcd = (PHIg1 - PHIg2) / sqrt(PHIg1var + PHIg2var); 
PHIcdp = 2 * (1 - normcdf(abs(PHIcd), 0, 1)); 
PHIacf = autocorr(phi, 1);  PHIif = 1 + 2 * (sum(PHIacf) - 1); 
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RO = mean(ro);  ROstd = std(ro);  ROp1 = prctile(ro,2.5);  ROp2 = prctile(ro,97.5); 
ROg1 = mean(ro(1:n1));  ROg2 = mean(ro(n2:n3)); 
ROcd = (ROg1 - ROg2) / sqrt(ROg1var + ROg2var); 
ROcdp = 2 * (1 - normcdf(abs(ROcd), 0, 1)); 
ROacf = autocorr(ro, 20);  ROif = 1 + 2 * (sum(ROacf) - 1); 
 
XI = mean(xi);  XIstd = std(xi);  XIp1 = prctile(xi,2.5);  XIp2 = prctile(xi,97.5); 
XIg1 = mean(xi(1:n1));  XIg2 = mean(xi(n2:n3)); 
XIcd = (XIg1 - XIg2) / sqrt(XIg1var + XIg2var); 
XIcdp = 2 * (1 - normcdf(abs(XIcd), 0, 1)); 
XIacf = autocorr(xi, 2);  XIif = 1 + 2 * (sum(XIacf) - 1); 
  
SIGMAEPSILON = mean(sigmaepsilon); 
SIGMAETA = mean(sigmaeta);  SIGMAETAstd = std(sigmaeta); 
SIGMAETAp1 = prctile(sigmaeta,2.5);  SIGMAETAp2 = prctile(sigmaeta,97.5); 
SIGMAETAg1 = mean(sigmaeta(1:n1));  SIGMAETAg2 = mean(sigmaeta(n2:n3)); 
SIGMAETAcd = (SIGMAETAg1-SIGMAETAg2) / 
sqrt(SIGMAETAg1var+SIGMAETAg2var); 
SIGMAETAcdp = 2 * (1 - normcdf(abs(SIGMAETAcd) ,0, 1)); 
SIGMAETAacf = autocorr(sigmaeta, 20);  SIGMAETAif = 1+2*(sum(SIGMAETAacf) - 1); 
  
SIGMAU = mean(sigmau);  SIGMAUstd = std(sigmau); 
SIGMAUp1 = prctile(sigmau,2.5);  SIGMAUp2 = prctile(sigmau,97.5); 
SIGMAUg1 = mean(sigmau(1:n1));  SIGMAUg2 = mean(sigmau(n2:n3)); 
SIGMAUcd = (SIGMAUg1 - SIGMAUg2) / sqrt(SIGMAUg1var + SIGMAUg2var); 
SIGMAUcdp = 2 * (1 - normcdf(abs(SIGMAUcd), 0, 1)); 
SIGMAUacf = autocorr(sigmau, 1);  SIGMAUif = 1 + 2 * (sum(SIGMAUacf) - 1); 
  
%Table of Parameter Estimates 
ParamMU = mean(mu);  ParamPHI = mean(phi);   
ParamRO = mean(ro);  ParamSIGMAETA = mean(sigmaeta); 
ParamXI = mean(xi);  ParamSIGMAU = mean(sigmau); 
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ParamMU(end+1) = MUstd;  ParamPHI(end+1) = PHIstd; 
ParamRO(end+1) = ROstd;  ParamSIGMAETA(end+1) = SIGMAETAstd; 
ParamXI(end+1) = XIstd;  ParamSIGMAU(end+1) = SIGMAUstd; 
  
ParamMU(end+1) = MUp1;  ParamPHI(end+1) = PHIp1; 
ParamRO(end+1) = ROp1;  ParamSIGMAETA(end+1) = SIGMAETAp1; 
ParamXI(end+1) = XIp1;  ParamSIGMAU(end+1) = SIGMAUp1; 
  
ParamMU(end+1) = MUp2;  ParamPHI(end+1) = PHIp2; 
ParamRO(end+1) = ROp2;  ParamSIGMAETA(end+1) = SIGMAETAp2; 
ParamXI(end+1) = XIp2;  ParamSIGMAU(end+1) = SIGMAUp2; 
  
ParamMU(end+1) = MUcdp;  ParamPHI(end+1) = PHIcdp; 
ParamRO(end+1) = ROcdp;  ParamSIGMAETA(end+1) = SIGMAETAcdp; 
ParamXI(end+1) = XIcdp;  ParamSIGMAU(end+1) = SIGMAUcdp; 
  
ParamMU(end+1) = MUif;  ParamPHI(end+1) = PHIif; 
ParamRO(end+1) = ROif;  ParamSIGMAETA(end+1) = SIGMAETAif; 
ParamXI(end+1) = XIif;  ParamSIGMAU(end+1) = SIGMAUif; 
  
ParamRSV=[ParamMU;ParamPHI;ParamRO;ParamSIGMAETA;ParamXI;ParamSIGMAU]; 
 
D.5 APF Step of Semi-online Simulation Method 
Suppose we have the MCMC samples based on Section D.4, this section illustrates how to 
simulate samples after the MCMC step via APF algorithm. 
%APF Step 
for i=1:1:N  %N: number of particles. 
    w2(i) = 1 / N;  
    hp(i) = normrnd(Xt(T+1), SIGMAETA / (1 - PHI^2),1); 
end 
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for t = T+1:1:T1  %T: MCMC period;  T+1~T1: APF period. 
   for i = 1:1:N 
w2(i) = 1 / N;  
      mut(i) = MU+PHI * (hp(i) - MU)+RO * sqrt(SIGMAETA) * exp(-hp(i)/2) * Ret(t-1);         
      g(i) = w2(i) * 1 / (2 * pi * sqrt(SIGMAU)) * exp(-1 / 2 * mut(i) – 1 / 2 * Ret(t)^2 * 
exp(-mut(i)) – 1 / (2 * SIGMAU) * (Xt(t) - XI - mut(i))^2);  
   end 
     
    for i = 1:1:N 
        w1(i) = g(i) / sum(g(1:N)); 
    end 
     
   seq = 1:1:N; 
   for i = 1:1:N 
      k(i) = randsrc(1,1,[seq;w1(1:N)]); 
      hp(i) = normrnd(mut(k(i)), sqrt(SIGMAETA), 1); 
      weight2(i) = exp(-1 / 2 * hp(i) - 1 / 2 * Ret(t)^2 * exp(-hp(i)) - 1 / (2 * SIGMAU) * 
(Xt(t) -XI - hp(i))^2) / exp(-1/2 * mut(k(i)) - 1 / 2 * Ret(t)^2 * exp(-mut(k(i))) - 1 / (2 * 
SIGMAU) * (Xt(t) - XI - mut(k(i)))^2);  
   end 
     
    for i = 1:1:N 
       w2(i) = weight2(i) / sum(weight2(1:N));  %Normalize the weight to unity. 
       hsub(i) = w2(i) * hp(i); 
    end 
    h(t,1) = sum(hsub(1:N));   Ap(t,1) = h(t,1) - MU; 
  
%Simulate phi 
priorphi1 = (1 + PHI) ^ (beta1phi - 1) * (1 - PHI) ^ (beta2phi - 1); 
for s = 2:t-1 
   muphisub1(s) = (Ap(s+1) - RO * sqrt(SIGMAETA) / sqrt(SIGMAEPSILON) * exp(-
Ap(s) / 2) * Ret(s)) * Ap(s); 
end 
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for s = 3:t-1 
   muphisub2(s) = Ap(s)^2; 
end 
 muphi1 = sum(muphisub1(2:t-1));  muphi2 = sum(muphisub2(3:t-1)); 
 muphi = muphi1 / (RO^2 * Ap(2)^2 + muphi2); 
 sigmaphi = SIGMAETA * (1 - RO^2) / (RO^2 * Ap(2)^2 + muphi2); 
    
 p=1; 
 while p<2 
      phip(t,1) = normrnd(muphi, sqrt(sigmaphi), 1); 
      if (phip(t) > 1) || (phip(t) < -1) 
        clear phi(t,1); 
      else 
        phip(t,1);  p = p + 1; 
      end 
 end  
 priorphi2 = (1 + phip(t)) ^ (beta1phi - 1) * (1 - phip(t)) ^ (beta2phi - 1); 
 probphi = (priorphi2 * sqrt(1 - phip(t)^2)) / (priorphi1 * sqrt(1 - PHI^2)); 
if u(t) < probphi 
   phip(t,1); 
 else 
   phip(t,1) = PHI; 
 end 
     
 %Simulate mu, ro, sigmaeta 
 nu1 = nu0 + t - 2; 
 for s = 2:t-1 
    zt(1:2,s) = [Ret(s) * exp(-Ap(s) / 2); Ap(s+1) - phip(t) * Ap(s)]; 
    Zt(1,1,s) = zt(1,s) * zt(1,s);  Zt(1,2,s) = zt(1,s) * zt(2,s); 
    Zt(2,1,s) = Zt(1,2,s);  Zt(2,2,s) = zt(2,s) * zt(2,s); 
 end 
    Zsum(1,1) = sum(Zt(1,1,2:t-1));  Zsum(1,2) = sum(Zt(1,2,2:t-1)); 
    Zsum(2,1) = Zsum(1,2);  Zsum(2,2) = sum(Zt(2,2,2:t-1)); 
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   SIGMA1inv(1:2,1:2) = SIGMA0inv(1:2,1:2) + Zsum(1:2,1:2); 
   SIGMA1(1:2,1:2) = inv(SIGMA1inv(1:2,1:2)); 
SIGMAinv(1:2,1:2,2) = wishrnd(SIGMA1(1:2,1:2),nu1); 
   SIGMA(1:2,1:2,2) = inv(SIGMAinv(1:2,1:2,2)); 
   prob1 = (SIGMA(2,2,1))^(-1/2) * (SIGMA(1,1,1))^(-1/2) * exp(-Ap(2)^2 * (1 - PHI^2) / 
(2 * SIGMA(2,2,1)) - Ret(t)^2 / (2 * SIGMA(1,1,1) * exp(Ap(t)))); 
   prob2 = (SIGMA(2,2,2))^(-1/2) * (SIGMA(1,1,2))^(-1/2) * exp(-Ap(2)^2 * (1 -PHI^2) / 
(2 * SIGMA(2,2,2)) - Ret(t)^2 / (2 * SIGMA(1,1,2) * exp(Ap(t)))); 
   probSIGMA = prob2 / prob1; 
   
   if u(t) < probSIGMA 
      SIGMA(1:2,1:2,2); 
   else 
      SIGMA(1:2,1:2,2) = SIGMA(1:2,1:2,1); 
   end 
      sigmaepsilonp(t,1) = SIGMA(1,1,2); 
mup(t,1) = log(sigmaepsilonp(t)); 
      sigmaetap(t,1) = SIGMA(2,2,2);  
rop(t,1) = SIGMA(1,2,2) / sqrt(sigmaepsilonp(t) * sigmaetap(t)); 
      SIGMA(1:2,1:2,1)=SIGMA(1:2,1:2,2);  
  
   %Simulate xi 
   muxi1sum = sum(Xt(2:t) - h(2:t)); 
   muxi1 = (sigmaxi0 * muxi1sum + SIGMAU * muxi0) / ((t - 1) * sigmaxi0 + SIGMAU); 
   sigmaxi1 = sigmaxi0 * SIGMAU / ((t - 1) * sigmaxi0 + SIGMAU); 
   xip(t,1) = normrnd(muxi1, sqrt(sigmaxi1), 1); 
         
   %Simulate sigmau 
   gammau1 = gamma1 + (t - 1) / 2; 
   for s = 2:1:t 
      gammau2sub(s) = (Xt(s) - xi(t) - h(s))^2; 
   end 
   gammau2 = gamma2 + 1 / 2 * sum(gammau2sub(2:t-1));  
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   sigmauinv = gamrnd(gammau1, 1/gammau2, 1); 
   sigmaup(t,1) = 1 / sigmauinv; 
   
   MU = mup(t,1);  PHI = phip(t,1);  RO = rop(t,1);  SIGMAETA = sigmaetap(t,1); 
   XI = xip(t,1);  SIGMAU = sigmaup(t,1);  SIGMAEPSILON = sigmaepsilonp(t,1); 
end 
 
D.6 Forecasting and Evaluation 
Having the volatility forecasts obtained from the respective models, we use the results from the 
to evaluate the performance of these investigated models. The following program is the special 
case designed for SV models when k = 20. 
 
%Estimate the 1-day-ahead VaR and ES forecasts. 
T1 = length (Ret);  Tf = 3000;   
%↑Ret: returns data;  T1: sample size;  T1-Tf: forecast number. 
k = 20;  T = Tf - k; 
d1(1:3) = zeros(1,3);  d2(1:3) = zeros(1,3); 
for f = 1:1:T1-Tf 
Ret(1:T+1,1) = Ret(f:T+f);   
proxy1 = SRV(f:T+f); 
   proxy2 = SRK(f:T+f);  %SRV, SRK: volatility proxies read from database. 
    
  sigmaf = SIGMAETA * (1-RO^2); 
    for j = 1:1:k 
        muf(f,1) = MU + PHI * (logV(T+j) - MU) + RO * sqrt(SIGMAETA) * Ret(T+j) * 
exp(-logV(T+j)/2); 
        logV(T+j+1,1) = normrnd(muf(f), sigmaf, 1); 
        Ret(T+j+1,1) = exp(logV(T+j+1)/2) * normrnd(0,1,1);  
    end 
     
    logV(Tf+1,1) = normrnd(muf(f), sqrt(sigmaf), 1); 
    vol(f) = exp(logV(Tf+1));  %logVf(f): k-day-ahead volatility forecasts. 
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   MSEsub(f,1) = (proxy1 - vol(f))^2 / 2; 
MSEsub(f,2) = (proxy2 - vol(f))^2 / 2; 
   QLIKEsub(f,1) = proxy1 / vol(f) - log(proxy1 / vol(f)) - 1; 
QLIKEsub(f,2) = proxy2 / vol(f) - log(proxy2 / vol(f)) - 1; 
    
    %Compute VaR and ES 
    pr(1:3) = [0.01, 0.05, 0.10]; 
    zi(1:3) = [norminv(pr(1), 0, 1), norminv(pr(2), 0, 1), norminv(pr(3), 0, 1)]; 
    VaR(f,1:3) = sqrt(vol(f)) .* zi(1:3); 
  
    randR(1:10000,1) = sqrt(vol(f)) .* normrnd(0,1,10000,1);    
    m(1:3) = zeros(1,3); 
    for x = 1:1:3 
        for i = 1:1:10000      
            if randR(i) < VaR(f,x) 
               R(i,x) = randR(i);  m(x) = m(x) + 1; 
            else 
               R(i,x) = 0; 
           end   
        end     
    end     
ES(f,1:3) = [1 / m(1) * sum(R(1:10000, 1)), 1 / m(2) * sum(R(1:10000, 2)), 1 / m(3) * 
sum(R(1:10000, 3))]; 
  
   %Compute D1(alpha) and D2(alpha) for evaluating the ES forecasts. 
   DELTA(f,1:3) = Ret(Tf+1) - ES(f,1:3);  
    for x = 1:1:3 
        if Ret(Tf+1) < VaR(f,x) 
           delta1(f,x) = DELTA(f,x); d1(x) = d1(x)+1;  
        else 
           delta1(f,x) = 0;  d1(x); 
        end 
        if DELTA(f,x) < pr(x) 
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           delta2(f,x) = DELTA(f,x);  d2(x) = d2(x) + 1; 
        else 
           delta2(f,x) = 0;  d2(x); 
        end 
    end 
end 
 
MSE(1) = 1 / (T1 - Tf ) * sum(MSEsub(1:T1-Tf,1)); 
MSE(2) = 1 / (T1 - Tf ) * sum(MSEsub(1:T1-Tf,2)); 
QLIKE(1) = 1 / (T1 - Tf) * sum(QLIKEsub(1:T1-Tf,1)); 
QLIKE(2) = 1 / (T1 - Tf) * sum(QLIKEsub(1:T1-Tf,2)); 
 
for x = 1:1:3 
   EFR(x) = d1(x) / (T1 - Tf); 
   LR(x) = 2 * log(EFR(x) ^ d1(x) * (1 - EFR(x)) ^ (T1 - Tf - d1(x))) - 2 * log(pr(x) ^ d1(x) 
* (1 -pr(x)) ^ (T1 - Tf - d1(x))); 
   LRstat(x) = 1 - chi2cdf(LR(x),1); 
   Dvalue(x) = (abs(1/d1(x) * sum(delta1(1:T1-Tf,x))) + abs(1/d2(x) * sum(delta2(1:T1-
Tf,x)))) / 2; 
end 
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