The equation of the density field of an assembly of macroscopic particles advected by a hydro-dynamic flow is derived from the microscopic description of the system. This equation allows one to recognize the role and the relative importance of the different microscopic processes implicit in the model: the driving of the external flow, the inertia of the particles, and the collisions among them. The validity of the density description is confirmed by comparisons of numerical studies of the continuum equation with direct simulation Monte Carlo simulations of hard disks advected by a chaotic flow. We show that the collisions have two competing roles: a dispersinglike effect and a clustering effect (even for elastic collisions). An unexpected feature is also observed in the system: the presence of collisions can reverse the effect of inertia, so that grains with lower inertia are more clusterized.
I. INTRODUCTION
The transport of inertial particles in hydrodynamic flows has recently attracted the attention of many researchers [1] . The great number of applications of this topic, including, e.g., ecological problems (dynamics of plankton populations), geophysical processes (cloud formation, transport of pollutants in the atmosphere, or the oceans), or chemical engineering (chemical reactions in turbulent or chaotic flows), constitutes the main reason for this interest.
In most of these works, despite considering finite-size particles, the effect of the colliding processes among particles was completely disregarded. However, in some applications, as exemplified by rain initiation in clouds [2] , the role of collisions seems to be crucial. Thus, in order to take them into account, in a recent paper [3] we have introduced a simple model of a granular material, N particles subject to mutual collisions (elastic or inelastic), advected by a twodimensional chaotic flow (gravity is not considered). The model equivalently describes inertial particles colliding among them and immersed in a chaotic flow, with the density of the particles higher than that of the fluid. A novel result found in Ref. [3] is that collisions may strongly modify the scenario of the so-called preferential concentration [1] by which particles in turbulent flows, in the absence of collisions, tend to aggregate in specific spatial areas.
In this paper we derive from first principles the equation for the macroscopic density of grains (we indistinctly speak of grains or colliding particles) for the model of Ref. [3] (but with a flow not necessarily chaotic). Its properties are discussed and, in particular, we show how it can explain two different effects of collisions: dispersion and clustering. In addition, the macroscopic equation helps us to understand another surprising feature of the model, observed in the direct simulation Monte Carlo (DSMC) simulations, which we call reversed clustering: in the presence of collisions lower values of inertia can induce more aggregation of the particles.
The paper is organized as follows. In the following section we present our model and derive an explicit expression for the velocity of the grains. In Sec. III we obtain the evolution equation for the density field of particles. Next, in Sec. IV we present some of the most relevant features of this density equation; in particular, we discuss the relative importance of its different terms. In Sec. V we numerically check our theoretical results and, finally, in Sec. VI we summarize the paper.
II. EQUATIONS OF MOTION AND STOCHASTIC TREATMENT OF COLLISIONS
The equations of motion of N granular particles driven by an external velocity field u͑r , t͒ are given by
where i =1, ... ,N, v i is the velocity of particle i, r i its position, p is the Stokes time, ␥ = ͑1+r͒ /2, r ͓0,1͔ is the restitution coefficient ͑r ഛ 1, with r = 1 for elastic collisions͒, n ij ͑t͒ is the unitary vector joining the centers of particles i and j at time t ͑in the following we will also use the notation n ͑r , rЈ͒ to denote a unitary vector joining vectors r and rЈ͒, ␦ is the Dirac delta, and with t ij k we denote the times at which particles i and j make their kth collision. The first term in Eq. ͑1͒ indicates the inertia of the particles and the second one shows how the velocity of a particle is modified because of the collisions with the rest. Without collisions Eqs. ͑1͒ and ͑2͒ are the equations of motion of N spherical particles where the Bernoulli term, the added-mass term, the Basset-Boussinesq history integral term, and the Faxen corrections are neglected. Thus, the advection of the particles is modelized taking only the Stokes drag as the relevant term in the Maxey and Riley equations ͓4͔. This is a consistent approximation when the particles of the granular system are much heavier than those of the fluid ͓5͔, which is the case that we are considering. It is also fundamental to mention that the relevant time scales of the problem were identified in Ref.
͓3͔ to be the typical time of the flow T, the Stokes time p , the mean collision time c , and, in the case of a chaotic flow, the time f , given by the inverse of the Lyapunov exponent of the flow.
In order to obtain a close expression for v i ͑t͒ we first nondimensionalize time and velocities taking as unit scales the typical time T and typical length L of the flow, i.e., t → t / T, u → uT / L, and v → vT / L. Then v i ͑t͒ will be obtained as a formal expansion in the nondimensional parameter p = p / T. From Eq. (1) one has straightforwardly
then this expression of v i is itself substituted on the righthand side ͑rhs͒ of Eq. ͑3͒ and one obtains to order p 2 ,
͑4͒
If one writes down explicitly i ͑t͒,
͑5͒
one can see that it is a very complicated expression taking into account collisions among different particles. Neglecting the first term in Eq. ͑5͒ one can assume that it is some kind of effective stochastic term acting at the colliding times ͑this hypothesis will be checked in Sec. V͒, i.e., it denotes a random kick on a particle every time it collides:
where j ͑t͒ is a Gaussian white noise with zero mean and
It is now easy to obtain that ͗ i ͑t͒͘ = 0, and the correlations
where n(r i ͑t͒ , t) is such that n͑r , t͒drdt is the average number of collisions that a particle positioned in r undergoes at time t. DЈ and DЉ are constants absorbed at the end in the definition of D, which is another constant of order 4 / T 4 ͑ is the diameter of the particles͒. This last statement comes from comparing the full expression at order p 2 in Eq. ͑5͒ with Eq. ͑7͒.
Finally, denoting i ͑t͒ = ͱDn(r i ͑t͒ , t) i ͑t͒ we arrive to
where is a Gaussian white noise with zero mean and cor-
At this point we make the hypothesis that Eq. (8) is valid for any p ; in some sense, the higher-order terms ⌰͑ p 3 ͒ just renormalize the diffusion coefficient. This is supported by the fact that for large p the noise term in Eq. (8) dominates, which is consistent with the fact that in Eq. (1) for p large the dynamics of the particles is mainly driven by collisions. Thus, this hypothesis finally states that the net effect of the colliding processes is properly modelized by the noise term appearing in Eq. (8). This will also be checked in Sec. V.
III. EVOLUTION EQUATION OF THE DENSITY FIELD
Our aim is to obtain the evolution equation of the density field of particles. For this we closely follow [7, 6] and define ͑r , t͒ = ͚ i=1 N i ͑r , t͒ϵ͚ i ␦(r i ͑t͒ − r). Using Ito calculus [7] ‫ץ‬ i ͑r,t͒
͑9͒
We assume now that the local free time between collisions, c ͑r , t͒, is everywhere smaller than any other characteristic time of the system, and that the mean free path c ͑r , t͒ is also smaller than any other characteristic spatial scale. With these hypotheses we will proceed by integrating every term in Eq. (9) over small space-time cells ⌬V⌬t (with this integral normalized by this spatiotemporal volume) such that c ͑r , t͒ Ͻ⌬t Ͻ min͕ p ,1, f ͖, and c 2 ͑r , t͒ Ͻ⌬V Ͻ 2 , with the minimum typical space scale of the system. Assuming that the fields and u are constant over the above space-time cells, the integration over ⌬V⌬t (normalized with this volume) and the summation over index i of the left-hand side (lhs) in Eq. (9), and of the first two terms on the rhs can be easily calculated.
More complicated are the other terms. Let us study them in detail beginning with the diffusion term [the third on the rhs of Eq.
The first equality arises from the assumption that i is constant in ⌬V⌬t, and in the last one we have used that ͐dtЈdrЈn͑rЈ , tЈ͒Ϸ͑r , t͒⌬V⌬t / c , which follows from the above-mentioned definition of the quantity n͑r , t͒drdt. Note also that we have assumed that c is constant but all our results can be extended to a c dependent on the coordinates and time.
Next we proceed with the collision term, the fourth one on the rhs of Eq. (9). Using the notation s͑rЈ , rЉ , tЈ͒ ϵ (͓u͑rЈ , tЈ͒ − u͑rЉ , tЈ͔͒ · n ͑rЈ , rЉ͒)n ͑rЈ , rЉ͒, and, again, that i is approximately constant, the sum over i and integration over ⌬V⌬t can be written as
Then, evaluating the time integral we obtain
͑12͒
Here the ͚ ͗k͘ indicates a restriction in the sum to the colliding times t ij k in the time interval ͓t , t + ⌬t͔, and the notation ͚ ͗j͘ restricts the sum to the particles whose position is given by r j ͑t ij k ͒ = rЈ + n j , where, as already indicated, is the diameter of the particles and n j is a unitary vector. This calculation deserves some clarifications: the restricted sum to the colliding times appears because of the ␦ function, and the sum restricted to the particles with the position as mentioned comes from the fact that, right at the collision event, two particles are separated by a distance n , where n is an arbitrary unit vector. dn s͑rЈ,rЈ + n ,t͒␦"r j ͑t͒ − ͑rЈ + n ͒…, ͑13͒
Then
so that now we do not have to manage with a restricted sum.
Moreover, the sum of the ␦'s is the definition of , and we have that Eq. ͑13͒ is just
the equality comes from considering a Taylor expansion in powers of . Therefore, the collision term takes the form ͑assuming again constancy of the density and velocity fields in ⌬V͒
dn ͓͑n · ١ r u͑r,t͒ · n ͔n ͬ .
͑15͒
Finally, taking the average over the noise as in Ref. [6] , the last term in Eq. (9) disappears, and noting ͑r , t͒ ϵ͗͑r , t͒͘ we obtain the evolution equation for this density field [8] ‫ץ‬ ͑r,t͒
dn ͕͓n · ١ r u͑r,t͔͒ · n ͖n ͬ .
͑16͒
Here we have used the approximation ͗ 2 ͘Ϸ͗͘ 2 , since we expect that the densities in a point of space and time are likely to be uncorrelated for different realizations of the noise.
It is very important to clarify the meaning of the noise average performed to obtain the field. This has been done following the arguments of Ref. [6] . In our case, taken the average over the noise essentially means smoothing out the higher-order corrections to the velocity of the particles coming from complicated collision processes that take place in the time interval ⌬t.
IV. RELATIVE IMPORTANCE OF THE TERMS IN THE DENSITY EQUATION, AND REVERSED CLUSTERING
Some relevant features of Eq. (16) come immediately to light. First, the inelastic character (the value of ␥) of the collisions is almost irrelevant at this level of description. The presence of the external driving flow turns negligible the difference between elastic and inelastic colliding processes. Also, the collision-induced diffusivity is, as expected, dependent on the density of particles. This is clearly recognized by rewriting it as
Most of the results of the discrete model (1) and (2) that were presented in Ref. [3] can be understood in the framework of Eq. (16). Let us put a label on each term on the rhs of Eq. (16): the first is the pure advective term, which we label with the letter a, the second is the inertial term b (of order p ), which is responsible for preferential concentration in the absence of collisions [1] , the third is a collisioninduced diffusive term c of order p 4 D / c , and the last is a collision-induced term d of order p 2 / c , which could also induce clustering.
In the absence of collisions ͑ c → ϱ͒ the last two terms vanish and there is only competition between the advection a and the clusterizing inertial term b, e.g., when p Ͼ ϳ 1 it appears that inertia dominates and the system is strongly clusterized. On the other side, in the limit p → 0 (b vanishes), it is the d term that can induce clustering (when c Ӷ p ); however the term c may eventually become stronger than d giving rise to a homogeneous distribution of particles. The unexpected feature emerging from this analysis is that the diffusive homogenizing term c dominates at high values of p , thus reversing the effect of inertia that, in collisionless systems, enhances concentration. In the presence of collisions, therefore, we have a reversed clustering phenomenon: for small values of p , i.e., inertia, the density is more clusterized than at larger values.
V. NUMERICAL SIMULATIONS
We have checked numerically our system in two spatial dimensions by means of DSMC simulations of the hard disk model (similar to those performed in Ref. [3] ) and by a numerical study (a Lax integration scheme) of Eq. (16). The DSMC is a well established algorithm [9] that allows one to simulate gaseous systems in a rapid and efficient way, with the assumption of negligible correlations at short range. We have used a variant of DSMC that takes into account the Enskog factor due to high density corrections, in order to obtain more accurate simulations of the clusterized situations. In Appendix we give details about this simulation scheme. First of all, we have verified the stochastic approximation done in Eq. (8), using a simple velocity field given by u x (r i ͑t͒ , t) = U cos͓2y i ͑t͒ / L͔, u y = 0, with r i ͑t͒ = ͓x i ͑t͒ , y i ͑t͔͒. We calculate the quantity given by the lhs of Eq. (8) minus the first three terms on the rhs, cumulated for a little time period ⌬t (greater than the simulation time step, but shorter than the mean free time) and divided by p 2 ͱ n. We have performed this for both cases: large and small p , in order to check also the discussion below Eq. (8). One can appreciate in Fig. 1 that in the two cases this quantity is a Gaussian white noise.
Typical patterns for the distribution of particles obtained with DSMC at large time can be seen in Fig. 2 . The flow we have used here is the cellular flow derived from the streamfunction [10] ͑x , y , t͒ = U sin(2 / L͓x + B 0 cos͑t͔͒)sin͑2 / Ly͒, with B 0 and the amplitude and frequency of the temporal perturbation, respectively. In this figure we just show a small part, around 2% of the entire system, in order to better appreciate the clustering areas. For the sake of clarity we also show, in red lines, the streamlines of the flow for B 0 = 0. We have chosen two opposite situations. In Figs. 2(a) Fig. 2(c)] . Therefore, this case shows the clustering effect of the collisions. The numerical comparison of the DSMC with the continuum equation is shown in Fig. 3 . Here we measure the P M ͑n͒ function, which gives the histogram (normalized to unity) of the number of boxes containing n particles after dividing the system in M boxes. Note that as the clustering is stronger the deviations of P M ͑n͒ from a Poissonian (homogeneous distribution) are more evident. On the right we plot the function for the DSMC patterns of Figs It is important to note that this effect may also appear in segregation processes, i.e., in systems with particles of different sizes or densities. Obviously, these particles have different values of p and the same scenario, just commented, emerges. Finally we put in evidence that the inelasticity of collisions (typical of granular materials) here just plays the role of slightly enhance spatial correlations, i.e., clustering. This is not taken into account by Eq. (16) but can be observed in the DSMC simulations.
VI. SUMMARY
The evolution of the density field of a large number of colliding finite-size particles driven by an external flow has been derived. It is important to note that no premise has been performed on the flow so our results are equally valid for laminar, chaotic, or turbulent flows. However, in the numerics we have used a chaotic flow just for its interest and simplicity, and also to compare with the results of our previous work [3] . In this equation one can recognize two, in principle, competing roles of the collisions: clustering and dispersion. The relative strengths of the important time scales involved in the system will finally determine if the particles tend to cluster or, on the contrary, are uniformly distributed in the space. Collisions may even invert the typical scenario found for inertial particles, showing the reversed clustering phenomenon. We have also presented a numerical study of the continuum equation and compared with DSMC simulations of the system of discrete particles. The good agreement gives support to our theory.
