INTRODUCTION
Neural networks (NNs) have archived high accuracy in many fields of machine learning such as image recognition. Since computations of NNs are heavy tasks, GPUs have been widely used to accelerate them. However, the problem sizes of NNs that can be computed are limited by GPU memory capacity.
This poster focuses on "out-of-core" methods in order to exceed GPU memory capacity. There are two well known methods, data-swapping method and recomputing method. To support larger computations, both of them suffer from performance overhead in different ways. Thus the "hybrid" approach is promising, where we apply either data-swapping or recomputing to NN layers.
We propose the Profiling-based out-of-core Hybrid method (PoocH) for accelerating the computation of large NNs. The objective of PoocH is to reduce the performance overhead by optimizing targets of swapping and recomputing based on runtime profiling.
Methods to compute large scale NN
In the data-swapping method, a part of the data used in the forward computation is swapped out to the CPU memory. Then, the swapped data is copied to GPU memory (swapin) before the backward computation of the layer. Fig.1 shows an example of data-swapping. This method raises CPU-GPU communication overhead. The overhead can be reduced by overlapping of communication and computation.
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Swap-in at backward in data-swapping: Y is swapped in to GPU memory before backward computation.
[left] Free memory at forward in recomputing: Y is discarded after Z is computed.
[right] Recomputation at backward in recomputing: Y is recomputed from X before backward computation.
POOCH
We propose Profiling-based out-of-core Hybrid method (PoocH) to accelerate the computation of large scale NNs. In PoocH, both the data-swapping method and the recomputing method are used for performance improvement. The key to reduce the performance overhead is to optimize targets of swapping and recomputing based on runtime profiling.
Optimization target
In PoocH, each data of NN falls into one of following classes:
• keep : The data resides on GPU memory.
• swap : The data is swapped between CPU and GPU.
• recompute : The data is discarded. When it is required, it is recomputed.
The objective of PoocH is to find a good classification for data structures in a given NN, which realizes an execution with a short execution time, while excluding out-of-memory 
Methodology of PoocH
The flow of optimization is as follows. (1) The static prediction of all necessary information is difficult, since it depends on implementation of deep learning program. Thus, PoocH executes a runtime profiling during the first several iterations of the learning process.
Feature maps classification: In the classification phase, PoocH classifies each feature map into one of three classes, keep, swap, recompute. This phase consists of the two steps, each of which adopts heuristics for efficient search.
In the first step of the classification, each feature map falls into keep or swap. The search is performed as follows.
(1) The timeline in case all feature maps are swapped is simulated. (2) The timeline is examined to find feature maps that do NOT cause additional overhead. They are classified into swap.
(3) For other feature maps, PoocH executes a semi brute-force search to classify them into keep or swap.
The targets of the second step are feature maps classified into swap in the first step tentatively. They are examined again and some feature maps are changed to recompute.
In this step, it is important to compare "the overhead by data-swapping" and "overhead by recomputing" for each feature map. Based on the overhead evaluation, each feature map is classified into a class that causes less overhead.
EVALUATION
We measured PoocH's performance on an Intel Xeon based machine (x86 machine) and a POWER9 machine. In each environment, a single Tesla V100 GPU with 16 GB memory was used. The x86 machine adopts ordinary PCI-Express gen3 link and the POWER9 machine adopts NVLink2.0.
We computed ResNet50 network. The computation of NN was performed by the following three methods. For the measurement, we implemented those by extending Chainer [2] .
• in-core: Data-swapping and recomputing was not used.
• superneurons: The classification was determined based on SuperNeurons [1] . • PoocH: Our proposed system was used. Fig.3 shows the result on a x86 machine. When batch size was 640, the memory usage was more than 50 GB. PoocH successfully computed this case. We observed that the optimization time in this case was 5.2 seconds. In Fig.3 , for the problem size exceeding the GPU memory capacity, PoocH was able to compute with 13−38% performance degradation compared with "in-core". In addition, PoocH showed x1.40 -x1.73 better performances than superneurons. Fig.4 shows the performance on a POWER9 machine. Here, performance degradation of PoocH compared with in-core was 2−28%. On this machine, NVLink accelerates CPU-GPU communication. As a result, the performance degradation was smaller than in the case of x86.
We showed that PoocH improves the computation performance of large NNs. It is based on optimizing according to the NN, the data size and the execution environment.
SUMMARY AND FUTURE WORK
PoocH supports efficient execution of large NNs. It reduces the performance overhead by determining targets of swapping or recomputing based on runtime profiling.
As future work, we will extend PoocH in order to deal with NNs whose problem sizes change for each iteration.
