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ERGODICITY OF IWASAWA CONTINUED FRACTIONS VIA
MARKABLE HYPERBOLIC GEODESICS
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Abstract. We prove the convergence and ergodicity of a wide class of real and
higher-dimensional continued fraction algorithms, including folded and α-type
variants of complex, quaternionic, octonionic, and Heisenberg continued frac-
tions, which we combine under the framework of Iwasawa continued fractions.
The proof is based on the interplay of continued fractions and hyperbolic ge-
ometry, the ergodicity of geodesic flow in associated modular manifolds, and a
variation on the notion of geodesic coding that we refer to as geodesic marking.
As a corollary of our study of markable geodesics, we obtain a generalization
of Serret’s tail-equivalence theorem for almost all points. The results are new
even in the case of complex continued fractions.
1. Introduction
Regular continued fractions (CFs) represent the fractional part x − bxc of a real
number as a descending iterated fraction 1
a1+
1
a2+···
with positive integer coefficients.
Other real CF algorithms adjust the notion of inversion (e.g., backward CFs), floor
function (e.g., nearest-integer or α CFs), or modify the allowable digits (e.g., even
and Rosen CFs). Higher-dimensional CF algorithms change the underlying space,
giving, e.g., Hurwitz CFs on the complex numbers, Hamilton CFs on the quater-
nions, and the Heisenberg CFs recently defined by the authors on the nilpotent
Heisenberg group (see §1.1 for a discussion of key examples).
Given a CF algorithm, two questions are immediate: is the expansion convergent,
and is the associated Gauss map ergodic? While convergence is straightforward to
prove in most cases, ergodicity is more elusive. For complex CFs, previous proofs of
ergodicity use an explicit analysis of the particular dynamical system and critically
rely on the finite-range condition [36, 43]. When applicable, these methods produce
a finite piecewise-analytic invariant measure [19] and, under further assumptions,
a Kuzmin-type theorem yielding the weak Bernoulli property [36, 41]; cf. [9, 31].
Unfortunately, the invariant measure is generally not finite: in the case of the one-
dimensional Rosen CFs due to a violation of the finite-range condition, and in the
case of the J. Hurwitz complex CFs [45] due to a violation of properness (see below).
In order to extend ergodicity to a wider range of higher-dimensional CFs for which
the finite-range condition is not known, including the quaternionic and Heisenberg
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2 A. LUKYANENKO AND J. VANDEHEY
CFs, we generalize the classical connection between real CFs and planar hyper-
bolic geometry. Both of the above spaces appear as Iwasawa inversion spaces, that
is, boundaries of rank-one symmetric spaces of non-compact type, suggesting that
this more general setting is natural to consider. Indeed, in [9], Chousionis-Tyson-
Urbanski defined Iwasawa continued fractions on the closely-related Iwasawa groups
(see §1.4) as iterated compositions of integral translations and inversions, and stud-
ied limit sets resulting from restricted-digit sequences. Here, we extend the above
definition of Iwasawa CFs to an Iwasawa CF algorithm associating a digit sequence
to each point in an Iwasawa inversion space and leverage the connection to hyper-
bolic geometry to prove the following (see §2 for definitions):
Theorem 1.1. Every discrete and proper Iwasawa CF is convergent. Moreover, if
it is complete, then it is ergodic.
In particular, we obtain:
Theorem 1.2. Folded complex, quaternionic, and Heisenberg CFs and their α-type
variants are convergent and ergodic.
The convergence result is new for the above CFs, as well as for a broad family of
new CF algorithms (see Table 1). The proof of convergence is based on standard
methods, extended to the Heisenberg group in [28], with the addition of a Ford
circle discreteness argument that accounts for the fact that the entries of matrices
associated to certain algorithms do not form discrete rings. The ergodicity result
provides a novel approach to real and complex CFs that is robust under perturba-
tions, and is a substantial breakthrough for higher-dimensional CFs (for incomplete
CFs, see Theorem 1.6). The proof of ergodicity is based on the ergodicity of geo-
desic flow on finite-volume hyperbolic manifolds together with a variation on the
notion of geodesic coding, which we refer to as geodesic marking (see §5). The new
coding method also yields an a.e. tail equivalence result for Iwasawa CFs which
is novel for all higher-dimensional algorithms including the well-studied Hurwitz
complex CFs:
Theorem 1.3. Almost surely, two points in a complete, discrete, and proper Iwa-
sawa CF are tail-equivalent if and only if they areM-translates of one another.
The “only if” direction holds for all points, with the same elementary proof as in
the one dimensional case. The converse does not hold in general, for example, for
the Hurwitz complex CFs. Lakein [26] provides an explicit counterexample.1
1.1. Key Examples. Before giving an outline of the proofs in §1.3 and the for-
mal definition of Iwasawa CFs in §2, we provide some key examples. For a more
comprehensive collection of examples, see §3.1 and Table 1.
There are two key examples to keep in mind when thinking about Iwasawa Con-
tinued Fractions: the well-studied nearest-integer continued fractions illustrated in
Figure 2, and the Hurwitz Complex CFs. Note that while the Hurwitz Complex
CF can be written in terms of complex numbers, it is commonly studied using real
coordinates, see [19, 36].
1Lakein’s counterexample makes use of a matrix with determinant −i, but by multiplying his
choice of A by i, we may obtain one that uses a matrix of determinant 1.
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Example 1.4 (Nearest-Integer Continued Fractions). We think of nearest-integer
CFs as the space X = R with the inversion ι(x) = 1/x, digit set Z = Z, and “floor”
function bxc which rounds to the nearest integer. For a point x in K = [−1/2, 1/2)
one can extract the first CF digit a1 as b1/xc. Further digits are extracted by
defining the Gauss map T (x) = 1/x − b1/xc (and T (0) = 0), and taking ai+1 =⌊
1/T i(x)
⌋
. We are interested in the convergence of the partial fractions
(ι ◦ a1 · · · ◦ ι ◦ an)(0) =
1
a1 +
1
a2 + · · ·
1
an + 0
(on the left, we think of an element of Z as an additive function on R), and the
ergodicity of the Gauss map. We will be working with the modular group 〈Z, ι〉,
in this case isomorphic to GL(2,Z), and the hyperbolic plane H2R on which it acts.
Example 1.5 (Hurwitz Complex Continued Fractions). Let X = R2 and Z = Z2,
and let b·c : X → Z be the nearest-integer mapping. Write the complex inversion
z 7→ 1/z in real coordinates as ι(x, y) = (x,−y)x2+y2 . Noting that K = [−1/2, 1/2) ×
[−1/2, 1/2) is mapped to (0, 0) by b·c, define the Gauss map T : K → K by
T (x, y) = (ι(x, y)− bι(x, y)c) with T (0, 0) = (0, 0).
Given a point (x, y) ∈ K, its iterates are given by (xi, yi) = T i(x, y), and the
digits are the elements ai+1 = bι(xi, yi)c ∈ Z subtracted at each stage of the
iteration. Since K is bounded away from the unit circle, the resulting continued
fraction algorithm is proper, and one shows via an embedding of the modular group
M = 〈Z, ι〉 in PSL(2,Z[i]) that it is discrete.
Surprisingly, it is not complete, i.e., the stabilizer of ∞ in M is not equal to Z,
sinceM contains the mapping z 7→ −z:
1
1 +
1
−1 + 1
1 + z
= −z.(1.1)
We are therefore unable to recover ergodicity of the Hurwitz CF. For such centrally-
symmetric Iwasawa CFs, the ergodicity statement of Theorem 1.1 becomes2:
Theorem 1.6. Let T : K → K be the Gauss map for an Iwasawa continued
fraction with n ≥ 1 central symmetries. Then T has at most n ergodic components.
The ergodicity of Hurwitz CFs shows that Theorem 1.6 is not always optimal,
but it remains possible that ergodicity is an exceptional occurrence for incomplete
fractions.
We can pass to a completion of the Hurwitz CF by introducing the folded Hurwitz
CFs:
Example 1.7 (Folded Hurwitz CFs). Let X = R2 and ι be as above, and set
K = [−1/2, 1/2)× [−1/2, 0] ⊂ C. Extend the translation action of Z2 on R2 by also
2Even when very powerful techniques are applied, sometimes one can do no better than bound
the number of ergodic components. See, for example, [39, Thm. 5.2].
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(a) Hurwitz CF (b) α-variant for α=0.3
(c) Folded variant (d) Tetris variant
Figure 1. Four variants of the Hurwitz complex CF algorithm.
The fundamental domain K in each case is displayed inside the
unit circle (fixed by the inversion ιc), and is decomposed into rank-
1 cylinder sets. The lattice Z = Z2 is extended by the reflection
(x, y) 7→ (x,−y) in the folded variant.
allowing postcomposition with negation, setting Z = {±} × Z2. Correspondingly,
extending the floor the function to be the mapping b·c : R2 → Z that associates
with each (x, y) ∈ R2 a sign σ and (a, b) ∈ Z2 so that σ(x − a, y − b) ∈ K. The
Gauss map, iterates, and digits of a point in K are then defined in the same way
as in Example 1.5 above, with a folded digit of a point (x, y) ∈ K now consisting of
an element of Z2 and a sign choice. The folded Hurwitz CF remains discrete and
proper, and we show in §3.3 that it is complete.
For this choice of K and T , ergodicity follows from the same finite-range condition
as for the standard Hurwitz complex continued fractions. For α-type variants of
the folded Hurwitz CF, with, say, K = [−1/2 + α, 1/2 + α)× [−1/2, 0], ergodicity
of the corresponding CF algorithm is entirely original.
1.2. Geodesic Marking. We now discuss the primary tool in our ergodicity proof:
the notion of geodesic marking, which we believe is of independent interest. Before
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we do, let us introduce the concept of geodesic coding, following [24], so that we
can emphasize the differences between coding and marking.
A code is a map from a symbolic dynamical system to a cross-section of geodesic
flow on a quotient of a hyperbolic space by a lattice, such that the forward-shift
map on the symbolic system and the first-return map to the cross-section commute
under the coding map. Often, the symbolic sequence of a given geodesic is then
associated with some digital expansion (such as the continued fraction expansion)
of the endpoints of the geodesic.
Codes are usually created using cutting sequences (see [2, 5, 6, 24, 42] for exam-
ples) or reduction theories (see [16, 23, 25, 33] for examples). A third method,
using entropy calculations, can be seen in [3]. Neither of these methods extend to
the generality we wish to work in: the method of cutting sequences seems to be
“intrinsically two-dimensional" [2], and reduction theories rely on precise arithmetic
details of the dual of the CF algorithm.
The main contributor to the complexity of reduction theories is the presence of small
digits in the CF expansion. This is very clear in the work of [16], for example, as a
simple geometric cross-section must be augmented with several additional pieces in
order to capture the behavior of the small digits. Lakein’s counterexample to tail
equivalence likewise requires the use of small digits.
To avoid the complications caused by small digits, we introduce geodesicmarking : a
sped-up coding which associates finite strings of digits with first-returns to a cross-
section of geodesic flow. A priori, we work only with markable geodesics (Definition
5.8) intersecting a codimension-one set CW ⊂ T 1H (see §5.2), and then show that
CW is in fact a section of geodesic flow and that markable geodesics are generic.
Our major result on geodesic marking is the following natural decomposition of
a markable geodesic into segments corresponding to cusp excursions, which are
furthermore related to iterates of the Gauss map:
Theorem 1.8 (Markable Geodesic Theorem). Fix a complete, proper, and discrete
Iwasawa CF algorithm on an Iwasawa inversion space X, with the associated hy-
perbolic space H, modular groupM, and fundamental domain K ⊂ X for the lattice
Z = StabM(∞).
There exists a codimension-one set CW ⊂ T 1H and a marking that assigns to every
markable geodesic satisfying γ(0) ∈ CW
• digits ai ∈ Z and mappings Mi ∈M, for each i ∈ Z,
• increasing indices ij ∈ Z and times tj, for each j ∈ Z, with i0 = 0, t0 = 0
collectively called the marking of the geodesic γ such that:
(1) (Full Coverage) The segments [tj−1, tj ] have length uniformly bounded below
and hence cover all of R,
(2) (Relation to Gauss Map) For each i ≥ 1, ai is the ith CF digit of γ+, and
Mi is the branch of T−i associated to the Gauss map T at γ+,
(3) (Cusp Detection) If, for t ∈ [tj−1, tj ], the horoheight of γ(t) from M∞
satisfies htM∞ γ(t) > h0, and if M−1γ+ ∈ K for some M ∈ M, then
M = Mij ,
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(4) (Intersection Detection) Let M ∈M and t ∈ R. Then one has γ(t) ∈MCW
if and only if for some j one has t = tj and M = Mij ,
(5) (Shifted Gauss Equivariance) Let k ∈ Z. The marking {a′i,M ′i , i′j , t′j} as-
sociated to the markable geodesic γ′(t) := M−1ik γ(t + tk) satisfies: t
′
j =
tj+k − tk, i′j = ij+k − ik, a′i = ai+ik , and M ′i = M−1ik Mi+ik .
1.3. Sketch of Proofs. We will now discuss the basic ideas behind the proof of
Theorem 1.8 and the proof of ergodicity in Theorem 1.1, ignoring some necessary
subtleties. We encourage the reader to think of the case of nearest-integer continued
fractions, illustrated in Figure 2.
Figure 2. The setting, in the case of nearest-integer continued
fractions. The domain of the Gauss map K is the orange interval,
the unit sphere S is red, and a geodesic γ is dashed; horocycles are
green. We use a region W in S bounded away from ∂H = X to
build the section CW.
We consider the hyperbolic space H whose parabolic boundary is the Iwasawa
inversion space X and a modular groupM generated by the inversion ι and lattice
Z. We let S be the unit sphere in H∪X with respect to the extended Cygan metric.
We then look at a setW ⊂ S of points bounded away from X in terms of horoheight,
i.e., ht∞(W) is bounded below. We study a geodesic ray γ satisfying γ(0) ∈ W,
whose forward endpoint γ+ lies in the fundamental domain K for Z, and has CF
digits ai and associated mappings Mi. We show that there is a syndetic sequence
of non-negative integers ij such that the following holds. First, γ intersects each
MijW and, second, if at some time t the point γ(t) comes close to M∞ (that is,
htM∞ is sufficiently large), thenM = Mij . This second property is very useful, but
we want it to be an “if and only if" property, not an “if" property.
We then look at a refinement of W. We let CW ⊂ T 1H be a set of vectors based at
W such that the corresponding geodesics have been at large horoheight relative to
∞ in the past, and terminate at some point of K in the future. We say a geodesic
γ is markable if it passes through infinitely many M-translates of CW in both the
past and future and prove the Markable Geodesic Theorem 1.8. In particular, we
obtain that all future intersections of γ with sets of the formMCW, M ∈M, satisfy
M = Mi for some i, and occur in increasing order.
Turning our attention to the proof of ergodicity, we consider the projection piH :
H →M\H, identify CW with piH(CW), and define a first-return map ψ : CW → CW.
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We then use the ergodicity of geodesic flow to conclude that markable geodesics are
generic and that ψ is ergodic.
Finally, we project from a geodesic γ ∈ CW to its endpoints (γ+, γ−) on the boundary
X̂ × X̂ and show that the resulting map induced by ψ is a jump transformation
associated to the extended Gauss map on a well-behaved subset ofK×X̂. From here
we use standard arguments to show that the ergodicity of ψ implies the ergodicity of
the extended Gauss map, which thus implies, by projecting onto the first coordinate,
the ergodicity of T .
1.4. Furhter Remarks. Iwasawa CFs are the most general setting for our meth-
ods, which rely heavily on the fact that Iwasawa inversion spaces are boundaries of
rank one symmetric spaces of non-compact type. Indeed, Iwasawa inversion spaces
are precisely the spaces with this property, with the exclusion, due to the break
down of vector-space-based techniques, of the exceptional X1O that can be defined
over the non-associative octonions. Our notion of Iwasawa inversion space differs
slightly from the notion of Iwasawa groups of [9], which excludes XnR and allows
X1O.
We remark further that boundaries of rank one symmetric spaces of non-compact
type are arguably the most general setting for geometric CFs and Diophantine
theory: they are characterized [27, 12] as homogeneous geodesic locally compact
spaces admitting both a dilation (a notion of fraction) and a well-behaved inversion.
(The Cygan metric we work with is not itself geodesic, but gives rise to a geodesic
path metric.)
The present work suggests the following further directions of study:
Question 1. Under what conditions is the invariant measure for the Gauss map
finite or (piecewise) analytic?
Question 2. Is the Gauss map mixing?
Question 3. Does Theorem 1.1 hold for incomplete Iwasawa CFs, or for improper
Iwasawa CFs with weak contact with the unit sphere (such as the J. Hurwitz CFs)?
Question 4. Can one characterize periodic Iwasawa CF expansions, analogously
to the quadratic surd characterization of periodic regular CFs in R (cf. [48])?
Question 5. Can one describe the exceptions to Theorem 1.3 (cf. [26])?
Question 6. What Iwasawa CF algorithms are not represented in Table 1?
1.5. Outline of the paper. Following this introduction, in §2 we provide the
general theory and definitions for Iwasawa inversion spaces. In §3 we define Iwa-
sawa CFs, give further examples (including Table 1) and study conditions that
guarantee discreteness, properness, and completeness. In §4, we quickly prove the
convergence of Iwasawa CFs. In §5, we will build up the theory surrounding mark-
able geodesics, culminating in the Markable Geodesic Theorem. In §6, we use the
Markable Geodesic Theorem to prove the ergodicity of the Gauss map for an Iwa-
sawa CF expansion and, in applications of this result, prove Theorems 1.6 and
1.3.
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2. General Theory
We now outline the structure of Iwasawa Inversion spaces X = Xnk , the associated
upper half-spaces Hn+1k , and the continued fraction algorithms that can be built
on X using this structure. We encourage the reader to skip this section on the first
reading, following the intuition of the Euclidean space X = XnR = Rn and hyperbolic
half-space H = Hn+1R lying above it.
2.1. Iwasawa Inversion Spaces. Abstractly, an Iwasawa inversion space X is
an Iwasawa N -group associated by the Iwasawa (KAN) decomposition to a non-
exceptional rank one semi-simple Lie groupG and the parabolic boundary at infinity
of the rank one symmetric space G/K. We now recall the explicit construction and
Euclidean-like structure of these spaces.
Fix an associative division algebra k over the reals — the real, complex, or quater-
nionic numbers — and an integer n ≥ 1. (It appears that one could also consider
the exceptional case of octonions, but we will not do so here.) Recall that k has a
real part Re(k) isomorphic to R and a complementary imaginary part Im(k) satis-
fying dimR(Im(k)) = dimR(k)− 1. We denote the standard norm of an element of
k or kn by ‖·‖, and refer to ‖·‖-preserving k-linear automorphisms of kn as unitary
transformations.
Remark 2.1. For k = R, one has Im(k) = {0}. Note that Im(k) remains a subset
of k; in particular, we do not identify Im(k) with R when k = C. We furthermore
exclude nonholomorphic transformations such as z 7→ z from the unitary group,
purely for notational convenience (cf. Remark 2.14).
Definition 2.2 (Iwasawa Inversion Space). The Iwasawa inversion space X = Xnk
is the set kn × Im(k) with coordinates (z, t) and group law
(z, t) ∗ (z′, t′) = (z + z′, t+ t′ + 2Im〈z, z′〉),
where the inner product of the vectors z, z′ is given by 〈z, z′〉 = ∑i ziz′i.
Over the reals, XnR reduces to Rn with ∗ acting by the usual vector addition. For k 6=
R, Xnk is a step-2 nilpotent group (one uses ∗ to emphasize the non-commutativity),
with identity (0, 0), and the inverse of a group element (z, t) given by (−z,−t).
One gives X a gauge |·| and Cygan metric d (also known in different contexts as
the Koranyi metric or gauge metric) by defining
|(z, t)| :=
∥∥∥‖z‖2 + t∥∥∥1/2 , d((z, t), (z′, t′)) := |(−z,−t) ∗ (z, t)| .
The Cygan metric is largely analogous to the Euclidean metric, insofar as its au-
tomorphisms include analogs of translations (left multiplication by an element of
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X is an isometric isomorphism); dilations (for each r > 0, the mapping δr(z, t) =
(rz, r2t) is a group isomorphism that rescales the metric by factor r); and rotations
(unitary automorphisms of kn extend to isometric group isomorphisms of X).
On the other hand, the metric is fractal for k 6= R: it is not a path metric (cf. the
closely associated Carnot-Caratheodory path metric) and gives X Hausdorff di-
mension ndimR(k) + 2(dimR(k)−1) which is not equal to its topological dimension
(n+1) dimR(k)−1. The latter is due to the fact that large metric balls are stretched
by δr along the t direction, while small ones are flattened out along the z direction.
The Koranyi inversion ι− : X \ {0} → X \ {0} is defined by
ι−(z, t) =
(
−z
‖z‖2 + t ,
−t
‖z‖4 + ‖t‖2
)
.
The Koranyi inversion is a natural generalization of the mapping x 7→ −1/x, and
in particular satisfies the following pair of identities for h, h′ ∈ X \ {0}, [12]:
|ι−h| = 1|h| , d(ι−h, ι−h
′) =
d(h, h′)
|h| |h′| .(2.1)
In particular, ι− sends each sphere S(0, r) to the sphere S(0, 1/r), and preserves
the unit sphere. We prove the identities in a broader context in Theorem 2.11.
More generally, X admits inversions of the form
ι(z, t) =
(
−A(z)
‖z‖2 + t ,
−(detA)t
‖z‖4 + ‖t‖2
)
,
where A is a unitary transformation of kn. We show in Lemma 2.10 that all
inversions satisfy generalizations of Equations 2.1.
2.2. Upper Half-Space. Fix an Iwasawa inversion space X = Xnk . We extend the
structure and Cygan metric of X to kn+1 as follows, motivated by Parker [37]:
Definition 2.3. Extend the Heisenberg group law to kn × k = kn+1 as
(z, w) ∗ (z′, w′) = (z + z′, w + w′ + 2Im〈z, z′〉),
and the gauge and metric as:
|(z, w)| =
∥∥∥‖z‖2 + ‖Re(w)‖+ Im(w)∥∥∥1/2 , d((z, t), (z′, t′)) := |(−z,−t) ∗ (z, t)| .
Remark 2.4. In the case k = R, the Heisenberg group law on kn+1 reduces to
(z, w) ∗ (z′, w′) = (z + z′, w + w′), and the gauge reduces to the Euclidean-like
|(z, w)| =
(
‖z‖2 + ‖w‖
)1/2
. One could adjust Definition 2.3, by taking a square
root along the Re(w) direction, so that it agrees with the Euclidean metric in the
real case. We will not do so.
Definition 2.5. The upper half-space Hn+1k ⊂ kn+1 is the set
Hn+1k = {(z, w) ∈ kn × k : Re(w) > 0},
satisfying ∂H = X.
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One gives H two natural metrics: the restriction of the Cygan metric d on kn+1
(this was introduced by Parker in [37] for H2C and generalized by Cao-Parker to H2O
in [8]); and the negatively-curved hyperbolic metric dH, defined via an embedding
into P(kn+2). Unless otherwise noted, H will always be equipped with the metric
dH.
Definition 2.6 (Projective Embedding). Let φ : kn+1 → kn+2 be given by φ(z, w) =
(1,
√
2z, w + ‖z‖2), and set Φ = P ◦ φ : kn+1 → P(kn+2).
Consider the Hermitian form 〈·, ·〉J of signature (n+ 1, 1) defined on kn+2 by
J =
 0 0n −10n idn 0n
−1 0n 0
 ,
and let S = {(1 : a : b) : ‖a‖ < 2Re(b)} ⊂ P(kn+2) be the Siegel region. One
can show that Φ induces a bijection between H and S, and furthermore S is the
projectivization of the negative cone of J . This induces an action of the projective
unitary group G = PU(J) on H, cf. §4.
Definition 2.7. (Hyperbolic metric) The hyperbolic metric dH on H is the unique
G-invariant Riemannian metric on H with sectional curvature pinched in the range
[−1,−1/4] if k 6= R or equal to −1 if k = R.
For H = H2R, dH is agrees with the familiar metric
1
yds if one takes x = z and
y = w2. One has Φ(H) = {(1 : a : b) : 2b > a2} ⊂ RP2, and a projective change of
coordinates recovers the Klein disk model of H2R with its SO(2, 1)-invariant metric.
In general, the Siegel region is projectively equivalent to a unit ball in projective
space P(kn+2). The mapping Φ|X : ∂H → ∂Φ(H) omits a single point, which we
identify with the point∞ in the one-point compactification of kn+1 (and its subsets
X and H).
2.3. Inversion Theorem. Returning to the Cygan metric, we record two connec-
tions to the projective embedding:
Lemma 2.8 (Parker [37]). Suppose p, q ∈ H, with either p or q in X = ∂H. Then
the Cygan metric satisfies d(p, q) = ‖〈φ(p), φ(q)〉J‖1/2.
Lemma 2.9. Let h ∈ H and denote φ(h) = (1, a, b). Then |h| = ‖b‖1/2.
Proof. This is immediate from Definitions 2.3 and 2.6. 
With the above machinery, we can provide a simple description of the Koranyi
inversion, extended to H, and prove the inversion identities (2.1).
Lemma 2.10. The Koranyi inversion ι− : H\{0} → H\{0} given by the mapping
(z, w) 7→
 −z‖z‖2 + w, w∥∥∥‖z‖2 + w∥∥∥2

ERGODICITY OF IWASAWA CONTINUED FRACTIONS 11
is induced by the matrix J ∈ G. That is, setting φ(z, w) = (1, a, b), one has
φ(ι−(z, w)) = (1,−a/b, 1/b) = φ(z,w)−b , and in P(kn+2) one has Φ(ι−(z, w)) =
JΦ(z, w).
Proof. We have φ(z, w) = (1,
√
2z, |z|2+w), so that Jφ(z, w) = (−(|z|2+w),√2z,−1).
Up to a factor of −(‖z‖2 + w), this is equivalent to(
1,
√
2
−z
‖z‖2 + w,
1
‖z‖2 + w
)
=
1,√2 −z‖z‖2 + w,
∥∥∥∥∥ −z‖z‖2 + w
∥∥∥∥∥
2
+
w∥∥∥‖z‖2 + w∥∥∥2
 ,
which in turn is equal to φ(ι−(z, w)) as desired. 
Theorem 2.11 (Inversion Theorem). Let h ∈ (H∪X) \ {0} and h′ ∈ X \ {0}. The
following identities hold for the Koranyi inversion ι−, Cygan metric d, and gauge
|·|:
|ι−h| = 1|h| and d(ι−h, ι−h
′) =
d(h, h′)
|h| |h′| .(2.2)
Proof. Write φ(h) = (1, a, b) and φ(h′) = (1, a′, b′). By Lemma 2.10, φ(ι−(h)) =
(1,−a/b, 1/b), and the first identity thus follows from Lemma 2.9.
Since h′ ∈ X, Lemma 2.8 gives d(h, h′) = ‖〈φ(h), φ(h′)〉J‖1/2 and d(ι−h, ι−h′) =
‖〈ι−φ(h), ι−φ(h′)〉J‖1/2. Using Lemmas 2.10 and 2.9, we obtain:
d(ι−h, ι−h′) =
∥∥∥∥〈φ(h)−b , φ(h′)−b′
〉
J
∥∥∥∥1/2 = d(h, h′)‖b‖1/2 ‖b′‖1/2 = d(h, h
′)
|h| |h′| ,
providing the second identity. 
Remark 2.12. Surprisingly, Lemma 2.8 and the second identity of Theorem 2.11
fail when both h and h′ lie in H.
Compositions of diagonal elements of G (as well as certain conjugation actions)
with the Koranyi inversion continue to satisfy the conclusions of Theorem 2.11. We
define:
Definition 2.13. An inversion is a (1-quasi-)conformal mapping ι : X \ {0} →
X\{0} satisfying the conclusions of Theorem 2.11. (Recall that conformal mappings
of X extend to isometries of H with respect to the metric dH.)
Remark 2.14. Here, (1-quasi-)conformal mappings are defined with respect to
the Cygan metric on X, and need not preserve a Riemannian conformal gauge.
Furthermore, following the restriction to linear automorphisms of the field k in
§2.1, we restrict our attention to those conformal mappings that have a linear
representation in PU(J), or, equivalently, whose Pansu derivative at every point is
linear.
It follows from the classification of isometries of H that every inversion factors as a
composition of a rotation and the Koranyi inversion.
Lemma 2.15. If ι is an inversion, then there exists a unitary mapping f : kn → kn
such that ι = f ◦ ι−.
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Proof. Since ι is conformal, it extends to an isometry of H. The mapping f = ιι−
is an isometry of H that fixes the points 0 and ∞. It therefore maps the geodesic
γ joining 0 and ∞ to itself. Since ι− and ι fix the point (0, 1) ∈ γ by the first part
of (2.2), the same must be true for f . Thus, ι is represented in U(J) by a matrix
of the form  0 0n −10n A 0n
−1 0n 0
 ,(2.3)
where A is a unitary matrix over kn. 
In addition to the (negative) Koranyi inversion ι−, we will also be interested in
the positive inversion ι+ corresponding to the matrix A = −In in (2.3), and the
conjugation inversion ιc corresponding to the diagonal matrix A with diagonal
entries (−1, 1, 1, . . . , 1). For example, for p = (x, y, z) ∈ R3, one has ι−(p) =
−p/ ‖p‖2, ι+(p) = p/ ‖p‖2, and ιc(p) = (x,−y,−z)/ ‖p‖2. Note that under the
standard identification of C with R2, the mapping z 7→ 1/z corresponds to the
inversion ιc.
2.4. Isometries, Lattices, and Fundamental Domains. We thus have an Iwa-
sawa inversion space X and associated hyperbolic space H, with the unitary group
G acting on H by isometries with respect to the Riemannian metric dH, and by an
analog of Mo¨bius transformations on X ∪ {∞}. One shows that G is in fact the
holomorphic isometry group of H, and the group of (1-quasi-)conformal mappings
of X ∪ {∞}. Restricting G to the set of transformations StabG(∞) preserving in-
finity provides an action on X that can be identified with the group of similarities
of X. This allows us to think of Isom(X) as a subgroup of Isom(H).
The groupG is, in fact, a rank-one simple Lie group, with an Iwasawa decomposition
G = KAN . One can identify the subgroup N with the space X (with the group
structure provided above), and the subgroup A with the group of dilations {δr :
r > 0}. The subgroupK can be identified with the stabilizer of the point (0, 1) ∈ H,
and includes the Koranyi inversion.
We will be interested in lattices and fundamental domains in Isom(X) and Isom(H),
equipped with the respective Haar measures.
Definition 2.16. Let Y be a metric space with an Isom(Y )-invariant measure. A
lattice is a discrete subgroup Γ ⊂ Isom(Y ) such that the quotient Γ\Isom(Y ) has
finite measure. The lattice is uniform if Γ\Isom(Y ) is furthermore compact, and
non-uniform otherwise.
A fundamental domain for Γ is a measurable set K ⊂ Y such that X = ⋃a∈Γ aK
and the overlap K ∩⋃a( 6=id)∈Γ aK has measure 0.
A nearest-integer mapping b·c : Y → Γ associated to Γ and K is defined, almost
everywhere, by the property that for each a ∈ Γ and x ∈ K, one has ba(x)c = a.
This property defines b·c uniquely away from the overlap, and b·c provides some
choice of admissible values has been made for points in the overlap.
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3. Iwasawa Continued Fractions
We can now define Iwasawa continued fractions and establish some auxilliary ter-
minology and notation.
Definition 3.1. (Iwasawa Continued Fraction) The Iwasawa Continued Fraction
Algorithm is defined by the following data:
(1) An associative division algebra k over R and integer n ≥ 1,
(2) The associated Iwasawa inversion space X = Xnk ,
(3) An inversion ι (see Definition 2.13),
(4) A lattice Z ⊂ Isom(X), a fundamental domain K ⊂ X for Z, and an
associated nearest-integer mapping b·c : X→ Z (see Definition 2.16).
Associated to an Iwasawa CF algorithm, we have:
(5) The hyperbolic space H = Hn+1k satisfying ∂H = X,
(6) The holomorphic isometry group G of H,
(7) The modular groupM = 〈ι,Z〉 ⊂ G.
(8) The Gauss map T : K → K defined by T (0) = 0 if 0 ∈ K and otherwise by
T (x) = bι(x)c−1 (ι(x)).
For a point x ∈ X, we can then inductively define the continued fraction digits
ai ∈ Z and forward iterates xi ∈ K by taking
a0 = bxc , x0 = a−10 (x),
ai+1 = bι(xi)c , xi+1 = a−1i+1(ι(xi)) = T (xi),
where the sequences terminate if at some point xi = 0. The (possibly finite)
sequence {ai} of elements of Z is the continued fraction sequence of x. (Note that
later in the paper, we will assign a bi-infinite string of digits to pairs of points one
of which is in K, resulting in a different notion of a0. For this reason, for points in
K we will leave a0 undefined.)
Given a sequence {ai} of elements of Z (possibly arising from the above algorithm),
one defines the convergent mappings Mi ∈ M inductively by setting M0 to be the
identity mapping andMn+1 = Mn◦ι−1◦an+1. (In the sequel, we will often suppress
the ◦ notation for convenience.) By construction, we see that x0 = Mn(xn). For
each i, the ith convergent of the continued fraction is then the point Mi(0). Note
that T ix0 = xi = M−1i (x0).
We will be interested in conditions on the continued fraction algorithm that guar-
antee the following properties:
Definition 3.2. The continued fraction algorithm is convergent if the continued
fraction digits of almost every point x ∈ K produce convergents Mi(0) that indeed
converge to x (clearly, every finite expansion is convergent). The algorithm is
ergodic if the Gauss map T is ergodic.
We will use the following definition of ergodicity:
Definition 3.3. Let (A,µ) be a measure space and f : A→ A a measurable (but
not necessarily measure-preserving) transformation. Then, f is said to be ergodic
14 A. LUKYANENKO AND J. VANDEHEY
with respect to µ if for every measurable B ⊂ A, µ(f−1B4B) = 0 implies that
µ(B) = 0 or µ(A \ B) = 0. If φ : A → A is a measurable flow, then φ is ergodic
with respect to µ if for every measurable B ⊂ A, µ(φt(B)4B) = 0 for all t ∈ R
implies that µ(B) = 0 or µ(A \B) = 0.
Remark 3.4. Note that with this definition, ergodicity with respect to a measure
µ implies ergodicity with respect to any measure that is equivalent to µ. In this
paper, the relevant measure (or class of equivalent measures) will always be clear
from context, and will often be a Lebesgue or Haar measure.
We will prove the convergence of the Iwasawa CFs under the assumptions of proper-
ness and discreteness:
Definition 3.5 (Properness and Discreteness). The Iwasawa continued fraction
is proper if the closure of K is bounded away from the unit sphere: rad(K) =
sup{|x| : x ∈ K} < 1. It is discrete ifM is a lattice in G.
There do exist convergent Iwasawa continued fractions that are not proper, most
notably regular continued fractions on R and J. Hurwitz continued fractions on C.
Likewise, one can construct proper but non-discrete Iwasawa continued fractions:
for example, let X = R, Z = Z, andK = (−/2, /2]. The resulting continued frac-
tion is generally not discrete, but will be convergent by the S´leszyn´ski-Pringsheim
Theorem [1] for  < 1/2.
To prove ergodicity, we will need a further assumption of completeness, which rules
out hidden symmetries:
Definition 3.6 (Completeness). The Iwasawa continued fraction is complete if one
has StabM(∞) = Z.
For an incomplete continued fraction, one may pass to the completion by replacing
Z with the lattice StabM(∞) and making a corresponding modification to the
fundamental domain K and floor function b·c. This will result in what are often
termed “folded" variants.
Definition 3.7. The Iwasawa continued fraction is incomplete with n central sym-
metries if there exists a set R ⊂ Isom(X) such that
(1) Every element of R fixes 0, i.e., is a rotation around the origin,
(2) The only element of Z to fix 0 is the identity,
(3) StabM(∞) = 〈Z,R〉,
(4) Every element of StabM(∞) can be written uniquely as ra for some r ∈ R,
a ∈ Z, and uniquely as a′r′ for some a′ ∈ Z, r′ ∈ R, and,
(5) R contains n elements.
The set R is said to be the set of central symmetries of M. We say that the
fundamental domain K for Z is symmetric if for any r ∈ R, rK is K up to a set of
measure zero.
3.1. Further Examples. With all of our notation now in place, we may describe
many examples of Iwasawa continued fractions. In Table 1, we list several types
of continued fractions, and for each of them denote the Iwasawa inversion space
X on which it exists; the lattice Z, which will often act by left-translation by a
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subset of X; the fundamental domain K; the inversion, which in all cases will be
identified by a ι signature; whether it is complete and proper (the columns C and
P respectively); and some basic references.
It should be noted that all cases under consideration are discrete.
In some cases where the fundamental domain is too complicated to write succinctly,
we have labeled it with the Dirichlet region. In this case, we mean the set of points
that are closer to 0 than to any translate of 0 under Z, with some choice of boundary.
Note as well that the fundamental domain K for the Shallit complex CF algorithm
is a rectangle with corners at .5− .5i, 1, i, and −.5 + .5i.
Remark 3.8. The question of which inversion to use is a non-trivial one. The reg-
ular and backwards continued fraction expansion are the same, except that regular
CFs use the inversion x 7→ 1/x and backwards CFs use the inversion x 7→ −1/x.
In many cases, the same name is given to the same CF expansions that merely
utilize different inversions: variants of the nearest-integer CF exist with x 7→ 1/x,
x 7→ −1/x, and x 7→ |1/x|. (See [4] for a related discussion for Rosen CFs.)
The nearest-integer CFs defined using x 7→ |1/x|, one of the more common CF
algorithms studied recently, is largely equivalent to the folded nearest-integer CFs.
The complex continued fractions, quaternionic continued fractions, and octonionic
continued fractions are embedded in higher-dimensional real spaces in the standard
way, C ∼= R2, H ∼= R4, and O ∼= R8. The inversion ιc listed in all these cases is
equivalent to z 7→ 1/z on C, H, or O. One reason for identifying these spaces is
that the existence of maximal orders, the Gaussian and Eisenstein integers in C,
the Hurwitz integers in H, and the Cayley integers in O, give rise to lattices on R2,
R4, and R8 that in turn generate proper fundamental domains K. The Hurwitz
integers in H are given by
{a+ bi + cj + dk : a, b, c, d ∈ Z or a, b, c, d ∈ Z+ 1/2}(3.1)
The Cayley integers in O are defined in Chapter 9 of [11] (where they are referred
to by the less common name of octavian integers), with properness of the corre-
sponding Dirichlet region following from Lemma 6 of that chapter.
We should emphasize that Table 1 does not cover all well-studied CF algorithms.
For example, odd CFs [6], CFs related to triangle groups [7], CFs related to the
Jacobi-Perron algorithm or other subtraction algorithms [40], and general (a, b)-
continued fractions [25] do not fit into our framework. The N -continued fractions
[14] and u-backwards continued fraction [16] use an ι which is not an inversion by
our definition; however, our proofs could be modified to compensate. Regardless,
they would still not be proper.
Remark 3.9. We are not the first to encounter problems with the incompleteness
of the Hurwitz CF algorithm. Pollicott [38] studied a similar folded continued
fraction, albeit using conjugation in place of negation. Nakada [36] studied the full
Hurwitz CF, but took as his hyperbolic space the disjoint union of two different
spaces and let negation additionally act by swapping between the two.
3.2. Discreteness and Properness. The difficulty of pushing into ever higher
dimensions (either by taking k 6= R or n ≥ 2) is in finding an appropriate lattice
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Table 1. Examples of Iwasawa continued fractions. The examples
in X2R are usually presented as complex CFs.
Name: X Z K ι C P Ref
Regular X1R Z [0, 1) ι+ N N [42]
Backwards X1R Z [0, 1) ι− Y N [2]
Nearest
Integer
X1R Z
[− 12 , 12) ι+ N Y [46]
Nearest
Integer
(variant)
X1R Z
[− 12 , 12) ι− Y Y [22]
Folded Nearest
Integer
X1R 〈Z, x 7→ −x〉
[
0, 12
]
ι+ Y Y [30]
Nakada α, α ∈
(0, 1)
X1R Z [α− 1, α] ι+ N Y cf. [3, 35]
Even X1R 2Z [−1, 1) ι− Y N cf. [5, 24]
Rosen for q ∈
N≥3
X1R λZ, λ =
2 cos piq
[−λ2 , λ2 ) ι− Y Y [33]
α-Rosen for
q ∈ N≥3
X1R λZ, λ =
2 cos piq
[λ(α− 1), λα),
α ∈ [1/2, 1/λ)
ι− Y Y cf. [13]
Hurwitz X2R Z2
[− 12 , 12)2 ιc N Y [10, 19]
Folded
Hurwitz
X2R 〈Z2, (x, y) 7→
(−x,−y)〉
[− 12 , 12)
× [− 12 , 0] ιc Y Y cf. [38]
Hurwitz
Hexagonal
X2R Z[ρ], with
ρ = 1+
√−3
2
Dirichlet
region
ιc N Y [21]
J. Hurwitz or
Tanaka
X2R {(a, b) ∈ Z2 :
a+ b even}
Dirichlet
region
ιc Y N [10, 45]
Shallit X2R Z2 * ιc N N [10]
SKT X2R Z[ρ], with
ρ = 1+
√−3
2
[0, 1) ρ
× [0, 1) ρ ιc N N [44]
Bianchi, d =
1, 2, 3, 7, 11
X2R Od, ring of
integers
Dirichlet
region
ιc N Y [15, 20]
3d X3R Z3
[− 12 , 12)3 ι+ N Y new, see
Ex. 3.12
Quaternionic X4R Z4
[− 12 , 12)4 ιc N N [18, 17]
Hurwitz
Quaternionic
X4R Hurwitz
integers
Dirichlet
region
ιc N Y [34]
Octonionic X8R Cayley
integers
Dirichlet
region
ιc N Y new
Heisenberg X1C Z3
[− 12 , 12)3 ι− N Y [28]
Folded
Heisenberg
X1C 〈Z3, (z, t) 7→
(iz, t)〉
[− 12 , 0]2
× [− 12 , 12) ι− Y Y new
Heisenberg
Hexagonal
X1C Z[ρ]×
√
3Z See Ex. 3.13 ι− N Y new
Heisenberg
Quaternionic
X1H (Z4 ∪ (Z +
1/2)4)× Z3
Dirichlet
region
ι− N N new, see
Ex. 3.14
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Z and fundamental domain K such that the resulting continued fraction is both
discrete and proper.
The following proposition gives a useful framework for which to prove discreteness:
Proposition 3.10. Fix an Iwasawa inversion space X = Xnk , an inversion ι that
is either ι+, ι−, or ιc, and a discrete subring R ⊂ k such that 2 ∈ R. Consider the
subgroup Z ⊂ Isom(X) consisting of left-translations by points (z, t) ∈ X such that
z ∈ Rn and ‖z‖2 + t ∈ R. ThenM = 〈Z, ι〉 ⊂ Isom(H) is discrete.
Example 3.11. For example, in the case of the first Heisenberg group X1C, we
might chose R = Z[i] so z ∈ Z[i] and t ∈ iZ.
Proof. We can embedM as a subgroup of GL(n+ 2, k) by mapping ι to a matrix
Jι of the form (2.3), and left-translation by (z, t) to the matrix A(z,t), where
A(z,t) =
 1 0n 0√2z idn 0n
‖z‖2 + t √2z 1
 .(3.2)
It is now easy to check that Z is a group.
Unless
√
2 ∈ R, the matrices A(z,t) will not be matrices over R itself. However,
consider the discrete set S of (n+2)×(n+2) matrices (ai,j)n+2i,j=1 such that ai,j ∈
√
2R
if i or j (but not both!) is equal to 1 or n+ 2, and otherwise ai,j ∈ R. It is easy to
check that S is closed under multiplication. Moreover, the generators Jι and A(z,t)
ofM belong to S, so thatM⊂ S, soM must be discrete. 
For the rest of this section, we will assume that all the hypotheses of Proposition
3.10 are satisfied, so that the only remaining difficulty is proving properness.
Example 3.12. Let us consider higher-dimensional generalizations of the nearest-
integers CFs. Let k = R, X = XnR = Rn, for some n ≥ 1, and ι = ι+. The space Rn
admits the standard lattice Z = Zn with fundamental domain K = [−1/2, 1/2)n.
When n = 1, we get the usual nearest-integer CFs. When n = 2, we get a variant
of the Hurwitz complex CFs (ι+ acts like z 7→ 1/z). When n = 3, we get a 3d
CF which we do not believe has been studied before. However, when n ≥ 4, the
corresponding K is no longer proper.
Examples 3.11 and 3.12 fit into the framework of Proposition 3.10 very easily.
However, in general, t may not belong to the ring R, but does belong to the additive
subgroup R′ of Im(R) defined by
R′ = {t ∈ Im(R) : ‖z‖2 + t ∈ R,∃z ∈ Rn} ⊂ Im(R).
One shows that, as a set, we have Z = Rn ×R′.
Let K1 be the Dirichlet domain around 0 for R and let K2 be the Dirichlet domain
around 0 for R′ with respect to the Euclidean metrics on kn and Im(k). Then a
fundamental domain for Z in X is given by K = Kn1 ×K2. In particular, the radius
of K is
rad(K) = 4
√
n2 rad(K1)4 + rad(K2)2.
Thus, to obtain a proper system, we require n2 rad(K1)4 + rad(K2)2 < 1.
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Example 3.13. Suppose k = C and R = Z[i]. Then we have R′ = iZ, K1 =
[−1/2, 1/2)2, K2 = [−1/2, 1/2)i. In this case rad(K1) = 2−1/2 and rad(K2) = 2−1.
When n = 1, this implies that K is proper, and results in the Heisenberg continued
fractions in Table 1 above. However, rad(K) < 1 only for n = 1 and so this cannot
be directly generalized to higher Heisenberg groups.
It is tempting to get around this by replacing R with Z[e2pii/3], the Eisenstein
integers, as thenK1 is a hexagon with radius 3−1/2. However, this gives R′ =
√
3iZ,
so that K2 = [−
√
3/2,
√
3/2)i, and again rad(K) < 1 only for n = 1.
We would, more generally, be interested in CFs on the Heisenberg group with
coordinates related to the ring of integers of imaginary quadratic fields. However,
if we use R = Od for d = 2, 7, 11, then the resulting fundamental domain K1 ×K2
is not proper even when n = 1.
Example 3.14. Let k = H be the quaternions, n = 1, and R the Hurwitz
integers (3.1), so that R′ = Z[i, j,k]. Then rad(K1) = 2−1/2 (see [34]) and
K2 = [−1/2, 1/2)3 so rad(K2) =
√
3/2. In particular, if we look at X1H, we have
rad(K) = 1, narrowly missing the properness criterion. Other nearly-proper CF
algorithms such as the J. Hurwitz complex CFs are known to be convergent and
ergodic, so we hope to be able to extend our results to this case.
3.3. Completeness and Incompleteness. We now demonstrate how one can
identify complete CFs, or identify symmetries of incomplete CFs.
Proposition 3.15. CF algorithms associated to X1R, Z = Z, and ι+(x) = 1/x
(e.g., regular or α-CFs) are incomplete with two central symmetries. CF algorithms
associated to X1R, Z = Z, and ι−(x) = −1/x (e.g., backwards) are complete.
Proof. Let M+ and M− be the modular groups associated to ι+ and ι−, respec-
tively. We take advantage of the fact that one can embedM− into SL(2,Z), while
M+ naturally embeds into the larger GL(2,Z).
That is, we may identify elements of Z and the inversions ι± with matrices in
GL(2,Z), acting by the usual linear fraction transformations on R, with
Z =
{
An =
(
1 n
0 1
)
: n ∈ Z
}
ι± =
(
0 ±1
1 0
)
.
(Note that in the standard convention, translations act by upper-triangular matri-
ces, cf. (3.2).) To test for completeness, note that matrices in StabM±(∞) have the
form (
a b
0 d
)
.
Since a, d ∈ Z and |ad| = 1, a, d must be units, so we can decompose the matrix as(
a b
0 d
)
=
(
1 b(d−1)
0 1
)(
a 0
0 d
)
,
a product of an element of Z and a diagonal matrix. So the only things that
can potentially cause incompleteness are diagonal matrices in M. Since the only
diagonal matrices in SL(2,Z) are ±I, which act by the identity, we can conclude
M− = StabM−(∞).
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For GL(2,Z), the only potential additional symmetry is given by x 7→ −x, cor-
responding to a diagonal matrix with a = −d. Indeed, this is contained in M+,
represented by the word ιA1ιA−1ιA1. In particular, CFs associated with ι+ are
incomplete with 2 central symmetries. 
A proof similar to the above also implies that the Rosen CFs are complete.
Proposition 3.16. Let k be the complex, quaternionic, or octonionic division al-
gebra, with Z given by translation by Gaussian or Eisenstein integers, quaternionic
or Hurwitz integers, or Cayley integers respectively. Any k-CFs with associated
with Z and an inversion of either z 7→ 1/z or z 7→ −1/z is incomplete with at least
two central symmetries.
Proof. One argues along the same lines as the proof of Proposition 3.15, embedding
M into GL(2,Ok), where Ok is the corresponding ring of integers. If ι(z) = 1/z
then ιA1ιA−1ιA1 is again the central symmetry z 7→ −z. If ι(z) = −1/z, then
the central symmetry z 7→ −z can be represented by the word ιAiιA−iιAi. In the
Hurwitz complex CF case, no other central symmetries can be obtained because
the matrices of GL(2,Ok) obtained by the embedding have determinant ±1, and
hence the only diagonal matrices have a = d or a = −d. 
Proposition 3.17. The J. Hurwitz complex CF algorithm is complete.
Proof. As in proposition 3.16, we embed M into GL(2,Z[i]), with ι = ι+ and
Z = {An : n ∈ (1 + i)Z[i]}. However, by taking M modulo 4 and performing
an exhaustive computational search, one can confirm that the central symmetry
z 7→ −z never appears. 
Proposition 3.18. Standard Heisenberg continued fractions are incomplete with
four central symmetries.
Proof. EmbedM into GL(3,Z[i]) using (3.2). Diagonal matrices then correspond
to the rotations (z, t) 7→ (ikz, t). All four of these are, in fact, realized, since one
has
ιA(0,1)ιA(0,1)ιA(0,1) =
 −i 0 00 1 0
0 0 −i
 ,
corresponding to the rotation (z, t) 7→ (iz, t). 
4. Convergence
Convergence in the specific case of proper and discrete Iwasawa continued fractions
with k = C, n = 1, and Z left-translations by the integer Heisenberg group was
given in [28], Lemma 3.19 through Theorem 3.21. The proof extends readily except
for the use of discreteness of the Gaussian integers in Lemma 3.20. While the
rings generated by the coefficients of M (in a given matrix representation) need
not be discrete, the proof only requires a lower bound on the norm of a non-zero
denominator. We recover this from the discreteness of M in Lemma 4.4 below,
proving:
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Theorem 4.1. Fix a proper and discrete Iwasawa continued fraction algorithm,
and let x ∈ K. If x has infinitely many CF digits, then the convergents Mi(0)
converge to x; otherwise, if x has exactly i CF digits, then Mi(0) = x.
Fix a proper and discrete Iwasawa continued fraction algorithm. Note that we will
not use properness explicitly, but it is necessary for the remainder of the proof in
[28].
Recall from §2.2 that H is the set {h = (z, w) ∈ kn×k : Re(w) > 0} with boundary
∂H = X. The coordinate Re(w) is the horoheight (at infinity) ht∞(h). Restricting
horoheight from below produces a horoball at ∞, and applying a mapping M ∈M
produces a horoball at the point M(∞). These can be defined directly using the
horoheight htM(∞)(h) := ht∞(M−1(h)). It follows from the characterization of
horoballs as limits of metric balls that horoballs are geodesically convex. We denote
the horoball of height C based at a point M(∞) by BM(∞)(C) = {h ∈ H :
htM(∞)(h) ≥ C}.
The following generalizes the disjointness result for Ford circles:
Theorem 4.2. There exists C0 > 0 such that for every C ≥ C0 and M1,M2 ∈M
satisfying M1(∞) 6= M2(∞), the horoballs BM1(∞)(C) and BM2(∞)(C) are disjoint.
Sketch of Proof. The result follows from the Margulis Lemma by way of the Thick-
Thin Decomposition (see e.g. §5.10 of Thurston’s notes [47]) of the quotient orbifold
M\H, which has a cusp corresponding to the point∞. To see that it has this cusp,
note that the translation length for elements of Z ⊂ H goes to zero at large horo-
height (note that one can compare actions at different horoheights by conjugating
by the dilation δr), so that a horoball of sufficientlly large horoheight must be
contained in the thin part ofM\H. 
We can conclude, in particular, that horoballs based at points other than ∞ are
quantitatively bounded with respect to horoheight from ∞.
Corollary 4.3. Let B = B∞(h1) be a horoball of height h1 based at ∞. Then for
every M ∈M satisfying M(∞) 6=∞, one has
ht∞(M(B)) := sup{ht∞(h) : h ∈M(B)} ≤ C20/h1 =: h2.
Proof. We first show that for each M ∈ M there exists a CM > 0 such that
ht∞(M(B∞(h))) = CMh−1 for each h > 0. To verify this, we use the fact that
M = 〈Z, ι〉 to expand M = ιan · · · a1ι for ai ∈ Z, noting that initial and final
translations don’t affect horoheight. On the other hand, each inversion acts, by
Lemmas 3.6 and 3.8 of [29], via:
ht∞(ι(B∞(h))) = 1/h, ht∞(ι(Bx(h))) = h |x|−2 .
Thus, as long as, for each i, xi := (aiι · · · a1ι)(∞) 6= 0, we have
ht∞(M(B∞(h)) = h−11
n∏
i=1
|xi|−2 .
If at some point xi = 0, then we must have (ιaiι · · · a1ι)(B∞(h)) = B∞(h), so that
digits a1, . . . , ai may be removed without altering the effect of M on B∞(h). With
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the reduction implemented, the product CM :=
∏n
i=1 |xi|−2 is well-defined and has
the desired property.
To complete the argument, note that from Theorem 4.2 we have that h−1CM < h
for h = C0, so CM < C20 and ht∞(M(B)) < h2, as desired. 
We now recover Lemma 3.20 of [28]. Recall that we have an embedding φ : X →
kn+2 given by φ(z, t) = (1,
√
2z, ‖z‖2 + t); with a corresponding embedding of M
into U(J) ⊂ GL(n + 2, k) acting on these vectors. Isometries of X then embed as
lower block triangular mappings of the forma 0n 0b A 0n
c b† a
 ,
where |a| = 1 and A is a unitary transformation. The matrix associated to the
inversion is given by Lemma 2.15.
Now, given a point x ∈ K with at least m continued fraction digits (note that
[28] uses the variable n instead), let qm be the denominator of Mm(0); that is, the
first coordinate of the vector Mmφ(0). Thus in the matrix representation of Mm,
the top-left entry is qm and the top-right entry, in norm, is ‖qm−1‖, matching the
matrix representation in Lemma 3.16 of [28].
Lemma 3.20 from [28] proves that qm 6= 0, relying on the fact that a non-zero
Guassian integer must have norm at least 1. While the digits of Mm need not
satisfy this bound or even lie in a discrete ring, we get the following replacement:
Lemma 4.4. Under assumptions of Theorem 4.1, there exists C > 0 such that
qm 6= 0 implies ‖qm‖ > C.
Proof. By Theorem 4.2, there exists a horoball B based at ∞ of some horoheight
C1 such that theM-orbit of B consists of disjoint horoballs. Moreover, the proof of
Lemma 3.9 of [29] (again, readily extended to the current setting) gives a constant
s0 such that if qm 6= 0 then
ht∞(Mm(B)) := sup{ht∞(h) : h ∈Mm(B)} ≥ s0 ‖qm‖−1 .
The disjointness requirement forces ht∞(Mm(B)) < C1, so ‖qm‖ > s0/C1 =: C. 
5. Markable Geodesics
We now study the way a geodesic γ interacts with the modular group M related
to a proper, discrete, and complete Iwasawa continued fraction algorithm, with the
goal of proving the Markable Geodesic Theorem 1.8. We will track the passage of
a geodesic throughM\H by detecting intersections with the unit sphere
S = {h ∈ H : |h| = 1}
and its images under elements ofM. We will obtain an analog of geodesic coding for
certain markable geodesics, and then show that markability is a generic condition.
Note that ∂S is the unit sphere in X, and that ι(S) = S.
Even a generic geodesic may intersect S in more than one point; indeed when k 6= R,
H does not admit any geodesically convex codimension-1 hypersurfaces. However,
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a generic geodesic intersects S in finitely many points, so we may speak of the last
intersection with S:
Lemma 5.1. Let γ be a geodesic in H not contained in S. Then the set of inter-
sections γ ∩ S is finite. Furthermore, if there are times t1, t2 such that |γ(t1)| > 1
and |γ(t2)| < 1, then γ does intersect S.
Proof. The existence of the intersection follows from the definition of S by |·| = 1.
Finiteness follows by an algebraic argument. Because Isom(H) acts transitively on
geodesics, we may write γ = g(γ2), where g ∈ G and γ2 is the geodesic joining
0 and ∞. Because g and acts by projective transformations on H, the condition
|g(γ2(t))| = 1 induces an algebraic condition on t. Thus, if the condition were to
be satisfied for infinitely many t, it must be satisfied for all t, so that γ ⊂ S, a
contradiction. 
We now establish the necessary results for the proof of the Markable Geodesic
Theorem.
5.1. Decomposing an Arbitrary Geodesic. In the first stage of the proof, we
will break up a geodesic γ into segments punctuated by intersections with expected
images of the sphere S, in a way that gives us control of the intermediate horo-
heights. For a more formal statement, see Lemma 5.6 below.
We start by restricting our attention to geodesics that intersect near the top of S.
Fix  > 0 such that + 1 < rad(K)−1 (this choice comes into play in Lemma 5.3).
We then have:
Lemma 5.2. Suppose γ is a geodesic ray with |γ(0)| ≥ 1 +  and γ+ ∈ K. Then
the horoheight of any intersection of γ with S satisfies ht∞(γ(t)) ≥ h2 for some
h2 ∈ (0, 1) depending only on .
Proof. The existence of the intersection follows from Lemma 5.1.
To obtain the lower bound on the horoheight of each intersection, note that γ is
uniformly transverse to boundary X (note that we are not working in a conformal
model, so γ is not necessarily perpendicular to X), as this is true for the vertical
geodesic joining 0 and ∞ and the endpoints of γ are contained in the compact
set K × (Ĥ \ B(0, 1 + )). Thus, there is a minimal horoheight h2 (that we may
assume is in (0, 1)) that γ must reach as it moves away from γ− and γ+ before an
intersection can occur. The same bound must hold for the intermediate segment
by the convexity of horoballs. 
We denote the subset of S having horoheight at least h2 as W, and refer to both
W and its images underM as “walls”.
We next fix a geodesic ray γ originating in W and terminating in K and let Mi ∈
M be the mappings associated to the CF expansion of γ+. We now look for
intersections of γ with wallsMi(W) by iterating the Gauss map on γ and identifying
intersections ofM−1i (γ) withW. This happens within finitely many iterations, with
control over the intermediate digits:
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Lemma 5.3. There a finite collection M0 ⊂ M such that the following holds.
Suppose γ is a geodesic with γ(0) ∈W satisfying γ+ ∈ K \M∞. Then there exists
a time 0 < t1 < ∞ and a universally bounded i1 > 0 such that M−1i1 (γ(t1)) ∈ W
and Mi1−1 ∈M0.
At this point, for notational convenience, we will often drop parentheses when
elements ofM act on points or sets of points.
Proof. We note first that since γ+ 6∈ M∞, then the continued fraction expansion
of γ+ does not terminate and so M−1i γ+ is well-defined and in K for all i ∈ N.
If |M1γ(0)| ≥ 1 + , the result is immediate by Lemma 5.2.
If not, we proceed iteratively on i, starting at i = 1, supposing at every stage that∣∣M−1i−1γ(0)∣∣ < 1 +  until we find the minimum positive i1 for i for which∣∣M−1i γ(0)∣∣ ≥ 1 + .(5.1)
Note that M−1i = a
−1
i ιM
−1
i−1, M0 = id, and moreover that a
−1
i is an isometry of
the metric d.
When i = 1, we have by the above observation and our definition of inversions that
d(M−11 γ+,M
−1
1 γ(0)) = d(ιM
−1
0 γ+, ιM
−1
0 γ(0)) =
d(M−10 γ+,M
−1
0 γ(0))∣∣M−10 γ+∣∣ ∣∣M−10 γ(0)∣∣(5.2)
≥ d(M
−1
0 γ+,M
−1
0 γ(0))
rad(K)(1 + )
=
d(γ+, γ(0))
rad(K)(1 + )
.(5.3)
In particular, since d(γ+, γ(0)) ≥ d(K,W) this implies that∣∣M−11 γ(0)∣∣ ≥ d(M−11 γ+,M−11 γ(0))− ∣∣M−11 γ+∣∣(5.4)
≥ d(K,W)
rad(K)(1 + )
− rad(K)(5.5)
This lower inequality could be substantially improved if more was known about
M−10 γ+. In particular, if
∣∣M−10 γ+∣∣ ≤ r for
r =
d(K,W)
(1 + )(1 + + rad(K))
,
then we could replace the rad(K) in the denominator of (5.3) and (5.5) with r and
obtain that
∣∣M−11 γ(0)∣∣ ≥ 1 + , so that i = 1 itself is the minimum index for which
(5.1) holds.
Now we begin the iteration. At every stage we see that
d(M−1i γ+,M
−1
i γ(0)) ≥
d(M−1i−1γ+,M
−1
i−1γ(0))∣∣M−1i−1γ+∣∣ ∣∣M−1i−1γ(0)∣∣
≥ d(M
−1
i−2γ+,M
−1
i−2γ(0))∣∣M−1i−1γ+∣∣ ∣∣M−1i−1γ(0)∣∣ ∣∣M−1i−2γ+∣∣ ∣∣M−1i−2γ(0)∣∣
. . .
≥ d(γ+, γ(0))∏i−1
j=0
∣∣M−1j γ+∣∣ ∣∣M−1j γ(0)∣∣ ,
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and thus ∣∣M−1i γ(0)∣∣ ≥ d(K,W)(rad(K)(1 + ))i − rad(K),(5.6)
noting again that if
∣∣M−1i−1γ+∣∣ ≤ r, then one copy of rad(K) in the denominator of
the last inequality can be replaced with r. Thus i satisfies (5.1).
Regardless of whether
∣∣M−1i−1γ+∣∣ ≤ r at any stage, since rad(K)(1 + ) < 1 by the
initial choice of , within a bounded number of steps independent of our choice of
γ, the expression on the right of (5.6) exceeds 1+ . Thus, there must be a uniform
bound on i1 such that
∣∣M−1i1 γ(0)∣∣ > 1 + .
Moreover, we see that if ever in our iterative process,
∣∣M−1i−1γ+∣∣ ≤ r, then this i
must be the desired value i1. Thus for i = i1, we must have that
∣∣M−1j γ+∣∣ > r,
0 ≤ j < i − 1. However, recall that aj+1 = bιMjγ+c. In particular, this tells
us that aj+1 must belong to a finite set of values for 0 ≤ j < i − 1, and since
Mi−1 = ι−1a1ι−1a2 . . . ι−1ai−1, there are finitely many options for what it could
be. 
Corollary 5.4. There exists a universal h1 > 0 such that under the assumptions
of the preceding lemma we have ht∞(M−1i1 γ(t)) > h1 for all 0 ≤ t ≤ t1.
Proof. We already know that ht∞(M−1i1 γ(t1)) ≥ h2 since this point is contained in
W.
Let us next consider the possible horoheights of M−1i1 γ(0) = a
−1
i1
ιM−1i1−1γ(0). The
point ιM−1i1−1γ(0) lies in the relatively compact set ∪{ιM−1W : M ∈ M0}, so
for some h3 we obtain ht∞(ιM−1i1−1γ(0)) > h3. Since translation along X does not
affect horoheight, we likewise have ht∞(M−1i1 γ(0)) > h3.
The lemma now follows with h1 = min(h2, h3) by convexity of horoballs. 
We are now able to characterize Mi1 as the (essentially) unique element ofM that
can detect large horoheights along the geodesic segment between γ(0) and γ(t1).
Let us define an exceptional set E ⊂ K by
E = K ∩
⋃
a∈Z\{id}
aK.(5.7)
Since K is a fundamental domain for Z, E has measure zero.
Corollary 5.5. There is an h0 > 1 such that the following holds under the condi-
tions of Lemma 5.3, and for all 0 ≤ t ≤ t1. If M−1γ+ ∈ K \ E, M−1i1 γ+ ∈ K \ E,
and htM∞(γ(t)) > h0, then M = Mi1 .
Proof. The geodesic segmentM−1i1 γ([0, t1]) is contained in the horoball B = B∞(h1),
and by Corollary 4.3 there is an h0 such that the points of MB have horoheight
based at∞ of at most h0 whenM∞ 6=∞. In particular, this applies to the geodesic
segment.
Thus, if htM∞(γ(t)) > h0 for any 0 ≤ t ≤ t1, then we conclude that M∞ = Mi1∞
and thus that M−1Mi1 ∈ StabM(∞) = Z, by completeness. Moreover, γ+ ∈
M(K \E)∩Mi1(K \E) so that M(K \E)∩Mi1(K \E) 6= ∅. Thus (M−1Mi1(K \
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E)) ∩ (K \ E) 6= ∅. By the definition of E, the only element of Z that takes any
part of K \ E back to itself is the identity element. Thus M = Mi1 as desired.
We may assume without loss of generality that h0 > 1. 
Iterating the above results gives us a sequence of indices ij and times tj with the
following properties:
Lemma 5.6. Let h0 be the constant in Corollary 5.5 and γ a geodesic ray with
γ(0) ∈ W, γ(t) 6∈ W for t > 0, and γ+ ∈ K \ M({∞} ∪ E). Then there is an
increasing sequence ij, j ≥ 0, of indices starting with i0 = 0 and an increasing
sequence of times tj, j ≥ 0, starting with t0 = 0 such that:
(1) For each j ≥ 0: γ(tj) ∈MijW, while for t > tj, γ(t) 6∈MijW,
(2) For each j ≥ 1: If tj−1 ≤ t ≤ tj and a matrix M ∈ M satisfies both
M−1γ+ ∈ K and ht∞M−1γ(t) > h0, then M = Mij .
Proof. Given γ satisfying the assumptions of the lemma, the j = 0 case of Conclu-
sion (1) is trivial.
Moreover, we obtain i1 and t1 from Lemma 5.3. There might be several choices
of t1 due to multiple intersections with Mi1W (see Lemma 5.1); however, we let
t1 be the last of these. We then know that M−1i1 γ(t1) ∈ W, which is equivalent
Conclusion (1) for j = 1. We then obtain Conclusion (2) for j = 1 from Corollary
5.5.
We now proceed inductively: once tj and ij are defined, we replace γ with the
geodesic segment γ′(t′) = M−1ij γ(t
′ + tj) restricted to t′ ∈ [0,∞). We then obtain
t′1, i′1, and Mi′1 as before, and take tj+1 = tj + t
′
1 and ij+1 = ij + i′1. The desired
properties follow from the fact that the Gauss map acts as a shift on the digits of
γ+, via the identity Mij+1 = MijM ′i′1 .
Finally, we note that since h0 > 1, if ht∞M−1γ(t) > h0, then t cannot be any of
the tj ’s, so there is no ambiguity in Conclusion (2). 
5.2. Decomposing a Markable Geodesic. Lemma 5.6 tells us how geodesic rays
leaving the wall W towards K return to other walls MW, for various M ∈ M. In
particular, if a point on our ray has large horoheight with respect to M∞, then the
ray should cross the wallMW. We now use this to define a set CW ⊂ T 1H lying over
W, where this “if" condition becomes “if and only if." We will then call a geodesic
markable if it intersectsM-translates of CW infinitely often in the past and future,
and show in the Markable Geodesic Theorem (Theorem 1.8) that the behavior of
a markable geodesic’s cusp excursions is directly related to the continued fraction
expansion of the forward endpoint. We will see in Corollary 6.6 that markable
geodesics are generic.
Definition 5.7. Using the constant h0 > 1 provided by Lemma 5.6, we define
CW ⊂ T 1H as follows: a vector based at a point in W is in the set CW if and only if
the corresponding geodesic line γ satisfies:
(1) γ(0) ∈W, while for t > 0, γ(t) /∈W,
(2) γ+ ∈ K \M({∞} ∪ E), where E is the exceptional set (5.7),
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(3) there exists a spotter time t̂ < 0 such that ht∞(γ(t̂)) > h0.
Critically, the third condition tells us that γ intersects some MCW for M ∈ M at
some time tM if and only if there is an associated spotter time t̂M < tM satisfying
ht∞M−1γ(t̂M ) > h0, or equivalently htM∞ γ(t̂M ) > h0.
Definition 5.8. A geodesic γ is markable if it intersectsM-translates of CW infin-
itely many times in both the past and the future. Unless stated otherwise, we will
also assume that γ(0) ∈ CW.
In the following lemma, we will show that, for markable geodesics, spotter times
follow a natural progression. That is, if we see a spotter time t̂ associated to an
intersection time t, then we must move beyond t before seeing the spotter time
associated to any other intersection.
Lemma 5.9. Let γ be a markable geodesic, and M,M ′ ∈M. Suppose that γ(a) ∈
MCW and γ(b) ∈ M ′CW, attested by the corresponding spotter times â, b̂. Then
these must alternate order: if a < b then aˆ < a < bˆ < b.
Proof. We will prove an equivalent statement: if max(â, b̂) < min(a, b), then a = b.
Suppose it is false. Since γ is markable, we may assume without loss of generality
that γ(0) ∈ CW, 0 < aˆ < bˆ < min(a, b).
Let tj be the sequence in Lemma 5.6. Then for some fixed j, we have tj−1 < aˆ ≤ tj .
Conclusion 2 of the same lemma states that, since aˆ is in the correct range and
γ(a) ∈ MCW, we have M = Mij and by the definition of tj (that is, Conclusion 1
of the lemma) we have a = tj . Furthermore, tj−1 < bˆ < a = tj , so by the same
argument b = tj , as desired. 
We can now show that if a geodesic starts in CW, its next intersection with a
translate of CW will be captured by an iteration of the Gauss map.
Lemma 5.10. Let γ be a markable geodesic such that γ(0) ∈ CW, and suppose that
the next intersection with a translate of CW occurs at MCW. Then for some j ≥ 1,
we have M = Mij and γ(tj) ∈MCW, where ij , tj are defined for γ in Lemma 5.6.
Proof. Let t > 0 denote the time when γ(t) ∈ MCW. We know that there must
exist a spotter time t̂ associated to t and moreover, by Lemma 5.9, we know that
0 < t̂ < t. Let j ≥ 1 be such that tj−1 ≤ t̂ ≤ tj . Then by conclusion (2) of Lemma
5.6, we have that M = Mij and γ(tj) ∈MCW. 
We can now prove the Markable Geodesic Theorem 1.8.
Proof of Theorem 1.8. For positive i, let ai and Mi be the digits and mappings
corresponding to the CF expansion of the forward endpoint γ+, making property
(2) immediate. We will define the remaining data iteratively.
Let t1 > 0 be the first positive time when γ intersects anM-translate of CW. Lemma
5.10 then provides an index k such that t1 = tk and a corresponding number ik
which we record as i1 satisfying γ(t1) ∈Mi1CW. We will now show that properties
(1), (4), and (3) hold on the initial segment [t0, t1].
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Let tˆ1 be a spotter time associated to the intersection of γ with Mi1CW; that is,
tˆ1 < t1 and htMi1∞ γ(tˆ1) > h0 > 1. Since γ(t0) ∈ CW and γ(t1) ∈ Mi1CW, then
by Lemma 5.9 we have that tˆ1 ∈ [t0, t1]. Let  be the distance (not depending on
γ) between the horospheres ht∞(·) = 1 and ht∞(·) = h0. Since γ is a unit speed
geodesic, t1 − t0 > , and property (1) holds for j = 1.
Next, the “if" direction of property (4) is immediate for j = 0 and j = 1 from the
definitions. Now suppose t ∈ (t0, t1] satisfies γ(t) ∈ MCW for some M ∈ M. Then
by definition of t1 we have that t = t1, and from Lemma 5.6 we have thatM = Mi1 .
Thus the “only if" direction of property (4) holds for t ∈ (t0, t1].
Suppose next that t ∈ [t0, t1] satisfies htM∞ γ(t) > h0 for some M ∈ M. Then by
Lemma 5.6 there exists ` ≥ 1 and t′ > t such that M = M`, and γ(t′) ∈M`W. By
definition of CW via spotter times, we obtain that γ(t′) ∈M`CW. Since we assumed
that t1 is the first time that the forward ray of γ intersects CW, we have that t1 ≤ t′.
The converse inequality is given by Lemma 5.9, since t is a spotter time associated
to t′, so that t1 = t′ and M = Mi1 follows from property (4). So property (3) holds
for j = 1.
To define tj , ij for j ≥ 2, we now consider a renormalized geodesic γ′ = M−1i1 γ
with γ′(0) = M−1i1 γ(t1). We may then find t
′
1, i
′
1 for γ′ as we did above and let
t2 = t1 + t
′
1 and i2 = i1 + i′1. Iterating this procedure gives tj , ij for all j ≥ 1.
By the work above, properties (1), (3), and (4) hold on the corresponding initial
segment of the renormalized geodesics and thus hold on the entire forward geodesic
ray of γ. Moreover from this definition, we see that property (5) holds for all i, j, k
that are non-negative.
To define ai,Mi for non-negative i and ij , tj for negative j, let t−1 be the smallest
(in norm) negative value for which γ(t−1) intersects a M-translate MCW of CW.
Consider a renormalized geodesic γ′ = M−1γ with γ′(0) = M−1γ(t−1) ∈ CW. Set
i−1 = −i′1, ai = a′i+i−1 , and Mi = M−1M ′i−i−1 for i−1 < i ≤ 0. Since γ′ is a
markable geodesic satisfying the conditions of the theorem and properties (1)–(4)
hold for γ′|[0,∞], so properties (1)–(5) hold for γ|[t−1,∞). Iterating this process yields
the remaining definitions and properties on the backwards ray of γ (note that the
full ray is covered by property (1)). 
6. Ergodicity
We now prove the ergodicity of the Gauss map by first relating the cross-section
CW studied in §5 to geodesic flow on a quotient of H, and then to the Gauss map
on the boundary. We start by recalling the ergodicity result for geodesic flow. This
section culminates in the ergodicity part of Theorem 1.1.
Remark 6.1. All statements concerning ergodicity and measure will be made
with respect to the relevant Hausdorff measure; depending on context this can be
interpreted as Haar measure, surface measure, or Lebesgue measure. Because there
are no surprises along the way, we will suppress discussion of the details.
6.1. Ergodicity of the Geodesic Flow. The space (H, dH) is a symmetric space
with a complete Riemannian metric with pinched negative curvature. In particular,
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any pair of points in H (indeed, in H ∪ {∞}) determines a unique geodesic. Alter-
nately, a pointed geodesic is determined by an element of the unit tangent bundle
T 1H, namely a point in H and a unit vector over it.
The geodesic flow on T 1H moves vectors along geodesics as follows:
Definition 6.2 (Geodesic Flow). Given a vector (h, v) ∈ T 1H, let γ : R→ H be a
unit-speed geodesic satisfying γ(0) = h and γ′(0) = v. The time-t geodesic flow of
(h, v) is then given by φt(v) := (γ(t), γ′(t)) ∈ T 1H.
Given a set A ⊂ T 1H, one says that A is φ-invariant, if for each t ∈ R, the symmetric
difference (φ−1t A)4A has measure zero. We will be interested in sets A that are
furthermore invariant under a lattice Γ ⊂ G, i.e., µ(γ(A)4A) = 0 for every γ ∈ Γ.
We can now state Mautner’s Ergodicity Theorem (cf. Moore’s extension of the
result to the frame bundle [50]):
Theorem 6.3 (Mautner’s Ergodicity Theorem [32]). Let Γ be a lattice in G, and
A ⊂ T 1H a Γ-invariant set that is furthermore invariant under geodesic flow. Then
either µ(A) = 0 or µ(T 1H \A) = 0.
6.2. Ergodicity of the Markable Cross-Section. We continue working with a
fixed complete, discrete, and proper Iwasawa continued fraction algorithm. Con-
sider the natural projection piH : H→M\H.
Mautner’s Theorem 6.3 immediately applies to our setting. We record this in the
following lemma, which can be interpreted either in the formulation of Theorem
6.3 or, equivalently, using orbifold geodesic flow.
Lemma 6.4. Geodesic flow onM\H is ergodic.
Proof. M is assumed to be discrete; to show it is a lattice we must show that
there exists a finite-volume fundamental domain for M. Let K ′ be the region
lying over both K having horoheight at least  > 0, for a choice of  satisfying
rad(K × [0, ])−2 > 1. Given a point h ∈ H, we may use Z to translate h so that it
lies over K, and invert it if necessary to increase its horoheight multiplicatively by
at least rad(K × [0, ])−2 (see [29] for the interaction of horoheight and inversions),
and translate again to place it over K. Within finitely many iterations, we obtain
an image of h contained in K ′. Thus, K ′ contains a fundamental domain for theM
action on H. Lastly, K ′ has horoheight bounded below and bounded extent along
X, so has finite hyperbolic volume. 
Lemma 6.5. The first-return map on piH(CW) is a.e. well-defined and ergodic.
Proof. Consider the family F ⊂ T 1H of geodesic rays that pass through CW. Re-
calling that CW consists of geodesics coming from large horoheight through the wall
W and proceeding to K, it is clear F has positive measure. Since M is discrete,
piH(F) also has positive measure. Thus, by ergodicity, almost every geodesic in
M\H passes through piH(CW).
Since piH(CW) is generically transverse to geodesic flow, we conclude that almost
every geodesic ray in piH(CW) returns to piH(CW), and that the resulting first-return
map is ergodic. 
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We are now able to show that markable geodesics are generic:
Corollary 6.6. Almost every geodesic γ satisfying γ(0) ∈ CW is markable.
Proof. By the previous lemma, the first-return mapping on piH(CW) is well-defined.
Thus, given a generic geodesic ray γ in CW, piH(γ) will return to piH(CW) after some
time. Lifting to H, this implies that γ intersects MCW for some M ∈M. Iterating
the first-return map gives infinitely many intersections. Reversing the flow gives
the same result for the backward orbit of γ. 
Now that we have shown that almost all geodesics are markable, we can quickly
prove that CW has no unexpected symmetries:
Corollary 6.7. The restriction of piH to CW is a.e. injective.
Proof. Suppose the statement is false, and there exists a non-identity mappingM ∈
M such thatMCW∩CW has positive measure. Then by the previous corollary there
is a markable geodesic γ with γ(0) ∈MCW ∩ CW. But then we have γ(0) ∈ CW and
Mγ(0) ∈ CW, and it follows from the Intersection Detection Property of Theorem
1.8 that M = Mi0 = id. 
Definition 6.8. Let us define a mapping ψ : CW → CW by ψ(γ)(t) = M−1i1 γ(t+ t1),
whereMi1 and t1 are given by Theorem 1.8. This is well-defined almost everywhere.
Proposition 6.9. The mapping ψ : CW → CW is ergodic.
Proof. The first-return map on piH(CW) is ergodic by Lemma 6.5. Corollary 6.7 then
allows us to identify piH(CW) with CW, and Theorem 1.8 tells us that ψ is indeed a
lift of the first-return mapping on piH(CW). 
6.3. Ergodicity of a Natural Extension and of the Gauss Map. At this
point, we would like to project CW onto the forward endpoint and use the ergodicity
of ψ to derive the ergodicity of T . However, the transformation that ψ induces on
the forward endpoint is a jump transformation associated to T and it is not the
case that the ergodicity of a jump transformation implies the ergodicity of the
original transformation. (See, for example, Chapters 17–19 of [40].) So we will
instead project onto both endpoints and analyze the resulting transformation more
carefully.
Throughout the rest of this section, we will assume, without directly stating it, that
all statements about sets hold up to sets of zero measure and that any geodesic
under consideration is markable, since this is a generic condition. We continue to
work with a complete, discrete, and proper Iwasawa CF expansion.
Let pi : CW → K × X be the injective map from a geodesic γ intersecting CW to
its forward and backward endpoints (γ+, γ−). On pi(CW), ψ induces the mapping
Ψ = pi ◦ ψ ◦ pi−1. Since, by the Markable Geodesic Theorem 1.8, ψ acts on a
geodesic γ by the mapping Mi1 associated to γ+, we conclude that Ψ(γ+, γ−) =
(M−1i1 γ+,M
−1
i1
γ−).
Let us extend the Gauss map T to act on K × X by Tˆ (z, w) = (M−11 z,M−11 w)
where M1 ∈M is the mapping associated to z. Since Tz = M−11 z, this truly is an
extension. Let K = ∪∞i=0Tˆ ipi(CW) ⊂ K × X.
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We wish to compare how Ψ acts on pi(CW) with how Tˆ acts on K. In the following
lemma, will show that the restriction Tˆ |K of Tˆ to K is well-behaved.
Lemma 6.10. Tˆ |K : K → K is surjective. Furthermore, a.e. point of K returns
to pi(CW) within finitely many iterations of Tˆ |K , so that we have
K =
∞⋃
i=0
Tˆ |−i
K
pi(CW).(6.1)
Proof. It is immediate from the definition of K that Tˆ |KK ⊂ K. To prove the
reverse containment, we wish to show that for any (z, w) ∈ K, there exists (z′, w′) ∈
K with Tˆ |K(z′, w′) = (z, w).
Since (z, w) ∈ K, there exists a smallest non-negative integer i such that (z, w) ∈
Tˆ |i
K
pi(CW). If i ≥ 1, then clearly there is (z′, w′) ∈ Tˆ |i−1K pi(CW) such that Tˆ |K(z′, w′) =
(z, w).
So suppose i = 0. Then (z, w) ∈ pi(CW). Since Ψ is an onto map of pi(CW) to itself,
for a.e. (z, w) there exists some (z′′, w′′) such that Ψ(z′′, w′′) = (z, w). Thus, if
we let i1 be the index so that Ψ(z′′, w′′) = (M−1i1 z
′′,M−1i1 w
′′) = Tˆ |i1
K
(z′′, w′′), then
we have that (z, w) ∈ Tˆ |i1
K
pi(CW) with i1 > 0 and the argument of the previous
paragraph applies.
Implicit in the last paragraph is the idea that for a.e. (z, w) ∈ pi(CW), Ψ(z, w) ∈
pi(CW) as well, so that (z, w) returns to pi(CW) in a finite number of iterations of
Tˆ |K . Since every (z, w) ∈ K\pi(CW) appears in some Tˆ |iKpi(CW), say, Tˆ |iK(z′′, w′′) =
(z, w), we can also extend this to say that a.e. point in K returns to pi(CW) under
a finite number of iterations.
This immediately shows that K ⊂ ⋃∞i=0 Tˆ |−iK pi(CW) and the reverse inclusion is
trivial. 
We restrict our attention to K, setting Tˆ := Tˆ |K .
The equation (6.1) looks similar to the definition of a natural extension, so raises
the following question, which we will not address:
Question 7. Is Tˆ : K → K the natural extension of T : K → K?
Now we can state the connection between Ψ and Tˆ :
Lemma 6.11. Ψ is the transformation induced by restricting Tˆ to pi(CW).
Proof. Since Z is countable, the set of points in K with eventually periodic con-
tinued fraction expansions is countable as well, and hence, since we are working up
to measure zero, we may assume any points under consideration are not eventually
periodic.
Let (z, w) ∈ pi(CW) and let i(z, w) be the minimal positive integer such that
Tˆ i(z,w)(z, w) ∈ pi(CW). The existence of i(z, w) a.e. follows from Lemma 6.10.
We wish to show that, where it exists, Tˆ i(z,w)(z, w) = Ψ(z, w).
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Let γ be the markable geodesic with endpoints (z, w), and let i1 be the correspond-
ing value from the marking in Theorem 1.8. Then Ψ(z, w) = (M−1i1 z,M
−1
i1
w) and
thus Tˆ i1(z, w) = Ψ(z, w) ∈ pi(CW). By the minimality of i(z, w), we have that
i(z, w) ≤ i1. We must show that i(z, w) cannot be strictly less than i1.
Suppose i(z, w) < i1 and consider the mappingM = Mi(z,w). Since (M−1z,M−1w) ∈
pi(CW), M−1γ intersects CW. This means γ intersects MCW and thus by the Inter-
section Detection property of Theorem 1.8, M = Mij for some j. Since the two
mappings are equal, we have that T i(z,w)z = M−1i(z,w)z = M
−1
ij
z = T ijz. But since
we have assumed z does not have an eventually periodic expansion, this is only
possible if i(z, w) = ij . And since there are no positive ij between 0 and i1, we
must have that i(z, w) = i1, which completes the proof. 
We next prove that Tˆ is ergodic on K before concluding that T is ergodic on K.
Remark 6.12. Note that Tˆ is conservative: if A ⊂ K has measure zero, then so
does Tˆ−1A.
Lemma 6.13. Tˆ is ergodic on K.
Proof. It is clear that Ψ is ergodic on pi(CW) because it is isomorphic to ψ on CW,
which is ergodic by Proposition 6.9.
Let A,B ⊂ K be complementary Tˆ -invariant regions. We must show one of them
has measure 0. Note that A ∩ pi(CW) and B ∩ pi(CW) are complementary regions of
pi(CW). Furthermore, since Ψ is the induced map of Tˆ on pi(CW), the action of Ψ on
each point in A ∩ pi(CW) is a power of the map Tˆ . Since TˆA ⊂ A and Ψ(pi(CW)) =
pi(CW), Ψ(A ∩ pi(CW)) ⊂ A ∩ pi(CW) and likewise Ψ(B ∩ pi(CW)) ⊆ B ∩ pi(CW). Since
Ψ is an onto map and A ∩ pi(CW) and B ∩ pi(CW) are complementary regions of
pi(CW), it follows that the two intersections must be invariant under Ψ. Thus,
by the ergodicity of Ψ one of them (say, A ∩ pi(CW)) must have measure zero.
But by (6.1), K = ∪∞i=0Tˆ−i(pi(CW)), so A = A ∩ K = ∪∞i=0A ∩ Tˆ−i(pi(CW)) =
∪∞i=0Tˆ−iA ∩ Tˆ−i(pi(CW)) = ∪∞i=0Tˆ−i(A ∩ pi(CW)), so A has measure zero by the
conservativity of Tˆ , as desired. 
We can now project to the first coordinate to complete the proof of Theorem 1.1
(see also §1.3):
Proof. Let us suppose the Gauss map is not ergodic. Then there are complemen-
tary subsets A and B of K that are both invariant under T and have non-zero
measure. We may extend these to complementary subsets A′, B′ of K by taking
their preimages under projection to the first coordinate. Both A′ and B′ have
positive measure since pi(CW) ⊂ K and we claim there exists a neighborhood U of
infinity in X such that K × U ⊂ pi(CW).
Let us now show that this set U does exist. Consider any pair (γ+, γ−) of endpoints
of a geodesic γ, such that γ+ ∈ K and |γ−| is sufficiently large. In particular, if
|γ−| > 1 +  with  as in Lemma 5.2, then the conclusion of that lemma and the
definition of W imply that the geodesic γ passes through W. Moreover, by taking
the framework of Lemma 5.2 and dilating, we see that if |γ−| is sufficiently large,
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then the geodesic must travel far into the cusp at infinity: namely, there must exist
a time tˆ such that ht∞(γ(tˆ)) > h0. Thus, γ does intersect CW and (γ+, γ−) ∈ pi(CW)
as desired. (Since we are working up to measure zero sets, we may assume that
γ+ 6∈ M({∞} ∪ E) as well.)
Consider Tˆ−1A′. Any point (z, w) ∈ K such that Tˆ (z, w) ∈ A′ must clearly satisfy
Tz ∈ A. In other words z ∈ T−1A = A. Thus (z, w) ∈ A′, so Tˆ−1A′ ⊂ A′ and
likewise Tˆ−1B′ ⊂ B′. Hence A′ and B′ are both disjoint T -invariant subsets of
K with positive measure. The ergodicity of Tˆ : K → K provided by Lemma 6.13
gives the contradiction. 
Remark 6.14. We have proved ergodicity with respect to Lebesgue measure, but
with the framework we have developed, we may now consider the question of abso-
lutely continuous invariant measures as well.
First, note that since geodesic flow preserves Haar measure onH, there is a canonical
derivation of an invariant measure for ψ on CW. This then projects to an invariant
measure for Ψ on pi(CW). Since Ψ is the transformation induced by restriction Tˆ to
pi(CW), there is again a canonical derivation of an invariant measure for Tˆ on K (see
[40, Thm. 17.1.6]). From here projection onto the first coordinate would give an
invariant measure for T on K. All of these operations preserve the fact that they
are absolutely continuous with respect to the corresponding Hausdorff measure.
Note that even though the measure on CW and pi(CW) is bounded, the measure on
K and K may be infinite. Indeed, this occurs for the Rosen continued fractions
[16].
6.4. Application: Ergodic components of Incomplete Iwasawa CFs. In this
subsection we will prove Theorem 1.6.
Let R denote the set of central symmetries ofM (cf. Definition 3.7).
Lemma 6.15. Let r ∈ R. Then for any a ∈ Z there exists a′ ∈ Z, r′ ∈ R such
that aιr = r′a′ι. Moreover if r′ is the identity, then r must be as well.
Proof. Since aιrι−1 ∈ StabM(∞), the decomposability assumption on R implies
that there exist r′ ∈ R and a′ ∈ Z such that aιrι−1ι = r′a′ι, as desired.
Let r′′ denote ιrι−1. Since this fixes 0 and ∞, it must belong to R. So if r′ is the
identity, then r′a′ = ar′′ implies that a−1a′ = r′′. But R ∩ Z = {id}, so r′′ and
hence r must be the identity. 
At this point we wish to start connecting the behavior of an incomplete Iwasawa
CF with n central symmetries with the behavior of its completion.
As such let us specialize our notation. Let K be the symmetric fundamental do-
main for the incomplete continued fraction over Z and let Kc be an associated
fundamental domain for the completion of the continued fraction over StabM(∞)
so that K =
⋃
r∈R rKc up to a set of measure zero. Let T be the Gauss map on
K that acts by ι and then an element of Z. Let Tc be the Gauss map on Kc that
acts by ι and then an element of StabM(∞).
Lemma 6.16. With the notation of the paragraph directly above, the map T on K
is isomorphic to a skew-product Tc o f on Kc ×R over the map Tc on Kc.
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Proof. There is an obvious isomorphism between Kc ×R and K given by (z, r)↔
rz. The map T acts on rz by aι for some a ∈ Z. By Lemma 6.15, there exists
a′ ∈ Z, r′ ∈ R such that T (rz) = r′a′ι(z). Let r′′ be such that r′′a′ι(z) ∈ Kc, so
that T can be considered as acting on the space Kc ×R by
(z, r) 7→ (r′′a′ιz, r′r′′−1).
Since r′′a′ ∈ StabM(∞), this maps (z, r) to Tc(z) in the first coordinate. Let
f(z, r) = r′r′′−1, so that T = Tc o f . To show that Tc o f is truly a skew-product
and finish the proof, we must show that for almost all fixed z, f(z, ·) is an injection
(and hence a bijection).
Suppose that f(z, ·) is not an injection, so that r1 6= r2 but f(z, r1) = f(z, r2). This
implies that T (r1z) = T (r2z). Let a1, a2 ∈ Z be such that T acts by a1ι on r1z and
acts by a2ι on r2z. Then a1ιr1ι−1(ιz) = a2ιr2ι−1(ιz). But for almost all z (namely,
those z not belonging to the exceptional set E (5.7)), a1ιr1ι−1 is the unique element
of StabM(∞) that brings ιz to K. Thus, for such z, a1ιr1ι−1 = a2ιr2ι−1. Recall
from the proof of the previous lemma that ιr1ι−1, ιr2ι−1 ∈ R. So by the uniqueness
of the decomposition, we have that ιr1ι−1 = ιr2ι−1, and hence r1 = r2. So f(z, ·)
is injective. 
Theorem 1.6 immediately follows from the next lemma:
Lemma 6.17. Let A be any ergodic component of K with positive measure, then
the measure of A must be at least 1/|R| (all with respect to a normalized Lebesgue
measure on K).
Proof. We may consider A as a positive measure subset of Kc ×R invariant under
the skew-product Tcof defined in the previous lemma. Consider also the standard
projection onto the first coordinate: piK : Kc × R → Kc. Since Tc is the Gauss
map associated to a discrete, proper, and complete Iwasawa CF expansion, it will
be ergodic due to Theorem 1.1, and thus it suffices to prove that piK(A) is a Tc-
invariant set, since it must have full measure on Kc (i.e., 1/|R|).
Suppose z ∈ piK(A), so that there exists r ∈ R such that (z, r) ∈ A. Let z′ ∈ T−1c z.
Then, since Tc o f is a skew-product, there exists (for almost all such z) r′ ∈ R
such that (Tc o f)(z′, r′) = (z, r). Thus (z′, r′) ∈ (Tc o f)−1A = A, so z′ ∈ piK(A).
Thus T−1c piK(A) is (up to measure zero), a subset of piK(A).
Now suppose z ∈ piK(A) and again let r ∈ R be such that (z, r) ∈ A = T−1A. Thus
T (z, r) ∈ A, and projecting this into the first coordinate, we see that Tcz ∈ piK(A).
Thus piK(A) ⊂ T−1c piK(A). This proves the two sets are equal up to measure zero,
as desired. 
In certain cases one can show that the skew-product over an ergodic transformation
is itself ergodic, see [49] and related papers of the second author for some interesting
examples. If we could prove such a result here, we could remove the completeness
condition in the case of centrally symmetric systems.
6.5. Application: Tail Equivalence. In this section we prove Theorem 1.3 in
the following more precise formulation (note that markable geodesics are generic
by Corollary 6.6):
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Theorem 6.18 (Tail equivalence of markable geodesics). Let γ be a markable
geodesic and γ′ = Mγ with M ∈ M and γ′+ ∈ K. If ai, a′i are the sequence of
CF digits of γ+ and γ′+, respectively, then they have the same tail—i.e., there exist
some k, k′ ∈ N such that ak+i = a′k′+i for all i ≥ 1.
Remark 6.19. We note that the condition γ′+ ∈ K is not necessary. If it were not
there, we could define a′0 =
⌊
γ′+
⌋
and let the continued fraction expansion of γ′+
start with this a′0; however, since this a′0 might be confused with the corresponding
digit of the marking, we will not use it here.
Proof. While γ′ is a markable geodesic, it may or may not pass through CW.
The result follows immediately from Theorem 1.8 if γ′ does pass through CW: the
Cusp Detection Property gives us that for some j, M = M−1ij . So the marking of
γ′ is a shift of the marking of γ. If j ≥ 0, then a′i = aij+i for i ≥ 1, and if j < 0,
then a′−ij+i = ai for i ≥ 1.
We now assume that γ′ does not pass through CW. If
∣∣γ′−∣∣ ≥ 1 + , with  as in
Lemma 5.2, then we apply Lemma 5.1 to see that γ′ intersects W. Let γ′′(t) =
γ′(t+ t′) be such that γ′′(0) ∈W. On the other hand, if ∣∣γ′−∣∣ < 1 + , then we may
apply the proof of Lemma 5.3 to γ′ to find an index i1 and corresponding time t1
such that M−1i1 γ
′(t1) ∈ W. (Note that the condition in the lemma that γ(0) ∈ W
is not actually used in the proof, only that |γ(0)| < 1 + . Morover, since γ′ is
markable, we know that γ′+ 6∈ M∞.) In this case, let γ′′(t) = M−1i1 γ′(t + t1), so
that once again γ′′(0) ∈W.
We claim that γ′+ and γ′′+ are tail-equivalent. This is obvious in the first case, since
γ′+ = γ
′′
+. In the second case, they are still tail-equivalent, since γ′′+ = T i1γ′+ and T
again acts via a shift of the digits. Moreover, γ′′ is still a markable geodesic, since
this property isM-invariant.
By applying the idea of the proof of Lemma 5.10, we have that γ′′ intersectsMijCW
at time tj for some j. In particular, if we let γ′′′(t) = M−1ij γ
′′(t + tj), then by the
same argument as previously, we see that γ′′′+ is tail-equivalent to γ′′+ and hence to
γ′+. In addition, γ′′′ now passes through CW so our earlier argument applies and we
see that γ′′′+ is tail-equivalent to γ+, as desired. 
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