Private equity investors seek to rank potential investment opportunities in growth stage private companies within an industry sector. The sparsity of historical investment transaction data for many growth stage private companies may present a major obstacle to using statistical methods to discern industry specific features associated with successful and failed companies. This paper describes a Bayesian ranking approach based on (i) extracting and selecting features; (ii) training support vector machine classifiers from feature pairs of labeled companies in an industry; (iii) non-parametric estimation of posterior probabilities of success and failure; and (iv) ranking unlabeled companies within a cohort based on scores derived from posterior probability estimates. We anticipate that this approach will not only be of interest to statisticians and machine learning specialists with an interest in venture capital and private equity but extend to a broader readership whose interests lie in classification methods where missing data is the primary obstacle.
Introduction
Silicon Valley is currently host to company growth rates and exit valuations of unprecedented levels. Take, for example, the recent purchase of Instagram by Facebook for $1 Billion, representing a 20x return on total investment in only two years. In the absence of any empirically substantiated general formulaic approach to pick the best companies to invest in, investors base investment decisions on a wide set of considerations influenced, in part, by their prior experiences and oftentimes * Corresponding author email: mfdixon@usfca.edu fundamental analysis of companies within an industry sector. Growth stage private companies, however, often have investment transaction histories from which characteristics associated with successful and failed companies (labeled companies) may be discerned using statistical methods. One of the primary challenges in pursuing this approach is the sparsity of the historical data. This papers describes a four step approach based on (i) feature extraction and selection; (ii) classification; (iii) derivation of a score using a novel Bayesian approach to estimate posterior probabilities of success and failure; and (iv) ranking companies within a cohort based on their scores. Focusing on agricultural companies in the cleantech sector, we demonstrate how this approach can be used to rank companies based on a set of features.
Statistical techniques for learning predictive indicators and patterns have been used extensively in the public capital markets. One area of significant traction is in high frequency trading, which uses statistical techniques to generate an estimated $8 billion a year in trading profit in the US alone. The field depends on learning predictive indicators and patterns to automate trading decisions that are made within a fraction of a millisecond and held for no more than a few hours. Many of these trading decisions can be made using a formulaic approach.
In the area of venture capital and private equity investment, investment decisions are made in weeks to months, and the investments are often held for 3 or more years. There are significantly more factors influencing an investment over its lifetime, and there is a scarcity of historical information for the companies involved. Moreover, investment analysts in the industry, as a whole, have not themselves applied the concept of using predictive analytics to support investment decisions but have rather developed intuition and drawn conclusions from the business literature and educational infrastructure supporting this field.
Given the scarcity of information, the complexity of selecting successful portfolio companies, together with the absence of an empirically substantiated general formulaic approach to venture capital and private equity investments, we turn to classification methods to discern attributes associated with successful or failed companies. We demonstrate a methodology for arriving at a score which can be used to rank a company within an industry sector or sub-sector.
Literature Review
Over the last 40 years, there has been much research published in the business literature on models for evaluating potential VC investment opportunities. The literature is too extensive to list but the evolution in this approach can be traced at decadal intervals through seminal contributions by Wells [13] in the 1970s, Tyebjee and Bruno [12] , followed by Hall and Hofer [6] . In the absence of databases on global venture capital investment histories, researchers relied more on subjective criteria delineating successful from unsucessful investments rather than statistical inference of the most prominent factors.
Then came the realization in the aftermath of the dot com bubble by Zacharakis and Shepherd [14] that VCs are prone to over-confident decision making and that the decision factors purported to be critical to the investment decision process by investors may be too circumstantial and not conducive to building models of the investment decision process. This realization has led to arguably more credence being given to models based on systemic factors affecting investment decision processes. However, relatively few works have provided a general approach based on statistical modeling. One explanation for this paradox is that some of the most important systemic factors are qualitative in nature and difficult to quantify. Another major obstacle has been that regression methods tend to be data intensive and the absence of sufficient historical investment data precludes their application.
Recently, Gompers, Kovner, Lerner and Scharfstein [5] show that entrepreneurs with a track record of success are much more likely to succeed again over entrepreneurs with a poor track record. The authors use a logistic regression model for estimating the likelihood of a company succeeding given the prior experience of a company's management team and other characteristics such as company age, stage and location. Most crucially for the more technical discussion here is that their analysis draws upon an extensive archive of transaction and company summary data from Dow Jones VentureSource, which the authors estimated to be approximately 90% complete. Using all funding transactions between 1975 and 2003 across all industry sectors, they arrive at regression coefficients with a 1% significance level. This model represents entrepreneurs' track records using between 3,831 companies and 19,617 companies with known outcome. In this study, the choice of regression coefficients is heavily based on answering a specific hypothesis and drawing upon the author's own extensive knowledge of the venture capital industry.
Guided only loosely by the statistical approach taken by Gompers et al. [5] , we set out to answer the different question of how private equity investors can use a quantitative approach to rank companies in a particular industry sector, rather than across all sectors. This point of departure confronts the immediate obstacle of there being much less historical data available in any given sector -so little in fact that logistic regression is generally out of the question.
In this paper, we go further still and develop an approach which is robust even to sparse datasets such as nascent industry sectors, in which the number of known outcomes is relatively sparse compared to more mature sectors such as IT and Communications. For nascent sectors, there are hundreds and not thousands of companies with known outcome and we were unable to obtain statistically significant regression coefficients other than the age of the company. In the absence of sufficient numbers of objective performance measures for sector wise analysis, we look to novel approaches to discern patterns in historical transaction data.
Bhat and Zaelit [1] approach the problem of predicting private company exits from qualitative data using machine learning methods. By applying the random forest algorithm to the first three rounds of company information, they are able to predict whether a company will be successful or fail. Diagnosis of their model applied across nine industry sectors reveals a 75% average rate and the average area under the ROC curve is 0.83. One valuable contribution of their work is that they are able to rank which features of a company and its transaction history offer the most predictive power for late stage investment decision making. While their approach, like that of Gompers et al. [5] , is at a broader scope than an industry sector, the authors attempt to capture industry specific effects through encoding a unique sector ID as a feature in the model.
An additional point of interest is that Bhat and Zaelit [1] are able to incorporate a measure of the strength of an investor's social network into their analysis which Hochberg, Ljungqvist and Lu [8] show to be an important measure of the strength of an investor. The authors use the degree of centrality of the investor in a social network as an attribute. While we believe that knowledge of the investors in the company is valuable, it is not apparent how a company shall fail or succeed by virtue of the social network ranking of the investors. A further issue which the authors raise, but do not address, is that investors' social networking strength may often be specific to particular industry sectors where their portfolio is most concentrated.
Our approach differs from that of Bhat and Zaelit [1] in a number of ways. Firstly, we take a more granular approach to identifying companies, instead extracting features and training models using only the investment transaction history pertaining to only one industry sector. In doing so, we are able to learn how a company will perform based on failed and successful companies from a cohort of companies which are more closely related. Secondly, we classify the outcomes of a company using SVMs rather than the Random Forest method. Thirdly, instead of using the degree of centrality of an investor in a social network, we follow the approach of Farmer [4] who revisited the widely held notion that follow-on investments are seen by the investment community as a vote of confidence for earlier investments.
Farmer [4] posed the hypothesis that a visionary early investment will attract a sequence of followon investments from a more "prestigious" investor. To measure the concept of prestige, Farmer [4] used graph eigenvector centrality, an approach which is best known for its use in Google's page rank algorithm. The approach assigns all investors equal prestiges and increases the prestige of a particular investor each time other more prestigious investors invest in a portfolio company in a following round, as described in Section 3.1. We further extend this approach by distinguishing an investor's prestige with respect to a particular industry sector in order to more meaningfully characterize their deal syndication patterns.
The inherent challenge in training models from a subset of labeled companies within a particular industry sector is the sparsity of historical transaction data. We partially address this problem by training models from two dimensional feature spaces instead of high-dimensional feature spaces. This approach follows from our observation that the number of complete labeled ntuples of features decreases significantly as n is increased. Bayes' Theorem is then applied to estimate whether a company will succeed or fail given the results from all of the models. These estimates yield a score which is used to rank companies in a sector or sub-sector.
This paper describes a four step predictive approach for ranking private companies within a cohort. This approach can be applied to sparse industry specific historical data. We begin in the next section by describing the private company transaction data that was used for our analysis before describing the first step-the process of feature extraction and selection.
Section 4 describes the infrastructure and configuration necessary for the next step -training and evaluating the performance of classification methods. We present results showing the performance of logistic regression and SVM classifiers on labeled feature pairs extracted from all companies in the cleantech sector with complete observations for that pair. These results indicate that SVM has a performance advantage over logistic regression when the feature space is not linearly separable.
Section 5 presents a methodology for scoring a company based on estimates of posterior probabilities of success and failure given a set of SVM model outputs. The methodology is best explained by first considering the simplest case, described in Section 5.1, where a single minimum Euclidean distance of an unlabeled point in a feature space to the separating hyperplane is used to estimate the conditional probability of that company succeeding or failing. Then in Section 5.2 we present a more general approach which combines the distances of unlabeled points in multiple feature spaces to the separating hyperplanes to estimate the conditional probability of a particular company failing or succeeding. The method culminates in Section 6 with the demonstration of a ranking approach for all agricultural companies in the cleantech sector which uses a score based on the estimated posterior probabilities. While the results presented herein are specific to the cleantech industry, the ranking methodology is applicable to any industry sector. Section 7 concludes.
Step 1: Feature Extraction and Selection
Dow Jones VentureSource has a good coverage of domestic and international venture-backed and private equity-backed companies. It contains records for 67,000 companies and 19,000 active investors. About 50% of the companies (over 33,000 companies) in the database are international companies. There are 3,775 companies we have identified as cleantech related companies, out of which 10.9% has data that can be used to infer company successes and failures. We define a successful company as one which has reached or is filing an IPO, or has been acquired for at least 1.5x the total money invested in the company. Conversely, we define a failed company as any company which has either been acquired at less than 1.5x of the total money invested, filed Chapter 11 or is labeled in the database as being bankrupt or out-of-business.
Each company profile in the database contains overview details such as the date in which the company was founded, its location, status and an abstract describing the company. Each company profile is also tagged with various keywords which we use to identify which industry sectors it belongs to. The profile also lists the company's investment transaction history-each transaction shows the date, the amount invested and the investment syndicate. In only approximately 10% of the transactions for the cleantech sector did we observe post money valuations. Post money valuations are regarded as one of the most sensitive details on the performance of a private company and are oftentimes not disclosed to the public.
We separate the process of obtaining features for our models into two steps: (i) feature extraction; and (ii) feature selection. The first step involves extracting metrics from the investment transaction histories which are considered to be indicative to investors. Examples of these include estimating the average transaction frequency between investment rounds for each company, calculating the total money invested in a company and counting the total number of investors that have invested in the company since the first round. These features are all examples of primitive quantities which are directly extracted from the data and their sparsity measured. The concept of an investor's strength is not readily available in the database and we describe an approach for estimating this in the next section. Some of the features that we extracted are listed in Table 1 together with a brief explanation and the % of labeled companies with missing observations.
Investor Prestige
The quality of the investors is often considered one of the most important factors contributing to a company's success. Conversely, the success and failure of companies in an investor's portfolio demonstrates the capabilities of the investor. In a nascent sector such as cleantech, where there aren't a significant number of exits, the quality of an investor needs to be assessed by an alternative metric.
We implemented a feature that assesses earlystage investor prestige. It uses the "investor rank" metric first proposed by Farmer [4] for use in the venture investment space. The technique is based on the peer-evaluation model which was also used in Google's Page rank algorithm to index the websites on the Internet. For a growth stage investor who is looking to identify investable growth stage opportunities, companies with prestigious investors are often more likely to be investigated as they could be considered as pre-qualified by prestigious peers.
In venture investing, the peer-evaluation model characterizes peer-approval by the willingness and action of an investor to provide follow-on investment. The fundamental assumption is that the best evaluation of the quality of a company is how peers in the same domain would like to be associated with it. Since the peer approval relationships are established through investments in the same company, we can aggregate the peer approval relationships within specific sectors to infer an investor's prestige within specific sectors. Figure 1 illustrates the concept using a funding graph for the funding rounds of Enphase Energy Inc. (a cleantech company). Consider for example Applied Ventures, the lead investor in the first funding round.
As new investment partners join the syndicate in subsequent funding rounds, the prestige of Applied Ventures is increased by an amount proportional to the prestige of those investors. The addition of Bay Partners in Round 3 increases the prestige of all investors in Round 2 by an amount proportional to the prestige of Bay Partners which, by backward induction, increases the prestige of Applied Ventures.
To determine the importance of an investor in the network of investors, we construct a graph of investors where the nodes are investors and the edges are the peer approval relationships between the investors. The edges are directed, pointing from each later-stage investor to each early stage investor, as illustrated in Figure 1 . The graph is represented as a transistion matrix and passed to the pagerank algorithm [11] . This celebrated algorithm is an iterative approach for computing the measure of eigenvalue-centrality which can be interpreted here as the relative importance of investors.
We use a standard damping factor of 0.85 to represent how likely investors are to invest in a followup round. We extend this approach by distinguishing an investor's prestige with respect to particular industry sectors by including only the companies in a specific industry sector in the graph construction process for the computation of an industry sector specific investor prestige. The net result is that investors may have multiple sector specific investor prestiges if their portfolio spans multiple sectors. This extension more intuitively characterizes deal syndication patterns and investor prestige in specific industry sectors.
Investment history is a feature that is often publicly available. The main advantage of this approach is that the data in VentureSource is well populated with funding information. For example, 94% of the cleantech company records in VentureSource contain some information on its funding rounds. The approach is not with out issues. For instance, it is biased towards early stage investors; An investor that focuses on early-stage investment will score higher than an equally capable laterstage investor. Also, the investor is rewarded for funding successful early round investments but not penalized for early-stage investments that did not generate returns and failed.
Once the investor's prestiges are estimated based on all of its transactions within a particular industry sector, we use the maximum prestige value of all investors in a company to arrive at a feature which represents the prestige of the most prestigious investor involved in one or more transactions with that company. For investors in the cleantech sector, we refer to this company specific quantity as "Cleantech Prestige".
The choice of whether to use all extracted features for supervised learning experiments is guided by statistical experiments which are described in the next section.
Feature selection
The feature selection process is guided by the availability of sufficient quantitative data which can be extracted from the database. One approach to determine whether a feature has a sufficient number of labeled observations for a trend to be discerned is to test the null hypothesis that samples in two or more groups are drawn from the same population, implying that the samples are indistinguishable and exchangeable. Because of the small population of labeled data, samples are not assumed to be drawn from a parametric distribution. This non-parametric distributional representation favors the application of a Wilcoxon rank sum test.
The Wilcoxon-Mann-Whitney (WMM) ranksum test assesses whether one of the two groups of independent observations tend to have larger medians than the other. The groups need not be the same size but are assumed to be symmetrically As a control for the test, we introduce the random variable Z ∼ N (0, 1) and draw random samples totaling the number of labeled companies composed of 221 (54%) successful and 190 (46%) failures. We use the implementation of the WMM test provided in version 1.0-20 of the coin R package [9] . This implementation allows for ties in the response values and computes exact p-values either by the shift algorithm or by the split-up algorithm. Table 2 shows the resulting p-values from the WMM rank-sum test which represent the probability that the true value of the effect is of sign opposite to the observed value. For the features listed in Table 1 , all result in rejection of H 0 at a significance level of 10%. In fact, all features except "Cleantech Prestige" result in rejection of H 0 at the 0.01% significance level. Over a set of 100 experiments, the control Z is found to have a pvalue with mean µ = 0.5 and standard deviation σ = 0.29.
Step II: Classification
The standard approach to predicting dichotomous dependent variables in finance and economics is to use a linear method such as logistic regression or linear discriminant analysis. Logistic regression employs the use of a logit function in the generalized linear model (GLM) to estimate the probability of success from the logarithm of the odds ratio (see Hilbe [7] for a discourse on logisitic regression methods). Under the assumption of independence of the explanatory variables, a Gaussian distribution of the errors and the complete set of explanatory variables, logistic regression can be employed here to predict the likely success or failure of a company.
We reiterate that our focus on prediction of successful companies in a nascent industry sector is limited by relatively few numbers of labeled observations. In the pan-industry study of Gompers et al. [5] , a multivariate logistic regression model is viable since companies with missing explanatory variables can be discarded with likely marginal impact on the statistical significance of the regression coefficients. Simply discarding incomplete observations in our study results in too limited a dataset for estimating statistically significant regression coefficients, even if the test statistic is bootstrapped. An alternative linear approach referred to as linear disciminant analysis requires fewer observations by assuming that the explanatory variables are normally distributed, an approach which we do not pursue on account of the variables failing standard normality tests.
We instead apply logistic regression models with boostrapping to pairwise combinations of features. We iterate over all 28 combination of pairs from the seven features shown in Table 1 and record the features representing the x and y co-ordinates in the feature space. All features representing monetary amounts are rescaled by the log 10 function because the values vary by several orders of magnitude and lead to clustering of training data which is observed to increase the error rate of the classifier. All features are further normalized to have zero mean and unit variance in order to avoid disparate scaling which results in one feature dominating in the model.
All of our results are summarized in Table 3 and are obtained using R version 2.14.1 and the GLM implementation is provided in version 2.15.2 of the stats package. For each feature pair, the logistic regression model is applied to 1000 bootstrap replicates drawn from 70% of the dataset. The number of complete pairs in the training set is shown in the Table 3 as size and varies for each pair. The trained model is applied to the remaining 30% of observations in the dataset and summary statistics of the error rate are shown as err and stderr in the table. The Z-statistic (the ratio of the estimated coefficient to the standard error) and the p-value, for the two-tailed test of the null Hypothesis that the true value of the regression coefficient is zero, are additionally estimated.
For many feature pairs, the null Hypothesis can be rejected at the 10% significance level (p-value < 0.1). p x and p y are the p-values corresponding to the regression coefficients for the features represented by the x and y co-ordinates respectively. Despite the "Last Round PMV" being a much sparser feature than the others, it appears from the p-values to be an important feature in discerning a company's success or failure regardless of the choice of the other feature. The other features are found to be only important factors when paired with one of a subset of the other features.
From scatter-plots of the two dimensional feature space similar to one shown in the top-left plot of Figure 2 , we observe that the line separating the failed and successful companies is non-linear in the transformed co-ordinates. The absence of linear separability in some of the feature spaces motivates the use of SVMs, which are favored in the machine learning community for their ability to characterize non-linear separating hyperplanes by selecting from a set of non-linear kernels. Furthermore, SVMs do not impose distributional assumptions on the features.
We use the SVM classifier implemented in version 1.6 of the R package e1071 [10] , an interface to libSVM [3] . For performance comparison with the logisitic regression model, we use the same 70/30 dataset partition rule to respectfully train and test the classifier. libSVM provides a choice of four kernels: (i) a linear kernel; (ii) a polynomial kernel; (iii) a sigmoid kernel ;and (iv) a radial kernel. The classifier is trained on a sample of no more than 273 labeled cleantech companies. The choice of kernel is based on the error rate using default parameters applied to the test set consisting of up to 124 labeled companies. Table 3 further shows the comparative performance of bootstrapped SVMs with logistic regression. The mean and standard deviation of the error rate across the bootstrap replicates is shown for each method. Feature pairs are eliminated from the table if the error rate from both methods is above 0.3. The kernel type which minimizes the SVM error rate is shown in the far-right column. For the feature pairs where the best kernel type is non-linear, we note that the error rate from the SVMs is consistently lower than for the logistic regression models. This provides some evidence that the ability to represent non-linear separating hyperplanes reduces the error rate. We further note, however, that the evidence is not entirely conclusive -in many cases the logistic regression outperforms the linear SVM. The standard errors are comparable across methods indicating that they are equally sensitive to noise and outliers in the training set.
Our experiments show that the choice of kernel substantively affects the accuracy prediction rate over the test set. In a separate study, we partitioned the data by a 70/15/15 rule to train, tune and test. We found only marginal effects by tuning the SVM parameters about their default values and thus used the following parameter values: tolerance of termination criterion (0.001), in the insensitive-loss function (0.1), cost of constraints violation 1 , the degree of the polynomial (3), γ (1/(data dimension)) and a coefficient needed for polynomial and sigmoid kernels C 0 (0).
Having trained models from pairs of feature, the remaining part of this paper shall partially address the problem of how to combine each model in order to predict rankings of company's likelihood to succeed. Despite finding a preference for SVM classifiers, we emphasize that the Bayesian ranking approach described hereforth can be applied to any classifier which produces a score for each company. In logistic regression, for example, this score is the estimate of the log odds ratio for each feature pair. SVMs output a distance of a company to the separating hyperplane. Without loss of generality, we continue with demonstration of a Bayesian ranking methodology applied to SVM classifiers trained over all combinations of feature-pairs.
Step III: A Bayesian Approach for Estimating Posterior Probabilities
The trained SVM classifier takes as input the rescaled co-ordinates of a point in a feature space and outputs the (signed) shortest Euclidean distance of the point to the separating hyperplane. A positive distance indicates that the point lies in the success region and a negative distance indicates otherwise. For a particular feature pair, the absolute value of this distance could be interpreted as a relative scale from which to score and hence rank companies. The problem with this interpretation is that the complete labeled data for any given feature pair is biased and thus contains different number of failed and successful companies. A further concern is that this distance is not strictly comparable between different feature spaces and is difficult to compare how a company scores with respect to different factors.
We therefore turn to a Bayesian approach to estimate the posterior probability [2] of success or failure of a company given the observed distance of a company. For ease of exposition, we begin by considering the simplest case where the posterior probability estimate depends on the output of single model and refer to this as the "univariate" approach.
A univariate Bayesian approach
Definition 5.1.1 (Univariate observed data) The observed data is the set of minimum Euclidean distances between the observed points in a feature space and the separating hyperplane given by a model trained from labeled features. Denote X ∈ X as the minimum distance from an observed point to the separating hyperplane and X the set of all observed distances in the feature space corresponding to companies in a particular industry sector. Let x ∈ R denote a value on the infinite line intersecting an observed point and the nearest point of intersection with the separating hyperplane. We follow the convention that x = 0 coincides with the point of intersection with the separating hyperplane and the sign of x depends upon the region that it lies (positive for success).
By Bayes' Theorum, the uncertainty in the hypothesis H ∈ {S, F } that a company will succeed (S), given that the minimum observed distance X > x from an observed point to the separating hyperplane takes the form of the conditional posterior probability P (H = S|X > x) = P (X>x|H=S)P (H=S) P (H=S)P (X>x|H=S)+(1−P (H=S))P (X>x|H=F ) (1) in which P (X > x | H = S) is a function of x ∈ R referred to generally as the likelihood function and is the conditional probability that X > x given the hypothesis H = S. P (H = S) is referred to as the prior. The denominator is the probability that X > x and normalizes the product of the likelihood function and the prior. Equivalently, the uncertainty in the hypothesis H = F is given by replacing 'S' by 'F' and conditioning on the set X ≤ x in the above expression.
The prior probability of success is estimated from the labeled data by computing the ratio of the size N s of the set of successful company data points X s against the size N of the set of all labeled data pointsX ⊂ X. The set of all failed companies is treated in a similar way. The likelihood function is estimated over a grid of values of x ∈ Ω h := {x | x = ih, i := −m → m} for some grid size h and bound m. For each x the proportional of X ∈ X s satisfying X > x is computed.
The univariate approach is illustrated in Figure 2 for a particular feature pair using all labeled cleantech companies. The top left plot shows the feature space of the log of the "Total Amount Invested" against the "Number of Investors" for all labeled companies in the cleantech sector. This feature space is divided into two regions by the separating hyperplane. The red region represents failed companies and the green region represents successful companies. Circles falling within the red region or squares within the green region indicate misclassification. The top right plot shows the corresponding posterior probabilities of success or failure as a function of x as denoted by the green dashed line and the red dotted line respectively. The posterior probability that the nearest distance X from a failed company data point to the separating hyperplane is less than or equal to x is observed to decrease from left to right. Conversely, the posterior probability that the nearest distance X from a successful company data point to the separating hyperplane is greater than x is observed to increase. The bottom left plot shows the histogram of observed minimum distances from the hyperplane using all successful cleantech companies. Mis-labeled successful companies appear to the left of x = 0 and can be observed as the solid circles in the red region of the feature space in the top left plot. Finally, the bottom right plot shows the histogram of observed minimum distances from the hyperplane using all failed cleantech companies. Mis-labeled failed companies appear to the right of x = 0 and can be observed as the empty squares in the green region of the feature space in the top left plot.
Example 1: To further illustrate the univariate ranking approach, consider the following pedagogical example in which an unlabeled company has a corresponding point whose minimum Euclidean distance is 0.1 from the separating hyperplane. The simple labeled training set is shown in Table  4 below and includes two points which are misclassified. In this example, each prior is 0.5 and the likelihood functions P (X > 0.1 | H = S) and P (X ≤ 0.1 | H = F ) are estimated as the proportion of successful observations for which X > 0.1 and the proportion of failed observations for which X ≤ 0.1 respectively. From Equation 1,
and
The score is given by the difference of the two posterior probabilities and is 0, which indicates that the predicted outcome is equally likely to be either class and the result is thus uncertain. The score increases in magnitude as the minimum signed Euclidean distance of an unlabeled point from the hyperplane can be predicted with increased certainty. Note that the effect of mis-classification cancelled through. Note also that although the priors are equal here, by construction the approach generalizes to non-equal priors.
A multivariate Bayesian approach
The proceeding discussion has thus far only considered models trained from feature pairs. From each set of minimum Euclidian distances from points in a two dimensional feature space, the previous section demonstrated a Bayesian approach for estimating the posterior probability of a company succeeding or failing. Through applying this approach separately to each combination of feature pairs listed in Table 3 , a scoring system can be derived for evaluating the relative effect of feature pairs on the likelihood of a company succeeding or failing. Because each score is associated with a particular feature pair, it is not meaningful however to compare companies using such a scoring system. We now propose a more general approach, referred to as the "multivariate approach", for evaluating the combined effect of many features and arriving at a scoring system for ranking companies in a cohort.
Recall that Table 1 lists a set of seven features extracted from investment histories of 3,776 cleantech companies provided in VentureSource. The right-hand column of the table shows the percentage of missing data for each feature and the last row shows that 89% percent of the cleantech companies have an unknown outcome (unlabeled). This leaves an upper bound of only 411 labeled cleantech companies from which to train and test the model. The actual number of labeled data points available depends on the feature set used to train the model. One severe limitation is that the number of labeled data points, for which the feature set is complete, diminishes as more features are included in the set. So, for example, a feature set of the seven features listed in the Table 1 results in fewer than 90 labeled complete observation points, whereas for example a feature set consisting of the "Number of Investors", the "Number of Rounds" and the "Total Money In" has 346 labeled complete observation points for cleantech companies. This data sparsity pattern severely limits the application of SVM classifers to higher dimensional feature spaces in nascent industry sectors.
To partially address this problem we extend the Bayesian approach described in the previous section by combining all qualifying SVM classifiers in a set M. Put informally, we attempt to estimate the probability that a company will succeed or fail based on a multivariate set of Euclidian minimum distances obtained by training separate SVM classifiers on feature pairs. Each SVM classifier is trained from a complete labeled data for a feature pair to yield the univariate set of minimum Euclidian distances of points to the separating hyperplane. Each univariate set of distances is then aggregated to provide a panel of distances, where each column corresponds to a feature pair and each row to a labeled company. This approach can be stated more formally:
The observed data is the set of minimum distances between observed points in feature spaces and their separating hyperplanes, each given by a separate model trained with different features. Let M denote the set of model identifiers whose prediction accuracy on data is at least 0.8. Denote X i ∈ X as the set of minimum distances from a point to the separating hyperplane in feature space i ∈ M and X the panel of all complete observed distances in the feature spaces corresponding to companies in a particular industry sector. Define the event E i := (X i > x i ) so that E := ∩ i∈M E i is the realized combined event from which the probability of success is estimated. Conversely, define the event E i := (X i ≤ x i ) so thatĒ := ∩ i∈MĒi is the realized event from which the probability of failure is estimated.
The posterior probability of success conditional on each distance X i > x i , is given by 10 A Bayesian Approach to Ranking Private Companies based on Predictive Indicators P (H = S|E) = P (E|H=S)P (H=S) P (H=S)P (E|H=S)+(1−P (H=S))P (E|H=F ) (4) and conversely, the posterior probability of failure conditional on each distance X i ≤ x i is given by P (H = S|E) = P (E|H=S)P (H=S) P (H=S)P (E|H=S)+(1−P (H=S))P (E|H=F ) ( 
5)
The final score s({x i } i∈M ) for a company is obtained by subtracting P (H = F |Ē) from P (H = S|E) and is a function with a range in [−1, 1] . This score function is illustrated in Figure 3 for the case when two models are combined where x 1 and x 2 represent threshold distances on two different features spaces.
Example 2: To illustrate the multivariate ranking approach, we extend Example 1 to include two models and let the unlabeled company have corresponding points whose minimum Euclidean distance from each of the separating hyperplanes is 0.1 and 0.2. The simple labeled training set is shown in Table 5 below and includes two points which are mis-classified. In this example, each prior is 0.5 and the likelihood functions P (X 1 > 0.1, X 2 > 0.2 | H = S) and P (X 1 ≤ 0.1, X 2 ≤ 0.2 | H = F ) are estimated as the proportion of successful observations for which X 1 > 0.1 and X 2 > 0.2, and the proportion of failed observations for which X 1 ≤ 0.1 and X 2 ≤ 0.2 respectively. From Equation 4,
and from Equation 5
The score is given by the difference of the two posterior probabilities and is again 0.
It should be made clear that the complete panel of distances X is aggregated only from the labeled companies with observed distances for all feature pairs corresponding to the set of qualifying models M. So if a labeled company is missing one or more of the features used to train any model in M, then that company can no longer be included as a row in the panel X. Clearly, as the number of models increases, this rule poses an increasingly severe restriction on the number of data points used to provide a non-parametric estimate of the posterior probabilities and we illustrate this point in Section 6. This restriction can be overcome with the assertion of a parametric posterior probability, but this is beyond the scope of this paper.
Unlabeled companies with missing features
The above approach describes the simplest scenario when all required features of an unlabeled company with index j are available from which to estimate the posterior probability. In practice, most unlabeled companies do not have a complete feature set and it is necessary to define the subset of models M j ⊆ M, corresponding to the available features, from which to estimate the posterior probabilities. This means that the set of combined models may be different for each unlabeled company and hence the number of labeled companies used to estimate the posterior probability will vary too. The exact number will depend on which labeled companies have the complete set of features corresponding to the subset of models M j . Denoting the set of labeled company indices for which the i th Euclidian distance is available as I i , then the reduced complete panel X j ⊆ X is aggregated only from the companies whose indices are in the set I j := ∩ i∈M j I i . For the i th model in M j , the corresponding feature pair of the j th unlabeled companies are provided as input to predict the minimum Euclidean distance x i from the separating hyperplane. If I s and I f denote the respective set of indices of all labeled successful and failed companies, then the posterior probabilities of success and failure are separately estimated using a panel of all labeled companies with respective indices I j ∩I s and I j ∩ I f . This scoring approach bypasses the more severe limitation of being unable to train models on higher dimensional feature sets of labeled company data because of insufficient numbers of labeled companies with complete features. The requirement to only include a labeled company with complete features in a training set results in a great number of companies with missing features being disregarded. The proposed approach instead attempts to use as much of the available historical information as possible to arrive at a score. Each model is trained from a feature pair and must meet a prediction accuracy rate threshold (≥ 0.80) on data in order for the model output to be included as a component of the panel X j . Furthermore, any differences between the set sizes I j ∩ I s and I j ∩ I f are corrected for through the prior probability estimates:
The likelihood function estimatesP (E|H = S) and P (Ē|H = F ) are also respectively estimated as the proportion of the set size I j ∩ I s and I j ∩ I s over which event E andĒ is observed. We emphasize that unlike a Naive Bayes' classifier, we do not impose class conditional independence on the events.
Step IV: Ranking Unlabeled Companies
We now demonstrate how the above Bayesian scoring approach is applied to a set of 81 agricultural cleantech companies using models trained from labeled cleantech companies. The top and bottom five unlabeled companies in the agricultural cleantech sector are respectfully shown in Tables 6 and 7.
Each table lists a particular model output for each company whose rank decreases from from left to right. The model ID is shown in the first column and has been selected based on its prediction accuracy and the availability of the feature pair for at least one of the five companies shown in each table. A missing entry indicates that one or both of the features used to train the model were unavailable for the company. The final score for each company together with the set sizes I j ∩ I s and I j ∩ I f are shown at the bottom of each table. We observe that these sizes vary between each company based on its available features and hence the number of models used. In some cases, only seven models are used and in others up to 16 models. The reader should refer to Table 8 for the specification of the model and feature pairs corresponding to each model ID.
It is recognized that there is some redundancy in combining models trained with the same features appearing in multiple feature pairs, however, it is our objective here to use as many of the models with high prediction rate for the purpose of ranking the companies. It is further recognized that the final ranking order is sensitive to the choice of the prediction accuracy threshold constant because this determines which models qualify for inclusion in M. Returning to the remark at the end of the Section 5.2 concerning scalability of this approach, we observe that I j ∩ I s and I j ∩ I f in Table 6 are smaller when the score is based on a larger set of qualifying model outputs. This means that the estimate of the posterior probabilities, but not the SVM models, inevitably deteriorates as the population size decreases.
This should however be contrasted with an approach based solely on estimating a score from the output of a SVM classification model trained on a higher dimensional feature set. Due to missing values, the quality of the output from the SVM model itself will inevitably deteriorate as the dimensionality of the feature set is increased because there are far fewer labeled companies with complete higher dimensional feature sets than there are with at least a pair of features. Our approach is able to maximize the number of labeled companies that can be used to train SVM classification models and the quality of each model does not depend on the number of features which an investor would like to include in the ranking estimate. An additional advantage of this approach is that it requires no restrictive distributional assumptions on the model output and no subjective set of weights for each model (which can often be misleading when the model outputs are correlated) but instead accounts for correlation between model outputs through the representation of the likelihood function as a joint probability estimate.
Conclusion
Private equity investors seek to identify potential investment opportunities in growth stage private companies and rank their prospects relative to a cohort of companies such as an industry sector. Growth stage private companies often have investment transaction histories from which industry specific characteristics associated with successful and failed companies may be discerned using statistical methods. In general, one of the primary challenges in pursuing this approach is the sparsity of historical data on private companies which is exacerbated in nascent sectors by the relatively few number of observed exits. Furthermore, the labeled historical data is not always linearly separable and we turn to Support Vector Machine (SVM) classifiers to represent non-linear boundaries in low dimensional feature space. The data sparsity, however, prohibits this approach scaling to higher dimensional feature sets and we introduce a non-parametric Bayesian approach to combine the SVM classifiers and yield an overall ranking of likely success for an unlabeled company.
This paper describes a four step predictive approach for ranking private companies within a cohort which can be applied to sparse industry specific historical data. Each step is illustrated using a set of seven company features extracted from a database of 411 labeled cleantech companies. In Section 3, we described the first step of feature extraction and then feature selection based on Hypothesis testing and in Section 4, we proceeded to specify the configuration of SVM classification models applied to feature pairs and presented results on the performance accuracy of each model. In Section 5 we defined a novel non-parametric Bayesian approach for scoring companies using results from a set of qualified SVM models trained on different feature pairs. Finally in Section 6, we demonstrated this approach by ranking a set of 81 unlabeled agricultural companies in the cleantech industry sector using up to 16 SVM classifiers each trained on a different pair of features.
The main advantage of this ranking approach is that it includes labeled companies with missing features which would otherwise be excluded if the approach was based on the output of a single classifier trained from seven dimensional feature sets. Furthermore, the approach does not require parametric representation of the likelihood function nor does it require independence of the model results. The rankings do, however, depend on the threshold prediction accuracy for the model to be qualified and the population size from which to estimate the posterior probabilities decreases as more models are aggregated to yield the score, although the number of labeled companies used to train the models remains constant.
Being able to include labeled companies with missing data is a critical step towards a machine learning based methodology for ranking companies relative to an industry sector. We anticipate that this approach will not only be of interest to statisticians and machine learning specialists with an interest in venture capital and private equity but extend to a broader readership whose interests lie in classification models applied to finance and economics where missing data is the primary obstacle. Tables   Feature  Explanation  %Missing Number of Rounds The number of funding rounds a company has entered 6%
Number of Investors The total number of investment institutions 13% that have funded the company Cleantech Transaction Frequency
The relative frequency of transactions 73% compared to the cleantech sector average Total Money In (US $ M)
The amount of all investment in a company 40% Last Round Investment (US $ M)
The most recent investment in the company 40% Last Round PMV (US $ M)
The most recent valuation of the company 86% following its last funding round
Cleantech Prestige
The "prestige" of a company based on the "prestige" 40% of its investors in the cleantech industry (see Section 3.1) Label
The type of the labeled company's exit event 89% (either success or failure) Table 1 A list of some of the features extracted from VentureSource and the % of labeled companies with missing observations for each feature. Table 3 This table compares the performance of bootstrapped logistic regression (GLM) with SVM classification over all combinations of feature pairs drawn from a set of seven features. From left to right, the name of the features represented by the x and y co-ordinates in each feature space are shown in the first two adjacent columns. The third column shows the number of labeled columns with complete data for each feature pair. The mean and standard deviation of the error rate for the logistic regression classifier and the SVM classifier are shown in the adjacent columns. The kernel type which yields the SVM classifier with the lowest error rate is shown in the far right column.
-0.8 F 10 -1 F Table 4 The labeled training set for Example 1. Table 6 The top five ranked agricultural companies in the cleantech sector as predicted by the Bayesian ranking methodology. Each row in the top portion of the table corresponds to a qualified model whose ID can be used to trace the feature pairs listed in Table 8 . Each column shows the model output for each company which is a signed minimum Euclidean distance from the observed point in the feature space to the nearest point on the separating hyperplane. Table 7 The bottom five ranked agricultural companies in the cleantech industry sector as predicted by the Bayesian ranking methodology. Each row in the top portion of the table corresponds to a qualified model whose ID can be used to trace the feature pairs listed in Table 8 . Each column shows the model output for each company which is a signed minimum Euclidean distance from the observed point in the feature space to the nearest point on the separating hyperplane.
Model ID x-feature y-feature Last Round PMV (US$ M) Cleantech Prestige Table 8 This table shows the mapping of model IDs to the feature pair. Figures   Fig. 1 . An illustrative funding graph for the funding rounds of Enphase Energy Inc. (a cleantech company) which exemplifies Farmer's peer-evaluation model [4] .The posterior probability that the nearest distance X from a failed company data point to the separating hyperplane is less than or equal to x is observed to decrease from left to right. Conversely, the posterior probability that the nearest distance X from a successful company data point to the separating hyperplane is greater than x is observed to increase. (Bottom left) The histogram of observed minimum distances from the hyperplane is shown for all successful cleantech companies. Mis-labeled successful companies appear to the left of x = 0 and can be observed as the solid circles in the red region of the feature space in the top left figure. (Bottom right) The histogram of observed minimum distances from the hyperplane is shown for all failed cleantech companies. Mis-labeled failed companies appear to the right of x = 0 and can be observed as the empty squares in the green region of the feature space in the top left figure. 1] in which x 1 and x 2 respectfully represent the threshold value of X 1 and X 2 . X 1 denotes the shortest Euclidean distances from a point to the separating hyperplane in a feature space in which the x-feature is the "Total Number of Investors" and the y-feature is "Total Amount Invested". X 2 denotes the same quantity for a feature space in which the x-feature is the "Number of Financing Rounds" and the y-feature is "Total Amount Invested".
