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Abstract. We establish an extension of Cantor’s intersection theorem for
a K-metric space (X, d), where d is a generalized metric taking values in
a solid cone K in a Banach space E. This generalizes a recent result of
Alnafei, Radenovic´ and Shahzad (2011) obtained for a K-metric space
over a solid strongly minihedral cone. Next we show that our Cantor’s
theorem yields a special case of a generalization of Banach’s contraction
principle given very recently by Cvetkovic´ and Rakocˇevic´ (2014): we as-
sume that a mapping T satisﬁes the condition “d(Tx, Ty) ≼ Λ(d(x, y))”
for x, y ∈ X, where ≼ is a partial order induced by K, and Λ: E → E
is a linear positive operator with the spectral radius less than one. We
also obtain new characterizations of convergence in the sense of Huang
and Zhang in a K-metric space.
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1. Introduction
It is well known that the classical Banach ﬁxed point principle can be derived
from Cantor’s intersection theorem. This observation is due to Boyd and
Wong [3] and their proof can also be found in [10, p. 8] or [11, p. 2]. Actually,
Cantor’s theorem has a number of applications in ﬁxed point theory; see,
e.g., the papers of Dugundji [8] on positive deﬁnite functions, Goebel [9] on
nonexpansive mappings, Kirk [22] on asymptotic contractions, Jachymski [16]
on generalized contractions, or the monograph of Granas and Dugundji [12,
pp. 17 and 27], where, in particular, an elegant proof of the Bishop–Phelps
theorem is given.
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On the other hand, Granas and Horvath [13] (see also [12, pp. 32–
33]) established the so-called order-theoretic Cantor theorem, from which
they derived a lot of results related to the Bishop–Phelps theorem. Recently,
another extension of Cantor’s theorem was given by Alnafei, Radenovic´ and
Shahzad [2], who used it to obtain a ﬁxed point theorem for mappings on
K-metric spaces. Recall that a K-metric space is a pair (X, d), where X is
a nonempty set and d is a vector-valued function from X × X to a closed
cone K in a Banach space E, satisfying three well-known axioms of a metric
with respect to the following partial order in E: for a, b ∈ E,
a ≼ b if and only if b− a ∈ K. (1.1)
This notion was ﬁrst introduced in 1934 by Kurepa [24], who used the term
“pseudodistance” for d. Following Zabre˘ıko we, however, use the term “K-
metric” instead of “pseudodistance” since now the latter term has a diﬀerent
meaning.K-metric spaces were rediscovered in 2007 by Huang and Zhang [15]
under the name “cone metric spaces.” They also established an extension
of Banach’s contraction principle for mappings T satisfying the following
condition:
d(Tx, Ty) ≼ λd(x, y) for x, y ∈ X, (1.2)
where λ ∈ [0, 1). Subsequently, their result was generalized by a number of
authors; see, e.g., the survey paper [19] and 100 references therein.
Our purpose here is to establish an extension of Cantor’s theorem for
K-metric spaces. Our result is more general than that given in [2] since we
omit the extra assumption used in [2] that a cone K is strongly minihedral,
i.e., every subset of E which is bounded from above with respect to the partial
order ≼ deﬁned by (1.1) has a supremum; cf., e.g., [5, p. 219]. Moreover, our
proof is completely diﬀerent: instead of adapting an argument from the clas-
sical proof as done in [2], we use a remetrization technique. This is preceded
by results on a characterization of some types of convergence in a Banach
space E, induced by a solid cone K, i.e., the cone with a nonempty interior.
Hence, as an immediate consequence, we also get a characterization of con-
vergence in the sense of Huang and Zhang [15] in a K-metric space. At last,
with the help of our Cantor’s theorem, we prove an extension of Banach’s
contraction principle for mappings T satisfying the condition
d(Tx, Ty) ≼ Λ(d(x, y)) for x, y ∈ X, (1.3)
where Λ: E → E is a linear bounded operator, which is positive, i.e., Λ(K) ⊆
K, and r(Λ), the spectral radius of Λ, is less than one. Clearly, (1.2) is a
particular case of (1.3) with Λ := λI, where I is the identity mapping on E.
Contractive conditions of type (1.3) were studied by many mathematicians,
mainly from the former Soviet Union, starting from the paper of Perov [25],
in which the case when E = Rm was considered. A more general ﬁxed point
theorem for such mappings may be found in the monograph of Krasnosel’ski˘ı
et al. [23, pp. 91–92]. Here a cone K is assumed to be normal, i.e.,
inf
{∥x+ y∥ : x, y ∈ K, ∥x∥ = ∥y∥ = 1} > 0.
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In our theorem we allow K to be nonnormal, however, K is assumed to be
solid. In fact, as pointed out to us by the referee, the theorem is a special
case of the result obtained very recently by Cvetkovic´ and Rakocˇevic´ [4],
who considered a more general contractive condition than (1.3). However,
our argument used in the proof is completely diﬀerent from that in [4].
Extensions of Banach’s contraction principle using conditions of type
(1.3) have many interesting applications to functional or diﬀerential equa-
tions. In particular, in our opinion, the most elegant proof of the classical
Picard–Lindelo¨f theorem is that one which uses Perov’s ﬁxed point theorem.
The details of this proof can be found in our recent paper [18]; we were in-
spired by the paper [6]. In fact, the original proof is probably given in Perov’s
paper [25], however, it seems that this article is now unavailable.
2. On c-uniform convergence in E and the Huang–Zhang
convergence in X
Throughout this section we assume that E is a Banach space and K is a solid
cone in E, i.e., intK ̸= ∅. Then the ordered Banach space E is called a Krein
space (see, e.g, [1, Deﬁnition 2.62]).
Let (X, d) be a K-metric space, i.e., d : X ×X → K satisﬁes the three
axioms of a metric with respect to the partial order ≼ deﬁned by (1.1). For
a, b ∈ E, a≪ b stands for b−a ∈ intK, and a ≺ bmeans that a ≼ b and a ̸= b.
Huang and Zhang [15] introduced the following deﬁnition of convergence in
(X, d): a sequence (xn) is d-convergent to x ∈ X, if for any c ≫ 0, there is
k ∈ N such that
d(xn, x)≪ c for n ≥ k.
We denote it by
xn
d−−→ x.
In a similar way, as in a metric setting, they deﬁned Cauchy’s sequences and
then the completeness of (X, d). Recently, Du [7] and Kadelburg, Radenovic´
and Rakocˇevic´ [20] have proved (in diﬀerent ways) that there exists a real-
valued metric ρ on X such that for any sequence (xn), (xn) is d-convergent if
and only if it is ρ-convergent, and (xn) is a d-Cauchy sequence if and only if
it is a ρ-Cauchy sequence. In particular, it means that the topology induced
by d on X via the limit operator is metrizable.
In this section we propose yet another approach to the problem of
metrizability of (X, d). Namely, ﬁrst we give a characterization of some type
of convergence in a Banach space E. Then, as an immediate consequence, we
get the above metrizability result as well as other equivalent conditions for
the convergence in the sense of Huang and Zhang in (X, d).
Given a, b ∈ E with a ≼ b, we denote by [a, b] the order interval, i.e.,
[a, b] := {c ∈ E : a ≼ c ≼ b}.
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We can deﬁne the Minkowski functional on Ec by setting
∥a∥c := inf
{
λ > 0 : a ∈ [−λc, λc]} for a ∈ Ec. (2.1)
For the following result, see, e.g., [1, Theorem 2.55] and take into account
that E is Archimedean (see [1, Deﬁnition 1.10]).
Theorem 2.1. For any c ∈ K, we have the following.
(1) The Minkowski functional ∥ · ∥c is a monotone norm on Ec.
(2) The closed unit ball in (Ec, ∥·∥c) coincides with the order interval [−c, c].
(3) The cone K ∩ Ec is ∥ · ∥c-closed.
Now if c ∈ intK, then by [1, Lemma 2.5], 0 ∈ int[−c, c], so [−c, c] is
absorbing, and hence Ec = E. Thus Theorem 2.1 and [27, Theorem 1.36]
yield the following corollary.
Corollary 2.2. Let K be a solid cone in a Banach space (E, ∥ · ∥) and let
c ∈ intK. Then the Minkowski functional ∥ · ∥c is a monotone norm on E
and is continuous with respect to the norm ∥ · ∥. Moreover, K is ∥ · ∥c-closed
and
[−c, c] = {a ∈ E : ∥a∥c ≤ 1}.
Remark 2.3. Let us observe that the Minkowski functional ∥ · ∥c is a norm
on E only if c ∈ intK. Indeed, if it is a norm on E, then Ec = E, so by [1,
Lemma 2.54 (b)] c is an order unit of E (cf. the deﬁnition in [1, p. 5]) and
by [1, Theorem 2.8], c is an interior point of K.
Now let c ≻ 0 and (an) a sequence in E. Following [1, Deﬁnition 2.56]
we say that (an) is c-uniformly convergent to a ∈ E (in symbols, an c−→ a), if
for any ε > 0, there is k ∈ N such that
−εc ≼ an − a ≼ εc for n ≥ k.
Lemma 2.4. an
c−→ a if and only if an − a ∈ Ec for suﬃciently large n and
∥an − a∥c → 0.
Proof. Observe that the condition −εc ≼ an − a ≼ εc is equivalent to




i.e., ∥an − a∥c ≤ ε. This yields the result. 
Inspired by the Huang–Zhang deﬁnition, we say that a sequence (an)
in E with a solid cone K is K-convergent to a ∈ E (in symbols, an K−−→ a), if
for any c≫ 0, there is k ∈ N such that
−c≪ an − a≪ c for n ≥ k.
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Below we give a list of equivalent conditions for this convergence. The last of
them is related to the notion of a fundamental sequence in the Kantorovich
sense (see [28, p. 830]).
Theorem 2.5. Let K be a solid cone in a Banach space E, (an) a sequence
in E and a ∈ E. The following statements are equivalent:
(i) an
K−−→ a;
(ii) for any c≫ 0, there is k ∈ N such that
−c ≼ an − a ≼ c for n ≥ k;
(iii) for any c≫ 0, there is k ∈ N such that
∥an − a∥c ≤ 1 for n ≥ k;
(iv) for any c≫ 0, an c−→ a;
(v) for any c≫ 0, ∥an − a∥c → 0;
(vi) there exists c≫ 0 such that an c−→ a;
(vii) there exists c≫ 0 such that ∥an − a∥c → 0;
(viii) there exists a sequence (cn) in K such that ∥cn∥ → 0 and
−cn ≼ an − a ≼ cn for any n ∈ N.
Proof. (i)⇒(ii) is obvious since a≪ b implies a ≼ b for a, b ∈ E.
(ii)⇔(iii) follows immediately from Corollary 2.2, by which the condition
“−c ≼ an − a ≼ c” is equivalent to “∥an − a∥c ≤ 1.”
(ii)⇒(iv): Let c≫ 0 and ε > 0. Then εc≫ 0, so by (ii), there is k ∈ N
such that −εc ≼ an − a ≼ εc for n ≥ k. That means (iv) holds.
(iv)⇔(v) and (vi)⇔(vii) follow from Lemma 2.4.
(iv)⇒(vi) is obvious.
(vi)⇒(viii): By (vi), there is c ≫ 0 such that an c−→ a. Hence there
exists an increasing sequence (kn) of positive integers such that
− 1
n
c ≼ aj − a ≼ 1
n
c for j > kn.
We have that for j = 1, . . . , k1, aj−a ∈ E =
∪
n∈N[−nc, nc], so there is p ∈ N
such that
−pc ≼ aj − a ≼ pc for j = 1, . . . , k1.
Set cn := pc for n = 1, . . . , k1, and cn := (1/m)c for m ∈ N and n ∈ N with
km < n ≤ km+1. It is easily seen that (cn) has the properties as in (viii).
(viii)⇒(i): Let (cn) be as in (viii). Fix c ≫ 0. Then (1/2)c ≫ 0, so
0 ∈ int[(−1/2)c, (1/2)c]. Hence, since ∥cn∥ → 0, there is k ∈ N such that
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(−1/2)c ≼ cn ≼ (1/2)c for n ≥ k, so by (viii), we obtain that
−c≪ −1
2
c ≼ an − a ≼ 1
2
c≪ c for n ≥ k.
Thus (i) holds. 
Now let (X, d) be a K-metric space with a solid cone K. For any c≫ 0,
set
ρc(x, y) := ∥d(x, y)∥c for x, y ∈ X. (2.2)
It follows from Corollary 2.2 that ρc is a (real-valued) metric on X. Since the
Huang–Zhang convergence of a sequence (xn) to x ∈ X means that
d(xn, x)
K−−→ 0,
Theorem 2.5 yields the following corollary.
Corollary 2.6. Let (X, d) be a K-metric space over a solid cone K, (xn) a
sequence in X and x ∈ X. The following statements are equivalent:
(i) xn
d−→ x (the Huang–Zhang convergence);
(ii) for any c≫ 0, there is k ∈ N such that
d(xn, x) ≼ c for n ≥ k;
(iii) for any c≫ 0, there is k ∈ N such that
ρc(xn, x) ≤ 1 for n ≥ k;
(iv) for any c≫ 0, d(xn, x) c−→ 0;
(v) for any c≫ 0, ρc(xn, x)→ 0;
(vi) there exists c≫ 0 such that d(xn, x) c−→ 0;
(vii) there exists c≫ 0 such that ρc(xn, x)→ 0;
(viii) there exists a sequence (cn) in K such that ∥cn∥ → 0 and
d(xn, x) ≼ cn for any n ∈ N.
Corollary 2.6 shows that a K-metric d is equivalent to the metric ρc for
any c≫ 0. It turns out that d and ρc are also Cauchy equivalent (i.e., every
d-Cauchy sequence is a ρc-Cauchy sequence and vice versa) as stated in the
following corollary.
Corollary 2.7. Let (X, d) be a K-metric space over a solid cone K in E and
(xn) a sequence in X. The following statements are equivalent:
(i) (xn) is a d-Cauchy sequence;
(ii) for any c≫ 0, there is k ∈ N such that
d(xn, xm) ≼ c for n,m ≥ k;
(iii) for any subsequence (xkn) of (xn), d(xn, xkn)
K−−→ 0;
(iv) for any c≫ 0, (xn) is a ρc-Cauchy sequence;
(v) there exists c≫ 0 such that (xn) is a ρc-Cauchy sequence;
(vi) there exists a sequence (cn) in E such that ∥cn∥ → 0 and
d(xi, xj) ≼ cn for i, j ≥ n.
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Proof. (i)⇒(ii) and (ii)⇒(iii) are obvious. (iii)⇔(iv) and (iv)⇔(v) follow from
Theorem 2.5, if we invoke the fact that (xn) is a ρc-Cauchy sequence if and
only if ρc(xn, xkn)→ 0 for any subsequence (xkn) of (xn).
To show (iii)⇒(i) suppose, on the contrary, that there exist c ≫ 0
and increasing sequences (kn) and (mn) of positive integers such that the
condition “d(xkn , xmn) ≪ c” does not hold for any n ∈ N. By (iii), we have
that
d(xkn , xmn) ≼ d(xkn , xn) + d(xn, xmn)≪ c
for suﬃciently large n, which yields a contradiction.
Finally, (i)⇔(vi) can be proved by a similar argument as in the proof
of (vi)⇒(viii) and (viii)⇒(i) of Theorem 2.5. 
Let us notice that Corollary 2.7 also implies that a K-metric d and
a metric ρc are equivalent. This is a consequence of the following result, a
particular case of which was proved in our paper [18].
Proposition 2.8. Let d and ρ be K-metrics or real-valued metrics on X. If d
and ρ are Cauchy equivalent, then we have the following:
(1) d and ρ are equivalent;
(2) (X, d) is complete if and only if (X, ρ) is complete.
Proof. For example, assume that d is aK-metric and ρ is a real-valued metric.
Let (xn) be d-convergent to x ∈ X. For n ∈ N, set
y2n−1 := xn and y2n := x.
Then yn
d−→ x, so by [15, Lemma 3], (yn) is a d-Cauchy sequence. By hy-
pothesis, (yn) is a ρ-Cauchy sequence, so in particular, ρ(y2n−1, y2n) → 0,
which means that (xn) is ρ-convergent to x. The same argument shows that
ρ-convergence implies d-convergence. Now statement (2) is obvious. 
3. Cantor’s intersection theorem for K-metric spaces
In a K-metric space (X, d) it is natural to consider the following two notions
of boundedness of a set. We say that A ⊆ X is order-bounded if there exists





is ﬁnite. In general, the two notions do not coincide. However, some connec-
tions between them can be established under additional assumptions on a
cone K as will be shown in what follows.
Let us notice that if A is order-bounded and a cone K is strongly mini-
hedral, then the order-diameter of A can be deﬁned as
diam≼A := sup{d(x, y) : x, y ∈ A}.
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In this case, Cantor’s intersection theorem for K-metric spaces can be for-
mulated as its classical version. Recently, this has been done by Alnafei,
Radenovic´ and Shahzad [2] in the following form.
Theorem 3.1. Let (X, d) be a K-metric space over a solid and strongly mini-
hedral cone K. Then (X, d) is complete if and only if any decreasing sequence
(An) of nonempty closed and order-bounded subsets of X, with
∥diam≼An∥ → 0,
has a nonempty intersection.
However, in general, it is not possible to attribute the order-diameter
to any order-bounded set as shown in the following example.
Example 3.2. Let E := C([0, 2]) be endowed with the max-norm and let K
be the positive cone in E, i.e., K := {f ∈ E : f ≥ 0}. It is known that K is
not strongly minihedral (cf. [14, Example 1.3.1, p. 12]). Set X := E and for
f, g ∈ X, d(f, g) := |f − g|. It is easily seen that d is a K-metric. Set
A :=
{
f ∈ C([0, 2]) : 0 ≤ f(t) ≤ 1 for t ∈ [0, 1]
and 0 ≤ f(t) ≤ 2 for t ∈ (1, 2]}.
Then A ⊆ X and d(f, g) ≼ h0 for f, g ∈ A, where h0(t) := 2 for t ∈ [0, 2],
so A is order-bounded. It is easily seen that {d(f, g) : f, g ∈ A} = A. An
elementary argument shows that supA does not exist. Thus the set
{d(f, g) : f, g ∈ A}
has no supremum.
Fortunately, Cantor’s theorem can be formulated without referring to
diameters of sets. We omit an obvious proof of the following proposition.
Proposition 3.3. Let (X, ρ) be a metric space and let (An) be a sequence of
bounded subsets of X. Then diamAn → 0 if and only if there exists a sequence
(αn) of reals such that αn → 0 and ρ(x, y) ≤ αn for x, y ∈ An and n ∈ N.
In a K-metric setting we may consider the following two versions of the
latter condition of Proposition 3.3, which, however, turn out to be equivalent.
Proposition 3.4. Let (X, d) be a K-metric space over a solid cone K in a
Banach space E, and let (An) be a sequence of subsets of X. The following
statements are equivalent:
(i) there exists a sequence (cn) in E such that cn
K−−→ 0 and d(x, y) ≼ cn
for x, y ∈ An and n ∈ N;
(ii) there exists a sequence (cn) in E such that ∥cn∥ → 0 and d(x, y) ≼ cn
for x, y ∈ An and n ∈ N.
Proof. (i)⇒(ii): Assume that (cn) is as in (i). By Theorem 2.5 ((i)⇒(viii)),
there exists a sequence (dn) such that ∥dn∥ → 0 and cn ≼ dn. Obviously,
d(x, y) ≼ dn for x, y ∈ An and n ∈ N, so (ii) holds.
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(ii)⇒(i): Now let (cn) be as in (ii). By Theorem 2.5 ((viii)⇒(i)), with
an := cn and a := 0, we get that
cn
K−−→ 0,
so (i) holds. 
It turns out that the convergence of norm-diameters of sets to 0 is a
stronger assumption than (i) of Proposition 3.4.
Proposition 3.5. Let (X, d) be a K-metric space over a solid cone K in X.
Then we have the following.
(1) If a set A ⊆ X is norm-bounded, then it is order-bounded.
(2) If (An) is a sequence of subsets of X and
diamAn = sup
x,y∈An
∥d(x, y)∥ → 0,
then there exists a sequence (cn) in E such that ∥cn∥ → 0 and d(x, y) ≼
cn for x, y ∈ An and n ∈ N.
Proof. Let A ⊆ X and diamA < ∞. Fix c ≫ 0. Then for some α > 0, the
closed ball B(c, α) is contained in K. Hence for any λ > 0,
λB(c, α) = B(λc, λα) ⊆ K.








Hence, if a ∈ E and ∥a∥ ≤ diamA, then
diamA
α
c− a ∈ K,
i.e., a ≼ (diamA/α)c. This yields
d(x, y) ≼ diamA
α
c for x, y ∈ A.
Now assume that An ⊆ X for n ∈ N and diamAn → 0. If c≫ 0 and α
is as above, then by the proof of point (1), we have that d(x, y) ≼ cn for
x, y ∈ An and n ∈ N, where cn := (diamAn/α)c. Clearly, ∥cn∥ → 0 which
completes the proof. 
The following example shows that in general the converse of Proposi-
tion 3.5(2) is false.





|f ′(t)| for f ∈ E.
Let K be the positive cone in E, X := K and for f, g ∈ X,
d(f, g) :=
{
f + g if f ̸= g,
0 if f = g.
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For n ∈ N, set
An := {f ∈ X : d(f, 0) ≼ cn},
where cn(t) := t
n/n for t ∈ [0, 1]. Then 0 ∈ An and cn ∈ An, so
diamAn ≥ ∥d(0, cn)∥ = ∥cn∥ = 1
n
+ 1,
and hence diamAn  0. On the other hand, for f, g ∈ An, d(f, g) ≼ 2cn ≼ dn,
where dn(t) := 2/n for t ∈ [0, 1]. Obviously, ∥dn∥ → 0.
Observe that the cone K in Example 3.6 is not normal. In fact, it turns
out that for any nonnormal cone K, there exist a K-metric space and a
sequence of its subsets with the properties as in Example 3.6. Namely, we
have the following characterization of normal cones.
Proposition 3.7. Let K be an arbitrary cone in a Banach space E. The fol-
lowing statements are equivalent:
(i) K is normal;
(ii) for any K-metric space (X, d) and any A ⊆ X, if A is order-bounded,
then it is norm-bounded;
(iii) for any K-metric space (X, d) and any decreasing sequence (An) of sub-
sets of X, if there exists a sequence (cn) in E such that ∥cn∥ → 0 and
d(x, y) ≼ cn for x, y ∈ An and n ∈ N, then diamAn → 0.
Proof. (i)⇒(ii) and (i)⇒(iii) follow from the fact that K is normal if and
only if the norm on E is semimonotone (cf. [1, Theorem 2.38]), i.e., there is
γ > 0 such that for a, b ∈ E, 0 ≼ a ≼ b implies ∥a∥ ≤ γ∥b∥. Hence, if (An) is
as in (iii), then ∥d(x, y)∥ ≤ γ∥cn∥ for x, y ∈ An and n ∈ N, so diamAn → 0.
Now we show simultaneously implications (ii)⇒(i) and (iii)⇒(i). Our
proof is partially inspired by the proof of [1, Theorem 2.40]. Suppose, on the
contrary, that K is not normal. Then there exist sequences (an) and (bn)
in E such that for n ∈ N,
0 ≼ an ≼ bn and ∥an∥ > n3∥bn∥.
Hence ∥an∥ > 0, so an ̸= 0, which yields bn ̸= 0. Thus we may set for n ∈ N,
a′n :=
1









n is absolutely convergent in a Banach




b′i for n ∈ N.
Then ∥b′′n∥ → 0 and b′′n ∈ K since K is closed. Now set X := K and for
x, y ∈ X,
d(x, y) :=
{
x+ y if x ̸= y,
0 if x = y.
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Then d is a K-metric on X. For n ∈ N, deﬁne
An := {a′k : k ≥ n} ∪ {0}.
Clearly, (An) is decreasing and for any k ≥ n,
diamAn ≥
��d(a′k, 0)�� = ∥a′k∥ = ∥ak∥k2∥bk∥ > k,
so diamAn =∞.
On the other hand, if x, y ∈ An, then either d(x, y) = 0, d(x, y) = a′k,
or d(x, y) = a′k + a
′
m for some k,m ≥ n with k ̸= m. In each case,
d(x, y) ≼ b′k + b′m ≼ b′′n,
which contradicts (iii) since ∥b′′n∥ → 0 and diamAn  0. Moreover, each An
is order-bounded and is not norm-bounded, which in turn contradicts (ii). 
Given x ∈ X and a ∈ K, we deﬁne the closed ball
B(x, a) := {y ∈ X : d(x, y) ≼ a}.
The following two results will be used in the proof of Cantor’s theorem.
Proposition 3.8. Let (X, d) be a K-metric space over a solid cone K. Then
every ball B(x, a) is d-closed.
Proof. Let yn ∈ B(x, a) for n ∈ N and yn d−→ y. Then
d(x, y) ≼ d(x, yn) + d(yn, y) ≼ a+ d(yn, y). (3.1)
Fix c≫ 0. By Theorem 2.5 ((i)⇒(v)), d(yn, y) K−−→ 0 implies that
∥d(yn, y)∥c → 0.
Since by Corollary 2.2, K is ∥ · ∥c-closed, (3.1) yields that d(x, y) ≼ a, i.e.,
y ∈ B(x, a). 
Proposition 3.9. Let (X, d) be a K-metric space over a solid cone K and let
(xn) be a d-Cauchy sequence in X. Then (xn) is d-convergent if and only if
it contains a d-convergent subsequence.
Proof. The part “only if” is trivial. So assume that xkn
d−→ x. Then









Fix c≫ 0. By Theorem 2.5 ((i)⇒(v)),
d(xn, xkn)
K−−→ 0 and d(xkn , x) K−−→ 0
imply that ��d(xn, xkn)+ d(xkn , x)��c → 0.
By Corollary 2.2, K is ∥ · ∥c-normal, so (3.2) implies that ∥d(xn, x)∥c → 0.
Now Corollary 2.6 ((vii)⇒(i)) yields that
xn
d−−→ x. 
The following is Cantor’s intersection theorem for K-metric spaces.
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Theorem 3.10. Let (X, d) be a K-metric space over a solid cone K in a
Banach space E. The following statements are equivalent:
(i) (X, d) is complete;
(ii) every decreasing sequence (An) of nonempty closed subsets of X such
that there exists a sequence (cn) in E with
cn
K−−→ 0 and d(x, y) ≼ cn for x, y ∈ An and n ∈ N,
has a nonempty intersection and
∩
n∈NAn is a singleton;
(iii) every decreasing sequence (An) of nonempty closed subsets of X such
that there exists a sequence (cn) in E with ∥cn∥ → 0 and d(x, y) ≼ cn




(iv) every decreasing sequence (B(xn, an)) of closed balls in X with an ≫ 0
and ∥an∥ → 0 has a nonempty intersection.
Proof. (i)⇒(ii): Let a sequence (An) be as in (ii). By Theorem 2.5 ((i)⇒(viii)),
there exists a sequence (dn) in E such that ∥dn∥ → 0 and cn ≼ dn. Then we
have
d(x, y) ≼ dn for x, y ∈ An. (3.3)
Fix c≫ 0. By Corollary 2.2, ∥ · ∥c is monotone and ∥ · ∥-continuous, so (3.3)
yields that
∥d(x, y)∥c ≤ ∥dn∥c for x, y ∈ An,
which implies that the diameters of sets An with respect to the metric ρc
deﬁned by (2.2) converge to 0. Since by Corollary 2.7, d and ρc are Cauchy
equivalent, we may conclude using Proposition 2.8 that each An is ρc-closed
and (X, ρc) is complete. Thus, by the classical Cantor’s intersection theorem,∩
n∈NAn is a singleton.
The equivalence (ii)⇔(iii) follows from Proposition 3.4.
(iii)⇒(iv): Let a sequence (B(xn, an)) be as in (iv). By Proposition 3.8,
each B(xn, an) is d-closed. Moreover, for x, y ∈ B(xn, an),
d(x, y) ≼ d(x, xn) + d(xn, y) ≼ 2an.
Since ∥an∥ → 0, (iii) yields that
∩
n∈NB(xn, an) is nonempty.
(iv)⇒(i): Here we use a similar argument as in the classical proof of
Cantor’s theorem. Let (xn) be a Cauchy sequence in (X, d). Fix c≫ 0. Then







Set Bn := B(xkn , c/2




) ≼ d(x, xkn+1)+ d(xkn+1 , xkn) ≼ c2n+1 + c2n+1 = c2n ,






Vol. 18 (2016) Cantor’s intersection theorem 457Cantor’s inters i eorem 13
so by Corollary 2.6,
xkn
d−−→ x0.
Now Proposition 3.9 ensures that also (xn) converges to x0. Consequently,
(X, d) is complete. 
4. A contraction principle for K-metric spaces via
Cantor’s theorem
Jankovic´, Kadelburg and Radenovic´ [19] have observed that a number of
ﬁxed point theorems for mappings on K-metric spaces can be derived from
the corresponding results in metric spaces with the help of the following
Krein’s characterization of normal cones (cf. [1, Theorem 2.38]).
Theorem 4.1 (Krein). A cone K in a Banach space E is normal if and only
if E admits an equivalent monotone norm.
Following their approach, we present here a proof of the Huang–Zhang
theorem [15] via the classical contraction principle. A similar argument can
be used in proofs of many other ﬁxed point results mentioned in [19].
Theorem 4.2 (Huang–Zhang). Let (X, d) be a complete K-metric space over
a solid normal cone K in a Banach space E. Let a mapping T : X → X be
such that for some λ ∈ [0, 1),
d(Tx, Ty) ≼ λd(x, y) for x, y ∈ X.
Then T has a unique ﬁxed point x∗ and for any x0 ∈ X, Tnx0 d−→ x∗.
Proof. Let ∥ · ∥ be an equivalent monotone norm on E. Set
ρ(x, y) := ∥d(x, y)∥ for x, y ∈ X.
Then ρ is a metric on X and it can easily be shown, using the monotonicity
of the norm, that for any (xn) in X, (xn) is a d-Cauchy sequence if and only
if ∥d(xn, xm)∥ → 0 as n,m→∞, i.e., d and ρ are Cauchy equivalent. Hence,
by Proposition 2.8, d and ρ are equivalent, and (X, ρ) is complete. Moreover,
the monotonicity of ∥ · ∥ implies that for x, y ∈ X,
∥d(Tx, Ty)∥ ≤ ∥λd(x, y)∥ = λ∥d(x, y)∥,
i.e., T is a ρ-contraction. Now it suﬃces to apply the classical contraction
principle. 
Rezapour and Hamlbarani [26] have obtained an extension of Theo-
rem 4.2 by omitting the assumption of normality of K. Then, however, as
observed by Kadelburg, Radenovic´ and Rakocˇevic´ [20], it is possible to repeat
the above proof only replacing the norm ∥·∥ by the Minkowski functional ∥·∥c
deﬁned by (2.1), where c≫ 0. So also this result is subsumed by the classical
Banach’s ﬁxed point theorem. (Let us also notice that interesting applications
of the Minkowski functional technique to Caristi-type ﬁxed point results were
found recently by Khamsi and Wojciechowski [21].)
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However, the problem is more delicate if we consider a mapping T sat-
isfying condition (1.3), i.e.,
d(Tx, Ty) ≼ Λ(d(x, y)) for x, y ∈ X,
where Λ is a linear continuous positive operator on E with the spectral radius
less than 1. If K is normal and ρ is a metric from the proof of Theorem 4.2,
then we obtain only that
ρ(Tx, Ty) ≤ ∥Λ∥ρ(x, y).
In general, ∥Λ∥≥1, but since r(Λ)<1, there exists p∈N such that ∥Λp∥<1.
Then, by monotonicity of Λ, we may infer that T p is a ρ-contraction. Since T
is continuous, [17, Theorem 2.1] implies that there exists a complete metric ρ′
equivalent to ρ such that T is a ρ′-contraction, so the classical contraction
principle is applicable. In fact, this argument can be extended to mappings
satisfying (1.3) with a nonlinear operator Λ (see [18, Theorem 6]). Another
argument (in the linear case) is given in [6].
It seems that for nonnormal cones the problem is yet more diﬃcult. In
this case, using a metric ρ induced on X by the norm ∥ · ∥c, we get from (1.3)




) ≤ ��Λn(d(x, y))��
c
≤ ∥Λn∥c ρ(x, y)
(it can be shown that Λ is ∥·∥c-continuous), but now it is not clear if the spec-
tral radius of Λ with respect to ∥ ·∥c is less than 1 since by [1, Theorem 2.63],
the norms ∥ · ∥c and ∥ · ∥ are not equivalent and, moreover, (E, ∥ · ∥c) is not
a Banach space. Here we show that a ﬁxed point theorem for mappings on
a K-metric space over a solid (not necessarily normal) cone can be derived
from our Cantor’s intersection theorem. The result is a special case of the
Cvetkovic´–Rakocˇevic´ theorem [4], in which a mapping T is such that for any
x, y ∈ X, there exists u ∈ {d(x, y), d(x, Tx), d(y, Ty), d(x, Ty), d(y, Tx)} with
d(Tx, Ty) ≼ Λ(u).
Theorem 4.3. Let (X, d) be a complete K-metric space over a solid cone K
in a Banach space E. Let T : X → X be a mapping such that
d(Tx, Ty) ≼ Λ(d(x, y)) for x, y ∈ X,
where Λ: E → E is a linear positive operator with the spectral radius r(Λ)
less than 1. Then T has a unique ﬁxed point x∗ and for any x0 ∈ X,
Tnx0
d−−→ x∗.
The proof of Theorem 4.3 will be preceded by some auxiliary results.
Also, let us notice that an operator Λ as in Theorem 4.3 is automatically con-
tinuous, so r(Λ) is well deﬁned. Indeed, by [5, Proposition 19.1], every solid
cone K is generating, i.e., K −K = E, so by [1, Theorem 2.32], every linear
positive operator from E to E is then continuous.
Jankovic´, Kadelburg and Radenovic´ [19, Example 6.1] have presented
that a K-metric d need not be continuous (even with respect to one variable):
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it may happen that
xn
d−−→ x,
but ∥d(xn, x)∥ 0. However, d is continuous in other sense according to the
following proposition.
Proposition 4.4. Let (X, d) be a K-metric space over a solid cone K, x, y ∈ X
and let (xn), (yn) be sequences in X. If
xn




Proof. By Corollary 2.6 ((i)⇒(viii)), there exist sequences (cn) and (dn) in E
such that
∥cn∥ → 0, ∥dn∥ → 0, d(xn, x) ≼ cn, d(yn, y) ≼ dn.
Hence, by the triangle inequality, we get
d(xn, yn)− d(x, y) ≼ d(xn, x) + d(yn, y) ≼ cn + dn.
Interchanging xn with x and yn with y, and multiplying by −1 yields
−cn − dn ≼ −d(xn, x)− d(yn, y) ≼ d(xn, yn)− d(x, y).
Thus we obtain that
−(cn + dn) ≼ d(xn, yn)− d(x, y) ≼ cn + dn.
Since ∥cn + dn∥ → 0, Theorem 2.5 ((viii)⇒(i)) implies that
d(xn, yn)
K−−→ d(x, y). 




By Corollary 2.6 ((i)⇒(viii)), there exists a sequence (cn) such that ∥cn∥ → 0
and d(xn, x) ≼ cn. By hypothesis, Λ is positive, so is monotone. Hence we get








Lemma 4.6. Let T be as in Theorem 4.3 and c≫ 0. Set
A := {x ∈ X : d(x, Tx) ≼ c}.
Then A is nonempty and closed, and for any x, y ∈ A,
d(x, y) ≼ 2(I − Λ)−1(c). (4.1)
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) ≼ Λn(d(x0, Tx0)) for n ∈ N.
Since r(Λ) < 1, we have that��Λn(d(x0, Tx0))��→ 0.






Hence there is p ∈ N such that T px0 ∈ A.
We show that A is closed. Set φ(x) := d(x, Tx) for x ∈ X. By Proposi-






By Theorem 2.5, the latter convergence is equivalent to the convergence
∥φ(xn)− φ(x)∥c → 0.
The continuity of φ implies the closeness of A since A = φ−1([−c, c]) and by
Corollary 2.2, [−c, c] is ∥ · ∥c-closed.
Finally, ﬁx x, y ∈ A. Then
d(x, y) ≼ d(x, Tx) + d(Tx, Ty) + d(y, Ty) ≼ 2c+ Λ(d(x, y))
and hence
(I − Λ)(d(x, y)) ≼ 2c. (4.2)
Since r(Λ) < 1, the operator I−Λ is invertible and (I−Λ)−1 can be expressed
by the Neumann series:




Since Λ is increasing, so is each iterate Λn. Hence, given a, b ∈ E with a ≼ b,














i.e., (I − Λ)−1a ≼ (I − Λ)−1b, which means that (I − Λ)−1 is increasing.
Hence, by (4.2), we obtain that (4.1) holds. 
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Proof of Theorem 4.3. Fix c≫ 0 and for n ∈ N, set
An :=
{





Clearly, (An) is decreasing. For any n ∈ N, (1/n)c ≫ 0, so by Lemma 4.6,
each An is nonempty and closed, and
d(x, y) ≼ 2
n
(I − Λ)−1(c) for x, y ∈ An.
Set cn := (2/n)(I−Λ)−1(c). Clearly, ∥cn∥ → 0, so Theorem 3.10 implies that∩
n∈N
An = {x∗} for some x∗ ∈ X.
By closeness of K, we easily get that FixT =
∩
n∈NAn, so x∗ is the unique
ﬁxed point of T .









) ≼ Λn(d(x0, x∗)).
Since ∥Λn(d(x0, x∗))∥ → 0, Corollary 2.6 yields that
Tnx0
d−−→ x∗. 
Finally, let us notice that it is also possible to give another proof of
Theorem 4.3 by modifying the classical proof of the contraction principle.
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