Abstract. This paper proposes an iterative clustering procedure for finding protein motifs which do not necessarily correspond to secondary structures, or to features along the protein backbone. We show the applicability of our method to two important applications namely, protein structure matching, and automatically identifying active sites and other biologically significant sub-structures in proteins.
Introduction
Proteins are composed of different proportions of amino acids (residues) assembled using peptide bonds into unique 3-D structures. Existing protein structure comparison methods can be subdivided into three major categories: methods relying on subsequent overlapping polypeptide fragments: DALI [1] and CE [2] ; methods based on Secondary Structure Elements (SSEs) such as VAST [3] , TOP [4] and GRATH [5] ;and methods that search for generic 3-D patterns that are conserved: Clique detection approaches [6, 7] , selective groups of amino acids based on physio-chemical properties like Russell [8] and Vishweshwara [9] . Russell through his analysis infers that functional residues within a diameter of 12.0Å are likely to interact. Details of other classification methods can be found in Eidhammer et al. [10] and others [11, 12] .
In this work, we propose a iterative nearest-neighbour clustering method of generating meaningful cluster motifs (which may not necessarily include secondary structures or preserve sequential order along backbone). We observe correlation of our motifs with biologically significant protein fragment sizes, and suggest two broad implications: automatic detection of strongly conserved motifs including biologically significant sub-structures (active sites), and matching of protein structures using motif alignment. The subsequent sections of this paper are organized as follows: we describe our method for generating cluster motifs in Sec. 2, and analyse the efficacy of our method. Sec. 3 presents two important applications of our clustering method for finding motifs.
Clustering in Protein Feature Identification
We apply the Nearest-Neighbour clustering method for identifying groups of residues (nearest neighbours) as features, for the purpose of protein structure comparison in 3-D space. In this context, residues (C α atoms) when represented as points in 3-D space can be thought to be interacting if they fall within a diameter of d thresh (Å). Importantly, when a priori information of class labels is unavailable, unsupervised learning (clustering) methods are required to partition the collection.
We represent a protein as a collection of its C α atoms, where each C α atom is representative of the amino acid residue it lies in. We use a distance d thresh to identify neighbouring C α atoms. Our method uses three phases. (Fig. 1(a) outlines our method.) In the first phase, Nearest Neighbour clustering is used to create a joint participation matrix V (q, r) where q and r represent random indices of C α atoms. The joint participation of a pair of points a q and a r is expressed in terms of a binary matrix V (q, r) N ×N . If a q and a r fall in same cluster then the value 1 is assigned to V (q, r) (otherwise 0). A consensus of joint participation of pairs over M iterations N q,r s(q, r): ( Fig. 1(a) , second phase):
M is an important parameter governing the time complexity of the entire procedure: our experiments with a very large number of PDB files show that it is reasonable to take M as a small constant. The final (third) phase involves a ranked search (in decreasing order) to identify high scoring s(q, r) pairs. A final partition P = {C 1 , C 2 , . . . , C K } is constructed by reading points in the order of decreasing score using the same clustering algorithm, where K is the optimal number of clusters obtained in the consensus procedure. We refer to the centroids of these consensus clusters as 'consensus centroids' earlier work by Ghosh et al. on a artificial data set [13] . We observe that an empirically determined value of 100 iterations works well for almost all proteins in the PDB database.
A threshold value of 6.0Å has been used for individual attempts of clustering and further issues are considered in the next section. We show the efficacy of our clustering method using standard cluster validation indices such as the Scattering Density Index and the Goodman-Kruskal Index [14] [15] [16] . Fig. 1(b) shows the variation in the above cluster validation indices with the clustering threshold. A low value of S(K) indicates a low average variance i.e., an indication that the clusters are compact. This is desirable in any clustering procedure. Fig. 1(b) indicates that this behaviour occurs for clustering thresholds of up to ∼8.0Å. The ratio then exceeds 1.0 indicating average variation across clusters is more than the variations as a whole (i.e., the variation of the residues from the protein centroid). A large value of GK indicates good clustering and the value will always be such that GK ∈ [−1, 1]. A value of -1 is indicative of all atoms being wrongly assigned; and a value of 1 is indicative of correct clustering. In Fig. 1(b) , we observe that we get a large value of the Goodman-Kruskal Index for small clustering thresholds (<7.5Å, with smaller thresholds resulting in correctly classified points. We note from our analysis of clustering indices that suitable features can be obtained within a clustering threshold range of 6.0 to 7.5Å. This threshold range ensures that the maximum separation between atoms in a cluster would be of the range 12.0 to 15.0Å. An interesting observation from our cluster threshold analysis is that for a threshold of 6Å, the average number of C α atoms per cluster is 5 for α and α + β and 4 for β class proteins. Our feature size therefore compares well with methods like DALI [1] (which uses hexapeptide backbone based fragments), and the empirical value of 12.0Å used to identify interacting residues in the detection of active sites [8] . We make a case for choosing a clustering threshold of about 6 A, a value which turns out to be biologically significant [8] , in addition to being statistically favourable as determined above using cluster validity indices.
Cluster Significance: Two Important Applications
This section examines the application of our fast and robust cluster-finding strategy for two important tasks -identifying biologically significant sub-structures in proteins, and comparing two protein structures.
Automatic Detection of Biologically Significant Substructures
We observe that biologically significant clusters superimpose well due to the retained sub-structure, with observed substitutions typically involving amino acids with similar properties. Fig. 2(a) shown due to space constraints. Phospholipase A2 is a lipolytic enzyme that is involved in the biosynthesis of prostaglandin and other mediators of inflammation. The underlined amino acids in the table are part of the active site, and are implicated in the catalytic mechanism. The neighbourhood of these amino acids is also preserved with allowed substitutions of amino acids with similar properties. For example, the CECDK motif in 1J1A has lysine (K) substituted by arginine (R) in 1A2A; these are both positively charged polar amino acids. Superposition of CECDK motif in 1J1A and CECDR motif in 1A2A yields an rmsd of 0.15Å indicating a good fit. In comparison, the overall sequence similarity between these two proteins is 59%. It is also evident from Fig. 2(a) , that the secondary structure motifs for related clusters are conserved, and that the clusters in this case are likely parts of secondary structural elements (SSEs). The quantitative extent to which the motifs are similar can be identified as follows. As an example, we compare clusters from 1JIA and 1VIP: these phospholipases share 63.6% sequence identity. We wish to compute an optimal cluster correspondence while accounting for possible amino acid substitutions (algorithm in section 3.2. Fig. 2(b) shows quantitative results for the cluster correspondence in proteins 1JIA and 1VIP. We analyze clusters having a minimum of 4 amino acid residues. Nonsequential residues in a cluster are separated by a '-' symbol. Matched residues are then superposed using the Kabsch method and corresponding rmsd values are shown.
Protein Structure Matching
In this section, we show the utility of clusters as features for fast and efficient protein structure comparison, using dynamic programming and the Kabsch rotation matrix. The method involves three steps: Representation of clusters, matching, and refinement of matches. We search for inter-cluster chemical similarity across a pair of proteins using the Smith-Waterman (SW) local alignment approach. Only those clusters constituted of at least 4 residues are chosen for alignment. A suitable threshold for the SW score (SW score >= 10), derived empirically, is used to detect similarity. Simultaneously, the matched residues are superimposed to within a threshold rmsd value (R < 0.8). The resulting pair of matching subsequences are retained as if there are at least 4 residue equivalences.
Towards evaluating the efficacy of our structure comparison approach we have considered 213 similar protein pairs and 868 dissimilar pairs covering five major families: Hemoglobin, Immunoglobulin, Lysozyme, Phosphilipase and Plastocyanins. Similar proteins are observed to have similar substructures even when the extent of sequence similarity is low (data not shown due to space constraints). The minimum number of consensus clusters required to correctly classify protein pairs as similar or dissimilar is seen to be 3 from Figure 3(a) . This therefore corresponds approximately to at least a 12 residue match given a minimum cluster size of 4 residues. It should be reiterated that our comparison procedure discounts clusters with less than 4 residues, and also cluster pairs with less than 4 residue equivalences. It is therefore inappropriate to compare rmsd values from a full protein alignment with the value derived from the structure comparison approach described above. In Fig. 3(b) we show a comparison of the structure comparison capabilities of our method versus that of CE. We require that homologous pairs have at least three matching cluster pairs in our method. For CE, similarity is claimed given a Z-score > 5 and an rmsd < 4.0Å [2] .
We further analyzed some difficult protein pairs: 1SCE and 1PUC possess high sequence identity but were treated as unique structures by DALI as observed by Shindyalov et al. [2] . On the same proteins we obtained 9 aligned cluster pairs (45 residues) as compared to CE (93/1.26Å). Similarly a comparison of 2SEC and 1EGP yielded 11 residue matches while CE detected 34 (1.2Å). Alignment of the sequentially dissimilar protein pair 1A2Y and 1A4J revealed a potentially strong motif WVRQPPGK-EWL (36-43,46-48) and WYLQKPGQ-KLL (40-47,50-52) respectively. 1HDA and 1PBX, proteins that share 48% sequence identity resulted in a 72 residue alignment as compared to 141 residues aligned by CE. In Immunoglobulins two homologous pairs 1BBD -1DFB and 1BBD -4FAB gave 29 and 25 residue matches and were correctly classified as similar; while CE aligned them with rmsd 4.27Å and 4.42Å respectively.
