Abstract
Introduction
With the availability of remotely sensed data with increasing spectral bands collected by different sensors, the classifi cation of these data by conventional classifi ers may suffer from Hughes phenomenon: As the number of spectral bands or band functions increase, the classifi cation accuracy can decrease with a fi xed number of training samples (Shashahani and Landgrebe, 1994) . In classifi cation, class conditional probability density functions (PDFs) need to be estimated from a set of training samples. When these estimates are substitute for the true values of the PDFs, the resulting classifi cation is suboptimal and hence has a higher probability of error. When Feng Xie is with the School of Urban Rail Transportation, Soochow University, Suzhou 215131, China.
a new additional feature is added to the data, the bias of the classifi cation error increases because more parameters of PDFs need to be estimated from the same number of samples. This is so called the Hughes phenomenon.
Training samples are needed for all ground cover classes of interest. A good training sample can represent a kind of land-cover type, which shed light on environmental and ecological issues (Binford et al., 2004; Li, 2006; Pielke, 2005) . The number of training samples is closely related to the classifi cation complexity (Hu et al., 2007; Pan and Billings, 2008; Yu and Liu, 2004) . In practice, we often cannot fi nd enough number of training samples of minority land-cover classes in a scene. In any case, the process of acquiring training samples is usually expensive or time consuming, and only a limited number of training samples can be obtained (Shashahani and Landgrebe, 1994) . When the number of training samples is small compared to the dimensionality ( feature measurements) of the data, the Hughes phenomenon is emerging. This is also called the "curse of dimensionality" in the fi eld of pattern r ecognition (Duda et al., 2001; Friedman, 1997; Jain and Zongker, 1997; Yang and Honavar, 1998) . To solve this problem, we expect to select key features from a large number of bands or band functions that can effectively reduce the dimensionality of the data for the following classifi cation.
Feature selection can rely on the electromagnetic characteristics of ground objects. Lee (2009) selected a narrowband model to wideband data and found that the mismatch could result in a >20 percent underestimation in calculating refl ectance. Some mathematical transformation methods were used to fi nd the main features of objects. Kalelioglu et al. (2009) used principal components analysis (PCA) and Crosta techniques to analyze the Landsat-5 Thematic Mapper (TM) images and selected PCA123 image, RGB731, and TM band ratio (band5/ band7, band5/band1) to discriminate the dyke boundaries. PCA is a linear transformation as preliminary step for decorrelation or denoise and cannot handle a nonlinear system correctly. Furthermore, classifi cation is not considered in PCA where the most divergence is not the most advantage for discrimination. These methods are often used as the preliminary steps for reducing correlation among features and can be easily disturbed by outliers (Jolliffe, 2002; Shlens, 2005) .
Feature selection can also be conducted through searching algorithms. Metaheuristic algorithms including trajectory and population-based algorithms have been proposed to Selecting Key Features for Remote Sensing Classifi cation by Using Decision-Theoretic Rough Set Model Feng Xie, Dongmei Chen, John Meligrana, Yi Lin, and Wenwei Ren fi nd optimal subsets of features. Simulated annealing and Tabu search methods are examples of traditional trajectory methods (Glover and McMillan, 1986; Granville et al., 1994; Kirkpatrick et al., 1983) , and genetic algorithms are examples of the most known population-based methods (Muni et al., 2006; Oh et al., 2004; Yang and Vasant, 1998) . Although there are a lot of these searching algorithms, greedy searching strategies which make a "greedy" choice (locally optimal choice) in the hope that this choice will lead to a globally optimal solution (Cormen et al., 2009) seem to have the advantages of computation and robustness against overfi tting-based as seen in many previous studies (Chow et al., 2008; Hu et al., 2010; Mitra et al., 2002; Torkkola, 2003; Xie et al., 2011) . Xie et al. (2011) implemented a forward greedy searching algorithm (FGSA) by applying a variable precision rough set (VPRS) model in selecting important features to distinguish different reed communities and water bodies from Landsat imagery. Due to the partial (probabilistic) "inclusion" or "belonging to" concept, VPRS is preferred in dealing with the confusing "different objects/same images" phenomenon of remote sensing. The major advantages of VPRS include allowing the classifi cation with a controlled degree of uncertainty, or a misclassifi cation error, and introducing a parameter to control the noise effect as illustrated by previous studies (Beynon, 2001; Dimitras et al., 1999; Xie et al., 2011) . VPRS can be derived from the Decision-Theoretic Rough Set Model (DTRSM) based on a theoretic framework (Yao and Zhao, 2008) . Few studies have applied DTRSM in the remote sensing fi eld.
Feature evaluation is a crucial step in feature selection (Jain and Zongker, 1997; Quafafou and Boussouf, 1997; Zhao et al., 2006) . Evaluation criteria play a pivotal role in applying DTRSM. Although some researchers have evaluated features based on the rate of class-undetermined samples over the entire sample set (Hu et al., 2008; Jensen and Shen, 2004) , this rate is too simple to identify the real source of error resulting in misclassifi cation. Yao and Zhao (2008) suggested that feature selection should consider one or more criteria in theory, but did not show how to undertake this in practice. In this article, we implement a comprehensive set of criteria involving confi dence, cost or lost, and generality in the procedure of feature selection. This paper mainly focuses on how to set comprehensive evaluation criteria in a FGSA for feature selection based on DTRSM to minimize misclassifi cation errors that will be evoked by classifi ers. The paper is organized as follows. In the next Section, the theory of DTRSM used is introduced and discussed. Based on the analysis of real source of discrimination error, three criteria are proposed in relation to the Bayes error rate of classifi cation. Then, the method implemented in remote-sensing practice and applied in the case of two disparate ground objects d in the north and south of China, respectively, is presented. When the confi dence level is determined, only one parameter needs to be set in our method. Next, we emphasize on how to set this parameter and compare the accuracy through applying different classifi cation algorithms on different data sets, including derived from other feature selection algorithms. After analysis, our summary concludes that the proposed method can effectively reduce the complexity of data sets and guarantee the accuracy of any classifi ers.
Theories and Preliminary Work
Decision-Theoretic Rough Set Model The DTRSM was proposed in the early 1990s based on the well-established Bayesian decision procedure, which deals with making decisions with minimum risk based on observed evidence (Yao, 2008; Yao and Zhao, 2008) . DTRSM can derive probabilistic and classic rough set models, including VPRS and Pawlak rough set. We will link this model with remote sensing classifi cation in this section.
There are three regions (the positive region, the boundary region, and the negative region) that can be used to for assigning pixels or objects of the remotely sensed image (I) into a land cover class (Set X) based on an equivalent relation set (A) formed by all the features of objects (pixels also can be seen as objects) in the image. We can randomly select some features from set A to build subset B which obeys the indiscernibility relation IND (B) , that is:
where, x and y are objects in the image (I ), < x, y > ∈ IND(B) means x and y are indiscernible with respect to subset B (a feature set). Two objects in the image satisfy indiscernibility relation if and only if they have the same values on all features in B. The indiscernibility relation is an equivalent relation because it satisfi es the properties of refl exivity, symmetry and transitivity. Then, the equivalent class induced by IND(B) (hereafter B for short) is:
where, x i and x j are objects in the image (I).
If [x i ] B is defi nitely a part of Set X (projected to a landcover class), that is, the lower approximation BX :
,
If the intersection of [x i ] B and X is non-empty, that is, the upper approximation BX :
From Equations 3 and 4, it is seen that BX X BX. If and only if BX BX = , the remotely sensed data, can be definitely classifi ed by B features without error. In practice, BX is not equal with BX that means there are misclassifi cation by using B features.
The elements of remotely sensed data in BX which definitely belong to a ground cover class form the positive region of X. The elements in the set of I BX B B which defi nitely do not belong to the class form the negative region of X. Then, the boundary region is BND N N BX BX ( ) X = − BX ; it contains the elements whose belongings are undetermined.
The defect of the Pawlak classic rough set model is that it does not consider the degree of overlapping feature measurements (e.g., band values), whereas, the probabilistic approaches established on probabilistic positive, boundary, and negative regions have considered the overlapping features by using threshold parameters. If the degree of overlapping feature measurements is larger than a threshold, the objects with these features are in the probabilistic positive region of a land-cover class. If the degree of overlapping is lower than another threshold, the objects are in the probabilistic negative region of the class, and if the degree is between these two parameters, the objects are in the boundary region of the class. How to determine this pair of parameters is a critical question and when they are computed from risk or loss function based on the Bayesian decision procedure, then this model is DTRSM.
Minimizing the Probability of Classifi cation Error
According to three regions for approximating land-cover classes, objects which have the same feature measurements but belong to different classes (class X and not X) cause confusion in classifi cation and will be assigned to the boundary region of X. Not all elements (representing objects) in the boundary region of X will be misclassifi ed (Hu et al., 2007) . Only the elements that do not belong to the majority class in the boundary region will be misclassifi ed based on the Bayes rule.
Minimizing misclassifi cation is naturally related to the Bayes error rate (Peng et al., 2005) . In the multiclass case, there are more ways to be wrong than to be right, therefore, it is simpler to compute the probability of being correct (P(correct)), which is presented by Equation 5:
where ω i is a land-cover class i, x is an object in the image, p i ( ) i is the conditional probability density function, c is the number of all land-cover classes, and R i is the region caused by the decision point (Duda et al., 2001) . P(ω i ) and p i ( ) i are unknown in the real world, and it is not feasible to estimate them in the high-dimensional feature space when there are few training samples. To make this easier to understand, we describe it as follows.
The remotely sensed image can be seen as a discrete space where samples in the image are divided into a feature set {E 1 , E 2 ,…, E K } based on the responses of different ground objects. The samples with the same measured values are grouped into the same feature. As shown in Figure 1 , the height of the rectangle denotes the probability p (E i ) of feature E i . The pure feature refers to the samples with this feature belong to unique land-cover, such as E 1 , E 2 , E 5 , or E 6 in Figure 1 . Impure feature refers to the samples with this feature actually belong to two (or more) ground covers, such as E 3 or E 4 .
Estimating the percentages of impure features is important for control classifi cation error. Many measures have been developed, such as distance (Ho and Basu, 2002; Robnik-Sikonja and Kononenko, 2003) , mutual information (Battiti, 1994) , correlation (Guyon and Elisseeff, 2003) , dependency (Jensen and Shen, 2004) , consistency (Dash and Liu, 2003) , and neighborhood decision error rate (NDER) (Hu et al., 2010) . Because distance, mutual information, and correlation measures have little relationship with the boundary region, they are not suitable for estimating. The measure of dependency is commonly used. An equation for dependency is:
where |·| denotes the cardinality of the set; POS C (D) is a positive region; A = C U D, C and D are named as the condition set C and decision set D , respectively (Pawlak and Skowron, 2007) , and I means the image. Equation 6 refl ects a ratio of objects with pure features over all objects in the image. It does not take the objects with impure features that exist in the boundary regions of classes into account. Thus, the dependency measure is also not a good measure. Some other measures were developed after dependency. For instance, consistency as a coverage measure was introduced and employed to evaluate the importance of features in a discrete case (Dash and Liu, 2003; Kohavi and John, 1997) . NDER was defi ned as an estimate of the classifi cation complexity in Hu et al. (2010) . These studies suggest that a good measure should consider the objects with impure features in the boundary regions of classes.
A Comprehensive Set of Criteria
To minimize the probability of classifi cation error, we need measure the objects with impure features (e.g., E 3 and E 4 in Figure 1 ) in the boundary regions of classes. According to the Bayes' rule, the objects in a boundary region of a landcover class X are in either of two complement states: grouped to a decision class (X) or not to (¬X). The probabilities for these two complement states are denoted in the following equations:
where, R is ∪R i , an equivalent relation set formed by the features of objects. With respect to the three regions (the positive region, the boundary region, and the negative region), there are three actions to classify the objects into any of them, i.e., a P , a B , a N . When an object belongs to the land-cover class X, let λ PP , λ BP , and λ NP denote the costs of taking the action a P , a B , and a N , respectively; when it does not belong to X, let λ PN , λ BN and λ NN denote the costs of taking the same three actions. Then the cost function (f cost ) of taking action {a P , a N , a B } with respect to the three regions can be expressed as: Figure 1 . Discrete decision system of remote sensing. By comparing (a) and (b), although the probabilities of impure features are identical, the probabilities of misclassifi cation are different (adapted from Hu et al. (2010) ).
The Bayesian decision procedure leads to the minimumrisk decision rule of the boundary region, that is:
where BND(X) denotes the boundary region of X. Because only the objects which belong to the minority classes in the boundary region cause error, the cost λ BP is less than λ BN . Given BP = 0 and BN = 1, then the cost function of taking action a B pertaining to the boundary region is:
where P (X|[x] R ) is the probability of x with the description [x] R belonging to the decision class X, that is:
X ␣, the quantity 1 − α becomes the error rate of classifying the objects to class X based on R feature set. The larger P(X|[x] R ) has the higher probability of being majority class in the boundary region of land-cover class X, or vice versa. The smaller P(X|[x] R ) has the higher probability of being minority class in the boundary region that always causes the error. Then, the following criterion needs to be satisfi ed:
where ω i is the i(I = 1, 2, …, c) class; X is the decision class; the maximum P correspond to the largest probability of being majority class. Equation 12 means that the majority class in the boundary region is projected to the decision class. At the same time, if
suggests that the decision class corresponds to the minority class in the boundary region, which causes error. Thus, the loss function (f loss ) is as follows:
For all objects in the remotely sensed image, the total loss is:
Finally, the improved γ measure proposed is:
where |I| is the number of objects in the image. Equation 15 is a kind of generality measure based on Yao and Zhao's theory (2008) . More than just derived from the Bayes' decision rule, the γ is improved by considering confidence, costs and risks, loss function, and generality comprehensively. Its advantages are as follows:
1. convenient for dealing with discrete and numerical data; 2. confi dence guarantees it is tolerant to data with error in practice; and 3. costs and loss function measure the real source of classifi cation error.
From the above deduction, a comprehensive set of criteria is proposed to minimize the error. From Equation 11, the confi dence level (α) should be fi rst guaranteed (Criterion I), then the loss (from Equation 13) is the lowest, that is to say, the highest generality (from Equation 15) correspond to the largest γ value (Criterion II). Besides, a feature is unnecessary if we add it into the feature set (R) with no change in γ (Criterion III). In the next section, we will show how to implement these criteria in the process.
Method and Implementation

DTRSM Applying in Remote Sensing
The main aim of this session is to implement the DTRSM in remote sensing practice. Key features are selected for classification or ground object extraction from a number of features, including spectral bands, Ratio Vegetation Index, band math, etc., to avoid the effect of Hughes phenomenon. The fl ow diagram is shown in Figure 2 .
There are several main processes in this fl owchart. First, we collect available data (e.g., spectral bands and maps) and register them into the same coordinate system. Second, we select plots that have typical land-covers of the region and can be easily accessed for in situ investigation and afterwards for validation. Next, we construct the condition set by various features (e.g., spectral bands, band math) and the decision set based on the reference data, that is, we identify the class labels of samples by manual work. Then, we link the condition set with decision set one-on-one based on the sequence of pixels in the image to form a 
Step 3: compute loss based on Eq. (13) and (14);
Step 4: compute improved γ k (k = 1, 2…) based on Eq. (15);
Step 5: select a m corresponds to the largest γ m among γ k ; // Criterion II
Step 6: if |γ m − γ 0 | > Δ //// Criterion III / / the initial value of is ␥ 0 0 / /⌬ is a thr t t eshold of significance which is deter rmi r r ned by confidence level
go to step 2; else return R;
Step 7: end The functions of improved γ and Criterion I, II, and III are enforced in the process of the above algorithm. First, there is no feature in the set (R), i.e., R ← Ø. Second, the P x
with the confi dence level α = 99% (Criterion I). Third, the total loss (Equation13 and 14) is calculated and the improved γ k (k = 1, 2…) is obtained by Equation15 corresponding to each a k ∈ C − R (k = 1, 2…). The a m corresponding to the largest γ m among all γ k values is selected to meet the Criterion II. If adding a m to R leads to the change of γ over the threshold of significance Δ (|γ m − γ 0 | > Δ, where the initial value of γ 0 is 0 and Δ is determined by confi dence level), a m is an important feature which contains signifi cant information not included in R. Then a m is added into the R (R ← R ∪ {a m }), and the γ 0 is replaced by γ m and the new loop begins. This program will not end until there is no or little change in γ when the Criterion I is reached. The highlight of the algorithm is the introduction of multiple criteria (Criterion I, II, and III) for minimizing the probability of error in decision. If key features are found in this process, they will be used in the following supervised classifi cation.
Case Studies
Using remotely sensed imagery to gain insights into the terrestrial environment is necessary because many parts of nature are inaccessible or sensitive to human disturbance. Furthermore, in situ investigation or fi eld survey of land-cover classes in the whole region are usually expensive and time consuming. Thus, remote sensing interpretation is desirable, and the above procedure is implemented in the following two cases.
One case is Lake Baiyangdian (hereafter referred to as BYD) located near Beijing City in the north of China. Lake BYD is an excellent case to test our model because its fuzzy boundaries among different land-covers and water bodies are hard to distinguish in the remotely sensed image. Lake BYD is the largest freshwater lake of the North China Plain which is important for the regional wetland and water supply for Beijing metropolitan area. Another case is Lake Qingpu located near Shanghai Proper in the south of China. Lake Qingpu (QP) is selected as the case study as it has more balance of land-cover types and is also important for regional wetland protection and water supply for Shanghai metropolitan area. These two study areas both lie at water source areas for two mega-cities, Beijing and Shanghai, which enable comparisons between different land-cover types in north and south China (Plate 1). The Landsat-5 TM data of two areas were used, which come from China Remote Sensing Satellite Ground Station. The small portions of BYD near Lianggou village and Lake Qingpu are extracted with their land-cover classes known as reference data. These plots are fairly representative of the two regions. The true color images and reference data are illustrated in Plate 1.
The training samples can be used as the decision set. The proposed DTRSM-based method is a previous step before supervised classifi cation. The land-cover of BYD is grouped into eight categories: (1) Water I and (2) Water II (water classifi cation is based on the rank of water quality provided by local Water Bureau), (3) Reed I and (4) Reed II (two kinds of reed populations), (5) Farmyard, which are lands or crop fi elds around or interspersed by low-density farmer's houses, (6) Residential area (high-density buildings or built-up), (7) Vegetables, and (8) Woodland. Likewise, the land-cover of QP is classifi ed into fi ve categories: (1) Woodland, (2) Water, (3) Built-up, (4) Bare land, which is mostly caused by human's activities during the phases of land use transition for exploitation, and (5) Agricultural land.
Spectral bands, band math, and ratio vegetation indexes which sometimes might make classifi ers more effi cient were gathered to form the condition set. In our cases, we use all TM seven bands except band 6 (thermal infrared band), band 2 + band 3, band 4 + band 5, band 2 -band 4, band 3 -band 7, band 1 / band 3, and band 5 / band 7 to constitute condition feature set. The reasons for this are:
1. (band 2 + band 3) and (band 4 + band 5) can effi ciently extract water bodies from images (Qian, 2004) , 2. band 2 -band 4 can distinguish woodland from other landcovers (Duggin et al., 1986) , 3. band 3 -band 7, band 1 / band 3 can discriminate boundaries between dyke and water (Kalelioglu et al., 2009) , and 4. band 5 / band 7 were testifi ed that can differentiate vegetation from built-up more easily (Ringrose et al., 1999) .
The condition set can be extended by adding more domain-experts knowledge. The value domain of each feature in the condition set is normalized into [0, 1] for comparing the degree of data clustering in different features which have disparate value range with the same standard. The condition set and decision set were concatenated into a table in line with pixel order of image. Each pixel has multiple feature measurements (values); different pixels may be grouped into the same class if they have similar values. A threshold (θ ) is set to separate the values of the condition feature (the equivalent relation R i ) into two parts: [x] R i and its complement. In view of the neighborhood proposed in Hu et al. (2008) Since the value of P(X| [x] R i ) should reach to a high confi dence to support the rule [x] R i → D X , we set confi dence level (α ) at 0.99 (Criterion I). After that, the loss and γ are computed based on Equations 13, 14, and 15. The initial value of γ is 0; every loop the largest γ can be found. If the difference of the largest γ between two adjacent loops is larger than a threshold (Δ), the newly adding feature is signifi cant and cannot be ignored. This threshold should have an order of magnitude better than 1 − α because of the error rate, and should avoid too high order to include trivial features. Thus, the threshold of significance (Δ) is set on 0.001 according to the confi dence level.
Analysis and Discussion
From the section above, it is seen that only one parameter (θ ) needs to be set from [0,0.4] in our method. The numbers of selected features varied with the θ value (see Figure 3) . Single-peak curves show that the numbers of selected features increase to a maximum and then decrease to a minimum along with θ value increases from 0 to 0.4 at a step size of 0.001. There are several long horizontal lines in the curves, which indicate that we can set θ value corresponding to the fi rst and second longest horizontal lines to obtain stable numbers of selected features (except the lines with no feature selected). In the case of BYD, the program fi nds the θ value ranges [0, 0.007] and [0.18, 0.3] and the corresponding selected feature sets are: {band 3, band 5, band 1, (band 2 -band 4), band 2, band 7} (BI) and {(band 2 -band 4), band 4} (BII), respectively. In the case of Lake Qingpu, θ value ranges are set at [0.220, 0.244] and [0.364, 0.399] and the corresponding feature sets are: {band 7, band 1, (band 2 -band 4), (band 3 -band 7)} (QI) and {band 7, band 1} (QII), respectively.
Comparison of Classifi cation Accuracy
Our aim is to avoid the potential Hughes phenomenon in the process of classifi cation or ground object extraction. We select three recent commonly used classifi cation algorithms, i.e., classifi cation and regression trees (CART), maximum likelihood (MAXLIKE), and support vector machine (SVM), on the data sets of two study areas for comparison. The data sets are TM seven-bands, 12-dimensional data, BI, BII, QI, and QII, respectively.
In the process of classifi cation, we fi rst selected some pixels as training sets and the rest as testing sets. The stratifi ed random pixels were collected to guarantee no overlap between the training and testing sets and a better performance (Lo and Watson, 1998) . Based on the rough sets theory, our method is good at dealing with small samples, i.e., enough number of samples of each class is not necessarily required. This is very helpful for small land cover classes in an image. Then, three supervision classifi cation algorithms using the same samples were applied on different data sets, and their classifi cation accuracy was assessed with accuracy indicators.
In remote sensing classifi cation, the error matrix has been widely used in accuracy assessment (Congalton and Green, 2008) . From the error matrix, we select overall accuracy (OA) and KHAT (K ) for accuracy evaluation because the OA is a correct proportion of total samples, and the K statistic, as an estimate of the kappa coeffi cient, is the proportion of chanceexpected disagreements that do not occur (see Congalton and Green (2008) for more details). These two indicators are commonly used for remote sensing classifi cation evaluation in many studies (Anaya and Chuvieco, 2012; Foody, 2002; Shao et al., 2003; Silván-Cárdenas and Wang, 2008; Taylor et al., 2010; Weber and Chen, 2010) . Finally, we conduct kappa variance tests to see whether the difference of accuracy results from different algorithms are signifi cant based on Congalton and Green (2008) .
The performance of classifi ers on the data sets of BYD and QP is shown in Tables 1 and 2 , respectively. The fi rst and second columns of tables contain the data sets and their dimensions (feature number), respectively. The last three rows are the data sets produced by other feature selection algorithms, i.e., entropy, margin or fuzzy, and neighborhood rough sets. The accuracy results of using the above three classifi cation algorithms on these data sets are fi lled in the rest of columns.
From Table 1 and 2, the MaxLike algorithm had the poorest classifi cation performance on the 12-D data of BYD and poor performance on the 12-D data of QP as well. The effects are typically caused by Hughes phenomenon. Whereas the The fi rst column including the data sets of TM bands, 12-dimensional data (12-D) {TM seven bands (b is short for band) except b6, b2+b3, b4+b5, b2-b4, b3-b7, b1/b3, b5/b7, BI, BII, and data sets produced by other feature selection algorithms, i.e., entropy, margin or fuzzy, and neighborhood rough sets; the second column (N) containing the feature number of corresponding data sets; and other columns fi lled with the accuracy results (OA and K ) of three classifi cation algorithms, i.e., classifi cation and regression trees (CART), maximum likelihood (MaxLike), and support vector machine (SVM). 
The contents of table are the same as Table 1 except different study area.
other two advanced algorithms (CART and SVM) have been little affected. It is not surprising that the SVM algorithm has the advantage of processing small samples by using a small amount of support vectors which avoid the curse of dimensionality (Cristianini and Taylor, 2000) . The CART algorithm has the best performance on the 12-D data. When there are a lot of features or fi elds of data, e.g., NDVI, DEM, etc., CART can handle these fi elds one by one, thereby preventing the curse of dimensionality. From our practice, the CART algorithm would be the fi rst choice if there are lots of features or data fi elds. The QII, which has two key features (band 7 and band 1), leads to the lowest accuracy of classifi cation except MAXLIKE on 12-D data of BYD. QII is obtained by setting the largest θ value from [0.364, 0.399] which is the last stable interval far away from the peak of curve (Figure 3 ). This indicates the coarsest division of value domain of the condition feature. Due to the coarsest division, QII provides little distinguishing information to all three classifi cation algorithms. It is inspiring that the BI has the best performance by any classifi cation algorithms. BI is achieved by setting the smallest θ from [0, 0.007] corresponding to the second longest stable interval in the curve of BYD (Figure 3 ). This suggests the fi nest division of value domain of the condition feature. The fi nest division may cause diffi culties for meeting the criteria in the Theories and Preliminary Work Section, which can lead to no stable results before the peak in the case of Qingpu. BI provides a higher discrimination ability than TM bands and 12-D data sets. This indicates that band 3, band 5, band 1, (band 2 -band 4), band 2, and band 7 need to be focused in the study of environment of BYD. The QI is obtained by setting θ at the interval of [0.220, 0.244] which corresponds to the second longest stable interval in the curve of Qingpu. The θ of QI is smaller than that of QII. The accuracy results of QI are much better than QII; the accuracy results of BIare better than BII. These suggest we should select the smallest θ when fi nding several longest stable intervals in the curve. The smallest θ corresponds to the fi nest division of value domain of the condition feature. QI including only four key features, has fewer dimensions than the original data sets. QI has a better performance than the TM bands and is equivalent to 12-D data by using CART and SVM. It is noted that QI (or BI) has the ability of mitigating Hughes phenomenon, that is to say, ensure better performance of conventional classifi er (e.g., MAXLIKE).
The bottom three rows of Tables 1 and 2 are the results of other feature selection methods for comparison, including entropy (Slezak, 2002) , margin or fuzzy (Lowry et al., 2008) , and neighborhood rough sets (NRS) (Hu et al., 2010) based techniques. Entropy is a mutual-information-based feature selection method; the margin or fuzzy technique is used in setting a membership function on the objects in the image; and the NRS-based algorithm sets δ (the neighborhood of objects) based on Hu et al. (2010) . The main difference between our method and others lies in the measures used in feature evaluation. In the implementation, we replace the proposed γ with entropy, margin or fuzzy, and neighborhood function in FGSA to search key features, respectively. From Table 1 , more than half of the features in 12-D data have been deleted by all feature selection algorithms. The selected features by all algorithms can produce not better accuracy than BI. In the case of Qingpu, these feature selection algorithms can select no features. After analysis, we fi nd that these are mainly caused by using proposed comprehensive measures (Criterion I to III) instead of a single measure (entropy or margin or fuzzy) in FGSA. The reason of fair performance of margin or fuzzy rough sets is that the equivalence relation is extended to margin or fuzzy similarity relation, which lowers the constraints of equivalence relation and includes some errors.
Through analysis, it is clear that Hughes phenomenon affects the discrimination rate of classifi er when the dimensionality of the multispectral data increases. To ensure the performance of any classifi er, we should decrease the dimensionality of data by feature selection methods. By using comprehensive criteria, including confi dence, loss, and generality measure in our feature selection algorithm, we reduce the complexity of data and guarantee the accuracy of classifi cation.
Overfi tting Analysis
The FGSA of DTRSM does not stop until Criterion III is satisfi ed. Thus, the threshold of signifi cance (Δ) may be too restrictive to result in overfi tting problems. BI and QI are not considered because their discrimination capacity are lower than BII and QII, respectively (Tables 1 and 2 ). Then, we trace every loop of FGSA in selecting BI and QI and fi nd that γ value dramatically changes when the fi rst two or three features have been selected, and slowly changes when selecting the last several features (Figure 4) .
From Figure 4 , the change rates of γ of selecting the fi rst two features (0.25 and 0.01 for BI and QI, respectively) are 10 times greater than those of adding the last ones (0.02 and 0.001 for BI and QI , respectively), which indicates that the features selected in the fi rst several loops contain the most important information while the features added later include less information than the fi rst ones. The changes of γ value during selecting features in BI are larger than the corresponding changes of γ in QI. These are derived from the divisions of value domain of features. BI is derived from smaller division (θ ) than QI does, which magnifi es the difference of γ during BI selection.
We further measure how the order of selected features contributes to the classifi cation performance. Figures 5 and 6 show the order of selected features in BI and QI and their discrimination capacity measured by Ǩ based on the above three classifi cation algorithms, respectively. In Figure 5 , the curves of BI climbs at fi rst and then fl at. This indicates that the last 2 or 3 selected features in BI have little contribution to the increase of the accuracy. Whereas the curves of QI are upward in Figure 6 , which suggests each feature selected in QI have a contribution to the increase of the accuracy. BI has superfl uous features. It will be more concise when removing band 2 and band 7 from BI. That is, the most important features in the data sets of BYD are band 3, band 5, band 1, and (band 2 -band 4). These important features facilitate classifi cation and can indicate the specifi c environment.
Conclusions
In this study, based on DTRSM we propose an improved FGSA with comprehensive criteria to minimize the probability of classifi cation error and eliminate the effect of Hughes phenomenon. We clarify the source of misclassifi cation in remote sensing by linking it with the Bayes error rate. We illustrate the minority and majority classes in the boundary region of land-cover classes. Not all samples in the boundary region of land-cover will be misclassifi ed. Only the samples in minority classes in the boundary region will cause the classifi cation error. Thus, instead of using the conventional simplifi ed γ measure, we propose a comprehensive set of criteria, including confi dence, cost or loss, and generality criteria in FGSA to count the samples in minority classes in the boundary region and minimize the probability of misclassifi cation. Thereafter, for comparison, the proposed method is implemented on the case of BYD and Qingpu located in the north and south of China, respectively. To prove our method, three popular classifi cation algorithms are used on different data sets, including original bands, band math and selected key features. The selected features by entropy, margin or fuzzy rough sets, and neighborhood rough sets are also included. From the case of Qingpu, it shows that our method has a larger opportunity to fi nd key features than other feature selection methods. Through comparing the classifi cation accuracy, it is verifi ed that our method can effectively eliminate the effect of Hughes phenomenon. The accuracy of each classifi er is ensured, regardless of sample size or the number of features. We also consider the overfi tting problems and fi nd superfl uous features in BI. {Band 3, band 5, band 1, and (band 2 -band 4)} is the key feature set in the case of BYD, which contain crucial information for classifi cation and environment exploration. Likewise, QI is the key feature set for the specifi c environment of Qingpu. The experiments also indicate that the CART will be the most adaptable classifi cation algorithm when there are a large number of feature measurements you can imagine. Although the advanced classifi cation algorithms like CART and SVM have the advantage in reducing the effect of Hughes phenomenon or the curse of dimensionality, our method can help them for further improving the classifi cation accuracy.
On balance, our method can extract the essence of data and make the classifi ers more effi cient, especially when the sample size is small. With our method, users should not worry about how to select bands from a lot of sensors for their specifi c applications. Remote sensing engineers do not need to understand or operate the advanced algorithms like CART or SVM. Through feature selection, the conventional classifi er can achieve similar classifi cation accuracy as advanced ones. Environmentalists can fi nd new clues in existing data rather than buy new data. The important indices extracted for specifi c environmental evaluation are expected to be explored in further research. Figure 6 . Variation of Kappa coeffi cients with features selected sequentially in QI using three classifi cation algorithms: CART, MAXLIKE, and SVM.
