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AVERAGING PRINCIPLE AND PERIODIC SOLUTIONS FOR
NONLINEAR EVOLUTION EQUATIONS AT RESONANCE
PIOTR KOKOCKI
Abstract. We study the existence of T -periodic solutions (T > 0) for the
first order differential equations being at resonance at infinity, where the right
hand side is the perturbations of a sectorial operator. Our aim is to prove an
index formula expressing the topological degree of the associated translation
along trajectories operator on appropriately large ball, in terms of special
geometrical assumptions imposed on the nonlinearity. We also prove that the
geometrical assumptions are generalization of well known Landesman-Lazer
and strong resonance conditions. Obtained index formula is used to derive the
criteria determining the existence of T -periodic solutions for the heat equation
being at resonance at infinity.
1. Introduction
We consider nonlinear differential equations of the form
u˙(t) = −Au(t) + λu(t) + F (t, u(t)), t > 0 (1.1)
where λ is a real number, A : X ⊃ D(A) → X is a sectorial operator on a Banach
space X and F : [0,+∞)×Xα → X is a continuous map. Here Xα for α ∈ (0, 1),
is a fractional power space given by Xα := D((A+ δI)α), where δ > 0 is such that
the operator A+ δI is positively defined. This equation is an abstract formulation
of many partial differential equations including the nonlinear heat equation
ut(x, t) = ∆u(x, t) + λu(x, t) + f(t, x, u(x, t)) for t ≥ 0, x ∈ Ω (1.2)
where Ω is an open subset of Rn (n ≥ 1), ∆ is a Laplace operator with the Dirichlet
boundary conditions and f : [0,+∞) × Ω × R → R is a continuous map. To see
this, it is enough to take Au := −∆u and F (t, u) = f(t, · , u(·)).
In this paper, we intend to study the existence of T -periodic solutions (T > 0)
for the equation (1.1) being at resonance at infinity, that is, Ker (λI − A) 6= {0}
and F is a bounded map. To explain this more precisely assume that, for every
initial data x ∈ Xα, the equation (1.1) admits a (mild) solution u : [0,+∞)→ Xα
starting at x. Then the T -periodic solutions of (1.1) can be identified with fixed
points of the translation along trajectories operator ΦT : X
α → Xα, defined by
ΦT (x) := u(T ;x) for x ∈ X
α
Effective methods for studying the existence of fixed points of translation along
trajectories operator are so called averaging principles, expressing the fixed point
index of the operator ΦT in terms of the averaging of the right side of (1.1). If
the topological degree of this averaging is nontrivial, then the translation along
trajectories operator admits a fixed point, which in turn is a starting point of T -
periodic solution.
The averaging principle for equations on finite dimensional manifolds were stud-
ied in [12], while the generalization on the case of equations on arbitrary Banach
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spaces were considered in [6], when the right side of equation is a nonlinear pertur-
bation of a generator of C0 semigroup. In [8] the averaging principle were studied
in the case when −A generates a C0 semigroup of contractions and F is a condens-
ing map with respect to the Hausdorff measure of noncompactness. The results
for equations with the right side being a nonlinear perturbation of the family of
generators of C0 semigroups {A(t)}t≥0 are contained in [9].
The resonant version of averaging principle was proved in [18] in the case when A
is a generator of a compact C0 semigroup (not necessary sectorial) and F : [0,+∞)×
X → X is a continuous map. Obtained result were used to prove the criteria on
the existence of T -periodic solution for (1.2) under the assumption that f satisfies
Landesman-Lazer conditions. In this paper we continue the studies from [18]. First
we prove the resonant version of averaging principle for the equation (1.1) in the
case when A is a sectorial operator. This assumption is stronger than that in [18],
however it allows us considering the wider class of nonlinear perturbations, namely
we permit the maps F : [0,+∞) × Xα → X defined on fractional power spaces
with α ∈ [0, 1). Subsequently we use this principle to prove criteria determining the
existence of T -periodic solutions for (1.1), in the terms of appropriate geometrical
conditions imposed on F . It turns out that these geometrical conditions are more
general that Landesman-Lazer conditions used in [18].
The main difficulty lies in the fact that, in the presence of resonance, the problem
of existence of periodic solutions may not have solution for general nonlinearity F .
This fact has been explained in detail in Remark 5.1. We overcome this difficulty
providing new theorems determining the existence of T -periodic solutions of (1.1),
in terms of appropriate geometrical assumptions imposed on the nonlinearity F . To
formulate this geometrical assumptions we will need a special direct sum decom-
position of the space X := X− ⊕X0 ⊕X+, which will be obtained in Theorem 2.3
as the main result of Section 2. This direct sum decomposition is actually a spec-
tral decomposition of the operator A with the property that X0 := Ker (λI − A),
and the parts of the operator λI − A in X+ and X− are positively and negatively
defined, respectively.
Section 3 is devoted to the mild solutions for (1.1). First we remind the standard
facts concerning the existence and uniqueness for this equation and then we discuss
the continuity of mild solutions with respect to the initial data and parameter.
Furthermore, as we will use the homotopy invariants, we provide some compact-
ness properties for the translation operator. More precisely, we prove that ΦT is
completely continuous map provided A has compact resolvents.
In Section 4 we prove the first result: the resonant version of averaging principle.
More precisely, we will consider the equations of the form
u˙(t) = −Au(t) + λu(t) + εF (t, u(t)), t > 0 (1.3)
where ε ∈ [0, 1] is a parameter. Let ΦT (ε, · ) : Xα → Xα be the associated
translation along trajectories operator and let g : Nλ → Nλ, where Nλ := Ker (λI−
A), be a map given by
g(x) :=
∫ T
0
PF (τ, x) dτ for x ∈ Nλ.
WriteXα+ := X
α∩X+, Xα− := X
α∩X− and assume that U ⊂ Nλ and V ⊂ Xα−⊕X
α
+
are such that 0 ∈ V and g(x) 6= 0 for x ∈ ∂U . Then the resonant averaging principle
says that, for small ε > 0, the fixed point index of ΦT (ε, · ) is equal to the Brouwer
degree of −g.
In Section 5 we formulate geometrical conditions (G1) and (G2) (see page 18) and
apply the resonant averaging principle to prove the second result, the index formula
for periodic solutions, which express the fixed point index of the translation along
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trajectories operator ΦT on sufficiently large ball, in terms of conditions (G1) and
(G2).
Finally, in Section 6 we provide applications for particular partial differential equa-
tions. First of all, in Theorems 6.7 and 6.8, we prove that if F is a Niemytzki
operator associated with a map f , then the well known in literature Landesman-
Lazer (see e.g.[20], [3]) and strong resonance conditions (see e.g. [2], [28], [26]) are
actually particular cases of assumptions (G1) and (G2).
2. Spectral decomposition of linear operators
Let A : X ⊃ D(A) → X be a sectorial operator on a real Banach space X with
a norm ‖ · ‖ such that:
(A1) the resolvent of the operator A are compact,
(A2) there is an injection i : X →֒ H , where H is a Hilbert space with norm ‖ · ‖H
and scalar product 〈 · , · 〉H ,
(A3) there exists a self-adjoint operator Â : H ⊃ D(Â)→ H such that
i× i [Gr (A)] ⊂ Gr (Â).
Since A : X ⊃ D(A) → X is a sectorial operator, there is δ ≥ 0 such that
Re z > 0 for z ∈ σ(A+ δI). Write Aδ := A+ δI. Our aim in this section is to prove
the following theorem.
Theorem 2.1. Assume that (A1), (A2) and (A3) hold. If λ = λk for some k ≥ 1,
is an eigenvalue of A, then there is a direct sum decomposition on closed subspaces
X = X+ ⊕X− ⊕X0 such that
SA(t)Xi ⊂ Xi for t ≥ 0, i ∈ {0,−,+},
and the following assertions are satisfied:
(i) X0 = Ker (λI −A), X− is a finite dimensional space such that
X− = {0} if k = 1 and X− =
k−1⊕
i=1
Ker (λiI −A) if k ≥ 2.
Hence dimX− = 0 if k = 1 and dimX− =
∑k−1
i=1 dimKer (λiI−A) if k ≥ 2.
(ii) we have the following inequalities
‖Aαδ SA(t)x‖ ≤ Ke
−(λ+c)tt−α‖x‖ for x ∈ X+, t > 0, (2.1)
‖eλtSA(t)x‖ ≤ Ke
−ct‖x‖ for x ∈ X+, t ≥ 0, (2.2)
‖eλtSA(t)x‖ ≤ Ke
ct‖x‖ for x ∈ X−, t ≤ 0, (2.3)
where c,K > 0 are constants,
(iii) we have the following orthogonality condition
〈i(ul), i(um)〉H = 0
for ul ∈ Xl and um ∈ Xm where l,m ∈ {0,−,+}, l 6= m.
Before start the proof we recall that the complexification of the linear space X
is, by definition, a complex linear space XC := X×X with the following operations
(z1, z2) + (z
′
1, z
′
2) = (z1 + z
′
2, z1 + z
′
2) if (z1, z2), (z
′
1, z
′
2) ∈ XC,
λ · (z1, z2) = (λ1z1 − λ2z2, λ1z2 + λ2z1) if λ = (λ1 + λ2i) ∈ C, (z1, z2) ∈ XC.
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Writing z1+ iz2 := (z1, z2) for (z1, z2) ∈ XC, the above operations take the natural
form
(z1 + iz2) + (z
′
1 + iz
′
2) = (z1 + z
′
1) + i(z2 + z
′
2)
λ · (z1 + iz2) = (λ1z1 − λ2z2) + i(λ1z2 + λ2z1)
for z1+iz2, z
′
1+iz
′
2 ∈ XC and λ = (λ1+λ2i) ∈ C. We recall that the complexification
of an operator A : X ⊃ D(A) → X defined on a real linear space X is a linear
operator AC : XC ⊃ D(AC)→ XC given by
D(AC) := {z1 + iz2 ∈ XC | z1, z2 ∈ D(A)},
ACz := Az1 + iAz2 for z = z1 + iz2 ∈ D(AC).
Then the complex resolvent set and the real resolvent set of the operator A are
given by
̺(A) := {λ ∈ C | Ker (λI −AC) = {0}, (λI −AC)
−1 ∈ L(XC)},
̺(A,R) := {λ ∈ R | Ker (λI −A) = {0}, (λI −A)−1 ∈ L(X)}
respectively. Furthermore the complex spectrum and the real spectrum of A are
defined by
σ(A) := {λ ∈ C | λ 6∈ ̺(A)} and σ(A,R) := {λ ∈ R | λ 6∈ ̺(A,R)},
respectively, and we write
σp(A) := {λ ∈ C | Ker (λI −AC) 6= {0}},
σp(A,R) := {λ ∈ R | Ker (λI −A) 6= {0}}
for the point spectrum and the real point spectrum, respectively.
Remark 2.2. The spectrum σ(A) consists of the sequence (possibly finite) of real
eigenvalues. Indeed, the operator A has compact resolvents, and therefore AC has
also compact resolvents which implies that
σ(A) = σ(AC,C) = σp(AC,C) = {λi | i ≥ 1},
where (λi) is finite or |λi| → +∞ when n → +∞. Furthermore, if λ ∈ C is an
eigenvalue of AC, then it is also eigenvalue of the symmetric operator ÂC and hence
λ is a real number. 
Let Y ⊂ X be a linear subspace of X . The part of the operator A in the space
Y is a linear operator AY : Y ⊃ D(AY )→ Y given by
D(AY ) := {x ∈ D(A) | Ax ∈ Y }, (2.4)
AY x := Ax for x ∈ D(AY ). (2.5)
We first prove the following theorem concerning spectral decomposition of A.
Theorem 2.3. Assume that (A1), (A2) and (A3) hold. If λ = λk for some k ≥ 1
is an eigenvalue of the operator A and X0 := Ker (λI−A), then X = X+⊕X−⊕X0
for closed subspaces X+, X− of X and the following holds.
(i) One has X− ⊂ D(A), A(X−) ⊂ X−, A(X+ ∩D(A)) ⊂ X+, X− is a finite
dimensional space such that X− = {0} provided k = 1 and
X− =
k−1⊕
i=1
Ker (λiI −A) if k ≥ 2. (2.6)
Hence dimX− = 0 if k = 1 and dimX− =
∑k−1
i=1 dimKer (λiI−A) if k ≥ 2.
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(ii) If A+ : X+ ⊃ D(A+)→ X+ and A− : X− ⊃ D(A−)→ X− are parts of A
in X+ and X−, respectively, then σ(A+) = {λi | i ≥ k + 1} and
σ(A−) =
{
∅ if k = 1,
{λi | i = 1, . . . , k − 1} if k ≥ 2.
(iii) We have 〈i(ul), i(um)〉H = 0 for ul ∈ Xl and um ∈ Xm where l,m ∈
{0,−,+}, l 6= m.
In the proof we use the following lemmata.
Lemma 2.4. Let D : W → W be a linear operator on a real finite dimensional
space V such that W = W1 ⊕W2 ⊕ . . . ⊕Wl (l ≥ 1) and Dx = µix for x ∈ Wi,
where µi ∈ R (1 ≤ i ≤ l). Then
(a) σ(D,R) = σ(D) = {µi | 1 ≤ i ≤ l},
(b) For any 1 ≤ i ≤ l we have Nµi(D) = Ker (µiI −D).
Proof. (a) We prove that σ(D) ⊂ {µi | 1 ≤ i ≤ l}. The opposite inclusion is
clear. Take µ ∈ C such that µz = DCz where z := x + iy ∈ WC, z 6= 0. Then we
have WC =W1 ×W1 ⊕W2 ×W2 ⊕ . . .⊕Wl ×Wl and DCz = µiz for z ∈Wi ×Wi
(1 ≤ i ≤ l). Hence z = z1 + z2 + . . . + zl where zi ∈ Wi ×Wi (1 ≤ i ≤ l) and
therefore µz = DCz = µ1z1 + µ2z2 + . . .+ µlzl. Since z 6= 0, there exists 1 ≤ i ≤ l
such that zi 6= 0 and therefore µ = µi, which gives desired inclusion.
(b) It is enough to show that Nµi(D) ⊂ Ker (µiI−D). If we take x ∈ Nµi(D)\{0},
then there exists i0 ≥ 1 such that (µiI −D)
i0x = 0 and xi ∈ Wi (1 ≤ i ≤ l) such
that x = x1 + x2 + . . .+ xl. Therefore
0 = (µiI −D)
i0x = (µiI −D)
i0x1 + (µiI −D)
i0x2 + . . .+ (µiI −D)
i0xl
= (µi − µ1)
i0x1 + (µi − µ2)
i0x2 + . . .+ (µi − µl)
i0xl.
Since x 6= 0, one of x1, x2, . . . , xn has to be also nonzero. If we assume that xj 6= 0
for some 1 ≤ j ≤ l, then (µi − µj)i0xj = 0 and therefore µi = µj . This yields
x ∈ Ker (µiI −B), which gives desired inclusion. 
Lemma 2.5. (see [14]) Let A : X ⊃ D(A)→ X be a linear operator on a Banach
space X and assume that X = X− ⊕X0 ⊕X+ for closed subspaces X0, X−, X−
such that
X0, X− ⊂ D(A), A(X0) ⊂ X0, A(X−) ⊂ X− and A(D(A) ∩X+) ⊂ X+.
Let the operator Ai : Xi ⊃ D(Ai)→ Xi be a part of the operator A in the space Xi
for any i = 0,−,+. Then the following assertions hold.
(a) For any i = 0,−,+, we have ̺(A,R) ⊂ ̺(Ai,R) and furthermore, if ρ ∈
̺(A,R) then
(ρI −Ai)
−1x = (ρI −A)−1x for x ∈ Xi. (2.7)
(b) If A has compact resolvents, then for any i = 0,−,+ the operator Ai has
also compact resolvents.
(c) If −A is a generator of a C0 semigroup {SA(t)}t≥0, then
SA(t)Xi ⊂ Xi for t ≥ 0 and i = 0,−,+.
Lemma 2.6. Under assumption (A1), (A2) and (A3) the following assertions hold.
(a) For any l ≥ 1 the following equality holds
Ker (λlI −A) = Nλl(A). (2.8)
(b) If Y ⊂ X is a subspace of X, then σp(AY ) = σp(AY ,R).
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Proof. (a) Since the operator A has compact resolvents, there is i0 ≥ 1 such that
Nλl(A) = Ker (λlI − A)
i0 . If we take x ∈ Ker (λlI − A)i0 then, from assumption
(A3), we have (λlI − Â)i0 i(x) = 0 and therefore (λlI − Â)i(x) = 0, because the
operator Â is symmetric. Consequently, x ∈ Ker (λlI −A), which proves (2.8).
(b) If λ ∈ σp(AY ) then λ is an eigenvalue of the operator (AY )C, and hence is
also an eigenvalue of the operator AC. Hence λ is a real number as Remark 2.2
says. Since σp(AY ) ∩ R = σp(AY ,R), it follows that λ ∈ σp(AY ,R) and hence
σp(AY ) ⊂ σp(AY ,R). The opposite inclusion is immediate. 
Theorem 2.7. Let A : X ⊃ D(A)→ X be a linear operator with compact resolvents
on a real Banach space X and let (λi)i≥1 be a sequence of real eigenvalues of the
operator A. Then for any k ≥ 1, there is a direct sum decomposition X = X1⊕X2
such that X1, X2 are closed,
X1 =
k⊕
l=1
Nλl(A) and X2 =
k⋂
l=1
Rλl(A)
and the following assertions hold:
(a) X1 ⊂ D(A), A(X1) ⊂ X1 and A(X2 ∩D(A)) ⊂ X2,
(b) if A1 and A2 are parts of the operator A in X1 and X2, respectively, then
σ(A1,R) = {λ1, λ2, . . . , λk} and σ(A2,R) = {λi | i ≥ k + 1}.
Proof. Let ρ ∈ ̺(A,R). Then λi = ρ− µ
−1
i for i ≥ 1, where σp((ρI − A)
−1,R) =
{µi | i ≥ 1}. Then (see [4]) there is a direct sum decomposition X = X1 ⊕X2 on
closed subspaces such that
X1 =
k⊕
l=1
Nµl((ρI −A)
−1) and X2 =
k⋂
l=1
Rµl((ρI −A)
−1).
Furthermore, (ρI −A)−1(X1) ⊂ X1, (ρI −A)−1(X2) ⊂ X2 and
σp((ρI−A)
−1
|X1
,R) = {µ1, µ2, . . . , µk}, σp((ρI−A)
−1
|X2
,R) = {µi | i ≥ k+1}. (2.9)
On the other hand, one can check that
Nλi(A) = Nµi((ρI −A)
−1) and Rλi(A) = Rµi((ρI −A)
−1) for i ≥ 1,
which implies that X = X1 ⊕X2 where
X1 =
k⊕
l=1
Nλl(A) and X2 =
k⋂
l=1
Rλl(A).
It is not difficult to verify that
X1 ⊂ D(A), A(X1) ⊂ X1 and A(D(A) ∩X2) ⊂ X2
and hence, by Lemma 2.5 (a), we obtain
ρ ∈ ̺(Ai,R) and (ρI −Ai)
−1 = (ρI −A)−1|Xi for i = 1, 2. (2.10)
Further, from the point (b) of the same lemma, it follows that the operators A1 and
A2 have compact resolvents and therefore
σ(Ai,R) = σp(Ai,R) = {ρ− µ
−1 | µ ∈ σp((ρI −Ai)
−1,R)} for i = 1, 2,
which together with (2.9) and (2.10) yields
σ(A1,R) = {ρ− µ
−1
i | 1 ≤ i ≤ k} = {λi | 1 ≤ i ≤ k} and
σ(A2,R) = {ρ− µ
−1
i | i ≥ k + 1} = {λi | i ≥ k + 1},
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and the proof is completed. 
Proof of Theorem 2.3. By Theorem 2.7 we obtain a direct sum decomposition
of the space X = X− ⊕Nλk(A)⊕X+, where X− = {0} if k = 1,
X− =
k−1⊕
i=1
Ker (λiI −A) if k ≥ 2 and X+ =
k⋂
i=1
Rλi(A).
Furthermore we have the inclusions X− ⊂ D(A), A(X−) ⊂ X−, A(X+ ∩D(A)) ⊂
X+ and
σ(A+,R) = {λi | i ≥ k + 1}. (2.11)
From Lemma 2.6 (a) we infer that
Ker (λlI −A) = Nλl(A) for l ≥ 1. (2.12)
Hence X− is finite dimensional and dimX− = 0 if λ = λ1 and
dimX− =
k−1∑
i=1
dimNλi(A) =
k−1∑
i=1
dimKer (λiI −A),
if λ = λk for some k ≥ 2. In this way we proved point (i).
In order to prove point (ii), observe that from Lemma 2.5 (b) it follows that the
operator A+ has compact resolvents. Hence the operator (A+)C also has com-
pact resolvents and therefore σ(A+) = σp(A+). By Lemma 2.6 (b) we infer that
σp(A+) = σp(A+,R). From Lemma 2.5 (b) it follows that the operators A+ and
A− have compact resolvents and hence σp(A+,R) = σ(A+,R). This together with
(2.11) gives σ(A+) = {λi | i ≥ k + 1}.
If k = 1 then X− = {0} and hence σ(A−) = ∅. If we suppose that k ≥ 2,
then combining the inclusion A(X−) ⊂ X−, (2.12) and Lemma 2.4 we deduce that
σ(A−) = {λi | i = 1, . . . , k − 1} and the proof of point (ii) is completed.
We proceed to point (iii). Take 1 ≤ l ≤ k and x ∈ Nλl(A), y ∈ X+. Then
y ∈ Rλl(A) and furthermore, by (2.12), we have i(x) ∈ Ker (λlI − Â) and i(y) ∈
Im (λlI − Â). Since the operator Â is symmetric, we have 〈i(x), i(y)〉H = 0. Ac-
cordingly, for any 1 ≤ l ≤ k the spaces i(Nλl(A)) and i(X+) are orthogonal, which
implies that the spaces i(X+), i(X−) and i(X0), i(X+) are mutually orthogonal.
Now we take x ∈ Nλk(A) and y ∈ Nλl(A), where 1 ≤ l ≤ k − 1. In view of (2.12)
we infer that i(x) ∈ Ker (λkI − Â) and i(y) ∈ Ker (λlI − Â), which along with the
fact that Â is symmetric gives 〈i(x), i(y)〉H = 0. Hence the spaces i(X−) and i(X0)
are also orthogonal and the proof of point (iii) is completed. 
Lemma 2.8. (see [14, Theorem 1.5.3]) Let λ = λk for some k ≥ 1 be an eigenvalue
of the sectorial operator A and let X = X1⊕X0⊕X2 be a direct sum decomposition
such that X0 = λI −A and
X0, X− ⊂ D(A), A(X0) ⊂ X0, A(X−) ⊂ X− and A(D(A) ∩X+) ⊂ X+.
Assume that A1 : X1 ⊃ D(A1)→ X1 and A2 : X2 ⊃ D(A2)→ X2 are parts of the
operator A in X1 and X2, respectively. If
Re z < 0 for z ∈ σ(λkI −A1) and Re z > 0 for z ∈ σ(λkI −A2),
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then there are positive constants cα and Cα such that
‖Aαδ SA(t)x‖ ≤ Cαt
−α e−(λ+cα)t‖x‖ for t > 0, x ∈ X+, (2.13)
‖SA(t)x‖ ≤ Cαe
−(λ+cα)t‖x‖ for t ≥ 0, x ∈ X+ (2.14)
‖SA(t)x‖ ≤ Cαe
−(λ−cα)t‖x‖ for t ≤ 0, x ∈ X−, (2.15)
where SA(t)x := exp(−tA−)x for t ∈ R and x ∈ X− is the natural extension of the
semigroup {SA(t)}t≥0 on the space X−.
Proof of Theorem 2.1. By Theorem 2.3 we obtain a direct sum decomposition
X = X0 ⊕X− ⊕X+ such that assertions (i) and (iii) are satisfied. Furthermore
X0, X− ⊂ D(A), A(X0) ⊂ X0, A(X−) ⊂ X−, A(D(A) ∩X+) ⊂ X+
and from point (ii) it follows that
Re z < 0 for z ∈ σ(λkI −A+) and Re z > 0 for z ∈ σ(λkI −A−),
where A+ : X+ ⊃ D(A+) → X+ and A− : X− ⊃ D(A−) → X− are parts of the
operator A in X+ and X−, respectively. Hence Lemma 2.8 implies point (ii) while
Lemma 2.5 (c) leads to inclusions
SA(t)Xi ⊂ Xi for t ≥ 0, i ∈ {0,−,+}
and the proof is completed. 
Theorem 2.9. (see [15, Theorem 16.7.2]) Let {SA(t)}t≥0 be a C0 semigroup on a
Banach space X, which is generated by −A. Then
e−tσp(A) ⊂ σp(SA(t)) ⊂ e
−tσp(A) ∪ {0} for t > 0.
Furthermore, if λ ∈ C then
Ker (e−λtI − SA(t)) = span
(⋃
k∈Z
Ker (λk,tI −A)
)
, (2.16)
where λk,t = λ+ (2kπ/t)i for k ∈ Z.
3. Cauchy problems
Consider differential equations of the form
u˙(t) = −Au(t) + λu(t) + F (s, t, u(t)), t > 0, (3.1)
where s ∈ [0, 1] is a parameter, λ is a real number, A : X ⊃ D(A)→ X is a sectorial
operator with compact resolvents on a Banach space X and F : [0,+∞)×Xα → X
is a continuous map. Here Xα for α ∈ (0, 1), is a fractional power space given
by Xα := D((A + δI)α), where δ > 0 is such that A + δI is a positively defined
operator. Furthermore we assume that:
(F1) for any x ∈ Xα there exists a neighborhood x ∈ V ⊂ Xα and L > 0 such that
for s ∈ [0, 1], x1, x2 ∈ V and t ∈ [0,+∞) one has
‖F (s, t, x1)− F (s, t, x2)‖ ≤ L‖x1 − x2‖α;
(F2) for any s ∈ [0, 1], t ∈ [0,+∞), x ∈ Xα one has
‖F (s, t, x)‖ ≤ c(t)(1 + ‖x‖α),
where c : [0,+∞)→ [0,+∞) is a continuous function.
In this section we intend to recall the facts concerning existence and uniqueness of
mild solutions for the equation (3.1). Then we provide theorems for the continuous
dependence from parameter and initial data. Finally some compactness properties
of mild solutions will be formulated.
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Definition 3.1. Given an interval J ⊂ R, we say that a continuous mapping
u : J → Xα is a mild solution of equation (3.1), if
u(t) = SA(t− t
′)u(t′) +
∫ t
t′
SA(t− τ)F (s, τ, u(τ)) dτ
for every t, t′ ∈ J , t′ < t.
Remark 3.2. Assume that the operatorA : X → X is bounded and let u : J → Xα
be a mild solution of (3.1).
(a) Then it is known that u is a C1 map on J and the equation (3.1) is satisfied
for any t ∈ J .
(b) For any t, t′ ∈ J we have
u(t) = SA(t− t
′)u(t′) +
∫ t
t′
SA(t− τ)F (s, τ, u(τ)) dτ (3.2)
where SA(t) := exp(−tA) for t ∈ R. Indeed, for t, t′ ∈ J such that t′ > t we have
u(t′) = SA(t
′ − t)u(t) +
∫ t′
t
SA(t
′ − τ)F (s, τ, u(τ)) dτ.
Acting on this equation by SA(t− t′) we derive
SA(t− t
′)u(t′) = u(t) +
∫ t′
t
SA(t− τ)F (s, τ, u(τ)) dτ,
which implies (3.2). 
Theorem 3.3. (see [14, Theorem 3.3.3, Corollary 3.3.5]) For every s ∈ [0, 1] and
x ∈ Xα, the equation (3.1) admits a unique mild solution u(t; s, x) : [0,+∞)→ Xα
starting at x.
As we will use the topological invariants we need some continuity and compact-
ness properties for the solutions. Here the key point is the assumption concerning
the compactness of resolvents of the operatora A, which will be used to prove the
following theorems.
Theorem 3.4. If (xn) in X
α and (sn) in [0, 1] are such that xn → x0 in X
α and
sn → s0 when n→ +∞, then
u(t; sn, xn)→ u(t; s0, x0) as n→ +∞, (3.3)
for any t ≥ 0, and furthermore this convergence is uniform for t from bounded
subsets of [0,+∞).
Theorem 3.5. If t > 0 and Ω ⊂ Xα is a bounded set, then
{u(t; s, x) | s ∈ [0, 1], x ∈ Ω}
is a relatively compact subset of Xα.
Before we strat the proof we formulate some auxiliary lemmata.
Lemma 3.6. (see [5, Lemma 1.2.9]) Let α ∈ [0, 1), a ≥ 0, b > 0 and let φ : [t0, T )→
[0,+∞) be a continuous function such that
φ(t) ≤ a+ b
∫ t
t0
1
(t− τ)α
φ(τ) dτ for t ∈ (t0, T ).
Then
sup
t∈[t0,T )
φ(t) ≤ aK(α, b, T ),
where K(α, b, T ) is a constant dependent from α, b and T .
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Lemma 3.7. Let (sn) be a sequence in [0, 1] and let (xn) be a bounded sequence in
Xα. Assume that, for any n ≥ 1, the map vn : [0, t0]→ X is given by
vn(τ) := F (sn, τ, u(τ ; sn, xn)) for τ ∈ [0, t0].
Then the following assertions hold.
(a) The set {u(t; sn, xn) | t ∈ [0, t0], n ≥ 1} is bounded in Xα.
(b) For any t ∈ [0, t0], the set{∫ t
0
Aαδ SA(t− τ)vn(τ) dτ
∣∣∣ n ≥ 1}
is bounded in X.
(c) For any ε > 0, there is h0 > 0 such that, if t, t
′ ∈ [0, t0] and 0 < t′− t < h0,
then ∫ t′
t
‖Aαδ SA(t
′ − τ)vn(τ)‖ dτ ≤ ε for n ≥ 1.
Proof. Let c ∈ R, M ,Mα be a constants such that
‖SA(t)‖ ≤M for t ∈ [0, t0] and ‖A
α
δ SA(t)‖ ≤Mαe
ctt−α for t > 0.
Since (xn) is bounded, there is R > 0 such that ‖xn‖α ≤ R for n ≥ 1. Then,
assumption (F2) implies that for any n ≥ 1 and t ∈ [0, t0], we have
‖u(t; sn, xn)‖α ≤ ‖SA(t)A
α
δ xn‖+
∫ t
0
‖Aαδ SA(t− τ)F (sn, τ, u(τ ; sn, xn))‖ dτ
≤M‖xn‖α +
∫ t
0
Mαe
c(t−τ)
(t− τ)α
‖F (sn, τ, u(τ ; sn, xn))‖ dτ
≤MR+
∫ t
0
Mαe
|c|t0
(t− τ)α
c(τ)(1 + ‖u(τ ; sn, xn)‖α) dτ
≤MR+
KMαe
|c|t0
1− α
t1−α0 +
∫ t
0
KMαe
|c|t0
(t− τ)α
‖u(τ ; sn, xn)‖α dτ,
where K := supτ∈[0,t0] c(τ). Hence, by Lemma 3.6, there is C > 0 such that
‖u(t;xn, sn)‖α ≤ C for t ∈ [0, t0] and n ≥ 1, which proves (a). Furthermore, note
that by assumption (F2) we have
‖vn(t)‖ = ‖F (sn, τ, u(t; sn, xn))‖ ≤ c(t)(1 + ‖u(t; sn, xn)‖α) ≤ K(1 + C)
for t ∈ [0, t0] and n ≥ 1. Then, for any n ≥ 1, we infer that∥∥∥∥∫ t
0
Aαδ SA(t− τ)vn(τ) dτ
∥∥∥∥ ≤ ∫ t
0
‖Aαδ SA(t− τ)vn(τ)‖ dτ
≤
∫ t
0
Mαe
c(t−τ)
(t− τ)α
‖vn(τ)‖ dτ
≤
∫ t
0
K(1 + C)
Mαe
|c|t0
(t− τ)α
dτ ≤ K(1 + C)
Mαe
|c|t0
1− α
t0
1−α,
which gives (b). As for (c), let t′, t ∈ [0, t0] be such that t
′ > t. Then, for any n ≥ 1,
we obtain∥∥∥∥∥
∫ t′
t
Aαδ SA(t
′ − τ)vn(τ) dτ
∥∥∥∥∥ ≤
∫ t′
t
Mαe
c(t′−τ)
(t′ − τ)α
‖vn(τ)‖ dτ
≤
∫ t′
t
K(1 + C)
Mαe
|c|t0
(t′ − τ)α
= K(1 + C)
Mαe
|c|t0
1− α
(t′ − t)1−α.
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Take h0 :=
(
ε(1−α)
K(1+C)Mαect0
)1/(1−α)
. Then we see that, for any t, t′ ∈ [0, t0] such
that 0 < t′ − t < h0, we have∥∥∥∥∥
∫ t′
t
Aαδ SA(t
′ − τ)vn(τ) dτ
∥∥∥∥∥ ≤ ε for n ≥ 1,
and the proof of point (c) is completed. 
Proof of Theorem 3.5. Let t > 0 and let Ω ⊂ Xα be a bounded set. To prove
the set Φt([0, 1]×Ω) is relatively compact in Xα it is enough to prove that the set
AαδΦt([0, 1]×Ω) is relatively compact in X . To this end take sequences (sn) in [0, 1]
and (xn) in Ω and let (vn) be given, for any n ≥ 1, by
vn(τ) := F (sn, τ, u(τ ; sn, xn)) for τ ∈ [0, t].
If ε > 0 is arbitrary, then by Lemma 3.7 (c), there is t0 ∈ (0, t) such that∥∥∥∥∫ t
t0
Aαδ SA(t− τ)vn(τ) dτ
∥∥∥∥ ≤ ε for n ≥ 1.
Furthermore, by Lemma 3.7 (b), we infer that the set
Dt0 :=
{∫ t0
0
Aαδ SA(t0 − τ)vn(τ) dτ
∣∣∣ n ≥ 1}
is bounded. On the other hand, for any n ≥ 1, we have
Aαδ u(t; sn, xn) = SA(t)A
α
δ xn +
∫ t
t0
Aαδ SA(t− τ)vn(τ) dτ
+ SA(t− t0)
(∫ t0
0
Aαδ SA(t0 − τ)vn(τ) dτ
)
,
which implies that
V := {Aαδ u(t; sn, xn) | n ≥ 1} ⊂ SA(t){A
α
δ xn | n ≥ 1}+ SA(t− t0)Dt0
+
{∫ t
t0
Aαδ SA(t0 − τ)vn(τ) dτ
∣∣∣ n ≥ 1} ⊂W +B(0, ε),
where
W := SA(t){A
α
δ xn | n ≥ 1}+ SA(t− t0)Dt0 .
Since the semigroup {SA(t)}t≥0 is compact and the sets {A
α
δ xn | n ≥ 1}, Dt0 are
bounded, w infer that the set W is relatively compact in X . Since ε > 0 may be
arbitrary small, we deduce that the set V is also relatively compact in X , which
completes the proof. 
Lemma 3.8. The family {un( · ; sn, xn) | n ≥ 1} is equicontinuous for t ∈ [0,+∞).
Proof. For any n ≥ 1 write un := un( · ; sn, xn). By the integral formula, for
t ∈ [0,+∞), h ≥ 0 and n ≥ 1, we have
‖un(t+ h)− un(t)‖α ≤ ‖SA(h)un(t)− un(t)‖α
+
∫ t+h
t
‖Aαδ SA(t+ h− τ)F (sn, τ, un(τ))‖ dτ.
(3.4)
Theorem 3.5 says that, for τ ∈ [0, t], the set {un(τ) | n ≥ 1} is relatively compact
in Xα and therefore there is h0 > 0 such that
‖SA(h)un(t)− un(t)‖α ≤ ε/2 for 0 < h < h0, n ≥ 1. (3.5)
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By Lemma 3.7 (c), we find that there is h1 > 0 such that∫ t+h
t
‖Aαδ SA(t+ h− τ)F (sn, τ, un(τ))‖ dτ ≤ ε/2 (3.6)
for 0 < h < h1 and n ≥ 1. Combining (3.4), (3.5) and (3.6) we deduce that
‖un(t+ h)− un(t)‖α ≤ ε/2 + ε/2 = ε for 0 < h < h1, n ≥ 1
which implies that the family {un}n≥1 is equicontinuous from the right side on
[0,+∞). It remain to prove that the family is equicontinuous from the left side
(0,+∞). To this end take t ∈ (0,+∞) and let ε > 0 be arbitrary. If h and θ are
such that 0 < h < θ < t, then
‖un(t)− un(t− h)‖α ≤ ‖un(t)− SA(θ)un(t− θ)‖α
+ ‖SA(θ)un(t− θ)− SA(θ − h)un(t− θ)‖α
+ ‖SA(θ − h)un(t− θ)− un(t− h)‖α
and hence, for any n ≥ 1, we have
‖un(t)− un(t− h)‖α ≤
∫ t
t−θ
‖Aαδ SA(t− τ)F (sn, τ, un(τ))‖ dτ
+ ‖SA(θ)un(t− θ)− SA(θ − h)un(t− θ)‖α
+
∫ t−h
t−θ
‖Aαδ SA(t− h− τ)F (sn, τ, un(τ))‖ dτ.
(3.7)
By Lemma 3.7 (c), there is h0 ∈ (0, t) such that, for any t1, t2 ∈ [0, t] with 0 <
t1 − t2 < h0, we have∫ t1
t2
‖Aαδ SA(t1 − τ)F (sn, τ, un(τ))‖ dτ ≤ ε/3 for n ≥ 1. (3.8)
Let θ ∈ (0, h0) be fixed. By Theorem 3.5, the set {un(t − θ) | n ≥ 1} is relatively
compact and hence we can choose h1 such that 0 < h1 < θ and
‖SA(θ)un(t− θ)− SA(θ − h)un(t− θ)‖α ≤ ε/3 for h ∈ (0, h1), n ≥ 1. (3.9)
Using (3.8), for h ∈ (0, h1), we obtain∫ t
t−θ
‖Aαδ SA(t− τ)F (sn, τ, un(τ))‖ dτ ≤ ε/3 oraz (3.10)∫ t−h
t−θ
‖Aαδ SA(t+ h− τ)F (sn, τ, un(τ))‖ dτ ≤ ε/3 for n ≥ 1. (3.11)
Therefore, combining (3.7), (3.9), (3.10) and (3.11) we infer that, for h ∈ (0, h1)
‖un(t)− un(t− h)‖α ≤ ε/3 + ε/3 + ε/3 = ε,
and consequently the family {un | n ≥ 1} is equicontinuous from the left side on
(0,+∞) as desired and the proof is completed. 
Proof of Theorem 3.4. Write un := u( · ; sn, xn) for n ≥ 1. In view of Lemma 3.8
and Theorem 3.5 we infer that, for any T > 0, the family (un) in equicontinuous
and has relatively compact orbits on [0, T ]. Let (unk)k≥1 be arbitrary subsequence
of (un)n≥1. By Ascoli–Arzela Theorem theorem there is a subsequence (unkl )l≥1
and a continuous map v : [0, T ] → Xα such that unkl (t) → v(t) in X
α, uniformly
for t ∈ [0, T ] as l→ +∞. Hence, letting l → +∞ in the formula
unkl (t) = SA(t)xnkl +
∫ t
0
SA(t− τ)F (snkl , τ, unkl (τ)) dτ
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for any t ∈ [0, T ], we have
v(t) = SA(t)x0 +
∫ t
0
SA(t− τ)F (s0, τ, v(τ)) dτ.
Hence, by the uniqueness of mild solutions (see Theorem 3.3) we infer that v(t) =
u(t; s0, x0) for t ∈ [0, T ]. Therefore unkl (t) → u(t; s0, x0) in X
α, uniformly for
t ∈ [0, T ] as l → +∞. Since the sequence (unk)k≥1 is arbitrary, it follows that
un(t) → u(t; s0, x0) in Xα, uniformly for t ∈ [0, T ] as n → +∞ and the proof is
completed. 
4. Resonant averaging principle
We consider differential equations of the form
u˙(t) = −Au(t) + λu(t) + εF (t, u(t)), t > 0. (4.1)
where λ is an eigenvalue of A, and F : [0,+∞) × Xα → X is a continuous map.
Assume that A and F satisfies assumptions (A1), (A2), (A3), (F1) and
(F3) there is m > 0 such that ‖F (t, x)‖ ≤ m for t ≥ 0, x ∈ Xα,
(F4) there is T > 0 such that F (t, x) = F (t+ T, x) for t ≥ 0, x ∈ Xα.
By Theorem 3.3, the above assumptions imply that, for any x ∈ Xα and ε ≥ 0,
there is a mild solution u( · ; ε, x) : R → Xα of (4.1) starting at x. Let ΦT :
[0, 1]×Xα → Xα be the translation along trajectories operator associated with this
equation, given by
ΦT (ε, x) := u(T ; ε, x) for ε ≥ 0, x ∈ X
α.
Then, Theorems 3.4 and 3.5 say that ΦT is a completely continuous map.
Remark 2.2 says that the spectrum σ(A) of the operator A consists of the se-
quence of eigenvalues
λ1 < λ2 < . . . < λi < λi+1 < . . .
which is finite or λi → +∞ when i→ +∞. Consider the direct sum decomposition
X = X0 ⊕ X− ⊕ X+ on closed subspaces obtained in Theorem 2.1. Then X0 :=
Ker (λI −A) and
X− =
k−1⊕
i=1
Ker (λiI −A). (4.2)
In particular X− is a finite dimensional space such that
dimX− = 0 if k = 1, dimX− =
k−1∑
i=1
dimKer (λiI −A) if k ≥ 2. (4.3)
It is also known that
SA(t)Xi ⊂ Xi for t ≥ 0, i ∈ {0,−,+}. (4.4)
and there are constants c,K > 0 such that
‖Aαδ SA(t)x‖ ≤ Ke
−(λ+c)tt−α‖x‖ for x ∈ X+, t > 0, (4.5)
‖eλtSA(t)x‖ ≤ Ke
−ct‖x‖ for x ∈ X+, t ≥ 0, (4.6)
‖eλtSA(t)x‖ ≤ Ke
ct‖x‖ for x ∈ X−, t ≤ 0. (4.7)
where SA(t)x := exp(−tA−)x for t ∈ R and x ∈ X− is the natural extension of
the semigroup {SA(t)}t≥0 on X−. Furthermore the spaces X0, X− and X+ are
mutually orthogonal, that is,
〈i(ul), i(um)〉H = 0 for ul ∈ Xl, um ∈ Xm where l,m ∈ {0,−,+}, l 6= m (4.8)
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Let P,Q± : X → X be projections given for any x ∈ X by
Px = x0 and Q±x = x± (4.9)
where x = x+ + x0 + x− for xi ∈ Xi, i ∈ {0,−,+}. Write Q := Q− + Q+. Since
the inclusion Xα ⊂ X is continuous, one can decompose Xα on a direct sum of
closed spaces Xα = X0 ⊕Xα− ⊕X
α
+, where X
α
+ := X
α ∩X+ and Xα− := X
α ∩X−.
Therefore the projections P and Q± can be also considered as continuous maps
P,Q± : X
α → Xα given for any x ∈ Xα by (4.9). Note that by (4.4), we have
SA(t)Px = PSA(t)x and SA(t)Q±x = Q±SA(t)x for t ≥ 0, x ∈ X. (4.10)
Furthermore, by Theorem 2.9 and Remark 2.2, we infer that
Ker (A− λiI) = Ker (I − e
λitSA(t)) for i ≥ 1, t > 0. (4.11)
In this section we prove the following resonant averaging principle, expressing, for
the small ε, the Leray-Schauder topological degree degLS of the translation operator
ΦT (ε, · ) in terms of the Brouwer degree degB of an appropriate averaging of the
right side of (4.1).
Theorem 4.1. Let λ = λk for some k ≥ 1 and let h : N0 → N0 where N0 :=
Ker (λI −A), be a map given by
h(x) :=
∫ T
0
PF (τ, x) dτ for x ∈ N0.
Assume that U ⊂ N0 and V ⊂ Xα+ ⊕ X
α
−, where 0 ∈ V , are open and bounded
subsets. If h(x) 6= 0 for x ∈ ∂N0U , then there is ε0 ∈ (0, 1) such that for any
ε ∈ (0, ε0] and x ∈ ∂(U ⊕ V ) we have ΦT (ε, x) 6= x and
degLS(I − ΦT (ε, · ), U ⊕ V ) = (−1)
dk · degB(g, U),
where d0 := 0 and dl :=
∑l
i=1 dimKer (λiI −A) for l ≥ 1.
Let degB denote the Brouwer topological degree. In the proof we use the following
theorem and lemma.
Theorem 4.2. (see [19, Lemma 13.1]) Consider the following differential equation
u˙(t) = λf(u(t)), t > 0
where λ ∈ [0, 1] is a parameter and f : Rn → Rn is a bounded and continuous
map. Let ΘλT : R
n → Rn be the translation operator associated with this equation.
If U ⊂ Rn is an open bounded set such that f(x) 6= 0 for x ∈ ∂U , there is λ0 > 0
such that, for λ ∈ (0, λ0] we have ΘλT (x) 6= x and
degB(I −Θ
λ
T , U) = degB(−f, U).
Lemma 4.3. If λ = λk for some k ≥ 1, is an eigenvalue of A, then
(a) eλTSA(T )x 6= x for x ∈ X
α
− ⊕X
α
+, x 6= 0,
(b) for any open set V ⊂ Xα− ⊕X
α
+ such that 0 ∈ V we have
degLS(I − e
λTSA(T )|Xα
−
⊕Xα
+
, V ) = (−1)dk−1 ,
where d0 := 0 and dl :=
∑l
i=1 dimKer (λiI −A) for l ≥ 1.
Proof. (a) Assume that H : [0, 1]×Xα− ⊕X
α
+ → X
α
− ⊕X
α
+ is a map given by
H(µ, x) := µeλTSA(T )x+ + e
λTSA(T )x− for x ∈ X
α
− ⊕X
α
+,
where for x ∈ Xα− ⊕ X
α
+ the elements x± ∈ X
α
± are such that x = x+ + x−. To
prove the point (a) we show that H(µ, x) 6= x for µ ∈ [0, 1] and x ∈ Xα− ⊕X
α
+ such
that x 6= 0. Suppose by contradiction that
µeλTSA(T )x+ + e
λTSA(T )x− = x
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for some µ ∈ [0, 1] and x ∈ Xα−⊕X
α
+ such that x 6= 0. In view of (4.4), it implies that
µeλTSA(T )x+ = x+ and e
λTSA(T )x− = x−. We show that x+ = 0. If µ = 0 the it
is immediate. If µ ∈ (0, 1] then SA−λI(T )x+ = (1/µ)x+, which along with Theorem
2.9 and Remark 2.2 implies that x+ ∈ Ker ((λ−ln(1/µ)/T )I−A). Since ln(1/µ) ≥ 0,
we infer that there is 1 ≤ i ≤ k such that Ax+ = λix+. In view of (4.2) it follows
that x+ ∈ X− ⊕X0 and finally that x+ = 0, because x+ ∈ X+. Combining (4.11)
and the equality eλTSA(T )x− = x−, we deduce that x− ∈ Ker (λkI − A) = X0.
Since x− ∈ X−, we have x− = 0 and hence x = x+ + x− = 0. This is impossible
because we assumed that x 6= 0.
(b) Let V ⊂ Xα− ⊕X
α
+ be an open set such that 0 ∈ V . Since H is an admissible
homotopy, by the homotopy invariance of topological degree
degLS(I − e
λTSA(T ), V ) = degLS(I −H(1, · ), V ) = degLS(I −H(0, · ), V )
= degLS(I − e
λTSA(T )|X− , V ∩X−).
By (4.2) and the inclusion Ker (λiI − A) ⊂ Ker (e(λ−λi)T I − eλTSA(T )), Lemma
2.4 implies that
σ(eλTSA(T )|X− ,R) = {e
(λ−λi)T | 1 ≤ i ≤ k − 1}
and the algebraic multiplicity of the eigenvalue e(λ−λi)T , where 1 ≤ i ≤ k − 1 is
equal to dimKer (λiI −A). Therefore we find that
degLS(I − e
λTSA(T ), V ) = degLS(I − e
λTSA(T )|X− , V ∩X−) = (−1)
dk−1
which completes the proof. 
Proof of Theorem 4.1. Consider the following family of differential equations
u˙(t) = −Au(t) + λu(t) + εG(s, t, u(t)), t > 0 (4.12)
where G : [0, 1]× [0,+∞)×Xα → X is a map given by
G(s, t, x) := sF (t, x) + (1− s)
1
T
∫ T
0
PF (τ, Px) dτ
for s ∈ [0, 1], t ∈ [0,+∞), x ∈ Xα. It is not difficult to check that G satisfies
assumptions (F1) and (F2), and hence, by Theorem 3.3, for any x ∈ Xα there is a
mild solution u( · ; s, ε, x) : R→ Xα of (4.12) starting at x. Let ΨT : [0, 1]× [0, 1]×
Xα → Xα be a translation operator associated with this equation given by
ΨT (s, ε, x) := u(T ; s, ε, x) for (ε, s) ∈ [0, 1]× [0, 1], x ∈ X
α.
By Theorems 3.4 and 3.5 we infer that ΨT is completely continuous. We show that
there is ε0 > 0 such that for any ε ∈ (0, ε0] we have ΨT (µ, ε, x) 6= x for s ∈ [0, 1]
and x ∈ ∂(U ⊕ V ). Otherwise there are sequences (εn) in (0, 1], (sn) in [0, 1] and
(xn) in ∂(U ⊕ V ) such that εn → 0 as n→ +∞ and
ΨT (sn, εn, xn) = xn for n ≥ 1. (4.13)
Since the operator ΨT is completely continuous, by (4.13), we deduce that the
sequence (xn) is relatively compact in X
α. Therefore, without loss of generality
we can assume that sn → s0 and xn → x0 as n → +∞, where s0 ∈ [0, 1] and
x0 ∈ ∂(U ⊕ V ). Letting n→ +∞ in (4.13) we have
eλTSA(T )x0 = ΨT (0, 0, x0) = x0,
which together with (4.11) implies that
x0 ∈ Ker (λI −A) = N0 (4.14)
and consequently
eλtSA(t)x0 = x0 for t ≥ 0.
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Writing un(t) := u(t; sn, εn, xn) for n ≥ 1, by Theorem 3.4, we assert that
un(t)→ u(t; 0, 0, x0) ≡ x0 uniformly for t ∈ [0, T ]. (4.15)
On the other hand
x0 ∈ ∂(U ⊕ V ) = ∂N0U ⊕ V ∪ U ⊕ ∂Xα+⊕Xα−V,
and hence x0 ∈ ∂N0U because (4.14) implies that x0 ∈ N0. Acting the operator P
on the equation
xn = e
λTSA(T )xn + εn
∫ T
0
eλ(T−τ)SA(T − τ)G(sn, τ, un(τ)) dτ,
and taking into account (4.10) and the inclusion Ker (λI −A) ⊂ Ker (I − eλtSA(t))
Pxn = e
λTSA(T )Pxn + εn
∫ T
0
eλ(T−τ)SA(T − τ)PG(sn, τ, un(τ)) dτ
= Pxn + εn
∫ T
0
PG(τ, un(τ)) dτ for n ≥ 1,
which implies that ∫ T
0
PG(s, τ, un(τ)) dτ = 0 for n ≥ 1.
Letting n→ +∞, by (4.15), we obtain
h(x0) =
∫ T
0
PG(s, τ, x0) dτ = 0 where x0 ∈ ∂N0U,
which contradicts the assumption. Therefore there is ε0 > 0 such that for any
ε ∈ (0, ε0], the map ΨT (ε, · , · ) : [0, 1]× U ⊕ V → Xα is an admissible homotopy
and therefore
degLS(I − ΦT (ε, · ), U ⊕ V ) = degLS(I −ΨT (ε, 1, · ), U ⊕ V )
= degLS(I −ΨT (ε, 0, · ), U ⊕ V )
(4.16)
for ε ∈ (0, ε0]. Let φ2T : X
α
+ ⊕X
α
− → X
α
+ ⊕X
α
− be an operator given by
φ2T (x) = e
λTSA(T )x for x ∈ X
α
+ ⊕X
α
−
and let φ1T (ε, ·) : N0 → N0 the translation operator associated with
u˙(t) = εh(u(t)), t > 0.
Then, it is not difficult to see that
ΨT (ε, 0, x) = φ
1
T (ε, Px) + φ
2
T (Qx) for x ∈ X
α,
and hence, for any ε ∈ (0, 1], the map ΨT (ε, 0, · ) : X
α → Xα is topologically
equivalent with Ψ˜T : [0, 1]×N0 × (X
α
+ ⊕X
α
−)→ N0 × (X
α
+ ⊕X
α
−) given by
Ψ˜T (ε, u, v) = (ϕ
1
T (ε, u), ϕ
2
T (v)) for ε ∈ [0, 1], (u, v) ∈ N0 × (X
α
+ ⊕X
α
−)
and therefore
degLS(I −ΨT (ε, 0, · ), U ⊕ V ) = degLS(I − Ψ˜T (ε, · ), U × V ) (4.17)
for ε ∈ (0, ε0]. Observe that Lemma 4.3 asserts that ϕ2T (x) 6= x for x 6= 0 and
degLS(I − ϕ
2
T , V ) = degLS(I − e
λTSA(T )|Xα
−
⊕Xα
+
, V ) = (−1)dk−1 . (4.18)
Furthermore h(x) 6= 0 for x ∈ ∂U , and hence Theorem 4.2 says that there is
ε1 ∈ (0, ε0] such that ϕ1T (ε, x) 6= x for ε ∈ (0, ε1], x ∈ ∂U and
degB(I − ϕ
1
T (ε, · ), U) = degB(−g, U). (4.19)
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By (4.18), (4.19) and the multiplicative property of topological degree, for any
ε ∈ (0, ε1], we have
degLS(I − Ψ˜T (ε, · ), U × V ) = degLS(I − e
λTSA(T ), V ) · degB(I − ϕ
1
T (ε, · ), U)
= (−1)dk−1degB(−g, U) = (−1)
dk−1 · (−1)dimN0degB(g, U)
= (−1)dkdegB(g, U).
Combining this with (4.16), (4.17) we infer that
degLS(I − ΦT (ε, · ), U ⊕ V ) = (−1)
dkdegB(g, U)
for ε ∈ (0, ε1], which completes the proof. 
An immediate consequence of Theorem 4.1 is the following corollary.
Corollary 4.4. Let U ⊂ N0 and V ⊂ Xα+⊕X
α
− where 0 ∈ V , be open bounded sets
such that h(x) 6= 0 for x ∈ ∂N0U . If degB(g, U) 6= 0 then there is ε0 ∈ (0, 1) such
that, for any ε ∈ (0, ε0], the equation (4.1) admits a T -periodic mild solution.
5. Index formula for periodic solutions
We will study the problem of existence of T -periodic solutions for the equation
u˙(t) = −Au(t) + λu(t) + F (t, u(t)), t > 0, (5.1)
where λ is an eigenvalue of the operator A : X ⊃ D(A) → X and F : Xα → X is
a continuous map. Assume that assumptions (A1), (A2), (A3), (F1), (F3), (F4)
hold and furthermore
(F5) F (t+ T, x) = F (t, x) for t ∈ [0,+∞) and x ∈ Xα.
Theorem 3.3 implies that, for any x ∈ Xα, there is mild solution u( · ;x) : R→ Xα
of (5.1) starting at x. Let ΦT : X
α → Xα be an associated translation along
trajectories operator give by
ΦT (x) := u(T ;x) for x ∈ X
α.
Then Theorems 3.4 and 3.5 say that ΦT is a completely continuous map.
We say that solution u : [0,+∞) → Xα of the equation (5.1) is T -periodic
provided u(t) = u(t+T ) for t ≥ 0. It is not difficult to check that every fixed point
of the translation operator ΦT can be identified with a starting point of T -periodic
solution of (5.1).
Remark 5.1. If the equation (5.1) is at resonance at infinity, the problem of
existence of T -periodic solution may not have solutions for general nonlinearity F .
To see this take F (t, x) := y0 for t ∈ [0,+∞), x ∈ Xα, where y0 ∈ Ker (λI−A)\{0}.
If u : [0,+∞) → Xα is a T -periodic solution of (5.1), then we have the integral
formula
u(t) = eλtSA(t)u(0) +
∫ t
0
eλ(t−τ)SA(t− τ)y0 dτ for t ≥ 0.
Since Ker (λI−A) ⊂ Ker (I−eλtSA(t)) for t ≥ 0 we infer that u(T ) = eλTSA(T )u(0)+
Ty0. Acting on this equation by the operator P and using (4.10) we deduce that
Pu(T ) = eλTSA(T )Pu(0) + Ty0 = Pu(0) + Ty0 = Pu(T ) + Ty0,
which is impossible, because y0 6= 0. 
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To overcome difficulties described in the above remark we formulate the follow-
ing geometrical conditions, which will be used to prove that existence of T -periodic
solutions for (5.1):
(G1)
{
given set B ⊂ Xα+ ⊕X
α
− there exists R > 0 such that
〈F (t, x+ y), x〉 > 0 for (t, y, x) ∈ [0, T ]×B ×X0 where ‖x‖H ≥ R,
(G2)
{
given set B ⊂ Xα+ ⊕X
α
− there exists R > 0 such that
〈F (t, x+ y), x〉 < 0 for (t, y, x) ∈ [0, T ]×B ×X0 where ‖x‖H ≥ R.
Now we are ready to prove the following index formula for periodic solutions, which
determines the Leray-Schauder topological degree of the vector field I − ΦT with
resect to the ball with sufficiently large radius. This theorem is a tool to searching
the fixed points of ΦT and hence the T -periodic solutions for (5.1).
Theorem 5.2. Assume that λ = λk for some k ≥ 1.
(i) If condition (G1) holds, then there is R > 0 such that ΦT (x) 6= x for x ∈ Xα
with ‖x‖α ≥ R and
degLS(I − ΦT , B(0, R)) = (−1)
dk .
(ii) If condition (G2) holds, then there is R > 0 such that ΦT (x) 6= x for x ∈ Xα
with ‖x‖α ≥ R and
degLS(I − ΦT , B(0, R)) = (−1)
dk−1 .
Here d0 := 0 and dl :=
∑l
i=1 dimKer (λiI −A) if l ≥ 1.
In the proof of this theorem we will consider the family of differential equations
u˙(t) = −Au(t) + λu(t) + εF (t, u(t)), t > 0 (5.2)
where ε ∈ [0, 1] is a parameter. Let ΨT : [0, 1]×Xα → Xα given by
ΨT (ε, x) := u(T ; ε, x) for ε ∈ [0, 1], x ∈ X
α,
be the translation along trajectories operator associated with this equation.
Before we proceed to prove of the above theorem we prove the following lemmata
which provides a priori estimates on T -periodic mild solutions.
Lemma 5.3. There is a constant R > 0 such that if u := uε : [0,+∞) → Xα,
where ε ∈ (0, 1], is a T -periodic mild solution for (5.2), then
‖Qu(t)‖α ≤ R for t ∈ [0, T ]. (5.3)
Proof. Since u is T -periodic, for any integer k > 0, we have equality
u(t) = u(t+ kT ) for t ∈ [0, T ],
which implies that
u(t) = eλkTSA(kT )u(t) + ε
∫ t+kT
t
eλ(t+kT−τ)SA(t+ kT − τ)F (τ, w(τ)) dτ (5.4)
for t ≥ 0 and k ≥ 1. Acting on (5.4) by the operator Q+ and using (4.10), we
obtain
Q+u(t) = e
λtSA(t)Q+u(t) + ε
∫ t+T
t
eλ(t+T−τ)SA(t+ T − τ)Q+F (τ, u(τ)) dτ
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for t ≥ 0 and n ≥ 1. If m is the constant from assumption (F3), then, by (4.5)
‖Q+u(t)‖α ≤ ‖e
λkTSA(kT )Q+u(t)‖α
+
∫ t+kT
t
‖Aαδ e
λ(t+kT−τ)SA(t+ kT − τ)Q+F (µ, u(τ))‖ dτ
≤ ‖eλkTSA(kT )Q+u(t)‖α +M
∫ t+kT
t
e−c(t+kT−τ)
(t+ kT − τ)α
‖Q+F (µ, u(τ))‖ dτ
≤ ‖eλkTSA(kT )Q+u(t)‖α +mM‖Q+‖L(X)
∫ t+kT
t
e−c(t+kT−τ)
(t+ kT − τ)α
dτ
≤M
e−ckT
(kT )α
‖Q+u(t)‖+mM‖Q+‖L(X)
∫ t+kT
t
e−c(t+kT−τ)
(t+ kT − τ)α
dτ.
where c,M > 0. On the other hand, for k ≥ 2, we have∫ t+kT
t
e−c(t+kT−τ)
(t+ kT − τ)α
dτ =
∫ t+(k−1)T
t
e−c(t+kT−τ)
(t+ kT − τ)α
dτ +
∫ t+kT
t+(k−1)T
e−c(t+kT−τ)
(t+ kT − τ)α
dτ
≤
∫ t+(k−1)T
t
T−αe−c(t+kT−τ) dτ +
∫ t+kT
t+(k−1)T
1
(t+ kT − τ)α
dτ
= T−α(e−cT − e−ckT )/c+ T 1−α/(1− α).
In a consequence, for any t ∈ [0, T ] and integer k > 0, we find that
‖Q+u(t)‖α ≤M
e−ckT
(kT )α
‖Q+u(t)‖+mM‖Q+‖L(X)T
−α
(
(e−cT − e−ckT )/c+
T
1− α
)
.
Hence, letting with k → +∞, we assert that
‖Q+u(t)‖α ≤ mM‖Q+‖L(X)T
−α
(
e−cT /c+
T
1− α
)
=: R1 (5.5)
for t ∈ [0, T ]. Now we act on equation (5.4) by operator Q−. Then, in view of
(4.10), we have
e−λkTSA(−kT )Q−u(t) = Q−u(t)+
∫ t+kT
t
eλ(t−τ), SA(t−τ)Q−F (µ, u(τ)) dτ (5.6)
for any t ∈ [0, 1] and integer k ≥ 1, because the semigroup {SA(t)}t≥0 extend on
X− to a C0 group of bounded operators. Therefore, by (4.7)
‖e−λkTSA(−kT )Q−u(t)‖ ≤M e
−ckT ‖Q−u(t)‖,
where c,M > 0, which together with (5.6) gives
‖Q−u(t)‖ ≤ ‖e
−λkTSA(−kT )Q−u(t)‖
+
∫ t+kT
t
‖eλ(t−τ)SA(t− τ)Q−F (s, u(τ))‖ dτ
≤M e−ckT ‖Q−u(t)‖+M
∫ t+kT
t
ec(t−τ)‖Q−F (s, u(τ))‖ dτ
≤M e−ckT ‖Q−u(t)‖+mM‖Q−‖L(X)
∫ t+kT
t
ec(t−τ) dτ
=M e−ckT ‖Q−u(t)‖+mM‖Q−‖L(X)
(
1− e−ckT
)
/c.
Letting k → +∞ we obtain
‖Q−u(t)‖ ≤ mM‖Q−‖L(X)/c for t ∈ [0, T ]. (5.7)
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Since X− is finite dimensional, there is a constant C
′ > 0 such that
‖x‖α ≤ C
′‖x‖ for x ∈ X−. (5.8)
Hence, by (5.7), we have
‖Q−u(t)‖α ≤ mC
′M‖Q−‖L(X)/c =: R2 for t ∈ [0, T ]. (5.9)
Taking into account the inequalities (5.5) and (5.9), for any t ∈ [0, T ], we have
‖Qu(t)‖α ≤ ‖Q−u(t)‖α + ‖Q+u(t)‖α ≤ ‖Q−‖L(Xα)‖u(t)‖α + ‖Q+‖L(Xα)‖u(t)‖α
≤ R1‖Q+‖L(Xα) +R2‖Q−‖L(Xα) := R,
which completes the proof. 
Lemma 5.4. Assume that N0 := Ker (A− λI) and let g : N0 → N0 be given by
g(x) :=
∫ T
0
PF (s, x) ds for x ∈ N0.
(i) If condition (G1) holds, then there is R0 > 0 such that g(x) 6= 0 for x ∈ N0
with ‖x‖H ≥ R0 and
degB(g,B(0, R)) = 1 for R ≥ R0.
(ii) If condition (G2) holds, then there is R0 > 0 such that g(x) 6= 0 for x ∈ N0
with ‖x‖H ≥ R0 and
degB(g,B(0, R)) = (−1)
dimN0 for R ≥ R0.
Proof. For the proof of (i), define the map H : [0, 1]×N0 → N0 by
H(s, x) := sg(x) + (1 − s)x for x ∈ N0.
By condition (G1) there is a constant R0 > 0 such that
〈F (τ, x), x〉H > 0 for τ ∈ [0, T ], x ∈ N0 such that ‖x‖H ≥ R0,
which, after integration, implies that
〈g(x), x〉H =
∫ T
0
〈F (τ, x), x〉H dτ > 0 for x ∈ N0 such that ‖x‖H ≥ R0. (5.10)
Let R ≥ R0. We show that H(s, x) 6= 0 for s ∈ [0, 1] and x ∈ N0 where ‖x‖H = R.
Otherwise there is s ∈ [0, 1] and x ∈ N0 with ‖x‖H = R such that H(s, x) = 0.
Consequently
0 = 〈H(s, x), x〉H = s〈g(x), x〉H + (1− s)〈x, x〉H .
If s = 0 then 0 = ‖x‖2H = R
2, which is impossible. If s ∈ (0, 1] then 0 ≥ 〈g(x), x〉,
which contradicts (5.10). Hence, by the homotopy invariance,
degB(g,B(0, R)) = degB(H(1, · ), B(0, R)) = degB(H(0, · ), B(0, R))
= degB(I, B(0, R)) = 1,
and the proof of (i) is completed. To verify (ii) observe that condition (G2) implies
the existence of R0 > 0 such that
〈F (τ, x), x〉H < 0 for τ ∈ [0, T ], x ∈ N0 with ‖x‖H ≥ R0,
which, after integration, gives
〈g(x), x〉H =
∫ T
0
〈F (τ, x), x〉H dτ < 0 for x ∈ N0 with ‖x‖H ≥ R0. (5.11)
Therefore, for any R > R0, the homotopy H : [0, 1]×N0 → N0 given by
H(s, x) := sg(x)− (1− s)x for x ∈ N0
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is such that H(s, x) 6= 0 for s ∈ [0, 1] and x ∈ N0 with ‖x‖H = R. Indeed, if
H(s, x) = 0 for some s ∈ [0, 1] and x ∈ N0 with ‖x‖H = R, then
0 = 〈H(s, x), x〉H = s〈g(x), x〉H − (1− s)〈x, x〉H .
If s ∈ (0, 1] then 〈g(x), x〉H ≥ 0, contrary to (5.11). If s = 0 then R2 = ‖x‖2H = 0,
which is again impossible. Hence, by the homotopy invariance,
degB(g,B(0, R)) = degB(−I, B(0, R)) = (−1)
dimN0 ,
which completes the proof. 
Proof of Theorem 5.2. Step 1. We show that there is R0 > 0 such that
ΨT (ε, x) 6= x for ε ∈ (0, 1] and x ∈ X
α with ‖x‖α ≥ R0. (5.12)
Suppose contrary that there are sequences (xn) in X
α and (εn) in (0, 1] such that
‖xn‖α → +∞ as n→ +∞ and
ΨT (εn, xn) = xn for n ≥ 1.
Writing zn := xn/‖xn‖α, un := u( · ; εn, xn) and vn := u( · ; εn, xn)/‖xn‖α we see
that
vn(t) = e
λtSA(t)zn + εn
∫ t
0
eλ(t−τ)SA(t− τ)F (τ, un(τ))/‖un‖α dτ (5.13)
for t ∈ [0, T ] and n ≥ 1. Define
yn(t) := εn
∫ t
0
eλ(t−τ)SA(t− τ)F (τ, un(τ))/‖xn‖α dτ. (5.14)
Since A is sectorial, there are constants M > 0 and c0 ∈ R such that
‖Aαδ SA(t)x‖ ≤Mt
−αec0t for t > 0.
Then, for any t ∈ [0, T ] and n ≥ 1, we have
‖yn(t)‖α ≤ εn
∫ t
0
‖eλ(t−τ)Aαδ SA(t− τ)F (τ, un(τ))‖/‖xn‖α dτ
≤
∫ t
0
Me(|λ|+|c|)T (t− τ)−α‖F (τ, un(τ))‖/‖xn‖α dτ
≤
∫ t
0
mMe(|λ|+|c|)T (t− τ)−α/‖xn‖α dτ ≤
mMe(|λ|+|c|)T
(1− α)‖xn‖α
T 1−α,
where m is the constant from (F3). Therefore, letting n→ +∞, we find that
‖yn(t)‖α → 0 as n→ +∞, (5.15)
and the convergence in uniform for t ∈ [0, T ]. With the compactness of the semi-
group {SA(t)}t≥0 the set {eλtSA(t)zn | n ≥ 1} is relatively compact in Xα. Com-
bining this fact with (5.13) and (5.15), we infer that the set
{zn | n ≥ 1} = {vn(T ) | n ≥ 1}
is also relatively compact in Xα. Therefore, passing if necessary to a subsequence,
we can assume that there is z0 ∈ Xα such that zn → z0 in Xα as n→ +∞. Since
‖zn‖α = 1, we obtain ‖z0‖α = 1. Writing the equality (5.13) with t := T we have
z0 = e
λTSA(T )z0
which, by (4.11), implies that z0 ∈ Ker (λI −A) and consequently
eλtSA(t)z0 = z0 for t ≥ 0.
From (5.15), we conclude that, for t ∈ [0, T ],
vn(t)→ z0 w X
α, as n→ +∞ uniformly for t ∈ [0, T ]. (5.16)
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From Lemma 5.3 we deduce that there is a constant C > 0 such that
‖Qun(t)‖ ≤ C for t ∈ [0, T ], n ≥ 1. (5.17)
In conditions (G1) and (G2), let the set B be a ball in Xα with the radius C. Using
(4.8), we infer that there is R0 > 0 such that
〈PF (t, x + y), x〉 > 0 for (t, y, x) ∈ [0, T ]×B ×X0 with ‖x‖H ≥ R0, (5.18)
if condition (G1) is satisfied and
〈PF (t, x + y), x〉 < 0 for (t, y, x) ∈ [0, T ]×B ×X0 with ‖x‖H ≥ R0, (5.19)
if the condition (G2) holds. Acting by the operator P on the equation
un(t) = e
λtSA(t)xn + εn
∫ t
0
eλ(t−τ)SA(t− τ)F (τ, un(τ)) dτ for t ≥ 0,
from (4.10) and the inclusion Ker (λI −A) ⊂ Ker (I − eλtSA(t)), we have
Pun(t) = Pxn + εn
∫ t
0
PF (τ, un(τ)) dτ
for t ∈ [0, T ] and n ≥ 1. Hence the map Pun is continuously differentiable on [0, T ]
and
dun(t)
dt
= εnPF (t, un(t)) for n ≥ 1.
Therefore, for t ∈ [0, T ] and n ≥ 1, we have
d
dt
1
2
‖Pun(t)‖
2
H =
〈
dun(t)
dt
, un(t)
〉
H
= εn〈PF (t, un(t)), Pun(t)〉H
which, after integration, gives
0 =
1
2
(‖Pun(T )‖H − ‖Pun(0)‖H) = εn
∫ T
0
〈PF (τ, un(τ)), Pun(τ)〉H dτ
= εn
∫ T
0
〈F (τ,Qun(τ) + ‖un‖αPvn(τ)), ‖un‖αPvn(τ)〉H dτ
(5.20)
for n ≥ 1. In view of (5.16) we find that Pvn(t)→ Pz0 = z0 in Xα, uniformly for
t ∈ [0, T ]. Since z0 6= 0, there is n0 ≥ 1 such that ‖Pvn(t) − z0‖H ≤ ‖z0‖H/2 for
n ≥ n0 and t ∈ [0, T ]. Then
‖Pvn(t)‖H ≥ ‖z0‖H − ‖z0‖H/2 = ‖z0‖H/2 for n ≥ n0, t ∈ [0, T ],
and hence, increasing n0 ≥ 1 if necessary, we deduce that
‖‖un‖αPvn(t)‖ ≥ R0 for n ≥ n0, t ∈ [0, T ]. (5.21)
In the case of point (i), the inequality (5.21) together with (5.18) and (5.17), imply
that∫ T
0
〈PF (τ,Qun(τ) + ‖un‖αPvn(τ)), ‖un‖αPvn(τ)〉 dτ > 0 for n ≥ n0.
On the other hand, in the case of point (ii), the inequality (5.21) along with (5.19)
and (5.17), give∫ T
0
〈PF (τ,Qun(τ) + ‖un‖αPvn(τ)), ‖un‖αPvn(τ)〉 dτ < 0 for n ≥ n0.
In the both cases we obtain a contradiction with (5.20), because εn ∈ (0, 1] for
n ≥ 1. Thus we proved (5.12) and the proof of Step 1 is completed.
Step 2. To complete the proof of theorem, we show that there is ε0 > 0 such that
for any ε ∈ (0, ε0]
degLS(I −ΨT (ε, · ), B(0, R0)) = (−1)
dk (5.22)
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if condition (G1) is satisfied and
degLS(I −ΨT (ε, · ), B(0, R0)) = (−1)
dk−1 , (5.23)
if condition (G2) holds. Lemma 5.4 asserts the existence of R1 > R0 such that
g(x) 6= 0 for x ∈ N0 such that ‖x‖H ≥ R1 (5.24)
and furthermore
degB(g,B(0, R)) = 1 for R ≥ R1, (5.25)
if condition (G1) is satisfied and
degB(g,B(0, R)) = (−1)
dimN for R ≥ R1 (5.26)
if condition (G2) holds. Let R2 := max(R1/C1, R1), where C1 > 0 is a constant
such that
C1(‖Px‖H + ‖Qx‖α) ≤ ‖x‖α for x ∈ X
α. (5.27)
Define
U := {x ∈ N0 | ‖x‖H ≤ R2} and V := {x ∈ X
α
+ ⊕X
α
− | ‖x‖α ≤ R2}.
In view of (5.27) we deduce that B(0, R1) ⊂ U ⊕ V . By Step 1 and the fact that
R1 > R0, the excision property of topological degree gives
degLS(I −ΨT (ε, · ), B(0, R0)) = degLS(I −ΨT (ε, · ), U ⊕ V ) (5.28)
for ε ∈ (0, 1]. Further, from (5.24) and the fact that R2 ≥ R1 we find that g(x) 6= 0
for x ∈ ∂N0U . Hence, by Theorem 4.1 we have ε0 ∈ (0, 1) such that for any
ε ∈ (0, ε0], ΨT (ε, x) 6= x for x ∈ ∂(U ⊕ V ) and
degLS(I −ΨT (ε, · ), U ⊕ V ) = (−1)
dk · degB(g, U),
which, by (5.28), gives
degLS(I −ΨT (ε, · ), B(0, R0)) = (−1)
dk · degB(g, U) for ε ∈ (0, ε0].
Combining this with (5.25) and (5.26), we prove (5.22) and (5.23), which completes
the proof. 
6. Applications
Let us assume that Ω ⊂ Rn is an open bounded set with C∞ boundary. Let A
be a uniformly elliptic symmetric second order differential operator with a Dirichlet
boundary conditions:
Av¯(x) = −
n∑
i,j=1
Dj(aij(x)Div¯(x)) for v¯ ∈ C
2(Ω)
with aij = aji ∈ C2(Ω) for 1 ≤ i, j ≤ n. Furthermore let g : [0,+∞)×Ω×R×Rn →
R be a continuous map satisfying the following assumptions:
(E1) there exists C > 0 such that
|g(t, x, s1, y1)− g(t, x, s2, y2)| ≤ C(|s1 − s2|+ |y1 − y2|),
for t ∈ [0,+∞), x ∈ Ω, s1, s2 ∈ R and y1, y2 ∈ Rn,
(E2) there is a constant m > 0 such that
|g(t, x, s, y)| ≤ m for x ∈ Ω, ∈ R, y ∈ Rn, t ∈ [0,+∞).
Write X := Lp(Ω), where p ≥ 1, and define the operator Ap : X ⊃ D(Ap)→ X by
D(Ap) :=W
2,p
0 (Ω) and Apv¯ := Av¯ for v¯ ∈ D(Ap). (6.1)
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Proposition 6.1. (see [5, 27]) The following assertions hold.
(a) The operator Ap is positively defined, sectorial and has compact resolvent.
(b) If the domain D(Ap) is equipped with the graph norm
‖v¯‖D(Ap) := ‖Apv¯‖Lp(Ω) + ‖v¯‖Lp(Ω) for v¯ ∈ D(Ap),
then inclusion D(Ap) ⊂W
2,p(Ω) is compact.
(c) The operator A2 : L
2(Ω) ⊃ D(A2)→ L2(Ω) is self-adjoint.
From Lemma 6.1 (a) it follows that the operator Ap : X ⊃ D(Ap) → X is
positively defined sectorial operator on X , and hence it define a fractional space
Xα := D(Aαp ), (α ∈ (0, 1)) with the norm
‖v¯‖α := ‖A
α
p v¯‖ for v¯ ∈ X
α.
From now on we assume that
(E4) p ≥ 2n and α ∈ (3/4, 1).
Remark 6.2. (a) Observe that Ap satisfies assumptions (A1), (A2) and (A3).
Indeed, by Theorem 6.1 (a) we infer that Ap has compact resolvent, that is, (A1)
holds. Let us takeH := L2(Ω) equipped with the standard inner product and norm.
Since Ω is bounded and p ≥ 2 we have the embedding i : Lp(Ω) →֒ L2(Ω) and hence
assumption (A2) is satisfied. Using the boundedness of Ω again, we see that for
Â := A2 we have D(Ap) ⊂ D(Â) and furthermore Âv¯ = Apv¯ for v¯ ∈ D(Ap). This
proves that i × i [GrAp] ⊂ Â. By Theorem 6.1 (c) the operator Â is self-adjoint
and therefore the assumption (A3) is satisfied.
(b) By Remark 2.2, we see that σ(Ap) = {λi} where
0 < λ1 < λ2 < . . . < λi < λi+1 < . . .
is a sequence of eigenvalues, which is finite or λi → +∞ as i→ +∞.
(c) In view of (E4) one has α ∈ (3/4, 1) and p ≥ 2n. Therefore 2α − np > 1 and
using [14, Theorem 1.6.1] one has
Xα ⊂ C1(Ω). (6.2)
(d) By [14, Theorem 1.4.8], the inclusion Xα ⊂ Xβ is compact, if α > β > 0. 
By Remark 6.2 (c), we can introduce a mapping F : [0,+∞)×Xα → X given,
for v¯ ∈ Xα by the following formula
F (t, v¯)(x) := g(t, x, v¯(x),∇v¯(x)) for t ∈ [0,+∞), x ∈ Ω. (6.3)
We call F the Niemytzki operator associated with f .
Lemma 6.3. The following assertions hold.
(i) The map F is well defined, continuous and satisfies assumption (F1).
(ii) There is K > 0 such that
‖F (t, v¯)‖ ≤ K for t ∈ [0,+∞), v¯ ∈ Xα. (6.4)
Proof. In view of (6.2), the inclusion Xα ⊂W 1,p(Ω) is continuous and hence there
is M > 0 such that
‖v¯‖W 1,p(Ω) ≤M‖v¯‖α for v¯ ∈ X
α.
By the assumption (E2), for any u ∈ Xα we have
|g(t, x, v¯(x),∇v¯(x))| ≤ m for t ∈ [0,+∞) and x ∈ Ω. (6.5)
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Hence, for any t ∈ [0,+∞) and v¯ ∈ Xα, we infer that
‖F (t, v¯)‖p =
∫
Ω
|g(t, x, v¯(x),∇v¯(x))|p dx ≤ mp|Ω|,
and the inequality (6.4) is satisfied with K := m|Ω|1/p, which proves (ii). To
verify that F satisfies (F1), take t ∈ [0,+∞) and v¯1, v¯2 ∈ Xα and observe that
assumption (E1) implies
‖F (t, v¯1)− F (t, v¯2)‖
p ≤
∫
Ω
|g(t, x, v¯1(x),∇v¯1(x)) − g(t, x, v¯2(x),∇v¯2(x))|
p dx
≤ Lp
(∫
Ω
(|v¯1(x) − v¯2(x)| + |∇v¯1(x)−∇v¯2(x)|)
p dx
)
≤ 2p−1Lp
(∫
Ω
|v¯1(x)− v¯2(x)|
p dx+
∫
Ω
|∇v¯1(x) −∇v¯2(x)|
p dx
)
≤ 2p−1Lp‖v¯1 − v¯2‖
p
W 1,p(Ω) ≤ 2
p−1MpLp‖v¯1 − v¯2‖
p
α.
Consequently
‖F (t, v¯1)− F (t, v¯2)‖ ≤ 2
1−1/pML‖v¯1 − v¯2‖α for t ∈ [0,+∞), v¯1, v¯2 ∈ X,
and assumption (F1) holds. We now check that F is continuous. To this end let
(tn) in [0,+∞) and (v¯n) in Xα be a sequences such that tn → t0 and v¯n → v¯0 as
n→∞. Suppose that (nk) is an increasing sequence of positive integers such that
nk → +∞ as k → +∞. In view of continuity of the inclusion Xα ⊂W 1,p(Ω), there
is a subsequence nkl of (nk) such that v¯nkl (x)→ v¯0(x) and ∇v¯nkl (x)→ ∇v¯0(x) as
l→∞, for a.a. x ∈ Ω. Then
g(tnkl , x, v¯nkl (x),∇v¯nkl (x))→ g(t0, x, v¯0(x),∇v¯0(x)) as l → +∞
for a.a. x ∈ Ω. On the other hand, from the inequality (6.5) it follows that
|g(tnkl , x, v¯nkl (x),∇v¯n(x))| ≤ m for a.a. x ∈ Ω and l ≥ 1.
Therefore, by the dominated convergence theorem, we find that
F (tnkl , v¯nkl )→ F (t0, v¯0) as l→ +∞
in X = Lp(Ω), which completes the proof. 
6.1. Unique continuation property. In this section we recall the facts concern-
ing the unique continuation property. We start with the following definition.
Definition 6.4. We say that v¯ ∈W 1,2loc (Ω) is a distributional solution of Av¯ = λv¯,
where λ ∈ R, if∫
Ω
n∑
i,j=1
aij(x)Div¯(x)Djϕ(x) dx =
∫
Ω
λv¯(x)ϕ(x) dx for ϕ ∈ C∞0 (Ω),
where C∞0 (Ω) is the set of smooth functions with compact support contained in Ω.
The following theorem is known as the unique continuation property for elliptic
operators and is a consequence of Theorem 1.1 from [13] and Proposition 3 from
[11]. For more detail see also [17], [21], [1] and references contained therein.
Theorem 6.5. Let λ ∈ R and let v¯ ∈ W 1,2loc (Ω) be a distributional solution of the
equation Av¯ = λv¯ which is equal to zero on the set of positive measure. Then
v¯(x) = 0 for a.a. x ∈ Ω.
Corollary 6.6. Assume that λ = λk, where k ≥ 1, is an eigenvalue of Ap. If
v¯ ∈ Ker (λI −Ap) \ {0} then the set {x ∈ Ω | v¯(x) = 0} is of measure zero.
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Proof. Assume that v¯ ∈ D(Ap) ⊂ W 2,p(Ω) satisfies Apv¯ = λv¯, where λ = λk for
k ≥ 1. Since p ≥ 2 we see that v¯ ∈ W 1,2loc (Ω). Furthermore for any ϕ ∈ C
∞
0 (Ω) we
have∫
Ω
λv¯(x)ϕ(x) dx =
∫
Ω
Av¯(x)ϕ(x) dx = −
∫
Ω
n∑
i,j=1
Dj(aij(x)Div¯(x))ϕ(x) dx
=
∫
Ω
n∑
i,j=1
aij(x)Div¯(x)Djϕ(x) dx,
which proves that v¯ is distributional solution of Av¯ = λv¯. Since v¯ 6= 0, from
Theorem 6.5 it follows that the measure of the set {x ∈ Ω | v¯(x) = 0} is equal to
zero, which completes the proof. 
6.2. Resonant properties of Niemytzki operator. In this section, our aim is
to examine what assumptions should satisfy the mapping f so that the associated
Niemytzki operator F meets the introduced earlier geometrical conditions. We start
with the following theorem which says that well known Landesman-Lazer conditions
introduced in [20] are actually particular case of conditions (G1) and (G2).
Theorem 6.7. Suppose that the continuous functions g+, g− : Ω→ R are such that
g+(x) = lim
s→+∞
g(t, x, s, y) and g−(x) = lim
s→−∞
g(t, x, s, y)
for x ∈ Ω, uniformly for t ∈ [0,+∞) and y ∈ Rn. Let B ⊂ Xα+ ⊕X
α
− be a subset
bounded in the norm ‖ · ‖α.
(i) Assume that
(LL1)
∫
{v¯>0}
g+(x)v¯(x) dx +
∫
{v¯<0}
g−(x)v¯(x) dx > 0
for v¯ ∈ Ker (λI −Ap) \ {0}. Then there is R > 0 such that for any t ∈ [0, T ]
and (w¯, v¯) ∈ B ×X0 with ‖v¯‖L2 ≥ R, we have the following inequality:
〈F (t, w¯ + v¯), v¯〉L2 > 0.
(ii) Assume that
(LL2)
∫
{v¯>0}
g+(x)v¯(x) dx +
∫
{v¯<0}
g−(x)v¯(x) dx < 0
for v¯ ∈ Ker (λI −Ap) \ {0}. Then there is R > 0 such that for any t ∈ [0, T ]
and (w¯, v¯) ∈ B ×X0 with ‖v¯‖L2 ≥ R, we have the following inequality:
〈F (t, w¯ + v¯), v¯〉L2 < 0.
Proof. Since the proofs of points (i) and (ii) are analogous, we focus only on the
first one. Suppose, contrary to the point (i), that there are sequences (tn) in [0, T ],
(w¯n) in B and (v¯n) in X0 such that ‖v¯n‖L2 →∞ when n→∞ and
〈F (tn, w¯n + v¯n), v¯n〉L2 ≤ 0 for n ≥ 1. (6.6)
For n ≥ 1, we define z¯n := v¯n/‖v¯n‖L2. Since X0 is finite dimensional space, with
out loss of generality we can suppose that there is z¯0 ∈ X0 such that z¯n → z¯0 in
L2(Ω) and z¯n(x) → z¯0(x) for a.a. x ∈ Ω as n → ∞. In view of the fact that Ap
has compact resolvents, Remark 6.2 (d) says that Xα is compactly embedded in X .
Therefore, the boundedness of (w¯n) in X
α, implies that this sequence is relatively
compact in X . Hence, passing if necessary to a subsequence, we can also suppose
that w¯n → w¯0 in X where w¯0 ∈ X = Lp(Ω) and furthermore w¯n(x) → w¯0(x) for
a.a. x ∈ Ω as n→∞. From (6.6), we have
〈F (tn, w¯n + v¯n), z¯n − z¯0〉L2 + 〈F (tn, w¯n + v¯n), z¯0〉L2 ≤ 0 (6.7)
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for n ≥ 1. Furthermore, by Lemma 6.3 (ii), the map F is bounded, and hence the
convergence z¯n → z¯0 in L2(Ω), implies that
〈F (tn, w¯n + v¯n), z¯n − z¯0〉L2 ≤ ‖F (tn, w¯n + v¯n)‖L2‖z¯n − z¯0‖L2 → 0 (6.8)
as n → +∞. If we define Ω+ := {x ∈ Ω | z¯0(x) > 0}, Ω− := {x ∈ Ω | z¯0(x) < 0}
and c¯n = w¯n + v¯n, then
〈F (tn, w¯n + v¯n), z¯0〉L2 =
∫
Ω
g(tn, x, c¯n(x),∇c¯n(x))z¯0(x) dx
=
∫
Ω+
g(tn, x, c¯n(x),∇c¯n(x))z¯0(x) dx +
∫
Ω−
g(tn, x, c¯n(x),∇c¯n(x))z¯0(x) dx
(6.9)
for n ≥ 1. Observe that the equation
c¯n(x) = w¯n(x) + v¯n(x) = w¯n(x) + ‖v¯n‖L2 z¯n(x) for a.a. x ∈ Ω+ and n ≥ 1
leads to the convergence
c¯n(x) = w¯n(x) + v¯n(x)→ +∞ for a.a. x ∈ Ω+ as n→∞,
which together with assumption (E2) and dominated convergence theorem gives∫
Ω+
g(tn, x, w¯n(x) + v¯n(x),∇w¯n(x) +∇v¯n(x))z¯0(x) dx→
∫
Ω+
g+(x)z¯0(x) dx
when n→ +∞. Proceeding in the similar way, we infer that∫
Ω−
g(tn, x, w¯n(x) + v¯n(x),∇w¯n(x) +∇v¯n(x))z¯0(x) dx→
∫
Ω−
g−(x)z¯0(x) dx
when n→ +∞. Hence, combining this with (6.9) yields
〈F (tn, w¯n+v¯n), z¯0〉L2 →
∫
Ω+
g+(x)z¯0(x) dx+
∫
Ω−
g−(x)z¯0(x) dx as n→∞.
Therefore, letting n→∞ in (6.7) and using (6.8), we infer that∫
Ω+
g+(x)z¯0(x) dx +
∫
Ω−
g−(x)z¯0(x) dx ≤ 0, (6.10)
which contradicts condition (LL1), because ‖z¯0‖L2 = 1. Thus the proof of point
(i) is completed. 
The following lemma proves that assumptions (G1) and (G2) are also conse-
quences of the strong resonance conditions from [2], [28], [26].
Theorem 6.8. Assume that there is a continuous function g∞ : Ω→ R such that
g∞(x) = lim
|s|→+∞
g(t, x, s, y) · s
for x ∈ Ω, uniformly for t ∈ [0,+∞) and y ∈ Rn. Let B ⊂ Xα+ ⊕ X
α
− be a set
bounded in the norm ‖ · ‖α.
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(i) If the following condition is satisfied
(SR1)

there exists a function q ∈ L1(Ω) such that
g(t, x, s, y) · s ≥ q(x) for (t, x, s, y) ∈ [0,+∞)× Ω× R× Rn and∫
Ω
g∞(x) dx > 0,
then there is R > 0 with the property that for any t ∈ [0, T ] and (v¯, v¯) ∈ B×X0
with ‖v¯‖L2 ≥ R, one has
〈F (t, w¯ + v¯), v¯〉L2 > 0.
(ii) If the following condition is satisfied
(SR2)

there exists a function q ∈ L1(Ω) such that
g(t, x, s, y) · s ≤ q(x) for (t, x, s, y) ∈ [0,+∞)× Ω× R× Rn and∫
Ω
g∞(x) dx < 0,
then there is R > 0 with the property that for any t ∈ [0, T ] and (w¯, v¯) ∈
B ×X0 with ‖v¯‖L2 ≥ R, one has:
〈F (t, w¯ + v¯), v¯〉L2 < 0.
Proof. It suffices to prove the first point, as the proof of the second one goes
analogously. We argue by contradiction and assume that there are sequences (tn)
in [0, T ], (w¯n) in B and (v¯n) in X0 such that ‖v¯n‖L2 → +∞ and
〈F (tn, w¯n + v¯n), v¯n〉L2 ≤ 0 for n ≥ 1. (6.11)
Since B ⊂ Xα is a bounded set and the inclusion Xα ⊂ X is compact, passing if
necessary to subsequence, we can assume that there is w¯0 ∈ X such that w¯n → w¯0
in X and w¯n(x) → w¯0(x) for a.a. x ∈ Ω as n → +∞. For any n ≥ 1, define
z¯n := v¯n/‖v¯n‖L2. Since X0 is a finite dimensional space we can also assume that
there is z¯0 ∈ X0 such that z¯n → z¯0 and z¯n(x)→ z¯0(x) for a.a. x ∈ Ω as n→ +∞.
Put c¯n := w¯n + v¯n for n ≥ 1 and take x ∈ Ω+ := {x ∈ Ω | z¯0(x) > 0}. Then
c¯n(x) = w¯n(x) + v¯n(x) = w¯n(x) + ‖v¯n‖L2 z¯n(x)→ +∞, (6.12)
when n→ +∞. If we take x ∈ Ω− := {x ∈ Ω | z¯0(x) < 0} we infer that
c¯n(x) = w¯n(x) + v¯n(x) = w¯n(x) + ‖v¯n‖L2 z¯n(x)→ −∞ (6.13)
when n→ +∞. Using (6.11) we derive that
〈F (tn, w¯n + v¯n), w¯n + v¯n〉L2 ≤ 〈F (tn, w¯n + v¯n), w¯n〉L2 (6.14)
for any n ≥ 1. Note that for the both conditions (SR1) and (SR2) we have∫
Ω+
g(tn, x, c¯n(x),∇c¯n(x))c¯n(x) dx ≥ −‖h‖L1 oraz∫
Ω−
g(tn, x, c¯n(x),∇c¯n(x))c¯n(x) dx ≥ −‖h‖L1 for n ≥ 1.
(6.15)
Since z0 6= 0, from Corollary 6.6 it follows that the Lebesgue measure of the set
Ω0 := {x ∈ Ω | z0(x) = 0} is equal to zero. Therefore, applying the inequalities
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(6.15), we infer that
lim inf
n→+∞
〈F (tn, w¯n + v¯n), w¯n + v¯n〉L2 = lim inf
n→+∞
∫
Ω
g(tn, x, c¯n(x),∇c¯n(x))c¯n(x) dx
≥ lim inf
n→+∞
∫
Ω+
g(tn, x, c¯n(x),∇c¯n(x))c¯n(x) dx
+ lim inf
n→+∞
∫
Ω−
g(tn, x, c¯n(x),∇c¯n(x))c¯n(x) dx.
According to the assumption of lemma
g(tn, x, c¯n(x),∇c¯n(x))c¯n(x) ≥ h(x) for n ≥ 1, oraz p.w. x ∈ Ω,
and hence, combining (6.12), (6.13) and Fatou lemma gives
lim inf
n→+∞
〈F (tn, w¯n + v¯n), w¯n + v¯n〉L2 = lim inf
n→+∞
∫
Ω
g(tn, x, c¯n(x),∇c¯n(x))c¯n(x) dx
≥
∫
Ω+
lim inf
n→+∞
g(tn, x, c¯n(x),∇c¯n(x))c¯n(x) dx
+
∫
Ω−
lim inf
n→+∞
g(tn, x, c¯n(x),∇c¯n(x))c¯n(x) dx
=
∫
Ω+
g∞(x) dx +
∫
Ω−
g∞(x) dx =
∫
Ω
g∞(x) dx,
which in turn, implies that
lim inf
n→+∞
〈F (tn, w¯n + v¯n), w¯n + v¯n〉L2 ≥
∫
Ω
g∞(x) dx. (6.16)
Since Ω is a bounded set, the inclusion X ⊂ L2(Ω) is continuous. Hence there is
M > 0 such that
‖v¯‖L2 ≤M‖v¯‖α for v¯ ∈ X
α.
From the boundedness of B, it follows that there is a constant r < +∞ such that
r := sup{‖w¯n‖L2 | n ≥ 1}. Then, for any n ≥ 1,
〈F (tn, w¯n+v¯n), w¯n〉L2 ≤ ‖F (tn, w¯n+v¯n)‖L2‖w¯n‖L2 ≤ r‖F (tn, w¯n+v¯n)‖L2 . (6.17)
Note that, from the assumptions of lemma, we have
lim
|s|→+∞
g(t, x, s, y) = 0 (6.18)
for x ∈ Ω, uniformly for t ∈ [0,+∞) and y ∈ Rn. Therefore, combining (6.12),
(6.13) and (6.18), yields
g(tn, x, c¯n(x),∇c¯n(x))→ 0 for a.a. x ∈ Ω+ ∪ Ω−.
Since Ω0 is of Lebesgue measure zero, the boundedness of f (assumption (E2)) and
dominated convergence there imply that
‖F (tn, w¯n + v¯n)‖
2
L2 =
∫
Ω+
|g(tn, x, c¯n(x),∇c¯n(x))|
2 dx
+
∫
Ω−
|g(tn, x, c¯n(x),∇c¯n(x))|
2 dx→ 0,
when n→ +∞. Hence the inequality (6.17) implies
〈F (tn, w¯n + c¯n), w¯n − v¯n〉L2 → 0 as n→ +∞,
which along with (6.14) and (6.16), leads to
0 ≥ lim inf
n→+∞
〈F (tn, w¯n + v¯n), w¯n + v¯n〉L2 ≥
∫
Ω
g∞(x) dx. (6.19)
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This inequality contradicts the condition (SR1) and hence the proof of point (i) is
completed. 
6.3. Existence of periodic solutions. In this section we intend to provide ap-
plications to study the existence of T -periodic solutions for particular differential
equations being at resonance at infinity. It is worth nothing that the similar results
were obtained by other authors, for example in [20] [3], [7], [16], [22]. As a novelty
we can recognize the fact that we examine equations were gradient is involved with
the nonlinearity. To be more precise we shall consider parabolic equations of the
form
vt(t, x) = −A v(t, x) + λv(t, x) + g(t, x, v(t, x),∇v(t, x)), t > 0, x ∈ Ω (6.20)
where λ ∈ R, and f : [0,+∞) × Ω × R × Rn → R is a continuous map satisfying
assumptions (E1)− (E3) and
(E4) there exists T > 0 such that g(t, x, s, y) = g(t + T, x, s, y) for t ∈ [0,+∞),
x ∈ Ω, s ∈ R, y ∈ Rn.
This equation may be written in the abstract form as
v˙(t) = −Apv(t) + λv(t) + F (t, v(t)), t > 0. (6.21)
Definition 6.9. Let J ⊂ R be an interval. We say that v : J → Xα is a solution
of the equation (6.20), if u is a mild solution of (6.21).
From Lemma 6.3 it follows that F satisfies (F1) and (F2). Hence Theorem 3.3
implies that for any v¯0 ∈ Xα, equation (6.21) admits a mild solution u( · ; v¯0) :
[0,+∞) → Xα such that u(0; v¯0) = v¯0. Define the translation along trajectories
operator ΦT : X
α → Xα associated with (6.21) by
ΦT (v¯) := u(T ; v¯) for v¯ ∈ X
α.
Then ΦT is a completely continuous map as a result of Theorems 3.4 and 3.5. We
proceed to applications of the results obtained in previous sections to study the ex-
istence of periodic solutions. We start with the following criterion with Landesman-
Lazer conditions.
Theorem 6.10. Assume that there are continuous functions g± : Ω→ R such that
g+(x) = lim
s→+∞
g(t, x, s, y) and g−(x) = lim
s→−∞
g(t, x, s, y)
for x ∈ Ω, uniformly for t ∈ [0,+∞) and y ∈ Rn. If λ = λk for some k ≥ 1 and
either (LL1) or (LL2) is satisfied, then the equation (6.20) admits a T -periodic
solution.
In the proof we use the following index formula with Landesman-Lazer condi-
tions, which is an immediate consequence of Remark 6.2 (a) and Theorems 6.7 and
5.2.
Theorem 6.11. Under the assumptions of Theorem 6.10 there is R > 0 such that
ΦT (v¯) 6= v¯ for v¯ ∈ Xα with ‖v¯‖α ≥ R and
(i) degLS(I − ΦT , B(0, R)) = (−1)dk, if (LL1) holds;
(ii) degLS(I − ΦT , B(0, R)) = (−1)dk−1 , if (LL2) holds.
Proof of Theorem 6.10. By Theorem 6.11 and the existence property of topo-
logical degree, we see that each of the conditions (LL1) or (LL2) implies that there
is v¯0 ∈ Xα such that ΦT (v¯0) = v¯0. In view of assumption (E4) we infer that
F (t, v¯) = F (t + T, v¯) for t ≥ 0 and v¯ ∈ Xα, which implies that v¯0 is a starting
point of a T -periodic solution of (6.21) being, by definition, a T -periodic solution
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of (6.20). 
Now we prove the criterion with strong resonance conditions.
Theorem 6.12. Let Ω ⊂ Rn where n ≥ 3, be an open bounded set and assume that
there is a continuous function g∞ : Ω→ R such that
g∞(x) = lim
|s|→+∞
g(t, x, s, y) · s
for x ∈ Ω, uniformly for t ∈ [0,+∞) and y ∈ Rn. If λ = λk for some k ≥ 1
and either condition (SR1) or (SR2) is satisfied, then the equation (6.20) admits
a T -periodic solution.
In the proof we use the index formula with strong resonance conditions, which is
a direct consequence of Remark 6.2 (a) and Theorems 6.8 and 5.2.
Theorem 6.13. Under the assumption of Theorem 6.12 there is R > 0 such that
ΦT (v¯) 6= v¯ for v¯ ∈ Xα with ‖v¯‖α ≥ R and
(i) deg(I − ΦT , B(0, R)) = (−1)dk , if (SR1) holds;
(ii) deg(I − ΦT , B(0, R)) = (−1)dk−1 , if (SR2) holds.
Proof of Theorem 6.12. By Theorem 6.13 and the existence property of topo-
logical degree, we see that each of the conditions (SR1) and (SR2) implies the
existence of v¯0 ∈ Xα such that ΦT (v¯0) = v¯0. In view of assumption (E4) we de-
duce that F (t, v¯) = F (t + T, v¯) for t ≥ 0 and v¯ ∈ Xα and consequently v¯0 is a
starting point of a T -periodic solution of (6.21) and hence T -periodic solution of
(6.20). 
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