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In thispaper the rankcriterionof realizing themaximum information transmissionbasedon the topologyof
encodingnodesisfirstderived.ThentheVandermondematrixbaseddistributedrandomnetworkcodingapproachis
proposed,which canboth reduce the computational complexity of codingmatrix and increase the rank of it. The
implementation of theproposedapproach isdiscussed.Simulation results show that theproposedmethod ismore
efficientandeffectivethantheclassicalrandomdistributednetworkcodingmethod.
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Networkcodinghasemergedmoreadvantagessuchastheincreaseofnetworkcapacity,theimproveof
nodeloadbalance, thesaveofnodeenergyandthe improvementofsystemrobustness.Its theoriesand
applicationshavebecomenew research regions in the communication field [1] [2] [3].The techniques
canbedividedintolinearandnonlinearcodingbytherelationshipsofinputandoutputofcodingnodes,
intoconcentrateanddistributecodingbywhethercodingofnodesisassociationwitheachother.
Incodingmethodsforthedistributednetworkatransmittedpacketconsistsoftwoparts,theoverhead
and thepayload[4].Assumethat therearemsourcepackets,sp1,sp2,…,spm∈(GF(q))1×L,whichareall
rowvectors with L columns. Suppose the overhead is α1, α2,…, αm ∈ GF(q), then the payload
is
1

 
 
=
∑ ,whichisarowvectorwithLcolumns.Foronerelaynode,supposethereareNinputpaths
andMoutputpaths.DenotearowvectorwithLcolumnsXiasthepayloadontheinputpathi.As the
linear combination of rowvectors of  N input paths, denote a rowvector with L columns
1

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=
= ∑ asoutputpayloadontheoutputpathj,thereforetheoutputmatrixinthenodeis
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where the coding matrix
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 and coding coefficient tji is selected in an alphabet.
DefinearowvectorwithmcolumnsAiastheoverheadbeinginthesamepacketofXi.Definearow
vectorwithmcolumns
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=
=∑ as theoverheadbeing in the samepacketofYj.For the input
overhead matrix 1[ ... ]

  = and the output overhead matrix 1[ ... ]

  = we have the follow
relationship
B=TA(2)
Itmeans thatwhenT is selected to realize the linear combinationofX toobtainY, the same linear
combinationforAisrealizedtoobtainB1,B2,…,BM,whicharetransmittedinMpacketsseparately.
In the methods of distribute linear network coding they can be divided into definite coefficient
constructed method[5] and random coefficient constructed method[1][6] by the selection method for
codingcoefficienttji.Inthedefinitecoefficientconstructedmethodanetworkisdividedintomanysub
networks,thecodingsubspacesofanytwosubnetworksarelinearindependent.Themethodforcoding
needs only topology information of subnetwork, therefore its expansibility is better, but the scale of
alphabetforthewholenetworkislinearincreasedasthenumberofnodeincreasesinthenetwork.Inthe
randomcoefficientconstructedmethod,acodingmatrixofeverynodeisconstructedbyselectingtjiinan
alphabet uniformly based on the node topology. The scale of the alphabet is only sufficient for the
maximalnumberofinputandoutputinnodes.Becauseallthecodingmatrixesarenotguaranteedforfull
rank,themethodiswithacertainfailureprobabilityforsinkdecoding.Buttherandomnetworkcoding
hasemergedmoreexcellentapplicableforeground[7][8][9]asitneednotwholeregulationsandiswith
strongertopologyadaptability[10]andneedalessscaleofalphabet.
In thepaperamethodforproducingrandomlyacodingmatrixwithdefiniteconstructioninGF(q) is
given.Themethodholdstheadvantagesofthedefiniteandrandomcoefficientconstructedmethodsand
makes use of the form and some properties of VandermondeMatrix based on the topology of node.
Becausetherankof transfermatrixisusedtojudgeif thedecodingofasink  isguaranteedtosucceed
[11],therankcriterionofrealizingthemaximumforinformationtransmissiononthearbitrarytopology
of encoding nodes is proposed in second section. In third section a composing method for definite
constructionmatrixwithmaximumrank isproposedbyselectinganelement ina fieldofGF(q)witha
moderatescale,whichreducesgreatlycodingcostinnodes[12].Inforthandfifthsectionsthemethodis
implementedontwoinstances,i.e.themaximumandlosslessforinformationtransmissiononrelaynodes.
Thesimulation resultsaregiven in thesixthsection .Theperformancecomparisonbetween themethod
proposedinthepaperandclassicalmethodsfornetworkcodingisalsogiven.

AsTisselected,basedon(2)wehave
rank(B)≤rank(A)(3)
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
Therankcanbeusedtojudgeifthemaximumforinformationtransmissionisimplemented.Onetypical
instance is thatwhenM=N=mA,B,T are all squarematrices of dimensionm. Supposing  rank(A)= r.
Whenrank(T)=m,rank(B)=rank(TA)=randinformationis losslessduringcoding.Whenrank(T)<m,
rank(B)<r and information loss is unavoidable. In this case if T is selected uniformly in GF(q), the
probabilityofrank(T)<mis
1
1
1 (1 ) 

 − −
=
− − ≥∏ ，whichisnotnegligiblewhenqisnotgreat[4].
When the information lossaccumulatesduring theprocessofcodingbynodes in thenetwork, thesink
cannotcorrectlydecodethesourcepackets.AnotheroccasionisthatwhenM<N,wehaverank(B)≤M<r,
the information may be lose. Therefore the rank criterion of realizing the maximum for information
transmissionis
rank(B)≤min{M,r}(4)
whenTisfullrankthemaximumforinformationtransmissioncanbedoneand
rank(B)=min{M,r}(5)

Inorder to reducecomputation loadof a codingnodewithN inputpaths andMoutputpaths, let a
codingmatrixwithMcolumnsandNrowsbe

 (6)


whereα=βw,(w,q1)=1,βisonefixedgeneratorofGF(q)*,whichisthemultiplicationgroupofthefield
GF(q), α is also the generator ofGF(q)*. This selection aims tomake the αk asmutually different as
possible.Whenq1≥max{M,N},αkfor0≤k≤M1aremutuallydifferent,sothatTisfullrankand
rank(T)=min{M,N}(7)ٛ 
Comparing with the conventional random methods the method either generates T with definite
construction, which is an advantage of the definite coefficient constructed methods, or selectes α
randomly in the generators of GF(q)* with a moderate scale, which is an advantage of the random
coefficientconstructedmethods.ThetwoadvantagesassureTmaximumrank.Thereforethemethodfor
generatingcodingmatrixbasedonVandermondeMatrixbothgetscodingmatriceswithmaximumrank
andreducesgreatlythecomputationonrelaynodes.
 > 
For theoccasion thatN isoftengreater than r= rank(A) in communication network, if thecompute
abilityisenough,itmaybedonetofindthemaximumlinearindependentsetA1,A2,…,ArinA1,A2,…AN
atfirst,andthentoproduce


 (8)
1
1 ( 1)( 1)
1 1 ... 1
1 ...
... ... ... ...
1 ...

  

α α
α α
−
− − −
  
 
=  
  
1
1 ( 1)( 1)
1 1 ... 1
1 ...
... ... ... ...
1 ...

  

α α
α α
−
− − −
  
 
=  
  
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
by the method in above section. The linear combination of output overheads is performed based on
A1,A2,…,Arandthemaximumforinformationtransmissionisrealized.
Considering the finity of compute ability on a relay node, a fast algorithm with computational
complexityO(k2) is proposed to find themaximum linear independent set. In this algorithm,wedon’t
make the uppertriangulation. We generate row vectors with ‘different positions of first nonzero
elements’. For the set of vectorswith different positions of first nonzero elements, these elements are
linearlyindependent.Thefastalgorithmisasfollows:
Initial: Let themaximum linear independent set S=φ,rank(S)=0. Let the number of vectors in S be
N(S)=0.LettheindicatorfunctionofSbef(k)=0forall1≤k≤N,forwhichf(k)=1ifAk=[αk1,αk2,…,αkm]
∈S.Letstart(i)denotetheindexofvectorinSwiththefirstnonzeropositioni.Initializestart(i)tobeall
zero.LettherowvectorwithmcolumnbeRstart(i)。
Step1:MakeacopyofAkasA‘kfor1≤k≤N.
Step2:For1≤k≤N,performthefollowingstepsfortheoverheadA‘k.
fori=1tom
ifA‘k≠0
if(A‘k=aki≠0)
if（start(i)=0）then
S←S∪{A‘k},N(S)←N(S)+1,
Start(i)←N(S),RN(s)←A‘k，f(k)←1,
andthenexittheloop;
else
computethemultiplicationfactor
D=(Rstart(i)[i])1A‘k[i]byRstart(i)
forj=itom
 A‘k[j]←A‘k[j]D×Rstart(i)[j]
endfor
endif
endif
endfor
Step3:outputtheset{Ak|f(k)=1}asthemaximumlinearindependentset.
Asrank(S)=r,Scanbedescribedas{Ak|1≤k≤r}.Becauseofr<N,wegetthelinearcombinations
onthe{Ak|1≤k≤r}insteadofA.Thecomputationalcomplexitytogettherankofkvectorsbymaking
the uppertriangulation is O(k2), the computational complexity to get the rank of every  S∪{Ak} by
Gong Maokang and Song Qi / Physics Procedia 24 (2012) 1845 – 1850 1849


making the uppertriangulation is O(k3). The computational complexity of  the fast algorithm is
O(k2),whichcanreducescomputationandstorageonrelaynodes.

min{ , }  ≥ 
The lossless information transmission can be done when the input paths and the output paths on a
coding node are both not less than r. For the arbitrary submatrix with rdimension    in (8),
det ( ) 0     α α≠= − ≠∏ and Tr is Vandermonde Matrix. Any r payloads by (1) and
Bi1,Bi2,…,BirstructureMoutputsonthenodetorealizelosslessinformationtransmission.
TABLEI.COMPARISONSOFSUCCESSFULDECODINGRATEFORSINK1
     
0.00 0.93383 0.92659 0.93252 0.96721 0.96649
0.01 0.78894 0.76544 0.79002 0.81906 0.81964
0.02 0.65989 0.62126 0.66106 0.68965 0.68971
0.03 0.54889 0.49890 0.55003 0.57424 0.57560
0.04 0.45545 0.39796 0.45552 0.48023 0.48114
0.05 0.37381 0.31362 0.37225 0.39041 0.39046
0.06 0.30140 0.24435 0.30283 0.32217 0.32217
0.07 0.24177 0.18762 0.24198 0.26053 0.26141
0.08 0.19155 0.14381 0.19170 0.20693 0.20687
0.09 0.15207 0.10836 0.15241 0.16687 0.16735
0.10 0.12102 0.08447 0.12083 0.13188 0.13199
TABLEII.COMPARISONSOFSUCCESSFULDECODINGRATEFORSINK2
     
0.00 0.89400 0.80815 0.90625 0.93798 0.94016
0.01 0.73032 0.63165 0.73005 0.77400 0.77471
0.02 0.59654 0.49016 0.59551 0.63662 0.63801
0.03 0.48284 0.37179 0.48425 0.51785 0.51813
0.04 0.39204 0.28554 0.39096 0.42566 0.42600
0.05 0.31135 0.21373 0.31236 0.34301 0.34374
0.06 0.25148 0.15821 0.25185 0.27664 0.27705
0.07 0.19800 0.11780 0.19759 0.21921 0.22022
0.08 0.15269 0.08554 0.15354 0.17379 0.17443
0.09 0.12113 0.06270 0.12068 0.13883 0.13779
0.10 0.09265 0.04604 0.09353 0.10745 0.10821

Thesimulationresultsaredoneunderarandomgeneratingnetworkwithasourceandtwosinks,and
with97relaynodeswiththeinputandoutputpathaveragemorethan14,Toneveryrelaynodeischosen
onGF(32)insamemethod.Theperformancesoffivemethods(M1,M2,M3,M4,M5)aretestedforsome
fixedLinkFailureRate(LFR)i.e.0.00~0.1.ForeachLFR100000transmissionsaretestedtocompute
theratethatthesinkcansuccessfullydecodethesourcepackets.14sourcepacketsaretransmittedineach
transmission.IntheTablesIandTableIIM1meansTM×Nisrandomlygenerated,M2meansTM×Nwith
uppertriangularconstruction is randomlygenerated,M3meansTM×N isgeneratedbyusing the tryand
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errormethod,M4meansTM×Nisgeneratedbythemethodinsection3,M5meansTr×risgeneratedby
the method in section 4 and 5 . From  Table I and Table II the order from better toworse decoding
performanceisM5,M4,M3,M1andM2.Thisisbecausethatinthosenodessatisfyingcertainconditions,
M5 either ensuresT  full rankor generatesmaximum independent vector set of inputswhileM4only
ensuresTfullrank,sotheperformanceofM4isslightlyworsethanM5.Theprobabilityofgenerating
TM×N with full rank by tryanderror in M3 is greater than M1 but less than M5 and M4, so the
performancesofM3andM1areworse thanM4andM5. InM2TM×N isgeneratedbyuppertriangular
construction,becauseoftheexistenceofnodeswithM<N,thereforetheprobabilityofrank(B)<rnk(A)is
verygreataswellastheprobabilityofthelossofinformationintransmission,sotheperformanceofM2
istheworst.TheorderfromlightertoheaviercomputationalburdeninsequenceisM1,M4,M2,M5,M3
approximately.SothesynthesisperformanceofM4isthebestin5methodsabove.

The twomain indexes formeasuring the validityofdistribute linear randomnetworkcodingare the
successfuldecodingrateforsinkandthecostofcomputationonencodingnodes，whichmeansmainly
the amounts of compute and nodes storage. Themethod based VandermondeMatrix proposed in the
paper shows  has many advantages over the traditional methods, such as the low cost and structured
encoding.Themethodhasexcellentapplicationforegrounds.

[1]TraceyH,MurielM,RalfK,etal.ARandomLinearNetworkCodingApproachtoMulticast[J]IEEETran.OnInfo.Theory,
2006,52(10):4413~4430.
[2]TraceyH,BenL,RalfK,etal.ByzantineModificationDetectioninMulticastNetworksWithRandomNetworkCoding[J]
IEEETran.OnInfo.Theory,2008,54(6):2798~2803.
[3] YangLin，ZhengGang ,HuXiaohui.ResearchonNetworkCoding:ASurvey [J]. Journal ofComputerResearchand
Development,2008,45(3):400~407.
[4]AdrianTC,AlexG.OnRandomNetworkCodingforMulticast[C].SIT2007,Nice,France,June2429,2007:1591~1595.
[5]JinJ,Baochun,L,TaegonK.ISRandomNetworkCodingHelpfulinWiMAX[C].INFOCOM2008,Phoenix,Arizona,USA,
April1319,2008:191~195.
[6]ElenaF,Michele,JW,etc.OnMACSchedulingandPacketCombinationStrategiesforPracticalRandomNetworkCoding
[C].ICC2007.Lusan,China.Oct.10132007:3582~3589.
[7] Ralf K,Frank R,Kschischang. Coding for Errors and Erasures in RandomNetwork Coding[C]. ISIT2007. Nice, France.
June24~29,2007:791~795.
[8] Yoshihisa K, Hiroyuki Y,Shinji Y, et al . Reliable Wireless Broadcast with Random Network Coding for RealTime
Applications[C].WCNC2009,Budapest,Hungary.April582009:1~6.
[9]MeaW,BaochunL.R2RandomPushwithRandomNetworkCodinginLivePeertoPeerStreaming[J].IEEEJournalON
SelectedAreasInCommunications,25(9),2007:1655~1666.
[10]MajidC,DonT,JimK.ReliabilityGainofNetworkCodinginLossyWirelessNetworks[C]INFOCOM2008.Phoenix,
Arizona,USA.April1319,2008:196~200.
[11]SvitlanaV,TraceyH,ElonaE.OnNoncoherentCorrectionofNetworkErrorsandErasureswithRandomLocations[C]
ISIT2009,Seoul,Korea,June28~July3,2009:996~1000.
[12]TaoC,TraceyH,LijunC.Distributedminimumcostmulticastingwithlosslesssourcecodingandnetworkcoding[C],46th
IEEEConf.OndecisionandControlNewOrleans,LA,USA,Dec.1214,2007:206~511.

