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Abstract.
Using a Lax pair based on twisted affine sl(2, R) Kac-Moody and Virasoro algebras, we deduce
a r−matrix formulation of two dimensional reduced vacuum Einstein’s equations. Whereas the
fundamental Poisson brackets are non-ultralocal, they lead to pure c-number modified Yang-Baxter
equations. We also describe how to obtain classical observables by imposing reasonable boundary
conditions.
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1 Introduction
Quantization of gravitation is still today, one of the most challenging problem in theoretical physic.
A possible approach to have an idea of what happens when passing from classical theory to the
quantum one consists in trying simpler models. The case of two commuting Killing vector reduc-
tion of source-free general relativity is probably one of the most interesting. This model has the
particularity to exhibit an infinite dimensional symmetry group, the so-called Geroch group [1].
It is known to be integrable since the works of Belinskii, Zakharov and Maison [2, 3]. One way
to quantize is to apply methods used for standard integrable models. This quantization problem,
which is equivalent to SL(2,R)/SO(2) coset space σ-models coupled to two-dimensional gravity
and a dilaton (it can be generalized to G/H coset space), has been of course the subject of several
papers ([4, 5] and references therein).
Before trying to quantize this system, it is necessary to study in details the Poisson algebra.
The classical theory is also interesting for its own. An extensive work has already been done in this
domain by Julia, Korotkin, Nicolai and Samtleben [4, 5, 6]. A dynamical r−matrix formulation of
the model has been proposed (see e.g. [5]) where the dilaton is given a priori. A restriction of this
approach is that the brackets are evaluated on the constraint surface, which prevents deduction of
the associated Yang-Baxter equations. In [7] an expression was proposed for the Lax connection
based on twisted sl (2, R) affine Kac-Moody and Virasoro algebras that reproduces the equations of
motion. Using dressing transformations, it provides a rather elegant method to generate solutions
[8]. The aim of this article is to show that this form of the Lax connection can also provide a good
basis to obtain a r−matrix formulation of this problem. This means that all fields are considered
as dynamical variables and pure c-number Yang-Baxter equations can be deduced. The structure
we obtain is closed to Toda affine model’s one. We hope that we will be able to transpose what
have been done in this domain to our problem. This will provide an alternative algebraic approach
for the quantization of 2d reduced gravity and thus a complementary point of view to what has
already been done.
This paper is organized as follow. Section 2 sums up some of the main results of [7], in particular
we introduce the Lax pair. Section 3 deals with the Hamiltonian formulation of the theory. The
calculation of the Poisson brackets of the Lax connection, the key point of this paper, and the
deduction of the associated Yang-Baxter equations are described in section 4. We show that despite
the r−dynamical behavior of the model, we obtain pure c-number modified Yang-Baxter relations
of kind
[rǫ112, r
ǫ2
23] + [s
ǫ2
23, s
ǫ3
31] + [s
ǫ3
31, r
ǫ1
12]−
1
2
k2s
ǫ3
31 −
1
2
k3r
ǫ1
12 −
1
4
[U23, c12] = 0
that can be interpreted as consistency conditions for a simpler static linear model (but still lack
of a quadratic interpretation). As an application of the previous results, we determine the Poisson
brackets of monodromy matrices in section 5, and we point out the problem of coincident points.
Section 6 is an attempt to find classical observables. We show that if we impose reasonable bound-
aries conditions, it is possible to construct an infinite set of these objects. Finally, we have gathered
in Appendix A and B, some expressions and sketches of demonstrations related to section 4.
2 Equation of motion and Lax connection
In this section, we will review some basics facts and results found in [7]. We will also introduce
notations used in this article. Let us recall the parameterization we choose for the metric :
ds2 = ρ
1
2 e2σ̂(−dt2 + dx2) + ρSij(x, t)dyidyj (1)
where ρ is called the dilaton and σ̂ the conformal factor. The symmetric 2×2 matrix S, normalized
by det(S) = 1, can be written as S = VtV, where V is an element of SL (2, R). V is equivalent
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to internal zweibein, up to a
√
ρ factor. There is a manifest local SO(2) gauge symmetry when
multiplying V to the left with any element of SO(2).
We introduce the decomposition of sl(2, R) = h ⊕ g where h = so(2) is the maximal compact
subalgebra of sl(2, R). We will use the following notation for the generators : Tα with a Greek index
correspond to the generator of h and T a with a Latin index correspond to the generators of g. We
choose these generators such that they are orthogonal and normalized with respect to the Killing
form. To formulate the vacuum Einstein’s equation (the so-called Ernst’s equations), we introduce
the connection V∂V−1. We denote each component of this connection as Px +Qx = V∂xV−1 and
Pt +Qt = V∂tV−1, where P is an element of g and Q belong to h. With these objects, Einstein’s
equation can be brought to the form
∂xQt − ∂tQx + [Qx, Qt] + [Px, Pt] = 0 (2)
∂xPt + [Qx, Pt] = ∂tPx + [Qt, Px] (3)
∂x (ρPx) + [Qx, ρPx] = ∂t (ρPt) + [Qt, ρPt] (4)(
∂2t − ∂2x
)
ρ = 0 (5)
((∂t ± ∂x) ρ) (∂t ± ∂x) σ̂ = −ρ1
2
tr
(
(Px ± Pt)2
)
(6)
Before dealing with the Lax connection, we shall introduce the algebra we will use. Consider
the sl(2, R) affine Kac-Moody algebra defined by the commutation relations :
[Xλn, Y λm] = [X,Y ]λm+n + n
k
2
tr (XY ) δn+m,0 (7)
We twist this algebra with the order two automorphism that leaves h invariant. It means that for
some element Xλn, if n is even, then X is an element of h, else X is an element of g. In fact,
we will use the semi direct product of this algebra with the Virasoro’s one. We recall that the
commutation relations for the Virasoro algebra are
[Ln, Lm] = (n−m)Lm+n + n(n2 − 1) c
12
δn+m,0
and the crossed Lie bracket is [Ln,Xλ
m] = −m2 Xλn+m. For convenience, we introduce a particular
notation for two elements of the Virasoro algebra E± = L0 − L±1 which verify the commutation
relation [E+, E−] = E+ + E−.
As we said before, the model is integrable. It means that an auxiliary linear system
(∂t +At)Ψ = 0 and (∂x +Ax)Ψ = 0 (8)
can be found such that the zero curvature condition [∂t +At, ∂x +Ax] = 0 reproduces the equations
of motion. The expression of the components of Lax connection that fulfills this requirement, is
Ax = −1
2
ρ−1(Πσ̂ − ∂xρ)E+ −
1
2
ρ−1(Πσ̂ + ∂xρ)E− +
1
2
(Pxa + Pta)T
aλ
+
1
2
(Pxa − Pta)T aλ−1 +QxαTα +Πρ k
2
(9)
At = −1
2
ρ−1(Πσ̂ − ∂xρ)E+ +
1
2
ρ−1(Πσ̂ + ∂xρ)E− +
1
2
(Pxa + Pta)T
aλ
−1
2
(Pxa − Pta)T aλ−1 +QtαTα − ∂xσ̂ k
2
(10)
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where Πσ̂ = −∂tρ and Πρ = −∂tσ̂.
We will often use the notation A for Ax and the term connection for the Lax connection (from
now, we will deal no more with the connection V∂V−1, so there will be no misunderstanding). Notice
that the zero curvature condition reproduces the equations of motion (2) to (5) and a second order
equation for σ̂ (
∂2t − ∂2x
)
σ̂ = −1
2
tr
(
P 2x − P 2t
)
(11)
which is a consequence of the two linear equations for the conformal factor (6).
This connection was first used as a powerful method to generate solutions to Einstein’s equa-
tions. Readers who are interested, can found details in [7] and [8]. When comparing with other
Lax connection used in the literature (see e.g.[4, 5]), we remark that all fields are considered on an
equal footing (in general, the dilaton is supposed to be given and the conformal factor is deduced
from the other variables). So, if we want to consider all of them at the same time, this connection
seems to be a good candidate. We will see that it introduces no additional difficulty and, at the
contrary, yields simpler and more compact expressions for the Poisson brackets for the connection.
3 Action and canonical brackets
The hamiltonian formulation of 2d reduced gravity, has already been studied in various papers
[6, 4, 5]. So, up to some minor changes, the formulation we shall use is identical to what can be
found in the literature. Let us recall it.
First of all, let describes our phases space. It is defined by the canonical variables Px, Qx, ρ, σ̂
and their associated momenta ΠP ,ΠQ,Πρ,Πσ̂ . Here we use the canonical Poisson brackets to define
the symplectic structure ({ρ(x),Πρ(y)} = δ(x − y) and so on).
To make contact with the model, we have to express the quantities Pt and Qt in terms of the
canonical variables. We also need the generators of the transformations associated to the invariances
of our system which are invariance under reparameterization and the local SO(2) invariance. To
solve this problem, we can either try to deduce these formulae from some mathematical procedures
(see [5] for example), or just give expressions as definition and verify if this choice is coherent. Here,
we will adopt the second method. First we define the variable Pt as
− ρPt = ∂xΠP + [Qx,ΠP ] + [Px,ΠQ] (12)
Qt will be considered to have vanishing brackets with all variables.
This phase space is reduced by the three constraints arising from the gauge invariance mentioned
above. First we have the Hamiltonian H which can be written as
H = −ΠρΠσ̂ − ∂xρ∂xσ̂ +
1
2
ρtr
(
P 2t + P
2
x
)
+ tr (QtΦ) (13)
With this expression for the Hamiltonian, the equations of motion (2-5 and 11) are correctly
reproduced (the brackets needed for these calculations are given below). We still have two other
generators of gauge transformations. We denote P the generator of diffeomorphisms in the spatial
direction whose expression is
P = Πρ∂xρ+Πσ̂∂xσ̂ + ρtr (PtPx) + tr (QxΦ) (14)
The linear combinations C± = H±P ≈ 0 of these two constraints are equivalent to the two linear
equations for the conformal factor (6). Finally, the generator Φ of the SO(2) gauge invariance takes
the following form
−Φ = ∂xQx + [Qx,ΠQ] + [Px,ΠP ] (15)
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It could be easily verified that Φ belongs to so(2). Notice that all these constraints are first class
constraints.
We will use the standard index-free tensor notation. For some element X, we define X1 ≡ X⊗I
and X2 ≡ I ⊗X. We will also introduce the decomposition of the Casimir element C12 of sl(2, R):
C12 = c12 + d12 with c12 = Tα ⊗ Tα and d12 = T a ⊗ Ta. The validity of this decomposition is due
to orthogonality of generators with respect to the Killing form.
We shall list all the basic Poisson brackets needed for further calculations.
{Pt1(x), Pt2(y)} = ρ−2(x)δ(x − y) [d12,Φ2(x)]
{Pt1(x), Px2(y)} = ρ−1(x)δ′(x− y)d12 + ρ−1(x)δ(x − y) [d12, Qx2(x)]
{Pt1(x), Qx2(y)} = ρ−1(x)δ(x − y) [d12, Px2(x)]
{Φ1(x),Φ2(y)} = δ(x− y) [c12,Φ2(x)]
{Pt1(x),Φ2(y)} = −δ(x− y) [c12, Pt1(x)]
{Px1(x),Φ2(y)} = −δ(x− y) [c12, Px1(x)]
{Qx1(x),Φ2(y)} = δ′(x− y)c12 + δ(x− y) [c12, Qx2(x)]
The four last commutators show that Φ is the generator of the local SO(2) invariance. Equivalent
calculations can be done to prove other expressions.
4 Poisson brackets for the Lax connection
4.1 Main result
Now that we have defined the Poisson algebra, we can deduce the Poisson bracket for the Lax
connection (the so-called fundamental Poisson brackets). The raw formula derived from a direct
calculation, is quite long and has no pedagogic interest. We won’t write its expression (readers who
want to obtain it will encounter no difficulty). What is really interesting is that it can be put on a
r−matrix form. A brief survey of the method used to find this expression is described in Appendix
A. The result we have obtained is
{A1(x), A2(y)} = 1
ρ(x)
δ(x− y) ( [rǫ12, A1(x)] + [sǫ12, A2(x)] )
+
(
1
ρ(x)
s12 − 1
ρ(y)
r12
)
∂xδ(x− y) (16)
− 1
8
1
ρ2(x)
δ(x− y) [U12,Φ1(x)− Φ2(x)]
where
U12 = d12(λ1 − λ−11 )(λ2 − λ−12 )
This formula is the one obtained in the case of non-ultralocal theories [9] with an additional
term coming from the local SO(2) invariance. This term has to be considered with caution when
dealing with the Jacobi identity. Here are the expressions of the r− and s−matrices :
r±12 =
1
2
(1− λ21)(1− λ22)
λ21 − λ22
c12 +
1
2
λ1λ
−1
2 (1− λ22)2
λ21 − λ22
d12 ∓ 1
2
(
E± ⊗ k + 1
2
k ⊗ (E+ + E−)
)
(17)
s±12 =
1
2
(1− λ21)(1− λ22)
λ21 − λ22
c12 +
1
2
λ−11 λ2(1− λ21)2
λ21 − λ22
d12 ∓ 1
2
(
k ⊗E∓ + 1
2
(E+ + E−)⊗ k
)
(18)
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The matrices involved here are pure c-number, all coordinates dependencies have been factorized
in the ρ−1 factors. The rational functions that appear in (17) and (18), have only a meaning as
formal power series. So, whether we choose |λ1| < |λ2| or |λ1| > |λ2| when developing, we obtain
two different sets of matrices (here + convention refers to the case |λ1| < |λ2|). Fully developed
formulas are given in appendix A.
Although our Lax connection is not exactly the same that the one used by Korotkin and
Samtleben in [5], it however is possible to compare some pieces of (16) with their expression. The
algebra we used is just a way to eliminate the coordinates dependence of the moving poles. In order
to compare the two formulae we have to restore this dependence. It can be achieved by formally
substituting 1−γ1+γ by λ where γ is the moving pole (a detailed explanation of this equivalence can be
found in [8]). One can now see, their ultralocal part of the Poisson brackets for the connection is
equivalent to ours if we just keep the loop part of the r−matrices (remember that the introduction
of the central extension k and the Virasoro algebra is a method to take ρ and σ̂ into account).
The case of the non-ultralocal part is more difficult. No direct comparison can be done because
the dilaton produces additional terms. Notice that their brackets is calculated on the constraint
surface, thus they have no additional term involving Φ and they can’t explicitly verify the Jacobi
identity (which imply that Yang-Baxter equations can’t be found).
Now, the fundamental Poisson brackets have to satisfy the standard relations of Poisson brackets
and to be independent of the convention we choose. We will focus here on antisymmetry and
independence, dealing with the Jacobi identity in the next subsection. Proofs of these two properties
lie on the same relations of the r−matrices, that can be divided into two sets. On one hand, there
is a set a pure numerical identities :
rǫ12 = −s−ǫ21
rǫ12 − r−ǫ12 = sǫ12 − s−ǫ12 (19)
U12 = U21
and on the other hand, we have got a relation involving connection and dilaton :
[rǫ12 − r−ǫ12 , A1 +A2] = −
(
ρ−1∂x
)
ρ(rǫ12 − r−ǫ12 ) (20)
Using these formulae, antisymmetry and independence can be easily shown. For example, from
eq.(19), we have
{A1(x), A2(y)}
∣∣∣
ǫ=+
− {A1(x), A2(y)}
∣∣∣
ǫ=−
= ρ−1(x)[r+12 − r−12, A1(x) +A2(x)] δ(x− y)
+
(
r+12 − r−12
)
(ρ−1(x)− ρ−1(y)) ∂xδ(x− y)
Now with eq.(20) and the identity (ρ−1(x)− ρ−1(y)) ∂xδ(x− y) = ρ−2(x) ∂xρ δ(x− y), we easily
prove that the right hand-side of the above equation vanishes.
Notice that in more conventional cases like Toda field theories, only numerical relations are
used. In particular the difference r+12 − r−12 is generally proportional to the Casimir tensor which
would simplify (20). This more complicated form is a consequence of the ρ−1 terms in (16).
4.2 Jacobi identity and Yang-Baxter equations
Finally, we have to prove the validity of the Jacobi identity. Performing the calculation leads to
the following formula :
{A1(x), {A2(y), A3(z)}}+ perm. = ρ−2(x)δ(x − y)δ(y − z) ([A1(x), A123] + perm.)
+
(
∂xρ
−2
)
δ(x− y)δ(y − z) (B123 + perm.) (21)
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+ ρ−3(x)δ(x − y)δ(y − z) ([Φ1(x), C123] + perm.)
+ ρ−2(x)δ(y − z)∂xδ(x− y)D123 + perm.
Explicit expressions of A123, B123, C123 and D123 are gathered in appendix B. The fact that
eq.(21) is equal to zero, is a consequence of the properties of A123 and C123. One can shown they
are invariant under cyclic permutations and equal to zero (we left details in appendix B). This leads
to the modified Yang-Baxter equations
[rǫ112, r
ǫ2
23] + [s
ǫ2
23, s
ǫ3
31] + [s
ǫ3
31, r
ǫ1
12]−
1
2
k2s
ǫ3
31 −
1
2
k3r
ǫ1
12 −
1
4
[U23, c12] = 0 (22)
[rǫ223, U12] + [s
ǫ2
23, U13] +
1
2
k3U12 − 1
2
k2U13 = 0 (23)
Notice that the choice of the three conventions has to be consistent. This condition can be written
as |ǫ1 + ǫ2 + ǫ3| = 1.
Thus, the validity conditions of the Jacobi identity are pure c-numbers equations. It could seem to
be a miracle, especially when looking at first sight at equation (16) with its explicit ρ dependence.
Actually this dependence is encoded in the terms involving the central extension. The SO(2)
gauge invariance generates the term [U23, c12] and eq.(23). If we want to compare these Yang-
Baxter equations with those obtained in simpler cases, we have to drop the central extension and
the local SO(2) constraint. In this case, we obtain the same results as in the case of non-ultralocal
theories with constant r−matrices (see [9]).
A possible interpretation of these Yang-Baxter equations is as consistency conditions for linear
Poisson brackets involving three objects L± and φ. Defining the following algebra
{
L±1 , L
±
2
}
=
[
rǫ12, L
±
1
]
+
[
sǫ12, L
±
2
]
+
1
2
k2L
±
1 −
1
2
k1L
±
2 −
1
8
[U12, φ1 − φ2]{
L+1 , L
−
2
}
=
[
r−12, L
+
1
]
+
[
s−12, L
−
2
]
+
1
2
k2L
+
1 −
1
2
k1L
−
2 −
1
8
[U12, φ1 − φ2]{
L−1 , L
+
2
}
=
[
r+12, L
−
1
]
+
[
s+12, L
+
2
]
+
1
2
k2L
−
1 −
1
2
k1L
+
2 −
1
8
[U12, φ1 − φ2]{
L±1 , φ2
}
=
1
2
[
L±1 − L±2 , c12
]
{φ1, φ2} = 1
2
[φ1 − φ2, c12]
We suppose that k commutes with all other elements. U12 and c12 are considered to be symmetric
when permuting the two spaces. r12 and s12 have to fulfilled (19) and (20) with ρ constant (thus
right-hand side of (20) vanishes). Under these assumptions, Yang-Baxter equations (22) and (23)
can be deduced from Jacobi identity of this algebra.
Finally, remark that all these formulae are independent from the choice of SL(2, R)/SO(2)
coset model. The generalization to any G/H coset is obvious : the tensors c12 and d12 have to be
replaced by those of the new algebra.
5 Monodromy matrices
Now that we have determined the Poisson brackets of the Lax connection in the previous section,
we can go further and calculate those of the monodromy matrices. So we want to determine
{Ψ1(x, x0),Ψ2(y, y0)} , where x > x0, y > y0 and the four points are distinct points. The way to
achieve this calculation is as follows. We will use the Leibniz rule
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{Ψij(x),Ψkl(y)} =
∫ ∫
dzdz′
δΨij(x)
δAmn(z)
{
Amn(z), Am′n′(z
′)
} δΨkl(y)
δAm′n′(z′)
The only difficulty is to find the functional derivative of Ψ(x, x0) with respect to A(z). It can
be done by solving the differential equations
∂xδΨ(x, x0) + A(x) δΨ(x, x0) + δA(x) Ψ(x, x0) = 0
∂x0δΨ(x, x0) − δΨ(x, x0) A(x0) − Ψ(x, x0) δA(x0) = 0
With the condition δΨ(x, x) = 0, the solution is given by
δΨ(x, x0) =
∫ +∞
−∞
dz Θ(x− z) Θ(z − x0) Ψ(x, z) δA(z) Ψ(z, x0)
where Θ(x) is the Heaviside function (Θ(x) = 1 for x > 0, Θ(x) = 0 elsewhere). The rest of the
calculations is quite easy, consisting in putting together terms to form total derivatives. Thus, we
obtain the following expression :
{Ψ1(x, x0),Ψ2(y, y0)} = −Θ(y, x, y0) ρ−1(x) Ψ2(y, x) rǫ12 Ψ1(x, x0)Ψ2(x, y0)
−Θ(x, y, x0) ρ−1(y) Ψ1(x, y) sǫ12 Ψ1(y, x0)Ψ2(y, y0)
+Θ(y, x0, y0) ρ
−1(x0) Ψ1(x, x0)Ψ2(y, x0) rǫ12 Ψ2(x0, y0) (24)
+Θ(x, y0, x0) ρ
−1(y0) Ψ1(x, y0)Ψ2(y, y0) sǫ12 Ψ1(y0, x0)
−1
8
∫ +∞
−∞
dz Θ(x− z)Θ(z − x0)Θ(y − z)Θ(z − y0)
ρ−2(z) Ψ1(x, z)Ψ2(y, z) [U12,Φ1(z) − Φ2(z)] Ψ1(z, x0)Ψ2(z, y0)
with Θ(x, y, z) equal to 1 if x > y > z, and 0 for the other case.
We can easily verify that these brackets are consistent. It is also a consequence of relations
(19), (22), (23) and (20). This last one gives the following relation for monodromy matrices
ρ−1(x)
(
rǫ12 − r−ǫ12
)
Ψ1(x, y)Ψ2(x, y) = ρ
−1(y) Ψ1(x, y)Ψ2(x, y)
(
rǫ12 − r−ǫ12
)
(25)
We need also to evalute the brackets between Ψ and ρ that can be deduced form those of A and ρ
{A(x), ρ(y)} = −1
2
δ(x− y) k (26)
{Ψ(x, y), ρ(z)} = 1
2
Θ(x− z) k Ψ(x, y) − 1
2
Θ(y − z) k Ψ(x, y) (27)
What happens if we let the two ending points (or the two starting points) tend to the same
value? In this case, we have to face to a well-known problem of non-ultralocal theories (see [10] for
example) that the brackets are ill-defined (in particular, the Jacobi identity is no longer valid). In
the case of non-linear sigma models, it has been shown [11] that no regularization of the Poisson
brackets is coherent. One way to go beyond this problem is to have additional informations about
the boundaries conditions. For example, if we consider ρ as the radial coordinate, we can choose a
frame such that ρ(x) tends to ∞ when x goes to a given point x∞. If we take this naive limit in
eq.(24), assuming that the Ψ(x, x∞) terms have a good behavior compared to ρ−1(x), we obtain
the following relation
{Ψ1(x, x∞),Ψ2(y, x∞)} = −Θ(y − x) ρ−1(x) Ψ2(y, x∞)Ψ−12 (x, x∞) rǫ12 Ψ1(x, x∞)Ψ2(x, x∞)
−Θ(x− y) ρ−1(y) Ψ1(x, x∞)Ψ−11 (y, x∞) sǫ12 Ψ1(y, x∞)Ψ2(y, x∞)
−1
8
∫ +∞
−∞
dz Θ(x− z)Θ(y − z) ρ−2(z) Ψ1(x, x∞)Ψ2(y, x∞) (28)
Ψ−11 (z, x∞)Ψ
−1
2 (z, x∞) [U12,Φ1(z)− Φ2(z)] Ψ1(z, x∞)Ψ2(z, x∞)
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It can be shown that the above definition, these brackets are well-defined. We focus the readers
attention on the consequences of this limit for relation (25). We obtain(
rǫ12 − r−ǫ12
) (
ρ−1(x)Ψ1(x, x∞)Ψ2(x, x∞)
)
= 0
This boundaries condition implies that ρ−1Ψ1Ψ2 has to be in the kernel of rǫ12−r−ǫ12 , which imposes
strong constraints on Ψ.
Can we go further? If we keep in mind the equivalence of ρ as the radial coordinate, it would
seem interesting to consider the case ρ = 0. It could be a way to define an algebra for spatially
independent objects. Unfortunately, it leads to more difficult problems when trying to evaluate
Poisson brackets of these objects. But as we shall see in the following section, such an approach is
more successful when studying physical observables.
6 Classical observables
6.1 General Framework
By definition, classical observables are functionals of the phase space variables that commute with
the constraints. Before finding these observables, we need some preliminary calculations. First, we
have to determine the commutators between the constraints and the connection :
{H(x), Ax(y)} = At(x)∂xδ(x− y)− [Ax(x), At(x)] δ(x − y)
−ρ−1(x) [Φ(x), Pt(x)] δ(x− y) (29)
{P(x), Ax(y)} = Ax(x)∂xδ(x− y) (30)
{Φ1(x), Ax2(y)} = [c12, Ax2(x)] δ(x− y) + ∂xδ(x− y)c12 (31)
The equivalent relations for the wave function can be found by solving the differential equation as-
sociated to one of the commutators, obtained when derivating with respect to the spatial parameter
of the wave function. Thus, we deduce the following identities (on the constraint surface):
{H(x),Ψ(y, z)} = At(y)Ψ(y, z)δ(x − y)−Ψ(y, z)At(z)δ(x − z) (32)
{P(x),Ψ(y, z)} = Ax(y)Ψ(y, z)δ(x − y)−Ψ(y, z)Ax(z)δ(x − z) (33)
{Φ1(x),Ψ2(y, z)} = c12Ψ2(y, z)δ(x − y)−Ψ2(y, z)c12δ(x− z) (34)
Finding quantities that have vanishing brackets with the local SO(2) constraint is quite obvious.
If we consider ζ defined by ∂µζ+Qµζ = 0, then it is straightforward to show that ζ
−1(x)Ψ(x, y)ζ(y)
commutes with Φ. Difficulties arise when we try to find objects invariant under diffeomorphisms.
If we keep in mind what was done in simpler cases, we should attempt to consider the monodromy
matrix between the boundaries. We shall see that it can be achieved by using two particular values
of ρ and imposing physical boundary conditions to the solutions.
6.2 Vacuum solution and level one representations
We shall recall some formulae and results described in [7] that will be helpful when dealing with
boundary conditions. In particular, we shall introduce the level one representations for the affine
algebra,
One of the most simple solution of the Einstein’s equations is the vacuum solution which cor-
responds to the case where where all P and Q fields are null (notice there is a slightly change
comparing to [7], where σ̂ is also zero). The associated Lax connection belongs to the Virasoro
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algebra
Ax = −1
2
ρ−1(Πσ̂ − ∂xρ)E+ −
1
2
ρ−1(Πσ̂ + ∂xρ)E− +Πρ
k
2
At = −1
2
ρ−1(Πσ̂ − ∂xρ)E+ +
1
2
ρ−1(Πσ̂ + ∂xρ)E− − ∂xσ̂
k
2
Solving (8) with this connection, we deduce the vacuum wave function ΨV
ΨV = e
1
2
σ̂k
(
ρ+
∫
Πσ̂ + b
2ρ
)E+(ρ+ ∫ Πσ̂ + b
b′
)E−
(35)
= e
1
2
σ̂k
(
ρ− ∫ Πσ̂ + c
2ρ
)−E−(ρ− ∫ Πσ̂ + c
c′
)−E+
We shall introduce the level one representations as a tool to specify physical observables. First
we introduce the two dimensional representation of sl(2, R) involving Pauli matrices
T x =
1√
2
(
0 1
1 0
)
T y = 1√
2
(
0 i
−i 0
)
T z =
1√
2
(
1 0
0 −1
)
Notice that T y is the SO(2) generator.
Let denote Z(µ) the field
Z(µ) =
∑
n odd
p−n
µn
n
with [pn, pm] = nδn+m,0
and the vertex operator W2(µ) =: e
−2iZ(µ) :. We denote |0 > the vacuum of the Fock space
generated by the operators pn. The level one representations with highest weight Λ± are defined
by
iµ
dZ(µ)
dµ
=
∑
n odd
(T z ⊗ λn)µ−n
±i W2(µ) = 2
∑
n even
(T y ⊗ λn)µ−n − 2
∑
n odd
(T x ⊗ λn)µ−n
The heighest weight vectors |Λ± > are identified with |0 >. The Virasoro generators are represented
by
Ln = − 1
8πi
∮
C
dµ µ2n+1 : (i∂µZ)
2 : +
1
16
δn,0
where C is a contour around zero.
In the next subsection, we shall need to conjugate elements of the algebra by the vacuum wave
function. We gather here all needed formulae. The case of the Virasoro algebra elements E+ and
E− is quite obvious
DE+ E− D−E+ = D E− + (D − 1)E+ and B−E− E+ BE− = B E+ + (B − 1)E−
Operators µ−1W2(µ) and ∂µZ are primary fields of weight 1. Under a diffeomorphism µ→ F (µ),
they transform as
µ−1W2(µ) → µ
2F 2
(
∂µF
2
)
W2(F (µ))
∂µZ → µ
2
2F 2
(
∂µF
2
)
(∂µZ)(F (µ))
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It can be proved that conjugations AD−E+µ−1W2(µ)DE+ and BE−µ−1W2(µ)B−E− , are associated
to the following diffeomorphisms
F 2+(µ) =
µ2
µ2 + (1− µ2)D
F 2−(µ) = 1 + (µ
2 − 1)B
6.3 Boundaries conditions and physical observables
Let give a brief sketch of the strategy we shall use. Following the idea proposed in [5], we shall
consider Ψ between the points x0 where ρ = 0, and x∞ where ρ → ∞ . We shall need to define
our phase space by specifying the behavior of the other fields in these limits. As we will see, it
is not possible to obtain physical observables by only imposing boundaries conditions on Ψ. We
shall construct physical observables in the form M−10 (x0)Ψ(x0, x∞)M∞(x∞) in such a way the
contribution of M0 and M∞ to the Poisson brackets with the constraints eliminates the unwanted
terms.
First we shall look at the case where ρ → ∞, with the picture that in this limit ρ becomes
equivalent to the usual radial coordinate (assuming it happens when x→ x∞). It seems physically
reasonable to restrict our phase space to solutions which tend asymptotically to the flat space
solution when ρ → ∞. This solution corresponds to the Minkowski metric element expressed in
cylindrical coordinates ds2 = −dt2 + dρ2 + ρ2dθ2 + dz2. We shall take
Πρ = Πσ̂ = 0, σ̂ = −14 ln ρ, Px = ρ−1
√
2T z
and all other components of P and Q equal to zero. The components of the Lax connection are
(Af )x = ρ
−1
(
1
2
(E+ − E−) +
√
2
2
T z(λ+ λ−1)
)
(36)
(Af )t = ρ
−1
(
1
2
(E+ + E−) +
√
2
2
T z(λ− λ−1) + k
8
)
(37)
The wave function which is solution of (8) with the above connection can be written as
Ψf = h−
(
2ρ
ρ+ 1
)E− (1
2
(ρ+ 1)
)−E+
ρ−
k
2h−1−
= h+
(
2ρ
ρ+ 1
)−E+ (1
2
(ρ+ 1)
)E−
ρ
k
2h−1+
with h± = exp
(√
2T z ln
(
1+λ±1
1−λ±1
))
. If we look at the Lax connection, we see that it is proportional
to ρ−1. Thus, if we impose that the wave function Ψ(x) tends asymptotically toward Ψf (x) when
x→ x∞, equations (32) and (33) become
{H(x),Ψ(y, x∞)} = At(y)Ψ(y, x∞)δ(x − y) (38)
{P(x),Ψ(y, x∞)} = Ax(y)Ψ(y, x∞)δ(x − y) (39)
Now let us consider the more tricky case of ρ = 0. We shall suppose there is a point x0 such
that
ρ(x0) = 0 and Πσ̂(x0) = 0
In the picture of cylindrical symmetry, it means that close to the symmetry axis, ρ can be identified
with the usual radial coordinate. We assume P behaves like ρ−1 when x→ x0. Actually, if we admit
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these quantities have a ρ power law behavior in this limit (which seems physically reasonable), then,
using equations of motion (2, 3, 4), we can show that it is the only solution. But the monodromy
matrix Ψ(x0, x∞) is not an observable because the Lax connection diverges when ρ→ 0. To avoid
this problem, we apply the technique explained at the beginning of this subsection: we multiply
Ψ(x, x∞) by M−10 (x) with M0 equal to the vacuum wave function ΨV whose form in the limit
x→ x0 becomes
ΨV ∼ e 12 σ̂k
(
b
2ρ
)E+
(b′)−E− ∼ e 12 σ̂k
(
c
2ρ
)−E− (
c′
)E+
(40)
(relabeling the prime constants to simplify formulae).
The linear equations satisfied by Ψ−1V (x)Ψ(x, x∞) are of type
∂
(
Ψ−1V (x)Ψ(x, x∞)
)
=
(
ΨV (x)
−1A˜(x)ΨV (x)
)
ΨV (x)
−1Ψ(x, x∞)
where A˜ is the Kac-Moody algebra part of the connection (the contribution of ΨV has canceled
Virasoro and central extension parts). Poisson brackets of Ψ−1V (x)Ψ(x, x∞) with H and P are
obtained by substituting Ψ−1V A˜ΨV to A in formulae (38) and (39). To evaluate Ψ
−1
V A˜ΨV , we use
the level one representation described in the previous subsection and the second form of (40). The
diffeomorphism associated to this conjugation is F 2(µ) = 2ρ+(µ
2−1)c
2ρ+(µ2−1)c(1−c′) . For example, for one of
the components of A, we have
Ψ−1V (Pt)xT
x ⊗ λ ΨV = ∓(Pt)x
4π
Ψ−1V
(∮
C
dµ µW2(µ)
)
ΨV
= ∓(Pt)x
4π
(
ρ
c′
c(c′ − 1)2W2(
1
1− c′ )
∮
C
dµ
µ3
(µ2 − 1)2 +O(ρ
2)
)
= (Pt)x
(
0 +O(ρ2)
)
= O(ρ) as ρ→ 0
The last equation follows from the fact that P is proportional to ρ−1 as x → x0 and that the
contour C around 0 can be chosen as small as we want, such that there is no pole contribution to
the integral. Doing these calculations in the level one representation provides a way to give meaning
to quantities like W2(
1
1−c′ ), which would be ambiguous in the abstract Kac-Moody algebra.
Identical results can be obtained for the other components. Thus Ψ−1V (x0)A˜(x0)ΨV (x0) is equal
to zero, whereas A(x) was divergent when x→ x0, and Ψ−1V (x0)Ψ(x0, x∞) has null Poisson brackets
with the generators of diffeomorphisms.
Defining SO(2) gauge-invariant object from Ψ−1V (x0)Ψ(x0, x∞) is quite straightforward . Using
the technique presented in subsection 6.1 and the fact that so(2) elements commute with ΨV , we
can show that the quantity
Ψ˜(x0, x∞) = ζ−1(x0)Ψ−1V (x0)Ψ(x0, x∞)ζ(x∞) (41)
still has vanishing brackets with H and P, and is moreover SO(2) gauge-invariant. It proves that
Ψ˜(x0, x∞) is a physical observable. Note that these are operators (ie infinite dimensional matrices)
acting on the level one representation of sl(2, R). They thus provide an infinite set of physical
observables.
To summarize: We have supposed the two following boundary conditions: 1) when ρ goes
to infinity, the wave function tends asymptotically to the flat space wave function; 2) we can
find a point x0 where ρ and Πσ̂ are null. Notice that these conditions are fulfilled in concrete
examples like cylindrical gravitational waves (see e.g. [12]). Using these hypotheses and the level
one representations, we have shown that ζ−1(x0)Ψ−1V (x0)Ψ(x0, x∞)ζ(x∞) generates an infinite set
of classical physical observables. It remains to decipher the Poisson bracket algebra they generate
which should be closer to those of the Toda’s theories.
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7 Appendix A:
The aim of this appendix is to give more details about the Poisson brackets of the connection.
First, let us write developed formulae for the r− and s−matrices :
• plus convention (|λ1| < |λ2|):
r+12 =
1
2
(1− λ21)(1 − λ−22 )
∑
n≥0
(
λ1
λ2
)2n
c12 − 1
2
(λ2 − λ−12 )2
∑
n≥0
(
λ1
λ2
)2n+1
d12
−1
2
E+ ⊗ k − 1
4
k ⊗ (E+ + E−)
s+12 =
1
2
(1− λ21)(1 − λ−22 )
∑
n≥0
(
λ1
λ2
)2n
c12 − 1
2
(λ1 − λ−11 )2
∑
n≥0
(
λ1
λ2
)2n+1
d12
−1
2
k ⊗ E− − 1
4
(E+ + E−)⊗ k
• minus convention (|λ1| > |λ2|):
r−12 = −
1
2
(1− λ−21 )(1− λ22)
∑
n≥0
(
λ2
λ1
)2n
c12 +
1
2
(λ2 − λ−12 )2
∑
n≥0
(
λ2
λ1
)2n+1
d12
+
1
2
E− ⊗ k + 1
4
k ⊗ (E+ + E−)
s−12 = −
1
2
(1− λ−21 )(1− λ22)
∑
n≥0
(
λ2
λ1
)2n
c12 +
1
2
(λ1 − λ−11 )2
∑
n≥0
(
λ2
λ1
)2n+1
d12
+
1
2
k ⊗ E+ + 1
4
(E+ + E−)⊗ k
Notice that the differences r+12− r−12 and s+12− s−12 are equal. But in contrary to the usual cases,
they are not proportional to the Casimir tensor (see equation (20)).
In order to demystify this formulae, we will sketch the way we have obtained them. First,
we consider only the loop part of the algebra and the ultralocal contribution. The more general
expression for the two r−matrices we can take, is of type f(λ1, λ2)c12 + g(λ1, λ2)d12. Comparing
with the raw formula of the Poisson brackets, we deduce the loop part of (17) and (18)
r12 = f(λ1, λ2)c12 + g(λ1, λ2)d12 and s12 = f(λ1, λ2)c12 − g(λ2, λ1)d12 (42)
with
f(λ1, λ2) =
1
2
(1− λ21)(1− λ22)
λ21 − λ22
and g(λ1, λ2) =
1
2
λ1λ
−1
2 (1− λ22)2
λ21 − λ22
These rational functions verify some non-trivial algebraic relations that are helpful when dealing
with Jacobi identity
g(λ1, λ3)g(λ3, λ2) + f(λ2, λ3)g(λ1, λ2) + f(λ3, λ1)g(λ1, λ2) = 0
g(λ1, λ2)g(λ3, λ2)− f(λ2, λ3)g(λ1, λ3)− f(λ1, λ2)g(λ1, λ3) = 0
g(λ1, λ2)g(λ1, λ3)− f(λ1, λ3)g(λ3, λ2)− f(λ1, λ2)g(λ2, λ3) = (λ2 − λ−12 )(λ3 − λ−13 )
(43)
Now we have to add the central extension (which impose to choose a convention for the previous
equations). We can easily see that we need also to introduce the Virasoro algebra. The only possible
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and non-trivial terms are E± ⊗ k and k ⊗ E±. The goal we want to reach is to include all terms
whose variables are different from the dilaton and its spatial derivative, into the two commutators
[rǫ12, A1(x)] + [s
ǫ
12, A2(x)]. The first miracle is that it can be achieved. Thus, we fix one part
of the r−matrices on the Virasoro algebra (remember that k is in the center of the algebra, so
[k ⊗ E±, A1(x)] = 0 and so on). The last step consists in fixing the rest of the r−matrices in such
a way that we obtain a compact form for (16). And here we have a second miracle: it can be done
for the ultralocal and the non-ultralocal part simultaneously.
We see this formula works due to non-trivial cancelations. In one sense, it’s a proof of the validity
of our calculation and a hint of deeper algebraic structure of the problem.
8 Appendix B:
Here we will give some hints for the proof of the Jacobi identity. First of all, let recall the expression
of eq.(21) :
{A1(x), {A2(y), A3(z)}}+ perm. = ρ−2(x)δ(x − y)δ(y − z) ([A1(x), A123] + perm.)
+
(
∂xρ
−2
)
δ(x− y)δ(y − z) (B123 + perm.)
+ ρ−3(x)δ(x − y)δ(y − z) ([Φ1(x), C123] + perm.)
+ ρ−2(x)δ(y − z)∂xδ(x− y)D123 + perm.
with the following values for the coefficients
A123 = [r
ǫ1
12, r
ǫ2
23] + [s
ǫ2
23, s
ǫ3
31] + [s
ǫ3
31, r
ǫ1
12]−
1
2
k2s
ǫ3
31 −
1
2
k3r
ǫ1
12 −
1
4
[U23, c12]
B123 = [s
ǫ2
23, s
ǫ3
31]− [rǫ223, rǫ112] +
1
2
[rǫ223, s
ǫ1
12]−
1
2
[sǫ223, r
ǫ3
31]−
1
4
[U23, c12]
C123 =
1
4
[rǫ223, U12] +
1
4
[sǫ223, U31] +
1
8
k3U12 − 1
8
k2U13
D123 = [s
ǫ2
23, s
ǫ3
31]− [rǫ223, rǫ112] + [rǫ223, sǫ112]− [sǫ223, rǫ331]−
1
4
[U23, c12]
+
1
4
k3 (s
ǫ1
12 − rǫ112)−
1
4
k2 (s
ǫ3
31 − rǫ331) +
1
4
k1 (s
ǫ2
23 + r
ǫ2
23)
To obtain this expression, we need Poisson brackets of connection with the constraint Φ and the
dilaton (see eq.(31) and (26)).
Showing Jacobi identity with (21) is not obvious, because the three δ∂δ distributions and δδ are
not linearly independent. So, we have to express one of δ∂δ with respect to the other distributions.
It leads to the following formula :
{A1(x), {A2(y), A3(z)}}+ perm. = ρ−2(x)δ(x − y)δ(y − z) ([A1(x), A123] + perm.)
+
(
∂xρ
−2
)
δ(x− y)δ(y − z) (B123 +B231 +B312 − 2D123)
+ ρ−3(x)δ(x − y)δ(y − z) ([Φ1(x), C123] + perm.)
+ ρ−2(y)δ(z − x)∂yδ(y − z) (D123 −D123)
+ ρ−2(z)δ(x − y)∂zδ(y − z) (D312 −D123)
It can be easily shown that we have the relations
B123 +B231 +B312 − 2D123 = A231 +A312 −A123
D123 −D231 = A123 −A231
D123 −D312 = A123 −A312
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Thus, our problem is entirely expressed in terms of A123 and C123. As announced previously, these
coefficients are invariant under cyclic permutations and equal to zero :
A123 = A231 = A312 = 0 and C123 = C231 = C312 = 0
If the calculations for the C coefficients are rather easy, those for the A ones are more tedious. In
particular, when dealing with terms of type k⊗ d, the choice of the convention has to be coherent.
Another point is the fundamental Poisson brackets are not to be taken on the constraint surface.
Else the [U, c] term disappears, and the equation for A on the loop part of the algebra is no longer
verified.
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