and Paulsen and Lynch [49] . When there is no chance for confusion, we will often omit the measure f_ or r from the inner product mad norm designation.
Throughout the paper C denotes a positive constant dependent on f_ with possibly different values in e_h appearance.
The following theorems are essential in this paper. If u e Ht(fl) s satisfies
This theorem can also be proved easily by introducing the potential.
Theorem 4 (The Gradient Theorem).
If g E Hl(f_) satisfies 
Taldng into account the compatibility conditions (2.3a) and (2.3b), the boundary condition (2.4e) and Theorem 1, Eq. (2.Sb),(2.4d) and (2.5d) lead to AO = 0 in f_, (2.6a)
From (2.6) we know that t* -0 in ft. That is, the introduction of _ into (2.2) does not change anything, and thus System (2.4) with four equations and four unknowns is indeed equivalent to System (2.2).
Now let us classify System (2.4). In Cartesian coordinates the equations in System
(2.4) axe given as _0 Ow Ov
We may write System (2.7) in the standaxd matrix form:
Al_zz + A,_-_y The fist-order elliptic system (2.4) has four equations and four unknowns, so two boundaxy conditions on each boundary axe needed to make System (2.4) wen-posed.
Here 0 = 0 and n • u = 0 serve as two boundary conditions on rl; while n x u = 0 implies that two tangential components of u axe zero on r2.
Since System (2.2) is equivalent to System (2.4), and System (2.4) is elliptic and properly determined, so is System (2.2).
Remark
In fact, the compatibility conditions (2.3a,b) can be obtained by applying the div-curl method to the equation (2.2a).
The Div-Curl Method
Let us derive a hlgher-order system which is equivalent to the ally-curl system (2.2).
By virtue of Theorem 3, System (2.2) is equivalent to the following system: 
Taking into account (2.11) and the following vector identity: 
The solution of the derived second-order system (2.10) or (2.13) is completdy identical to the solution of the original div-curl system (2.2), therefore no spurious solution will be produced by the system (2.10) or (2.13). Moreover, the divergence equation ( 
That is, we let the divergence equation be satisfied on the whole boundary. Although this condition needs to be spedfied only on r2, it is not wrong for it to be enforced on r. By taking the divergence of (2.14a) we obtain a Poisson equation of ¢ = V-u -p:
Since ¢ = 0 on the whole boundary, ¢ must be equal to zero in the whole domain,
i.e., the divergence equation is implicitly satisfied in the system (2.14).
The Least-Squares Method
Let us introduce a more powerful and systematic method, the least-squares method, to solve System (2.2) and to derive a higher-order system without spurious solutions.
We construct the following quadratic functional:
where 7g = {u 6 Hl(12)Sln. u = 0 on Fl,n x u = 0 on r2}. We note that the introduction of a dummy variable _ in Section 2.2 is only for the verification of the determination, and it is not required in the least-squares functional I. Taking the variation of I with respect to u, and letting 5u = v and 5/= 0, we obtain a leastsquares variational formulation of the foI]owing type: find u E _ such that
where B(., .) is a bilinear form of the type
and L(-) is a linear form of the type Ilu-u,,llo < Ch"+_llull_, Obviously, the least-squaxes problem is formally equivalent to a higher-order problem with additional natural boundary conditions provided by the originalfirstorder differential equations. The least-squaresmethod (2.16)isthe simplest approach among these equivalent methods, because it does not need any additional boundary conditions. The trialfunction u and the test flmction v need to satisfyonly the originalessentialboundary conditions. This is one of the reasons why we strongly recommend the least-squaresmethod. Now we have shown that the three-dimensional div-curlsystem can have three equivalent differential forms: (1) the first-order system (2.2);(2) the curl-curlequation (2.10a) which must be accompanied by the divergence equation (2. 
where rl is an electric wall, and r2 is a magnetic symmetry wall. Here we consider only homogeneous boundary conditions, since inhomogeneous boundary terms can always be converted into source terms.
For transient problems, the initial conditions on E and H should also be provided.
To allow System (3.1) to have a solution, the source terms must satisfy the following compatibility conditions: 
The Determination
Consider the following systemaugmentedby the vaxiables_ and X: We shall see that this Galerkin method is of the same form _ the populax Galerkin/penalty method with the penalty parameter s = 1. We shall also give a simple least-squares look-alike method to obtMn a correct variational formulation which rigorously justifies that 8 = 1 in the penalty method.
The Div-Curl Method
By virtue of the div-cufl theorem, System (3.1) is equivalent to 
System (4.2) is completely equivalent to System (3.1), the validation of (4.2) guarantees the validation of (3.1). Therefore, we can use the curl equations in (3.1) to decouple E and H in (4.2) as usual, then we obtain We note that the curl-curlequations in (4.3) and (4.4) cannot stand alone;they must be supplemented by the divergence equations and the additional natural boundary conditions. In other words, the curl-curlequations admit more solutions than the first-order fullsystem. Tkis is the real reason that the numerical methods based on the curl-curlequations willgive riseto spurious solutions.
It is difficult to solve a second-order curl-curlequation (4.3a) with the explicit constraint of the first-orderdivergence equation (4.3b), since the problem has an overspecified number of partial differentia] equations and the first-orderequation (4.3b) is hard to deal with numerically. We shall look for a simple way. By using Theorem 4 and the vector identity (2.12), System (4.3) and System (4.4) can be reduced to
O, O(eE)
and (4.5f) We note that the divergence conditions are required to be satisfied only on a part of boundary. We will rigorously prove this in Section 4.3 by using the least-squares method.
As in Section 2.3 for the div-curl system, one may enforce the divergence conditions on the whole boundary 1" in (4.7) and (4.8) and show that the divergence conditions are satisfied in the domain _. 
for all E* satisfying (4.7h) and (4.7d). By virtue of Green's formula, the statement (4.9) can be simplified to a more symmetric form: find E satisfying (4.7b) and (4.7d) such that , 0 f0(_E) (VxE, VxE*)+(V.E,V-E*)+tp_, t _ +_E},E*)= -(K_'P,V xE')+(pI"n/s,V.E*)-(p_J_"P,E *) (4.10) for all E°satisfying (4.7b) and (4.7d).
For time-harmonic(eigenvalue) problems with _ -0, the variational formulation takes the form 
12a) 0t
V. E = p_"P/t in fl, (4.12b)
where H is assumed to be kaown and to satisfy Eq. (3.1b) and the boundary conditions (3.1f) and (3.1g), and the source terms satisfy the compatibility conditions (3.2a-e).
In other words, when the magnetic field and the sources are given, the solution of (4.12) will give the corresponding electric field. Obviously, System (4.12) is a typical div-cufl system that has been investigated in Section 2.
Following the steps in Section 2.4, we can derive the variational formulation which corresponds to System (4.7). We define the quadratic functional:
in which E satisfies the boundary conditions (4.12c,d).
The minimization of I leads
to the variational formulation:
13) 0t
where E* = FE and satisfies the same boundary conditions as E. Since H satisfies (3.1b) and (3.1g), from (4.13) we have
which is exactly the same as (4.10). By using Green's formula, from (4.14) we can obtain the Euler-Lagrange equation (4.7a) and the natural boundary condition (4.7c) and (4.7e). That is, the correctness of (4.7) or (4.8) is completely proved.
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Now we understand that the variational formulation (4.14), the order Maxwel]'s equations.
The General Formulation
The least-squares method for the linear operator equation Au = f formally is equivalent to the solution of the hlgher-order equation A*Au = A*f with Au = f serving as an additional natural boundary condition, where A* is the adjolnt of A in the inner product generated by the L_ norm. When directly applied to second-order equations this approach requires the use of C 1 finite elements and leads to ill-condltioned discrete systems. In order to use simple C O elements and obtain a better-conditioned algebraic system, the least-squares method discussed here is based on the first-order system. terms so that in eachtime-step the problemsare convertedinto boundary-value problems. For completeness, we briefly derive the generalleast-squaresformulation. We consider the linear boundary-valueproblem: 
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Thus, the least-squares method leads us to the variational boundary-value problem:
Find u E V such that " a_jA i
From the above derivation we can immediately find out or further prove that:
( an optimal rate of convergence; (6) the LSFEM satisfies the divergence conditions in electromagnetics.
Time-Harmonic Fields
For three-dimensional time-harmonic fields, the first-order full Maxwell's equations can be written as where rl is an electric wall, and P2 is a magnetic symmetry wall.
To allow System (5.13) to have a solution, the source terms cannot be arbitrary, they must satisfy the following compatibility conditions: At the interface r_._ between two contiguous media (+) and (-) the following general conditions should be satisfied: A form zlr = (1,-0.15) (with = 44.7) is imposedon the outerbound y. Fig. 2(b,c) , respectively. The vector plots of the real and imaginary electric field intensity are illustrated in Fig. l(d,e) 
