T HE problem of regulating the output of a dynamical system to optimal solutions of an optimization problem is common to many engineering systems [1]- [3] . The traditional modus operandi in, e.g., chemical processes, power systems, and Manuscript
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I. INTRODUCTION
energy networks, as well as many other cyber-physical systems involves a time-scale separation between optimization and regulation/control tasks. In this setting, optimization tasks produce reference signals at a slow(er) time scale, based on well-defined operational costs, engineering constraints, and algebraic representations of the system input-output map. Reference signals are then fed to reference-tracking controllers, which drive in real time the operation of the system to the prescribed reference points while coping with disturbances. A typical example of time-scale separation can be found in power transmission systems: fast local controllers act at the (sub)-second level to maintain power balance, while at a much slower time scale (i.e., every 15 mins) the system operator solves a given optimization problem based on forecasts of loads and renewable generations, a grid model, and security constraints to provide set-points for the controllable assets [4] .
A different approach to controlling a system to an economical and feasible state is to formulate the control problem directly as a constrained finite-horizon optimization problem and capitalize on model predictive control methods [5] . While the second approach has clear advantages such as constraint satisfaction at each time step, both methodologies rely on system models and accurate forecasts of the disturbances affecting the system. Motivated by, e.g., flow congestion control in communication systems [6] and lately by real-time control of power systems [7] - [14] and machine learning (e.g., [15] , [16] and pertinent references therein), feedback-based optimization algorithms exploit measurements form the system to steer the dynamical systems to the solution of an optimization problem with limited knowledge of the input-output map and no information about the disturbance. In particular, feedback-based algorithms were developed in [10] and [13] to track solutions of time-varying problems. In these works, however, the algorithms are designed based on an algebraic map, and underlying system dynamics are neglected.
This paper proposes online optimization methods to regulate the output of a dynamical system to the solution of a timevarying convex optimization problem, while taking into account the dynamics of the underlying dynamical system. In particular, linear time invariant (LTI) dynamical system are considered. The design principles involve continuous-time primal-dual gradient methods, applied to a proximal augmented Lagrangian function, as a feedback controller. Stability and tracking analysis of the proposed online feedback optimization algorithm leverages robust control methods based on integral quadratic constraints (IQCs) [17] proposed by [18] . IQCs have proven to be very effective to study also the convergence of discrete-time first-order optimization algorithms (see, e.g., [19] , [20] ). Similar techniques can be found in, e.g., [21] , where the authors propose a codesign of a state estimator and an online optimizer for unconstrained optimization problems. Finally, this paper differs from [22] by considering time-varying constrained problems and not restricting the design to integrator dynamics. Overall, the contributions of this paper are the following: 1) We provide linear matrix inequality (LMI) conditions that guarantee global exponential tracking bounds for the system output with respect of the solution of a timevarying constrained optimization problem. 2) We show that, under sufficient time-scale separation between the LTI dynamical system and the online algorithm, the LMIs are always feasible and, therefore, the online optimizer is stable and drives the system to the optimal solution. 3) We propose and analyze an approximate online optimization algorithm that provably converges to an approximate optimal trajectory under less restrictive assumptions. Regarding prior works, some of the theoretical results presented in this paper are inspired by the fundamental methodology proposed in [18] to study the convergence of proximal augmented Lagrangian method for continuous saddle-point flows; however, it is also worth emphasizing that the analytical results of [18] do not naturally carry over to the setting considered here. In fact, the present manuscript considers time-varying optimization problems, and it addresses the design of online optimization algorithms to ensure that the system output tracks an optimal solution trajectory of the optimization problem; to this end, this paper outlines a strategy where an online version of the proximal augmented Lagrangian method in utilized in closed loop with a dynamical system. On the other hand, [18] deals with a batch (i.e., offline) solution of a static optimization problem, with no regulation of LTI systems.
To conclude this paper, an example of application for the proposed algorithms in the power systems context is provided. In particular, the paper considers a dc optimal power flow (OPF) problem considers the transmission system swing dynamics. It is shown that the online optimization algorithm provides a means to compress the time scales between secondary frequency control and constrained economic dispatch. The proposed methodology subsumes the frameworks of [23] and [24] , and extends then to incorporate more general time-varying convex optimization settings. The proposed algorithms allow costand constraint-aware system rebalancing without any information of uncontrollable loads and uncertain renewable generation.
Notation: The set of real numbers is denoted by R. R + denotes the set of nonnegative reals. Given a matrix A, A denotes its transpose. We useσ(A) to indicate the largest singular value of A, σ(A) its smallest singular value, κ(A) its condition number and null(A) its null space. We write A 0 (A 0) to denote that A is symmetric and positive semidefinite (definite). For column vectors x ∈ R n and y ∈ R m we use (x, y) = [x , y ] ∈ R n +m to denote a stacked vector. Furthermore, I denotes the identity matrix, 1 is the vector of all ones, x denotes the Euclidean norm, and, given a matrix P 0, we define x P := √ x P x.
II. FEEDBACK OPTIMIZATION FRAMEWORK
This paper focuses on control methods to regulate the output of a dynamical system to the optimal solution of a time-varying optimization problem. This section outlines the problem formulation and the proposed solution method.
A. Problem setup
Consider an LTI dynamical system of the forṁ
where A is Hurwitz stable, the vector x represents the system's state, u is the control input, w is an exogenous disturbance, and, y is the measurable output (the reason for separating y into y 1 and y 2 will become apparent shortly). We define the transfer function of system (1) from u to y i as G iu (s) := C i (sI − A) −1 B and the transfer function from w to y i as
Note that for constant u and w, y i is given by
For convenience, let us denote the steady-state maps by
In many engineering applications, it is desirable to optimize over the steady state of a dynamical system to ensure that the system settles to a safe and/or economically viable operating point. Consider a time-varying constrained optimization problem over the steady state of system (1) of the form min u,y 1 ,y 2 f t (u) + h t (y 1 ) + g t (y 2 )
where for all t ≥ 0, f t is m-strongly convex with L f -Lipschitz continuous gradient, h t is convex and has L h -Lipschitz continuous gradient and g t is proper, convex, and lower semicontinuous but not necessarily differentiable. The function f t represents a time-varying cost function on the steady-state control effort, h t represents a cost on the steady-state system output, e.g., tracking penalty or soft constraints and g t be the indicator function of a time-varying convex constraint set or a nondifferentiable regularizer. Note that, in order to motivate problem (2), we inherently assume that the disturbance w(t) and the functions f t , h t , and g t vary slower than the system (1), so that the optimization over the steady state of (1) is justified. In most engineering applications, problem (2) is solved offline and the optimal solution u is fed to the systems (1) as a reference. This, however, requires knowledge or a forecast of the disturbance w(t) and of the effect of the disturbance on the system's outputs Π w .
In this paper, we study a feedback-based method to control the system (1) so that, without any knowledge of the disturbance w(t), the following is achieved: 1) If the optimization problem (2) is time invariant and w(t) is constant, the input-output pair of the system (1) (u(t), y(t)) converges at steady state to the solution of the problem (2).
2) When the optimization problem (2) is time varying, (u(t), y(t)) tracks the time-varying optimal solution (u (t), y (t)) of problem (2) . 3) The stability of the closed-loop system is maintained. The quantity (u (t), y (t)) can be interpreted as the steady state of system (1) that solves problem (2) at time t. This is nonstandard in control theory where normally one defines a cost functional that depends on the full trajectory and constraints over the input and output that need to be satisfied at all times. The proposed problem formulation is not meant to be an alternative to optimal control but rather an "outer control loop" that drives the system to an optimal operating point.
B. Proximal Augmented Lagrangian Algorithm
In this section, we review the proximal augmented Lagrangian algorithm, a first-order algorithm developed in [18] that serves as the backbone for our method. The algorithm was developed to solve time invariant convex problems of the form
(
Given μ > 0, we define the proximal operator of the function g as
and the associated Moreau envelope of g as
Note that if g is proper and convex M μg is not only convex but also continuously differentiable and
We refer the reader to [25] for a comprehensive review of the properties of proximal operators. Next, we introduce the augmented Lagrangian for problem (2)
where y 1 is substituted in the cost function and the constraints on y 2 is dualized. The saddle points of L μ (u, λ) are precisely the optimal primal-dual pairs of problem (3) [18] . A version of the augmented Lagrangian (4) was introduced in [26] when g represents a convex constraint set and has recently been adopted in [27] for algorithmic developments. Dhingra et al. [18] introduced the proximal augmented Lagrangian in its general form (4) , and propose the saddle-flow algorithm 1 which for Problem (3) becomeṡ
and, given the strong convexity assumption, they prove that the algorithm (5) globally converges to the unique primal-dual pair of problem (3) and, under further technical assumptions has an exponential convergence rate, which is in contrast to standard saddle-flow algorithms for constrained problems [28] without the proximal augmented Lagrangian. In our setting, computing ∇h(Π 1u u + Π 1w w) and ∇M gμ (Π 2u u + Π 2w w + μλ) requires information about the disturbance w and the disturbance model Π w , which is impractical in many engineering applications. Furthermore, the optimization problem is often time varying and, therefore, it is desirable to develop algorithms that can track the optimal solution. This motivates the online implementation of the optimization algorithm (5) in the following section.
C. Online Implementation
In this section, we consider an online implementation of the primal-dual saddle flow algorithm (5) for the time-varying optimization problem (2), in feedback with the dynamical system (1) . The aim of the feedback interconnection is achieving output tracking of the time-varying optimal trajectory of systems (2) . The main advantage is that the online version of the primal-dual method (5) is implementable without any information on the disturbance w or any knowledge on how w affects the output. In fact, in the online implementation, the effect of w is "observed" through the measurement of the system's output y. The online implementation of a time varying adaptation of the primal dual algorithm (5) in feedback with the dynamical system (1) is given bẏ
where the time dependence of x, u, y 1 , y 2 , and w was dropped for ease of notation. Let us formalize the definitions and assumptions needed for the theoretical results.
Definition 1. (Strongly convex function):
for some m > 0.
Definition 2. (Lipshitz continuous function): A function
Assumption 1: For all t ≥ 0 the function f t is m-strongly convex with L f -Lipschitz continuous gradient, h t is convex and has L h -Lipschitz continuous gradient and g t is proper, convex, and lower semicontinuous.
Next, we characterize the equilibria of the closed-loop system (6) . Definition 3: Given a time-varying dynamical systemξ = F t (ξ, w) and a time-varying disturbance w(t), a time-varying stationary point is a set valued map defined by Φ(t) : (2) is feasible at time t, the set Φ(t) of time-varying stationary points of system (6) according to Definition 3 is a singleton of the form
is the unique primal-dual optimal pair at time t for problem (2) .
Proof: According to Definition 3, (x,ū,λ) is a time-varying stationary point of (6) if
It is simple to verify that the stationarity conditions of (7b) and (7c) are equivalent to the first order optimality conditions of (2) [18] .
Proposition 1, establishes that, for each t ≥ 0, the (time varying) stationary point of the closed-loop system (6) corresponds to the (time varying) primal-dual optimal pair of (2). Thus, if the online scheme (6) is stable, the proposed control strategy has the ability to "steer" the output of the dynamical system (1) towards the (time varying) optimal solution of problem (2) . Note that the proposition refers to the time varying stationary point (ū(t),x(t)) of the linear system (1) and not the input and statestate evolution (u(t), x(t)). Finally, two technical assumptions are presupposed.
Assumption 2: The time varying problem (2) is feasible for all t ≥ 0 and the function (u , λ ) : [0, ∞) → R m × R p , which maps time to the optimal primal-dual trajectory of (2), is measurable with respect to the Lebesgue measure.
Assumption 3: The right-hand side of (6) is measurable and continuous for almost all t ≥ 0.
These assumptions hold naturally for most reasonable timevarying functions f t , h t , g t , e.g., piecewise constant. Providing conditions that guarantee the satisfaction of the assumptions is beyond the scope of this paper. Assumptions 1-3 allow f t , g t , h t , and w(t) to vary discontinuously but still guarantee the existence of a Caratheodory solution to system (6) [29, Proposition S1]. A Caratheodory solution of a dynamical system of the formẋ = f (x, t), is an absolutely continuous map x : [0, ∞) → R n that solves the (Lebesgue) integral version of the differential equation, i.e.,
or, equivalently, solves the differential equation for almost all t. We refer the reader to [29] for a comprehensive review on dynamical systems with discontinuous right-hand side. The online optimization scheme (6) is de facto a feedback control law for system (1) designed to track the optimal steady-state solution of problem (2) . In the following, we analyze in detail the stability properties and tracking performance of (6) .
It is worth mentioning that we assume that the system matrix is Hurwitz and, therefore, the LTI is stable by design; grounded on this underlying assumption, we address the problem of continuously steering the LTI system output to an optimal solution of the time-varying optimization problem. The design of online optimizers for LTI systems that do not feature a Hurwitz stable matrix is a subject of future research efforts.
III. STABILITY AND PERFORMANCE ANALYSIS
This section contains the main results of this paper. We analyze the online optimization scheme (6) and we provide a tractable stability test to verify that, under the proposed control law, the closed-loop system (6) is stable and the output of system (1) tracks the optimal solution of problem (2) .
A. Tracking Optimal Trajectories for Time-Varying Disturbances
As a first step, we rewrite system (6) as the feedback interconnection of a LTI system with a "benign" time varying nonlinearity as illustrated in Fig. 1 
where z := (x, u, λ), w := w the matrices A, B, C, and D are defined as 
where y w (t) = Cz w (t) + D w w(t) u w (t) = Δ(y w (t)).
In the remainder of the document, in the interest of readability, we will drop the t dependency of the optimal trajectory unless explicitly needed. From Proposition 1, we conclude that z w is of the form z w = (−A −1 Bu , u , λ ), where (u , λ ) is a primaldual optimal pair for problem (2) . Since w is time varying, z w is also time varying and represents the optimal trajectory of problem (2) . In the following, we give an LMI condition on the matrices A, B, C that guarantees that the online optimization scheme (6) is stable and tracks time-varying optimal trajectories of (2) exponentially fast. Given 
where κ(P) is the condition number of P, z(t) is the trajectory of system (6) and z w (t) is the optimal trajectory According to Definition 4 andż w (t) is its distributional derivative, i.e., t 0ż w (τ )dτ = z w (t).
is the L h −Lipschitz continuous gradient of the convex function h t (v), and μ∇M g t μ (v) is the scaled 1-Lipschitz continuous gradient of the convex Moreau envelope M g t μ (v), the nonlinear function Δ(·) satisfies the following pointwise-in-time IQC defined by Ξ ϕ , that is, for any arbitraryŷ(t),û(t) such thatû(t) = Δ(ŷ(t)) and ϕ 1 ,
Consider the now time-varying Lyapunov function V (z) = z − z w 2 P . We pre-and postmultiply the matrices in (11) by (z − z w , u − u w ), noting thaṫ
We conclude that the derivative of V along the trajectories of (8) satisfieṡ
where the last term derives from the fact that the optimal trajectory is time varying; notice that this is the key difference of our analysis compared to the standard analysis of nontime-varying systems. Now, consider the function
By the comparison lemma [30] , the following norm inequality is satisfied
and, therefore,
Theorem 1 establishes an LMI condition to verify exponential tracking of the optimal trajectory for system (6) and can be interpreted in as an input to state stability result [31] , where the input to the system is the rate of change of the optimizer. It is also worth emphasizing that the bound in Theorem 1 is stated as a function of the initial point z(0) := [x(0), u(0), λ(0)]. With the following two corollaries we recover some results in the literature for the discrete-time static case (online optimization in feedback to a static map), which has recently received increasing attention in the context of power systems [11] - [13] . Note that, given the IQC formulation of the problem, Corollary 1 would follow from [32, Th. 3] . Finally, the next corollary covers the case in which ż w is bounded and provides an asymptotic bound for the tracking error.
Corollary 2 is the dynamical counterpart of the main result in [13] for online optimization in feedback with a static map.
Remark 1: Since the eigenvalues of A contain the eigenvalues of A, the feasibility of the LMI condition necessarily implies that ρ ≤ min |Re(λ(A))|; therefore a slow system necessarily gives rise to a small ρ. From Corollary 2, we infer that when a system is slow compared to the optimization problem, the tracking bound deteriorates. This is expected as the problem is formulated over the steady state of the system.
B. Time-Scale Separation and Feasibility of the LMI Condition
Theorem 1 guarantees that, if the LMI test (11) is satisfied, the online feedback optimization scheme (6) is exponentially stable and, in case of a time varying disturbance, tracks the optimal trajectory of the time-varying optimization problem (2). In the following, we prove that, under an assumption on the rank of Π 2u , if the system is fast enough compared to the optimization algorithm, there always exist ρ > 0, ϕ 1 , ϕ 2 , and P 0 such that (A ρ , B, C, D) ∈ L(P, Ξ ϕ ) according to Definition 5. To this end, we consider a "fast" version of system (1) given by
and define and m ρ := m − ρ, μ ρ := μ − ρ. Note that the steady state of system (15) is the same as that of system (1) . This means that the optimal trajectory z of the online optimization algorithm applied to the faster system remains unchanged. The following technical lemma is needed for the proof of the main result of the section. Proof: We note that (sI − A ρ ) −1 is given by
The result follows from simple algebraic manipulations.
We are now ready to present the main result of this section. Proof: For fixed , ρ, ϕ 1 , ϕ 2 , using the KYP Lemma [17] we conclude that condition (11) holds for A ρ if and only if
Using Lemma 1 we know that
Using a proof technique inspired by [18, Th. 4] , we can show that, under the assumptions of the theorem, there exist ρ > 0, ϕ 1 , ϕ 2 , and μ, such that
Let us defineL ≥ max{L f , L h } and the new multiplier
then (17) 
Consider now the case in which ρ = 0. Clearly, since Π 2u Π 2u 0, the bottom-right block in (19) is positive definite. Therefore, we consider its Schur complement, which can be bounded by
Since 0 Π 2u I, we conclude that S 22 |ρ = 0 I 0, which implies that (19) holds strictly for ρ = 0. By continuity, there exist ρ > 0 such that (19) holds strictly for all ρ < ρ . With a similar continuity argument, there exist > 0 such that, for all < , (16) is satisfied with 0 ≤ ρ < ρ .
Remark 2: Note that, if the system ẋ = f (x, z),ż = g(x, z) is exponentially stable with parameter ρ thenẋ = f (x, z),ż = g(x, z) is exponentially stable with parameter ρ.
In view of Remark 2, provided that the rank condition Π 2u Π 2u 0 is satisfied, Theorem 2 provides a constructive tool for designing a stabilizing online optimizer by artificially slowing down the optimization algorithm. Also note that Theorem 2 guarantees that, if there is enough time-scale separation, the LMI condition (11) , which is at the base of Theorem 1, is feasible; it does not, however, say that time-scale separation is necessary. In many practical examples, (11) is still satisfied even though there is no apparent time-scale separation between the system and the optimizer. The rank condition Π 2u Π 2u 0, which is necessary for Theorem 2, implies that, in problem (2), we can constrain at most as many outputs as there are inputs using hard constraints through the indicator function g. This is the reason of the particular formulation of (2), in which we can use soft constraints through h t . It is observed in practice that the rank constraint is necessary for the LMI condition in (11) to be satisfied with ρ > 0. Proving the role of this assumption in the exponential stability of the online optimization (6) is left as future work. In Section IV, we proposed an approximate algorithm to overcome this assumption.
IV. APPROXIMATE ONLINE OPTIMIZATION
In order to overcome the need of the rank condition Π 2u Π 2u 0, we propose the following variation of the algorithm (6) with regularizing parameter γ
where Q 0 is selected such that null(Π 2u Π 2u ) ∩ null(Q) = {0}. The regularized algorithm (20) can be used as an alternative to soft constraints in the case in which Π 2u Π 2u 0. For example, suppose u ∈ R m , y 2 ∈ R p with p > m. If g(y 2 ) defines the indicator function of a convex time-varying constraint set Y t = Y t 1 × · · · × Y t m , then prox μg (v) = Proj Y t (v) and the stationarity condition on the multiplier λ for the unregularized algorithm (6) imply
However, since m > p, we conclude that Π 2u Π 2u 0. Therefore, we cannot use the control algorithm (6) . In that case, we can choose Q = diag(0 p , I m ) and use the regularized algorithm (20) . The new stationarity conditions for the approximate algorithm read
The particular choice of Q still guarantees that the first p constraints are enforced strictly and the last m − p are enforced approximately. The level of approximation can be adjusted with the parameter γ. This formulation is an alternative to soft constraints and can be beneficial in practical problems.
A. Stability Analysis of the Approximate Algorithm
In this section, we define the tracking properties of the approximate algorithm (20) . First, we define the approximate optimal trajectory as
where A γ is defined as
From Theorem 1, if there exists a ρ > 0 such that
Next, we show that, given enough time-scale separation, the partially regularized algorithm (20) can stabilize the system without the rank constraint Π 2u Π 2u 0. To this end we define the matrices 
Using the same arguments as in the proof of Theorem (2), we conclude that, for the particular choice if μ =L ϕ 1 
where
Since null(Γ 0 (ω)) ⊆ null(Q) for all ω ∈ R, and null(Π 2u Π 2u ) ∩ null(Q) = {0}, the bottom-right block of (23) is positive definite. Using the same Schur complement argument as in the proof of Theorem 2, we conclude that (23) holds strictly for ρ = 0. By continuity, there exist ρ > 0 such that (23) holds strictly for all ρ < ρ . With a similar continuity argument, there exist > 0 such that, for all < , (22) is satisfied with 0 ≤ ρ < ρ .
V. POWER SYSTEMS EXAMPLE
In this section, we provide illustrative numerical results based on a power-systems case study that is describe next.
A. Online OPF for Constraint-Aware Grid Rebalancing
As an example for the framework described above, we consider the linearized swing equation
where the state ξ := (θ, ω) is composed of the generator's (or inverters) phase angles θ i and frequencies ω i , Y is the grid's admittance matrix, B 1 ∈ {0, 1} n ×m and B 2 ∈ {0, 1} n ×(n −m ) select the controllable and uncontrollable power injections, respectively, E is the matrix that maps voltage angles θ to line powers p l andω is the average system frequency. M = diag(m 1 , . . . , m n ) is the matrix of rotational inertia coefficients and D = diag(d 1 , . . . , d n ) is the damping matrix that collects the friction coefficients and primary control gains of the generators. System (24) is marginally stable as (1, 0) is an eigenvector ofĀ with zero eigenvalue. This is consistent with the rotational invariance of the power flow equations. To eliminate the average modeθ from (24) we introduce the following coordinate transformation [33] 
where the columns of the matrix U ∈ R N ×(N −1) form an orthonormal basis that is orthogonal to span (1). For example, these columns can be obtained from the (N − 1) eigenvectors of the matrix Y that correspond to the nonzero eigenvalues. In the new set of coordinates, x(t) = T ξ(t) ∈ R n −1 , the closedloop system takes the forṁ 
with Π u = −CA −1 B u , and Π w = −CA −1 B w . Problem (27) corresponds to a dc-OPF and the time-varying nature of the problem is given by the time-varying disturbance w (uncontrollable loads and power injections from renewable sources). Note that normally the number of transmission lines is greater than the controllable injections, therefore, the rank constraint in the assumptions of Theorem 2 does not allow us to formulate the online primal dual method (6) using g to impose both the line and frequency constraints as hard constraints. We, therefore, propose the following two alternatives. 1) Soft constraints for the transmission lines: We reformulate problem (27) 
where y 1 = p l and y 2 =ω. The soft-constraints func-
is continuously differentiable with an L h -Lipschitz gradient with L h = η and the indicator function has Moreau envelope M gμ (y 2 ) = 1 2μω 2 .g(·) = I {0} . The online optimization algorithm (6) then becomes
where η ≥ 0 is a control parameter, dictates the control speed, and s p,p (y 1 ) is the soft thresholding operator defined as s.t.
where y = (y 1 , y 2 , ) = (p l ,ω) and g(·) is the indicator function g(·) = I ω .
Since Π u Π u 0 we use the approximate online optimization algorithm (20) with matrix Q = diag(I, 0) in order to maintain a hard constraint for the frequency Fig. 2 . Simplified IEEE 9 Test case: we consider a lossless system with three controllable generators and three uncontrollable loads.
deviation. The algorithm (20) then becomes
where γ > 0 is a control parameter and dictates the control speed. Remark 3: The constraint Π 2u Π 2u 0 is natural in the context of power systems. It is well known, for example, that decentralized integral control for frequency regulation is not internally stable as it can be destabilized by an infinitesimal bias [34] . A choice of C 2 = [0, I] makes Π 2u = α11 , where α depends on the choice of transformation matrix U . An equality constraint on the frequency would produce a decentralized integral controller. This choice clearly violates the rank condition.
In the following section, we test the proposed algorithms on a simple power systems test case.
B. IEEE 9 Test Case
In this section, we study the proposed algorithms on a powersystem case study. We consider a modified version of the IEEE9 test case depicted in Fig. 2 where we neglect the line resistances and shunt capacitances. We consider three controllable generators whose power setpoints are updated according to the online optimization algorithms outlined in Section V-A and three uncontrollable loads as Illustrated in Fig. 2 . We consider the swing dynamics (24) with the following parameters m i = 1 p.u. for the controllable generators and m i = 0.1 for the uncontrollable loads/generators and d i = 0.1 p.u. for all generators and loads. We consider a "nominal" disturbance of w = (−0.9, −1, −1.25) p.u. and we solve the OPF problem (27) for H = I and c = 1. We simulate both algorithms proposed in Section V-A with the following events: the constraint on Line 1 (from bus 1 to 4) is moved from 1.5 to 0.5 p.u. after 10 s and restored after 20 s. After 50 s the w 1 becomes w 1 (t) = −0.9 * [1 + cos(0.2 t)] effectively alternating between no load and double the nominal load. Fig. 3 . IEEE 9 test system in the proposed scenario without control: the system does not react the tightening of the constraint on Line 1 and cannot regulate the frequency to react to the load variation. Fig. 4 . IEEE 9 test system with online optimization using soft constraints on the transmission lines (29) with parameters η = 4, μ = 4, = 10 −2 . The system is able to react to the tightened constraint on Line 1 and keep the frequency regulated to zero.
In Figs. 3-5 , we illustrate the behavior of the system average frequency and line powers under different control laws. The dashed lines represent the line constraints. In Fig. 3 , we observe the behavior of the system without control. Predictable, the system is unable to react to the tightening of the constraint on Line 1 and to keep the frequency and line powers within limits when the load is changing. In Fig. 4 , we show the system controlled with the online optimizer (29) with parameters η = 4, μ = 4, = 10 −2 . The algorithm (29) uses soft constraints for the Fig. 5 . IEEE 9 test system with approximate online optimization using hard constraints and γ−regularization on the transmission lines (31) with parameters γ = 10 −2 , μ = 4, = 10 −2 . The approximate algorithm has superior performance both in reacting to the tightened constraint on Line 1 and keeping the frequency regulated to zero. transmission lines and hard constraints for the frequency. We observe that the system keeps the frequency regulated and reacts to the constraints tightening but does not reach constraint satisfaction at steady-state. This is an artifact of the soft constraints. Finally, in Fig. 5 , we illustrate the behavior of the approximate online optimization algorithm (31) with parameters γ = 10 −2 , μ = 4, = 10 −2 . All constraints are kept as hard constraints, but the dual update on the lagrange multipliers corresponding to the line constraints is regularized with the parameter γ > 0 as illustrated in (31) . The algorithm is superior to the soft constrained optimization both in frequency regulation and in enforcing the constraints. The stability of both algorithms was certified with the appropriate LMI of the form (11) for ρ = 10 −3 . Note that with the proposed framework we can include some specialized frequency control algorithms proposed in the literature [23] , [24] and extend them to more general constraints. Distributed implementation the proposed algorithms is an interesting topic for future research.
VI. CONCLUSION AND OUTLOOK
This paper studied the problem of regulating the output of an LTI dynamical system to the solution of a time varying convex optimization problem. In particular, we proposed a feedback interconnection of an augmented Lagrangian primal-dual saddle-flow algorithm with the system. We then provided LMI conditions based on an IQC characterization of the nonlinear portion of the algorithm that guarantees that the interconnection is stable and the output of the dynamical system tracks the time-varying optimizer of the optimization problem. In addition, we proved that, under mild conditions, the interconnection is always stable provided there is enough time-scale separation between the system (fast) and the optimizer (slow). A first research direction is to derive a bound on the time-scale separation that is sufficient for convergence. Techniques similar to those in [35] might be leveraged to that end. We observed that the LMI conditions are not very conservative in establishing stability. The guaranteed rate of convergence estimate, however, tends to be extremely conservative. To this end we plan to explore more complex IQC-based approaches such as the Popov IQC or the Zames-Falbes IQC that at least for the timeinvariant case, promise to provide tighter rates of convergence. Finally, using an exact discretization for the dynamical system and a forward Euler discretization for the optimization algorithm, the same IQC techniques [19] , can be leveraged to study a discrete-time version of the proposed algorithm, which is implementable in a digital computer. This paper opens to numerous other research directions: among them are the investigation of decentralized and distributed implementations of the feedback optimization algorithms, exploration of second order methods based on the proximal augmented Lagrangian [36] and the study of convergence in case of nonconvex problem or nonlinear systems.
