We have compared our 3-D hot O corona model predictions with the OI 130.4 nm emission detected by Imaging Ultraviolet Spectrograph/Mars Atmosphere and Volatile EvolutioN (IUVS/MAVEN) based completely on our best pre-MAVEN understanding of the 3-D structure of the thermosphere and ionosphere. The model was simulated appropriately for the observational conditions. In addition to dissociative recombination (DR) of O 2 + , DR of CO 2 + is also considered as an important hot O source. The model predictions showed excellent agreement with the transition altitude, the observed altitude variation of density, and the spatial variation of the corona with respect to the Mars-Sun geometry. While previous models predicted escape rates covering a range of nearly 100, the brightness of the modeled hot O densities is a factor of~1.5 lower than the observations. We discuss possible changes to the model that could come from further analysis of MAVEN measurements and that might close the gap between the modeled and observed brightness.
Introduction
Early analysis of the observations from Mariner 6, 7, and 9 suggested that Mars lost atomic oxygen to interplanetary space with the energy supplied by dissociative recombination of O 2 + in the exosphere [McElroy, 1972] . There have been limited observations that could confirm the hot component of O at Mars [e.g., Carveth et al., 2012] until recently. See Y. Lee et al. ( Hot oxygen corona at Mars and the photochemical escape of oxygen-Improved description of the thermosphere, ionosphere and exosphere, submitted to Journal of Geophysical Research: Planets, 2015) for a discussion and references therein. In 2007 the Alice UV spectrometer on board the Rosetta spacecraft made measurements of the OI 130.4 nm emissions up to high altitudes where the hot (nonthermal) O atoms are expected to dominate over the cold (thermal) O atoms [Feldman et al., 2011] . Because of the orientation and movement of the instrument slit on the sky, which was not optimized to capture a Mars limb scan altitude profile, it was difficult to identify the transition altitude of the cold and hot components of atomic O (Y. Lee et al., submitted manuscript, 2015) . However, there was reasonable agreement of the new Y. Lee et al. (submitted manuscript, 2015) model brightness with the Alice observation at high altitudes.
The investigation of the photochemical escape of O has been an important subject since the loss of O is directly related to the evolution of water and CO 2 inventories at Mars. Various modeling efforts have investigated the formation and structure of the hot O corona [Cipriani et al., 2007; Fox and Hać, 1997 , 2009 Gröller et al., 2014; Hodges, 2000 Hodges, , 2002 Kim et al., 1998; Valeille et al., 2009a Valeille et al., , 2009b Valeille et al., , 2010a Valeille et al., , 2010b Yagi et al., 2012; Y. Lee et al., submitted manuscript, 2015] and have provided a range of estimated escape rates. Since the escape rate cannot be directly measured by instruments, it is important to constrain the corona models thoroughly in accordance with both in situ and remote measurements of the upper thermosphere, ionosphere, and exosphere and then use the model to estimate the escape rate.
We present here comparisons between 3-D model predictions of the Martian O corona and early observations taken by IUVS/MAVEN with the coronal scan mode of the instrument from 12 November 2014 to 17 January 2015. Pre-MAVEN simulations using our 3-D corona model (Y. Lee et al., submitted manuscript, 2015) are used to compute the exospheric distribution of hot O for comparison with these first IUVS coronal scans. During this observation period, Mars was moving from the solar longitude (L s ) of 231.8°to 274°, corresponding to a seasonal change from near the end of autumn to the beginning of winter for the northern hemisphere (near perihelion). Solar activity is estimated as solar moderate conditions (F 10.7 ≈ 130) . This indicates that our solar moderate perihelion case (Y. Lee et al., submitted manuscript, 2015) is appropriate for comparisons.
Coronal scans by IUVS are performed along the outbound orbit, while the instrument points toward the inbound leg-more details of the IUVS coronal scan data used here are described in the paper Deighan et al. [2015] . The OI 130.4 nm emission intensity was measured over a range of viewing geometries including the night-to-day and day-to-night look directions, where most of the dayside exosphere was measured in various directions from the upper thermosphere to nearly 3000 km altitude. Particularly, the slit, oriented parallel to orbit normal, is favorable for precise observations of the optically thin (at high altitudes) and thick (at lower altitudes) oxygen. The two-component structure of exospheric O allowed us to decompose the brightness profiles from IUVS into two separate OI 130.4 nm contributions, which led to estimation of the transition altitude, validating the model estimation.
Modeling of the Hot O Corona: The 3-D Coupled Framework of Mars-AMPS and M-GITM
The Martian O corona is simulated by Mars application of the 3-D Adaptive Mesh Particle Simulator (M-AMPS) coupled with the 3-D Mars Global Ionosphere Thermosphere Model (M-GITM). The AMPS code [Tenishev et al., 2008 [Tenishev et al., , 2013 is a kinetic particle model developed within the Direct Simulation Monte Carlo [Bird, 1994] method. AMPS solves a wide range of kinetic problems by representing the collisional dynamics of an ensemble of model particles. Coupled with the Mars exospheric code, AMPS captures the physics of the hot particle distribution in the Martian upper atmosphere. The modeling of the Martian hot corona requires the M-AMPS code to run in a test particle Monte Carlo mode. A more detailed description of M-AMPS can be found in comprehensive studies of the Martian hot C corona [Lee et al., 2014a [Lee et al., , 2014b and hot O corona (Y. Lee et al., submitted manuscript, 2015) .
M-GITM [Bougher et al., 2015] is based on the Earth GITM code [Ridley et al., 2006] , and is a newly developed Martian thermosphere and ionosphere model. M-GITM solves the self-consistent finite difference primitive equations for the time-dependent thermosphere and ionosphere without the hydrostatic assumption.
Here the formulations and subroutines have largely been taken from the NASA Ames' Mars general circulation model [e.g., Haberle et al., 1999] , and e À ), temperatures (T e , T n , and T i ), and three components of neutral winds as input to the M-AMPS code from 100 km to~250 km. The production and thermalization of hot O in M-AMPS are controlled according to the source and collisional background atmosphere supplied by M-GITM. Details of the background atmosphere and its solar cycle and seasonal variabilities for the hot O corona study are given in Y. Lee et al. (submitted manuscript, 2015) .
In the simulation, the energy of a nascent hot O atom is modified by collisions with the ambient thermospheric constituents as it travels under the gravitational influence of the planet. Our approach includes a total of four thermospheric species, O, CO 2 , CO, and N 2 , as collision partners for the hot O atoms. The collisions between hot O and thermal species are described realistically by adopting a forward scattering collision scheme and using the angular differential cross sections computed by Kharchenko et al. [2000] . The same angular dependency of the cross sections is applied for all hot O collisions with different integrated total cross Σ)+O ( 3 P) channel with~100.0% branching ratio, the energy distribution of nascent hot O is highly concentrated at energies between~4.8 eV and~5.7 eV. According to the O 2 + and CO 2 + DR rates, the maximum production of hot O occurs around the subsolar region, while no hot O is produced on the nightside. A hot particle is considered to be thermalized and removed from the simulation when the velocity of the particle falls below a threshold velocity (V threshold = 2 × local thermal speed). The nonnegligible contribution from secondary hot O atoms, which can be produced from the energy transfer from hot O to thermal O [ Valeille et al., 2010a; Y. Lee et al., submitted manuscript, 2015] , is also taken into account.
Results: Comparisons of the 3-D Model Predictions With the IUVS/MAVEN Observations
We selected 12 orbits from the nominal coronal scan data set described in Deighan et al. [2015] , which are Planetary Data System products with identifier v02_r01, for comparison with the model. It is important to note that IUVS was calibrated against UV bright stars, scaled by instrument geometric factors appropriate for extended source observations [Schneider et al., 2015] . The measurement details and basic analysis of the corona observations are explained by Deighan et al. [2015] .
As mentioned above, we adopted our appropriate perihelion and solar moderate case (L s = 270°and F 10.7 = 130) (Y. Lee et al., submitted manuscript, 2015) for all comparisons shown in this study. The observations were taken when the planet was moving toward perihelion during moderate solar activity, where the change in L s was~40°. Although the thermosphere and ionosphere constantly change over the observation time period, we assumed that deviations from the actual atmospheric conditions are not significant. The hot O corona was simulated with an upper boundary of 6 R M from the center of the planet. A particular universal time (UT) is chosen from M-GITM, allowing the subsolar point to be located approximately at 0°longitude and À25.19°latitude.
The position and look direction of the instrument were adjusted to the model time frame by applying a transformation matrix for each integration period. As shown in Figure 1 , the spatial locations are distributed over a wide range of latitude and local time on the dayside. The locations where the limb scans were taken change from the dusk region on the southern hemisphere to the equator near the dawn terminator on the dayside of the corona. The density of the simulated hot O corona was integrated in the model frame along the lines of sight of IUVS and converted to OI 130.4 nm emission brightness assuming an optically thin g Figure 1 for the spatial information of the individual profiles). Wave-like irregular oscillations at high altitudes are most likely simply due to noise from the low emission intensities. The observed brightness becomes abruptly larger by about an order of magnitude at low altitude, which appears as the two scale heights for exospheric O. Compared to the previous hot O coronal observations by Alice/Rosetta [Feldman et al., 2011] , which were not optimal for determining the limb column distribution, a substantially slower decrease in brightness with increasing altitude is found over all the orbits considered in this study as is a more abrupt transition from the hot O to cold O. As mentioned, a more detailed comparison between our model predictions and the Alice observations is discussed by Y. Lee et al. (submitted manuscript, 2015) . At higher altitudes (~1200 km) the model calculations agreed quite well with the Alice observations. As shown in Figure 2 , our model calculations show reasonable agreement with the observations, considering the ±25% systematic uncertainty associated with the calibration. The variation with altitude is quite consistent between model and measurements indicating that the modeled hot O temperatures (a few thousand kelvins) are correct. Since the hot O density is the final product from our coupled framework, the cold and hot O contributions were separately obtained from M-GITM and M-AMPS. The transition altitude is estimated to be~650 km, which is located where the brightness profiles of the hot and cold components intersect. At altitudes below~400 km, the discrepancies between model and observed brightness become considerably larger, where the cold O becomes optically thick. At limb altitudes lower than~600 km (below transition altitude), the hot O merges with cold O. This is consistent between model and data. As a consequence, our models overestimate the O brightness in the lower atmosphere, where cold O dominates over hot O. However, at high altitudes, where hot O is a dominant component, the combination of low column densities and high temperatures of hot O is consistent with the optically thin assumption. Figure 3 shows a comparison of the average of all 12 coronal scans chosen for this study with all of the individual model predictions. The 12 coronal scans are averaged over 300 km altitude intervals to remove the local time variation and the noise in the data. The range between the minimum and maximum values for the average profile obtained from the observations is shown as a shaded area, which indicates the systematic uncertainty of ±25%, to give the plausible range of the O brightness. The range of the model predictions from the geographic variation encompasses the minimum values of the measured average profile at high altitudes. Clearly, the altitude variation of the models is in excellent agreement with that in the IUVS measurements.
Because the individual observations were taken with different geometries and viewing different regions of the dayside corona, the structural differences in the hot O corona should be evident in the observed OI 130.4 nm emissions. The spatial variation of the hot O corona can be observed by taking advantage of the large local time coverage of the coronal scan set. According to the observation geometry (Figure 1) , the first and last coronal scans considered in this study were taken in the afternoon and near the dawn equatorial region, respectively. 
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As described earlier, the hot O corona is not spherically symmetric around the planet (Y. Lee et al., submitted manuscript, 2015) . The structure of the hot corona is strongly correlated with the characteristics of the thermosphere and ionosphere. The local variation of the hot O production is first determined by the spatial distribution of the sources and modified by the local collision partners and other atmospheric conditions, which allows the model to capture the complicated 3-D nature of the hot corona. Figure 4a shows several lines of sight of the instrument for the first and last few coronal scans in the data set. During the first coronal scan, the look direction of the instrument was oriented directly toward the nightside, integrating through high-latitude regions of the corona. For the last coronal scan, the corona was observed from the low to high latitude, where a much wider area of the corona across the dawn region was included in the column integration than that of the first scan. The difference in the corona observed during these two scans is shown in the extracted hot O density (the bottom right panel in Figure 4a ). The hot O corona densities were extracted along the instrument's lines of sight from our simulation up to the upper boundary of our computational domain (~5 R M altitude). Our model predicted that the difference in the hot O densities seen by these two coronal scans is a factor of~2.5. This difference is reached when the density profiles for the first scan begins deviating from those for the last scan with increasing distance from the day-night terminator. Since the brightness is directly related to the density, which is the integrand in the brightness calculation, it is expected that the resulting O brightness profiles also display a similar difference for these two scans.
Due to large fluctuations in the individual measured profiles, the coronal scans that have similar observational geometry were averaged together to average out the noise for a better comparison (i.e., Figure 2 (first and fourth rows) are averaged separately). Figure 4b shows the two averaged O profiles from IUVS with the systematic uncertainty plotted with those representing the average of the corresponding set of model predictions. Despite the overall magnitude difference between the modeled and measurement O brightness, it is clearly shown that the difference observed because of the geographic variation is seen in the measurements and is consistent with that predicted by the model simulation.
Conclusion
MAVEN IUVS made coronal scans of the OI 130.4 nm brightness over a range of viewing geometries from the upper thermosphere to~3000 km altitude. We compared our pre-MAVEN model predictions with the 12 coronal scans that were chosen for this study. The spatial locations, where the integrations are performed for each scan, cover a wide range of local time and latitude of the dayside hot O corona.
Several aspects of the model compare very favorably to the new MAVEN data, namely, (1) the variation of hot O density with altitude above 600 km, (2) the day-night distribution of the hot O density, and (3) the transition altitude from hot O in the corona to cold O in the upper thermosphere. The consistency of the altitude variation means that the temperature of the hot O corona (a few thousand kelvins) is well matched by the observation. Our model simulation showed that the contribution of DR of CO 2 + to the total hot O density is comparable to that of DR of O 2 + . The resulting hot O corona in combination of both reactions showed better agreement with the observations than the case that considers DR of O 2 + only. The escape of hot O from DR of CO 2 + is less likely to be regulated by the background atmosphere due to the large velocity of nascent hot O than the hot O from DR of O 2 + . The overall brightness of the hot O corona observed by IUVS is, however, a factor of~1.5 larger than the pre-MAVEN model. As discussed by Y. Lee et al. (submitted manuscript, 2015) , previous models of the hot O corona and escape cover a range of nearly 100 in predicted escape rates. Many previous models of the escape rate did not, however, calculate a hot corona density distribution, but as there is a direct correlation between hot O densities in the corona with the escape rate, there would also be a large range in predicted corona densities based on past modeling studies.
As more MAVEN measurements are made and become available, we will test various M-AMPS model assumptions and the M-GITM model results that are M-AMPS inputs to see if the difference can be resolved. One contribution to hot O in the corona, which should not be large enough by itself but might contribute, could be sputtering of neutral cold O by impact from mainly O + pickup ions [Luhmann and Kozyra, 1991; Johnson and Luhmann, 1998 ].
Otherwise, the major model inputs that come into play are (1) the hot O source, namely, the O 2 + and electron density and temperature distributions and (2) the collision cross sections and the density distributions of the major atmospheric species that regulate the amount of nascent hot O that enters the corona and some of which that , where the contribution of DR of CO 2 + is~62% of the total. Based on previous model calculations, which expect a positive correlation between coronal density and escape rate [Valeille et al., 2009b; Y. Lee et al., submitted manuscript, 2015] , the model-IUVS data difference would imply a total escape rate of~10 26 O atoms s À1. The Editor thanks two anonymous reviewers for their assistance in evaluating this paper.
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