Abstract-Negative Bias Temperature Instability (NBTI) in PMOS transistors has become a major reliability concern in present-day digital circuit design. Further, with the recent usage of Hf-based high-k dielectrics for gate leakage reduction, Positive Bias Temperature Instability (PBTI), the dual effect in NMOS transistors has also reached significant levels. Consequently, designers are required to build in substantial guardbands into their designs, leading to large area and power overheads, in order to guarantee reliable operation over the lifetime of a chip. We propose a guard-banding technique based on adaptive body bias (ABB) and adaptive supply voltage (ASV), to recover the performance of an aged circuit, and compare its merits over previous approaches.
I. INTRODUCTION
NBTI (Negative Bias Temperature Instability) in PMOS devices has become a key reliability issue in sub-130nm technologies. NBTI manifests itself as an increase in the PMOS transistor threshold voltage with time, thereby causing circuit delays to degrade temporally, and exceed their specifications. A corresponding and dual effect, known as Positive Bias Temperature Instability (PBTI) [1] - [3] is seen for NMOS devices, when a positive bias stress is applied across the gate oxide of the NMOS device. Although the impact of PBTI is lower than NBTI [2] , PBTI is increasingly becoming important in its own right, particularly with the use of Hf-based dielectrics in the gate-oxide for leakage reduction [1] , [3] .
Previous approaches to guard-banding a circuit and ensuring optimal performance over its lifetime, such as sizing [4] , [5] , and synthesis [6] can be classified as "one-time" solutions that add appropriate guard-bands at design time. These methods are generally formulated as optimization problems of the type: Minimize Area Power s.t.
life spec (1) where and are weights associated with the area and the power objectives, respectively, while spec is the specified target delay, that must be met at all times, up to the lifetime of the circuit, life .
Under the framework of (1), both the synthesis and sizing optimizations lead to an increase in area and power, as compared with a nominally designed circuit that is guaranteed to meet the specification at design time. The work in [6] argues that synthesis can lead to area and power savings, as compared with sizing optimizations, thereby resulting in a lower amount of guard-band. However, guard-banding (through sizing or synthesis) is performed during design time, and is a one-time fixed amount of padding added into the circuit in the form of gates with a higher drive strength. Inevitably, this approach results in large positive slacks during the initial stages of operation of the circuit, and therefore a larger than necessary area and power overhead, in comparison with a circuit designed to exactly meet the specifications, at every time point, during its operation.
We also note that while both NBTI and PBTI cause the transistor threshold voltages to increase, resulting in larger delays, higher also implies lower subthreshold leakage ( sub ). Therefore, both NBTI and PBTI cause the leakage of the circuit to decrease with time, thereby providing the opportunity to trade-off this slack in leakage to restore the lost performance. Adaptive Body Bias (ABB) [7] provides an attractive solution to explore leakage-performance This research was supported in part by SRC under contract 1572.002.
trade-offs. Forward Body Bias (FBB) can be used to speed up a circuit [8] , by reducing the , thereby using up the available slack in the leakage budget. Further, the amount of FBB can be determined adaptively based on the exact temporal degradation of the circuit, and hence requisite amounts of body bias can be applied, to exactly meet the target specifications under all conditions.
The main advantage of this scheme is that the performance can be recovered with a minimal increase in the area overhead as compared with "one-time" approaches such as sizing and synthesis. While [9] demonstrated that ABB could be used to recover the circuit from voltage and temperature variations, as well as aging, our work is the first comprehensive CAD solution to take advantage of the reduction in leakage due to bias temperature instability (BTI). We demonstrate how ABB can be used to maintain the optimal performance of the circuit over its lifetime life , by determining the PMOS and NMOS body bias values (and supply voltage) required at all time points.
Both the sizing [5] and synthesis [6] approaches have shown reductions in the area and power overhead in using a signal probability profile to determine the delay of the circuit, inside the optimization engine, as opposed to computing the worst-case delay degradation of the circuit, based on [4] . However, it is not possible to compute the asymptotic signal probabilities, over the entire lifetime operation of the circuit, in an accurate manner. Further, any such signal probability based framework must guarantee a reliable operation under all workload conditions. Hence, we consider a worst-case delay degradation based model to determine the temporal delays of the circuit.
Adaptive control systems can be implemented using a critical path replica based approach, or a look-up table based technique, as described in detail in [10] . Comparing these two methods, we note that the critical path replica based approach has several limitations. Hence, we propose to use a look-up table consisting of the optimal body bias and supply voltages, indexed by the time of stress of the circuit. Accordingly, we propose an algorithm to compute the entries of the look-up table, such that the delay of the circuit is met at all time points, and the power overhead is minimized. Our results indicate that this method can be used as a viable alternative to "onetime" solutions such as synthesis, or sizing, thereby resulting in a very small area overhead.
II. PROBLEM FORMULATION
We begin this section by determining the impact of NBTI on the delay and leakage of digital circuits. We then explore the potential of FBB to recover performance, subject to power constraints, and formulate an optimization problem, accordingly.
A. Impact of BTI on Delay and Leakage
The Reaction-Diffusion framework [11] , [12] has widely been used to determine the long-term impact of NBTI on the threshold voltage degradation of a PMOS device. Accordingly, the degradation for a PMOS transistor under DC stress increases asymptotically as , based on [13] , [14] . We also use a PBTI model where the degradation mechanism is similar to NBTI, but the magnitude of degradation is lower. The for a PMOS device after 10 seconds ( three years) of DC stress is around 50mV (nominal value is -411.8mV), while that for an NMOS device is around 30mV (nominal value of 466mV), based on PTM 45nm model files [15] .
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It must be noted that NBTI affects the of PMOS devices, and hence the rising delay of a gate, while PBTI affects that of NMOS transistors, and therefore the falling delay only. Worst-case degradation [4] of all gates in the circuit is assumed, for reasons that will become apparent in Section III. SPICE simulations are run at degraded values accordingly, to obtain the new delay and leakage numbers, at 105 C, at different time-stamps. Since BTI is enhanced with temperature, the library gates are characterized at the maximum operating temperature of the chip of 105 C. The SPICE numbers are curve-fitted to obtain a model for delay and leakage as a function of the transistor threshold voltages. The delay of a gate is modeled as: (2) where the (sensitivity) terms for each of the transistors in the gate, along the input-output path, are determined through a linear least-square curve-fitting. This first order sensitivity based model is fairly accurate, and has an average error of 1% in comparison with the simulation results, within the ranges of degradation caused by BTI. Similarly, a model for leakage can be developed as: (3) Note that the and values are functions of the supply voltage,
. The leakage numbers are experimentally verified to have an average accuracy of around 95% with respect to the SPICE simulated values. At the circuit level, Fig. 1 shows the impact of BTI on the temporal delay and leakage of an LGSYNTH93 benchmark "des". The nominal delay and leakage numbers are shown in dotted lines. The results indicate that the delay degrades by around 14%, whereas the leakage reduces by around 50%, after three years of operation. Fig. 2 explains the impact of BTI and the potential of FBB to maintain optimal performance. The drain current for a PMOS transistor is plotted in Fig. 2 (a) for two distinct cases, i.e., on when , and off when , using different scales. Fig. 2 (a) plots the currents as a function of PMOS , showing the reduction in the currents due to aging. Fig. 2(b) shows the increase in the on and off currents with the amount of forward body bias ( ) applied, computed when the transistor is maximally aged. When a FBB of 0.32V is applied, this effectively sets to , and hence on= on 0 , and off = off 0 , where on 0 and off 0 are the nominal values. The change in junction capacitance and the subthreshold slope is assumed to be negligible within the ranges of the FBB voltages considered in this framework, based on the results in [8] , and [16] , respectively.
B. Recovery in Performance using FBB
At first glance, one may imagine that FBB could be used to completely recover any degradation in the PMOS transistor threshold voltage, and bring the on and off values to their original levels, thereby completely restoring its performance and leakage characteristics. However, on closer examination, it is apparent that this is not the case. The results of applying FBB on a temporally degraded inverter (after three years of constant continuous stress on all the transistors) are shown in Fig. 3 . Fig. 3 (a) shows the average delay of the inverter (measured as ) , where and are the output rise and fall times, respectively, while the x-axis denotes the amount of NMOS and PMOS body bias voltage , applied simultaneously. The results indicate that after three years of temporal degradation, of around 0.30V must be applied to restore the delay of the inverter to its original value (shown in dotted lines). Fig. 3 (b) plots the total leakage power assuming maximal degradation of both the NMOS and the PMOS transistors, obtained by combining the subthreshold leakages, along with the substrate junction leakages, with respect to the amount of FBB (denoted as ), simultaneously applied to both the NMOS and the PMOS devices. The nominal leakage, computed at s, i.e., with =0 is shown in dotted lines, and is chosen as the leakage budget. The figure shows that the leakage rapidly rises with , and exceeds the leakage budget at around 0.2V. This is due to the exponential increase in substrate junction leakages with forward body bias, as shown in Fig. 3(c) , which plots the individual components of leakage power, namely the subthreshold and junction leakages for the NMOS and PMOS devices, denoted as sub and junc , respectively. We ignore the contribution of gate leakage current to the leakage power overhead, since BTI and FBB both do not cause any impact on gate leakage. Further, with the use of high-k dielectrics, gate leakage has been reduced by several orders of magnitude, making it negligible in comparison with the subthreshold and junction leakages.
From Fig. 3(a) and Fig. 3(b) , it can be inferred that a complete recovery in the delay degradation of the circuit results in the leakage current exceeding the budget. Simulation results indicate that our benchmark circuits require FBB of the order of (0.3-0.4V), which leads to an exponential increase in the power consumption.
C. Problem Formulation
As explained in the previous subsection, mere usage of ABB to restore fully the performance of the circuit results in a large power overhead, particularly at times closer to the lifetime of the circuit, since a large amount of FBB may be necessary. Hence, we propose to apply adaptive supply voltage (ASV) in conjunction with adaptive body bias (ABB), to minimize the power overhead. The optimal choice of the values of the NMOS body bias voltage (denoted as ), PMOS body bias voltage (denoted as ), and supply voltage to meet the performance constraint is such that
The average of rise and fall delays is considered, since alternate stages of logic in a path (consisting of all inverting gates) undergo rising and falling transitions, respectively. Fig. 3 . Impact of applying FBB to a degraded inverter at life . Fig. (a) plots the increase in delay with FBB, while Fig. (b) shows the increase in the total leakage power consumed. Fig. (c) shows the individual components of leakage, i.e., the subthreshold and junction leakages for each transistor. the total power consumption at all times is minimized. Hence, an optimization problem may be formulated as follows: 
where act and lkg are the weighted active and leakage (subthreshold + junction leakage) powers respectively, while spec is the timing specification that must be met at all times.
D. Models for Delay and Leakage Considering ABB/ASV
We now briefly review the models used for computing the delay and the power of a circuit in (4), considering the impact of FBB and ASV. Active power is modeled using the expression act , where the terms have their usual meanings. The delay of a gate, following the application of ABB/ASV can be modeled as: (5) where the sensitivity terms are negative, while the increase in leakage (either the subthreshold or the junction leakage) is modeled by an expression of the form:
The derivatives in (6) are positive in sign. The models for delay are accurate to within 1% of the SPICE computed values, while the leakage numbers have an average accuracy of 95%, for FBB of up to 0.4V, and of up to 0.2V.
E. Dependence on Supply Voltage
While our optimal solution to adaptively compensating the circuit against aging may result in a higher than nominal assignment, this may also enhance the impact of BTI. Previous works [17] , [18] have shown that for thinner gate oxides, the amount of degradation due to NBTI increases with an increase in . This is caused by increased electric fields that result in higher rates of breakdown of the weak bonds according to the equations [4] , [13] :
As can be seen from the plots in [17] , within the ranges of values used in ASV, this dependence is fairly linear. Hence, a linearized model is used to capture this second order dependence:
stress stress (8) where stress is the increase in at nominal supply voltage after stress seconds of DC stress, and the slope is determined based on [17] .
III. CONTROL SYSTEM FOR ADAPTIVE COMPENSATION
In this section, we investigate how an ABB/ASV based control system can be implemented to guard-band circuits against aging. A look-up table based approach that precomputes and stores the optimal ABB/ASV/frequency values, to compensate for droop and temperature variations is presented in [9] , while [7] , [8] use a critical path replica based approach to counter the effects of within-die and die-to-die variations. Further, the works in [19] , [20] show how on-chip sensors designed for aging, can be implemented to obtain precise high sensing resolution. However, the critical path replica based approach has the following drawbacks, as enlisted below:
1) With increasing amounts of intra-die variations, critical path replica based test circuits require a large number of critical paths to provide an max distribution that is identical to the original circuit, leading to an area overhead. 2) An additional issue in the case of aging is that the delay of the critical path is dependent on the amount of temporal degradation, which depends on the signal probabilities along the nodes. The actual signal activity at every node in turn depends on the logic values applied at the primary inputs over the entire lifetime of the circuit, and it is impossible to determine this a priori. A critical path replica thus requires the inputs of this test circuit to be connected to the actual inputs of the original circuit, to mimic the exact signal activity, which may entail routing and signal integrity issues. 3) Further, the critical paths in a circuit can dynamically change based on the signal activity. Adding every potentially critical path from the original circuit into the critical path replica may cause the test circuit to become extremely large. This not only results in a large area overhead, but the test circuit may have variations of its own, which may be different from the actual implemented design. Owing to these drawbacks, we propose the use of a look-up table based implementation to determine the actual , , and values that must be applied to the circuit to compensate it for aging. The entries in the look-up table are indexed by the total time for which the circuit has been in operation. This time can be tracked by a software routine, with representing the beginning of the lifetime of the circuit (say after burn-in , testing, and binning). This software control enables the system to determine the total time for which the circuit has been operational. The look-up table method requires the critical paths and the temporal delays of the circuit to be known beforehand, to determine the entries of the table. As stated earlier, it is impossible to determine a priori, the exact temporal degradation of a circuit. Hence, we propose to compute the worst-case degradation of the circuit, at different time stamps, i.e., determine in (4) based on the method in [4] , and use this to find the amount of compensation that must be adaptively applied at those times, to meet the target delay. While [4] considers the impact of NBTI only, and derives a worst-case scenario for the delay degradation of the circuit, by assuming maximal DC stress on every PMOS transistor, the idea can be extended to include maximal impact of PBTI on the NMOS transistors, as well. The worst-case method is computationally efficient, is input-vector independent, requires a single timing analysis run, performed using a pair of degraded values (for each time stamp) for all the NMOS and PMOS transistors, respectively, and serves as an upper bound on the actual signal activity dependent delay of the circuit. Further, the set of , , and values in (4), determined using this number as a measure of in (4), is guaranteed to ensure that the circuit meets the delay specification spec, under all operating conditions.
IV. OPTIMAL ABB/ASV COMPUTATION
In this section, we describe an enumeration based algorithm to determine the optimal ABB/ASV values at different time-stamps. The idea is explained in Fig. 4 . Fig. 4(a) shows the temporally degraded delay of a nominally designed circuit, without ABB/ASV, denoted as , at different values . Fig. 4(b) shows how ABB/ASV may be applied at every time stamp , to ensure that the delay degradation during the interval does not cause the circuit delay to exceed the specifications. The delay of the circuit immediately after applying ABB/ASV based on the look-up table values at , is denoted by after , and is always less than spec. Similarly, before is the net delay of the circuit before applying ABB/ASV at . Considering the impact of ABB/ASV at and the temporal degradation due to BTI over [ ], we have after before spec after before spec (9) This implies that at every time point, the amount of compensation required is dependent on the delay degradation up to the next time stamp, and follows from the shape of the figure in Fig. 4(b) . The pseudo-code for computing the optimal ABB/ASV values is shown in Algorithm 1. The algorithm begins by determining the amount of ABB/ASV that must be applied at the design time, denoted by , to compensate for aging until the first time stamp . This can be computed by determining the amount of until , and performing an STA run, to determine , as shown in line 3 of the algorithm. The target delay after applying ABB/ASV is then computed, as shown in line 5, and expectedly, after spec, as can be seen from Fig. 4(b) . An enumeration routine, based on the method described in [10] is run in line 7, to determine the optimal ABB/ASV that must be applied at time . Since, the in the solution depends on the delay degradation over the time period [ ], which in turn depends on the applied to the circuit at (based on (8)), an iterative approach is used. However, this dependence is fairly small, and ignoring the second order dependence of degradation on does not significantly affect the results. Line 11 checks to ensure that the net delay of the circuit at time , i.e., before is less than
It is assumed that the degradation in delays due to accelerated stresses at high temperature during burn-in are accounted for in determining spec, by adding an additional timing guard-band. 12: Repeat the above procedure iteratively for all , to determine the optimal values at based on the degradation over , as shown in (9) 14: Return , , and values at all times .
spec, as required in Fig. 4(b) . The method is repeated for successive values of , and the look-up table entries are computed.
V. RESULTS
In this section, we present results on ISCAS85, LGSYNTH93, and ITC99 benchmark circuits, synthesized using SiS on a 45nm [15] based library. A step-size of 50mV is used for the body bias voltages, while a step size of 30mV is used for the supply voltage. The circuit is compensated at different time-stamps, as shown in the first column of Table I , up to its life of 10 s. These numbers are chosen such that the increase in delay over every time interval is fairly constant. However, an initial value of 10 s (4 th row, 1 st column of the table) is chosen assuming that this is the minimal resolution that can be generated using the software set-up that tracks the total cumulative time of stress applied on the circuit, as described in Section III. The number of time stamps chosen (size of the look-up table) and their specific values depend on the ability of the software to track these times, and the resolution in the body-bias and supply voltages. This does not impact the final ABB/ASV values after three years, although it affects the average power consumed by the circuit. An extreme case involves applying the maximum body bias and supply voltage at s to compensate for aging over the entire lifetime of the circuit. While this case is similar to synthesis in terms of the temporal performance of the circuit, an adaptive approach with discrete time steps takes into consideration the exact amount of delay degradation at each time steps, and applies the requisite amount of compensation, as is necessary. Table I shows the delays after applying ABB/ASV, the active and leakage powers, the power overhead, and the , , and values at different time stamps, for the benchmark circuit "des", whose delay and leakage variations with BTI (without ABB/ASV) were shown in Fig. 1 . The first four columns of the table, (shown in bold with gray background), denote the actual entries that would be encoded into the look-up table. The column "Delay" denotes the delay of the circuit ( after in Algorithm 1), at the given time stamp immediately after applying ABB/ASV values from the table. The nominal delay at s is chosen as spec. The results indicate that the target delay is met at all time points, up to life =10 s.
As explained in Fig. 4(b) , the circuit is compensated for aging over the time period [0, ], by applying ABB/ASV at time s. Hence, the delay of the circuit at s, after applying ABB/ASV, under the "Delay" column is less than spec. The leakage power decreases temporally due to increase in caused by BTI, but increases with ABB/ASV, and hence exceeds the nominal leakage. The percentage increase in power, computed as the ratio of sum of the active and leakage powers with respect to their nominal values is tabulated in the last column of the table. Our approach leads to an average increase of 17% in the total power consumption, over three years of operation.
A. Comparison of Transient Power and Delay Numbers
The temporal delay of "des" is shown in Fig. 5 , where the delays at different time stamps are plotted. The transient performance of the circuit is compared with the case where the worst-case synthesis based approach from [6] . Worst case BTI-based library gate delays were used during technology mapping to synthesize the circuit, to meet the same spec. The figure indicates that the approach described in this paper reduces the range of the circuit delays.
The active and leakage powers using our approach are compared with worst-case synthesis for "des" in Fig. 6 , where the active and leakage powers of the nominally designed circuit at s, are marked as "Nominal". Since the synthesis approach uses gates of computed as a time-weighted average using act act lkg lkg , where lkg and act , are the nominal leakage and active powers, respectively, while lkg and act , at time , with =0, and =10 . higher drive strengths (as compared with the nominal design) to guard-band the circuit, this leads to an increase in the active power. Further, the active power consumption remains constant over the entire lifetime of the circuit. However, the supply voltage in our approach increases gradually with time, as shown in Table I . Hence, the active power increases gradually, as shown in Fig. 6(a) . The results indicate that the maximum active power dissipated using our approach is less than that by the worst-case synthesis based design. Active power consumed as a function of time using our method depends on the optimal value in the lookup table, as computed by Algorithm 1, and hence may be nonmonotonic in nature, as seen from Fig. 6(a) . Table I shows that at s, the optimal solution leads to a decrease in accompanied by a larger increase in , with respect to the solution at the previous time stamp, hence causing the active power to decrease temporally. Similarly, Fig. 6(b) compares the transient leakage of the two approaches, with respect to the nominal value. The leakage of the worst-case synthesis based circuit is highest at s (when there is no BTI), but monotonically decreases with time, due to BTI, and the final value is lower than the nominal leakage. Instead, our approach tries to adaptively recover performance by using the slack available in the leakage budget, as explained in Section II. Since complete recovery in performance requires ASV in addition to ABB, this causes the leakage to increase beyond the nominal value at all times. The leakage power at s is also greater than the nominal value since some amount of ABB/ASV is applied to the circuit to guardband against temporal degradation during [0, ], as shown in Fig. 4 . However, the maximum leakage power (at s) consumed at any time point using our approach is almost identical with that using the worst-case synthesis method, as seen from Fig. 6(b) .
B. Overhead in Maximal Power Consumed
Table II compares the area savings and the maximal power overhead of our approach, with the worst-case synthesis method. For a given spec, the synthesis approach uses the worst-case BTI impacted delays of the gates during technology mapping, thereby resulting in 3B-5 a circuit that is guaranteed to work over the entire lifetime. However, our approach applies ABB/ASV to a nominally designed circuit (circuit designed using the nominal delays, and hence guaranteed to meet the timing at s), to compensate for the increase in delay due to BTI. The column spec, is the delay of the nominal circuit at s. The area of the nominal circuit, and its active (denoted as act ) and leakage (tabulated as lkg ) powers are shown in the respectively,) over the nominal design, are shown in the table for both the worst-case synthesis method and our approach. Active power dissipation for our approach is maximum at life , while the leakage power consumed is maximum at s, as can be seen from Table I and Fig. 6 . Hence, the average increase in power (weighted sum of active and leakage powers) at different times, as seen from the last column of Table I , remains relatively uniform, and is lower than either the maximum active or leakage power overhead, in Table  I . Both the active and leakage powers are maximum for the worstcase synthesis approach, at s, as shown in Fig. 6 . The last row indicates that the overhead in leakage using our approach is almost identical to worst-case synthesis, while that for active power is lower.
The area of the circuit designed using worst-case synthesis is also shown in the table. The column "Overhead" denotes the overhead in area in using synthesis, as compared with the nominal design. Table  II indicates that the worst-case synthesis approach has an average area overhead of around 24%. However, the area overhead of our approach is restricted to the look-up tables, voltage generators for the additional supply voltages, and the body-bias voltages, and is therefore significantly smaller. The work in [7] has shown that this overhead is within 2-3% of the area of the nominal design. Thus, our work provides significant area savings as compared with the worstcase synthesis approach. Hence, adaptive guard-banding of circuits can be used as a viable alternative to BTI-aware sizing and synthesis techniques, to ensure a reliable performance over their lifetime.
VI. CONCLUSION
BTI has become an important reliability concern in circuit design. Previous "design-time" solutions aimed at guaranteeing a reliable performance of the circuit lead to large amounts of area and associated power overheads. An adaptive approach that determines the transient degradation of the circuit, and compensates for it, through adaptive body biasing (ABB) and adaptive supply voltage (ASV) is proposed. The results indicate that the circuit can be efficiently guard-banded for three years with a minimal overhead in area, and a small increase in power, as compared with a circuit designed only to meet the nominal specifications. Further, techniques such as [10] may be used to apply ABB/ASV to simultaneously counter the impact of aging, as well as process and temperature variations.
