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1PRIVILEGED REGIONS IN CRITICAL STRIPS OF
NON-LATTICE DIRICHLET POLYNOMIALS
G. MORA AND J.M. SEPULCRE
Abstract. This paper shows, by means of Kronecker’s theorem, the existence
of infinitely many privileged regions called r-rectangles (rectangles with two
semicircles of small radius r) in the critical strip of each function Ln(z) :=
1 −∑nk=2 kz , n ≥ 2, containing exactly [T logn2pi
]
+ 1 zeros of Ln(z), where
T is the height of the r-rectangle and [·] represents the integer part.
1. Introduction
The study of the zeros of exponential polynomials is a topic which appears in the
first third of the twentieth century in relation with the development of differential
equation theory. At this point we quote Wilder’s paper [13], firstly, because it con-
stitutes a good example about the mentioned relation of the zeros with differential
equations and, secondly, because in that paper we can find one of the first formulae
to determine the number of zeros of an exponential sum of the form
f(z) := 1 +Q0ez +Q1ec1z +Q2ec2z + ...+Qk−2eck−2z,
inside a rectangle of the critical strip where its zeros are located. Indeed, by assum-
ing the Q’s are complex constants, and in particular Qk−2 and at least one other
are different from zero, and the c’s are real constants (called frequencies) such that
1 < c1 < c2 < ... < ck−2,
Wilder proved that in a rectangle R of length l of the critical strip of f(z), the
number of roots N(R) satisfies
(1.1)
∣∣∣N(R)− ck−2
2pi
l
∣∣∣ ≤ k − 1.
Along the line of Wilder’s paper [13] are the works of Tamarkin [10, 11] about
the zeros of certain functions “in connexion with some general problems of the
expansion theory for linear differential equations” (the words in inverted commas
belong to Tamarkin [10, p. 66]). Analogous results we find in Turan’s article [12],
where he attributes to Polya [9] the following theorem:
“If z = x+ iy
µ1 < µ2 < ... < µl
and Pν(z) is for ν = 1, 2, ..., l a polynomial of degree ≤ mν − 1 with
m1 +m2 + ...+ml = n
P1(z)Pl(z) 6= 0,
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then the number N(gl, a, a+ d) of the zeros (according to multiplicity) of the func-
tion
gl(z) =
l∑
ν=1
Pν(z)eiµνz
in the infinite vertical strip
a ≤ x ≤ a+ d
satisfies the inequality
(1.2)
∣∣∣∣N(gl, a, a+ d)− (µl − µ1)d2pi
∣∣∣∣ ≤ n− 1.”
In [4], Langer showed that the number of zeros N(R) of the exponential sum
Φ(z) =
n∑
j=0
aje
cjz, aj ∈ C \ {0} ; 0 = c0 < c1 < ... < cn
within a rectangle R cut from the critical strip by two arbitrary lines y = y1 and
y = y2, chosen so that on neither of them there lies a zero of Φ(z), verifies
(1.3)
∣∣∣N(R)− cn
2pi
(y2 − y1)
∣∣∣ ≤ n.
Recently, for the partial sums
FX(s) =
∑
n≤X
n−s,
with s = σ + it a complex variable and X a real number greater than or equal to
2, Gonek and Ledoan proposed in [2, Theorem 2] the formula
(1.4)
∣∣∣∣NX(T )− T2pi log [X]
∣∣∣∣ < X2 ,
which determines the number of zeros of FX(s), NX(T ), for the special case that
these zeros to have ordinates in the interval [0, T ], where [X] denotes the integer
part of X.
The generalization of the foregoing formulae to the most large class of almost-
periodic functions can be found in Levin’s book [8].
As we can see in the extensive literature about the topic of the zeros of an
exponential polynomial, the formulae to determine the number of its zeros in an
arbitrary rectangle R of the critical strip where they are situated, have a common
thing: all them contain a principal term given by the greatest frequency of the
function multiplied by the height of the rectangle and divided by 2pi, and a bound
which expresses the maximum error with respect to the exact number of those
zeros inside R. Indeed, all formulae (1.1)-(1.4) contain the same principal term and
point out that the error is of the same order that the degree of the exponential
sum, with the exception of (1.4), where the error reduces to one half because that
formula applies to a special rectangle cut from the critical strip by the lines y = 0
and y = T , and then as the function FX(s) is strictly positive on y = 0, the
contribution to the variation of the argument of FX(s) along the bottom of R is
zero.
The functions
Ln(z) := 1−
n∑
k=2
kz, n > 2,
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are the prototype of non-lattice Dirichlet polynomials, that is, functions of the form
1−
n∑
k=2
mka
z
k; mk ∈ C, ak > 0,
for which the group G := Z log a2 + ... + Z log an is dense in R. The importance
of the zeros of the Ln(z)’s is due to the connection between them and the fractal
string concept, introduced by Lapidus and Pomerance in [5]. In fact, the zeros of
Ln(z) are the poles of the meromorphic continuation of the geometric zeta function,
ζL(z) :=
1
Ln(z)
(see [7, p.97] and especially Lapidus and van Frankenhuijsen’s book
[6, Chapters 2-3] where we can find a complete discussion and stronger results on
the zeros of Dirichlet polynomials).
Our purpose in this paper is to point out that a reiterated application of Kro-
necker’s theorem [3, Theorem 444] allows us to prove the existence of infinitely
many special regions, the mentioned r-rectangles RnT , in the critical strip of every
function Ln(z), n ≥ 2, where we can exactly count the number of its zeros inside
them by the formula
(1.5) Nn(T ) =
[
T log n
2pi
]
+ 1,
where T is the height of RnT and [·] denotes the integer part. That means that
for these r-rectangles our formula (1.5) keeps the common principal term of all
preceding formulae (1.1)-(1.4) but the error has been reduced to zero.
2. The formula
For every integer n ≥ 2
Ln(z) := 1− 2z − ...− nz
is an entire function of order 1, exponential type lnn, and it has infinitely many
zeros not all them situated on the imaginary axis, except L2(z), whose zeros zk are
explicitly given by the formula
(2.1) zk =
2kpii
ln 2
, k ∈ Z.
On the other hand, since for any y
(2.2) lim
x→−∞Ln(x+ iy) = 1
and
(2.3) lim
x→+∞
Ln(x+ iy)
−nx+iy = 1,
there exist two values of x, xn1 < 0 < xn2 , such that
(2.4) |Ln(z)− 1| < 1 for all z with Re z ≤ xn1
and
(2.5)
∣∣∣∣Ln(z)nz + 1
∣∣∣∣ < 1 for all z with Re z ≥ xn2 .
Therefore, each function Ln(z) has all its zeros comprised in a vertical strip Sn,
called critical strip, defined by
Sn := {z = x+ iy : an ≤ x ≤ bn} ,
4 G. MORA AND J.M. SEPULCRE
whose bounds
an := inf {Re z : Ln(z) = 0}
and
bn := sup {Re z : Ln(z) = 0} ,
because (2.4) and (2.5), are both finite. On the other hand, (2.4) and (2.5) also
imply that
0 < Ln(x) for all x ≤ xn1
and
0 > Ln(x) for all x ≥ xn2 ,
and then Ln(z) has a real root, say αn, which is unique noticing that the derivative
L′n(x) < 0 for all x ∈ R. Thus, as in particular at the point αn one has L′n(αn) 6= 0,
by applying [1, Theorem 3.3.3], there exists a sufficiently small real number rn such
that
pi
logn
> rn > 0
for which the properties
i) L′n(z) 6= 0 for all |z − αn| ≤ rn,
ii) Ln(z) 6= 0 for all 0 < |z − αn| ≤ rn
iii) Ln(z) is one-to-one on |z − αn| ≤ rn,
hold.
The rn’s are crucial to define the r-rectangles.
Definition 1. For each integer n ≥ 2, given the previous rn, an rn-rectangle,
denoted by Rn,T , is a region whose boundary is defined by the vertical lines x = a′n,
x = b′n and the paths
Γ′n := {(x, y) : a′n ≤ x ≤ αn − rn; y = 0} ∪ {z : |z − αn| = rn; Im z < 0}∪
∪{(x, y) : αn + rn ≤ x ≤ b′n; y = 0}
and
Γ′n,T := {z + iT : z ∈ Γ′n} ,
where a′n and b′n are arbitrary real numbers verifying a′n < an, b′n > bn and T is a
positive number such that Ln(z) has no zero on Γ′n,T .
Remark 2. The values of T for which formula (1.5) will be valid will be specified in
the proof of the next theorem. We note that the rn-rectangles are counterclockwise
oriented.
Theorem 3. In the critical strip of each Ln(z) := 1 − 2z − ... − nz, n ≥ 2, there
exist infinitely many rn-rectangles Rn,T such that the number of its zeros, Nn(T ),
inside each Rn,T is given by the formula
Nn(T ) =
[
T logn
2pi
]
+ 1,
where T is the height of Rn,T and [·] denotes the integer part.
Proof. Assume that n = 2; by virtue of Definition 1, we consider a family of r2-
rectangles, R2,T , by choosing an arbitrary T in the interval
(
2pik
log 2
,
2pi(k + 1)
log 2
)
for
each nonnegative integer k. Then, since k <
T log 2
2pi
< k+1, we have
[
T log 2
2pi
]
= k
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and therefore, noticing (2.1), inside each R2,T there is exactly k+1 zeros of L2(z).
Consequently
N2(T ) = k + 1,
and then the formula (1.5) is true for n = 2.
Now we suppose that n > 2 is a fixed integer. Noticing Definition 1, we consider
a generic rn-rectangle Rn,T and, as Ln(z) is never 0 on its boundary, we are going
to apply the argument principle. For this purpose, firstly, for a given 0 < ² <
1
6
,
by virtue of (2.2) and (2.3), we determine two values a′′n, b′′n, with a′′n < a′n and
b′′n > b
′
n, satisfying
(2.6) |Ln(z)− 1| < sin ²6 for all z with Re z = a
′′
n
and
(2.7)
∣∣∣∣Ln(z)nz + 1
∣∣∣∣ < sin ²6 for all z with Re z = b′′n.
Secondly, we define a new rn-rectangle, say R′n,T , bounded by the vertical lines
x = a′′n, x = b
′′
n and the paths
Γ′′n := {(x, y) : a′′n ≤ x ≤ αn − rn; y = 0} ∪ {z : |z − αn| = rn; Im z < 0}∪
∪{(x, y) : αn + rn ≤ x ≤ b′′n; y = 0} ,
Γ′′n,T := {z + iT : z ∈ Γ′′n} ,
and according to Re z ≤ a′n and Re z ≥ b′n are zero-free regions, we conclude
that Ln(z) has the same number of zeros inside both r-rectangles Rn,T and R′n,T .
Then, for the previous ², we claim that there exist infinitely many values of T such
that the variation of the argument of Ln(z) on the boundary of R′n,T , denoted by
V A(Ln(z);R′n,T ), satisfies
(2.8) V A(Ln(z);R′n,T ) = T logn+ 2pi + θ, with |θ| < ².
Indeed, from (2.6), the variation of the argument of Ln(z) on the side of R′n,T
defined by the line x = a′′n, say V A(Ln(z);x = a
′′
n), verifies
(2.9) |V A(Ln(z);x = a′′n)| <
²
3
.
By writing
Ln(z) = ez logn
Ln(z)
nz
and taking into account (2.7), we conclude that the variation of the argument of
Ln(z) on the side of R′n,T defined by the line x = b
′′
n, V A(Ln(z);x = b
′′
n), is given
by
(2.10) V A(Ln(z);x = b′′n) = T log n+ α, with |α| <
²
3
.
On the other hand, by noting that
pi
log n
> rn > 0, it follows that ImLn(z) > 0 for
z satisfying |z − αn| = rn with Im z < 0. Furthermore, since Ln(z) is one-to-one
on |z − αn| ≤ rn, the curve defined by Ln(z) when z ∈ Γ′′n is:
i) the real segment from the point Ln(a′′n) > 0 to Ln(α
′′
n − rn) > 0,
ii) a path contained in the upper half-plane joining the point Ln(α′′n − rn) with
Ln(α′′n + rn) < 0, and
iii) the real segment from the point Ln(α′′n + rn) to Ln(b
′′
n) < 0.
6 G. MORA AND J.M. SEPULCRE
Therefore, the variation of the argument of Ln(z) when z lies on Γ′′n, denoted by
V A(Ln(z); z ∈ Γ′′n), verifies
(2.11) V A(Ln(z); z ∈ Γ′′n) = pi.
Finally, it only remains to prove that there exist infinitely many values of T
for which the variation of the argument of Ln(z) on the path Γ′′n,T , denoted by
V A(Ln(z); z ∈ Γ′′n,T ), satisfies
(2.12) V A(Ln(z); z ∈ Γ′′n,T ) = pi + β, with |β| <
²
3
.
Indeed, let {p1, p2, ..., pkn} be the set of all prime numbers less than or equal to n.
Then, by expressing for each m ∈ {1, 2, ..., n}
logm =
kn∑
j=1
lm,j log pj , lm,j nonnegative integers,
and substituting in Ln(z), the functions ReLn(z) and ImLn(z) become polynomials
in
ex ln pj , cos(y log pj), sin(y log pj), j = 1, ..., kn.
Since rn has been chosen such that Ln(z) 6= 0 for all 0 < |z − αn| ≤ rn, we can
assure that
mn := min {|Ln(z)| : |z − αn| = rn; Im z ≤ 0} > 0
and, consequently, we can select ²′ > 0 such that
(2.13) ²′ < min
{
mn, min {L(a′′n),−L(b′′n)} tan
²
6
}
.
By continuity, there exists δ > 0 such that for any z ∈ Γ′′n one has
(2.14) |Ln(z + it)− Ln(z)| < ²′,
provided that
(2.15) |cos(t log pj)− 1| < δ, |sin(t log pj)| < δ, for all j = 1, ..., kn.
Then, given δ > 0, we determine a positive η < ²′ such that for any ηj satisfying
|ηj | ≤ η, we have
(2.16) |cos(ηj log pj)− 1| < δ, |sin(ηj log pj)| < δ, for all j = 1, ..., kn.
Now we consider the numbers
αj :=
2pi
ln pj
, βj := 0, 1 ≤ j ≤ kn; 1; η log 22pi ,
and since the
1
αj
’s are linearly independent over the rationals, from Kronecker’s
theorem [3, Theorem 444], there exists t1 > 1 and integers q1,j such that∣∣∣∣t1 1αj − q1,j
∣∣∣∣ < η log 22pi , for all j = 1, ..., kn.
Multiplying by αj we have
|t1 − αjq1,j | ≤ η, for all j = 1, ..., kn.
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Then by defining ηj := t1 − αjq1,j , we get |ηj | ≤ η and so (2.16) is fulfilled.
Moreover, as cos(t1 log pj) = cos(ηj log pj) and sin(t1 log pj) = sin(ηj log pj) for all
j = 1, ..., kn, inequality (2.15) is verified for t = t1 and then (2.14) follows. That is
|Ln(z + it1)− Ln(z)| < ²′, for all z ∈ Γ′′n,
which means that the curve Ln(z + it1) is contained in the ²′-neighborhood of the
curve Ln(z) when z ∈ Γ′′n. Hence, for T = t1, from (2.11) and (2.13), the variation
of the argument of Ln(z) when z ∈ Γ′′n,T , denoted by V A(Ln(z); z ∈ Γ′′n,T ), satisfies
V A(Ln(z); z ∈ Γ′′n,T ) = pi + β, with |β| <
²
3
,
which implies that (2.12) is true, as claimed. Now, taking into account (2.9), (2.10),
(2.11) and (2.12), we obtain (2.8). Dividing that by 2pi, the desired formula (1.5)
follows for the value T = t1. Inductively, by considering the numbers
αj :=
2pi
ln pj
, βj := 0, 1 ≤ j ≤ kn; tl; η log 22pi ,
from Kronecker’s theorem, there exist tl+1 > tl and integers ql+1,j such that∣∣∣∣tl+1 1αj − ql+1,j
∣∣∣∣ < η log 22pi , for all j = 1, ..., kn.
Then repeating verbatim the above reasoning, the formula (1.5) is true for T = tl+1.
Therefore the sequence (t1, t2, ..., tl, ...) of values for T validates (1.5) and then the
theorem follows. ¤
3. Numerical experiences
As we have seen in the proof of our main result, for a given n > 2, the existence
of the values of T for which the formula (1.5) is true is assured by Kronecker’s
theorem. In table 1, by diophantine approximation we have obtained some T ’s for
different values of n for which we have computed the exact number of zeros, Nn(T ),
of Ln(z) inside each rn-rectangle Rn,T and the corresponding value of
T logn
2pi
. This
allows to show the usefulness and the efficiency of (1.5).
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