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Abstract
Traditional approaches focus on finding relation-
ships between two entire time series, however,
many interesting relationships exist in small sub-
intervals of time and remain feeble during other
sub-intervals. We define the notion of a sub-
interval relationship (SIR) to capture such inter-
actions that are prominent only in certain sub-
intervals of time. To that end, we propose a fast-
optimal guaranteed algorithm to find most inter-
esting SIR relationship in a pair of time series.
Lastly, we demonstrate the utility of our method
in climate science domain based on a real-world
dataset along with its scalability scope and obtain
useful domain insights.
1. Introduction
Mining relationships in time series data is of immense in-
terest to several disciplines such as neuroscience, climate
science, and transportation. For example, in climate sci-
ence, relationships are studied between time series of phys-
ical variables such as Sea Level Pressure, temperature,
etc., observed at different locations on the globe. Such
relationships, commonly known as ‘teleconnections’ cap-
ture the underlying processes of the Earth’s climate system
(Kawale et al., 2013). Similarly, in neuroscience, relation-
ships are studied between activities recorded at different
regions of the brain over time (Atluri et al., 2016; 2015).
Studying such relationships can help us improve our under-
standing of real-world systems, which in turn, could play
a crucial role in devising solutions for problems such as
mental disorders or climate change.
Most of the existing work on mining time series rela-
tionships assume the relation to be present for the en-
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tire duration of the two time series. The most prevalent
work has been done in designing various similarity mea-
sures (e.g., euclidean distance, Pearson correlation, dy-
namic time warping) for analyzing full-length time se-
ries (Kawale et al., 2013; Keogh, 2002; Liao, 2005). An-
other part of the related work goes into devising vari-
ous largest common subsequence (LCS) matching prob-
lems (Das et al., 1997; Chen et al., 2007; Faloutsos et al.,
1994). Other related works focus on all-pairs-similarity-
search and motif discovery (Yeh et al.; Zhu et al.).
However, many interesting relationships in real-world ap-
plications often are intermittent in nature, i.e., they are
highly prominent only in certain sub-intervals of time and
absent or occur feebly in rest of the sub-intervals. As a mo-
tivating example, consider a pair of monthly Sea Level Pres-
sure anomaly time series during 1979-2014 in Figure 1b
that are observed at two distinct regions on the globe in Fig-
ure 1a). The full-length correlation between the two time
series is −0.25. However, as shown in the lower panel
of Figure 1b, there exists multiple sub-intervals where
the correlation between the two time series is stronger
than −0.7. As we discuss later in Section 4.4, this ex-
ample is the outcome of a well-known climate phenom-
ena called ENSO (El Nino Southern Oscillation) (Glantz,
2001), that is characterized by negative correlations be-
tween the surface temperatures observed near Australia and
Pacific Ocean (Glantz, 2001) and is known for impacting
various weather events such as floods, droughts, and for-
est fires (Siegert et al., 2001; Ward et al., 2014). The sub-
intervals shown in the lower panel correspond to the two ex-
treme phases, ‘El-Nino’ and ‘La-nina’, of ENSO, when its
impact on global climate is amplified. Similar examples are
also known to exist in other domains such as neuroscience,
(Atluri et al., 2014) and stock market data (Li et al., 2016).
Inspired by such real-world examples, we formally de-
fine the notion of SIR and devise necessary interestingness
measures to characterize them. We propose a novel and
efficient approach called Partitioned Dynamic Program-
ming(PDP) to find the most interesting SIR in a given pair
of time series. We show that our approach is guaranteed
to find the optimal solution and has time complexity that is
practically linear in the length of the time series.
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b. Area-averaged Sea Level Pressure (SLP) monthly time series of two regions
Figure 1. An example of a Sub-Interval Relationship from climate science
2. Definitions and Problem Formulation
Definition 2.1 A Sub-Interval Relationship (SIR) between
two time series T1 and T2 refers to the set S of non-
overlapping time intervals {[s1, e1], [s2, e2], ..., [sn, en]}
such that every interval in S,
• captures strong relationship between T1 and T2, i.e.
rel[s, e] ≥ τ ∀[s, e] ∈ S.
• is of length at least lmin, i.e. lse ≥ lmin∀[s, e] ∈ S.
where τ and lmin are user-specified thresholds, and rel()
refers to a similarity measure.
The choice of thresholds depends on the type of SIRs that
are of interest to a user. For instance, setting higher lmin
and lower τ results in SIRs with longer intervals of mild
relationships and vice-versa.
Problem Formulation: Intuitively, an SIR is likely to be
more reliable if the set S of selected intervals covers a
larger fraction of the timestamps. Therefore, we measure
interestingness of an SIR as the sum-length (SL), which
is equal to sum of lengths of all the selected sub-intervals.
Then the problem require us to find the set of long and
strong time-intervals with maximum sum-length. Formally,
for a given pair of time series (T1, T2), the goal is to deter-
mine the optimal SIR that has the largest sum-length.
3. Methodology
Our problem formulation can potentially be solved by two
approaches: (i) a classical approach based on the dynamic
programming, and (ii) our proposed approach – Partitioned
Dynamic Programming, that is an extension of the classical
dynamic programming.
3.1. Classical Approach: Dynamic Programming
The problem of finding the optimal set can be treated as
a classical DP problem of weighted interval scheduling
(Kleinberg & Tardos, 2005) where the goal is to determine
a schedule of jobs such that no two jobs conflict in time and
the total sum of the weights of all the selected jobs is maxi-
mized. In our problem, we can treat every time-interval that
meets the minimum strength and length criteria as a job and
the interval length as the weight of the job. We could then
use DP to find the set of intervals with maximum possible
sum-length.
Time Complexity: It can be shown that both the average-
case and worst-case time complexity of DP approach is
O(N2) in time, where N is the length of the time series.
3.2. Proposed Approach (Partitioned Dynamic
Programming)
DP’s O(N2) complexity poses a serious challenge for long
time series commonly found in climate and neuroscience
domains. A potential approach to reduce computational
cost could be to partition the original problem into mul-
tiple sub-problems of constant sizes and solving each of
them independently using DP. The optimal set to the origi-
nal problem could then be obtained by taking union of the
optimal sets obtained for all sub-problems. The computa-
tional cost of would then depend on the sizes of the differ-
ent sub-problems. If the size of each sub-problem is smaller
than a constant k, then the computational cost would be
O(N
k
∗ k2) = O(N), which would be faster than DP by
an order of N . However, a key challenge in this approach
is to partition the problem prudently such that no interest-
ing interval gets fragmented across the two partitions, oth-
erwise it could potentially get lost if its fragmented parts
are not sufficiently long or strong enough to meet the user-
specified thresholds.
To this end, we propose a novel approach called Partitioned
Dynamic Programming (PDP) that is significantly efficient
than Dynamic Programming (DP) and is guaranteed to find
the optimal set. PDP follows the above idea and breaks the
original problem into multiple sub-problems such that each
one of them can be solved by using DP independently. The
key step in PDP is to identify safe points of partition, where
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the problem could be partitioned without compromising on
the optimality of the solution. However, PDP is applicable
only to those relationship measures that satisfy the follow-
ing three properties:
Property 1: The relationship measure could be computed
over a single timestamp.
Property 2: If rel[s, e] is known, then rel[s, e + 1] and
rel[s− 1, e] could be computed in constant time.
Property 3: For a given pair of time series, let [s,m]
and [m + 1, e] be two adjacent time-intervals, α =
min(rel[s,m], rel[m + 1, e]), and β = max(rel[s,m],
rel[m+ 1, e]), then α ≤ rel[s, e] ≤ β.
The above three properties are satisfied by various mea-
sures that we discuss in more detail in section 3.3.
From Property 3, it follows that an interval [s, e] formed
by union of two adjacent weak intervals [s,m] and [m +
1, e] could never be strong. Thus, a timestamp t can be
considered as a ‘point of partition’ if:
1. none of the intervals ending at t − 1 are strong, i.e.
rel[s, t − 1] < τ∀s ∈ [1, t − 1]. We refer to this
condition as left-weakness condition.
2. none of the intervals beginning from t are strong, i.e.
rel[t, e] < τ∀e ∈ [t, L]. We refer to this condition as
right-weakness condition.
The two conditions above ensure that all the intervals end-
ing at t − 1 or beginning from t are weak, therefore no
strong interval that subsumes t could possibly exist. There-
fore, no interesting interval would be in danger of getting
fragmented, if the problem is partitioned at t. Following
this idea, we propose a partitioning scheme to find the
points of partition before applying dynamic programming
module to each of the partitions.
PDP comprises of three major steps: In step 1, we find all
timestamps t such that they satisfy the left-weakness prop-
erty. In step 2, we identify all the timestamps t that satisfy
the right-weakness property. Finally, in step 3, all the times-
tamps that satisfy both left-weakness and right-weakness
are considered as the points of partition. The original prob-
lem is then partitioned at the obtained points of partition
and the resulting sub-problems are solved independently
using the DP module described in Section 3.1.
3.2.1. FINDING TIMESTAMPS WITH LEFT-WEAKNESS:
To find timestamps with left-weakness, we perform a left-
to-right scan of timestamps as follows. We begin our scan
from the leftmost timestamp to find the first timestamp s
such that rel[s] ≥ τ . We next show that all the times-
tamps {2, ..., s} will satisfy left-weakness using the follow-
ing lemma.
Lemma 1 Consider a timestamp t that satisfies left-
weakness. If rel[t] < τ , then t + 1 would also satisfy
left-weakness.
Since there are no timestamps to the left of first timestamp,
it trivially satisfies left-weakness. By recursively applying
Lemma 1, to timestamps {2, 3, ..., s}, we get each of them
to satisfy left-weakness.
We then continue our scan beyond s to find the first times-
tamp e such that [s, e] is weak, i.e. rel[s, e] < τ (lines
15-21). This also means that for all the timestamps m ∈
[s, e], interval [s,m− 1] is strong, and thereforem violates
left-weakness. We next claim that timestamp e+1 satisfies
the left-weakness based on following lemma.
Lemma 2 Consider a set of timestamps S = {s, s +
1, ..., e − 1, e} such that rel[s,m] ≥ τ∀m ∈ [s, e − 1],
while rel[s, e] < τ . If s satisfies left-weakness, then times-
tamp e+ 1 would also satisfy left-weakness.
We further continue our scan and repeat the above steps
to find all the timestamps that satisfy left-weakness. In
summary, the above procedure essentially finds streaks of
points that satisfy or violate left- weakness in a single scan.
Similar procedure could be followed to find timestamps
that satisfy right-weakness except that the scan would pro-
ceed leftwards starting from the rightmost timestamp.
3.2.2. TIME COMPLEXITY
There are three major steps in PDP. In step 1, we scan all the
timestamps to find the ones that satisfy left-weakness. No-
tice that each timestamp is visited exactly once in the scan
and under the assumption of Property 2, the computation of
rel[s, t] for every t takes constant time. Therefore, the time
complexity of step 1 is O(N). Similarly, the complexity of
Step 2 (to find points satisfy right-weakness) will also be
O(N). Step 3 solves the problem for each partition using
standard DP. The total time complexity of PDP is therefore
O(N) + O(Nk), where k is the length of largest partition.
For most cases, the threshold τ on relationship strength in
each sub-interval is set to very high value which typically
prohibits any partition to grow beyond a constant k that is
invariant to the length of time series. As a result, the time
complexity of PDP turns out to be O(N).
3.3. Measures That Qualify For PDP
Following popular relationship measures satisfy all the
three properties as discussed above,
1) Mean Square Error (MSE) is calculated for a given
pair of time series (X,Y ) as,MSE[s, e] =
(
e∑
t=s
X[t]−Y [t])2
lse
2) Average Product (AP) is given by
e∑
t=s
X[t]∗Y [t]
lse+1
.
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4. Results and Evaluation
4.1. Data and Preprocessing
Global Sea Level Pressure (SLP) Data: We used monthly
SLP dataset provided by NCEP/National Center for Atmo-
spheric Research (NCAR) Reanalysis Project (Kistler et al.,
2001) which is available from 1979-2014 (36 years x 12
= 432 timestamps) at a spatial resolution of 2.5 × 2.5 de-
gree (10512 grid points, also referred to as locations). In
total, we sampled 14837 such pairs of regions from en-
tire globe, whose time series have a full-length correlation
weaker than 0.25 in magnitude.
4.2. Experimental Setup
Similarity Measure: Negative correlations in climate sci-
ence have been widely studied in climate science. Hence,
we adopt negative Average Product (nAP), which is exactly
equal to the negative of AP measure.
Choice of parameters: Our problem formulation requires
inputs for two parameters: lmin, the minimum length and τ ,
the minimum strength of relationship in every sub-interval
of SIR. In climate science, a physical phenomenon typi-
cally shows up as a strong signal that lasts for at least six
months, hence we chose lmin = 6 for SLP data. The other
parameter τ was set to a high value of 1.
4.3. Computational Evaluation
We evaluate PDP against DP based on their computational
costs and their scalability on datasets with long time se-
ries. To generate datasets of different sizes, we used global
SLP data simulated by GFDL-CM3, a coupled physical cli-
mate model that provides simulations for entire 20th cen-
tury from which we obtained nine time-windows of dif-
ferent sizes, each starting from 1901 and ending at 1910,
1920,...,1990 and for each time window, we obtained a set
of 14837 pairs of time series. Figure 2 shows the total com-
putational time taken by DP and PDP to find SIRs in all the
datasets. As can be seen, the computing time of DP (blue
curve) follows a quadratic function of the length of time
series, whereas the same for PDP (red curve) increases lin-
early with the length of time series. This is no surprise be-
cause the time complexity of PDP isO(kN) in time, where
the constant k is governed by the length of largest parti-
tion. Typically, the size of sub-intervals exhibiting strong
relationships does not exceed beyond a constant size and
therefore, is independent of the length of time series, which
makes PDP linear in run-time.
4.4. Applications and Domain Insights
Finding Anomalous Intervals: A potential application of
this work could be to detect anomalous time intervals that
experience unusually high number of relationships. Specif-
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Figure 3. For every interval of size 6 months, the plot indi-
cates the proportion of i) 1044 significant SIRs (red curve)
and ii) all 14837 candidate SIRs (blue curve) that included
given interval.
ically, for every interval [s, e], one can obtain a score that
indicates the proportion of candidate pairs that were ’ac-
tive’ during entire [s, e]. Intervals included in unusually
high number of SIRs could potentially indicate the occur-
rence of a special event. Applying this idea to SIRs of SLP
dataset, we obtained the scores for all possible intervals of
size 6 months as shown in Figure 3. It can be seen that the
scores are anomalously high for the intervals 1982 Sept-
83 Mar, 1988 Sept -89 Mar, 1997 Aug -98 Feb, and 2009
Sept -10 Mar. All of the above intervals are known to have
experienced the strongest el-nino and la-nina events since
1979 (ens). During these events, climate behaves quite dif-
ferently compared to the general climatology. New wave
patterns emerge that synchronize regions with each other
that are otherwise unrelated to each other.
5. Conclusion
In this paper, we defined a notion of sub-interval relation-
ship to capture interactions between two time series that are
intermittent in nature and are prominent only in certain sub-
intervals of time. We proposed a fast-optimal algorithm to
find most interesting SIR in a pair of time series. We further
demonstrated the utility of SIR in climate science applica-
tions and obtain useful domain insights.
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6. Lemma Proofs
Proof Lemma 1: Consider two adjacent intervals [a, t− 1]
and [t] for any a ∈ [1, t−1]. Since t satisfies left-weakness,
rel[a, t − 1] < τ . Also, rel[t] < τ , therefore from Prop-
erty 3, rel[a, t] < τ∀a ∈ [1, t]. Thus, t + 1 satisfies left-
weakness.
Proof Lemma 2: Following the definition of left-weakness,
it would suffice to show that rel[t, e] < τ, ∀t ∈ [1, e]. We
prove this in two parts: In first part, we show that rel[t, e] <
τ, ∀t ∈ [s, e], while in second, we show that rel[t, e] <
τ, ∀t ∈ [1, s− 1].
Part 1: For any m ∈ [s, e − 1], consider two adjacent
intervals [s,m] and [m + 1, e]. Let α = min(rel[s,m],
rel[m + 1, e]) and β = max(rel[s,m], rel[m + 1, e]).
Then from Property 3, we get α ≤ rel[s, e] ≤ β. Since
rel[s, e] < τ , we have α < τ . Since rel[s,m] ≥ τ , thus
,we get α = rel[m+ 1, e] and,
rel[m+ 1, e] < τ, ∀m ∈ [s, e] (1)
Part 2: We know that s satisfies left-weakness. Therefore,
by definition, rel[t, s − 1] < τ, ∀t ∈ [1, s − 1]. Also we
have rel[s, e] < τ . Thus, puttingm = s− 1 in Property 3,
we get
rel[t, s] < τ∀t ∈ [1, s− 1] (2)
Together from Eqs (1) and (2), we get
rel[t, e] < τ ∀t ∈ [1, e]
