We present subquadratic algorithms, in the algebraic decision-tree model of computation, for detecting whether there exists a triple of points, belonging to three respective sets A, B, and C of points in the plane, that satisfy a certain polynomial equation or two equations. The best known instance of such a problem is testing for the existence of a collinear triple of points in A × B × C, a classical 3SUM-hard problem that has so far defied any attempt to obtain a subquadratic solution, whether in the (uniform) real RAM model, or in the algebraic decision-tree model. While we are still unable to solve this problem, in full generality, in subquadratic time, we obtain such a solution, in the algebraic decision-tree model, that uses only roughly O(n 28/15 ) constant-degree polynomial sign tests, for the special case where two of the sets lie on one-dimensional curves and the third is placed arbitrarily in the plane. Our technique is fairly general, and applies to any other problem where we seek a triple that satisfies a single polynomial equation, e.g., determining whether A × B × C contains a triple spanning a unit-area triangle.
only consider the existence problem, but the techniques can easily be adapted to handle the other variants, with comparable bounds, in the algebraic decision-tree model.
We begin by studying the vanishing pair problem in (b), because our results are stronger for this setup, and show that, as can be expected, requiring the triple (a, b, c) to satisfy two equalities facilitates a more efficient solution. In contrast, the collinearity testing problem, as well as more general instances of a single vanishing polynomial in (a), seem harder to solve efficiently. As we spell out below, we can solve problems of the latter kind in subquadratic time, in the algebraic decision-tree model, only for restricted input sets.
We note that the vanishing pair problem in (b) is a special case of a more general question, in which F and G are 6-variate real polynomials, and the equations that we want to satisfy are F (a, b, c) = G(a, b, c) = 0. This general setting can also be handled by a more involved variant of the technique presented here, using standard tools from real algebraic elimination theory (as in [7] ), but we will not consider this extension in the paper. (See also [5] for the treatment of this issue in a different, and simpler, context.)
A special (but natural) case of the problem with two polynomial constraints is where each of the sets A, B, C consists of n complex numbers, and we want to test the vanishing of a single constant-degree bivariate polynomial H : C 2 → C defined over the complex numbers; this is an extension of the problem studied by Barba et al. [5] over the reals. That is, the problem is to determine whether there is a triple (a, b, c) ∈ A × B × C such that 1 c = H(a, b). Two concrete instances of this question, involving testing for the existence of similar triangles that are determined by A, B, and C, will be used to present our technique. We comment, though, that in one of these instances, which tests for the existence of a triangle spanned by a triple in A × B × C that is similar to a given triangle, H is linear, and in the other H is quadratic but can be turned into linear after a certain transformation of the input. Following the very recent analysis of Aronov and Cardinal [3] , we observe that the case where H is linear, or the more general case where each of our real polynomials F , G is linear, can be solved, in the linear decision-tree model, in nearly linear time, using the technique of Kane et al. [21] .
have the special form, for one-dimensional sets A, B, C, where the algorithm in the algebraic decision-tree model runs in close to O(n 12/7 ) time. The same approach, combined with more involved algorithmic techniques, yields an algorithm in the uniform model that runs in O(n 2 (log log n) 3/2 / log 1/2 n) time. The latter running time has been slightly improved to O(n 2 (log log n) O(1) / log 2 n) by Chan [9] .
Given this apparent (polynomial) hardness of computation, our goal is thus to obtain a significantly subquadratic solution in the algebraic decision-tree model. Here we only pay for sign tests that involve the input point coordinates, where each such test determines the sign of some real polynomial of constant degree in a constant number of variables. All other operations cost nothing in this model, and are assumed not to access the input explicitly. For example, each orientation test used in collinearity detection examines the sign of the determinant (a quadratic polynomial in a 1 , a 2 
for some triple of points (a 1 , a 2 ) ∈ A,
Concrete problems in the two-dimensional setup. Each of the two general questions studied here (of one or two vanishing polynomials) arises in various concrete problems in computational geometry. For the case of a single vanishing polynomial, collinearity testing is a fairly famous (or should we say, notorious) example. Other problems include testing for the existence of a triangle ∆abc, for (a, b, c) ∈ A × B × C, that has a given area, or perimeter, or circumscribing disk of a given radius, and so on. We consider two simple instances of the vanishing polynomial pair problem. In the first one, we are given sets A, B, and C, each of n points in the plane, none of which contains the origin, and wish to determine whether there exists a triple (a, b, c) ∈ A × B × C such that the triangle spanned by o (the origin), b and c is similar to the triangle spanned by o, e 1 = (1, 0), and a (with e 1 corresponding to b and a to c). In a sense, A represents a set of model triangles that we wish to identify in B × C. As a matter of fact, and as easily verified, this instance can also be interpreted as having three sets A, B, C of complex numbers, and the goal is to determine whether there exists a triple (a, b, c) ∈ A × B × C such that c = ab. This is a single complex quadratic equation that (a, b, c) has to satisfy, which translates to two real quadratic equations in the coordinates of a, b, c, when treated as points in the real plane (but see below for a further simplifying transformation of this instance).
In the second instance, we are given sets A, B, and C, each of n points in the plane, and a fixed triangle ∆ = ∆uvw, and we want to determine whether there exists a triple (a, b, c) ∈ A × B × C that spans a triangle similar to ∆, with a corresponding to u, b to v, and c to w. This instance too can be interpreted as having three sets A, B, C of complex numbers, and the goal is to determine whether there exists a triple (a, b, c) ∈ A × B × C that satisfies a certain single linear equation over complex numbers, determined by ∆. Indeed, if we represent each point in the plane as a complex number, then the condition that ∆abc is similar to ∆uvw, with the above correspondence of vertices, is given by
Writing the right-hand side (which depends only on ∆) as ρe iθ , where θ is the angle ∠vuw and ρ is the ratio |uv|/|uw|, this can be rewritten as
This is a single complex linear equation that (a, b, c) has to satisfy, which translates to two real linear equations in the coordinates of a, b, c. We note that the first instance can also be turned into an instance that involves a single complex linear equation, simply by replacing every z ∈ A ∪ B ∪ C by ln z (taking proper care of the multi-valued nature of the complex logarithm). Then the equality c = ab translates to ln c = ln a + ln b, turning this equation to a linear equality in the transformed input. As it turns out, and as already mentioned, complex linear equations can be handled more efficiently (see below for details), but we use these examples as showcases of the more general technique that we develop.
The triangle similarity testing problems are 3SUM-hard. As we note now, both versions of the triangle similarity testing problem are 3SUM-hard.
We begin by showing that the first instance can be reduced from 3SUM. Indeed, consider the case where A, B, C are all lie on the x-axis (that is, they are sets of real numbers), so, in particular, they are all collinear with o. We now observe that there exists a triple (a, b, c) ∈ A×B ×C such that the triangle spanned o, b and c is similar to the triangle spanned by o, (1, 0) , and a if and only if c = ab. The latter is a clear instance of 3SUM, by mapping each element (i.e., a real number) x in the input instance of 3SUM to e x . We also note that the number of triples satisfying c = ab can be Ω(n 2 ) by setting A := B := C := {1, 2, 4, . . . , 2 n }.
Regarding the second instance, consider the GeomBase problem (see [17] ), where the input consists of three sets A, B, C of points in the plane, lying on the horizontal lines y = 0, y = 1, y = 2, respectively, and the goal is to determine whether there is a (non-horizontal) line containing a triple of points a ∈ A, b ∈ B, and c ∈ C. It is shown in [17] (and trivial to verify) that GeomBase is 3SUM-hard; it is in fact an equivalent formulation of the 3SUM problem. We can easily reduce GeomBase to our problem of triangle similarity testing by using the same construction for A, B, C and setting ∆uvw to be a degenerate isosceles triangle with base uw and uvw = π: there is a collinear triple a, b, c ∈ A × B × C if and only if the triangle determined by this triple is similar to ∆uvw. An interesting open problem is whether there exists a similar reduction in which ∆uvw is non-degenerate.
Finally, we remark that the maximum number of triangles spanned by A × B × C similar to a given triangle is Θ(n 2 ) [1] .
Remark.
In the very recent work of Aronov and Cardinal [3] , it was observed that, since the underlying vanishing complex polynomial is linear (in the second instance) or can transformed to linear (in the first instance), both problems can be reduced to the classical real-3SUM problem, via a random projection method, and then solved, in the linear decision-tree model, in O(n log 2 n) time, using the technique of Kane et al. [21] . As already said, we still use these natural geometric instances as showcases for the general analysis that we develop in this paper.
Our results. After setting up the technical machinery that our analysis requires, in Sections 2 and 3, we first consider, in Section 4, the problem of testing for a vanishing pair of polynomials, which includes the triangle similarity testing problems. We show that such problems can be solved, in the algebraic decision-tree model, with O(n 24/13+ε ) polynomial sign tests, for any ε > 0 (with the constant of proportionality depending on ε), where each test involves a polynomial of constant degree in a constant number of variables, which in general might be more involved than just orientation tests. For the analysis, we need to assume that the pair of polynomials F , G have "good fibers" (which they do in the triangle similarity testing problems)-see Sections 2 and 4 for details.
We then consider, in Section 5, the problem of '2 × 1 × 1-dimensional' collinearity testing, meaning that A is an arbitrary set of points in the plane, but each of B and C lies on some respective constant-degree algebraic curve γ B , γ C . We show that this restricted problem can be solved in the algebraic decision-tree model with O(n 28/15+ε ) polynomial sign tests, for any ε > 0 (where again the constant of proportionality depends on ε). For this we also need to establish the "good fibers" property of the underlying polynomial-see Section 5 for details. The technique extends naturally to similar problems involving a single vanishing polynomial, such as determining whether A × B × C spans a unit-area triangle.
We still do not have a subquadratic solution, even in the algebraic decision-tree model, to the unconstrained (referred to as 2 × 2 × 2-dimensional) collinearity testing problem, or even for the more restricted 2 × 2 × 1-dimensional scenario, where only C is constrained to lie on a given curve. The techniques that we use for the 2 × 1 × 1 version can be extended to the general unconstrained (or less constrained) case, but they become too inefficient, and actually result in a superquadratic algorithm; see Section 5 for more details. As shown by Erickson and Seidel [15] , if the only sign tests that we allow in the decision tree are orientation tests, then Ω(n 2 ) tests are needed in the worst case. The solution presented here uses other sign tests, making it more powerful (and more efficient).
We also consider extensions of both problems to higher dimensions. Specifically, we study collinearity testing in d dimensions, where we assume that each of B and C lies on a hyperplane. Our solution is based on projections of the input onto lower-dimensional subspaces, and achieves the same asymptotic performance as in the plane. This result is presented in Section 6.
We also sketch, in Appendix B, two extensions of our technique to the vanishing singlepolynomial and polynomial-pair problems in d dimensions. In the first extension, we assume that B and C each lies on a (d − 1)-dimensional surface, while A is an arbitrary set of points in R d , and we seek a triple (a, b, c) in A × B × C that satisfies d − 1 polynomial equations. Collinearity testing in d dimensions, for input sets restricted as above, is a special instance of this setup. In the second extension, each of A, B, C is an arbitrary set of points in R d , and we seek a triple in A × B × C that satisfies d polynomial equations. While these extensions are still work in progress, our basic approach indicates that, under some natural assumptions (and after filling up the gaps in the present analysis), the first extension can be solved in the algebraic decision-tree model in time O n 2−2/(12d 2 −20d+7)+ε , and the second extension in time O(n 2−2/(6d+1)+ε ), for any ε > 0. Both bounds match the corresponding results (and contexts) in the plane, when d = 2.
Remark. We are not aware of a simple extension of the analysis in the earlier work of Barba et al. [5] or of Chan [9] to the problems studied in this paper. A main technique in our arsenal is to consider the Cartesian product of polynomial partitionings, which we believe to be essential, mainly for the triangle similarity problems and their higher-dimensional extensions, as well as to higher-dimensional extensions of collinearity testing.
The 2 × 1 × 1 case of problems involving a single vanishing polynomial, considered in Section 5, has an alternative subquadratic, albeit less efficient, solution, using simpler considerations, which somewhat resemble the analysis in [5] . We sketch this alternative technique in Section 5.1. The improved analysis in Section 5 yields a better bound; this approach is also used to resolve the other problems studied in this paper, involving two vanishing polynomials.
We also comment that Chan [9] addresses several related geometric 3SUM-hard problems, among which is a variant of dual collinearity testing: Given three sets A, B, and C of line segments in the plane, where the segments in A are pairwise disjoint, and so are the segments in B, decide whether there exist a triple of segments in A × B × C that meet at a common point. Although Chan's technique results in a slightly subquadratic algorithm in the RAM model, and is also claimed to yield a truly subquadratic algorithm in the algebraic decision-tree model, the disjointness assumptions significantly restrict the problem, so, to quote [9] , "it remains open whether there is a subquadratic algorithm for the degeneracy testing for n lines in R 2 ."
Preliminaries
Our analysis relies on planar polynomial partitioning and on properties of Cartesian products of pairs of them. For a polynomial f : 
Agarwal, Matoušek, and Sharir [2] presented an algorithm that efficiently computes 3 such a polynomial f , whose expected running time is
Note that the number of points of P on Z(f ) can be arbitrarily large. For planar polynomial partitions, though, this can be handled fairly easily, by partitioning the algebraic curve Z(f ) into subarcs, each containing at most |P |/D 2 points (as do the complementary cells). We state this property formally and spell out the easy details in Appendix A.
Polynomial partitioning for Cartesian products of point sets in the plane. Solymosi and
De Zeeuw [28] studied polynomial partitioning for Cartesian products of planar point sets. Given two finite sets P 1 and P 2 of points in the plane, a natural strategy to construct a partitioning polynomial for P 1 × P 2 ⊂ R 2 × R 2 , a space that we simply regard as R 4 , is to construct suitable bivariate partitioning polynomials ϕ 1 for P 1 and ϕ 2 for P 2 , as provided in Proposition 2.1, and then take their product ϕ(x, y, z, w) := ϕ 1 (x, y)ϕ 2 (z, w). Corollary 2.2 (Polynomial partitioning of Cartesian product [28] ). The partition of P 1,2 := P 1 × P 2 just described results in overall O(D 4 ) relatively open cells of dimensions 2, 3, and 4, each of which contains at most |P 1,2 |/D 4 points of P 1,2 . The zero-and one-dimensional cells do not contain any point of P 1,2 .
The analysis in [28] also bounds the number of partition cells intersected by a twodimensional algebraic surface S in R 4 , provided it has "good fibers." We define this notion: Note that in this definition we are only concerned with one specific decomposition of the underlying space into a product of two subspaces. Proposition 2.4 (Cells intersected by a surface [28] ). Let S be a constant-degree twodimensional algebraic surface in R 4 that has good fibers. Then S intersects at most O(D 2 ) two-, three-, and four-dimensional cells in the partitioning induced by P 1,2 .
Both Corollary 2.2 and Proposition 2.4 have three-dimensional counterparts (i.e., in the context of a Cartesian product of a plane and a curve), discussed in Appendix A.
Hierarchical Polynomial Partitioning
Even though we work in the algebraic decision-tree model, we still need to account for the cost of constructing the various polynomial partitionings (as it requires explicit access to the input points), which, if done by a naïve application of the technique of [2] , would be too expensive, as a naïve implementation of our technique needs to use polynomials of high, non-constant degree. We circumvent this issue by constructing a hierarchical polynomial partitioning, akin to the constructions of hierarchical cuttings of Chazelle [10] and Matoušek [24] from the 1990s. The material is rather technical, and, to make the presentation of our main results easier to follow, its details are delegated to Appendix A. Roughly, we gain efficiency by constructing a hierarchical tree of partitions using constantdegree polynomials, until we reach subsets of the input point set of the right size. Concretely, each node of the tree is associated with a cell τ of some recursive partition, and with a subset P τ of points of P that lie in 4 τ , and P τ is partitioned recursively at the descendants of the node.
The actual hierarchical partitions that we will need are within a Cartesian product of either two planes or a plane and a one-dimensional curve, and are obtained by taking suitable Cartesian products of partitions constructed within each of these subspaces.
We show that, up to n ε factors, we achieve the same combinatorial properties as in a single-shot construction with a higher-degree polynomial, at a lower algorithmic cost. Specifically, we have the following results, in which Theorem 3.1 provides the infrastructure for Theorems 3.2 and 3.3 (see Appendix A for details); the latter two theorems are what we use in our analysis. Theorem 3.1 (One set in the plane). Let P be a set of n points in the plane, let 1 ≤ r ≤ n be an integer, and let ε > 0. (i) There is a hierarchical polynomial partition for P with O((n/r) 1+ε ) bottom-level cells, each of which is associated with at most r points of P which it contains. The hierarchy can be constructed in expected O(n log n) time.
(ii) Any constant-degree algebraic curve γ reaches at most O((n/r) 1/2+ε ) cells at all levels of the hierarchy. 5 These cells can be computed within the same asymptotic time bound. Theorem 3.2 (Cartesian product of two planar point sets). Let P 1 , P 2 be two sets of points in the plane, each of size n, and put P 1,2 = P 1 × P 2 ⊂ R 4 . Let 1 ≤ r ≤ n be an integer and ε > 0. (i) There is a hierarchical polynomial partition for P 1,2 with O((n/r) 2+ε ) bottom-level cells, each of which is associated with a subset of at most r 2 points of P 1,2 , which is the Cartesian product of a set of at most r points from P 1 and a set of at most r points from P 2 , which it contains. The hierarchy can be constructed in expected O(n log n) time.
(ii) Any constant-degree two-dimensional algebraic surface S with good fibers reaches (in the same sense as in Theorem 3.1) at most O((n/r) 1+2ε ) cells at all levels of the hierarchical partition of P 1,2 . These cells can be computed within the same asymptotic time bound. Theorem 3.3 (Cartesian product of a planar point set and a 1D set). Let P be a set of n points in the plane, and let Q be a set of n points lying on a constant-degree algebraic curve γ ⊂ R 2 . Let 1 ≤ r, s ≤ √ n be real parameters. 6 
bottom-level cells, for any ε > 0, each of which is associated with a subset of at most rs points of P × Q, which is the Cartesian product of a set of at most r points from P and a set of at most s points from Q. The hierarchy can be constructed in expected O(n log n) time.
(ii) Any constant-degree two-dimensional surface S with good fibers reaches (in the same sense as above) at most O n 3/2+ε r 1/2+ε s 1+ε cells at all levels of the hierarchical partition of P × Q. These cells can be computed within the same asymptotic time bound.
Testing for a Vanishing Pair of Polynomials
In this section we study problems of type (b), where A, B, and C are three sets of n points in the plane, and we seek a triple (a, b, c) ∈ A × B × C that satisfies two polynomial equations.
To simplify the presentation, we assume that they are of the form
, where F and G are constant-degree 4-variate polynomials with good fibers, in the following sense: For any pair of real numbers κ 1 , κ 2 , the two-dimensional surface
We fix a parameter g n (whose value will be set later), and apply Theorem 3.2(i) to the sets A, B, with r = g, to construct, in expected O(n log n) time, a hierarchical planar polynomial partitioning for A × B, so that each bottom-level cell ζ contains a Cartesian product A ζ × B ζ with |A ζ |, |B ζ | ≤ g (so ζ contains at most g 2 points of A × B), and the overall number of cells is O((n/g) 2+ε ), for any prescribed ε > 0.
Let τ (resp., τ ) be a bottom-level cell at the hierarchical partition of A (resp., of B). Put A τ := A∩τ and B τ := B ∩τ . The high-level idea of the algorithm is to sort lexicographically each of the sets H τ,τ := {(F (a, b), G(a, b)) | (a, b) ∈ A τ × B τ }, over all pairs of cells (τ, τ ). We then search with each c = (c 1 , c 2 ) ∈ C through the sorted lists of those sets H τ,τ that might contain (c 1 , c 2 ). We show that each c ∈ C has to be searched for in only a small number of sets. As in all works on this type of problems, starting from [19] , sorting the sets explicitly is too expensive. We overcome this issue by considering the problem in the algebraic decision-tree model, and by using an algebraic variant of Fredman's trick, extending those used in the previous algorithms for one-dimensional point sets [5, 19] . (Also, rather than carrying out the sorting in the lexicographical order, we do it in a primary round, in which we only sort the values of F (a, b), followed by secondary rounds, in which we sort the values of G(a, b), for each maximal block of equal values of F . For clarity of presentation, we only focus on F in the discussion below, while G is treated analogously and implicitly.) 6 The threshold √ n is assumed because of a certain technical step in the analysis-see Appendix A for details.
Consider the step of sorting {F
We consider A τ × A τ as a set of g 2 points in R 4 , and associate, with each pair
Let Σ τ denote the set of these surfaces. The arrangement A(Σ τ ) has the property that each of its cells ζ (of any dimension) has a fixed sign pattern with respect to all these surfaces. That is, each
has a fixed outcome for all points (a, a ) ∈ ζ (for a fixed pair b, b ). In other words, if we locate the points of A τ × A τ in A(Σ τ ), we have available the outcome of all the comparisons needed to sort the set
with this data available, the sorting itself costs nothing in our model.
Doing what has just been described is still too expensive (takes Ω(n 2 ) steps, in the algebraic decision-tree model) if implemented naïvely, processing each pair τ × τ separately. We circumvent this issue, in the algebraic decision-tree model, by forming the unions
By locating each point of P in A(Σ), we get all the signs that are needed to sort all the sets Searching with the points of C. We next search the structure with every c = (c 1 , c 2 ) ∈ C. We only want to visit subproblems (τ, τ ) where there might exist a ∈ τ and b ∈ τ , such that F (a, b) = c 1 and G(a, b) = c 2 . To find these cells, and to bound their number, we consider the two-dimensional surface π c=(c1,c2
By assumption, π c has good fibers, so, by Theorem 3.2(ii) (with r = g), we can find, in time O((n/g) 1+ε ), the O((n/g) 1+ε ) cells τ × τ that π c intersects. Summing over all the n possible values of c, the number of crossings between the surfaces π c and the cells τ × τ is O(n 2+ε /g 1+ε ), for any ε > 0. In other words, denoting by n τ,τ the number of surfaces π c that cross τ × τ , we have τ,τ n τ,τ = O(n 2+ε /g 1+ε ). Thus computing all such surface-cell crossings, over all c ∈ C, costs O(n 2+ε /g 1+ε ) time. The cost of searching with any specific c is O(log g). Hence the overall cost of searching with the elements of C through the structure is (with a slightly larger ε) O n 2+ε g 1+ε .
Preprocessing: Sorting the F and G values. In order to sort the F and G values, we follow a similar batched point location strategy as the one taken in [5] . That is, we perform O(n 1+ε g 1−ε ) point location queries in an arrangement of O(n 1+ε g 1−ε ) algebraic 3-surfaces of constant degree in R 4 . The output of this algorithm is a compact representation for the signs
given as a disjoint union of complete bipartite graphs of the form (P α × Σ β , σ), where P α ⊆ P , Σ β ⊆ Σ, and σ ∈ {−1, 0, 1} is the fixed sign of all points in P α with respect to the 3-surfaces in Σ β , where the sign of a point (a, a ) with respect to a surface σ b,b is positive (resp., zero, negative) if
). We show, in the following lemma, that the overall complexity of this representation, measured by the total size of the vertex sets of these graphs, as well as the time to construct it, is only O (ng) 8/5+ε , where the ε > 0 here is slightly larger than the prescribed ε. Interestingly, as the proof of the lemma shows, this bound also holds in the uniform model. (G is handled by similar means.) Lemma 4.1. One can perform batched point location of the points of P within the arrangement of Σ, and obtain the above complete bipartite graph representation of the output, in O (ng) 8/5+ε randomized expected time in the uniform model, for any prescribed ε > 0, where the constant of proportionality depends on ε and on the degree of F (and G).
Proof. The problem is symmetric in the roles of (a, a ) and (b, b ), and therefore has a symmetric dual version, in which the pairs (b, b ) become points in R 4 , and the pairs (a, a ) become 3-surfaces in R 4 .
Put
. Choose a sufficiently large constant parameter r > 0, and construct a (1/r)-cutting for the surfaces in Σ, which is a decomposition of R 4 into relatively open vertical constant-complexity pseudo-prisms (or prisms, for short) of dimensions 0, . . . , 4, each of which is crossed by at most O(m/r) surfaces of Σ. (For lower-dimensional prisms ζ, there may be surfaces that fully contain ζ, and in general we have no control over their number, but these surfaces are handled in a straightforward manner-see below.) Using standard properties of (1/r)-cuttings [11] , combined with the analysis of vertical decomposition in four dimensions, as given in [22] (see also [29] ), it follows that such a decomposition can be constructed in randomized expected time O(m poly(r)) (where poly(·) denotes a polynomial function), and the overall number of prisms of all dimensions is O(r 4+η ), for any η > 0, where the constant of proportionality depends on η and on the degree of the surfaces in Σ (which is determined by the degree of F ).
For each prism ζ of the decomposition, let P ζ ⊆ P be the subset of points of P contained in ζ. If |P ζ | > m/r 4 , we further partition ζ into subcells, say by slicing it by hyperplanes orthogonal to the x 1 -axis, so that each subcell contains at most m/r 4 points. With a slight abuse of notation, we continue to denote these subcells by ζ and the corresponding subsets by P ζ . It is easy to verify that the total number of these subcells and subsets, over all original prisms, is still at most O(r 4+η ). For each (refined) cell ζ of the decomposition, we pass to the dual, with a set P Altogether there are O(r 8+2η ) subproblems, each involving O(m/r 5 ) points and surfaces. We now pass back to the primal, and solve each of these subproblems recursively. The recursion terminates at subproblems of size smaller than r.
At each step of the recursion, whether in the primal or in the dual, for each cell ζ and each surface σ that misses ζ, all the points in ζ have the same sign with respect to σ. The same is true for lower-dimensional cells ζ and surfaces σ that fully contain ζ; recall that these surfaces are not passed down the recursion at ζ, as we have no control over their number. This allows us to obtain, for each cell ζ, say a primal cell, three complete bipartite graphs
is the set of surfaces that have a positive (resp., zero, negative) sign with respect to every point in ζ (the case of a zero sign occurs only at lower-dimensional cells). At the bottom of the recursion, we simply produce a collection of trivial graphs, by a brute-force enumeration, each consisting of two vertices and one edge. The collection of all these graphs, produced at all nodes of the recursion, constitutes the output of the algorithm.
This leads to simple recurrences, one for the overall size of the vertex sets of our graphs, and one for the actual cost of the procedure. Both recurrences solve to the same asymptotic bound O m 8/5+ε = O (ng) 8/5+ε , for any ε > 0, which is slightly greater (by a small constant factor) than our prescribed ε, provided that η is chosen sufficiently small. That is, the total expected time bound to locate the points of P within the arrangement of Σ is O (ng) 8/5+ε , for any prescribed ε > 0.
We note, again, that with the output of Lemma 4.1 available, all the sets {F (a, b) | (a, b) ∈ A τ × B τ }, over all cells τ , τ , can be sorted at no additional cost, in the algebraic decision-tree model.
The overall algorithm. Combining the cost of this preprocessing stage with that of the construction of the hierarchical partitions for A and B, as well as of searching with the elements of C in the sorted order obtained (for free) from the complete bipartite graph representation, we get total expected running time of O n log n + (ng) 8/5+ε + n 2+ε g 1+ε . We now choose g = n 2/13 , and obtain expected running time of O n 24/13+ε , where the implied constant of proportionality depends on the degrees of F and G and on ε, and the final ε is a (small) constant multiple of the initially prescribed ε. That is, we have shown: We can demonstrate this result on both instances of the triangle similarity testing problem. To see that the corresponding polynomials F and G have the good-fiber property, say in the first instance, we need to look at pairs of equations of the form F (a, b) = κ 1 , G(a, b) = κ 1 , and argue that such a system has only O(1) roots in b, for any fixed value of a, and only O(1) roots in a, for any fixed value of b. In our complex notation, this means that each equation of the form az = c or bz = c has only O(1) roots, for any choice of a, b, and c. This trivially holds as long as o does not belong to A ∪ B ∪ C, which we have assumed. The argument for the second instance is similar and simpler. We thus get: Corollary 4.4. Let A, B, C be n-point sets in the plane, so that the origin does not belong to A ∪ B ∪ C. Then one can determine, in the algebraic decision-tree model, whether there exists a triple (a, b, c) ∈ A×B ×C such that the triangle ∆oe 1 a is similar to the triangle ∆obc, or that the triangle ∆abc is similar to a given triangle ∆uvw, with O n 24/13+ε polynomial sign tests, in expectation, for any ε > 0.
Collinearity Testing and Related Problems: The Case of 2 × 1 × 1 Dimensions
Let A, B, and C be three sets of points in the plane, but assume that B and C lie on respective constant-degree algebraic curves γ B and γ C . Our goal is to determine whether there exists a collinear triple of points in A × B × C, or more generally a triple (a, b, c) satisfying some prescribed constant-degree polynomial equation 8 F (a, b, c) = 0. For simplicity of exposition, we mostly focus on the collinearity testing problem. Further simplifying, we assume that γ B and γ C are given in the parametric forms
y C (s) are constant-degree continuous algebraic functions, and that the sets A, B, and C are pairwise disjoint, for otherwise collinear triples exist trivially; the latter condition can be checked efficiently.
A triple (a = (a 1 ,
While the theory can be developed for this general setting, we only consider here the special case where γ C is a line, say the x-axis, so γ C (s) = (s, 0), and the last equality becomes:
Here ϕ is a constant-degree algebraic function; it is a linear rational function in a.
Simplifying assumptions. In order to simplify our handling of the 2 × 1 × 1-collinearity problem, where points of A ⊂ R 2 are unrestricted, points of B lie on a constant-degree algebraic curve γ B , and points of C on another curve γ C , which is the x-axis, in the discussion below, we exclude some special situations. We will assume that sets A, B, and C are pairwise disjoint, for this is easy to check and a shared point yields an immediate collinearity. Further, we will assume that γ B and γ C are both irreducible, for otherwise the argument can be applied to individual irreducible components of these curves.
We will assume that the curves γ B and γ C do not overlap. Otherwise, with our assumption of irreducibility, γ B = γ C would coincide with the x-axis. Any collinearities would have to involve points of A lying on the x-axis and are easy to check for.
If γ B and γ C are distinct, there are at most O(1) points q ∈ γ B ∩ γ C . We will further assume that neither B nor C include such points. Indeed, for points b ∈ B ∩ γ C , any potential point in A participating in a collinearity would have to lie on the x-axis and can be handled as above. For any point c ∈ γ B ∩ C, we can detect any collinearity involving c explicitly in O(n log n), by sorting points of A ∪ B around c in angular order. If a collinearity is detected, we stop, otherwise we drop such points c from C and continue. As there are only O(1) of such points, we have expended only O(n log n) work so far.
To summarize, from this point on, we assume that γ C is the x-axis, γ B does not coincide with it, and no points of B ∪ C lies at the intersection of the two curves.
Back to solving collinearity testing. We fix a pair of parameters g, h n (whose values will be set later) and a parameter ε > 0, and apply Theorem 3.3(i) to the sets A, B, with the respective parameters r = g, s = h. Let τ (resp., τ ) be a bottom-level cell in the resulting partition for A (resp., B). Put A τ := A ∩ τ and B τ := B ∩ τ . In this analysis, somewhat abusing the notation, we regard B as a subset of R, and denote by t the real parameter that parameterizes γ B ; in particular, we write t ∈ B (resp.,
, for any ε > 0, and the number of bottom-level cells τ (and sets B τ ) is n/h.
The high-level idea of the algorithm is to sort each of the sets {ϕ(a, t) | (a, t) ∈ A τ × B τ }, over all pairs (τ, τ ) of cells, and then to search with each c = (s, 0) ∈ C (i.e., with the corresponding real s) through the sorted lists of only those sets that might contain s; this number is small, as argued below.
Again, sorting the sets explicitly is too expensive, and we use, in the algebraic decision-tree model, a simpler instance of the algebraic variant of Fredman's trick, as in the previous section, which proceeds as follows.
Preprocessing for batched point location. Consider the step of sorting {ϕ(a, t) | (a, t) ∈ A τ × B τ }, which has to perform various comparisons of pairs of values ϕ(a, t) and ϕ(a , t ), for a, a ∈ A τ , t, t ∈ B τ . We perform this task globally over all pairs (τ, τ ) of cells.
We recurse by switching between a 'primal' and a 'dual' setups. In the primal, we view
We let Σ be the collection of all these surfaces, over all cells τ , and have |Σ| = n/h · h 2 = O(nh).
In the dual, we view the pairs (t, t ) ∈ τ B τ × B τ as points in the plane, and associate with each pair (a, a ) ∈ P the curve δ a,a = {(t, t ) ∈ R 2 | ϕ(a, t) = ϕ(a , t )}. In each primal problem we need to perform batched point-location queries in an arrangement of (some subset of the) constant-degree algebraic 3-surfaces σ t,t in R 4 , and in each dual problem we need to perform batched point location queries in an arrangement of (some subset of the) constant-degree algebraic curves δ a,a in R 2 . Initially we are in the primal, with O(n 1+ε g 1−ε ) points and O(nh) 3-surfaces.
If we could construct the full arrangement A of these surfaces and locate in it all these points, we would get the signs of all the differences ϕ(a, t) − ϕ(a , t ), for all (a, t), (a , t ) ∈ A τ × B τ , over all pairs (τ, τ ) of cells, from which we would get (for free) the sorted order of the sets {ϕ(a, t) | (a, t) ∈ A τ × B τ }, over all pairs (τ, τ ). However, a single-step construction of A is too expensive, so we replace it with the above 'flip-flop' primal-dual processing, each time partitioning the (current version of the) arrangement using a polynomial of small degree, and thereby reduce the cost to that stated below.
The output of this preprocessing is a representation of P × Σ as a disjoint union of complete bipartite graphs (cf. Section 4 for a similar property), obtaining the following result:
Lemma 5.1. The above recursive batched point-location stage takes randomized expected time O n 10/7+ε g 6/7+ε h 4/7 , also in the uniform model, where ε is larger, by a small constant factor, than the prescribed ε.
Proof. The high-level approach is similar to that of the proof of Lemma 4.1. Put M := n 1+ε g 1−ε , N := nh, and fix two suitable sufficiently large constant parameters r 1 , r 2 , whose precise choice will be detailed shortly. Repeating a suitable modification of the argument used in the preceding proof, we construct a (1/r 1 )-cutting for Σ, using vertical decomposition (see [12, 22] for details). This forms a decomposition of R 4 into O(r 4+η 1
) relatively-open pseudo-prisms of dimensions 0, . . . , 4, that we refer to simply as prisms, for any η > 0, so that each prism is crossed by at most N/r 1 surfaces of Σ, and lower-dimensional prisms may be fully contained in some of the other surfaces. By slicing the prisms into subprisms, we can also assume that each of these subprisms contains at most O(M/r 4 1 ) points of P ; somewhat abusing the terminology, we refer to the resulting subprisms as prisms. For each prism ζ of the decomposition, we pass to the dual plane, with the set P * ζ of O(M/r 4 1 ) dual curves corresponding to points contained in ζ, and the set Σ * ζ of O(N/r 1 ) dual points corresponding to surfaces crossing ζ. We now apply a planar decomposition to this setting, using a (1/r 2 )-cutting for the set of curves P * ζ . This results in O(r 2 2 ) (pseudo-)trapezoids (see, e.g., [11] points.
Before processing each of these subproblems recursively, we form complete bipartite graphs (as in the preceding proof), both in the primal and in the dual, where each such subgraph involves the points in some cell and the surfaces (or dual curves) that miss the cell or, when the cell is of lower dimension, fully contain the cell. Each graph is actually three different graphs, depending on the (fixed) sign of the points in the cell with respect to the surfaces or dual curves (again, see the preceding proof). The overall collection of these subgraphs, including the trivial ones constructed at the bottom of the recursion, constitutes the output of this preprocessing.
We proceed recursively, alternating between primal and dual spaces, for j levels, reaching a total of at most c j r where ε depends on ε and η (and on c); with a suitable choice of η it is only slightly larger than our prescribed ε.
Searching with the points of C. We next search the structure with every s ∈ C (identified with the point (s, 0) on the x-axis). For each s ∈ C, we only want to visit subproblems (τ, τ ) where there might exist a ∈ τ and t ∈ τ (not necessarily from A τ × B τ ), such that ϕ(a, t) = s. We consider the two-dimensional surface π s := {(a, t) ∈ R 3 | ϕ(a, t) = s} and claim that it has good fibers.
Proposition 5.2 (Good fibers). Under our simplifying assumptions, each of the surfaces π s , for (s, 0) ∈ C, has the good-fibers property.
Proof. The equation ϕ(a, t) = s expressing the collinearity of a = (a 1 , a 2 ), b := (x B (t), y B (t)) and c := (s, 0) can be rewritten as
We need to check two conditions: (i) For any fixed point a ∈ R 2 , this equation has O(1) roots in t. (ii) For any fixed t ∈ γ B (that is, parameter t specifying such a point), the equation defines a curve in the a-plane. This has to be argued for each s with (s, 0) ∈ C.
Consider (ii) first. For a fixed t, this is the equation of a line in the (a 1 , a 2 ) plane, as claimed. So the only danger is that the equation becomes an identity, which holds if and only if s = x B (t) and y B (t) = 0. That is, b = c is an intersection point of γ B and γ C , which also belongs to C. Since we have already excluded such a possibility, (ii) follows. Now consider (i). Again, interpreting it in the context of collinearity, we need to argue that when a and c are fixed and c ∈ C, there are only O(1) points b ∈ γ B such that (a, b, c) is a collinear triple. Equivalently, assuming first that a = c, we need to argue that the line ac intersects γ B in O(1) points. This clearly holds unless γ B is a line and the line is contained in (or, assuming irreducibility, coincides with) γ B ; we have excluded this situation above, When a = c, the collinearity condition is vacuously true, and thus satisfied by all points of γ B . Hence, for each c, a = c is the only exceptional point with a one-dimensional fiber, as allowed by the definition of good fibers, and (i) also follows.
To summarize, after O(n log n) processing, we have either detected an existing collinearity, or we may assume that the good fibers property holds for every s (that is, c) in C.
We next proceed as follows. By Theorem 3.3(ii), choosing g and h to satisfy n g 1/2 = n h (in order to balance the two terms in the bound), or h = n 1/2 g 1/2 , we ensure that π s reaches O n 1+ε g 1+ε cells τ × τ . Summing over all the n possible values of s, the number of crossings between the surfaces π s and the cells τ × τ is O n 2+ε g 1+ε . Denoting by n τ,τ the number of surfaces π s that cross τ × τ , we have τ,τ n τ,τ = O n 2+ε g 1+ε and we can enumerate all such
The cost of searching with any specific s in the structure of a cell τ × τ crossed by π s , is O(log g) (it is simply a binary search over the sorted list of the values ϕ(a, t) in each such cell, where these lists are prepared free of charge, in the algebraic decision-tree model, from the complete bipartite graph representation obtained at the preprocessing point location stage). Hence the overall cost of searching with the elements of C through the structure is O(n 2+ε /g 1+ε ), where ε is slightly larger than the originally prescribed one.
Combining this cost with that of the construction of the hierarchical polynomial partitioning, and the point-location preprocessing stage, we get overall expected time of O n log n + n 10/7+ε g 6/7+ε h 4/7 + n 2+ε g 1+ε = O n log n + n 12/7+ε g 8/7+ε + n 2+ε g 1+ε .
We roughly balance the two last terms by choosing g = n 2/15 , making the overall cost of the procedure O n 2+ε g 1+ε = O n 28/15+ε . Again, ε here is slightly larger than the prescribed value.
A similar analysis, albeit somewhat more complicated, can handle the case where C is contained in a general constant-degree algebraic curve, rather than a line. 9 In this extension one has to verify that π s has good fibers, where now π s is the locus of all pairs (a, t) for which (3) holds (for a fixed (s, 0) ∈ C).
We assume, without loss of generality, that γ B is not a line, as the line case has already been handled (interchange B and C and rotate the picture so that the new γ C coincides with the x-axis, to reduce to the case already considered). Fix s so that c := (x C (s), y C (s)) ∈ C. Once again, we need to check that (i) for any fixed a = (a 1 , a 2 ), this equation has O(1) roots in t, and (ii) for any fixed t, the equation defines a curve in the a-plane.
For (ii), Eq. (3) is a linear equation in the a-plane, and hence defines a line, as claimed, unless the equation becomes an identity, which can happen if and only if x C (s) = x B (t) and x C (s) = x B (t), namely c = b. This is the exceptional point allowed in the definition of good fibers (in which case the fiber is a plane), and we are done with case (ii).
For (i), Eq. (3) is a linear equation in the b-plane (in which γ B is embedded). As we have assumed that γ B is not a straight line (and, being irreducible, does not contain a straight line), there are at most O(1) values of t for which this equation is satisfied, unless it becomes an identity. The latter happens if a 2 = y C (s) and a 1 = x C (s), i.e., a = c. (This cannot happen for an a ∈ A, as it would violate the disjointness of A and C.) Otherwise, for a fixed c ∈ C, this happens precisely once, when a = c, and the fiber consists of all points of γ B and hence is one-dimensional. This is the exceptional point allowed in the definition of good fibers, and we are done also with case (i).
Hence the good-fibers property holds for the surfaces π s , for all s parameterizing points in C. In summary, we thus obtain: Unit area triangles and other problems. This analysis can be extended to the unit area triangle problem, where we want to test for the existence of a triangle spanned by A × B × C that has unit area, as well as to many other similar problems (e.g., does there exist a triangle spanned by A × B × C that has circumradius 1, or inradius 1, or unit perimeter, and so on). All these variants can be solved with the same technique and within the same asymptotic performance bound as in Theorem 5.3, provided that the good-fiber property is satisfied.
The technique can be furthered extended to any 2 × 1 × 1-dimensional instance of the single vanishing polynomial problem. As above, an issue that arises in any such extension is to verify that the resulting polynomials have good fibers, which has to be done in an ad-hoc, problem dependent manner.
Discussion and further comments. It is now time to see why the approach presented in Section 4 fails when each of A, B, C is two-dimensional, and we have a single polynomial equation (as in collinearity testing). We follow here the notations from that section. If we only enforce the condition F (a, b) = c 1 (in which case the surface π c1 is three-dimensional), the efficiency of the method deteriorates: The number of cells in the hierarchical partition crossed by π c1 at a single level, under the most favorable assumptions (such as having good fibers) would be O(D 3 ), leading to a bound of O((n/g) 3/2+ε ) on the total number of cells met by π c1 . Then the cost of the search with the elements of C would now be O n (n/g) 3/2+ε = O n 5/2+ε /g 3/2+ε .
Balancing between this cost and the cost of the other point-location step, which is close to O((ng) 8/5 ), would require choosing g ≈ n 9/31 , and the overall cost would become roughly O n 64/31 n 2 . This explains why collinearity testing has to be restricted to the case of 2 × 1 × 1 dimensions. Even the case of 2 × 2 × 1 dimensions yields a superquadratic solution in our approach, as can be similarly checked.
An Alternative Approach
Recall that we are given n-point sets A, B, and C in the plane, with A unrestricted, while each of B and C is contained in its respective constant-degree algebraic curve (which we regard, for simplicity, as an injective image of the real line). In what follows we present a different approach to handling the 2 × 1 × 1-dimensional collinearity testing, in which we flip the roles of A and C. That is, we preprocess B × C and then search with the points of A. This approach yields a subquadratic bound inferior to the one presented in Theorem 5.3, but its methodology is interesting in its own right, and we hope that it will find applications in other problems of this kind. It is also perhaps the closest to the approach of Barba et al. [5] .
The preprocessing of B × C is easy, as these sets are one-dimensional. We choose some parameter g (this time, it is the same for B and C), whose value will be fixed later, and partition B (resp., C) by subdividing γ B (resp., γ C ) into n/g arcs, each containing g points of B (resp., C). We denote the resulting blocks of B (resp., C) as B 1 , . . . , B n/g (resp., C 1 , . . . , C n/g ).
Let F be the 4-variate (i.e., 2 × 1 × 1-variate) constant-degree polynomial. Our goal is to test whether it vanishes at some point of A × B × C. For each b ∈ B, c ∈ C, we define the curve
Let Γ be the collection of these curves. In principle, we want to construct the arrangement A(Γ) of these curves, and locate the points of A in the arrangement, aiming to detect points that lie on a curve of Γ. This is too expensive, even in the algebraic decision-tree model, so we only aim, following the usual spirit of Fredman's trick, to construct the subarrangements A(Γ i,j ), over all pairs (i, j)
Even this more modest goal is still too expensive in the uniform model, but we can make it efficient (i.e., subquadratic) in the algebraic decision-tree model. To do so, we play the following variant of Fredman's trick.
Ignoring for the moment efficiency of the procedure, performing point location, with some point a = (a 1 , a 2 ) ∈ R 2 , in A(Γ i,j ) is accomplished by performing two types of operations: (i) Determine whether a 1 lies to the left or to the right of some vertex of A(Γ i,j ). (ii) Test whether a lies above or below some curve of Γ i,j . (To simplify the presentation, we assume that each of these curves is x-monotone and unbounded; handling the general case is only slightly more involved.) We focus on operations of type (i) and will later argue that we can implement the procedure so that operations of type (ii) come for free in our model. To speed up the procedure, we perform the point location, and the preceding preprocessing, in the 'combined' arrangement A(∪ i,j Γ i,j ).
In order to be able to perform operations of type (i), we simply sort the vertices of A(∪ i,j Γ i,j ) in their x-order, and then locate each query point a ∈ A amid them by binary search (with the x-coordinate of a) through this sequence. To sort the vertices, we need to compare the x-coordinates of pairs of vertices. In general, each such pair (u, v) is determined by four curves, with two curves, δ b1,c1 , δ b2,c2 intersecting at u, and the other two curves, δ b3,c3 , δ b4,c4 intersecting at v. To simplify the presentation, assume that the test of whether u lies to the left of v amounts to testing the sign of some fixed-degree
. In full generality this may involve deciding whether some Boolean predicate involving polynomial equalities and inequalities in these variables is satisfied. The possibility that a pair of curves intersect more than once, in which case specifying the pair does not completely determine the arrangement vertex, can be handled by encoding the number of preceding intersections (that lie more to the left) into a more involved Boolean formula with quantifiers, and then by using quantifier elimination; see, e.g., [7] for details.
We can now play Fredman's trick combined with duality. In the primal space we regard
Let Σ denote the collection of these surfaces, gathered from all quadruples (c 1 , c 2 , c 3 , c 4 ) ∈ ∪ j C 4 j , and let P denote the set of all points (b 1 , b 2 , b 3 , b 4 ) ∈ ∪ i B 4 i . By locating the points of P in the arrangement A(Σ), we obtain the answers to all the relevant sign tests involving Φ. The symmetry of the setup allows us to dualize the problem, treating the quadruples (c 1 , c 2 , c 3 , c 4 ) as points in R 4 , and associating with the quadruples (b 1 , b 2 , b 3 , b 4 ) three-dimensional surfaces, defined in a fully symmetric manner. We have |P |, |Σ| = O((n/g) · g 4 ) = O(ng 3 ).
Applying suitable partitionings both in the primal and dual space, as we did in Lemma 4.1, we can perform the point locations in time O((ng 3 ) 8/5+ε ), for any ε > 0.
So far, we have managed to sort the vertices of each of the arrangements A(Γ i,j ) by their x-coordinates. In the next step of the point location mechanism, we partition A(Γ i,j ) into vertical slabs by drawing a vertical line through each vertex, and note that within each slab the curves of Γ i,j are pairwise disjoint, so they have a fixed vertical order, allowing us to locate any point a in the slab amid them by a simple binary search. Fortunately, this part hardly costs anything in the algebraic decision-tree model. Indeed, we only need to sort the curves in each Γ i,j by their vertical order at x = −∞, which we can do in O(ng 3 log(ng)) steps. We then simply sweep the arrangement from left to right, and update the sorted sequence of the curves in each new slab that we reach, which is obtained from the sequence of the previous slab by swapping the order of the two curves that meet at the vertex. 10 As before, we next want to search in the arrangements A(Γ i,j ) with the points of A, and we argue that each point needs to be located in only a small number of arrangements. For this, for each a ∈ A, we look at the curve δ a = {(b, c) | F (a, b, c) = 0}, and note the easily verified property that it crosses only O(n/g) blocks B i × C j . Hence, the overall number of searches that we have to perform is O(n · (n/g)) = O(n 2 /g). Each search takes O(log g) steps. Hence the overall cost of the procedure (in the algebraic decision-tree model) is
Once again, roughly balancing the two terms, we choose g = n 2/29 and obtain a total cost of O(n 56/29+ε ), for any ε > 0. This, albeit subquadratic, is a weaker bound than the one in Theorem 5.3.
Higher Dimensions
Collinearity in higher dimensions: The d × (d − 1) × (d − 1) case. Let A, B and C be three sets of n points each, so that A is a set of points in R d and each of B and C lies in a hyperplane. The goal is to test, in the algebraic decision-tree model, whether A × B × C contains a collinear triple. Our approach is to use a recursive chain of projections, which ultimately map the points in A, B, and C to some plane, so that each of B and C is mapped to a set of points on some respective line, collinearity is preserved, and no new collinearity appears among the projected points. This is a variant of a projection technique described by De Zeeuw [30] . 11 We denote by h 1 , h 2 the respective hyperplanes containing B and C. In what follows we assume that (a) h 1 = h 2 and (b) A ⊂ R d \ (h 1 ∪ h 2 ). The reasons for these assumptions are: (a) We must assume h 1 = h 2 , for otherwise collinearities could only involve points in h 1 and the entire problem would reduce testing A × B × (C ∩ h 1 ) for collinear triples, which is the unrestricted (d − 1) × (d − 1) × (d − 1) version of collinearity testing, which we do not know how to solve in subquadratic time, even for d − 1 = 2. (b) If we allow any points of A to lie in, say, h 1 , then testing collinearities with such points would be equivalent to testing collinearities among triples in (A ∩ h 1 ) ∩ B ∩ (C ∩ h 1 ), which is a (d − 1) × (d − 1) × (d − 2)-dimensional variant of the collinearity testing problem, again an instance that we do not know how to solve in subquadratic time.
Accepting these assumptions, we now show that this setting can be reduced to the case of 2 × 1 × 1 dimensions, and we can therefore attain the bound in Theorem 5.3, which does not depend on d (except for the constant of proportionality).
We may now also assume that no points of B ∪ C lie on the (d − 2)-flat h 1 ∩ h 2 . Indeed, if h 1 ∩ h 2 contained, say, points from B, then any trichromatic collinearity involving such a point would have to be contained in h 2 , but A ∩ h 2 = ∅, by assumption, so no such triples exist, and we may simply delete all points of (B ∪ C) ∩ h 1 ∩ h 2 . Lemma 6.1. Let A, B and C be three sets of n points each, so that A is a set of points in R d , for some d ≥ 3, B lies in a hyperplane h 1 , and C lies in a different hyperplane h 2 . Assume that A ⊂ R d \ (h 1 ∪ h 2 ) and that (B ∪ C) ∩ h 1 ∩ h 2 = ∅. Then we can project A, tangencies. Handling tangencies, as well as points of local x-extremum and singular points, can be accomplished by a further refinement of the argument. 11 We are indebted to Adam Sheffer and Frank de Zeeuw for suggesting this approach.
B, and C to some random hyperplane, so that, with probability 1, (i) this transformation is bijective on A ∪ B ∪ C and preserves collinearity, and (ii) each of the images of B and C is contained in a different (d − 2)-flat, and the image of A lies in the complement of the union of these flats.
Proof. We construct a generic random hyperplane H (say, by picking each of its coefficients independently at random from [0, 1]), and project the points of A, B, and C onto H, using the following method. First suppose that h 1 , h 2 are not parallel, so they intersect in a (d − 2)-flat π. Choose a random point q on π (which, with probability 1, will not be contained in H). Project each point p ∈ A ∪ B ∪ C onto H by mapping p to the intersection point of H and the line pq; each of these intersection points is unique with probability 1. Indeed, since H is a random hyperplane, it is almost surely not parallel to either h 1 or h 2 , and therefore pq must meet H at a unique point, as claimed, implying that this projection is well-defined. Let A * , B * , and C * be the images of A, B, and C on H, respectively.
Since q is a random point in π, each point p ∈ A ∪ B ∪ C is mapped almost surely to a distinct point on H, and therefore this projection is a bijection on A ∪ B ∪ C. It is easy to verify that this projection almost surely preserves collinearity, that is, a triple in the original setting is collinear if and only if it is mapped to a collinear triple in H. Indeed, the "only if" part is obvious. For the "if" part, assume to the contrary that (a, b, c) ∈ A × B × C is a non-collinear triple that is mapped to a collinear triple (a * , b * , c * ). But then q, a * , b * and c * are all coplanar, which means that q, a, b and c, all lying in that plane, are also coplanar, which can happen with probability 0. This establishes property (i).
We next prove property (ii), that is, with property 1, all the points of B * (resp., of C * ) lie on a (d − 2)-flat in H, and these flats are distinct. Consider the case of B * . Since π is contained in h 1 , the image of B is contained in h 1 ∩ H, which is almost surely a (d − 2)-flat. The same argument holds for C * . Since we assumed A ⊂ R d \ (h 1 ∪ h 2 ), it is easy to verify that almost surely the image of A is contained in the complement of the union of the flats
The case where h 1 and h 2 are parallel can be handled in much the same way, taking π to be the (projective) (d − 2)-flat at infinity parallel to h 1 and h 2 . Effectively, this means that we choose a random direction parallel to both h 1 and h 2 , and project the points of B (resp., C) in this direction, within h 1 (resp., h 2 ) onto the flat H ∩ h 1 (resp., H ∩ h 2 ). It is easily checked that all the properties hold with probability 1 in this case, as well. Lemma 6.1 suggests a recursive randomized procedure to reduce the d × (d − 1) × (d − 1) case to the 2 × 1 × 1 case. Given a d × (d − 1) × (d − 1)-dimensional instance, we apply Lemma 6.1 d − 2 times, reducing the dimension by one at each step, until we reach the planar setup and invoke Theorem 5.3, and thus obtain the following result: Corollary 6.2. Let A, B and C be three sets of n points each, where A is a set of points in R d and each of B, C lies in a distinct respective hyperplane h 1 , h 2 . Assume that
Then one can test whether A × B × C contains a collinear triple, in the algebraic decision-tree model, by a randomized algorithm that succeeds almost surely, and uses only O n 28/15+ε polynomial sign tests, for any ε > 0, where the constant of proportionality depends on ε and on d. 12 The algorithm succeeds with probability 1.
We present several initial results for more general extensions of both the single-polynomial and the polynomial-pair vanishing problems to higher dimensions, in Appendix B. In the former setup, each of B and C is contained in an algebraic surface of codimension 1 and constant degree. Unlike the bound in Corollary 6.2, the bounds that we obtain deteriorate with d, but remain subquadratic for every d. See Appendix B for precise statements of the bounds and for sketches of the arguments.
A Hierarchical Polynomial Partitioning
The idea of a hierarchical polynomial partition is very similar to the earlier constructions of hierarchical cuttings, proposed by Chazelle [10] and by Matoušek [24] already in the 1990s. Still, it has hardly been used in the context of polynomial partitionings, mostly because almost all the applications of this technique to date have been combinatorial, so the issue of efficient algorithmic construction of the partitioning polynomial seldom arises. One notable exception is the work of Agarwal et al. [2] , mentioned above, which uses a data structure similar to the one developed here, albeit in a different context. We begin by presenting the hierarchical approach for planar point sets. Let P be a set of n points in the plane, and let 1 ≤ r ≤ n be an integer parameter. Our goal is to efficiently obtain a hierarchical polynomial partitioning of P into O(n/r) subsets, each of size at most r, that has properties similar to the single partitioning of Guth and Katz [20] -see below.
The following easy (but useful) property is related to, but is much simpler than Proposition 2.1.
Proposition A.1 (Partitioning a real algebraic curve; Solymosi and De Zeeuw [28] ). Let γ ⊂ R 2 be an algebraic curve of degree δ, containing a finite set Q. Then there is a subset X ⊂ γ \ Q of O(δ 2 ) points, such that γ \ X consists of O(δ 2 ) arcs, each containing at most |Q|/δ 2 points of Q. Moreover, each point p ∈ X has an open neighborhood on γ (disjoint from Q) such that any point of that neighborhood could replace p without affecting the partitioning property. The partition can be constructed in O(|Q|) time, where the constant of proportionality depends on δ. Proposition 2.1 yields a partitioning with a single polynomial f of degree O( n/r). However, when r is relatively small (so the degree of f is large), the computation of the partition might be costly. Concretely, the best algorithm for constructing (an approximation of) such a polynomial runs in randomized expected time O(n 2 /r + n 3 /r 3 ) [2] .
To circumvent this issue, we resort to a hierarchical approach, where we recursively construct polynomial partitioning of appropriately chosen constant degree. That is, let D ≥ 1 be a sufficiently large constant. 13 We apply Proposition 2.1 with degree O(D) and Proposition A.1 with δ = D, and obtain a partition of P into at most cD 2 one-and twodimensional cells, for a suitable absolute constant c > 0, so that each cell contains at most n/D 2 points of P . We then recurse with each two-dimensional (resp., one-dimensional) cell τ by applying Propositions 2.1 and A.1 (resp., only Proposition A.1) to P ∩ τ . The procedure for the one-dimensional case is trivial to perform.
However, the second-level cells τ produced at τ do not have to be contained in τ , so the decomposition of the plane that all the second-level cells produce, over all τ , is not necessarily a partition of the plane. We handle this as follows: The subset associated with a child cell τ of the partition is formed by intersecting τ with the set associated with its parent cell τ ; if this set is empty, we do not create a recursive subproblem at τ . With this modification, the subsets of P associated with the current level of recursion form a partition of P . We obtain, in the second recursive stage, a collection of at most c 2 D 4 cells, each of which is associated with a subset of at most n/D 4 points of P which the cell contains (in addition to other points that the cell might also contain but which are not associated with it). We continue in this manner recursively, so that at the jth level of recursion we get at most c j D 2j cells, each associated with a subset of at most n/D 2j points of P which it contains. (The situation shares common features with the simplicial partitioning scheme of Matoušek [23] , which is based on standard cuttings.) The recursion terminates when the number of points in a cell is at most r. This leads to a simple recurrence on the number of cells, which solves to the bound O((n/r) 1+ε ), for any ε > 0 (ε depends on D, or rather D depends on ε; to make ε smaller we need to increase D). In particular, this is an upper bound on the number of cells obtained at the last level. We refer to them as the bottom-level cells.
So far, this hierarchical construction makes little sense, as there are many other (more trivial) ways to partition P in this manner. It is the next observation that makes the hierarchical partition useful, as it shows that the partitioning almost possesses the same properties as does a standard polynomial partition. Specifically, let γ be an algebraic curve of constant degree b, and suppose that D is chosen to be sufficiently larger than b (see below). We bound the number of cells in the decomposition of P that γ reaches, where we say that γ reaches a cell τ if γ intersects τ and all its ancestral cells. Bounding the number of these cells proceeds as follows.
At the first level of recursion, γ meets at most bD + 1 cells, which easily follows from Bézout's theorem. Clearly, γ reaches all these cells. Let X γ (n) be an upper bound on the maximum number of cells in a partition of n points that γ reaches 14 . We then obtain the recurrence X γ (n) ≤ (bD + 1)X γ (n/D 2 ) + bD + 1,
for n > r. For n ≤ r, X γ (n) = 1, as no further partitioning is done in this case. Using induction on n, it is easy to verify that the solution is X γ (n) = O((n/r) 1/2+ε ), for any ε > 0, as long as we choose D sufficiently larger than b 1/(2ε) . Thus, as promised, this hierarchical partition has similar properties to polynomial partitioning with a single polynomial of degree O( n/r) (up to the extra ε in the exponents):
Theorem A.2. Let P be a set of n points in the plane, let 1 ≤ r ≤ n be an integer parameter, and ε > 0 be an arbitrarily small number. Then the following hold: (i) There is a hierarchical polynomial partition for P with O((n/r) 1+ε ) bottom-level cells, each of which is associated with at most r points of P which it contains. The overall number of cells is also O((n/r) 1+ε ).
(ii) Any algebraic curve γ of constant degree reaches (in the meaning defined above) at most O((n/r) 1/2+ε ) cells at all levels of this partition. The constants in the bounds depend on ε and on the degree of γ.
Hierarchical partition for Cartesian products of two planar point sets. We next present an extension of the decomposition of Solymosi and De Zeeuw [28] to hierarchical partitioning.
We are now given two n-point sets P 1 and P 2 in the plane and an arbitrary integer parameter 1 ≤ r ≤ n. Our goal is to obtain a hierarchical polynomial partition for P 1,2 := P 1 × P 2 , embedded in R 2 × R 2 , which we regard as R 4 , such that at the bottom level of the recursive partition we obtain roughly O(|P 1,2 |/r 2 ) subsets, each of size at most r 2 . The hierarchical partition that we will construct will be a hierarchy of Cartesian products of planar partitions (for P 1 and for P 2 ); see below for details. Put N := n 2 = |P 1 × P 2 |.
We construct a planar hierarchical polynomial partition for each of the sets P 1 and P 2 , as described above, and combine them, level by level, to form the desired hierarchical partitioning of 4-space. That is, let D > 1 be the degree parameter of the partition. We take the first level of the partition of P 1 and the first level of the partition of P 2 , and construct their Cartesian product, as described in Section 2, thereby obtaining at most c 2 D 4 cells in total (of dimensions 2, 3, and 4), each containing at most N/D 4 points of P 1,2 (see Corollary 2.2). In the next level of the planar partition of P 1 (resp., P 2 ), we have at most cD 2 subpartitions, each resulting from a cell at the first level. We now consider all pairs of these subpartitions, one from some cell τ 1 of the top-level partition of P 1 and the other from a cell τ 2 from the top-level partition of P 2 , and construct their Cartesian product as above. For each pair of top-level cells under consideration, we get at most c 2 D 4 second-level cells, for a total of at most c 4 D 8 cells, so that each of them is associated with a subset of at most N/D 8 points of P 1,2 which it contains. In general, at the jth recursive step of the partition, we consider the jth level of the two planar partitions of P 1 and P 2 , and, for each pair of cells, one from each partition, we construct the Cartesian product of the partitions produced at those cells. We obtain at most c 2j D 4j cells, each associated with a subset of at most N/D 4j points of P 1,2 which it contains (in addition to other points it may also contain). At the last step, each cell in the partition of P 1 (resp., P 2 ) is associated with a subset of at most r points of P 1 (resp., of P 2 ), which it contains, so their product is associated with a subset of at most r 2 points of P 1,2 which it contains. The number of bottom-level cells in each of the planar partitions is O((n/r) 1+ε ), and therefore the total number of product bottom-level cells in the four-dimensional construction is at most O((N/r 2 ) 1+ε ), for any ε > 0, and each of them is associated with a subset of at most r 2 points of P 1,2 , which is the Cartesian product of a subset of at most r points of P 1 and a subset of at most r points of P 2 , which the cell contains.
We now consider the interaction between the resulting partition and a two-dimensional algebraic surface. Let S ⊂ R 4 be a two-dimensional surface of degree at most b, which has good fibers. As above, we assume that D is chosen to be sufficiently large with respect to b. We bound the number of cells in the hierarchical decomposition of P 1 × P 2 that S reaches, in the same meaning as above. With a slight abuse of notation, let X S (N ) denote the bound on the maximum number of product cells in a partition of the Cartesian product, of size N = n 2 , of two planar point sets of n points each, that are reached by S. Using an enhanced version of Proposition 2.4, we then obtain the recurrence 15 :
for N > r 2 , and X S (N ) = 1 for N ≤ r 2 (again, no partition is done in the latter case). Using induction on N , it is easy to verify that the solution is X S (N ) = O((N/r 2 ) 1/2+ε ) = O((n/r) 1+2ε ), where, as above, we need to choose D larger than b 1/(2ε) . We thus conclude:
Theorem A.3. Let P 1 , P 2 be two n-point sets in the plane and put P 1,2 = P 1 × P 2 . Let 1 ≤ r ≤ n be an integer parameter. Then, for any ε > 0, the following hold: (i) There is a hierarchical polynomial partition of R 4 for P 1,2 with O((n/r) 2+ε ) bottom-level cells, each of which is associated with a subset of at most r 2 points of P 1,2 , which is the Cartesian product of a set of at most r points of P 1 and a set of at most r points of P 2 , which the cell contains. The number of cells at all levels is also O((n/r) 2+ε ). Remark. In effect, and as already mentioned, what we do here is to construct two hierarchical polynomial partitionings, one for P 1 in its plane and one for P 2 in its plane, and then, for each level of the hierarchies, take the Cartesian product of every cell in the first partition (at that level) with every cell in the second partition (at the same level). This observation also applies to the 2 × 1-dimensional setup, considered next.
Hierarchical partition for the Cartesian product of a point set in R 2 and a one-dimensional point set. We are now given a set P of n points in the plane, a set Q of n points on an algebraic curve γ ⊂ R 2 of constant degree δ, and two arbitrary integer parameters r, s ≥ 1. In what follows we assume r, s ≤ √ n. Our goal is to obtain a hierarchical polynomial partition for P × Q, now embedded in the three-dimensional space R 2 × γ, such that, at the bottom level of the recursive partition, we obtain roughly O(n 2 /rs) subsets, each of size at most rs. Put N := n 2 = |P × Q|.
Let D 1 > 1 be the degree parameter of the partition of P and let D 2 be the degree parameter of the partition of Q, chosen to be a constant sufficiently larger than δ (a more specific choice of these parameters is stated in the analysis below). We construct a planar hierarchical polynomial partition for P , as described above, and construct a hierarchical partition for Q by recursively partitioning Q into at most cD 2 2 sets, each containing at most |Q|/D 2 2 points, using Proposition A.1. 16 We stop as soon as each subset of P contains fewer than r points, and each subset of Q contains fewer than s points.
To simplify the presentation, we assume, from now on, that γ is connected and non-selfintersecting. Handling more general curves can be done by partitioning γ into maximal connected and non-self-intersecting pieces, and by applying the analysis to each piece separately, but we do not address this issue any more in what follows. Consider the parametric representation γ(t) of γ, for t ∈ R, now regarding γ as (a homeomorphic copy of)
Before proceeding to the description of the hierarchical partition for P × Q, we describe the structure of the decomposition of R 2 × R at a single level, when we form the Cartesian product of the partition of P with the partition of Q. Let f be the polynomial of degree D 1 partitioning P , given in Proposition 2.1. Put ζ = Z(f ), and let X ⊂ ζ be the set of O(D 2 1 ) points obtained by applying Proposition A.1 to ζ and P ∩ ζ. Similarly, let X ⊂ γ be the set of O(D 2 2 ) partitioning points for γ, obtained by applying Proposition A.1 to γ and Q. The partitioning of R 2 × R has the following structure. The two-dimensional 'walls' ζ × R and R 2 × X partition R 3 into O(D 2 1 D 2 2 ) three-dimensional cells, each being the Cartesian product of a two-dimensional cell of the partition of R 2 with a one-dimensional cell of the partition of R. The two-dimensional cells are formed by taking ζ × R and partitioning it by the 'level curves' ζ × X and the so-called 1-gaps X × R, 17 and, similarly, by taking R 2 × X and partitioning it by the curves ζ × X . Overall, we obtain O(D 2 1 D 2 2 ) two-dimensional cells. The one-dimensional cells are formed by partitioning ζ × X by X × R, and the vertices (0-dimensional cells of the partition) are the endpoints of the one-dimensional cells. The overall number of 0-and 1-dimensional cells is O(D 2 1 D 2 2 ). However, since these cells are empty of points of P × Q, by construction, we disregard them hereafter. So we get a total of at most cD 2 1 D 2 2 cells, for a suitable constant c, and each of these cells contains at most |P × Q|/D 2 1 D 2 2 points of P × Q, which form a Cartesian product of a subset of at most |P |/D 2 1 points of P and a subset of at most |Q|/D 2 2 points of Q, as the cell is the Cartesian product of a one-or a two-dimensional cell from the partition of P with a one-dimensional cell from the partition of Q.
We now iterate over the levels of the hierarchy, and construct the Cartesian product of the cells in the partition of P with the cells in the partition of Q at each level of the hierarchy. This is somewhat similar to the earlier construction for two planar point sets, with the following main difference: Recall that we started with two arbitrary parameters D 1 , D 2 . However, for convenience of the following analysis we require that both hierarchical partitions of P and Q have the same number of levels, which imposes a constraint on the choice of D 1 and D 2 . Specifically, let k 1 be the number of levels in the hierarchical partition of P , and let k 2 be the number of levels in the hierarchical partition of Q. We thus have D 2k1 1 = n/r and D 2k2 2 = n/s. The equality k 1 = k 2 implies that we need to choose D 2 = D log (n/s) log (n/r)
1
. Due to our assumption that 1 ≤ r, s ≤ √ n, it follows that 1/2 ≤ log (n/s) log (n/r) ≤ 2, and so
The remaining details of the decomposition are similar to the earlier construction for two planar point sets. That is, at the jth recursive step, we construct the Cartesian product of the partitions, for each pair of (parent) cells, and obtain at most c 2j D 2j 1 D 2j 2 cells (of dimensions 1, 2, and 3), each associated with a subset of at most N/D 2j 1 D 2j 2 points of P × Q which it contains. As in the previous construction, we obtain a recurrence that shows that the total number of cells is at most O((n 2+ε /(rs) 1+ε ), for any ε > 0.
Let S ⊂ R 2 × R be a two-dimensional algebraic surface of degree at most b with good fibers. Recalling its definition from Section 2, this means that, for every point p ∈ R 2 , except for the O(1) exceptional points, the fiber ({p} × R) ∩ S is finite, and for every point q ∈ R, except for the O(1) exceptional points, the fiber (R 2 × {q}) ∩ S is a one-dimensional variety (i.e., an algebraic curve). As above, we assume that D 1 and D 2 are chosen to be sufficiently large with respect to b. We bound the number of cells in the hierarchical decomposition of P × Q that S reaches, a notion defined above.
We first give an upper bound on the number of cells that S intersects at any single level in the hierarchy. Assume first that there are no exceptional points q of the second kind (that is, where the fiber is R 2 × {q}). Using the above notation for ζ, X, and X , we intersect S with the two-dimensional walls ζ × R, R 2 × X , and with the 1-gap X × R. Due to the good-fiber property and by applying Bézout's Theorem, this yields a single curve α on S (contained in ζ × R) of degree O(bD 1 ) (to which we append O(1) copies {p} × R of R, for the O(1) exceptional points p where we do not have a good fiber), a collection Ξ of O(D 2 2 ) pairwise disjoint curves, each of degree O(b), and a discrete set M of O(D 2 1 ) points located on the curve α. We construct the two-dimensional map on S formed by the overlay of α, the curves in Ξ, and the points in M . The faces of this map correspond to cells in the Cartesian product of the partitions of P and Q that S crosses. (Several cells of the map can correspond to the same cell of the product.) We observe that, by Bézout's Theorem, α has at most O(b 2 D 2 1 ) critical points. Moreover, each curve in Ξ meets α in at most O(b 2 D 1 ) points (applying once again Bézout's Theorem), for a total of O(b 2 D 1 D 2 2 ) intersections over all curves in Ξ. We thus conclude that O(b 2 D 1 D 2 2 + b 2 D 2 1 ) bounds the total complexity of the overlay, and thus S crosses
cells in total (the bound on the right hand side follows since √ D 1 ≤ D 2 ≤ D 2 1 ). Next, we allow to have O(1) exceptional points q of the second kind. This, in particular, implies that S may contain up to O(1) planes of the form R 2 × {q}. Using the above considerations, it is easy to verify that each of these plane crosses at most O(D 2 1 ) cells, which is the total asymptotic bound over all exceptional points q. As above, this bound is subsumed by O(b 2 D 1 D 2 2 ). With a slight abuse of notation, let X S (n 1 , n 2 ) denote a bound on the maximum number of cells in a partition of the Cartesian product of a planar point set of size n 1 and a onedimensional point set of size n 2 (with a total of n 1 n 2 points), that are intersected by S. We then obtain the recurrence: 18
for n 1 > r or, equivalently, n 2 > s. We set X S (n 1 , n 2 ) = 1 otherwise. Using induction on 18 Here too the nonrecursive term can be dropped if we only care about bottom-level cells. N = n 1 n 2 , it is easy to verify that (assuming b to be a constant) the solution is
Since initially we have n 1 = n 2 = n, the bound on the number of cells intersected by S is
We thus conclude:
Theorem A.4. Let P be a set of n points in the plane, and let Q be a set of n points lying on an algebraic curve γ ⊂ R 2 of constant degree δ. Let 1 ≤ r, s ≤ √ n be real parameters. Let ε > 0. Then the following hold: (i) There is a hierarchical polynomial partition for P × Q into O(n 2+ε /(rs) 1+ε ) bottom-level cells, each of which contains at most rs points of P × Q, which form the Cartesian product of a subset of at most r points of P with a subset of at most s points of Q. Computation time. We next show that we can efficiently compute the hierarchical polynomial partition, as well as the set of partition cells reached by any given two-dimensional algebraic variety, in both the four-and the three-dimensional cases, i.e., both the product of two planar sets and the product of a planar point set and a set of points on a curve.
In the analysis below, we make the following assumption on the model of computation, which is common in the computational geometry literature, and justified by the extensive work in computational real algebraic geometry, collected, e.g., in [7] (see [4] for a similar assumption): P 1 and P 2 (in fact, we can represent it implicitly by these two partitions, and need not perform any further operations). Similarly, the computation of the hierarchical partition of the Cartesian product of a planar point set P and a set Q lying on an algebraic curve γ ⊂ R 2 is also straightforward, given the individual partitions for P and Q. We thus conclude: Corollary A.5. With the above notation, the hierarchical polynomial partitions for P 1 × P 2 (in the 2 × 2-dimensional case) and for P × Q (in the 2 × 1-dimensional case) can be computed in randomized expected time O(n log n) in the uniform model, where the constants of proportionality depend on D.
Given an algebraic curve γ of degree at most b = O(1) and a hierarchical planar partition, we can compute the set of cells in the partition intersected by γ in a straightforward manner. At each level, we need to compute the intersection points of γ with the zero set ζ of the partitioning polynomial. Once again, using our assumption, this takes O(1) time (where the constant of proportionality depends on D, ε, and b). Extracting the actual cells that γ crosses can be obtained from these intersection points using a suitable planar map representation of the partition. Using a simple recurrence relation resembling (4), we can conclude that the overall computation time, for finding the cells that γ crosses, is O((n/r) 1/2+ε ), for any ε > 0.
In order to compute the set of cells in the hierarchical partition of P 1,2 reached by a two-dimensional surface S ⊂ R 4 of degree at most b = O(1) (with good fibers), we need to apply several elementary algebraic operations at each level of the partition. Taking a closer inspection of the analysis in [28] , we put ζ 1 = Z(ϕ 1 ), ζ 2 = Z(ϕ 2 ), and let X 1 ⊂ ζ 1 (resp, X 2 ⊂ ζ 2 ) be the set of O(D 2 ) points obtained by applying Proposition A.1 to ζ 1 and P 1 ∩ ζ 1 (resp., ζ 2 and P 2 ∩ ζ 2 ). Given a surface S as above, at each level in the hierarchical partition we need to intersect S with the 3-dimensional walls ζ 1 × R 2 and R 2 × ζ 2 , and with the so-called 2-gaps X 1 × R 2 and R 2 × X 2 . Due to the good-fiber property, the 3-dimensional walls intersect S in two respective algebraic curves, γ 1 , γ 2 , and the 2-gaps intersect S in two respective discrete sets of points Q 1 and Q 2 , located on γ 1 and γ 2 , respectively. Next, we need to construct, for each level of the hierarchical partition, the two-dimensional map on S formed by the overlay of γ 1 , γ 2 and Q 1 , Q 2 , where the faces of this map correspond to the cells in the current level of the hierarchical partition that S intersects. The proof of Proposition 2.4 implies that the complexity of this overlay is O(b 2 D 2 ), and our assumption guarantees that the time to compute depends only on D (and thus on ε) and b. 20 This leads to a simple recurrence relation resembling (5) on the overall running time, resulting in the bound O((N/r 2 ) 1/2+ε ) = O((n/r) 1+2ε ). We thus conclude: Corollary A.6. Let P 1 and P 2 be two planar point sets, each consisting of n points, and let S ⊂ R 4 be a two-dimensional surface of degree at most b = O(1), with good fibers. Then the set of cells in the hierarchical polynomial partition of P 1,2 , as constructed in Theorem A.3, that are reached by S can be computed in O((n/r) 1+2ε ) time, for the prescribed parameter ε > 0 of the hierarchical partition, where the constant of proportionality depends on ε and b.
Regarding hierarchical partitions of the product of a planar point set P with a onedimensional point set Q, using similar considerations as above, and recalling our discussion leading to the second part of Theorem A.4, we can show that the set of child cells, at a single step of the recursive partition, reached by a two-dimensional surface S ⊂ R 3 , with good fibers, that has reached the parent cell, can be computed in O(1) time (with a constant of proportionality that depends on ε and b). This leads to a recurrence formula, similar to those obtained in the proof, which implies that the overall running time to compute the set of cells reached by S is O n 3/2+ε r 1/2+ε s 1+ε . We thus conclude: Corollary A.7. Let P be a planar point set of n points and Q a set of n points on a curve of constant degree, and let S ⊂ R 3 be a two-dimensional surface of degree at most b = O(1), with good fibers. Then the set of cells in the hierarchical polynomial partition of P × Q, as constructed in Theorem A.4, that are reached by S can be computed in O n 3/2+ε r 1/2+ε s 1+ε time, for the prescribed parameter ε > 0 of the hierarchical partition, where the constant of proportionality depends on ε and b.
B More General Techniques in Higher Dimensions
In this section we present a rough sketch of extensions of our two main results from the plane to higher dimensions. We mostly focus on extending the algorithm for problems involving a single vanishing polynomial, beyond the easy case of collinearity testing when two of the sets lie on hyperplanes, but we will also briefly mention the extension for the case of a pair of vanishing polynomials. We thus consider a more general setup, in which we have three n-point sets A, B, and C, so that A is unconstrained, and each of B, C lies on a constant-degree algebraic surface of codimension one. We are given a set of d − 1 constant-degree polynomials F 1 , . . . , F d−1 , and our goal is to determine whether A × B × C contains a triple (a, b, c) that satisfies F i (a, b, c) = 0 for i = 1, . . . , d − 1. (It is easily verified that collinearity testing, as studied in Section 6, is indeed a special instance of this setup.)
To simplify the situation further, we assume that each of the surfaces that contain B and C is given in parametric form, so that each point in either surface can be specified in terms of d − 1 real parameters. We also assume that the equations F i (a, b, c) = 0 can be expressed as
where each f i is a (2d − 1)-variate real polynomial of constant degree. 21 The last assumption is a rather strong one. It does not hold for collinearity testing, but if we assume that C lies in a hyperplane, the linearity (in c) of the equations that characterize collinearity, and the linearity of the equation defining the hyperplane allow us to obtain the above representation so that the f i 's are rational functions, which does not affect the forthcoming analysis, and the resulting complexity bound, in any significant way. (In the more general case, one can use a considerably more involved approach, similar to the one mentioned in Section 5, which is based on quantifier elimination, but we confine ourselves to the easier case here.)
The approach is, again, to preprocess A and B and then search in the resulting structure with the points of C. Spelling it out, we choose two parameters g, h, to be determined later, and partition A within R d , using a polynomial ϕ A of degree O((n/g) 1/d ), so that each cell of the partition contains at most g points of A. Similarly, we partition B and its subspace R d−1 , using a polynomial ϕ B of degree O((n/h) 1/(d−1) ), so that each cell of the partition contains at most h points of B. (To make this efficient, we should instead construct hierarchical partitions, similar to those used in Section 3. Nevertheless, since this is only a high-level sketch of an algorithm, we use the single-shot partitions, to simplify the presentation.) We extend ϕ A (resp., ϕ B ) to a (2d − 1)-variate polynomial, by making it independent of the last d − 1 (resp., first d) coordinates, and impose the constraint δ := (n/g) 1/d = (n/h) 1/(d−1) , or (n/g) (d−1)/d = n/h, or h = n 1/d g (d−1)/d . Put ϕ := ϕ A ϕ B , which is a polynomial of degree O(δ). It partitions R d × R d−1 into O(δ 2d−1 ) cells, each being the Cartesian product τ × τ of a cell τ in R d and a cell τ in R d−1 , so it contains the Cartesian product A τ × B τ , of size at most gh, where A τ := A ∩ τ and B τ := B ∩ τ .
We want to sort each of the sets
for i = 1, . . . , d − 1, and for every pair of cells τ , τ . As usual, we need to resolve comparisons of f i (a, b) with f i (a , b ) , for a, a ∈ A τ and b, b ∈ B τ , for every pair of cells τ , τ . Consider for concreteness the task of sorting f 1 (A τ , B Just to see the high-level structure of the analysis, we ignore for now (as already noted) the issue of hierarchical partitioning, and the handling of points that lie on the zero set of the partitioning polynomial, 22 and assume that we perform just one primal partitioning, followed by a dual partitioning for each cell (or subproblem). 23 The primal partition is done using a polynomial of degree D, whose value will be shortly determined, which generates O(D 2(d−1) ) cells, each containing at most M/D 2(d−1) points of P and crossed by O(N/D) surfaces of Σ. For each such cell, we pass to the dual, construct a partitioning polynomial of degree E, again to be specified shortly, which generates O(E 2d ) cells, each containing at most O(N/(DE 2d )) dual points and crossed by at most M/(D 2(d−1) E) dual surfaces. Altogether we obtain O(D 2(d−1) E 2d ) subproblems, each involving at most M/(D 2(d−1) E) points of P and at most O(N/(DE 2d )) surfaces of Σ. We now require that 
