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Abst rac t - -We will discuss a parametric study of the solution of the Wigner-Poisson equations for 
resonant tunneling diodes. These structures exhibit self-sustaining oscillations in certain operating 
regimes. We will describe the engineering consequences of our study and how it is a significant advance 
from some previous work, which used much coarser grids. We use LOCA and other packages in the 
Trilinos framework from Sandia National Laboratory to enable efficient parallelization of the solution 
methods and to perform bifurcation analysis of this model. We report on the parallel efficiency and 
scalability of our implementation. © 2006 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Semiconductor technology has developed to the point where the next generation of electronic 
devices will operate at the nanoscale l vel (10 -9 meters). One particular prototypical nanostruc- 
tAuthor to whom all correspondence should be addressed. 
$Sandia is a muhiprogram laboratory operated by Sandia Corporation, a Lockheed-Martin Company, for the 
United States Department ofEnergy under Contract DE-AC04-94AL85000. The research of MSL, CTK, and PZ 
was supported by a U.S. Army DURINT Grant and U.S. Army Research Office Grant #W911NF-04-1-0276. The 
research of CTK was also supported by National Science Foundation Grants #DMS-0070641, #DMS-0209695, 
and ~DMS-0404537. Part of this work was done while MSL was an intern at Sandia National Laboratory in 
Albuquerque, NM. 
0898-1221/06/$ - see front matter (~ 2006 Elsevier Ltd. All rights reserved. Typeset by ~4Jt4S-2~X 
doi: 10.1016/j.camwa.2006.05.006 
1678 M. S. LASATER et al. 
x--0 x=L 
I V volts 
Figure 1. Diagram of RTD and the electric potential U(x). 
ture under current investigation is the resonant tunneling diode (RTD). Engineers and physicists 
researching this quantum device need accurate and efficient models for electron transport derived 
from first-principle physics in order to completely understand the quantum mechanical effects 
which will dominate the device physics. 
An RTD structure is typically created by growing alternating layers of two different semi- 
conductor materials (e.g., Types I and II) where one material system has a significantly larger 
bandgap than the other. When heterostructures of this type are formed as illustrated in Figure 1, 
the conduction band alignments can lead to the formation of potential barriers (i.e., regions la- 
beled II) between regions of narrow bandgap material (i.e., regions labeled I). Note that Figure 1 
correlates the alternating layers of materials to the resultant potential energy profile for the case 
of a large applied bias. 
In our simulations, the semiconductor material in the I-region is gallium arsenide (GaAs), and 
the semiconductor material in the II-region is aluminum gallium arsenide (A1GaAs). The wider 
bandgap material in II-regions creates barriers in the potential energy profile. This results in 
the formation of a quantum-weU in the center section that prohibits classical electron transport 
(i.e., drift or diffusion). On either end of the RTD structure the I-regions are doped (represented 
by dark regions) to provide for electron reservoirs for injections and collection processes. Doping 
refers to the procedure where atoms are seeded into the base material that contain more (or 
less) electrons and that leads to a situation where the number of free electrons is increased (or 
decreased). In our studies, only the reservoir egions are doped which means that all electrons 
will transverse spacer I-regions on either side of the barrier-well-barrier active regions during the 
transport processes. 
Classically, if a particle runs into a potential barrier and it does not have enough momentum, 
it will be reflected back. Since quantum mechanics treats electrons as waves instead of particles, 
an electron at any speed that encounters a barrier still has some probability of passing through 
the barrier. This effect is known as quantum tunneling and is the basis of this device. If a 
voltage difference is applied across the device, electrons will start to move along the device, 
tunnel through the barriers, and reach the other side, thus creating a current. 
Numerical simulations [1,2] have Shown that current oscillation can be expected for certain 
voltage differences, and that these current oscillations occur within the terahertz (THz) regime. 
With these numerical simulations, engineers and physicists are hoping to understand what phys- 
ical mechanisms create these intrinsic oscillations and determine what physical parameters (i.e., 
doping profile, barrier height and width, well width, etc.) are conducive to sustaining and con- 
trolling these oscillations in hopes of producing a viable high frequency power source. This work 
is an attempt o create a faster and more accurate RTD simulator to aid the engineers in these 
goals. 
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2. MODEL DESCRIPT ION 
The model used to describe the electron transport in these devices is the Wigner-Poisson equa- 
tions [3,4]. These equations consist of a nonlinear integropartial differential equation (IPDE) (2) 
which describes the time-evolution of the distribution of the electrons in the device and Poisson's 
equation (9) for the electrostatic potential. 
The IPDE is 
0I 
ot - w( f )  = Ky  + P ( I )  + S( I ) .  (1) 
Here, f = f(x,  k, t), is the distribution of the electrons. It is a function of the position of the 
electron x C [0, L], momentum of the electron, k C (-c~, c~), and time, t > 0. L is the length of 
the device. 
In this paper we consider only the time-independent problem 
w(f )  = K I  + P ( f )  + S( / )  = O. (2) 
A study of the time-independent system leads to important dynamic information about the time- 
dependent system, which we will explore in subsequent work. Earlier work, which focused on the 
time-dependent system for coarse grids, can be found [5,6]. 
The linear term Kf  on the right side of (2) represents the kinetic energy effects on the distri- 
bution and is given by 
hk Of 
K f = 27rm* Ox" (3) 
Here, h is Planck's constant and m* is the effective mass of the electron. The second term, 
P( f ) ,  is the nonlinear term in the equation and accounts for the potential energy effects on the 
distribution 
/2 4 f(x, k/)T(x, k - k') dk'. (4) P(f )  = --h c~ 
The function T(x, k) is defined by 
f 
L J2  
T(x, k) = [U(x + y) - U(x - y)] sin(2xk) dy. (5) 
aO 
In this equation, U(x) is the electric potential (as shown in Figure 1) as a function of position, 
and Lc is the correlation length. This term is nonlinear in f since U(x) depends on f through 
Poisson's equation. 
In (4) and (5), there are convolutions to compute in both x and k space, which can be efficiently 
numerically computed using fast Fourier transforms (FFTs). However, when we compared an 
FFT-routine, written using FFTPACK [7], to one that uses standard BLAS routines for comput- 
ing the numerical approximations to (4) and (5), we discovered that the FFT routine was slower 
on the parallel machines which we used to compute the numerical results reported in this paper. 
Therefore, the results in this paper do not use FFT-based routines to compute the convolutions 
in (4) and (5). 
The last term describes electron-electron scattering 
S(f)  1 [ f -~  ~f (x 'k ' )dk '  
= - yo(z, k) - / ( z ,  k) (6) 
~ [f_ Io(x,k')dk' 
In (6), T is the relaxation time, and fo(x, k) is the equilibrium Wigner distribution. This is the 
steady-state solution to equation (2) when there is no voltage difference across the device. 
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Boundary conditions are imposed at the device edges. On the left (x -- 0), we have for k > 0 
(electrons with positive momentum that are moving right) 
4~rm*kBT In (1 + 
fo(O,k)- ~-~_  exp LkB:/. \8r--~m * 
Similarly on the right (x = L) we specify f for k < 0 (electrons with negative momentum that 
are moving left) 
( h2k2 41rm*kBT, (1+ "L)]) (8) fo(L,k) - ~-7 m exp LIcBI \8r--~m * . 
In (7) and (8), kB is Boltzmann's constant, T is the temperature, ]z0 is the Fermi energy at x = 0, 
and ]~L is the Fermi energy at x = L. 
The electric potential U(x) (as shown in Figure 1) is the sum of the potential barrier At(x) that 
arises from the heterojunction f the two different semiconductor materials and the electrostatic 
potential u(x). The electrostatic potential is the solution of Poisson's equation 
d2u _ q2 [Nd(x)-- 1 I(x,k')dk'] (9) 
dx 2 - e [ 
In (9), q is the charge of the electron, eis the dielectric onstant, and Nd(x) is the doping profile. 
The boundary conditions for (9) are 
u(O) = O, u(L) = -V, (10) 
where V > 0 is the applied voltage. The dependence of U(x) = u(x)+Ac(x) on f is through u(x). 
3. D ISCRET IZAT ION 
We discretize the IPDE by a finite-difference method for the derivative and by the composite 
trapezoid rule for the integrals. We will denote the solution of the discrete problem by/ rE  R '~, 
where n = N~ x Nk is the number of grid points in the discrete (x, k) domain. 
For the x-domain, we use Nx equally spaced grid points xi = (i - 1)Ax, i = 1, 2, . . . ,  Nx and 
Ax = L/(Nz - 1). For the k-domain, we first truncate from -c~ to c~ to -Kmax to /(max, 
where /(max is the maximum momentum we consider. We use Nk equally spaced grid points 
where kj = (2j - Nk -- 1) * (Ak/2), j = 1, 2, . . . ,  Nk and Ak = 2/NkKmax. The number of 
grid points is then n = Nx x Nk and/r is  the approximation to f at the grid points (xi, kj) for 
i=  l ,2, . . . ,N~ and j=  l ,2, . . . ,Nk.  
For the K/r  term, we use an upwind differencing scheme to approximate o°-~. So we get for 
kj>0, 
K/r(x~,kj)"~hkJ2rrrn* (--3/rmj + 4/rm-l,j - - / rm-2 , J )2Ax  , (11) 
and for k i < 0, 
K/r  (~m,kj)~ 2~rrn*hkj (3/rmj - 4/rm+l,j -}-/r ~+2,J)2Ax . (12) 
The integrals in the P(/r) and S(/r) terms are approximated with a sum 
1 Nk 
P( / r )  (~,kj) ~ -£ ~ /r,~j,T(x,,~,kj-kj,)Ak. (13) 
j '= l  
Here, T(xm, kj - kj,) is also approximated with a sum, 
N~ 
T(xm, k j -k j , )~  ~ [U(xmTxm,) -U(xm-xk) ]s in (2xm,(k j -k j , ) )Ax .  (14) 
m'=l  
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For S(f) ,  we have 
( f )  (z,,,k¢) 1 
T 
fo (xm, kj) ~ fmj' 
Nk j '= l  --  fmj  • 
E fo(xm,ky) 
y=l  
(1~) 
We use a standard three-point differencing scheme to discretize Poisson's equation. For m = 
2, 3 , . . . ,N~ - 1 it is 
Ax~ ( [Nd(x ,~)  -- ,~(x,,0] (16) 
with u(x~) = 0 and U(XN~ ) = -V  set for the boundary conditions. 
Poisson 
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Figure 2. Parallelization of simulator. 
4. PARALLEL  S IMULATOR 
To parallelize our evaluation of W(f ) ,  we partition (x, k) space among different processors. In 
this paper each processor gets a contiguous block of x-space and all of the corresponding k-space. 
By splitting the data between the processors this way, we ensure that the integrals in k-space can 
be performed by each processor independently. This splitting, though, will require communication 
between the processors when the spatial derivative term in equation (3) is calculated. The 
Poisson solve was not parallelized and is performed by the main processor before everything else 
is calculated. Once U(x) is known, the main processor sends out a copy to rest of the processors. 
By performing timings on our parallel runs, we found that less than one percent of the total 
computational time is spent in the Poisson solve and the communication of U(x). Therefore, 
we did not feel parallelizing the Poisson solve would give us much improvement in the parallel 
efficiency or scalability of the simulation. The processors then compute their part of W( f )  and 
return this to the main processor. Figure 2 gives a visual description of how the data is split 
among the processors and how the processors perform the computations. 
5. CONTINUATION METHODS 
Continuation methods are used to solve nonlinear equations that depend on a parameter. 
Let G : R n x R --* R n be a nonlinear equation, 5" E R n be the solution vector, and V 6 R the 
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parameter. We would like to find a curve in R n parameterized by V (denoted by (F, V) 6 R n x R) 
that solves the nonlinear equation 
G (F, V) = 0. (17) 
Continuation methods numerically generate a sequence {(Fro, Vm)} that satisfy G(Fm, Vm) = O. 
We will now present wo common continuation methods. A standard technique for solving 
nonlinear equations is through Newton's method [8,9], and each continuation method uses it to 
solve the nonlinear equation. Newton's method is an iterative method for solving a nonlinear 
equation. Each iteration (or Newton step) corrects the previous iteration and requires a linear 
solve for this correction where the Jacobian matrix (G'(;Y, V) = °v/F  V~ R n×n) oz~ , / 6 is the coeffi- 
cient matrix. Analysis of the method shows that if the initial iterate is taken close enough to the 
solution and the function is well behaved, the Newton iteration is guaranteed to converge to the 
solution quickly [8]. The two continuations we will discuss are natural continuation and pseudo 
arclength continuation. 
We will first describe natural continuation. This is the easiest continuation method to under- 
stand. Here, one finds an initial point on the solution curve and then monotonically increases or 
decreases the parameter as Newton's method is used to compute points on the solution curve. 
Assume we have just computed (Fro, V,~), and now we want to compute the next solution 
(Fro+l, Vm+l) for a parameter value Vm+l that is close to the previous value Vm. 
The simplest natural continuation uses Newton's method to solve G(Fm+I, Vm+l) -- 0 using Fm 
as an initial iterate. This method does not attempt o incorporate the effects of changing the 
parameter Vm to Vm+l in our initial iterate for Fm+l. 
The second continuation method, pseudo arclength continuation [10], is useful when continuing 
around turning points. Turning points are parts of the solution branch where the branch turns 
around on itself. When a turning point occurs, the Jacobian matrix becomes ingular. So 
applying Newton's method is difficult as we approach the turning point since the Jacobian matrix 
is becoming singular, making the linear solves for the Newton steps harder. Pseudo arclength 
continuation handles this problem by augmenting the nonlinear equation G(F, V) with an artificial 
parameter s (the arclength parameter) and an additional arclength equation. So the augmented 
system we are solving now is 
G(F(s),V(s)) )=(00)  (18) 
N(F(s),V(s),s) 
where the first equation specifies that we are on the solution branch, and the second equation 
specifies the step to take in the parameter s. Suppose we have the point (Fro, Vm) on the solution 
curve and the next solution point to be computed is (Fro+l, Vm+l). For the next continuation 
step, the arclength equation is given by 
or + OV 
N (F(s), V(s), s) = ~ss (F(s) - Fro) -ff~s(V(s) - Vm) - As = O, (19) 
where As is the step taken in the parameter s. A geometric interpretation ofthe (F, V) points that 
satisfy N(F(s), V(s), s) = 0 can be given. Suppose a, b, and c, and are real numbers and (a0, $0) 
is a two-dimensional vector. It is a result from analytic geometry that the two-dimensional 
vectors (a, fl) that satisfy a(a - a0) + b(~ - ~0) - c = 0 lie in the plane perpendicular to the 
two-dimensional vector (a, b) at a distance away from (a0,fl0) which is determined by the size 
of c. Similarly, if (Fro+l, Vm+l) satisfy the arclength equation, then the point will lie in the (F, V) 
plane perpendicular to the gradient of (F(s), V(s)) at some distance away from (F,n, Vm) which 
is determined by the size of As. 
Pseudo arclength continuation solves for n + 1 variables each time. For natural continuation, 
the variable we were varying was V, and for each V we would compute an n-dimensional solution 
state F. This time our parameter is the arclength s, and both the solution state F and parame- 
ter V are simultaneously being found. In this way, pseudo arclength continuation is well suited 
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Figure 3. Pseudo arclength continuation. 
for handling turning points. The additional orthogonality constraint given in equation (19) also 
allows the Newton step to return to the solution curve near a turning point, as shown in Fig- 
ure 3. Figure 3 shows an example of tracing a one-dimensional system f with a one-dimensional 
parameter V using pseudo arclength continuation. 
Returning to our particular application, we can think of the solution vector ~" being f E R n, 
the finite-dimensional numerical approximation to the Wigner distribution f ,  the parameter V 
as the applied voltage, and the nonlinear equation G as W(~ V). Using the notation W(f ,  V), 
we are emphasizing the dependence of the Wigner equation on the applied voltage V through 
Poisson's equation. Since we know that when V -- 0, the steady-state solution is given by the 
equilibrium Wigner distribution fo(x, k), then the first terms in the continuation sequence are 
Yl = 0 and ~ = f0 (xi, kj). 
6. L INEAR SOLVER 
The nonlinear solver in the continuation method used for our application was Newton-GMRES. 
This is an inexact Newton method, where the linear systems for the Newton steps are solved with 
the Krylov iterative method GMRES [8]. One of the advantages of GMRES is that it does not 
require the storage of the coefficient matrix of the linear system it is solving. GMRES only 
needs to know the action of the matrix on a vector. At each iteration, GMRES solves a linear 
least squares problem to compute the next iterate, and this requires GMRES to store a vector 
at each iteration. To reduce the number of iterations GMRES takes and therefore reduce the 
computational burden of the simulation, a preconditioner was developed. When solving the linear 
equation AY, -- ~, where A is an n by n matrix and Y,, ff are n-dimensional vectors, a preconditioner 
is another matrix M multiplied into the equation (so now we solve MAY. = Mb) where the new 
coefficient matrix MA is an easier matrix for an iterative method to handle. Usually, M is an 
approximate inverse to A. When solving the linear equations in Newton's method, the coefficient 
matrix is the Jacobian matrix. If we look at equation (2), and ignore the last two terms, we obtain 
the approximation W(f )  ~ K f ,  leading to -~  = K. So an approximation to the Jacobian is 
W'( f )  ~ K. Therefore, the preconditioner we use is M = K -1 ~ W' ( f )  -1. 
The discretized version of K is a block triangular matrix with only three nonzero subdiagonals. 
So matrix-vector products of K -1 can be performed with a vector cost O(n). 
K -1 is a nonlocal integral operator, and its discretization, which we do not compute, is a dense 
matrix. Since the (x, k) domain is distributed among the processors so that each processor only 
gets a small portion of x-space and the application of the preconditioner K -1 is sequential in x, 
we should expect o see a penalty in the parallel performance of the computation. 
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7. LOCA: L IBRARY OF CONTINUATION ALGORITHMS 
To apply these continuation methods to our RTD simulator, we use LOCA (library of contin- 
uation Mgorithms), a software library developed at Sandia National Laboratories [11,12]. This 
software library was created for large scale bifurcation and stability analysis. It is a part of San- 
dia's Trilinos project [13], a collection of Sandia~s parallel solver algorithms. Other packages of 
the Trilinos framework used in this work are the Epetra data structure that aids in paraUelization 
of the code, the NOX nonlinear solver to implement the matrix-free Newton-Krylov algorithm, 
the AztecOO package for the preconditioned Krylov solver, and the Anasazi iterative igensolver 
package. 
The implementation f pseudo arclength continuation in LOCA includes a dynamically calcu- 
lated scaling factor to premultiply the second (parameter) term in equation (19). This is added 
to assure that both the solution step and parameter step contribute appreciably to the arclength 
step As. There are also several algorithms that directly influence the control of the step size (As) 
at each subsequent step in the continuation procedure so that the solution branch is adequately 
resolved without requiring too many solutions or experiencing too many convergence failures. 
To solve the augmented system of equations in the pseudo arclength algorithm equation (18), 
LOCA uses a Newton method that results in a system of order n-t- 1. To keep LOCA independent 
of any application code's matrix solution algorithm, it uses by default a block decomposition 
requiring two solves of the order n Jacobian matrix in place of the order n + 1 solve of the 
augmented system. The details can be seen in the manual [11]. A recent implementation f the 
algorithm in [14] using a Householder transformation to enforce the linear constraint has been 
successfully implemented for one common data structure, requiring just one solve of the order n 
Jacobian matrix to solve the order n q- 1 system. 
8. NUMERICAL  RESULTS 
We will now present parallel efficiency and scalability results of our simulation. The runs 
reported in this section were performed on processors of a Linux cluster at Sandia National 
Laboratories. This cluster has a total of 236 computing nodes. The nodes are dual 3.06 Gttz 
Xenon processors, each with 2 GB of RAM. 
x 10 5 
7 ~ r I r I 
L-e- en.G~ 
$ 
5 
I 
i 
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 
Aphid Vol~e (V) 
Figure 4. Coarse mesh and fine mesh simulation. 
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Table 1. Computation ofparallel efficiency. 
# of Procs. Linear Solve Time (s) Efficiency (Percent) 
2 9120.61 100 (Base case) 
4 4904.46 92.88 
8 3422.43 88.83 
12 1925.05 78.96 
16 1581.53 72.09 
24 1171.00 64.91 
32 966.06 59.01 
40 908.92 55.75 
48 771.91 53.34 
56 712.25 47.43 
64 667.62 42.69 
72 662.24 38.26 
80 641.39 35.55 
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The results for the finer grids yield new and unusual resonant-like features that were not present 
in the coarse grid studies [1]. Figure 4 is a plot of the current output versus applied voltage for 
the coarse grid with a similar plot for a finer grid. The emergence of these features in the more 
numerically accurate simulations is important because they are not normally observed in exper- 
imental measurements on RTDs. Furthermore, we believe that this phenomenon i dicates that 
parametric values for correlation effects being used in the code may not be adequate. There- 
fore, this subject has been targeted for future investigation when time-dependent versions of our 
parallel code are fully developed. 
The previous imulation [1] missed the unstable branch in the region V = 0.313 moving toward 
V -- 0.25 and then on to V = 0.318. The reason was that the work in [1] used a semi-implicit 
Euler temporal integration to compute steady state solutions, and could therefore only resolve 
those which were dynamically stable. 
Table 1 reports on the parallel efficiency of RTD simulator. The results were computed for the 
grid N~ = 512, Nk = 1024, and parameter values ranging between V = 0.2093 and V = 0.2293. 
We did not compare the runtimes for the entire continuation run (V -- 0 to V = 0.4) since the 
fine grid requires too much time for a smaller number of processors. Figure 5 shows the part of 
the current-voltage curve we are using in our efficiency calculation. 
To compare the efficiency of the application, we looked at the total linear solve times taken to 
compute five points along the solution-curve, i.e., take five continuation steps in the parameter 
as the number of processors applied to the job is varied. The five continuation steps required 11 
Newton iterations and, therefore, 11 linear solves. The results produced by the various number 
of processors were all identical. Since the nodes used to perform the efficiency study are dual 
processor, we decided a fair evaluation of the efficiency required a base case of two processors 
instead of the normal one processor. The communication between two processors on the same 
node would be more efficient than the communication between processors across distinct nodes. 
Amdahl's law [15] relates the percent of a code that is serial, the number of processors used, 
and the corresponding parallel efficiency for these processors. If N is the number of processors, 
E is the parallel efficiency, and S is the percent of the code that is serial, then Amdahl's law is 
1 
E = NS+ (1 - S)" (20) 
Therefore, Amdahl's law predicts an inverse relationship between the parallel efficiency of an 
application and the number of processors used when S ~ 0. We can use Amdahl's law and 
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Figure 5. Efficiency calculation for fine mesh simulation. 
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Table 1 to estimate the fraction of our application that is serial. To do this, we found the value S 
in equation (20) that minimizes the sum of the squares of the differences between the efficiency 
data and the efficiency predicted by Amdahl's law. This is a nonlinear least squares problem, and 
a Levenberg-Marquardt code from [16] was used to determine the optimal value of S. This value 
was S -- 0.047. So Amdahl's law predicts we have 4.7 percent serial code. Figure 6 plots the 
parallel efficiency of our application against he mapped number of processors used along with 
Amdahl's law prediction of efficiency when there is 4.7 percent serial code. The figure shows this 
estimate is accurate. 
For the scalability results, we compared the performance of our simulator with a continuation 
run from V = 0 to V -- 0.33 for three different grids, each using a different number of processors. 
We start with a base case of N= = 172, Nk ---- 144, and two processors, and then simultaneously 
quadruple both the number of unknowns and the number of processors applied to the problem. 
We also want to emphasize that at the grids we are simulating, we do not have grid convergence. 
Therefore, we are not solving the same problem as the number of unknowns varies, and this must 
be considered when evaluating these results. 
N~ 
172 
344 
688 
/v~ Yk 
172 144 
344 288 
688 576 
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Table 2. Krylov and Newton iterations as mesh is refined. 
Ark Avg. Newton Its. per Cont. Step Avg. Krylov Its. per Newton 
144 3.2O 174 
288 3.26 194 
576 3.21 198 
Table 3. Scalability of RTD simulation. 
Run Time (min) No. of Cont. Steps Avg. W(f) Evaluation T ime (sec) 
30 34 0.0345 
51 34 0.0591 
112 38 0.1330 
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Table 2 shows that the preconditioner is scalable. The number of GMRES iterations for each 
Newton step and the number of Newton iterations for each continuation step are essentially 
independent of the mesh. 
As we refine the grids, the number of Newton iterations per continuation step and the number 
of Krylov iterations per Newton iteration are remaining relatively constant which we expect of a 
scalable preconditioner. Table 3 reports on the scalability of the simulator. 
Let n = N~ × Nk be the number of unknowns, and we will assume the serial and parallel work 
both scales as O(n'~), where c~ will be a parameter we fit from our data. If we let N be the 
number of processors, S be the serial fraction of our code, and scale the base time to be 1, then 
we can model the relative time T(N) for the scalability runs as 
T(N) -- SN ~ + (1 - S)N  `~-1, 
which we can then use to get an estimate of the serial fraction of our code from the scalability 
data. 
From the scalability data, we have two data points (since the base case will be scaled to T = 1 
and for all possible parameter values, the model has T(1) = 1). Since we have two data points 
and two parameters to fit, the parameter estimation is a solution to a nonlinear equation instead 
of a nonlinear least squares problem. Therefore, we used a Newton code from [8] to solve the 
two-dimensional problem. We did two separate nonlinear solves with this code, using in one 
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Figure 7. Plot of relative t ime and model prediction. 
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case the total run times and in the second case using the average function evaluation times. For 
the total run time case, the values of S and c~ were S = 4.33 percent and c~ --= 1.2948. The 
values of S and c~ were S = 4.78 percent and c~ = 1.2915 in the average function evaluation time 
case. Figure 7 shows the relative times calculated from both the run time data and the function 
evaluation time data and the model with S = 4.7 percent and a = 1.29. 
9. CONCLUSION 
We have coupled a parallel RTD simulator with LOCA, a continuation package from the 
Trilinos framework. We have designed a preconditioner that is mathematical ly scalable, in that 
the Krylov work for each nonlinear iteration and step in arclength is independent of the mesh. 
We reported on the parallel efficiency and scalability of our RTD simulator, and by utilizing 
Amdahl's taw and a model for scalability timings, we estimate that about five percent of our 
code is serial. The vast majority of the serial part of the code derives from the application 
of the preconditioner K -1. While this degrades the parallel efficiency and scalability of the 
computation, the iterations required for the linear and nonlinear solves appear independent of
the mesh size due to this preconditioner. With the parallel code, we have been able to examine far 
finer grids than were studied in the previous investigations. Furthermore, these new studies reveal 
unusual phenomenon and motivate more investigations into underlying physical mechanisms such 
as electron correlation effects. Indeed, plans are already underway to utilize parallel codes that 
are being developed under this research project to pursue such physics-based investigations in
the future. 
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