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Abstract
Given a second order differential equation with two singular points, namely the origin and inﬁnity, the connection factors allow
to split a power series solution into formal solutions with known asymptotic behavior. A procedure is suggested to obtain those
factors, as quotients of Wronskians of the mentioned solutions, in the case of a Schrödinger equation with a polynomial potential.
Application of the procedure to particular cases, whose connection factors are already known, allows us to obtain new relations for
quotients and products of gamma functions.
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A considerable number of quantum physical problems consist in solving the Schrödinger differential equation
−z2 d
2w
dz2
+ g(z)w = 0, (1)
with a polynomial “potential” (including centrifugal and energy terms) that, multiplied by z2, has the form
g(z) =
2N∑
s=0
gsz
s, g2N = 0. (2)
Among those problems one can ﬁnd anharmonic oscillators, non-relativistic quark conﬁnement, spherical stark effect,
molecular models, etc. Besides, the biconﬂuent and triconﬂuent Heun equations [14,8], written in normal form, are
particular cases of (1). The condition g2N = 0 imposed to the potential (2) does not restrict the generality of (1) in
view of the possibility of replacing the variable z by its square root.
Solutions of (1) as ascending power series of z can be obtained immediately. Of course, two independent solutions
can be found. In the physical problems mentioned above one is interested only in solutions regular at z = 0, that we
denote by wreg. Although such series are convergent for any ﬁnite z, they are numerically useful only for small and
moderate values of |z|. For larger values, asymptotic expansions are more convenient. Olver and Stenger [17] discussed
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such kind of expansions for a class of differential equations including that in (1) as a particular case. Two independent
solutions w1 and w2 exist having asymptotic expansions of the form
wj(z) ∼ exp(j (z))
∞∑
m=0
am,j z
−m, a0,j = 0, j = 1, 2, (3)
with the abbreviation
j (z) =
N∑
p=1
p,j
p
zp + (0,j − (N − 1)/2) ln z. (4)
By requiring the formal expansion in the right-hand side of (3) to satisfy Eq. (1), we obtain (subscripts j omitted)
((z′(z))2 + z2′′(z) − g(z))
∞∑
m=0
amz
−m + 2z′(z)
∞∑
m=1
(−m)amz−m +
∞∑
m=1
m(m + 1)amz−m = 0. (5)
The N + 1 constants p appearing in the right-hand side of (4) can be chosen in such a way that the powers
z2N, z2N−1, . . . , zN in the parenthesis of the ﬁrst term in (5) disappear. This requirement produces a system of equations
(N)2 − g2N = 0,
2NN−1 − g2N−1 = 0,
2NN−2 + (N−1)2 − g2N−2 = 0,
...
2N0 + · · · − gN = 0,
(6)
which can be solved successively. There are two sets of solutions, {p,1} and {p,2}, that obviously verify
p,1 = −p,2, p = 0, 1, . . . , N . (7)
For each one of those sets of values {p,j }, and with an evident notation for the coefﬁcients s,j , Eq. (5) can be written
in the form(
N−1∑
s=0
s,j z
s
) ∞∑
m=0
am,j z
−m +
(
N∑
s=1
2s,j zs + 20,j − N + 1
) ∞∑
m=1
(−m)am,j z−m
+
∞∑
m=1
m(m + 1)am,j z−m = 0, (8)
which implies that the coefﬁcients am,j must satisfy the recurrence relation
2N,jmam,j =
N−1∑
s=1
(s,j − 2(m − N + s)s,j )am−N+s,j + ((m − N)(m − 20,j ) + 0,j )am−N,j , (9)
which allows one, by starting with an arbitrarily chosen a0,j , to obtain successively all coefﬁcients am,j .
The solutions to the physical problems mentioned above need to be well behaved (i.e., regular) not only at z = 0,
but also for z → ∞. The behavior for large z of the regular (at z = 0) solution, wreg, can be immediately determined if
one succeeds in writing it as a linear combination of w1 and w2,
wreg = T1w1 + T2w2, (10)
with coefﬁcients T1 and T2 called connection factors. The purpose of this work is to present a procedure to calculate
these factors. Of course, they can be obtained as quotients of Wronskians,
T1 = W[wreg, w2]
W[w1, w2] , T2 =
W[wreg, w1]
W[w2, w1] . (11)
The computation of the denominators in these expressions is immediate from the formal expansions (3). Bearing in
mind the relations (4) and (7), an expansion in decreasing powers of z is to be expected. But since the Wronskian
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of every two solutions of (1) is a constant, only the coefﬁcient of z0 in that expansion may be different from zero.
Therefore, one has
W[w1, w2] = 2N,2a0,1a0,2 (12)
and the opposite forW[w2, w1].
Instead of computing directly the numerators in (11), we introduce auxiliary functions
ureg,j = exp
(
− N,j2N zN
)
wreg,
uj = exp
(
−N,j2N zN
)
wj ,
j = 1, 2. (13)
Obviously,
W[ureg,j , uj ] = exp
(
−N,j
N
zN
)
W[wreg, wj ]. (14)
A formal expansion of the left-hand side of this equation can be obtained from that of uj , namely,
uj (z) ∼ exp
(N,j
2N
zN + j (z)
) ∞∑
m=0
am,j z
−m+j , (15)
with the abbreviations
j (z) =
N−1∑
p=1
p,j
p
zp, j = 0,j − (N − 1)/2. (16)
It is immediate to obtain
W[ureg,j , uj ] ∼ ((N,j zN−1 + 2′j (z))vreg,j (z) − v′reg,j (z))Sj (z) + vreg,jS′j (z), (17)
where we have denoted
vreg,j (z) = exp(j (z))wreg(z), (18)
Sj (z) =
∞∑
m=0
am,j z
−m+j
. (19)
A series expansion in ascending powers of z can be obtained for the function vreg,j from the fact that it satisﬁes the
differential equation
z2v′′ − 2z2′j v′ +
(
(z′j )2 − z2′′j −
2N∑
s=0
gsz
s
)
v = 0, (20)
deduced from (18) and (1), that can be rewritten in the form
z2v′′ −
(
N−1∑
s=1
2s,j zs
)
zv′ −
( 2N∑
s=0
s,j z
s
)
v = 0, (21)
with an evident notation for the coefﬁcients s,j . Such series expansion turns out to be
vreg,j =
∞∑
n=0
bn,j z
n+, b0,j = 0, (22)
with indices
 = 12
(
1 ±√1 + 4g0) (23)
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and coefﬁcients obeying the recurrence relation
n(n + 2 − 1)bn,j =
N−1∑
s=1
(n +  − s)2s,j bn−s,j +
2N∑
s=1
s,j bn−s,j . (24)
By substituting (19) and (22) in (17) one obtains the formal expansion
W[ureg,j , uj ] ∼
∞∑
k=−∞
	k,j z
k++j−1, (25)
with coefﬁcients given by
	k,j =
∞∑
m=0
am,j
⎛
⎝(−k − 2m −  + j )bm+k,j +
N−1∑
p=1
2p,j bm+k−p,j + N,j bm+k−N,j
⎞
⎠
. (26)
Now, by comparing the right-hand sides of (25) and (14), we try to obtain W[wreg, wj ] in order to complete the
computation of the connection factors by means of (11). But, as it is well known, these factors have different values
in the several regions of the complex z plane delimited by the Stokes rays. In the physical problems already alluded
to, the variable z takes generally only positive real values. So, in what follows, we focus our interest on the connection
factors for arg z = 0. Let us besides assume that we are dealing with a conﬁning potential, i.e., g2N > 0, as it happens
in most physical examples. Then, N,1 and N,2 are both real. To be speciﬁc, let N,1 denote the negative square root
of g2N and N,2 the positive one. In other words, let us consider that w1 represents the solution of (1) that vanishes
for z → +∞, whereas w2 diverges. The computation of T2 does not present any difﬁculty. Let us construct N formal
expansions
EL,1(z) =
∞∑
n=−∞
(−N,1zN/N)n+
L,1
(n + 1 + 
L,1) , L = 0, 1, . . . , N − 1, (27)
of exp(−N,1zN/N). Such expansions are but particular forms of the so-called Heaviside’s exponential series
exp(t) ∼
∞∑
n=−∞
tn+

(n + 1 + 
) , (28)
introduced by Heaviside in the second volume of his Electromagnetic theory (London, 1899) and which, as proved in
[5], is an asymptotic expansion for arbitrary 
 and | arg(t)|< . Expansions of this kind have been already used in [16]
in his treatment of the connection problem, from which our method is a convenient modiﬁcation. It becomes evident
that, for any set of constants {cL,1} (L = 0, 1, . . . , N−1) verifying the restriction
N−1∑
L=0
cL,1 =W[wreg, w1], (29)
one has from (14)
W[ureg,1, u1] ∼
N−1∑
L=0
cL,1EL,1(z). (30)
By choosing for the 
L,1 in the expansions EL,1 the values

L,1 = ( + 1 + L)/N , (31)
a comparison, term by term, can be done of the resulting expansion in (30) with that in (25). One obtains in this way
cL,1
(−N,1/N)n+
L,1
(n + 1 + 
L,1) = 	kL,1, (32)
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with
kL = nN + 1 + L, (33)
for any integer n. By substituting in (29) the values of cL,1 obtained from (32) one has ﬁnally
W[wreg, w1] =
N−1∑
L=0
(n + 1 + 
L,1)
(−N,1/N)n+
L,1
	kL,1, (34)
that, together with (12), allows one to calculate T2. In the physical problems mentioned above the goal is to determine
the eigenvalues of the energy, i.e., values of a parameter closely related to the coefﬁcient g2 in the right-hand side of
(2) such that the solution wreg, regular at the origin, becomes also regular at inﬁnity. This happens when the connection
factor T2 turns out to be zero. Therefore, the quantization results from requiring the cancellation of the right-hand side
of (34).
Although it is not needed for obtaining the eigenenergies, it is unavoidable to calculate the connection factor T1
if one is interested not only in the energies of the physical systems, but also in their wave functions, i.e., if one
needs expressions allowing to compute wreg(z) for the whole range of z from 0 to +∞. In the procedure to ob-
tain T1 one must bear in mind that the positive real semiaxis is a Stokes ray for that coefﬁcient. In fact, if one
tries to follow the same steps as in the case of T2, one is unable to write, for exp(−N,2zN/N), asymptotic ex-
pansions similar to those in (27), because | arg(−N,2zN)| = . As usual, T1 is deﬁned on the Stokes ray by the
average
T1 = 12 (T +1 + T −1 ) (35)
of its values in the regions separated by that ray. This corresponds to deﬁne
W[wreg, w2] = 12 (W[wreg, w2]+ +W[wreg, w2]−), (36)
an average of the Wronskians for z slightly above and below the positive real semiaxis. Following the same procedure
as in the calculation of T2 and denoting

L,2 = ( + 2 + L)/N , (37)
one obtains
W[wreg, w2] = (−1)n
N−1∑
L=0
cos(
L,2)
(n + 1 + 
L,2)
(N,2/N)n+
L,2
	kL,2, (38)
that, together with (12), allows one to obtain T1.
The crucial point in the procedure to evaluate the connection factors described above is the computation of the sets
of coefﬁcients {	kL,j } (L = 0, 1, . . . , N − 1; j = 1, 2) by summation of the series in (26). In the Appendix we show
that, taking positive values for n in (33), they converge absolutely as fast as the geometric series∑∞m=0(1/2)m/N .
Some particular cases: Let us consider, as a ﬁrst example corresponding to N = 1, the differential equation
−z2 d
2w
dz2
+
(
z2 + 2 − 1
4
)
w = 0, (39)
whose solutions are well known,
w1(z) ∼ e−z2F0
(
1
2
+ , 1
2
− ; ;− 1
2z
)
, (40)
w2(z) ∼ ez2F0
(
1
2
+ , 1
2
− ; ; 1
2z
)
, (41)
wreg(z) = 2( + 1) z1/2I(z). (42)
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The connection factors for these solutions on the ray arg z = 0 are [7, Chapter 2, Eq. (52)]
T1 = − sin()2−1/2−1/2( + 1),
T2 = 2−1/2−1/2( + 1). (43)
Application of our procedure to Eq. (39) gives for these connection factors the expressions
T1 = − 12 (−1)n cos()(n + )	n,2,
T2 = − 12(n + )	n,1, (44)
with the notation
 =  + 12 . (45)
The equivalence of the right-hand sides of Eqs. (43) and (44) can be checked numerically. Alternatively, comparison
of those expressions allows one to write an expansion of the quotient of two gamma functions, namely,
( + 12 )
( + n) = −2
−1/2	n,1(), (46)
where
	n,1() = −
∞∑
m=0
am,1()((n + 2m + )bm+n() + bm+n−1()), (47)
the coefﬁcients a and b being given by
am,1() = ()m(1 − )m
m!(−2)m , (48)
b2n() = (
1
4 )
n
n!( + 12 )n
, b2n+1() = 0. (49)
Quotients of two gamma functions have received considerable attention since the publication of the seminal paper in
[9] proving the celebrated inequalities
e(s−1)(n+1) (n + s)
(n + 1)n
s−1 (0s1, n = 1, 2, 3, . . .). (50)
These inequalities were sharpened and extended in different ways by several authors. For the shake of brevity, we
mention only the papers in [2,15], where references to preceding work can be found. Alzer, by using complete mono-
tonicity of certain functions related to the gamma one, has obtained lower and upper bounds [2, Eq. (2.6)] for the
quotient
(x + 1)
(x + s) (x > 0, s ∈ (0, 1)). (51)
Merkle, with a method based on logarithmic convexity of the gamma function, has obtained also for the quotient (51)
written in the form
(x + )
(x)
(x > 1 − ,  ∈ [0, 1]) (52)
inequalities [15, Eqs. (17) and (14)] that become equalities if and only if  = 0 or 1. Our relation (46), with
n = 0, refers to a quotient of form (52) with  = 12 , a particular case speciﬁcally considered in [6] who obtained the
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inequalities(
x + 1
4
)1/2
<
(x + 1)
(x + 12 )
<
(
x + 1
2
)1/2
, x > − 1
4
, (53)
(
1 + 1
2x
)1/2
<
1
x
(
(x + 1)
(x + 12 )
)2
<
(
1 − 1
2x
)−1/2
, x >
1
2
. (54)
But our relation (46) is an equality and becomes valid even for complex . Incidentally, it seems worthwhile to mention
that, for R()> − 12 and  = 12 ,(
( + 12 )
()
)2
= ( − 12 )2F1(− 12 ,− 12 ;  − 12 ; 1), (55)
according to Ref. [1, Eq. (15.1.20)].
As a second example, corresponding to N = 2, let us consider the equation for a harmonic oscillator of energy  in
a certain scale,
−z2 d
2w
dz2
+ (z4 − z2)w = 0, (56)
whose solutions read
w1(z) ∼ exp(−z2/2)z(−1)/22F0
(
1 − 
4
,
3 − 
4
; ;− 1
z2
)
, (57)
w2(z) ∼ exp(z2/2)z(−−1)/22F0
(
1 + 
4
,
3 + 
4
; ; 1
z2
)
, (58)
wreg(z) = exp(−z2/2)1F1
(
1 − 
4
; 1
2
; z2
)
, (59)
the connection factors on the ray arg z = 0 being now [7, Chapter 2, Eq. (47)]
T1 = cos
(
(1 − )
4
) 1/2
((1 + )/4) ,
T2 = 
1/2
((1 − )/4) . (60)
Our procedure gives for these connection factors
T1 = −(−1)n cos(
2)2n+
2−2(n + 
2)	2n,2,
T2 = −2n+
1−2(n + 
1)	2n,1, (61)
where

1 = (1 + )/4, 
2 = (1 − )/4. (62)
The equivalence of the expressions in the right-hand sides of (60) and (61) can be checked for particular values of the
parameters. Their comparison leads to an expansion for a product of gamma functions,

(
n + 1 + 
4
)

(
1 − 
4
)
= − 
1/2
2n−(7−)/4	2n,1()
, (63)
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with
	2n,1() = −
∞∑
m=0
a2m,1()((2n + 4m − ( − 1)/2)b2m+2n() + b2m+2n−2()), (64)
and coefﬁcients a and b given by
a2m,1() = (−1)m ((1 − )/4)m((3 − )/4)m
m! , a2m+1,1() = 0, (65)
n(n − 1)bn() = −bn−2() + bn−4(), b0() = 1, b1() = 0. (66)
Inequalities for products of gamma functions are not so abundant as in the case of quotients. Two papers of Gautschi
[10,11] initiated a line of research followed in [12,3], among other authors quoted in these references. The obtained
results concern essentially to products of the form(x)(1/x). Obviously, the left-hand side of our Eq. (63) is a product
of a different form. Let us ﬁnally mention that inequalities obeyed by (1 + x), with x0, can be found in Ref. [4].
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Appendix
Let us discuss the convergence of the series appearing in the right-hand side of (26), namely of series of the type
∞∑
m=0
ambm+k,
∞∑
m=0
mambm+k , (67)
the coefﬁcients am and bn being given by the recurrence relations (9) and (24), respectively. Of course, the absolute
convergence of the second series in (67) would imply that of the ﬁrst one. Therefore, we concentrate in proving the
absolute convergence of the series
∞∑
m=0
dmbm+k , (68)
where the
dm ≡ mam (69)
obey the recurrence relation
2Ndm =
N−1∑
s=1
(
s
m − N + s − 2s
)
dm−N+s +
(
0
m − N − 20 + m
)
dm−N . (70)
The proof rests on a theorem on difference equations, recalled in [19], gathering former results in [18,13]. The theorem,
respecting Perron’s notation, reads:
Theorem 1. Let the coefﬁcients of the linear difference equation of order m
D+m + p1()D+m−1 + · · · + pm()D = 0 ( = 0, 1, 2, . . .) (71)
have the form
pi() = Aiki + o(ki ) (i = 1, 2, . . . , m),
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where the Ai are complex numbers, the ki are real ones, and o(ki ) represents the known order symbol for  → ∞.
It must be understood ki = −∞ in the case of a vanishing pi(). Plot in a rectangular coordinate system the m + 1
points Pi (i = 0, 1, 2, . . . , m) of coordinates x = i, y = ki (with k0 = 0), and draw, from P0 to Pm, a Newton–Puiseux
(NP) polygonal line, convex from the positive Y side, in such a way that the corners are some of the points Pi whereas
the rest of them do not lie on the convex side. Let the corners be
Pe0 = P0, Pe1 , Pe2 , . . . , Peg = Pm.
Let q denote the slope of the straight line PePe+1 ,
q =
ke+1 − ke
e+1 − e .
So, q0 >q1 >q2 > · · ·>qg−1 and ki−iqke−eq, the equality being valid in particular for i=e and i=e+1, and
the inequality for i < e and i > e+1. Then, the difference equation has a fundamental system of solutions belonging
to g classes, K0,K1, . . . , Kg−1, each class K containing exactly e+1 − e linearly independent solutions which,
together with their linear combinations, have order −q, i.e., they verify
lim inf
→∞
log |1/D|
log(!) = −q. (72)
For a given  (=0, 1, . . . , g − 1), let us consider the equation
∑
i
()
Aiz
m−i = 0, (73)
where the sum runs along values of i such that ki − iq = ke − eq. That equation is of grade m − e and has the
root 0 with multiplicity m − e+1. Let it have, besides, j1 roots of modulus 1, j2 roots of modulus 2, . . . , js roots of
modulus s so thatj1 + j2 + · · · + js = e+1 − e and 1 < 2 < · · ·< s . Then, the e+1 − e solutions belonging
to class K can be grouped in s subclasses K1, . . . , Ks containing j1, . . . , js solutions in such a manner that the
solutions in the subclass Kl and their linear combinations are of type l , i.e.,
lim sup
→∞
(|D|(!)−q)1/ = l . (74)
To facilitate the application of this theorem, let us write the recurrence relation (24) in the form
bn+2N +
N−1∑
r=1
pr(n)bn+2N−r +
2N∑
s=N
ps(n)bn+2N−s = 0, (75)
with
pr(n) = −2rn−1 + o(n−1), r = 1, 2, . . . , N − 1,
ps(n) = −sn−2 + o(n−2), s = N, . . . , 2N .
The NP diagram for the difference equation (75) is a straight line going from (0, 0) to (2N,−2). Therefore, according
to (74), for all its solutions
lim sup
n→∞
(|bn|(n!)1/N )1/n = |g2N |1/(2N). (76)
Analogously, the NP diagram for the difference equation (70), that can be written in the form
dm+N +
N−1∑
s=1
ps(m)dm+N−s + pN(m)dm, (77)
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where now
ps(m) = N−s
N
+ o(m0), s = 1, 2, . . . , N − 1,
pN(m) = − 12N m + o(m),
is a straight line going from (0, 0) to (N, 1). Hence, for all its solutions,
lim sup
m→∞
(|dm|(m!)−1/N )1/m =
∣∣∣∣ 12N
∣∣∣∣
1/N
. (78)
Now, from (76) and (78) one deduces that, for any given ε > 0, constants M1 and M2 can be found such that
|bn|<M1(|g2N |1/(2N) + ε)n(n!)−1/N ,
|dm|<M2(|2N |−1/N + ε)m(m!)1/N ,
for any n0 and m0. Therefore, in view of the ﬁrst of relations (6), the terms of the series (68) are bounded in the
form
|dmbm+k|<M1M2(|N |1/N + ε)k
(
m!
(m + k)!
)1/N((1
2
)1/N
+ ε˜
)m
, (79)
where ε˜ can be made arbitrarily small by choosing a sufﬁciently small ε. It is evident, from the last equation, that the
series (68) converges absolutely as fast as the geometric series∑∞m=0(1/2)m/N whenever k > 0. It follows also from
(79) that increasing values of k improve the numerical convergence of the series.
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