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Abstract– In data stream mining, it is necessary to handle continuously generated
data streams. Therefore, it is unrealistic to construct a model using all available data
like in the case of batch learning, which is why, the model can be developed by applying
mini-batch learning or online learning. To evaluate data stream mining algorithms, the
static data may be processed and used as a data stream. However, the performance of
a data stream mining algorithm cannot be correctly evaluated using the method based
on static data, as particular data streams have local characteristics. Moreover, with
regard to mini-batch learning or online learning, there is an issue that a learning result
may change depending on the order of the learning data. In this paper, to solve the
aforementioned problems, we propose a new method to evaluate the performance of a
data stream mining algorithm using time series data as a pseudo data stream. To verify
the effectiveness of the proposed method, we have conducted the experiments to evaluate
the performance of an online algorithm, using one static data set and seven time series
data sets. Although the experimental results did not show the problem of using static
data, it was confirmed that the model could not be properly constructed if the order of
the training data was intentionally biased.
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ことを確認した．
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Evaluation Method in Data Stream Mining 1. 序論
表 1.1 データストリームと時系列データと静的なデータの特徴
データストリーム 時系列データ 静的なデータ
データの性質 動的 動的 静的
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入力には，データ点集合 xi と正解ラベル yi が与えられる．データが入力された時点での
重みベクトル wi を用いて，入力されたデータ点 di が正解であるか，不正解であるかを予測
し，正解ラベル yi と比較して重みベクトルwi+1 を更新する．ヒンジ損失関数は以下の通り
8
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である．
ℓhinge(xi, yi, wi) = max
(
0, 1 − yiw⊤i xi
)
重みベクトルの更新するための最適化問題は以下の通りである．










wi + ℓhinge(xi,yi,wi)∥xi∥2 yixi (ℓhinge(xi, yi, wi) > 0)
wi (otherwise)
3.3 Online Passive-Aggressive-I




メータ C > 0を指定する必要がある．重みベクトルの更新するための最適化問題は以下の通
りである．




∥w − wi∥2 + Cξ
subject to














∥∥w − w(i)∥∥2 + Cξ2
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subject to




wi + ℓhinge(xi,yi,wi)∥xi∥2+ 12C yixi (ℓhinge(xi, yi, wi) > 0)
wi (otherwise)
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本実験では，静的なデータとして，Fisherの Iris Flower Data Set，時系列データとして，
The UEA & UCR Time Series Classification Repository[9]にある，クラス数が 2のデー
タセットを用いて実験を行う．静的なデータとして用いたのは，表 5.2，時系列データとして
BA thesis, Future University Hakodate
15
Evaluation Method in Data Stream Mining 5. 実験と結果
用いたのは，表 5.3の通りである．
表 5.2 使用した静的なデータセット
概要 訓練 評価 属性
Iris Data Set 1 訓練データとして 80個，残りを評価データに分割 80 20 4
Iris Data Set 2 訓練データとして 50個，残りを評価データに分割 50 50 4
表 5.3 使用した時系列データセット
概要 訓練 評価 属性
Earthquakes 北カルフォルニアの地震測定データ 322 139 512
FordA エンジンノイズからサブシステムの故障を分類 3601 1320 500
FordB 評価データをノイズの多い条件下で収集 3636 810 500
FreezerRegular Train キッチンとガレージの冷蔵庫の消費電力測定データ 150 2850 301
FreezerSmall Train 上記のデータと同じデータセットから作成 28 2850 301
ItalyPowerDemand イタリアの 12ヶ月の電力需要時系列データセット 67 1029 24
Wafer シリコンウェーハが正常か異常かを分類する 1000 6164 152
次に，使用したデータセットについて，説明する．
Iris Flower Data Set は 1936 年に Fisher が発表した論文上で取り上げたデータである
[10]．多変量データとして，統計学では有名なデータセットである．インスタンス数は 150，
属性数は 4である．




FordA は 2008 年の IEEE World Congress on Computational Intelligence でのコンペ
ティションに使用されたデータセットである．各インスタンスはエンジンノイズの 500回の
測定データで構成されており，自動車のサブシステムに特定の症状が存在するかどうかを分




ンスも FordAと同様である．訓練データは 3636インスタンス，評価データは 810インスタ
ンスである．FordBは，訓練データは FordAと同じ条件で収集しているが，テストデータ
はノイズの多い条件下で収集されている．
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は 67インスタンス，評価データは 1029インスタンス，属性数は 24である．4月から 9月
と，10月から 3月までにそれぞれラベルが付けられている．






Fisherの Iris Flower Data Setは 3クラスのデータであるが，Online Passive-aggressve
でクラス分類を簡潔に行うため，3クラスのデータを 2クラスの組に変更した．今回の実験















とした．Online Passive-Aggressive-I並びに，Online Passive-Aggressive-IIでは， 誤りの
許容量 C > 0をパラメータとして指定するが，今回は C = 0.1と設定した．
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5.7 評価方法
評価指標として，学習する毎の正解率 (accuracy) と学習が終了した時点での正解率




まず，静的なデータである Iris Flower Data Setの結果を述べる．80インスタンスを訓練
データ，残りを評価データとした場合，特にデータに加工を行わなかった場合は，Passive-
Aggressiveでは 1個目を学習した時点で精度が 1となり，Passive-Aggressive-Iでは 7個目
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図 5.2 Iris Train80 昇順ソート
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図 5.4 Iris Train80 ランダマイズ
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表 5.4 Iris Train80に対する各モデルの予測結果
モデル TP TN FP FN
PA 無加工 10 10 0 0
PA 昇順 10 10 0 0
PA 降順 10 10 0 0
PA ランダム 10 10 0 0
PA-I 無加工 10 10 0 0
PA-I 昇順 10 10 0 0
PA-I 降順 10 10 0 0
PA-I ランダム 10 10 0 0
PA-II 無加工 10 10 0 0
PA-II 昇順 10 10 0 0
PA-II 降順 10 10 0 0
PA-II ランダム 10 10 0 0
次に，50インスタンスを訓練データとした場合は，降順でソートした時，25個強のデー
タを学習するまでは精度は 0.5で，それ以降は 1となった．その他は学習データが 80イン
スタンスの場合と大きく差がなかった．
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図 5.6 Iris train50 昇順ソート
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図 5.8 Iris train50 ランダマイズ
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表 5.5 Iris Train50に対する各モデルの予測結果
モデル TP TN FP FN
PA 無加工 26 24 0 0
PA 昇順 26 24 0 0
PA 降順 26 24 0 0
PA ランダム 26 24 0 0
PA-I 無加工 26 24 0 0
PA-I 昇順 26 24 0 0
PA-I 降順 26 24 0 0
PA-I ランダム 26 24 0 0
PA-II 無加工 26 24 0 0
PA-II 昇順 26 24 0 0
PA-II 降順 26 24 0 0
PA-II ランダム 26 24 0 0
次に時系列データの場合の結果について述べる．Earthquakes，FordA，FordBでは，い
ずれの条件でも精度は 0.5程度で大きな変化は生じなかった．
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図 5.10 Earthquakes 昇順ソート
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図 5.12 Earthquakes ランダマイズ
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表 5.6 Earthquakesに対する各モデルの予測結果
モデル TP TN FP FN
PA 無加工 18 61 43 17
PA 昇順 18 54 50 17
PA 降順 17 54 50 18
PA ランダム 18 58 46 17
PA-I 無加工 18 61 43 17
PA-I 昇順 18 54 50 17
PA-I 降順 17 54 50 18
PA-I ランダム 18 58 46 17
PA-II 無加工 18 61 43 17
PA-II 昇順 18 54 50 17
PA-II 降順 17 54 50 18
PA-II ランダム 18 58 46 17
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図 5.14 FordA 昇順ソート
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図 5.16 FordA ランダマイズ
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表 5.7 FordAに対する各モデルの予測結果
モデル TP TN FP FN
PA 無加工 336 359 322 303
PA 昇順 304 327 354 335
PA 降順 322 350 331 317
PA ランダム 323 324 357 316
PA-I 無加工 336 359 322 303
PA-I 昇順 304 327 354 335
PA-I 降順 322 350 331 317
PA-I ランダム 323 324 357 316
PA-I 無加工 336 360 321 303
PA-II 昇順 304 327 354 335
PA-II 降順 324 349 332 315
PA-II ランダム 324 324 357 315
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図 5.18 FordB 昇順ソート
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図 5.20 FordB ランダマイズ
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表 5.8 FordBに対する各モデルの予測結果
モデル TP TN FP FN
PA 無加工 206 192 209 203
PA 昇順 199 200 201 210
PA 降順 221 200 201 188
PA ランダム 191 188 213 218
PA-I 無加工 206 192 209 203
PA-I 昇順 199 200 201 210
PA-I 降順 221 200 201 188
PA-I ランダム 191 188 213 218
PA-II 無加工 206 190 211 203
PA-II 昇順 198 199 202 211
PA-II 降順 223 200 201 186
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図 5.22 FreezerRegular train 昇順ソート
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図 5.24 FreezerRegular train ランダマイズ
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表 5.9 FreezerRegular trainに対する各モデルの予測結果
モデル TP TN FP FN
PA 無加工 1425 0 1425 0
PA 昇順 1425 0 1425 0
PA 降順 16 1425 0 1409
PA ランダム 1192 979 446 233
PA-I 無加工 1425 0 1425 0
PA-I 昇順 1425 0 1425 0
PA-I 降順 16 1425 0 1409
PA-I ランダム 1192 979 446 233
PA-II 無加工 1425 0 1425 0
PA-II 昇順 1425 0 1425 0
PA-II 降順 16 1425 0 1409
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図 5.26 FreezerSmall train 昇順ソート
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図 5.28 FreezerSmall train ランダマイズ
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表 5.10 FreezerSmall trainに対する各モデルの予測結果
モデル TP TN FP FN
PA 無加工 1424 0 1425 1
PA 昇順 1424 0 1425 1
PA 降順 14 1425 0 1411
PA ランダム 1046 1137 288 379
PA-I 無加工 1424 0 1425 1
PA-I 昇順 1424 0 1425 1
PA-I 降順 14 1425 0 1411
PA-I ランダム 1046 1137 288 379
PA-II 無加工 1424 0 1425 1
PA-II 昇順 1424 0 1425 1
PA-II 降順 14 1425 0 1411
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図 5.30 ItalyPowerDemand 昇順ソート
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図 5.32 ItalyPowerDemand ランダマイズ
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表 5.11 ItalyPowerDemandに対する各モデルの予測結果
モデル TP TN FP FN
PA 無加工 473 503 10 43
PA 昇順 516 0 513 0
PA 降順 14 513 0 502
PA ランダム 492 493 20 24
PA-I 無加工 473 503 10 43
PA-I 昇順 516 0 513 0
PA-I 降順 14 513 0 502
PA-I ランダム 492 493 20 24
PA-II 無加工 473 503 10 43
PA-II 昇順 516 0 513 0
PA-II 降順 20 513 0 496
PA-II ランダム 493 497 16 23
Wafer では，昇順でソートした場合のみ，100 個程度学習するまでの精度が 0.4 前後で，
学習が終了したときの精度は 0.8程度であった．それ以外では，精度が 0.8前後を推移して
いた．
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図 5.34 Wafer 昇順ソート
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図 5.36 Wafer ランダマイズ
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表 5.12 Waferに対する各モデルの予測結果
モデル TP TN FP FN
PA 無加工 4534 446 219 965
PA 昇順 5040 173 492 459
PA 降順 3499 480 185 2000
PA ランダム 4422 402 263 1077
PA-I 無加工 4534 446 219 965
PA-I 昇順 5040 173 492 459
PA-I 降順 3499 480 185 2000
PA-I ランダム 4422 402 263 1077
PA-II 無加工 4573 451 214 926
PA-II 昇順 5036 174 491 463
PA-II 降順 3509 478 187 1990
PA-II ランダム 4417 400 265 1082












Passive-Aggressive-Iでは，重みの更新幅が C を超える際には，C にクリップされてしまう．
つまり，重みを大きく更新して，より早く学習を終えることが出来なかったため，このよう
な結果になったのではないかと考えられる．
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